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Abstrakt
Mario Kamburov, Optima´ln´ı metody dataminingu pro zpracova´n´ı
semistrukturovany´ch medic´ınsky´ch dat
Diplomova´ pra´ce, Plzenˇ 2015
C´ılem me´ diplomove´ pra´ce bylo navrhnout rˇesˇen´ı a vytvorˇit program, ktery´ by
umozˇnˇoval korekce le´karˇsky´ch text˚u na za´kladeˇ velmi rozsa´hly´ch a r˚uznorody´ch
semistrukturovany´ch dat z le´karˇsky´ch zpra´v. V pra´ci teoreticky popisuji mozˇnosti
zpracova´n´ı prˇirozene´ho jazyka a neˇkolik jizˇ implementovany´ch datamining algo-
ritmu˚ pro klasifikace text˚u. Je zde popsa´n princip mnou navrzˇene´ho rˇesˇen´ı, ktery´
vyuzˇ´ıva´ databa´ze pro ukla´da´n´ı tre´novac´ıch dat. Da´le je podrobneˇ popsa´na im-
plementace v jazyce Java s napojen´ım na databa´zi MySQL, PostgreSQL a IBM
DB2 a provedeno oveˇrˇen´ı na vybrane´ kolekci medic´ınsky´ch dat. Na konci jsou
pak prˇedlozˇeny obsa´hle´ statistiky pr˚ubeˇhu zpracova´n´ı a porovna´va´n´ı z´ıskany´ch
vy´sledk˚u. Za´veˇr obsahuje celkove´ hodnocen´ı pra´ce s doporucˇen´ım mozˇny´ch bu-
douc´ıch vylepsˇen´ı.
Abstract
Mario Kamburov, Optimal datamining methods for processing semi-structured
medical data
Diploma thesis, Pilsen 2015
The aim of my thesis was to propose solution and to create a program that
would allow correction of medical texts on the basis of a very large and diverse
semistructured data from medical reports. The work describes the theoretical pos-
sibilities of natural language processing, and several already implemented datamin-
ing algorithms for text classification. There is described the principle of my pro-
posed solution, which uses a database to store the training data. The implemen-
tation of Java program is also described in detail using MySQL, PostgreSQL, and
IBM DB2 databases. The verification was applied to a selected collection of medi-
cal data. At the end there are comprehensive statistics of the data processing and
comparing the obtained results. Conclusion contains an overall assessment of the
work with recommendations for possible future improvements.
4
Obsah
1 U´vod 7
2 Analy´za proble´mu 8
3 Soucˇasny´ stav 10
3.1 Popis dat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Klasicke´ zkratky ukoncˇene´ tecˇkou . . . . . . . . . . . . . . . . . . . 10
3.3 Abreviatu´ry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.4 Slozˇiteˇjˇs´ı zkratky . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.5 Dalˇs´ı typy zkratek . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.6 Proble´my medic´ınsky´ch dat . . . . . . . . . . . . . . . . . . . . . . 13
3.6.1 Heterogenita . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.6.2 Etnicke´ nebo pra´vn´ı proble´my . . . . . . . . . . . . . . . . . 14
4 Zpracova´n´ı a prˇ´ıprava dat 15
4.1 Semistrukturovana´ data . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 Prˇ´ıprava dat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3 Manua´ln´ı prˇ´ıprava . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5 U´loha kategorizace text˚u 19
5.1 Lexika´ln´ı analy´za medic´ınsky´ch text˚u . . . . . . . . . . . . . . . . . 20
5.2 Nevy´znamne´ slova . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6 Datamining 23
6.1 Teorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6.2 Datamining v medic´ıneˇ . . . . . . . . . . . . . . . . . . . . . . . . . 24
7 Vy´beˇr datamining algoritmu˚ 25
7.1 Naivn´ı bayes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
7.1.1 Teoreticke´ za´klady . . . . . . . . . . . . . . . . . . . . . . . 25
7.1.2 Naivn´ı Bayes a klasifikace text˚u . . . . . . . . . . . . . . . . 26
7.1.3 Naivn´ı Bayes Multinomial . . . . . . . . . . . . . . . . . . . 26
7.1.4 Detailn´ı prˇ´ıklad . . . . . . . . . . . . . . . . . . . . . . . . . 26
7.1.5 Optima´ln´ı vylepsˇen´ı algoritmu . . . . . . . . . . . . . . . . . 28
7.2 SMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
7.2.1 Vznik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
7.2.2 Optimalizacˇn´ı proble´m SVM . . . . . . . . . . . . . . . . . . 29
7.2.3 Algoritmus SMO . . . . . . . . . . . . . . . . . . . . . . . . 31
7.3 J48 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
7.3.1 Rozdeˇlen´ı C4.5 . . . . . . . . . . . . . . . . . . . . . . . . . 32
5
7.3.2 Prˇ´ıklad fungova´n´ı algoritmu . . . . . . . . . . . . . . . . . . 33
7.4 IBk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
7.4.1 Princip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
7.4.2 Prˇ´ıklady pouzˇit´ı . . . . . . . . . . . . . . . . . . . . . . . . . 36
8 Implementace rˇesˇen´ı 37
8.1 Volba vy´vojove´ho prostrˇed´ı . . . . . . . . . . . . . . . . . . . . . . 37
8.2 WEKA API . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
8.2.1 Format vstupn´ıch dat . . . . . . . . . . . . . . . . . . . . . . 38
8.2.2 Datova´ cˇa´st . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
8.3 Rozvrzˇen´ı aplikace . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
8.4 Ulozˇen´ı tre´novac´ıch dat . . . . . . . . . . . . . . . . . . . . . . . . . 40
8.4.1 Struktura databa´ze . . . . . . . . . . . . . . . . . . . . . . . 40
8.4.2 Pra´ce s databa´zi . . . . . . . . . . . . . . . . . . . . . . . . 41
8.5 Bal´ık cz.zcu.fav.kiv.mre.controllers . . . . . . . . . . . . . . . . . . 43
8.5.1 Regula´rn´ı vy´razy . . . . . . . . . . . . . . . . . . . . . . . . 43
8.5.2 Pseudoko´d hleda´n´ı zkratek v textu . . . . . . . . . . . . . . 44
8.6 Bal´ık cz.zcu.fav.kiv.mre.datamining . . . . . . . . . . . . . . . . . . 46
8.7 Bal´ık cz.zcu.fav.kiv.mre.utils . . . . . . . . . . . . . . . . . . . . . . 47
8.8 Modely nasazen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
9 Porovna´va´n´ı dataminingovy´ch metod 49
9.1 Hodnot´ıc´ı krite´ria . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
9.2 Dalˇs´ı kriteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
9.3 Zhodnocen´ı vy´sledk˚u . . . . . . . . . . . . . . . . . . . . . . . . . . 53
9.3.1 Jednotkove´ vy´sledky . . . . . . . . . . . . . . . . . . . . . . 53
9.3.2 Celkove´ vy´sledky . . . . . . . . . . . . . . . . . . . . . . . . 54
9.4 Porovna´va´n´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
10 Zhodnocen´ı 58
10.1 Dosazˇene´ vy´sledky . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
10.2 Pr˚ubeˇzˇny´ cˇas zpracova´n´ı . . . . . . . . . . . . . . . . . . . . . . . . 60
10.3 U´speˇsˇnost jednotlivy´ch algoritmu˚ . . . . . . . . . . . . . . . . . . . 62
11 Za´veˇr 64
12 Reference 65
13 Prˇ´ıloha A 70
14 Prˇ´ıloha B 73
6
1 U´vod
V dnesˇn´ı dobeˇ existuje rˇada informacˇn´ıch syste´mu˚ a je potrˇeba dba´t na celkovou
architekturu, integrovatelnost a rozsˇiˇritelnost cˇi nadstavby existuj´ıc´ıch syste´mu˚.
Z toho vyply´va´, zˇe je d˚ulezˇite´ prˇemy´sˇlet globa´lneˇ prˇi na´vrhu a implementaci
jake´hokoliv softwarove´ho produktu cˇi komponentu. V ra´mci te´to diplomove´ pra´ci
jsem se zaby´val na´vrhem rˇesˇen´ı pro korekci le´karˇsky´ch text˚u.
Problematika le´karˇsky´ch informacˇn´ıch syste´mu˚ je velmi rozsˇ´ıˇrena´ a komplexn´ı.
V tomto projektu jsem se pod´ılel na pra´ci s vy´zkumny´m ty´mem MRE KIV1.
U´kolem bylo automaticky korigovat nebo opravovat medic´ınske´ odborne´ termı´ny
a le´karˇske´ texty v cˇeske´m jazyce do takove´ho tvaru, ve ktere´m by jim po prvn´ım
prˇecˇten´ı porozumeˇli nejen le´karˇi specialiste´, ale i naprˇ´ıklad ambulantn´ı le´karˇi,
akreditovan´ı Cˇeskou Le´karˇskou Komorou. Tento projekt slouzˇ´ı jako podklad k
integraci pro aktua´ln´ı syste´m beˇzˇ´ıc´ı ve FN Plzenˇ ve formeˇ komponentu pro korekci
le´karˇsky´ch text˚u.
S pokrokem Internetu a moderny´ch technologi´ı nar˚ustaj´ı pocˇet dokument˚u v
elektronicke´ podobeˇ a potrˇeby dolova´n´ı znalost´ı z nich. Metody, zaby´vaj´ıc´ı se klasi-
fikac´ı dokument˚u, souhrnneˇ nazy´va´me metody pro dolova´n´ı cˇi doby´va´n´ı znalosti
z dat. Metody kategorizace jsou zalozˇeny na principech pravdeˇpodobnosti, umeˇle´
inteligence cˇi rozhodovac´ıch stromech atd. Tyto metody vyuzˇ´ıvaj´ı hlavneˇ pozitivn´ı
vzorky.
Vy´sledkem te´to pra´ce je aplikace pro automatickou korekci medic´ınsky´ch semi-
strukturovany´ch dat. Na za´kladeˇ podrobne´ho porovna´va´n´ı jednotlivy´ch algoritmu˚
umeˇle´ inteligence bylo vybra´no neˇkolik vhodny´ch a optima´ln´ıch metod pro rychlou
a maxima´lneˇ bezchybnou korekci medic´ınsky´ch text˚u. V za´veˇru te´to pra´ce je videˇt
porovna´va´n´ı a zhodnocen´ı dosazˇeny´ch vy´sledk˚u.
1MRE KIV - Medical Research and Education Information Systems:
http://mre.kiv.zcu.cz soucˇa´st Katedry Informatiky a Vy´pocˇetn´ı techniky v Plzni
7
2 Analy´za proble´mu
Zada´n´ı vzniklo na popud vy´zkumne´ skupiny MRE KIV a Fakultn´ı Nemoc-
nice Plzenˇ. Prˇi pomale´m a manua´ln´ım opravova´n´ı le´karˇsky´ch text˚u docha´zelo ke
stagnaci efektivity vy´zkumny´ch aktivit. To bylo hlavn´ım d˚uvodem tohoto pro-
jektu a naprogramovane´ho rˇesˇen´ı, kde se kladl hlavn´ı d˚uraz na plnou automatizaci
prˇi korekci le´karˇsky´ch zpra´v. Du˚vodem automaticke´ho dataminingu je vyuzˇit´ı
na´sledny´ch vy´sledk˚u tohoto rˇesˇen´ı pro dalˇs´ı zpracova´n´ı a text-mining analyzu
medic´ınsky´ch text˚u ze strany vy´zkumne´ho ty´mu. Jiny´mi slovy tento projekt slouzˇ´ı
jako podp˚urny´ syste´m pro korekce medic´ınsky´ch text˚u.
Hlavn´ım proble´mem byl oprava zkra´ceny´ch le´karˇsky´ch text˚u a medic´ınsky´ch
slov v le´karˇsky´ch zpra´va´ch do neuniverza´ln´ıch a neˇkdy nepochopitelny´ch tvar˚u.
Jednalo se o agregace le´karˇsky´ch zpra´v z v´ıce zdroj˚u (nemocnic a le´karˇsky´ch
stanic), kde bylo potrˇeba, na za´kladeˇ teˇchto zpra´v pracovat s informacemi o pacien-
tovi da´l v ra´mci vy´zkumu. Jelikozˇ se jedna´ o odborne´ texty, zaby´vaj´ıc´ı se lidske´m
zdrav´ım je jistota a prˇesnost vy´sledk˚u kriticka´. Toto je hlavn´ı d˚uvod a d˚ulezˇitost
konzervativn´ı korekce teˇchto medic´ınsky´ch text˚u. Pod pojmem konzervativn´ı lze
rozumeˇt, zˇe v tomto projektu nen´ı velky´ prostor pro inovace a experimenta´ln´ı
odzkousˇen´ı ruzny´ch metodik dataminingu, protozˇe se klade d˚uraz na prˇesnost a
u´plnost vy´sledk˚u.
Obecny´m proble´mem te´to textove´ analy´zy jsou neexistuj´ıc´ı standardy v latineˇ
a obzvla´sˇtˇ v cˇeske´m jazyce, ktere´ by le´karˇi mohli pouzˇ´ıvat a rˇ´ıdit se jimi jako
oficia´ln´ı psan´ı zkratek dany´ch le´karˇsky´ch termı´n˚u. Existuje slovn´ık medic´ınsky´ch
abreviatur, ale samotne´ zkratky v cˇeske´m jazyce mohou naby´vat mnohdy zcela
jiny´ vy´znam, v za´vislosti na kontextu, ve ktere´m jsou pouzˇite´. Proto je potrˇeba
tyto zkratky zkorigovat cˇi rozepsat do p˚uvodn´ıho tvaru.
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C´ılem te´to pra´ce byl textova´ analy´za le´karˇsky´ch pojmu˚ v le´karˇsky´ch zpra´va´ch,
nikoli samotna´ oprava textu jako soucˇa´st oboru strojove´ ucˇen´ı pro pra´ci s prˇirozenou
rˇecˇ´ı. Jiny´mi slovy v tomto projektu se neklade d˚uraz na lemmatizaci2. cˇi cˇesˇtinu
samotnou, ale pouze na korekci medic´ınsky´ch text˚u a zpra´v ve tvaru takove´m, ve
ktere´m by porozumeˇl kazˇdy´ jiny´ le´karˇ, pracuj´ıc´ı na u´zemı´ CˇR, akreditova´n Cˇeskou
le´karˇskou komorou. Na´sledneˇ po proveden´ı analy´zy byly data predzpracovane´ a
odfiltrovane´. Prˇ´ıpravou dat zabralo zhruba 50% cˇasu v tomto projektu. Posle´ze
byly tyto data prˇipravene´ pro pouzˇit´ı do ostre´ho odskousˇen´ı v beˇzˇ´ıc´ı aplikaci nad
vybrany´ch algoritmech.
Nejd˚ulezˇiteˇjˇs´ı cˇa´st diplomove´ pra´ci je zpracova´n´ı nestukturovany´ch a semistruk-
turovany´ch dat. Da´le prˇi samotne´ analy´ze bylo zjiˇsteˇno, zˇe poskytnuty´ dataset je
rozmanity´ a obsahuje velke´ mnozˇstv´ı r˚uznorody´ch zkratek jak z pohledu lexika´ln´ı
semantiky cˇeske´ho jazyka, tak z pohledu latinske´ho jazyka pro medic´ınske´ termı´ny.
Nicme´neˇ kombinace cˇesky´ch a latinsky´ch zkratek komplikuje celkovy´ smysl a ko-
rekce text˚u. Za t´ımto u´cˇelem jsem se zameˇrˇil prˇima´rneˇ na opravu medic´ınsky´ch
zkratek ve spolupra´ci s odborn´ıkem, ktery´ z pohledu strojove´ho ucˇen´ı meˇl roli
supervizora (ucˇitel). Ten se staral o porozumeˇn´ı zpra´v v dane´m kontextu.
Jako podstatny´m krokem a vy´stupem analy´zy bylo to, zˇe je d˚ulezˇite´ nezacˇ´ınat
velke´m rˇesˇen´ım hned ze zacˇa´tku, ale postupneˇ inkrementa´ln´ım zp˚usobem prˇida´vat
dalˇs´ı funkcionality a vylepsˇova´n´ı tre´novac´ıch le´karˇsky´ch dat, nad ktery´mi na´sledneˇ
testovat algoritmy. To se osveˇdcˇilo hned na zacˇa´tku tohoto projektu prˇi prˇedzpraco-
va´n´ım semistrukturovany´ch medic´ınsky´ch dat a implementace proudu dat z uzˇivatel-
ske´ho rozhran´ı do samotne´ho algoritmu.
2Lemmatizace je proces, kdy je slovo prˇevedeno do za´kladn´ıho tvaru - tzv. lemma. Naprˇ´ıklad
slovo ”pocˇ´ıtacˇ´ıch” je prˇevedeno na slovo ”pocˇ´ıtacˇ”. Umozˇnˇuje lepsˇ´ımu strojove´mu porozumeˇn´ı
textu a pouzˇ´ıva´ se pro vyhleda´va´n´ı fulltextem
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3 Soucˇasny´ stav
V ra´mci tohoto projektu byla poskytnuta´ anonymizovana´ mnozˇina rea´lny´ch
le´karˇsky´ch zpra´v, anamne´z a medic´ınsky´ch text˚u, ktere´ byly vyuzˇity jako podklad
k realizaci tohoto projektu. Tato kapitola uva´d´ı jednotlive´ prˇ´ıpady typ˚u zkratek,
ktere´ jsem meˇl za u´kol opravit cˇi rozepsat do za´kladn´ıho tvaru.
3.1 Popis dat
Vstupn´ı data byla doda´na Plzenˇskou fakultn´ı nemocnic´ı, konkre´tneˇ rentgenovy´m
oddeˇlen´ım. Jednalo se o anonymizovana´ data. Celkem 375 vzork˚u. Sˇlo o vzorky
zpeˇtneˇ dohledatelne´ podle URI a cˇisteˇ textove´ .csv soubory. Aby se jednalo o kval-
itn´ı porovna´n´ı r˚uzny´ch metod dataminingu byly pouzˇity stejne´ vzorky na vsˇech
algoritmech. [6]
3.2 Klasicke´ zkratky ukoncˇene´ tecˇkou
Le´karˇske´ termı´ny potrˇebuj´ıc´ı korekci mohou by´t v r˚uzne´m tvaru. Jde prima´rneˇ
o klasicke´ zkratky ukoncˇene´ tecˇkou, naprˇ´ıklad:
1. ”Na mozku je patrna´ hyperdenzita v pocˇa´tecˇn´ım u´seku a. cerebri media
vlevo”
Kde zkratka “a.“ znamena´ arteria. V rozepsane´m tvaru:
”Na mozku je patrna´ hyperdenzita v pocˇa´tecˇn´ım u´seku arteria cerebri media
vlevo”
2. ”Alterace perfu´zn´ıch parametr˚u v povod´ı ACM dx. s pouze drobny´m ja´drem
v b´ıle´ hmoteˇ.” ⇒ ”Alterace perfu´zn´ıch parametr˚u v povod´ı ACM dextra s
pouze drobny´m ja´drem v b´ıle´ hmoteˇ.”
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Tyto zkratky bylo potrˇeba rucˇneˇ dodefinovat ve vsˇech mozˇny´ch podoba´ch,
ktere´ mu˚zˇou naby´vat. Naprˇ´ıklad zkratka a. by mohla by´t pouzˇita take´ jako ar.,
art., arter., artr., Aa., A. apod. Pro efektivneˇjˇs´ı natrenova´n´ı modelu byly zkratky
tohoto typu definova´ny a sepisova´ny rucˇneˇ s pouzˇit´ım stejne´ho kontextu, za pomoc´ı
ktere´ho lze dedukovat te´zˇ stejny´ vy´znam. T´ım jsem se snazˇil dosa´hnout u´plnost
modelu slov.
3.3 Abreviatu´ry
Jedna´ se te´zˇ o abreviatury, jako naprˇ´ıklad:
”CTAG:
Odstupy krcˇn´ıch tepen z oblouku aorty jsou volne´, v oblasti jugula jsou patrny
dislokacˇn´ı zmeˇny prˇi zveˇtsˇene´ SˇZˇ a uzlovite´ strumeˇ vycha´zej´ıc´ı z dol. po´lu leve´ho
laloku, ktera´ zasahuje mı´rneˇ retrosterna´lneˇ. Oboustranneˇ jsou patrny pomeˇrneˇ
masivn´ı kalcifikace v pla´tech v oblasti veˇtven´ı ACC, nen´ı vsˇak patrna vy´znamneˇjˇs´ı
stenoza. Intrakrania´lneˇ typicke´ usporˇa´da´n´ı rˇecˇiˇsteˇ s embolem v M1 u´seku pravos-
tranne´ ACM.”
Kde:
• CTAG znamena´ pocˇ´ıtacˇova´ tomograficka´ angiografie,
• SˇZˇ je sˇt´ıtna´ zˇla´za,
• ACC je arteria carotis communis,
• M1 je pars sfenoidalis,
• ACM je arteria cerebri media
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3.4 Slozˇiteˇjˇs´ı zkratky
Dalˇs´ı komplikovaneˇjˇs´ı prˇ´ıpady jsou neobvykle´ zkratky, kombinace velky´ch a
maly´ch p´ısmen, neˇkolik tecˇek mezi p´ısmeny nebo v nejhorsˇ´ım prˇ´ıpadeˇ, kdyzˇ autor
le´karˇske´ zpra´vy zapomene prˇidat tecˇku ke zkratce, pak lze pomeˇrneˇ slozˇiteˇ naucˇit
algoritmus na danou zkratku. Prˇ´ıklady:
1. ”Aa. vertebrales volne´. ⇒ Arteria vertebrales volne´”
2. ”vysˇ. provedeno po apl. KL i. v. dvoufa´zoveˇ
⇒Vysˇetrˇen´ı provedeno po aplikaci kontrastn´ıch la´tek intravenozneˇ dvoufa´zoveˇ”
3. ”CT mozku nativneˇ: Vyja´drˇena´ ischemie leve´ho F, T a P laloku, bez zn.
krva´cen´ı. Diskr. tlak. zmeˇny na F roh leve´ postr. komory, strˇed. struktury
bez lateralizace. Prosa´knut´ı meˇkky´ch pokty´vek hlavy vpravo TP a v obl.
prave´ tva´rˇe.
postkontrastneˇ
CT perfuze:
Vy´padek perfuze s minima´ln´ı penumbrou FTP vlevo, zachova´n pruhovity´
okrsek perfuze okolo centra´ln´ıho sulcu vlevo.”
Na prˇ´ıkladu 3 vid´ıme uka´zka medic´ınske´ zkratky stejne´ho typu ve 2 neuni-
verza´ln´ıch podob. Jednak lze vyja´drˇit ischemie laloku rozdeˇleneˇ pomoc´ı popisuj´ıc´ıch
p´ısmen F - Fronta´ln´ı, T - Tempora´ln´ı, P - Parieta´ln´ı nebo je to mozˇne´ vyja´drˇit
prˇimo zkratkou FTP. Tento prˇ´ıklad je komplikovany´ v tom, zˇe ne vzˇdy lze konkre´tneˇ
klasifikovat danou zkratku v za´vislosti na jej´ım pouzˇit´ı. Le´karˇ by mohl neˇkdy
potrˇebovat popsat v le´karˇske´ zpra´veˇ jednu z nich v´ıcekra´t a t´ımto se narusˇuje
mozˇnost naucˇit algoritmus na prˇesnou korekci. Nicme´neˇ prˇi nalezen´ı sloucˇene´ a
zkra´cene´ verze FTP klasifikacˇn´ı algoritmus zvla´da´ rozhodova´n´ı u´speˇsˇneˇ.
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3.5 Dalˇs´ı typy zkratek
Dalˇs´ı typy zkratek obsahuj´ı naprˇ´ıklad cˇ´ısl´ıce:
1. ”Uza´veˇr ACM dx v u´rovni A1/M1. Aplazie P1 sin - pln´ı se cestou zadn´ı
komunikanty.bez dalˇs´ıch patol. zmeˇn Willisova okruhu.” ⇒ ”Uza´veˇr arteria
cerebri media dextra v u´rovni A1/M1. Aplazie P1 sin - pln´ı se cestou zadn´ı
komunikanty. Bez dalˇs´ıch patologicky´ch zmeˇn Willisova okruhu.”
2. ”MR pa´nve a horn´ıch stehen: nativneˇ a postkontrastneˇ, 3T, sekvence T2
TSE, T2 TIRM, T1 TSE FS, a postkontrastneˇ T1 TSE +FS”
Tyto zkratky jsou specificke´ pro rentgenologicke´ oddeˇlen´ı a vyzˇaduj´ı poro-
zumeˇn´ı odborn´ıkem z rentgenologicke´ho oddeˇlen´ı, ktery´ je se zkratky ty´kaj´ıc´ı
se specificky´ch za´kroku prˇi prova´deˇn´ı rentgenove´ vysˇetrˇen´ı sezna´meny´ a
zkusˇeny´.
3.6 Proble´my medic´ınsky´ch dat
Na za´kladeˇ prˇ´ıkladech dat v prˇedchoz´ıch kapitola´ch lze odvodit, zˇe problematika
medic´ınsky´ch dat je pomeˇrneˇ komplexn´ı a nejednoznacˇna´. Obecneˇ je mozˇne´ data
rozdeˇlit do dvou d´ılcˇ´ıch skupin podproble´mu - heterogenita dat a pra´vn´ı proble´my
dat
3.6.1 Heterogenita
Za´kladn´ım proble´mem medic´ınsky´ch dat je nejednotny´ forma´t a slozˇen´ı dat
prˇi zpracova´n´ı le´karˇsky´ch zpra´v a jej´ıch ukla´da´n´ı do ruznch struktur - relacˇn´ıch
cˇi NoSQL databa´z´ı. Dostupne´ data byly doda´ny v .csv forma´tu po anonymizaci,
nicme´neˇ ukla´da´n´ı a transformace skutecˇny´ch neanonymizovany´ch dat mu˚zˇe mı´t
r˚uznou formu a podobu. To je hlavn´ım proble´mem prˇi jake´koliv dalˇs´ı zpracova´n´ı
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dat takove´hoto typu. Jako dalˇs´ı vlastnost lze zd˚uraznit proble´m BigData3, neboli
flexibilneˇ nar˚ustaj´ıc´ı objem dat. Zna´me´ vlastnosti jsou tzv. 4V:
• volume (objem) Objem dat nar˚usta´ exponencia´lneˇ.
• velocity (rychlost) Objevuj´ı se u´lohy vyzˇaduj´ıc´ı okamzˇite´ zpracova´n´ı velke´ho
objemu pr˚ubeˇzˇneˇ vznikaj´ıc´ıch dat. Vhodny´m prˇ´ıkladem mu˚zˇe by´t zpracova´n´ı
dat produkovany´ch kamerou.
• variety (r˚uznorodost, variabilnost) Kromeˇ obvykly´ch strukturovany´ch dat
jde o u´lohy pro zpracova´n´ı nestrukturovany´ch text˚u, ale i r˚uzny´ch typ˚u mul-
timedia´ln´ıch dat.
• veracity (veˇrohodnost) Nejista´ veˇrohodnost dat v d˚usledku jejich nekonzis-
tence, neu´plnosti, nejasnosti a podobneˇ. Vhodny´m prˇ´ıkladem mohou by´t
u´daje cˇerpane´ z komunikace na socia´ln´ıch s´ıt´ıch.
3.6.2 Etnicke´ nebo pra´vn´ı proble´my
Z pohledu vlastnictv´ı lze rˇ´ıct, zˇe je d˚ulezˇite´ mı´t na veˇdomı´, zˇe medic´ınske´
data se ty´kaj´ı osobn´ıch informac´ı jednotlivy´ch pacient˚u. Jiny´mi slovy se bav´ıme o
privatn´ı a d˚uverihodna´ data registrovany´ch pacient˚u. Jedna´-li se o priva´tn´ı data,
pak je trˇeba, s ukla´da´n´ım a transformaci cˇi transport dat, zacha´zet velice opatrneˇ
a rˇ´ıdit se specificky´mi za´kony a pravidel, stanovene´ v pra´vn´ıch vnitrosta´tn´ıch a
mezina´rodn´ıch pramenech pra´v, jako naprˇ´ıklad za´kony a normy ty´kaj´ıc´ı se ochraneˇ
osobny´ch u´daj˚u pacient˚u.
3firma Gartner za big data oznacˇuje soubory dat, jejichzˇ velikost je mimo schopnosti zachy-
covat, spravovat a zpracova´vat data beˇzˇneˇ pouzˇ´ıvany´mi softwarovy´mi prostrˇedky v rozumne´m
cˇase.
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4 Zpracova´n´ı a prˇ´ıprava dat
4.1 Semistrukturovana´ data
Semistrukturovana´ data jsou definova´na jako data, ktera´ jsou neusporˇa´dana´ cˇi
neu´plna´, jejich struktura se mu˚zˇe meˇnit, dokonce nepredikovatelny´m zp˚usobem.
Semi-strukturovana´ data je forma strukturovany´ch u´daj˚u, ktere´ nejsou v souladu
s forma´ln´ı strukturou datovy´ch model˚u spojeny´ch s relacˇn´ı databa´z´ı nebo jiny´ch
forem datovy´ch tabulek, ale prˇesto obsahuj´ı znacˇky nebo jine´ oddeˇluj´ıc´ı se´manticke´
prvky a utva´rˇ´ı hierarchii v ra´mci dat. Z tohoto d˚uvodu, jsou take´ zna´me´ jako
samopopisuj´ıc´ı se struktury dat. [1] [4]
V semi-strukturovany´ch datech, subjekty patrˇ´ıc´ı do stejne´ trˇ´ıdy mu˚zˇou mı´t
r˚uzne´ atributy, i kdyzˇ jsou seskupeny, da´le porˇad´ı atribut˚u nen´ı d˚ulezˇite´.
Semi-strukturovana´ data sta´le cˇasteˇji nar˚ustaj´ı. S prˇ´ıchodem internetu full-
textove´ dokumenty a databa´ze uzˇ nejsou jedinou formou u´daj˚u. Ru˚zne´ aplikace
potrˇebuj´ı zdroj pro vy´meˇnu informac´ı. [1]
• Vy´hody: [1] [4]
– Nen´ı trˇeba se starat o objektoveˇ-relacˇn´ı nesoulad entit, mı´sto toho se
mohou serializovat objekty pomoc´ı lehky´ch knihoven.
– Podpora vnorˇeny´ch nebo hierarchicky´ch dat.
– Podpora seznamu˚ objekt˚u.
• Nevy´hody: [1] [4]
– Tradicˇn´ı relacˇn´ı datovy´ model ma´ oproti semistrukturovany´m dat˚um
popula´rn´ı jazyk dotazu SQL.
– Nestabilita dat bez integritn´ıch omezen´ı.
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4.2 Prˇ´ıprava dat
Ke zpracova´n´ı textu zpra´v byl pouzˇit extern´ı program pro prˇ´ıpravu kontext˚u k
jednotlivy´m zkratka´m, tak aby algoritmy byly natre´novane´ v potrˇebne´m mnozˇstv´ı
a kvaliteˇ dat. Program pro zpracova´n´ı kontext˚u a prˇedprˇ´ıpravu dat byl urcˇeny´
le´karˇi, ktery´ le´karˇske´ zpra´vy opravoval a program automaticky opravene´ zpra´vy
rovnou ukla´da´l do tre´novac´ıho datasetu. Tyto datasety byly na´sledneˇ pouzˇite´ pro
trenova´n´ı jednotlivy´ch zkratek prˇi celkove´ opraveˇ LZ. Prˇi zpracova´n´ı text˚u a pra´ce
s programem pomohl mu˚j bratr MUDr. Boyko Kamburov.
Obra´zek 1: Uka´zka rozhran´ı programu pro prˇedzpracova´n´ı dat
Program procha´z´ı jednotlive´ zkratky a le´karˇ ma´ mozˇnost je programoveˇ rozep-
sat a automaticky ulozˇit do pozˇadovane´ho tvaru pro spra´vne´ natrenova´n´ı v˚ucˇi
kontextu dane´ zkratky. Program byl vyvinut jiny´m studentem FAV KIV (Bc. Pe-
trem Zˇa´kem), spolupracuj´ıc´ı nad vy´zkumem MRE jako podklad k te´to pra´ci. Tento
program vyrˇesˇil automatizaci a rychlejˇs´ı zpracova´n´ı, ale ne u´plnost rozepsany´ch
zkratek. Za t´ımto u´cˇelem jsem po osobn´ıch sch˚uzka´ch s le´karˇem vzˇdy doplnˇoval
tre´novac´ı data a kontroloval jejich spra´vnost rucˇneˇ.
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4.3 Manua´ln´ı prˇ´ıprava
K prˇipraven´ı tre´novac´ıch mnozˇin do velke´ mı´ry napomohla spolupra´ce rea´lne´ho
le´karˇe. Prˇed samotny´m pouzˇit´ı datamining algoritmu˚, bylo potrˇeba porozumeˇt
problematice medic´ınsky´ch text˚u a celkoveˇ konkre´tn´ım le´karˇsky´m zpra´va´m. Za
t´ımto u´cˇelem MUDr. Boyko Kamburov meˇl za u´kol take´ le´karˇske´ texty manua´lneˇ
proj´ıt a prˇecˇ´ıt. Celkova´ cˇasova´ na´rocˇnost vysˇla na 3-4 ty´dny pr˚ubeˇzˇne´ pra´ci, kdy
pecˇliveˇ a postupneˇ byly le´karˇske´ zpra´vy analy´zovane´ a opravovane´ rucˇneˇ.
V d˚usledku bylo zjiˇsteˇno, zˇe v za´vislosti na specializaci konkre´tn´ıho le´karˇe,
ktery´ le´karˇskou zpra´vu napsal, pak lze tvrdit, zˇe kazˇdy´ jiny´ specialista v tomto
oboru by meˇl te´to zpra´veˇ jednoznacˇneˇ porozumeˇt te´zˇ. T´ım lze odvodit to, zˇe ap-
likace me´ diplomove´ pra´ce ma´ slouzˇit jako na´pomocny´ na´stroj pro rozepisova´n´ı
le´karˇsky´ch zpra´v do podoby, do ktere´ by jim mohl porozumeˇt i le´karˇ, ktery´ nen´ı
specialista v dane´m oboru, ve ktere´m jsou le´karˇske´ zpra´vy. Klasicky se mu˚zˇe jednat
o medic´ınske´ texty v semistrukturovane´m forma´tu z rentgenologicke´ho oddeˇlen´ı,
radiologicke´ho oddeˇlen´ı cˇi jine´ho zdravotnicke´ho pracoviˇsteˇ.
Obra´zek 2: Uka´zka procesu prˇedzpracova´n´ı dat za u´cˇely dataminingu
Tato cˇa´st diplomove´ pra´ce slouzˇ´ı jako za´chytny´ bod pro dalˇs´ı zpracova´n´ı jake´-
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koliv automatizovane´ho programu. Bylo zjiˇsteˇno, zˇe ne kazˇdy´ specialista umı´
porozumeˇt konkre´tn´ım le´karˇsky´m text˚um se specificky´m zameˇrˇen´ı. T´ım je u´kol
o to teˇzˇsˇ´ı a za´visly´ na tre´novac´ım korpusu dat.
Na obra´zku 2 je videˇt celkovy´ proces doby´va´n´ı znalost´ı z dostupny´ch dat v
ra´mci diplomove´ pra´ci. V prvn´ım kroku (Selection) se data z r˚uzny´ch zdroj˚u
vyb´ırala´ do tzv. target data, neboli smyslu´plna´ a vhodna´ data pro u´cˇely medi-
c´ınsky´ch text˚u. Jednalo se o tzv. cˇiˇsteˇn´ı dat. V dalˇs´ım kroku cˇ.2 (Preprocessing)
byly tyto data prˇedzpracovana´ a transformovana´ do standardizovane´ podoby. V
ra´mci tohoto projektu se zde nacha´zel proces rucˇn´ı a manua´ln´ı korekce le´karˇsky´ch
zkratek, ktere´ byly rozepisova´ne´ ve dvou kroc´ıch. Prvn´ı za pomoc´ı automatizo-
vane´ho programu popsany´ v prˇedchoz´ı kapitole a druhy´ proces, zaby´vaj´ıc´ı se rucˇn´ı
korekce rea´lny´m le´karˇem. V kroku cˇ.3 (Transformation) byly prˇipravene´ data
prˇevedene´ znovu do elektronicke´ podoby a snadno transformovane´ do vhodne´ho
datove´ho modelu. Zde jsem pouzˇil datovy´ sklad jako u´lozˇiˇsteˇ dat pro u´cˇely
otestova´n´ı celkove´ho konceptu. V kroku cˇ.4 (Datamining) byly aplikovane´ algo-
ritmy data-miningu nad prˇedzpracovany´mi daty a byly vytvorˇeny tzv. vzory (pat-
terns), ktery´mi se algoritmus rˇ´ıdil prˇi sve´m rozhodova´n´ı. V kroku cˇ.5 (Evaluation)
se na´sledovneˇ algoritmus rozhodoval sa´m a vyhodnocoval celkove´ vy´sledky medi-
c´ınsky´ch dat. Na za´kladeˇ teˇchto model˚u bylo umozˇnˇeˇno samotne´ doby´va´n´ı znalosti
z dat. Jiny´mi slovy vy´stupem byly opravene´ le´karˇske´ zpra´vy. Tyto medic´ınske´
texty byly v iteracˇn´ım cyklu postupneˇ opravova´ny a procha´zely kroky cˇ. 4 a
cˇ.5 inkrementa´lneˇ na za´kladeˇ jizˇ natre´novane´ho korpusu dat v datove´m skladu,
pouzˇity´ pro u´cˇely tohoto projektu.
Nejna´rocˇneˇjˇs´ı cˇa´st projektu byla fa´ze cˇ. 1 a cˇ.2, ty´kaj´ıc´ı se samotne´m prˇed-
zpracova´n´ı a cˇiˇsteˇn´ı dat. Posle´ze dalˇs´ım d˚ulezˇity´m krokem bylo zvolit vhodny´
optima´ln´ı algoritmus, ktery´ by fungoval stabilneˇ nad dostupny´mi daty.
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5 U´loha kategorizace text˚u
Pro u´cˇely te´to diplomove´ pra´ce jsem analyzoval a zaby´val se problematikou
kategorizace text˚u do konkre´tn´ıch trˇ´ıd. U´loha automaticke´ korekce medic´ınsky´ch
semistrukturovany´ch dat jsem determinoval na klasifikacˇn´ı u´lohu.
Kategorizace (klasikace) textu je u´loha, ktera´ medic´ınske´ zkratce (dokumentu)
prˇiˇrazuje jednu nebo v´ıce z prˇedem dany´ch te´maticky´ch kategori´ı(trˇ´ıd). Slovem
trˇ´ıdu lze rozumeˇt jako rozepsanou le´karˇskou zkratku. Modul vykona´vaj´ıc´ı klasi-
fikaci se nazy´va´ klasifika´tor. Klasifikaci tvorˇ´ı dveˇ fa´ze- tre´novac´ı a klasifikacˇn´ı. V
pr˚ubeˇhu tre´novac´ı fa´ze (ucˇen´ı) klasifika´tor analyzuje mnozˇinu le´karˇsky´ch zkratek
(dokument˚u), u ktery´ch zna´me jejich zarˇazen´ı do kategori´ı, a z´ıska´va´ z n´ı urcˇite´
informace, naprˇ´ıklad vztah vsˇech slov, obsazˇeny´ch v textu ke kategori´ım (rozep-
sany´m zkratka´m). Zarˇazen´ı teˇchto dokument˚u do kategori´ı prova´d´ı expert. V
prˇ´ıpadeˇ tohoto projektu medic´ınske´ texty byly algoritmem tre´nova´ne´ rea´lny´m
le´karˇem MUDr. Boykem Kamburovem. Klasifika´tor je na za´kladeˇ z´ıskany´ch in-
formac´ı ucˇitelem(le´karˇem) schopen vykonat v klasifikacˇn´ı fa´zi vlastn´ı klasifikaci,
samostatneˇ a umeˇle rozhodovat. Zna´me-li, do ktery´ch kategori´ı klasifikovane´ doku-
menty patrˇ´ı, mu˚zˇeme spocˇ´ıtat hodnocen´ı klasifika´toru. [5]
Klasifikace medic´ınsky´ch text˚u lze rozdeˇlit do neˇkolik krok˚u:
1. Le´karˇ manua´lneˇ zarˇazoval urcˇity´ pocˇet dokument˚u (tre´novac´ı data) do stano-
veny´ch kategori´ı (rozepsany´ch zkratek)
2. Prova´deˇlo se automaticke´ natre´nova´n´ı klasifika´toru podle vybrane´ho algo-
ritmu. Klasicky se jednalo naprˇ´ıklad o vy´pocˇet cˇetnosti slov pro konkre´tn´ı
kategorii i vy´pocˇtu pravdeˇpodobnost´ı
3. Po vytvorˇen´ı modelu bylo mozˇne´ kvalitu modelu zhodnotit na testovac´ıch
datech
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Zp˚usob, jaky´m klasifika´tor vytva´rˇ´ı tre´novac´ı model, ukla´da´ a pouzˇ´ıva´ infor-
mace, je za´visly´ na konkre´tn´ı dataminingove´ metodeˇ kategorizace. Pro u´cˇely te´to
pra´ce jsem pouzˇil neˇkolik metod. Kapitola 7 uva´d´ı pouzˇite´ metody klasifikace
medic´ınske´ho textu.
Obra´zek 3: Uka´zka tvorby klasifika´toru na za´kladeˇ extrakce prˇ´ıznak˚u z tre´novac´ıch
dat. Funkce d(x, q) je tzv. rozhodovac´ı pravidlo, ktere´ za pomoci nastaven´ı q
rozhoduje samostatneˇ do ktere´ trˇ´ıdy zarˇad´ı vzorek. [2]
5.1 Lexika´ln´ı analy´za medic´ınsky´ch text˚u
Lexika´ln´ı analy´za je prvn´ı nutny´, nikoli postacˇuj´ıc´ı krok prˇi indexaci 4. Stara´ se
o nalezen´ı hranic mezi slovy ve vstupn´ıch datech. Kl´ıcˇovy´m proble´mem lexika´ln´ı
analy´zy je stanoven´ı oddeˇlovacˇ˚u slov. V prˇ´ıpadeˇ le´karˇsky´ch text˚u nejveˇtsˇ´ım pro-
ble´mem je urcˇen´ı zkratek ke korekci. Velmi cˇasto se sta´va´, zˇe zkratky jsou umı´steˇny
na konci veˇty a jsou ukoncˇeny tecˇkou.[7]
4Indexace je proces vyja´drˇen´ı obsahu dokumentu pomoc´ı prvk˚u selekcˇn´ıho jazyka, obvykle s
c´ılem umozˇnit zpeˇtne´ vyhleda´va´n´ı
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Klasicky se jako oddeˇlovacˇe slov vol´ı interpunkcˇn´ı zname´nka, mezery a znaky
konce rˇa´dku. Mezi oddeˇlovacˇe je da´le mozˇne´ zapocˇ´ıtat dalˇs´ı nep´ısmenne´ znaky.
U neˇktery´ch symbol˚u vsˇak nasta´va´ dilema, zda je povazˇovat za oddeˇlovacˇe slov cˇi
nikoli, prˇ´ıpadneˇ za jaky´ch okolnost´ı tak ma´me cˇinit. U medic´ınsky´ch zkratek
obvla´sˇtˇ. Interpunkcˇn´ı zname´nka zp˚usobuj´ı proble´my veˇtsˇinou v medic´ınsky´ch
zpra´va´ch, kde se vyskytuj´ı jako soucˇa´st jmen (naprˇ. MR pa´nve a horn´ıch ste-
hen: nativneˇ a postkontrastneˇ, 3T, sekvence T2 TSE, T2 TIRM v u´rovn´ı A1/M1,
T1 TSE FS, a postkontrastneˇ T1 TSE +FS). Nav´ıc slova se spojovn´ıky vyvola´vaj´ı
dalˇs´ı ota´zky - ma´-li by´t slovo se spojovn´ıkem povazˇova´no za slovo jedine´ nebo
rozdeˇleno na slova samostatna´, cˇi zda spojovn´ık neoznacˇuje jen deˇlen´ı slov na
konci rˇa´dk˚u.
Zejme´na v medic´ınsky´ch textech se objevuj´ı proble´my s intepretac´ı cˇ´ıslic –
ve veˇtsˇineˇ prˇ´ıpad˚u sice netvorˇ´ı samostatna´ slova, mohou se vsˇak vyskytovat jako
soucˇa´st identifikuj´ıc´ıch slov, ktere´ mohou mı´t velky´ vliv na konecˇny´ vy´sledek klasi-
fikace . Obvykly´m rˇesˇen´ım by´va´ respektovat pouze ta slova s cˇ´ıslicemi, ktera´ cˇ´ıslic´ı
nezacˇ´ınaj´ı. Dalˇs´ım proble´mem mu˚zˇe by´t vy´skyt spojovnı´ık˚u – obvykle jej cha´peme
jako oddeˇlovacˇ r˚uzny´ch slov, prˇestozˇe neˇkdy mu˚zˇe by´t soucˇa´st´ı na´zv˚u , nebo jen
indikuje deˇlen´ı slova na konci rˇa´dku. [8] [7]
Dalˇs´ım proble´mem mu˚zˇe by´t rozliˇsova´n´ı velky´ch a maly´ch p´ısmen. V praxi
rˇesˇen´ı tohoto proble´mu spocˇ´ıva´ v prˇevodu vsˇech p´ısmen na stejnou velikost. To
ovsˇem neprˇedstavuje proble´m s anglicky´m textem, nicme´neˇ v prˇ´ıpadeˇ cˇesˇtiny je
potrˇeba veˇnovat pozornost zp˚usobu ko´dova´n´ı. [7]
Nejveˇtsˇ´ım proble´mem lekarˇsky´ch text˚u a medic´ınsky´ch dat byly nekorektneˇ
zapsana´ slova a zkratky, ktere´ nebyly ukoncˇeny interpuknc´ı. Takove´ zkratky lze
velmi snadno sple´st se spojovn´ıkem, cˇa´rkou nebo prˇinejhorsˇ´ım u´plneˇ ignorovat prˇi
predzpracova´n´ım.
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5.2 Nevy´znamne´ slova
V procesu indexace by´va´ vhodne´ odstranit ze vstupn´ıch dat slova, jezˇ maj´ı
zpravidla pouze gramaticky´ vy´znam a nenesou zˇa´dnou informacˇn´ı hodnotu pro
u´cˇely klasifikace. Seznam takovy´ch slov se oznacˇuje jako slovn´ık nevy´znamovy´ch
slov (tzv. stop-list nebo stop words 5). Slovn´ık nevy´znamovy´ch slov mu˚zˇeme
vytva´rˇet rucˇneˇ nebo pouzˇit´ım frekvencˇn´ıho slovn´ıku, jenzˇ obsahuje urcˇite´ procento
nejcˇasteˇji se vyskytuj´ıc´ıch slov (tj. slova, objevuj´ıc´ı se ve veˇtsˇineˇ zpracova´vany´ch
dokument˚u ). Vy´hodna´ strategie spocˇ´ıva´ ve spojen´ı obou zp˚usob˚u – vyjdeme
z automaticky vytvorˇene´ho frekvencˇn´ıho slovn´ıku, ze ktere´ho neˇktera´ slova ode-
bereme a zefektivn´ıme rozhodova´n´ı klasifika´toru le´karˇsky´ch zpra´v. Ignorova´n´ı
nevy´znamovy´ch slov nejen urychluje zpracova´n´ı a snizˇuje pameˇtˇove´ na´roky. Celkem
tato slova tvorˇ´ı zhruba 20% textu a vy´sledky jsou prˇesneˇjˇs´ı. [7]
Obra´zek 4: Prˇ´ıklad tvorby bag of words po filtraci nepotrˇebny´ch slov v modelu
obsahuj´ıc´ı tre´novac´ı instance le´karˇsky´ch zpra´v z rentgenologii FN Plzenˇ
5Jako stopslova se prˇi pocˇ´ıtacˇove´m zpracova´n´ı prˇirozene´ho jazyka oznacˇuj´ı slova, ktera´ se v
dane´m jazyce vyskytuj´ı cˇasto, ale nenesou zˇa´dnou vy´znamovou informaci, maj´ı zpravidla pouze
syntakticky´ vy´znam. Typicky se jedna´ o spojky, prˇedlozˇky atd. Jsou te´zˇ oznacˇovany jako
negativn´ı slovn´ık.
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6 Datamining
6.1 Teorie
Datamining (Z´ıska´va´n´ı znalost´ı z databa´z´ı nebo KDD - Knowledge Discovery
in Databases) [9], interdisciplina´rn´ı podoblast pocˇ´ıtacˇove´ veˇdy, [10], je vy´pocˇetn´ı
proces objevova´n´ı vzor˚u ve velky´ch datovy´ch sada´ch, zahrnuj´ıc´ı metody na pomez´ı
umeˇle´ inteligence, strojove´ho ucˇen´ı, statistiky a databa´zovy´ch syste´mu˚.[10] Celko-
vy´m c´ılem procesu dolova´n´ı dat je z´ıskat informace z datovy´ch sada´ch a trans-
formovat je do srozumitelne´ struktury pro dalˇs´ı pouzˇit´ı. Zahrnuje take´ aspekty
databa´zi a spra´vu dat, predzpracova´n´ı dat, model u´vahy, zhodnocen´ı metrik,
slozˇitost u´vahy, vizualizace atd. Pouzˇ´ıvaj´ı se techniky jako rozhodovac´ı stromy,
asociacˇn´ı pravidla, regresn´ı, logisticka´ analy´za, neuronove´ s´ıteˇ cˇi shlukova´ analy´za
(clustering) pro segmentaci skupin podle spolecˇny´ch vlastnosti.
Existuje obecny´ postup krok˚u vsˇech datamining metodologi´ı:
1. Inicializacˇn´ı – formulace u´lohy a porozumeˇn´ı proble´mu. Cˇasto automaticke´
vyhleda´va´n´ı znalost´ı nelze prova´deˇt zcela naslepo.
2. Datovy´ – vyhleda´n´ı a prˇ´ıprava dat pro analy´zu. Statisticke´ algoritmy potrˇebuj´ı
data prˇipravena´ v urcˇite´ podobeˇ, proto nen´ı mozˇne´ pouzˇ´ıt prˇ´ımo surovy´ch
semistrukturovany´ch dat z operacˇn´ıch databa´z´ı.
3. Analyticky´ – hleda´n´ı informace v datech, vytva´rˇen´ı statisticky´ch model˚u.
Nejcˇasteˇji pouzˇ´ıvany´mi metodami vsˇak jsou logisticka´ regrese s automat-
icky´m vy´beˇrem promeˇnny´ch, rozhodovac´ı stromy a neuronove´ s´ıteˇ.
4. Aplikacˇn´ı – zjiˇsteˇne´ poznatky a modely je trˇeba uve´st do praxe, naprˇ´ıklad
korekce le´karˇsky´ch zkratek.
5. Rˇ´ızeny´ – je trˇeba zajistit zpeˇtnou vazbu (jak efektivn´ı byl model) a v prˇ´ıpadeˇ
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dlouhodobeˇ nasazovany´ch model˚u i kontrolovat, zda model prˇ´ıliˇs nezesta´rl a
zachova´va´ si svoji efektivitu.
6.2 Datamining v medic´ıneˇ
Jak jsem jizˇ zmı´nˇoval v kapitole 3.6, nejveˇtsˇ´ım proble´mem je samotne´ prˇed-
zpracova´n´ı dat, zahrnuj´ıc´ı filtrace, transformace a cˇiˇsteˇn´ı dat od nestrukturovane´ a
semistrukturovane´ podoby do jasneˇ urcˇene´ podoby, vhodne´ pro tre´nova´n´ı datamin-
ing algoritmu˚. Posle´ze lze analyzovat dosazˇene´ vy´sledky a hledat vhodne´ korelace
a u´vahy pro zhodnocen´ı. Za´znamy pacient˚u se skla´da´j´ı z klinicky´ch, laboratorn´ıch
parametr˚u, vy´sledk˚u jednotlivy´ch vysˇetrˇen´ı, ktere´ jsou specificke´ pro r˚uzna´ odveˇtv´ı
a specializace. Tyto data maj´ı veˇtsˇinou na´sleduj´ıc´ı vlastnosti:
• Neu´plnost: Chyb´ı hodnoty atribut˚u, chyb´ı neˇktere´ atributy za´jmu nebo ob-
sahuj´ı pouze souhrnna´ data
• Sˇum: Obsahuj´ı chyby nebo odlehle´ hodnoty
• Nekonzistentn´ı: Obsahuj´ı rozpory v ko´dech nebo na´zvech
• Tempora´ln´ı: Parametry chronicky´ch onemocneˇn´ı v cˇase
Neexistuji-li kvalitn´ı u´daje, lze tvrdit,zˇe neexistuji ny´brzˇ kvalitn´ı vy´sledky. Da-
tovy´ sklad pro dolova´n´ı medic´ınsky´ch dat potrˇebuje d˚uslednou integraci kvalitn´ıch
u´daj˚u. Rˇesˇen´ım je vytvorˇen´ı rozsa´hle´ho slovn´ıku pojmu˚, jednotne´ho rozhran´ı pro
integrace v´ıce datovy´ch zdroj˚u a prˇeda´va´n´ı elektronicky´ch za´znamu o pacientech
na u´rovn´ı mezi jednotlivy´mi nemocnicemi celosveˇtoveˇ. Je da´le potrˇeba porozumeˇn´ı
tzv. Medical Domain, neboli v IT je nedostatek lidi se znalostn´ı dome´ny v oboru
medic´ıny.
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7 Vy´beˇr datamining algoritmu˚
Tato sekce popisuje vy´beˇr jednotlivy´ch algoritmu˚ API WEKA pro klasifikaci
medic´ınske´ho textu. Algoritmy byly pouzˇite´ z vy´vojarˇske´ knihovny tohoto data-
miningove´ho na´stroje. Bylo potrˇeba se s jejich implementac´ı velmi podrobneˇ
sezna´mit.
7.1 Naivn´ı bayes
7.1.1 Teoreticke´ za´klady
Samotny´ algoritmus, ktery´ jsem vybral ve sve´ pra´ci se zakla´da´ na klasicke´
bayesove´ veˇteˇ, ktera´ je zalozˇena´ na pravdeˇpodobnostn´ım vzorecˇku, ktery´m se po
celou dobu algoritmus rˇ´ıd´ı a rozhoduje, v za´vislosti na pravdeˇpodobnosti vy´skytu
dany´ch slov, zda zarˇad´ı do konkre´tn´ı kategorii danou le´karˇskou zkratku (resp.
testovac´ı vzorek). Pravdeˇpodobnostn´ı vzorecˇek vypada´ takto:
P (k|doc) = P (doc|k)P (k)
P (doc)
(1)
Kde k ∈ K je rozepsana´ le´karˇska´ zkratka z mnozˇiny vsˇech mozˇny´ch kategori´ı
do ktere´ lze zarˇadit danou nalezenou neopravenou zkratku a doc je samotna´
zkratka, kterou potrˇebujeme klasifikovat. Pravdeˇpodobnost hypote´zy k ∈ K,
podmı´neˇna pozorova´n´ım medic´ınske´ zkratky doc lze tedy vyja´drˇit jako pomeˇr
pravdeˇpodobnost´ı, zˇe le´karˇska´ zkratka doc patrˇ´ı do dane´ kategorie k (rozepsana´
zkratka), kra´t apriorn´ı pravdeˇpodobnost kategorie k, v˚ucˇi evidenci, cozˇ je apriorn´ı
pravdeˇpodobnost tre´novac´ıch dat (rozepsany´ch zkratek). Jiny´mi slovy algorit-
mus je naivn´ı ve sve´m prˇ´ıstupu, t´ım zˇe spole´ha na to, zˇe v za´vislosti na hod-
noteˇ pravdeˇpodobnostn´ıho vy´skytu v tre´novac´ım modelu bude zkratka v testovac´ı
mnozˇineˇ patrˇit do konkre´tn´ı kategorie k (konkre´tn´ı rozepsana´ zkratka). Jinak
rˇecˇeno, algoritmus spole´ha´ na to, zˇe existuje rovnomeˇrna´ distribuce.[11] [12]
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7.1.2 Naivn´ı Bayes a klasifikace text˚u
Algoritmus Naivn´ı Bayes je velmi rozsˇ´ıˇreny´ mezi klasifikacˇn´ımi algoritmy pro
pra´ci s textem. Je to jeden z nejpouzˇ´ıvaneˇjˇs´ıch a nejefektivneˇjˇs´ıch algoritmu˚ stro-
jove´ho ucˇen´ı pro pra´ci s textem. Praxe ukazuje, zˇe algoritmus pracuje skveˇle jak
s maly´m tak i s velky´m mnozˇstv´ım tre´novac´ıch dat. Toto bylo osveˇdcˇeno v ra´mci
te´to diplomove´ pra´ci. Du˚lezˇite´ vsˇak je kvalitn´ı natre´nova´n´ı modelu. Ohodnocen´ı
pak bude prokazovat mnohem me´neˇ chyb.
7.1.3 Naivn´ı Bayes Multinomial
Vylepsˇen´ı p˚uvodn´ıho algoritmu Naivn´ı Bayes, ktere´ho jsem pouzˇil ve sve´ pra´ci
zejme´na z d˚uvodu, zˇe jsem potrˇeboval jemneˇjˇs´ı vy´sledky, je algoritmus Multi-
nomia´ln´ı Naivn´ı Bayes. Ten se liˇs´ı oproti p˚uvodn´ımu pouze v tom, zˇe pouzˇ´ıva´
Multinomcke´ rozdeˇlen´ı. Klasicky´ Naivn´ı Bayes pouzˇ´ıva´ rovnomeˇrne´ rozdeˇlen´ı.[11]
[12] [13]
7.1.4 Detailn´ı prˇ´ıklad
Pod´ıvejme se na detaily, jaky´m zp˚usobem Multinomia´ln´ı Bayes klasifikuje sve´
vzorky do odpov´ıdaj´ıc´ıch trˇ´ıd. Za prve´ je potrˇeba nadefinovat apriorn´ı pravdeˇ-
podobnost dane´ trˇ´ıdy[12]:
P (k) =
Nc
N
(2)
Kde Nc je pocˇet vzork˚u tre´novac´ıho modelu, popisuj´ıc´ıch trˇ´ıdu k a N je pocˇet
vsˇech vzork˚u tre´novac´ı mnozˇiny. Vezmeme-li tre´novac´ı dataset pro rozepsanou
medic´ınskou zkratku ”dextra”:
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@relation ’dx’
@attribute text string
@attribute class {dx, dex, dextra, ?}
@data
’zmeˇn vcˇ. kinkingu na ACC sin. a ACI dx. ( zde azˇ hranicˇnı´ vy´znamnosti), intrakrania´lneˇ rekanalizace ACM dx., na´lez na’,dextra
’na´lez beze zmeˇn. Za´veˇr: I prˇes rekanalizaci ACM dex. do sˇlo k vyja´drˇenı´ nekroticky´ch zmeˇn v rozsahu patrne´m jizˇ prˇi’,dextra
’embolu v bifurkaci ACC dx. a rekanalizace M1 dx. Vyja´drˇene´ ischemicke´ lozˇisko centra´lnı´ oblasti vpravo s mı´rny´mi expanzivnı´mi zmeˇnami.’,dextra
Obra´zek 5: Uka´zka tre´novac´ıch dat ve forma´tu .arff
pak nasˇe apriorn´ı znalost P(k) pro rozepsanou zkratku dextra je P (′dextra′) =
3
3
= 1. Model je minima´lneˇ natrenovany´ r˚uzny´mi zkratkami stejne´ho typu. S ohle-
dem na to, zˇe v tre´novac´ım modelu ma´m trˇ´ıdu ’?’, ke ktere´ nepatrˇ´ı zˇa´dny´ tre´novac´ı
vzorek, tak tyto pravdeˇpodobnosti algoritmus prˇepocˇ´ıta´va´ a prˇiˇrazuje tzv. m-
odhad trˇ´ıdy ’?’. Proto v celkove´m vy´sledku je tato vy´sledna´ pravdeˇpodobnost o
neˇco ma´lo mensˇ´ı. Pote´ se vypocˇ´ıta´vaj´ı jednotlive´ podmı´neˇne´ pravdeˇpodobnosti.
Pro kazˇde´ slovo tre´novac´ı mnozˇiny se vypocˇte podmı´neˇna´ pravdeˇpodobnost s jakou
mu˚zˇe patrˇit do dane´ trˇ´ıdy. Existuje na to na´sleduj´ıc´ı vzorecˇek [12] :
P (doc|k) = count(doc, k) + 1
count(k) + |V | (3)
Kde P (doc|k) uda´va´ pravdeˇpodobnost dat, za podmı´nky, zˇe patrˇ´ı do trˇ´ıdy k.
Pocˇ´ıta´ se to snadno a to tak, zˇe count(doc, k) vyjadrˇuje cˇetnost slov testovac´ıho
vzorku, obsazˇene´ v tre´novac´ı mnozˇineˇ. Z d˚uvodu normalizace se prˇicˇ´ıta´ jednicˇka.
Ve jmenovateli count(k) je pocˇet vsˇech slov, ty´kaj´ıc´ıch se nasˇ´ı konkre´tn´ı trˇ´ıdy k
(rozepsana´ le´karˇska´ zkratka dextra). |V | je tzv. vocabulary neboli slovn´ık vsˇech
slov tre´novac´ı mnozˇiny (zna´mo take´ jako bag of words - uka´zka na straneˇ 22). Ve
vy´sledku, naprˇ´ıklad podle obra´zku 6 na straneˇ 28, je podmı´neˇna pravdeˇpodobnost
le´karˇske´ zkratky ’dx’ patrˇ´ıc´ı do trˇ´ıdy ’dextra’ na´sleduj´ıc´ı:
P (′dx′|dextra) = count(doc, k) + 1
count(k) + |V | =
4 + 1
57 + 57
=
5
114
= 0, 04385
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Obra´zek 6: Uka´zka vy´pocˇtu cˇetnosti tre´novac´ıho modelu
Pocˇet vsˇech slov trˇ´ıdy dextra je celkem 57. Pocˇet zkratek ’dx’ jsou prˇesneˇ 4.
Pocˇet vsˇech slov tre´novac´ı mnozˇiny (bag of words) je te´zˇ 57, protozˇe tato mnozˇina
je specificka´ pro tento projekt a neobsahuje dalˇs´ı trˇ´ıdy.
7.1.5 Optima´ln´ı vylepsˇen´ı algoritmu
Z d˚uvodu pouzˇit´ı knihovny WEKA, bylo potrˇeba sezna´mit se podrobneˇji s
implementac´ı pouzˇ´ıvane´ho algoritmu tohoto open-source produktu. Byly zjiˇsteˇny
male´ zmeˇny v algoritmu, oproti klasicke´mu ucˇebnicove´mu vzorecˇku. Weka pouzˇ´ıva´
normalizaci za pomoc´ı logaritmova´n´ı a odlogaritmova´n´ı jednotlivy´ch pravdeˇpodob-
nost´ı. Domn´ıva´m se, zˇe d˚uvod te´to implementace je rychlost ve zpracova´n´ı vy´sledk˚u.
Normalizace vypada´ takto:
P (k|doc) = WP (k)
P (doc)
(4)
Kde W = e(log(x)−log(y)). Argument x je tedy P (doc|k), cozˇ uzˇ v´ıme, zˇe je celkova´
podmı´neˇna´ pravdeˇpodobnost dane´ho testovac´ıho vzorku, patrˇ´ıc´ı do konkre´tn´ı trˇ´ıdy
k a y je vzˇdy maxima´ln´ı hodnotou ze vsˇech vypocˇteny´ch x. V podstateˇ hodnota W
se vzˇdy rovna´ 1 v nejlepsˇ´ım prˇ´ıpadeˇ, kdy je nejveˇtsˇ´ı pravdeˇpodobnost, zˇe zkratka
patrˇ´ı do kategorie k. Pravda je takova´, zˇe z normalizace vyply´va´, zˇe e0=1. Jiny´mi
slovy, je-li hodnota W < 1, tak bude v kazˇde´m prˇ´ıpadeˇ mensˇ´ı pravdeˇpodobnost,
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zˇe patrˇ´ı do te´to kategorie. Je-li W = 1 je nejlepsˇ´ı pravdeˇpodobnost, zˇe patrˇ´ı do
dane´ kategorie. Ovsˇem k jiny´m vy´sledk˚um je mozˇno se dopracovat v za´vislosti na
apriorn´ıch znalost´ı P(k), cozˇ mu˚zˇe by´t zp˚usobeno specificky´m natre´nova´n´ım dat.
Naprˇ´ıklad v tre´novac´ı mnozˇineˇ bude v´ıce rozepsany´ch zkratek v kategorii arteria
cerebri media pro zkratku ”a.”, t´ım algoritmus bude sp´ıˇse smeˇrˇovat numericky k
trˇ´ıdeˇ arteria cerebri media v prˇ´ıpadech kdy bude va´hat kterou trˇ´ıdu vybrat nebo
jsou-li si pravdeˇpodobnosti velmi bl´ızke´.
7.2 SMO
7.2.1 Vznik
SMO (zkratka ze Sequential Minimal Optimization) je algoritmus pro rˇesˇen´ı
proble´mu kvadraticke´ho programova´n´ı (QP), ktery´ vznika´ prˇi tre´nova´n´ı algoritmu
SVM (Support Vector Machines). Byl vynalezen Johnem Plattem v roce 1998 ve
spolecˇnosti Microsoft Research. SMO je sˇiroce pouzˇ´ıva´n pro tre´nova´n´ı SVM a je
implementova´n popula´rn´ı knihovnou LIBSVM. Zverˇejneˇn´ı algoritmu SMO v roce
1998 vyvolal hodneˇ vzrusˇen´ı v komuniteˇ SVM vy´vojarˇ˚u, protozˇe drˇ´ıve dostupne´
metody pro tre´nova´n´ı SVM byly mnohem slozˇiteˇjˇs´ı a vy´pocˇetneˇ na´rocˇneˇjˇs´ı. [14]
7.2.2 Optimalizacˇn´ı proble´m SVM
Uvazˇujme podle bina´rn´ı klasifikace proble´mu s datovymi sady (x1, y1),...,(xn,
yn), kde x je vstupn´ı vektor a yi ∈ (-1, 1) je bina´rn´ı na´zev odpov´ıdaj´ıc´ı k neˇmu.
Jemne´ rozpeˇt´ı SVM je natre´nova´no k rˇesˇen´ı proble´mu kvadraticke´ho programova´n´ı,
kde je proble´m vyja´drˇen ve tvaru:
max
α
n∑
i=1
αi − 1
2
n∑
i=1
n∑
j=1
yiyjK(xi, xj)αiαj, (5)
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kde plat´ı:
0 ≤ αi ≤ C, pro i = 1, 2, . . . , n,
n∑
i=1
yiαi = 0
kde C je SVM hyperparameter a K(xi, xj) je funkce ja´dra, oba doda´vane´
uzˇivatelem. Promeˇnne´ αi jsou Lagrangeovy multiplika´tory. [15] [16] [18]
Obra´zek 7: Rozhodovac´ı hranice (nadrovina) a stanoven´ı podp˚urny´ch vektor˚u [17]
Optima´ln´ı linea´rn´ı oddeˇlovacˇ se v algoritmu support vector machines hleda´ po-
moc´ı metody kvadraticke´ho programova´n´ı. Zde je jista´ obdoba s hleda´n´ım max-
ima jako u linea´rn´ıho programova´n´ı, proble´m je vsˇak slozˇiteˇjˇs´ı. Velkou vy´hodou
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je skutecˇnost, zˇe teˇchto podp˚urny´ch vektor˚u je obvykle mnohem me´neˇ nezˇ da-
tovy´ch bod˚u, takzˇe efektivn´ı pocˇet parametr˚u definuj´ıc´ıch optima´ln´ı oddeˇlovacˇ je
pak mnohem mensˇ´ı nezˇ N.
7.2.3 Algoritmus SMO
SMO je iterativn´ı algoritmus pro rˇesˇen´ı proble´mu optimalizace popsany´ vy´sˇe.
SMO rozdeˇluje tento proble´m do se´rie nejmensˇ´ıch mozˇny´ch d´ılcˇ´ıch proble´mu˚, ktere´
jsou pak rˇesˇitelne´ analyticky. Vzhledem k linea´rn´ımu omezen´ı rovnosti, ktera´
zahrnuje Lagrangeove´ multiplika´tory αi, nejjednodusˇsˇ´ı mozˇny´ proble´m se ty´ka´
dvou takovy´chto multiplika´tor˚u. Pote´, pro libovolne´ dva multiplika´tory α1 a α2,
pak plat´ı:
0 ≤ α1, α2 ≤ C,
y1α1 + y2α2 = K
a takto zredukovany´ proble´m lze vyrˇesˇit analyticky. Je potrˇeba naj´ıt minimum
jednorozmeˇrne´ kvadraticke´ funkce. K je negativn´ı soucˇet rovnice, ktery´ v kazˇde´
iteraci klesa´.
Algoritmus prob´ıha´ na´sleduj´ıc´ım zp˚usobem [18]:
1. Nalezne Lagrangeovy multiplika´tory α1, ktere´ porusˇuj´ı Karush Kuhn Tucker-
ovo, KKT6 podmı´nky pro optimalizacˇn´ı u´lohy.
2. Vybere si druhy´ na´sobitel α2 a optimalizuje dvojici (α1, α2).
6KKT podmı´nky jsou nutne´ podmı´nky pro hleda´n´ı optima´ln´ıho rˇesˇen´ı u´lohy nelinea´rn´ıho
programova´n´ı, za prˇedpokladu, zˇe i neˇktere´ dalˇs´ı podmı´nky jsou splneˇny. Je to zobecneˇn´ı metody
Lagrangeovy´ch multiplika´tor˚u na omezuj´ıc´ı podmı´nky neobsahuj´ıc´ı rovnost (mu˚zˇe tedy obsahovat
nerovnosti)
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3. Opakuje kroky 1 a 2, dokud nedokonverguje.
4. Kdyzˇ vsˇechny na´sobky Lagrange splnˇuj´ı podmı´nky KKT (v ra´mci tolerance
uzˇivatelem definovane´), proble´m je vyrˇesˇen. Acˇkoli tento algoritmus zarucˇeneˇ
vzˇdy dokonverguje, se pouzˇ´ıvaj´ı heuristiky pro vy´beˇr pa´ru multiplika´tor˚u tak,
aby se urychlil postup cele´ho algoritmu.
V nejhorsˇ´ım prˇ´ıpadeˇ dosahuje asymptotyckou slozˇitost O(n3).
7.3 J48
J48 je open source Java implementace C4.5 algoritmu, generuj´ıc´ı rozhodovac´ı
strom. C4.5 stav´ı rozhodovac´ı stromy z tre´novac´ıch dat stejny´m zp˚usobem jako al-
goritmus ID3 7, pomoc´ı metody informacˇn´ı entropie. Je vylepsˇeny´ o tzv. ”pruning”
(prorˇeza´va´n´ı stromu) a optimalizovany´ proti prˇeucˇen´ı (over-fitting). Tre´novac´ı
data jsou vyja´drˇena mnozˇinou S = s1, s2, ... jizˇ klasifikovany´ch vzork˚u. Kazˇdy´
vzorek si se skla´da´ z n-rozmeˇrne´ho vektoru (x1,i, x2,i, ..., xn,i), kde x prˇedstavuj´ı
atributy nebo vlastnosti vzorku, jakozˇ i jako trˇ´ıdu, v n´ızˇ si spada´. [19]
V kazˇde´m uzlu stromu, C4.5 vyb´ıra´ atribut, ktery´ neju´cˇinneˇji rozdeˇluje tre´novac´ı
sadu vzork˚u do podskupin posiluj´ıc´ıch jednu nebo durhou trˇ´ıdu. Krite´riem rozdeˇlen´ı
(prorˇeza´va´n´ı stromu) je normalizovana´ informace zisku (rozd´ıl entropie). Atribut
s nejvysˇsˇ´ım normalizovany´m informacˇn´ım ziskem je vybra´n do role rozhoduj´ıc´ıho.
C4.5 algoritmus se pak opakuje na poduzlech.
7.3.1 Rozdeˇlen´ı C4.5
Tento algoritmus ma´ neˇkolik za´kladn´ıch prˇ´ıpad˚u. [21]
7ID3 - Iterative Dichotomiser 3 je algoritmus generuj´ıc´ı rozhodovac´ı strom, vynalezeny Rossem
Quinlanem
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1. Vsˇechny vzorky v seznamu patrˇ´ı do stejne´ trˇ´ıdy. Kdyzˇ toto nastane, algo-
ritmus vytva´rˇ´ı listovy´ uzel, ktery´ prˇi rozhodova´n´ı klasifikuje texty vzˇdy do
stejne´ trˇ´ıdy.
2. Zˇa´dny´ z atribut˚u neprˇina´sˇ´ı zˇa´dny´ informacˇn´ı zisk. V tomto prˇ´ıpadeˇ, C4.5
vytva´rˇ´ı rozhodovac´ı uzel abstraktneˇ vy´sˇ od korˇene a pouzˇ´ıva´ ocˇeka´vanou
hodnotu trˇ´ıdy.
3. Nalezne trˇ´ıdu se kterou se nesetkal. Opeˇt plat´ı, zˇe C4.5 vytva´rˇ´ı rozhodovac´ı
uzel vy´sˇe stromu pomoc´ı ocˇeka´vane´ hodnoty.
7.3.2 Prˇ´ıklad fungova´n´ı algoritmu
V pseudoko´du, obecny´ algoritmus pro vytva´rˇen´ı rozhodovac´ıch stromu˚ funguje
na´sledovneˇ: [19] [20]
1. Kontroluje pro za´kladn´ı prˇ´ıpady
2. Pro kazˇdy´ atribut a
(a) Vypocˇte jednotlive´ informacˇn´ı zisky
(b) Vyhleda´ normalizovany´ pod´ıl z´ıskane´ informace z prorˇeza´n´ı stromu v a
3. Nechtˇ abest atribut je nejlepsˇ´ı normalizovany´ informacˇn´ı zisk
4. Vytvorˇ´ı rozhodovac´ı uzel, ktery´ rozdeˇluje v abest
5. Opakuje na poduzlech z´ıskany´ch rozdeˇlen´ım v abest, posle´ze prˇida´va´ tyto uzly
jako potomky uzlu
Uka´zka vygenerovane´ho stromu pro rozhodova´n´ı zda pacientka ma´ rakovinu
prsou, na za´kladeˇ neˇkolik atribut˚u, ktere´ neju´cˇinneˇji rozdeˇluj´ı tre´novac´ı sadu na
podskupiny lze videˇt v prˇ´ıloze A, na obra´zku 22. Jedna´ se o atributy velikost uzlu,
velikost na´doru cˇi poloha uzlu (nahorˇe, dole atd.). [26]
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7.4 IBk
Algoritmus IBk implementuje metodu k-nejbl´ızˇsˇ´ıch soused˚u. Ve strojove´m
ucˇen´ı, algoritmus k-nejblizˇsˇ´ıch soused˚u (nebo k-NN v kra´tkosti, zkra´cene´ z k-
Nearest Neighbours) spada´ mezi neparametricke´8 metody klasifikace. [23]
Prˇi k-NN klasifikaci, vy´stupem je prˇ´ıslusˇna´ trˇ´ıda. Vstupn´ı vzorek je klasifikova´n
na za´kladeˇ hlasova´n´ı svy´ch soused˚u. Testovac´ı vzorek je prˇiˇrazova´n k prˇ´ıslusˇne´
trˇ´ıdeˇ, jej´ızˇ vzorky jsou nejbeˇzˇneˇjˇs´ı mezi k- nejblizˇsˇ´ıch soused˚u (k ∈ N+).
Pokud k = 1, pak je vzorek prˇiˇrazen trˇ´ıdeˇ jedine´ho nejblizˇsˇ´ıho souseda.
K-NN je typ ucˇen´ı, zalozˇene´ na instanc´ıch9, nebo te´zˇ lazy metoda(l´ına´), kde
funkce je aproximova´na pouze loka´lneˇ, a vsˇechny vy´pocˇty jsou odlozˇeny azˇ do
samotne´ klasifikace. K-NN algoritmus patrˇ´ı mezi nejjednodusˇsˇ´ı ze vsˇech algoritmu˚
strojove´ho ucˇen´ı. [23] [22] [24]
Nedostatkem algoritmu k-NN je to, zˇe je citlivy´ na loka´ln´ı strukturu dat. Algo-
ritmus nema´ nic spolecˇne´ho s algoritmem k-means, ktery´ je dalˇs´ı popula´rn´ı metoda
strojove´ho ucˇen´ı.
7.4.1 Princip
Existuje neˇkolik mozˇnost´ı vy´beˇru nejblizˇsˇ´ıch soused˚u. Za´kladn´ı metriky ap-
likovane´ v algoritmu kNN jsou popsane´ n´ızˇe v tabulce 1. [24]
8Neparametricke´ metody klasifikace - tyto metody jsou zalozˇeny na podstatneˇ slabsˇ´ıch
prˇedpokladech nezˇ metody parametricke´, nebotˇ u nich neprˇedpokla´da´me znalost tvaru
pravdeˇpodobnostn´ıch charakteristik trˇ´ıd
9Ucˇen´ı zalozˇene´ na instanc´ıch - buduje hypote´zy prˇ´ımo z tre´novac´ıch instanc´ı. Jiny´mi slovy,
slozˇitost hypote´zy mu˚zˇe r˚ust exponencia´lneˇ s prˇiby´vaj´ıc´ımi daty, v nejhorsˇ´ım prˇ´ıpadeˇ, hypote´za
je seznam n tre´novac´ıch vzork˚u. Vy´pocˇetn´ı slozˇitost klasifikace jedne´ nove´ instance je O(n).
Jednou z vy´hod, ktere´ tato metoda ma´ oproti jiny´m metoda´m strojove´ho ucˇen´ı je jej´ı schopnost
prˇizp˚usobit sv˚uj model na dosud nespatrˇena´ data.
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Pro u´cˇely korekce le´karˇsky´ch zpra´v jsem si postacˇil se za´kladn´ım nastaven´ım to-
hoto algoritmu. Pouzˇ´ıval jsem euklidovskou vzda´lenost mezi jednotlivy´mi sousedy.
Du˚vodem je male´ mnozˇstv´ı tre´novac´ıch dat, t´ım i celkova´ asymptoticka´ slozˇitost
algoritmu neprˇesahovala O(n).
Metrika Matematicke´ vyja´drˇen´ı
Euklidovska´ vzda´lenost d(xi, xj) =
√∑n
r=1 (ar(xi)− ar(xj))2
Hammingova (Manhattan)
vzda´lenost
d(xi, xj) =
√∑n
r=1 |ar(xi)− ar(xj)|
prekryt´ı (overlap) d(xi, xj) =
∑n
r=1 (1− δ(ar(xi), ar(xj)))
kos´ınova metrika d(xi, xj) =
∑n
r=1(ar(xi),ar(xj))√∑n
r=1(ar(xj),ar(xj)).
∑n
r=1(ar(xi),ar(xi))
Tabulka 1: Metriky pro nalezen´ı k nejblizˇsˇ´ıch soused˚u
Obra´zek 8: Prˇ´ıklad k-NN klasifikace. Zkusˇebn´ı vzorek (zeleny´ kruh), by meˇly
by´t klasifikova´ny budˇ do prvn´ı trˇ´ıdy modry´mi cˇtvercemi nebo do druhe´ trˇ´ıdy
cˇerveny´ch troju´heln´ık˚u. Je-li k = 3 (plna´ cˇa´ra kruhu) je prˇiˇrazen k druhe´ trˇ´ıdy,
protozˇe jsou k dispozici 2 troju´heln´ıky a pouze 1 cˇtverec uvnitrˇ vnitrˇn´ıho kruhu.
Je-li k = 5 (prˇerusˇovana´ cˇa´ra kruhu) je prˇiˇrazena prvn´ı trˇ´ıdy (3 cˇtverce vs. 2
troju´heln´ıky uvnitrˇ vneˇjˇs´ıho kruhu).[24]
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7.4.2 Prˇ´ıklady pouzˇit´ı
S nar˚ustaj´ıc´ım mnozˇstv´ım tre´novac´ıch dat, nar˚usta´ te´zˇ chybovost nebo ne-
prˇesnost tohoto algoritmu. Nejlepsˇ´ı volba k za´lezˇ´ı na datech. Obecneˇ plat´ı, zˇe vysˇsˇ´ı
hodnoty k snizˇuj´ı rozptyl prˇi klasifikaci [wiki], ale zp˚usobuj´ı me´neˇ zrˇetelne´ hranice
mezi trˇ´ıdami. Vhodneˇ velke´ k mu˚zˇe by´t zvolene´ r˚uzny´mi heuristicky´mi technikami.
Prˇesnost k-NN algoritmu mu˚zˇe by´t va´zˇneˇ sn´ızˇena prˇ´ıtomnost´ı hlucˇny´ch nebo irele-
vantn´ıch prˇ´ıznak˚u (klasicky nepotrˇebna´ slova, spojky apod.).[23] [22]
• 1-NN - Zjist´ıme vzda´lenosti vsˇech prvk˚u tre´novac´ı mnozˇiny od nezna´me´ho
prvku. Vybereme dany´ prvek tre´novac´ı mnozˇiny, ktery´ je nejbl´ızˇe a nezna´my´
prvek klasifikujeme do stejne´ trˇ´ıdy.
• 3-NN - Kolem nezna´me´ho prvku vytvorˇ´ıme hyperkouli, ktera´ obsahuje pra´veˇ
trˇi nejblizˇsˇ´ı prvky tre´novac´ı mnozˇiny. Nezna´my´ prvek klasifikujeme do te´
trˇ´ıdy, ktera´ je v hyperkouli zastoupena nejveˇtsˇ´ım pocˇtem prvk˚u.
• k-NN - Prˇi pouzˇit´ı metod k-NN pro k > 1 je velmi d˚ulezˇita´ volba k. Pro
dveˇ trˇ´ıdy vol´ıme k vzˇdy liche´ (kv˚uli jednoznacˇnosti rozhodova´n´ı) pro v´ıce
trˇ´ıd mohou nastat situace, kdy nelze jednoznacˇneˇ rozhodnout.
Obra´zek 9: Prˇ´ıklad k-NN klasifikace le´karˇsky´ch zkratek
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8 Implementace rˇesˇen´ı
8.1 Volba vy´vojove´ho prostrˇed´ı
Pro splneˇn´ı u´cˇelu pra´ce bylo nutne´ nejprve naj´ıt vhodny´ na´stroj a to takovy´,
ktery´ bude splnˇovat dveˇ hlavn´ı krite´ria. Prvn´ı z nich byla implementace v jazyce
Java, dalˇs´ım pak, aby byl na´stroj open source. Na internetu existuje rˇada na´stroj˚u
a knihoven pro vy´voj aplikac´ı umeˇle´ inteligence. Du˚vod pouzˇit´ı tohoto na´stroje
jsou jeho obsa´hlost, pokrocˇilost a optimalizovanost. Podle rˇady pr˚uzkumu˚10 na
internetu je jeden z nejlepsˇ´ıch, momenta´lneˇ, open-source dataminingove´ho pro-
duktu. Da´le se mi prˇi programova´n´ı s touto knihovnou dobrˇe pracovalo a za p˚ul
roku jsem se naucˇil pomeˇrneˇ dobrˇe s n´ı pracovat.
8.2 WEKA API
WEKA (zkratka z Waikato Environment for Knowledge Analysis) je prostrˇed´ı
pro analy´zu znalost´ı. Obsahuje bal´ık programu˚ strojove´ho ucˇen´ı napsany´ v Javeˇ,
vyvinuty´ na University of Waikato, Novy´ Ze´land. Weka je svobodny´ software
dostupny´ pod GNU licenc´ı. Tyto dva prˇedpoklady naplnˇuj´ı c´ıle te´to pra´ce a to
byl d˚uvod, abych si vybral tuto knihovnu jako prima´rn´ı zdroj algoritmu˚. Knihovna
je open-source a to doda´va´ velkou svobodu prˇi pra´ci s n´ı i jej´ı prˇ´ıpadne´ nadstavby
cˇi editaci algoritmu˚. [25]
• Obsahuje na´stroje pro prˇedzpracova´n´ı dat, trˇ´ıdeˇn´ı, spojen´ı pravidel, regresi
a vizualizaci.
• Poskytuje mozˇnost vyuzˇit´ı svy´ch algoritmu˚ vola´n´ım z jine´ aplikace.
10 http://www.predictiveanalyticstoday.com/top-15-free-data-mining-software/,
http://www.junauza.com/2010/11/free-data-mining-software.html
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Software Weka je doda´va´n ve dvou standardn´ıch edic´ıch, jsou to:
• Book
• Developer
8.2.1 Format vstupn´ıch dat
Podporovany´ forma´t, ve ktere´m jsou zpracova´vana´ data je .arff. Na sˇteˇst´ı
framework nab´ız´ı rˇadu metod jak manipulovat s .arff soubory nebo konvertovat
data z jiny´ch forma´t˚u (jako naprˇ.: .csv, .json, .txt apod.) do forma´tu .arff.
Soubor definuje 2 hlavn´ı cˇa´sti, se ktery´mi pracuje. Prvn´ı cˇa´st obsahuje hlavicˇku,
ve ktere´ definuje na´zev relace a atributy, a druha´ cˇa´st je teˇlo ve ktere´ se nacha´z´ı
samotna´ data. V me´m prˇ´ıpadeˇ atributy jsou 2 typy - text a class (atribut text typu
string je textova´ hodnota, cozˇ je samotny´ text dane´ho cˇla´nku a atribut class je jej´ı
trˇ´ıda, nebo-li kategorie ke ktere´ patrˇ´ı z n mozˇny´ch). Takto strukturovana´ data jsou
zpracova´vana´ vnitrˇneˇ, za pomoci specia´ln´ıch metod frameworku. Uka´zka forma´tu
tre´novac´ıch dat po transformaci do forma´tu arff je mozˇne´ videˇt na obra´zku 5 na
straneˇ 27. Ko´d psany´ ve forma´tu ARFF je case-insensitive, nerozliˇsuje mezi ve-
likost´ı p´ısmen (naprˇ. prˇ´ıkazy @relation a @RELATION jsou stejne´). Da´le mezery
mezi kl´ıcˇovy´mi slovy a mezi jednotlivy´mi hodnotami jsou nevy´znamne´. [25]
Popis pouzˇity´ch atribut˚u
• String
Atributy String umozˇnˇuj´ı vytva´rˇen´ı atribut˚u, ktere´ obsahuj´ı libovolne´ tex-
tove´ hodnoty. To je velmi uzˇitecˇne´ v text-mining11 aplikac´ı. Je vnitrˇneˇ
reprezentova´n jako cˇ´ıselna´ hodnota(vektor), proto je potrˇeba pouzˇ´ıt filtr pro
manipulaci rˇeteˇzce (naprˇ.: StringToWordVectorFilter). Atributy String jsou
11Text-mining je veˇdecka´ discipl´ına na pomez´ı dolova´n´ı z dat, strojove´ho ucˇen´ı a pocˇ´ıtacˇove´
lingvistiky. Vyv´ıj´ı se prˇedevsˇ´ım s potrˇebou automaticke´ho zpracova´n´ı ohromne´ho mnozˇstv´ı in-
formac´ı dostupny´ch v podobeˇ volne´ho textu.
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deklarova´ny takto:
ATTRIBUTE zkratka string
• Nomina´ln´ı atributy
Nomina´ln´ı hodnoty jsou definovane´ jako jmenne´ specifikace seznamu mozˇny´ch
hodnot.
< nominal − name1 >,< nominal − name2 >,< nominal − name3 >, ...
Atribut typu nominal pak mu˚zˇe naby´vat pouze jedne´ z uvedeny´ch hodnot.
Prˇ´ıkladem mu˚zˇe by´t atribut dx obsahuj´ıc´ı trˇi nomina´ln´ı hodnoty reprezen-
tuj´ıc´ı medic´ınskou zkratku:
@attribute class dx,dex,dextra
Atribut t´ımto definuje mozˇne´ klasifikacˇn´ı trˇ´ıdy, ktere´ le´karˇska´ zkratka mu˚zˇe
naby´vat. Prˇ´ıpadneˇ to mu˚zˇou by´t klasifikacˇn´ı trˇ´ıdy, ktere´ maj´ı vy´znam
vy´stupn´ı predikce.
8.2.2 Datova´ cˇa´st
Datova´ cˇa´st forma´tu ARFF slouzˇ´ı k definova´n´ı jednotlivy´ch hodnot atribut˚u
deklarovany´ch v hlavicˇce, jiny´mi slovy k ukla´da´n´ı konkre´tn´ıch dat pro jednotlive´
hlavicˇkove´ informace. Datova´ cˇa´st se deklaruje @data na novou rˇa´dku. Chybeˇj´ıc´ı
hodnoty zapisujeme pomoc´ı znaku ?. Kazˇda´ rˇa´dka reprezentuje jednotlivou in-
stanci tre´novac´ıch dat. Ktera´ datova´ hodnota patrˇ´ı ke konkre´tn´ımu atributu se
pozna´ podle porˇad´ı datovy´ch hodnot. Za´lezˇ´ı tedy na porˇad´ı hodnot a take´ na
dodrzˇen´ı jejich pocˇtu, ktery´ mus´ı by´t shodny´ s pocˇtem atribut˚u v hlavicˇce. Pokud
ma´me 3 atributy, pak kazˇda´ instance mus´ı obsahovat trˇi hodnoty. Za posledn´ı
hodnotou v instanci se jizˇ cˇa´rka nezapisuje.[25]
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8.3 Rozvrzˇen´ı aplikace
Tato podkapitola popisuje jednotive´ bal´ıky a zp˚usob navrzˇen´ı aplikace. Im-
plementace je abstraktn´ı a znovupouzˇitelna´. Jiny´mi slovy prˇi programova´n´ı jsem
prˇemy´sˇlel globa´lneˇ a navrhoval aplikace, tak aby zpracova´vala pouzˇite´ algoritmy
stejny´m zp˚usobem a nebylo trˇeba meˇnit nic, kromeˇ vy´beˇru samotne´ho algoritmu.
Metody pro tre´nova´n´ı a klasifikace dat jsou izolovane´, robustn´ı a znovupouzˇitelne´.
8.4 Ulozˇen´ı tre´novac´ıch dat
Tre´novac´ı data byla ukla´da´na do databa´ze pro jednodusˇsˇ´ı pra´ce a lepsˇ´ı prˇenos
v prˇ´ıpadu migrace na jiny´ syste´m. V prvn´ım konceptu te´to diplomove´ pra´ce byla
data ukla´da´na a testova´na v datove´m skladu ve formeˇ SaaS 12 sluzˇby v cloudu od
IBM Bluemix 13. Sluzˇba pouzˇ´ıvana´ pro testova´n´ı toho projektu nab´ızela IBM BLU
Acceleration in-memory 14 ukla´da´n´ı dat. To prˇina´sˇelo naprosto skveˇlou rychlost
ve zpracova´n´ı vy´sledk˚u. Relacˇn´ı model byl jednoduchy´ a snadno-prˇenesitelny´ do
jiny´ch relacˇn´ıch databa´z´ı. Stejneˇ tak aplikace byla navrzˇena, t´ım zp˚usobem, aby
stacˇilo prˇepsat JDBC 15 prˇipojen´ı k databa´zi a mohla se pouzˇ´ıvat i s jinou databa´zi.
8.4.1 Struktura databa´ze
Na nasleduj´ıc´ıch obra´zc´ıch je videˇt navrzˇena´ struktura navrzˇene´ sche´ma data-
ba´ze a uka´zka vzorovy´ch tre´novac´ıch dat v databa´zi, pouzˇ´ıvane´ prˇi opravova´n´ı
zkratek v aplikaci.
12SaaS - Software as a Service
13IBM Bluemix - Platform as a Service Cloud Provider IBM pro vy´voj webovy´ch aplikac´ı v
cloudu
14in-memory - sloupcove´ ukla´da´n´ı dat, namı´sto klasicke´ho rˇa´dkove´
15JDBC - Java Database Connectivity
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Obra´zek 10: Uka´zka ukla´da´n´ı tre´novac´ıch dat medic´ınsky´ch text˚u pro korekce
le´karˇsky´ch zkratek
Obra´zek 11: Uka´zka ukla´da´n´ı tre´novac´ıch dat medic´ınsky´ch text˚u pro korekce
le´karˇsky´ch abreviatur
8.4.2 Pra´ce s databa´zi
Celkovy´ koncept byl navrzˇen tak, aby podporoval nejpouzˇ´ıvaneˇjˇs´ı databa´ze na
trhu. Uvazˇoval jsem nad znovupouzˇitelnost´ı ko´du a migrac´ı dat z r˚uzny´ch databa´z´ı
prˇi programova´n´ı. Zpracova´n´ı dataminingovy´ch metod a vola´n´ı dat z databa´z´ı
bylo testova´no nad IBM DB2 s optimalizac´ı pro sloupcove´ vyhelda´va´n´ı, MySQL
5.6.20, PostgreSQL 9.3. Da´le jsem v prˇilozˇene´m zdrojove´m ko´du prˇipravil kon-
figuracˇn´ı soubory pro prˇ´ıpad pouzˇit´ı projektu s MSSQL Server, SQLITE3, Oracle,
HSQL databa´zemi. Rychlost zpracova´n´ı vy´sledk˚u se liˇs´ı vybranou technologi´ı a
nastaven´ım transakcˇn´ıho vy´konu, zpracova´va´j´ıc´ıho dotazy k databa´zi. Lze tvrdit,
zˇe jako nejna´rocˇneˇjˇs´ı operace je cˇaste´ dotazova´n´ı na databa´zi prˇi nalezen´ı le´karˇske´
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zkratky ke korekci. Uka´zka jednoduche´ho dotazu pro naucˇen´ı klasifika´tor˚u:
SELECT * FROM VYZNAM WHERE ZKRATKA = ’a.’;
Da´le v prˇilozˇene´m CD lze nale´zt DDL16 skripty pro tre´novac´ı data, vcˇetneˇ samotny´ch
tre´novac´ıch dat, prˇipravene´ pro rea´lne´ pouzˇit´ı a nasazen´ı do ostre´ho provozu.
InstanceQuery query = new InstanceQuery ( ) ;
F i l e props = new F i l e ( vcapServ i c e s . getPropsPath ( ) ) ;
query . setCustomPropsFi le ( props ) ;
query . setDatabaseURL ( vcapServ i c e s . getUr l ( ) ) ;
query . setUsername ( vcapServ i c e s . getUser ( ) ) ;
query . setPassword ( vcapServ i c e s . getPassword ( ) ) ;
S t r ing tra in ingQuery =
”SELECT ∗ FROM VYZNAM WHERE ZKRATKA = ’”+ zkratka +” ’”;
Objekt InstanceQuery prˇeva´d´ı vy´sledky SQL dotazu rovnou na instance dat,
ktery´mi na´sledneˇ nata´hne do pameˇti a umozˇnˇuje snadneˇjˇs´ı pra´ci.
query . connectToDatabase ( ) ;
In s tance s t r a i n ;
// Ret r i eve the query from the DataWarehouse
query . setQuery ( tra in ingQuery ) ;
t r a i n = query . r e t r i e v e I n s t a n c e s ( ) ;
t r a i n . s e tC la s s Index ( t r a i n . numAttributes ( ) − 1 ) ;
query . disconnectFromDatabase ( ) ;
i f ( t r a i n . s i z e ( ) == 0){
t r a i n = n u l l ;
}
16DDL - Data Definition Langugage
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Dalˇs´ı sekvence ko´du zna´zornˇuje pos´ıla´n´ı prˇedprˇipravene´ho SQL dotazu a pomoc´ı
metody query.retrieveInstances(); uskutecˇneˇny´ dotaz vrac´ı data prˇ´ımo do tvaru
Instance.
8.5 Bal´ık cz.zcu.fav.kiv.mre.controllers
Bal´ık obsahuje logickou cˇa´st pro zpracova´n´ı pozˇadavk˚u klienta na opravu text˚u.
Stara´ se o obsluhu pozˇadavk˚u a vola´n´ı pomocny´ch metod pro tre´nova´n´ı klasi-
fika´toru, ten vola´ dalˇs´ı pomocne´ metody a na´sledneˇ serveru vrac´ı opraveny´ text
ve formeˇ http response odpoveˇdi klientovi. Za u´cˇelem regularizace tre´novac´ıch
dat a omezen´ı v prˇeucˇen´ım tre´novac´ıch vzork˚u jsem pouzˇ´ıval regula´rn´ı vy´razy,
ktere´ odchyta´valy postacˇuj´ıc´ı kontext kolem vyhleda´vany´ch zkratek. Na za´kladeˇ
prakticky´ch zkusˇenost´ı jsem pouzˇ´ıval kontext v rozmez´ı 5 slov prˇed a po nalezene´
zkratce. Jednalo-li se o v´ıce jak 10 slov se prvek prˇeucˇil a nevykazovalo to dobre´
vy´sledky, naopak nastavil-li jsem prˇ´ıl´ıˇs maly´ kontext nalezene´ zkratky, vy´sledky
znovu nebyly tak dobre´. T´ım jsem se dopracoval k optima´lneˇjˇs´ımu nastaven´ı kon-
textu, potrˇebny´ pro natre´nova´n´ı dane´ zkratky, ktere´ model na´sledneˇ by pouzˇival
a rozhodoval sa´m.
8.5.1 Regula´rn´ı vy´razy
String regex = "((?:[^\\s]+\\s+)(0,5)([\\w!@#$&eˇsˇcˇrˇzˇy´a´ı´e´*]+
\\.[\\w!@#$&eˇsˇcˇrˇzˇy´a´ı´e´*]+\\.|[\\w!@#$&eˇsˇcˇrˇzˇy´a´ı´e´*]+\\.)(?:\\s+[^\\s]+)(0,5))"
Pattern pattern = Pattern.compile( regex );
Tento zda´nliveˇ na prvn´ı pohled dost komplikovany´ regula´rn´ı vy´raz hraje kl´ıcˇovou
roli prˇi hleda´n´ı zkratek pro zpracova´n´ı textu na webu. Vy´raz prohleda´va´ vsˇechna
slova ukoncˇena´ tecˇkou a rovnou z´ıska´va´ kontext kolem nich. T´ım osˇetrˇuji rovnou
prˇi zpracova´n´ı dat nadbytecˇne´ informace a klasifikuji danou zkratku v˚ucˇi sve´mu
loka´ln´ımu kontextu. Prˇ´ıklad na odkaze https://regex101.com/r/aQ3zJ3/16 a
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take´ v prˇ´ıloze A na obra´zku 20 na straneˇ 70.
8.5.2 Pseudoko´d hleda´n´ı zkratek v textu
Pattern pattern =
Pattern . compi le (” ( s l ova pred ) zkratka ( s l ova po ) ) ” ) ;
Matcher matchDot = pattern . matcher ( textToCorrect ) ;
whi l e ( matchDot . f i n d ( ) ) {
St r ing tmp = matchDot . group ( 1 ) ;
// t r a i n model f o r p a r t i c u l a r acronym
boolean wel lTra ined =
trainModel ( ac , vcapServ ices , matchDot . group ( 2 ) ) ;
i f ( we l lTra ined ){
// c l a s s i f y acronym
Str ing correctedText = correctMedicalAcronym ( ac , c l a s s i f y , tmp ) ;
S t r ing correctedContext =
matchDot . group ( 1 ) . r e p l a c e ( matchDot . group ( 2 ) , cor rectedText ) ;
correctedMedica lReport =
correctedMedica lReport . r e p l a c e (tmp , correctedContext ) ;
}
}
Prvn´ı while cyklus pro kazˇkou nalezenou zkratku natre´nuje model s daty z
databa´ze a ihned zklasifikuje(oprav´ı) zkratku v ra´mci sve´ho kontextu. Prˇi opraveˇ
medic´ınsky´ch semistrukturovany´ch dat a le´karˇsky´ch text˚u je pouzˇit loka´ln´ı kon-
text zkratek. T´ım se zamezuje rovnou nadbytecˇne´ natre´nova´n´ı. Mı´ra u´speˇsˇnosti
klasifikace za´lezˇ´ı do velke´ mı´ry na tre´novac´ıch datech. V ra´mci tohoto projektu na
poskytnuty´ch datech funguje naprosto vynikaj´ıc´ım zp˚usobem prˇi zvoleny´ch algo-
ritmech.
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Pattern patternACRR =
Pattern . compi le (” ( s l ova pred ) abrev ia tura ( s l ova po ) ) ” ) ;
Matcher matchAccr =
patternACRR . matcher ( correctedMedica lReport ) ;
whi l e ( matchAccr . f i n d ( ) ) {
St r ing tmp = matchAccr . group ( 1 ) ;
// t r a i n model f o r p a r t i c u l a r abbrev ia ture
boolean wel lTra ined = trainModel ( ac , vcapServ , matchAccr . group ( 2 ) ) ;
i f ( we l lTra ined ){
// c l a s s i f y the p a r t i c u l a r abbrev ia ture
St r ing correctedText = correctMedicalAcronym ( ac , c l a s s i f y , tmp ) ;
S t r ing correctedContext =
matchAccr . group ( 1 ) . r e p l a c e ( matchAccr . group ( 2 ) , cor rectedText ) ;
correctedMedica lReport =
correctedMedica lReport . r e p l a c e (tmp , correctedContext ) ;
}
}
Druhy´ while cyklus pro kazˇkou nalezenou abreviaturu funguje stejny´m zp˚usobem
- natre´nuje model s daty z databa´ze a ihned zklasifikuje(oprav´ı) le´karˇskou abre-
viatu´ru v ra´mci sve´ho kontextu. Rozdeˇlen´ı do dvou cykl˚u je z d˚uvodu prˇehlednosti,
jelikozˇ regula´rn´ı vy´raz by mohl by´t prˇ´ıliˇs komplikovany´ a mohlo by doj´ıt k chyba´m
a nenalezeny´m zkratka´m. T´ım lze na cˇisto vyhledat pouze abreviatu´ry a ty
na´sledneˇ opravit. Cyklus je druhy´ v porˇad´ı, jelikozˇ obecneˇ abreviat˚ur je me´neˇ
v textu a jejich oprava je t´ımto rychla´.
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8.6 Bal´ık cz.zcu.fav.kiv.mre.datamining
Bal´ık datamining obsahuje trˇ´ıdy pro zpracova´n´ı vstupn´ıch dat a pra´ci s frame-
workem WEKA. Musel jsem se naucˇit podrobneˇ pracovat s objekty a metodami
nab´ızene´ touto knihovnou. Bal´ık te´zˇ obsahuje trˇ´ıdy pro prˇedzpracova´n´ı dat a jej´ıch
vyhodnocen´ı.
V tomto bal´ıku jsou te´zˇ k nalezen´ı metody pro prˇevod slov na vektory String-
ToWordVector nebo filtrova´n´ı dat tre´novac´ı mnozˇiny a nastaven´ı maxima´lne´ho
pocˇtu slov jako restrikci proti prˇeucˇen´ı. Prˇ´ıklad pouzˇit´ı algoritmu StringToWord-
Vector ve spojen´ı s medicinsky´mi daty lze nale´zt v prˇ´ıloze A, obra´zek 21:
Je zde take´ implementovana´ d˚ulezˇita´ metoda jako removeUnknownWords()
pro vytvorˇen´ı tzv. bag of words 17, popsana´ detailneˇji v kapitole 5.2 na straneˇ
22 a extractTrainingDataAccronyms() pro z´ıska´n´ı dat z databa´ze a pomoc´ı
nich na´sledne´ nakrmen´ı klasifika´toru.
Zde se te´zˇ nacha´z´ı dveˇ nejd˚ulezˇiteˇjˇs´ı metody, pouzˇite´ ve smycˇce opravuj´ıc´ı
jednotlive´ zkratky popsane´ v kapitole 8.5.2 na straneˇ 44:
• buildClassifier() - vytva´rˇ´ı klasifika´tor pro danou zkratku na za´kladeˇ dat v
databa´zi. Jestlizˇe neexistuj´ı vhodna´ data je zkratka ignorova´na
• classify() - klasifikuje do spra´vneˇ trˇ´ıdy danou zkratku, jiny´mi slovy ji roze-
pisuje cˇi opravuje. V prˇ´ıpadeˇ, zˇe nen´ı dostatek tre´novac´ıch dat, zkratku
ponecha´va´.
17BoW - model slov, udrzˇuj´ıc´ı cˇetnost vsˇech d˚ulezˇity´ch slov tre´novac´ıho modelu
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8.7 Bal´ık cz.zcu.fav.kiv.mre.utils
Bal´ık utils slouzˇ´ı jako provozn´ı obslouzˇen´ı metod ostatn´ıch bal´ık˚u. Ma´ prima´rn´ı
u´cˇel jako pomocny´ bal´ık a hlavneˇ se vyuzˇ´ıva´ pro napojen´ı k databa´zi a z´ıska´n´ı
connection object pro u´speˇsˇne´ prˇipojen´ı k dane´mu datove´mu zdroji obsahuj´ıc´ı
tre´novac´ı data a rozepsane´ le´karˇske´ zkratky.
8.8 Modely nasazen´ı
Ve sve´ pra´ci jsem uvazˇoval nad dveˇmi hlavn´ımi scena´rˇi pouzˇit´ı naprogramovane´ho
programu pro korekci text˚u realtime ve webove´m prostrˇed´ı. Jednak jsem navrhnul
nejlepsˇ´ı mozˇny´ zp˚usob integrace rˇesˇen´ı me´ diplomove´ pra´ce do sta´vaj´ıc´ıho syste´mu
Fakultn´ı nemocnice v Plzni. Tato podkapitola popisuje jej´ıch mozˇne´ nasazen´ı, po-
moc´ı diagramu komponent.
Obra´zek 12: Prvn´ı scena´rˇ nasazen´ı syste´mu pro korekce zkratek
Na prvn´ım obra´zku je videˇt nasazen´ı pomoc´ı REST API prˇes firewall syste´mu
FN Plzenˇ. Sta´vaj´ıc´ı syste´m nemocnice by se t´ım vyhnul spravova´n´ı podsyste´mu
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pro korekci zkratek. Rˇesˇen´ı vyzˇaduje opatrˇen´ı pro vytvorˇen´ı bezpecˇnostn´ıho ko-
munikacˇn´ıho kana´lu, prˇ´ıpadneˇ zmapova´n´ı endpoint˚u prˇi generova´n´ı REST API,
prˇes autentizacˇn´ı token a nastaven´ı pra´v uzˇivatel˚u, prˇistupuj´ıc´ıch k vyveˇsˇene´mu
API z bepecˇnostn´ıch d˚uvod˚u.
Obra´zek 13: Druhy´ scena´rˇ nasazen´ı syste´mu pro korekce zkratek
V druhe´m scena´rˇi jsem uvazˇoval, zˇe bal´ık trˇ´ıd a dataminingovy´ch metod by
mohl by´t nasazen prˇ´ımo v sta´vaj´ıc´ım syste´mu. T´ım by se mohla vyuzˇ´ıt spolecˇna´
databa´ze beˇzˇ´ıc´ı pod firewallem FN Plzenˇ. Rˇesˇen´ı usˇetrˇ´ı na´klady, nicme´neˇ by mohlo
zpomalit cely´ vy´vojovy´ proces z d˚uvod˚u byrokraticky´ch a legislativn´ıch norem,
potrˇebny´ch pro nasazen´ı jake´hokoliv IT rˇesˇen´ı ve sta´tn´ı nemocnici. Stejneˇ tak
u´drzˇba by vyzˇadovala dalˇs´ı opra´vneˇn´ı a povolen´ı prˇ´ıstupu, jejichzˇ z´ıska´n´ı by mohlo
stagnovat cely´ projekt.
Druhe´ rˇesˇen´ı lze povazˇovat za nejvhodneˇjˇs´ı z hlediska bezbecˇnosti dat a jej´ıch
ukla´da´n´ı uvnitrˇ sta´vaj´ıc´ı IT infrastruktury nemocnici a u´vahy ohledneˇ osobn´ıch
u´daj˚u pacient˚u
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9 Porovna´va´n´ı dataminingovy´ch metod
Vy´sledky simulace klasifikace medic´ınsky´ch semistrukturovany´ch dat cˇi le´karˇ-
sky´ch zpra´v jsou rozdeˇleny do neˇkolika d´ılcˇ´ıch polozˇek, pro snadneˇjˇs´ı analy´zu a
hodnocen´ı. V prvn´ı cˇa´sti, spra´vneˇ i nespra´vneˇ klasifikovane´ instance18 budou
rozdeˇlene´ na cˇ´ıselne´ a procentua´ln´ı hodnoty. Na´sledneˇ se zameˇrˇ´ım na statisticky´
Cohen’s Kappa koeficient, strˇedn´ı absolutn´ı chyba a standardn´ı kvadraticka´ chyba,
ktere´ budou take´ pouze cˇ´ıselne´ hodnoty. Da´le zhodnot´ım relativn´ı absolutn´ı chyby
a korˇenovy´ relativn´ı cˇtvercove´ chyby v procentech. Vy´sledky simulace jsou uvedeny
v tabulka´ch 3 a 4 n´ızˇe. Tabulka 3 shrnuje prˇedevsˇ´ım vy´sledky zalozˇene´ na prˇesnosti
a cˇasu potrˇebne´ pro kazˇdou simulaci. Mezit´ım, tabulka 4 ukazuje vy´sledek na
za´kladeˇ chyby beˇhem simulace. Obra´zky 14 a 15 jsou graficka´ zna´zorneˇn´ı vy´sledky
simulace. [27] [28]
9.1 Hodnot´ıc´ı krite´ria
K ohodnocen´ı kvality natre´novany´ch model˚u jsem pouzˇil matriky nab´ızene´
pouzˇ´ıvane´ho frameworku pro analy´zu klasifika´tor˚u. Prˇi porovna´va´n´ı byly vypo-
cˇ´ıta´va´ny na´sleduj´ıc´ı hodnoty[29]:
• Pr˚umeˇrna´ absolutn´ı chyba (Mean Absolute Error) - Ve statistice,
tato hodnota (MAE) je velicˇina pouzˇ´ıvana´ k meˇrˇen´ı, jak bl´ızko predikce nebo
prˇedpoveˇdi jsou k prˇ´ıpadny´m skutecˇny´m vy´sledk˚um. Pocˇ´ıta´ se na´sledovneˇ:
MAE =
1
n
n∑
i=1
|pi − ai| = 1
n
n∑
i=1
|ei| . (6)
Z na´zvu lze vydedukovat, zˇe strˇedn´ı absolutn´ı chyba je pr˚umeˇr absolutn´ıch
chyb |ei| = |pi−ai|, kde pi je predikce a ai skutecˇna´ hodnota. Pr˚umeˇrna´ ab-
solutn´ı odchylka je obycˇejneˇ mı´rou chybne´ prˇedpoveˇdi pro analy´zu cˇasovy´ch
18Instance - vstupn´ı data
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rˇad 19, kde pojem ”pr˚umeˇrna´ absolutn´ı chyba” je neˇkdy pouzˇ´ıva´n k za´meˇneˇ
s v´ıce standardn´ımi definicemi strˇedn´ı absolutn´ı odchylky.
• Strˇedn´ı kvadraticka´ odchylka - (Root mean square error, tzv. RMSE)
je cˇasto pouzˇ´ıvana´ mı´ra rozd´ıl˚u mezi hodnotami prˇedpov´ıdane´ho modelu a
hodnotami skutecˇneˇ pozorovany´mi. RMSE prˇedstavuje uka´zku smeˇrodatne´
odchylky rozd´ılu mezi prˇedpokla´dany´mi hodnotami a pozorovany´mi hodno-
tami. Tento rozd´ıl se nazy´va´ rezidua. Pocˇ´ıta´ se matematicky´m vzorcem:
RMSE =
√√√√ 1
n
n∑
i=1
(pi − ai)2 =
√
MSE (7)
Kde MSE je Mean Squared Error (Strˇedn´ı kvadraticka´ chyba), pi je predikce
a ai je skutecˇna´ aktua´ln´ı hodnota. Hodnoty velicˇiny RMSE pro kazˇdy´ klasi-
fika´tor slouzˇ´ı jako agrega´tor chyb predikci v cˇase. Je silne´ meˇrˇ´ıtko, pouzˇ´ıvane´
prˇedevsˇ´ım pro porovna´va´n´ı jednotlivy´ch algoritmu˚ na za´kladeˇ nameˇrˇeny´ch
chyb v modelu. http://www.saedsayad.com/model_evaluation_r.htm
• Relative Absolute Error - Relativn´ı absolutn´ı chyba je velmi podobna´
relativn´ı cˇtvercove´ chybeˇ v tom, zˇe je relativn´ı vzhledem k jednoduche´ prˇed-
poveˇdi. V tomto prˇ´ıpadeˇ odchylka je celkova´ absolutn´ı chyba namı´sto celkove´
cˇtvercove´ chyby. To znamena´, zˇe relativn´ı absolutn´ı chyba se vypocˇ´ıta´va´
jako celkova´ absolutn´ı chyba a normalizuje se vydeˇlen´ım celkove´ absolutn´ı
chyby jednoduche´ prˇedpoveˇdi. Matematicky, lze relativn´ı absolutn´ı chybu ei
vyja´drˇit:
RAE = ei =
∑n
i=1 |Pij − aj|∑n
i=1 |aj − aˆ|
(8)
19Cˇasova´ rˇada strucˇneˇ prˇedstavuje soubor takovy´ch pozorova´n´ı xi, ktere´ jsou z´ıska´ny
(nameˇrˇeny) ve specificke´m cˇase t. Da´le mu˚zˇeme rozliˇsovat tzv. stochasticke´ a deterministicke´
cˇasove´ rˇady nebo aditivn´ı, multiplikativn´ı a smı´ˇsene´. [3]
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Kde Pij je hodnota prˇedpoveˇdi i pro vzorek dat j (z n vzork˚u), aj je c´ılova´
hodnota pro vzorek j a aˆ je da´no vzorcem:
aˆ =
1
n
n∑
i=1
|ai| (9)
Pro dokonale´ vy´sledky, cˇitatel mus´ı by´t roven 0 a ei = 0. T´ım dosa´hneme
toho, zˇe index ei se pohybuje v rozmez´ı od 0 azˇ do nekonecˇna, kde 0 odpov´ıda´
idea´lne´mu prˇ´ıpadu (dokonala´ prˇesnost vy´sledk˚u). V praxi se snazˇ´ıme tuto
hodnotu minimalizovat, ne vzˇdy je to mozˇne´.
• Root Relative Squared Error - korˇenova´ relativn´ı cˇtvercova´ chyba
je relativn´ı v˚ucˇi tomu, co by bylo, kdyby byla pouzˇita jednoducha´ prˇedpoveˇdˇ.
To znamena´, zˇe relativn´ı cˇtvercova´ chyba z´ıska´va´ celkovou cˇtvercovou chybu
a normalizuje ji vydeˇlen´ım celkove´ cˇtvercove´ chyby jednoduche´ prˇedpoveˇdi.
T´ım, z´ıska´n´ım druhe´ odmocniny relativn´ı cˇtvercove´ chyby snizˇuje chybu
do stejny´ch dimenz´ı jako je samotna´ jednoducha´ prˇedpoveˇdˇ. Matematicky,
korˇenova´ relativn´ı cˇtvercova´ chyba ei se vyhodnocuje podle rovnice:
RRAE = ei =
√∑n
i=1 (Pij − aj)2∑n
i=1 (aj − aˆ)2
(10)
Kde Pij je hodnota prˇedpoveˇdi i pro vzorek dat j (z n vzork˚u), aj je c´ılova´
hodnota pro vzorek j a aˆ je da´no vzorcem:
aˆ =
1
n
n∑
i=1
|ai| (11)
Znovu pro dokonale´ vy´sledky, cˇitatel mus´ı by´t roven 0 a ei = 0.
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9.2 Dalˇs´ı kriteria
Dalˇs´ı kriteria pouzˇivana´ k ohodnocen´ı u´speˇsˇnosti klasifikace textu byly na´sleduj´ıc´ı
metriky:
• TP Rate: Mı´ra pravdivy´ch pozitiv (instance spra´vneˇ klasifikovane´ do dane´
trˇ´ıdy) Prˇ´ıklad vy´pocˇtu:
• FP Rate: Mı´ra falesˇny´ch pozitivn´ıch (instance nespra´vneˇ klasifikovana´ do
dane´ trˇ´ıdy)
• Prˇesnost: Prˇesnost je pod´ıl instanc´ı z dokument˚u z´ıskany´ch, ktere´ jsou rele-
vantn´ı pro informacˇn´ı potrˇeby uzˇivatele.
• Kappa koeficient Cohen je mı´ra souhlasu v rozsahu hodnot 0-1.
K =
P (A)− P (E)
1− P (E) (12)
Kde P(A) je procentua´ln´ı soulad mezi realitou a klasifika´torem, P(E) je
pod´ıl na´hodne´ shody. K=1 znamena´ plnou linea´rn´ı za´vislost velicˇin, K=0 je
zˇa´dnou linea´rn´ı za´vislost.
Na za´kladeˇ teˇchto koeficient˚u lze hodnotit nejle´pe spra´vneˇ klasifikovane´/predi-
kovane´ le´karˇske´ termı´ny a medic´ınske´ zkratky. Da´le jsou tyto metriky vhodne´ i
pro urcˇova´n´ı sˇpatneˇ klasifikovany´ch instanc´ı. Tyto markery slouzˇ´ı jako evaluace a
vytvorˇn´ı tzv. hodnot´ıc´ı kriteria, pote´ co byl vytvorˇen vzor (pattern), ktery´m se
algoritmus rˇ´ıd´ı a rozhoduje. Vy´znam teˇchto parametr˚u je d˚ulezˇity´ pro datove´ ana-
lytici a v ra´mci tohoto projektu pro porovna´n´ı datamining algoritmu˚ a na´sledne´m
vy´beˇru nejoptima´lneˇjˇs´ıch z n´ıch.
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9.3 Zhodnocen´ı vy´sledk˚u
9.3.1 Jednotkove´ vy´sledky
Z poskytnuty´ch datovy´ch sad jsem zvolil na´hodneˇ 20 r˚uznorody´ch vzork˚u (20
le´karˇsky´ch text˚u), ktere´ jsem pouzˇil jako vstupn´ı data na otestova´n´ı vy´sledne´ ap-
likaci. V na´sleduj´ıc´ı tabulce jsou jednotkove´ vy´sledky z pouzˇity´ch zpra´v, ktere´ jsem
v dalˇs´ıch pokapitola´ch vyuzˇ´ıval jako agregovany´ zdroj k analy´ze a ohodnocen´ı.
Spra´vneˇ klasifiko-
vane´ zkratky
Sˇpatneˇ klasifikovane´ /
Nenalezene´ zkratky
Doba odezvy (s.)
NBM SVM j48 IBk NBM SVM j48 IBk NBM SVM j48 IBk
LZ1 6/9
6/9
6/9
6/9
3/9
3/9
3/9
3/9 0.68 0.48 0.45 0.64
LZ2 7/10
6/10
5/10
6/10
3/10
4/10
5/10
4/10 0.23 0.25 0.23 0.27
LZ3 13/25
13/25
12/25
13/25
7/25
7/25
8/25
7/25 0.62 0.67 0.55 0.57
LZ4 6/8
6/8
6/8
6/8
2/8
2/8
2/8
2/8 0.29 0.33 0.25 0.37
LZ5 8/19
7/19
7/19
8/19
11/19
12/19
12/19
11/19 0.69 0.54 0.45 0.39
LZ6 2/10
2/10
2/10
2/10
8/10
8/10
8/10
8/10 0.38 0.25 0.22 0.34
LZ7 16/29
16/29
16/29
16/29
13/29
13/29
13/29
13/29 0.51 0.66 0.62 0.43
LZ8 5/10
5/10
4/10
4/10
5/10
5/10
6/10
6/10 0.14 0.13 0.12 0.22
LZ9 12/18
12/18
11/18
12/18
6/18
6/18
7/18
6/18 0.27 0.33 0.17 0.20
LZ10 13/17
13/17
13/17
13/17
4/17
4/17
4/17
4/17 0.33 0.34 0.19 0.22
LZ11 11/18
12/18
11/18
11/18
7/18
6/18
7/18
7/18 0.34 0.29 0.20 0.28
LZ12 13/20
11/20
12/20
11/20
7/20
9/20
8/20
9/20 0.46 0.45 0.24 0.55
LZ13 16/18
14/18
15/18
16/18
2/18
4/18
3/18
2/18 0.37 0.44 0.32 0.37
LZ14 19/32
19/32
18/32
18/32
13/32
13/32
14/32
14/32 0.5 0.52 0.45 0.48
LZ15 10/28
10/28
8/28
8/28
18/28
18/28
20/28
20/28 0.32 0.32 0.25 0.38
LZ16 24/48
24/48
24/48
24/48
24/48
24/48
24/48
24/48 0.36 0.37 0.28 0.55
LZ17 16/22
16/22
16/22
16/22
6/22
6/22
6/22
6/22 0.36 0.37 0.39 0.55
LZ18 18/25
18/25
19/25
19/25
8/25
8/25
7/25
7/25 0.45 0.52 0.48 0.48
LZ19 24/40
25/40
24/40
24/40
16/40
15/40
16/40
16/40 0.46 0.47 0.38 0.56
LZ20 12/24
12/24
10/24
12/24
12/24
12/24
14/24
12/24 0.47 0.5 0.52 0.48
Tabulka 2: Jednotkove´ vy´sledky klasifikace na´hodny´ch 20 le´karˇsky´ch zpra´v
Kde:
LZ je Le´karˇska´ zpra´va,
Spra´vneˇ klasifikovane´ zkratky = P
N
, kde P je pocˇet spra´vneˇ opraveny´ch rele-
vantn´ıch zkratek a N je pocˇet vsˇech skutecˇneˇ relevantn´ıch zkratek
Sˇpatneˇ klasifikovane´ zkratky = 1− P
N
,
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Doba odezvy je celkovy´ cˇas k realizace korekce dane´ LZ.
Tyto zpra´vy po automaticke´ korekci programem byly procha´zeny znovu le´karˇem
a kontrolova´ny, zda nenastala neˇkde kriticka´ chyba prˇi klasifikaci, ktera´ by zmeˇnila
vy´znam cele´ le´karˇske´ zpra´vy. Z vy´sledk˚u tabulky 2 je patrne´, zˇe u vsˇech algo-
ritmu˚ je skoro ve vsˇech prˇ´ıpadech u´speˇsˇnost veˇtsˇ´ı nebo rovna´ 50%. Jmenovatel
jednotlivy´ch klasifikac´ı naznacˇuje pocˇet skutecˇny´ch le´karˇsky´ch zkratek nalezene´
odborn´ıkem manua´ln´ı kontrolou. Cˇitatel ukazuje skutecˇneˇ spra´vneˇ klasifikovane´
medic´ınske´ zkratky cˇi nespa´vneˇ klasifikovane´. Mezi nespra´vneˇ klasifikovany´mi
mu˚zˇeme naprˇ´ıklad rˇadit, sˇpatneˇ klasifikovane´ nebo ignorovane´ zkratky, ktere´ pro-
gram nenalezl nebo nebyl doposud natre´nova´n a ponechal v p˚uvodn´ım tvaru.
Na prvn´ı pohled lze odvodit to, zˇe skoro u vsˇech vzork˚u dat je Naivn´ı Bayes
o neˇco lepsˇ´ı nezˇ ostatn´ı algoritmy. Optimalizovany´ SVM a Naivn´ı Bayes Multi-
nomial vedou jednoznacˇneˇ i prˇesto, zˇe generovane´ rozhodovac´ı stromy a metoda
nejblizˇsˇ´ıch soused˚u maj´ı velice podobne´ vy´sledky v˚ucˇi ostatn´ım algoritmu˚m. To
co je patrne´, ale nejv´ıce a take´ viditelne´ jsou cˇasove´ odezvy. Jako nejrychlejˇs´ı ve
vsˇech prˇ´ıpadech jsou generovane´ rozhodovac´ı stromy algoritmu J48.
9.3.2 Celkove´ vy´sledky
Tato podkapitola popisuje agregovana´ zhodnocen´ı jednotlivy´ch algoritmu˚ ze
zpra´v prˇedchoz´ı kapitoly, na za´kladeˇ ktery´ch jsem dedukoval za´veˇr te´to pra´ce. V
na´sleduj´ıc´ıch tabulka´ch jsou videˇt porovna´va´n´ı algoritmu˚ klasifikace medic´ınske´ho
textu.
Prvn´ı tabulka uva´d´ı spra´vnost nebo-li spra´vneˇ zarˇazene´ vzorky do trˇ´ıd a doba
odezvy. K vy´sledk˚um jsem se dopracoval po simulaci 20ti le´karˇsky´ch zpra´v z
dostupny´ch anonymizovany´ch dat, poskytnute´ vy´zkumnou skupiny MRE KIV ve
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spolupra´ci s FN Plzenˇ.
Algoritmus Spra´vneˇ klasifiko-
vane´ (%)
Sˇpatneˇ klasifiko-
vane´ (%)
Doba
odezvy(s)
NBM 59,2874% 40,7127% 0,4115
SMO 57,8070% 42,1930% 0,4115
J48 55,5471% 44,4529% 0,338
IBk 57,4700% 42,5300% 0,4165
Tabulka 3: Spra´vnost klasifikace textu
Jak je videˇt na prvn´ı pohled nejprˇesneˇjˇs´ı vy´sledky prˇina´sˇ´ı algoritmus NBM.
Na druhe´m mı´steˇ je optimalizovany´ SVM algoritmus SMO, ktery´ pro klasifikaci
textu funguje s velmi dobrou prˇesnost´ı, liˇs´ı se o ma´lo ve srovna´n´ı s NBM. Ostatn´ı
algoritmy prokazuj´ı cˇa´stecˇneˇ dobre´ vy´sledky, ale take´ v porovna´n´ı pomeˇrneˇ dost
chyb. Nicme´neˇ nezanedbatelnou rychlost prokazuje stromovy´ algoritus J48. [28]
[27]
Druha´ tabulka uva´d´ı chyby model˚u popsane´ v kapitole 8.1 na za´kladeˇ data-
miningove´ho zpracova´n´ı teˇchto 20ti medic´ınsky´ch le´karˇsky´ch text˚u.
Algoritmus Mean Abso-
lute Error
Root Mean
Squared Error
Relative
Absolute
Error
(%)
Root
Relative
Squared
Error
(%)
Naivn´ı Bayes 0.2334 0.316 0.413 0.123
SMO 0.732 0.341 0.201 0.634
J48 0.463 0.412 0.238 0.889
IBk 0.672 0.731 0.804 0.298
Tabulka 4: Chybovost klasifikace textu
Z vy´sledk˚u tabulky 4 lze potvrdit vy´sledky tabulky 3. Nejprˇesneˇjˇs´ı je znovu
algoritmus NBM. Hodnoty ma´ velmi bl´ızke´ s algoritmem SVM. Graficky lze videˇt
rozd´ıly na obra´zc´ıch 14 a 15. Jako nejprˇesneˇjˇs´ı a neju´plneˇjˇs´ı je algoritmus Bayes.
[28] [27]
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9.4 Porovna´va´n´ı
Tato podkapitola nast´ınˇuje a vizualizuje dosazˇene´ vy´sledky jednotlivy´ch kri-
teria´ln´ıch hodnot.
Obra´zek 14: Porovna´n´ı spra´vneˇ opraveny´ch zkratek v LZ
Z obra´zku je patrne´, zˇe nejprˇesneˇjˇs´ı vy´sledky z dostupny´ch dat meˇl naivn´ı
bayes. Jako dalˇs´ım s me´neˇ spra´vny´mi vy´sledky jsou optimalizace algoritmu SVM
- SMO a metoda nejmensˇ´ıch soused˚u s vyuzˇit´ı euklidovske´ vza´lenosti. Ostatn´ı
algoritmy jsou prˇedevsˇ´ım rychle´, ale ne azˇ tak prˇesne´.
Prˇesnost vy´sledk˚u je silneˇ za´visla´ na tre´novac´ıch datech. V oboru medic´ıny
je slozˇite´ natre´novat modely korektneˇ, kv˚uli problematice anonymizovany´ch dat a
rizika prˇetre´nova´n´ı modelu nerovnomeˇrnou distribuc´ı zkratek cˇi abreviatur. [28]
[27]
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Obra´zek 15: Porovna´n´ı metrik jednotlivy´ch algoritmu˚
Na tomto grafu je jasneˇ videˇt prˇevla´da´n´ı podobny´ch hodnot. Nicme´neˇ hodnoty
kappa statistik jsou u naivn´ıho bayese a SVM konverguj´ıc´ı k 1 vy´razneˇ v´ıc nezˇ u
ostatn´ıch algoritmu˚. Tento faktor ukazuje celkovou lepsˇ´ı prˇesnost nebo-li nizˇsˇ´ı
chybovost tohoto algoritmu prˇi klasifikaci. Na druhou stranu jako nejrychlejˇs´ı je
videˇt, zˇe vyhra´va´ algoritmus C4.5 generuj´ıc´ı rozhodovac´ı stromy, ale za´rovenˇ ma´
take´ vysokou strˇedn´ı kvadratickou odchylku. Z toho lze dedukovat, zˇe nelze tento
algoritmus povazˇovat za dostatecˇneˇ prˇesny´ a vhodny´ pro korekci le´karˇsky´ch zpra´v.
Prˇesnost je d˚ulezˇ´ıteˇjˇs´ı nezˇ rychlost v nasˇem prˇ´ıpadeˇ. Stejne´ vy´sledky prokazuje
i algoritmus k nejbl´ızˇsˇ´ıch soused˚u. Ma´ vy´razneˇ neprˇesne´ vy´sledky a za´rovenˇ je
cˇasoveˇ na´rocˇny´, kv˚uli exponencia´lneˇ nar˚ustaj´ıc´ım cˇase prˇi opraveˇ velke´ho mnozˇstv´ı
dat. Jako nejvy´konneˇjˇs´ı algoritmus pro aplikace klasifikace le´karˇsky´ch text˚u lze
povazˇovat Multinomia´ln´ı Naivn´ı Bayes. [27]
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10 Zhodnocen´ı
U´speˇsˇnost jednotlivy´ch algoritmu˚ byla testovana´ na dodany´ch datech vy´zkum-
ne´ho ty´mu MRE KIV. 75% vzork˚u bylo pouzˇito pro tre´nova´n´ı a zbyly´ch 25% pro
testova´n´ı funkcˇnosti a kvality algoritmu˚ pro klasifikace medic´ınske´ho textu.
Hlavn´ı kriteria u´speˇsˇnosti byly dveˇ hlavn´ı velicˇiny - u´speˇsˇnost(prˇesnost)
klasifikovany´ch medic´ınsky´ch termin˚u a jejich u´plnost. U´plnost lze vyja´drˇit porov-
na´va´n´ım na´sleduj´ıc´ıch oba´zk˚u:
Obra´zek 16: Uka´zka tre´novac´ıch dat [2]
Obra´zek 17: Maximalizace u´plnosti
tre´novac´ıch dat
Toto porovna´va´n´ı na´m uda´va´ mozˇny´ spektrum tre´novac´ıch dat. Vizualizace na
prvn´ım obra´zku ukazuje skutecˇnost, dokud obra´zek napravo zna´znornˇuje perfektn´ı
realitu. Ta je ovsˇem teˇzˇko dosazˇitelna´, protozˇe je potrˇeba mı´t vsˇechny medic´ınske´
zkratky v cˇesˇtineˇ, to zahrnuje i data z jiny´ch zdravotnicky´ch stanic. Neexistuje
vsˇak univerza´ln´ı zdroj anonymizovany´ch dat, proto projekty jako tento funguj´ı
dobrˇe loka´lneˇ pro dany´ region, na za´kladeˇ poskytnuty´ch dat. Osa X graf˚u vy-
jadrˇuje instance testovac´ıch dat, klasicky se jedna´ o medic´ınske´ zkratky, ktere´ je
potrˇeba zarˇadit do dane´ kategorie. Kategorie jsou vyja´drˇene´ osou Y v grafech. Je
hezky videˇt, zˇe cˇ´ım sˇirsˇ´ı spektrum dat, t´ım le´pe natre´novany´ klasifika´tor. U´plnost
modelu je kl´ıcˇova´ pro lepsˇ´ı vy´sledky. [2]
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10.1 Dosazˇene´ vy´sledky
Vy´sledna´ aplikace pro korekce le´karˇsky´ch text˚u je do jiste´ mı´ry zavisla´ hlavneˇ
na rychlosti zpracova´n´ı dotaz˚u k databa´zi i na kvalitu tre´novac´ıch dat. Na´sleduj´ıc´ı
obra´zky ukazuj´ı vy´sledky na´hodneˇ vybrane´m medic´ınske´m textu nad natre´novanou
mnozˇinou dat.
(a) Uka´zka medic´ınsky´ch text˚u (b) Opravene´ le´karˇske´ texty
Figure 18: Uka´zka u´speˇsˇneˇ opraveny´ch medic´ınsky´ch zkratek
Je videˇt, zˇe 5 zkratek nejsou opravene´, za to 10 dalˇs´ıch ano, z cˇeho vyply´va´,
zˇe pro tento konkre´tn´ı prˇ´ıklad u´speˇsˇnost je 15−5
15
= 67%. Du˚vody neopraveny´ch
zkratek mohou by´t chybeˇj´ıc´ı tre´novac´ı data pro konkre´tn´ı zkratky nebo nedokonale´
odchyta´va´n´ı zkratek regula´rn´ım vy´razem prˇi veˇtsˇ´ı frekvenci zkratek ve stejne´m
souveˇt´ı bl´ızko sebe.
Samotna´ aplikace je snadno itegrovatelna´ s jiny´mi databa´zemi a lze ji pouzˇ´ıt
jako sprostrˇedkovatel mezi ruzny´mi zdroji dat a nemocnicˇn´ıch cˇi medic´ınskcy´ch
syste´mu˚, ktere´ potrˇebuji korekce specificke´ho text˚u. Da´lˇs´ı pouzˇit´ı aplikace je
naprˇ´ıklad vyuzˇ´ıt´ı jako agregacˇn´ı vrstva pro testova´n´ı korekce medic´ınske´ho textu
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a dalˇs´ı vy´zkumne´ aktivity v oboru medic´ıny a pra´ci s prˇirozenou rˇecˇ´ı, konkre´tneˇ v
cˇeske´m jazyce.
10.2 Pr˚ubeˇzˇny´ cˇas zpracova´n´ı
Optima´ln´ı dataminingove´ algoritmy umeˇle´ inteligence pro korekci medic´ınsky´ch
semistrukturovany´ch dat v rea´lne´m cˇase jsou do jiste´ mı´ry za´visle´ i na rychlosti
zpracova´n´ı dotaz˚u k databa´zi. Za u´cˇelem otestova´n´ı vy´konnosti algoritmu˚ jsem
zvolil neˇkolik databa´zi - IBM DB2 s optimalizac´ı pro sloupcove´ vyhelda´va´n´ı,
MySQL 5.6.20, PostgreSQL 9.3. Testova´n´ı dat probeˇhlo nad vsˇemi algoritmy.
#
MySQL PostgreSQL IBM DB2
NBM SVM j48 IBk NBM SVM j48 IBk NBM SVM j48 IBk
5 2,11 3,11 1,75 2,16 4,67 5,67 4,41 5,48 1,23 2,25 1,06 1,46
10 2,92 3,92 2,12 3,31 5,1 6,10 4,35 5,71 1,93 3,39 1,79 3,07
20 4,79 5,79 4,70 5,46 15,59 16,59 14,86 16,47 4,44 5,07 3,81 5,38
50 9,67 10,67 9,35 10,12 33,68 34,68 33,03 34,45 9,61 10,15 8,76 9,97
100 16,63 17,63 15,90 17,08 59,57 60,57 59,11 60,03 15,97 17,39 15,70 16,70
150 25,50 26,50 25,11 26,45 86,13 87,13 86,04 86,59 24,74 25,97 25,04 26,18
200 33,33 34,33 33,13 34,32 92,3 93,30 92,19 92,76 32,57 33,46 32,69 34,26
250 39,00 40,00 38,73 39,25 133,4 134,40 132,91 133,99 38,95 39,58 37,79 38,73
300 43,55 44,55 43,30 44,20 160,3 161,30 159,31 160,38 42,60 44,02 43,14 43,33
375 53,29 54,29 53,15 53,69 211,3 212,30 210,46 212,21 53,23 54,19 52,45 53,64
Tabulka 5: Jednotlive´ doby odezvy (s.) korekce le´karˇsky´ch zpra´v
Na tabulce jsou videˇt vy´sledky jednotlivy´ch meˇrˇen´ı rychlosti zpracova´n´ı data-
ba´zovy´ch dotaz˚u. Levy´ sloupec naznacˇuje pocˇet opravovavany´ch medic´ınsky´ch
zpra´v soubeˇzˇneˇ a ostatn´ı sloupce uva´d´ı rychlost odezvy celkove´ zpracova´n´ı text˚u v
sekunda´ch na jednotlivy´ch databa´z´ıch pro jednotlive´ algoritmy. Na prvn´ı pohled je
patrne´, zˇe vy´sledky databa´ze IBM DB2 s optimalizac´ı pro sloupcove´ ukla´da´n´ı jsou
znacˇneˇ rychlejˇs´ı. Celkova´ vy´konnost databa´ze za´lezˇ´ı na prˇideˇlene´m a dostupne´m
transakcˇn´ım vy´konu databa´zove´m stroji. Existuje velke´ mnozˇstv´ı faktor˚u, ktere´
mohou zpomalit celkovou korekci zkratek prˇi pouzˇ´ıva´n´ı relacˇn´ı databa´ze.
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Obra´zek 19: Za´vislost rychlosti opravy le´karˇsky´ch zpra´v na cˇase a databa´zi
Na obra´zku 19 jsou videˇt graficke´ vy´sledky nameˇrˇeny´ch hodnot tabulky 5. Osa
X zna´zornˇuje pocˇet le´karˇsky´ch zpra´v ke korekci a osa Y je celkova´ doba zpra-
cova´n´ı. Tato doba zahrnuje odesla´n´ı http requestu, jeho na´sledne´ zpracova´n´ı,
pr˚ubeˇzˇne´ tre´nova´n´ı modelu a automaticka´ korekce, za pomoci naimplemento-
vane´ho datamining API a na´sledne´ vra´cen´ı http response s opraveny´m textem. Je
jasneˇ videˇt, zˇe s nar˚ustaj´ıc´ım mnozˇstv´ım medic´ınsky´ch semistrukturovany´ch dat
je i jejich korekce cˇasoveˇ na´rocˇneˇjˇs´ı, jedna´-li se o hromadnou opravu le´karˇsky´ch
text˚u. Naopak, jedna´-li se o mensˇ´ı mnozˇstv´ı text˚u je naimplementovane´ rˇesˇen´ı
zcela vhodne´ pro opravu dat v rea´lne´m cˇase. Exponencia´ln´ı krˇivka naznacˇuje
mozˇny´ trend v cˇasove´ na´rocˇnosti databa´ze PostgreSQL v za´vislosti na pocˇtu dat
prˇi nyneˇjˇs´ım nastaven´ı. Da´le na obra´zku je patrne´, zˇe databa´ze PostgreSQL je
vy´razneˇ pomalejˇs´ı. Du˚vodem je to, zˇe jsem nastavil maxima´ln´ı pocˇet Connec-
tions Objects pro Connection Pool20 na 4. T´ım je v grafu hezky videˇt, zˇe
transakcˇn´ı vy´kon databa´ze ma´ d˚ulezˇitou roli prˇi pouzˇiva´n´ı algoritmu˚ umeˇle´ in-
teligence v rea´lne´m cˇase. Graf pouzˇiva´ pouze data algoritmu Naivn´ı Bayes pro
lepsˇ´ı prˇehlednost.
20Connection Pool - je vyrovna´vac´ı pameˇtˇ databa´zovy´ch prˇipojen´ı udrzˇovany´ch tak, zˇe
prˇipojen´ı mohou by´t znovu pouzˇity, kdyzˇ budou vyzˇadova´ny v budoucnosti
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10.3 U´speˇsˇnost jednotlivy´ch algoritmu˚
Kriteriem u´speˇsˇnosti po otestova´n´ı programu a jeho konecˇne´ celkove´ zhodno-
cen´ı byly po celou dobu 2 hlavn´ı faktory - prˇesnost a u´plnost.
Do velke´ mı´ry je u´plnost za´visla´ na tre´novac´ıch datech. Nyneˇjˇs´ı rˇesˇen´ı je uni-
verza´ln´ı a lze ho pouze vylepsˇovat o naprˇ´ıklad automaticke´ ucˇen´ı na za´kladeˇ napo-
jen´ı na FN Plzenˇ a postupne´mu rozsˇiˇrova´n´ı slovn´ık˚u le´karˇsky´ch text˚u. Da´le tato
aplikace slouzˇ´ı jako podklad k vy´zkumny´m pra´c´ım ty´mu MRE KIV. Porovna´vane´
algoritmy funguj´ı naprosto odliˇsny´m zp˚usobem, nicme´neˇ se skoro vsˇechny z nich
dopracovaly k podobny´m vy´sledk˚um. Rozd´ıly jsou pouze cˇasove´ a do urcˇite´ mı´ry
vykazuj´ı chyby. Kazˇdy´ z algoritmu˚ ma´ sve´ vy´hody a nevy´hody, ktery´ by meˇl by´t
pouzˇit, cˇi ignorova´n pro u´cˇely te´to diplomove´ pra´ci.
• SVM SMO - Algoritmus je komplikovany´ a v praxi neˇkdy nevyuzˇity´ kv˚uli
nedostatku dat. Mnohdy vy´stupy si vystacˇ´ı s bina´rn´ı klasifikac´ı a cˇasto ani
nedocha´z´ı k porovna´va´n´ı v´ıce kernel˚u pro vice dimenz´ı.
• Implementace algoritmu C4.5 - Algoritmus je velice rychly´, ale na u´kor toho,
zˇe je velmi citlivy´ prˇi vy´beˇru prahovy´ch atribut˚u. Z toho lze vydedukovat,
zˇe je v´ıce na´klonny´ k chyba´m a neprˇesny´m vy´sledk˚um. T´ım je i prˇ´ıl´ıˇs za´visly´
na tre´novac´ıch datech.
• Metoda nejmensˇ´ıch soused˚u funguje dobrˇe, ale nen´ı vhodna´ pro le´karˇske´
texty z d˚uvodu velke´ prˇ´ıtomnosti hlucˇny´ch prˇ´ıznak˚u dat, ktere´ mohou v
urcˇity´ch prˇ´ıpadech ovlivnit celkove´ vy´sledky sˇpatneˇ. Naprˇ´ıklad:
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”Krevn´ı obraz: B-Le: 13,50 B-Ery: 4,83 B-Hb: 157 B-HTK: 0,463 B-Obj
ery.: 96 B-Hb ery: 32,5 B-Hb konc: 338 B-Erytr.krˇivka: ”.
Zde zkratky jako B-Hb, B-Hb ery., B-Hb konc. maj´ı vzˇdy jiny´ vy´znam a
uvazˇova´n´ı algoritmu by vykazovalo neprˇesne´ vy´sledky.
• Naivn´ı Multinomia´ln´ı Bayes proka´zal nejlepsˇ´ı vy´sledky v celkove´m projektu.
Jednoducha´ metoda uvazˇova´n´ı rovnomeˇrne´ distribuci funguje u´speˇsˇneˇ a to
s velmi dobry´mi vy´sledky. Kvalitn´ı natre´nova´n´ı modelu s dostupny´mi daty
by dopomohlo k jeho zdokonalen´ı.
Dalˇs´ı mozˇnosti pro aplikace dataminingovy´ch algoritmu˚ nad le´karˇsky´mi texty
v cˇeske´m jazyce mu˚zˇou by´t kombinace neˇkolik algoritmu˚ naprˇ´ıklad Bayes a SVM,
prˇ´ıpadneˇ zahrnout metody Itemsets a N-gramy, ktere´ je mozˇno znovu zkombinovat
a otestovat nad dostupny´mi daty. Dalˇs´ı vylepsˇen´ı tohoto projektu lze dosa´hnout
lepsˇ´ım prˇedzpracova´n´ı vy´sledk˚u. Naprˇ´ıklad implementac´ı pokrocˇilejˇs´ı filtrace dat
prˇed tre´nova´n´ım, ale za u´kor delˇs´ıho cˇasove´ho zpracova´n´ı cˇi celkove´ vy´konnosti
nyneˇjˇs´ıho rˇesˇen´ı.
V ra´mci tohoto projektu jsem naimplementoval metodu pro filtraci dat, ktera´
ignoruje zkratky, ktere´ nezna´. Du˚vodem je sn´ızˇ´ıt riziko sˇpatne´ klasifikace jed-
notlivy´ch nalezeny´ch zkratek. Je to vhodna´ metoda pro u´plnost text˚u. Du˚vodem
je, zˇe medic´ınske´ texty jsou odborne´ a jaka´koliv chyba v rea´lne´m sveˇteˇ mu˚zˇe sta´t
zdrav´ı dane´ho pacienta.
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11 Za´veˇr
Na´pln´ı te´to pra´ce bylo navrhnout, implementovat a otestovat optima´ln´ı metody
dataminingu pro zpracova´n´ı medic´ınsky´ch semistrukturovany´ch dat. Metody data-
miningu jsem pouzˇil pro korekci le´karˇsky´ch zkratek a medic´ınsky´ch termı´n˚u. Ze
vsˇech testovany´ch metod jsem zhodnotil a vybral tu nejefektivneˇjˇs´ı pro u´cˇely te´to
diplomove´ pra´ci.
Na za´kladeˇ prakticky´ch zkusˇenost´ı prˇi pouzˇ´ıva´n´ı dataminingovy´ch algoritmu˚
a pra´ci s le´karˇem jsem se dopracoval k vy´sledk˚um te´to diplomove´ pra´ce. Zjistil
jsem, zˇe tre´novac´ı data jsou za´kladem dobre´ klasifikace. Toto byl d˚uvod pomeˇrneˇ
podobny´ch vy´sledk˚u jednotlivy´ch algoritmu˚. Vy´razne´ rozd´ıly byly cˇasove´ odezvy.
Jemneˇjˇs´ı rozd´ıly byly patrne´ v chybovosti a prˇesnosti jednotlivy´ch algoritmu˚.
Problematika umeˇle´ inteligence v medic´ıneˇ je beˇh na dlouhou tratˇ. Vy´stupem
te´to pra´ce je program umozˇnˇuj´ıc´ı automatickou korekci le´karˇsky´ch text˚u, ktery´ ma´
slouzˇit jako podp˚urnou komponentu vy´zkumne´ho ty´mu MRE KIV. Na za´kladeˇ
dostupny´ch dat jsem dosa´hnul nejprˇesneˇjˇs´ı a neju´plneˇjˇs´ı vy´sledky s algoritmem
Multinomial Naive Bayes. Te´zˇ bych tento algoritmus doporucˇoval jako nejlepsˇ´ı
pro zpracova´n´ı text˚u.
Vy´stup te´to pra´ce lze pouzˇ´ıt jako komponentu pro jizˇ existuj´ıc´ı syste´m. Ap-
likace je navrzˇena´ jako API, kterou lze nasadit do provozu na intern´ım syste´mu
nebo hostovat a spravovat exte´rneˇ a volat prˇes API metody.
Zada´n´ı bylo u´speˇsˇneˇ splneˇno a celkova´ ocˇeka´vana´ u´speˇsˇnost algoritmu˚ prˇi opraveˇ
le´karˇsky´ch text˚u je minima´lneˇ 60%.
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13 Prˇ´ıloha A
V te´to prˇ´ıloze se nacha´zi veˇtsˇ´ı obra´zky, uka´zky a prˇ´ıklady
Obra´zek 20: Prˇ´ıklad aplikace regula´rn´ıho vy´razu pro hleda´n´ı zkratek
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@relation ’dx-weka.filters.unsupervised.attribute.StringToWordVector’
@attribute class {dx,dex,dextra,’?’}
@attribute ACC numeric
@attribute ACI numeric
@attribute ACM numeric
@attribute I numeric
@attribute M1 numeric
@attribute Za´veˇr numeric
@attribute a numeric
@attribute azˇ numeric
@attribute beze numeric
@attribute bifurkaci numeric
@attribute centra´lnı´ numeric
@attribute dex numeric
@attribute do numeric
@attribute dx numeric
@attribute embolu numeric
@attribute expanzivnı´mi numeric
@attribute hranicˇnı´ numeric
@attribute intrakrania´lneˇ numeric
@attribute ischemicke´ numeric
@attribute jizˇ numeric
@attribute k numeric
@attribute kinkingu numeric
@attribute lozˇisko numeric
@attribute mı´rny´mi numeric
@attribute na numeric
@attribute nekrotickA1ch numeric
@attribute na´lez numeric
@attribute oblasti numeric
@attribute patrne´m numeric
@attribute prˇes numeric
@attribute prˇi numeric
@attribute rekanalizace numeric
@attribute rekanalizaci numeric
@attribute rozsahu numeric
@attribute s numeric
@attribute sin numeric
@attribute v numeric
@attribute vpravo numeric
@attribute vyja´drˇenı´ numeric
@attribute vy´znamnosti numeric
@attribute vcˇ numeric
@attribute zde numeric
@attribute zmeˇn numeric
@attribute zmeˇnami numeric
@attribute Vyja´drˇene´ numeric
@attribute sˇlo numeric
@data
{0 dextra,1 1,2 1,3 1,8 1,9 1,15 1,18 1,19 1,23 1,26 1,28 1,33 1,37 1,41 1,42 1,43 1,44 1}
{0 dextra,3 1,4 1,7 1,10 1,13 1,14 1,21 1,22 1,27 1,28 1,30 1,31 1,32 1,34 1,35 1,38 1,40 1,44 1,47 1}
{0 dextra,1 1,5 1,6 1,8 1,11 1,12 1,15 1,16 1,17 1,20 1,24 1,25 1,29 1,33 1,36 1,38 1,39 1,45 1,46 1}
Obra´zek 21: Uka´zka tre´novac´ıch dat na obra´zku 5, prˇetransformovane´ na vektory
slov pro u´cˇely dataminingu
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14 Prˇ´ıloha B
Obsah DVD:
Data
database - DDL a DML skripty jednotlivy´ch databa´zi, obsahujic´ıch tre´novac´ı
data
*.xls - Zhodnocen´ı nad testovac´ıch datech. Grafy a tabulky, vcˇetneˇ manua´lneˇ
prˇipravovany´ tre´novac´ı korpus
Prerekvizity
Java JDK, JRE, Tomcat a Eclipse - prerekvizity pro nasazen´ı aplikace
Program
dep-jar - knihovny a za´vislosti, potrˇebne´ pro kompilace projektu
bin - zkompilovane´ zdrojove´ ko´dy do spustitelne´ podoby
src - kompletn´ı okomentovany´ zdrojovy´ ko´d programu
WebContent - Front-endova´ cˇa´st navrzˇene´ho rˇesˇen´ı
mrekiv.war - zkomprimovany´ soubor J2EE projektu
build.xml - soubour pro sestaven´ı J2EE projektu
Text
tex - text diplomove´ pra´ce ve forma´tu LaTeX
pdf - text diplomove´ pra´ce ve forma´tu Adobe PDF
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