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Abstract
Though much research and attention has been directed at assessing the correlation
coefficient under range restriction, the assessment of reliability under range restric-
tion has been largely ignored. This article uses item response theory to simulate
dichotomous item-level data to assess the robustness of KR-20 (a), v, and test–
retest under varying selection ratios. These estimators, both corrected and uncor-
rected for range restriction, were compared in terms of both bias and precision.
Test–retest reliability was usually the best estimator of reliability across a variety of
conditions. Only under indirect range restriction did KR-20 and v performed well.
All estimators suffered imprecision as a function of range restriction, above and
beyond the reduction in sample size. Based on the results, a set of recommendations
are proposed.
Keywords
classical test theory, coefficient alpha, coefficient omega, range restriction, reliability,
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Range restriction is a common occurrence in educational, governmental, and organi-
zational settings. It occurs when there is less variance in the sample than in the popu-
lation because of a selection procedure (Sackett, Laczo, & Arvey, 2002), such as
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self-selection, response bias, personnel selection, attrition, and so on. The prevalence
of range restriction is unfortunately difficult to estimate because often the variance of
the unselected population is unobtainable. For example, if the variance of a sample
has been attenuated through self-selection, the selection variable is unmeasured,
which would make selection ratio calculations impossible. However, a few studies
have used various means of estimating the distribution of selection ratios (e.g.,
Alexander, Carson, Alliger, & Cronshaw; 1989; Schmidt & Hunter, 1977). For exam-
ple, Schmidt and Hunter (1977) did a general (nonquantitative; Schmidt, Oh, & Le,
2006) review of the literature and estimated that the average ratio of restricted to
unrestricted variance is .59, meaning that one can expect only 59% of the unrestricted
variance to be present in the selected sample. Alexander et al. (1989), on the other
hand, estimated selection ratios empirically. They did so by comparing sample stan-
dard deviations with published standard deviations for standardized tests. They found
selection ratios ranging from approximately .7 to .91, depending on the domain.
Although an exact selection ratio is impossible to obtain, these studies show that
range restriction is a common problem and is likely more serious than what can be
empirically investigated (Alexander et al., 1989).
Range restriction becomes problematic when researchers seek to estimate reliabil-
ity or validity coefficients from selected samples. Because the variance is altered
under range restriction, and because both correlation and reliability coefficients rely
on variances for their computations, these coefficients are generally also affected.
Indeed, Pearson (1903) stated that not only does range restriction ‘‘determine the
amount of correlation, but that it is probably the chief factor in the production of cor-
relation’’ (p. 2).
Pearson (1903) was one of the first to discuss range restriction and provided a
‘‘correction’’ for range restriction. This correction seeks to estimate the unrestricted
or unselected correlation coefficient. Since 1903, a wealth of research attention has
been directed at estimating unrestricted correlation coefficients (e.g., Alexander
et al., 1989; Bobko, 1983; Dunbar & Linn, 1991; Lord & Novick, 1968; Sackett &
Yang, 2000; Thorndike, 1949). What has received much less attention is the estima-
tion of reliability under range restriction. Indeed, many researchers have derived var-
ious statistical procedures assuming that restricted reliability estimates are unbiased
(e.g., Schmidt et al., 2006; Raju & Brand, 2003). Sackett et al. (2002) have addressed
the issue of estimating restricted reliability but limited their investigation to interrater
reliability. Additionally, their study focused on the population and did not address
estimation bias or standard errors. Because the variance of corrected estimators are
generally larger than the variance of the uncorrected ones (Gross & Kagen, 1983),
standard errors are also important to consider. Our study addresses estimation as well
as standard errors.
In this article, we add to the work done by Sackett et al. (2002) by addressing other
estimates of reliability. Our study focuses on measures that are dichotomously scored
because they are found in many tests that are used for selection (e.g., cognitive tests).
Additionally, we explore the sampling distribution of restricted reliability estimates,
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both corrected for range restriction and uncorrected. We show that both raw and cor-
rected reliability estimates are often biased and/or imprecise.
Reliability
Reliability refers to the stability of a measurement, and the degree to which a mea-
surement randomly varies is an indication of measurement error (Cortina, 1993;
Nunnally, 1967). The classical test theory definition of reliability (Lord & Novick,
1968) is given by
rxx =
s2T
s2T +s
2
E
, ð1Þ
where s2T is the true score variance and s
2
E the error variance. Or, equivalently,
rxx =s
2
T=(s
2
X ), where s
2
x is equal to total test variance, assuming that X = T + E.
The classical test theory definition of reliability makes two key assumptions:
(a) true scores and errors are assumed to be independent and (b) the estimated relia-
bility coefficient is bounded between zero and one (McDonald, 1999). We show that
under direct range restriction, each of these assumptions is not tenable.
Several methods are used for estimating reliability such as test–retest, parallel
forms, split-half (Brown, 1910; Spearman, 1910), KR-20 (coefficient a; Cronbach,
1951; Guttman, 1945), and McDonald’s v (McDonald, 1970, 1999). In this article,
we limit our discussion of reliability to three estimators: KR-20 (which we will refer
from now on as coefficient a), coefficient v, and test–retest.
Coefficient a
Coefficient a is the more general equation for the Kuder–Richardson Formula 20
(KR-20; Kuder & Richardson, 1937). It is intended to be a measure of, to use
Cronbach’s (1951) words, equivalence. A coefficient of equivalence measures how
much two measures of the same factor agree (Cronbach, 1951), or as is the case with
a, how much multiple measures (i.e., items) of the same factor agree. However, as
pointed out by Cortina and others (Cortina, 1993; McDonald, 1999; Sijtsma, 2009), a
measure may have a high a coefficient and not be unidimensional. Therefore, a is
simply a measure that indicates the degree to which a test is free from error (Cortina,
1993; Revelle & Zinbarg, 2009).
The a coefficient is a lower bound to reliability (Cortina, 1993; Guttman, 1945;
Lord & Novick, 1968; McDonald, 1999; see also Komaroff, 1996), with equivalence
being achieved only under the t-equivalent model, where item variances and covar-
iances are equal.
We have elected to use coefficient a (KR-20) in our study because it is readily
available in most software packages and because it is the most popular estimate of
reliability in the psychological literature (Cortina, 1993; Hogan, Benjamin, &
Brezinski, 2000). Indeed, between 1966 and 1997, Cronbach’s (1951) article had
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been cited approximately 60 times per year (Cortina, 1999). Hogan et al. (2000) esti-
mated that 70% of psychological measures use a or KR-20 to estimate reliability.
Our study focuses on KR-20, or the dichotomous form of a.
Coefficient v
McDonald’s v1 (McDonald, 1970, 1999) is not a popular estimator of reliability; of
the 696 tests sampled in the Hogan et al. (2000) study, only three tests (0.4%) used
coefficient v. However, we have elected to use v because it is said to be a higher
lower bound than a (McDonald, 1999), and therefore may be more robust under
range restriction.
Coefficient v is defined as the ratio of the squared sum of factor loadings to total
variance for a homogeneous test (McDonald, 1970, 1999). Or, equivalently, v is
defined as
v =
Slj
 2
Slj
 2
+Sc2j
, ð2Þ
where lj is the factor loading for the jth item and C2j is the error variance for the jth
item.
According to McDonald (1999), v is a lower bound to population reliability, and
a is a lower bound to v. v is equal to population reliability only when the measure is
unidimensional (i.e., when there is only one factor in a measure), and a is equal to v
only when all the factor loadings are of equal value (McDonald, 1999). a and v both
equal the population reliability when the items are t-equivalent (McDonald, 1999).
For this study, we have limited our study of reliability to near t-equivalent models so
that we could easily assess the performance of each estimator of reliability; under
t-equivalence, each estimator should be equivalent.
Test–Retest
We have also included test–rest reliability in our study for two reasons: first, although
it is not as popular as a, it is still frequently used; 19% of the tests sampled by Hogan
et al. (2000) used test–retest as an estimate of reliability. Second, test–retest does not
assume independence between true scores and error scores in order to be estimated,
which is important under range restriction (Mendoza & Mumford, 1987).
Reliability Estimation Under Range Restriction
Most of what is known about range restriction comes from the body of literature that
has sought to estimate unrestricted correlation coefficients. Many researchers have
adopted the nomenclature of Pearson (1903), who classified restriction as either
direct or indirect. Direct range restriction occurs when selection is made on the basis
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of a predictor score, X. Direct range restriction alters the variance of X, which affects
both true and error variances, and creates a correlation between true and error scores
(Mendoza & Mumford, 1987). Indirect range restriction occurs when the variance of
a variable is altered, not through selection of the variable itself, but through the selec-
tion of a variable with which it is correlated. For example, if selection is made on X,
and X is correlated with Y, then Y will be indirectly restricted. Indirect range restric-
tion, in contrast to direct range restriction, only affects the variance of the true score.
In this article, we investigate the effects of direct and indirect range restriction on
reliability estimates. We will also investigate selection under a double-hurdle situa-
tion. Double-hurdle selection occurs when individuals are directly selected on two
variables, such as GRE scores and GPA. We have chosen double-hurdle selection
because it is a common selection procedure (Roth, Bobko, Switzer, & Dean, 2001).
We will see that the type of selection has differential effects on estimates of reliabil-
ity as well as the variances.
Estimating the unrestricted reliability from restricted reliability has typically been
done using the following equation (Kelley, 1921; Lord & Novick, 1968):
rxx = 1
s0
X 2
s2X
(1 r0xx): ð3Þ
Equation 3 requires both the unrestricted and restricted variances. This equation
can also be used to estimate the reliability of Y. When the unrestricted variance of Y
is not known, which is common, it is estimated with
sY =s
0
Y 1 r0 2xy + r0 2xy
s2X
s0 2X
 
: ð4Þ
Equation 3 makes two important assumptions (Kelley, 1921; Lord & Novick,
1968):
1. True scores and errors remain independent after range restriction.
2. sE = s
0
E, or the size of the residual variance, is unaffected by selection.
When estimating population reliability for a variable that has been indirectly
selected (i.e., Y), Assumptions 1 and 2 are not problematic. However, under direct
range restriction, true scores and errors are correlated (Mendoza & Mumford, 1987)
violating the first assumption. Consequently, this correction is likely to yield biased
results, especially when the selection ratio is small. The second assumption fails
when selection is made on X, because X is a composite of T and E. The effect is to
reduce the error variance, s0E. Lord and Novick (1968) note that when s0E\ sE,
Equation 3 will overestimate ‘‘global’’ (unrestricted) reliability.
There is, however, a correction that does not rely on the assumption of indepen-
dence or equal error variance:
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rxx =
cov(x1, x2)
s2x1
: ð5Þ
However, this estimator requires a second administration (see Stauffer &
Mendoza, 2001). This estimator relies on the assumption that the slope of the regres-
sion equation between X1 and X2 remains the same under direct range restriction
(Stauffer & Mendoza, 2001).
In this article, we use Equation 3 to correct a and v for range restriction (direct,
indirect, and double hurdle). In the case of test–retest, Equation 3 will only be used
under indirect and double-hurdle range restriction. When the restriction is direct, we
will use Equation 5 to correct the test–retest estimator. When Equation 3 was used in
the indirect case, the variance of Y was estimated using Equation 4.2 See Table 1 for
a summary.
Local Versus Global Reliability
In this article, a distinction is made between reliability in the unselected (entire) pop-
ulation and reliability in the selected (restricted) population. Note that the selected
population is a subset of the entire population. We refer to the reliability of the test
in the entire population as global reliability, whereas local reliability is the reliability
of the test in the selected population. Since the selected population is generally going
to have a larger mean and smaller variance than the unselected population, these reli-
abilities are different. Generally speaking, global reliability is the reliability of the
test within the population of applicants, and local reliability is the reliability of the
test within the population of incumbents (i.e., those who were admitted).
Most uncorrected estimates of reliability are assumed to be local reliability esti-
mates (unless the researcher’s sample is truly random). This estimate may or may
not approximate population local reliability well. Likewise, when the researcher cor-
rects the local estimate for range restriction, they are estimating global reliability.
This too may or may not be biased. In this article, we investigate bias at both levels:
local and global. We make this distinction because local reliability can be of interest
on its own. In situations where an instrument is only administered and used in a
restricted population, local reliability is more relevant than global reliability. For
example, if an institution develops a performance evaluation for graduate students
(who are selected undergraduates), they would not be interested in the reliability of
Table 1. Correction Formulas Used for Varying Conditions of Range Restriction
Selection Type a v Test–Retest
Direct Equation 3 Equation 3 Equation 5
Double-hurdle Equation 3 Equation 3 Equation 3
Indirect Equation 3, Equation 4 Equation 3, Equation 4 NA
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the instrument in the population of students containing both graduate and undergrad-
uate students. Similarly, if we develop a measure of job performance to be used with
incumbents, we would not be interested in the reliability of the measure in the appli-
cant population. Consequently, investigation of bias at both levels is important.
To mathematically define local reliability, it is important to remember the effects
of direct versus indirect selection on the variances of T and E. When selection is indi-
rect, local reliability is simply the ratio of restricted true score variance over total var-
iance, (s0T/s0X). This is because the variance of E is unaffected by selection, only the
variance of T. However, under direct range restriction, selection is made on the basis
of observed scores (X), which creates a correlation between T and E. Because of this
correlation, the observed variance is no longer equal to the sum of true score variance
and error variance, making the definition of local reliability more difficult. Therefore,
local reliability can be conceived of in two ways:
r0 =
s0 2T
s0 2T +s
0 2
E + 23 cov T ,Eð Þ
=
s0 2T
s0 2X
ð6aÞ
or
r0 =
s0 2T
s0 2T +s
0 2
E
: ð6bÞ
The problem with using Equation (6a) as the definition of local reliability is that
selection on X reduces the variance of X faster than it reduces the variance of T. As
X becomes more selected, estimates of reliability begin to exceed unity, which is the-
oretically impossible. Thus, we use Equation (6b) as our definition of local reliabil-
ity. Note that when selection is on T, the unrestricted variance of E (s2E) replaces
the restricted variance s’2E in Equation (6b).
Item Response Theory
Item response theory (IRT) is an alternative to classical test theory. IRT gives the
probability of a correct response given the item parameters (a and b) and the ability
of the individual (u) as
p correctjuð Þ= 1
1 + e1:73 a3 ubð Þ
: ð7Þ
(The 1.7 in Equation 7 is used to approximate the normal parameterization.) Within
the IRT framework, the standard error of measurement is a function of the test’s dis-
crimination parameter and the ability level u. In general, the steeper the slope a, the
smaller the standard error of measurement for a given u and the higher the precision
of the ability estimate. Because the standard error of measurement is conditional on
the ability of the individual, u, the IRT model does not provide a single measure of
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reliability. However, an equivalent measure can be found by averaging over the dis-
tribution of ability.
Although a ‘‘reliability’’ measure can be obtained within the framework of IRT,
that is not the purpose of this study. This study focuses on the classical test theory
(CTT) definition of reliability, because most reliability measures found in the litera-
ture are based on CTT. Unfortunately, many of the CTT estimates of reliability (e.g.,
a and v) require item-level data to be estimated. Fortunately, IRT provides a method
for generating item-level data and in particular for generating dichotomous items
(which are frequently used in cognitive tests with correct/incorrect choices).
Consequently, we use IRT to generate item-level data and then use CTT to estimate
reliability.
Method
Monte Carlo Simulation
To simulate the sampling distributions of each reliability estimator, the following
steps were performed.
Step 1: Generating item parameters under an IRT model. Twenty items were gener-
ated with the idea of simulating a dichotomously scored cognitive ability test. We
chose three a (discrimination) values—0.45, 0.65, and 1.69—that resulted in three
levels of reliability (low = .7, medium = .8, high = .94).3 We chose these levels of
reliability following Nunnally’s (1967) reliability benchmarks: .7 for tests in devel-
opment, .8 for basic research, and .90 to .95 for instruments that are used to make
important decisions. In addition, the simulated reliabilities match common reliabil-
ities found in the research literature, with the majority of estimates (approximately
81%) falling between .7 and .94 (Hogan et al., 2000). We also limited the number of
items to 20 because the median number of items in the research literature is approxi-
mately 20 (Hogan et al., 2000).
Variability was added to the slopes (a) in order to simulate the behavior of items
in a real test. However, the variability was sufficiently small so that the items were
essentially t-equivalent. The b parameters for each test were sampled from a normal
distribution with a mean of zero and a standard deviation of 0.25. We limited the
variability of the b parameter because it is common practice in testing to eliminate
items that are either very easy or very difficult. Note that the IRT function was only
used to simulate sample responses. These responses were then used to compute the
reliability of the test.
Step 2: Generating ability levels for the predictor and criterion. To generate a sample of
abilities on the predictor and criterion (ux and uy, respectively), we sampled n = 200
values from a bivariate normal distribution with mean zero and variance one. The
correlation between the two u values was set to .6.
Step 3: Generating the subject’s response to each item on the test. To simulate
responses for each of the 20 items, we first obtained the probability of getting the
item correct given ux and uy using Equation 7. Once we obtained the probability of a
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correct response we drew a uniform random number on the 0 to 1 interval; if the ran-
dom number exceeded the probability value, the response was coded as a 0 (incor-
rect answer), and if the random number did not exceed the probability, the response
was coded as a 1 (correct answer). Total scores (Xtot and Ytot) were then calculated
for each subject by summing responses across all 20 items. In addition, true scores
(Txtot and Tytot) were calculated for each subject by summing up the probabilities
from Equation 7 across the items. Responses for X0 and Y0 (the retest portions) were
simulated in the same manner as for X and Y, respectively. This procedure was
repeated for each subject and test.
Step 4: Computing the population reliability. Global (unrestricted) population reliabil-
ity was computed on a sample of 10,000 subjects. It was calculated using the classical
test theory definition of reliability (Equation 1) where sT is defined as the variance of
T, and T =
Pj = 20
j = 1 pj(correct j u): E as usual was defined as Xij2 Tij.
Next, local population reliability parameters were obtained using a net sample size
of 10,000 (after selection). Selection was performed by systematically selecting per-
formers on the basis of X from the top 90th percentile, then 80th percentile, then
70th, and so on, until only the top 10th percentile remained. For double-hurdle selec-
tion, the same basic procedure was followed except the subject’s score had to fall in
the target percentile in both X and Y. Reliability was computed based on the variance
that remained after the selection. Again s0T was defined in the same was as sT, except
that it was computed on the restricted population.
We also computed the ratio of standard deviations for each selection ratio,
U =
s0x
sx
: ð8Þ
U is a common metric in the range restriction literature, allowing comparisons across
studies. Furthermore, the validity generalization literature has discussed possible U
distributions (Alexander et al., 1989; Schmidt & Hunter, 1977), which can be used to
assess how frequently a particular selection ratio is expected to occur.
Step 5: Computing KR-20 (a), test–retest, and v in the unrestricted and restricted
samples. After the binary responses for X and Y were simulated in Step 3, selection
was performed on the basis of the total test score. At each level of restriction a, v,
and test–retest reliability were calculated. For v, we bounded the communalities to
be less than one to avoid inflating v. We also corrected each of the estimates for
range restriction using Equation 3 for a and v (for direct, indirect, and double hur-
dle). The test–retest reliability (direct only) was corrected using Equation 5 (see
Table 1). The computations were repeated 10,000 times, while tracking of the means
and variances of the reliability estimates.
Step 6: Assess bias. The mean uncorrected estimate of the sampling distribution
was compared with local population reliability while corrected estimates were com-
pared with global population reliability. These comparisons were made numerically
and graphically. Bias was computed as
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Bias = 1003
estimate parameter
estimate
: ð9Þ
To simplify interpretation, we selected somewhat arbitrary bias thresholds of
2.10 and .02 for underestimation and overestimation, respectively. Anything that
exceeded these thresholds we noted as practically significant. The graphical compari-
son was done by plotting the average v, a, and test–retest alongside the population
reliabilities.
Step 7: Assess precision. The standard deviations (standard error) of the 10,000 sam-
ple estimates were computed for a, v, and test–retest (corrected and uncorrected) at
each level of restriction to assess the degree of variability in estimation.
Results
Uncorrected Population Estimates
Direct range restriction. Figure 1 shows that under direct range restriction all three
estimates are biased and imprecise when estimating local reliability (the solid,
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Figure 1. Uncorrected estimates of local reliability for direct range restriction
Note: y-axis, reliability estimate; x-axis, restriction amount (in parentheses) and corresponding U value.
Each estimate is banded with a 95% confidence interval.
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concave downward line), particularly a and v. (Note: because the results were simi-
lar across all reliability conditions, only mid reliability results are shown.) In many
cases when the selection ratio was small, a was negative. v did not go negative
because the communalities were bound to be less than one in the study. Under some
selection ratios, a was larger than v. This was unexpected because a is supposed to
be a lower bound to v (McDonald, 1999). Furthermore, the standard errors increased
substantially in size as restriction increased. Test–retest was also biased and impre-
cise when estimating local population reliability but not to the degree of a and v.
Table 2 shows the percentage of bias in estimating local reliability as a function
of reliability (low, medium, and high) and selection ratio for each local estimator. a
and v showed significant bias (i.e., exceeded the 10% threshold for underestimation)
as early as a selection ratio of .9. These estimators showed less bias as reliability
increased, but even at the highest reliability these estimators exceeded the 2.10
threshold at a selection ratio of .5. Test–retest was much more robust, but it showed
significant bias at selection ratios of .7, .4, and .3 for low, medium, and high reliabil-
ity, respectively. From these results it is clear that under severe direct range restric-
tion local reliability cannot be estimated accurately. In situations when local
reliability must be estimated under direct range restriction, test–retest reliability is
preferable, showing the least biased.
Double-hurdle range restriction. Figure 2 shows local reliability estimates under
double-hurdle selection. Notice how Figure 2 look nearly identical to Figure 1. The
effects of double-hurdle selection mirror those of direct range restriction: all estima-
tors estimated local reliability poorly.
Indirect range restriction. Figure 3 shows that all estimators estimated local reliabil-
ity quite well under indirect range restriction. The amount of bias increased as restric-
tion became more severe, but it was negligible. Although the standard errors also
increased as restriction increased, the increase was not large (i.e., not greater than .1)
until the selection ratio reached .1. Again, test–retest approximated local reliability
slightly better than the other estimators. In addition, Table 3 shows that none of the
estimators exceeded the 10% bias threshold.
Corrected Population Estimates
Direct/double-hurdle range restriction. Figure 4 shows the corrected reliability esti-
mators under direct range restriction. None of the estimators consistently estimated
global reliability (global reliability is the solid horizontal line). Corrected a and v
estimates underestimated for low to moderate range restriction and overestimated for
high range restriction. It seems that Equation 3 is not robust to violations of indepen-
dence. v showed the most bias, followed by a then test–retest. The standard errors
actually decreased as restriction became more severe, but this is only because the
corrected estimates were bounded to be less than one. The corrected test–retest esti-
mator (using the Equation 5) did moderately well until restriction became severe
(selection ratios\ .3). However, it had the largest standard errors of the three esti-
mators. Table 4 shows the percentage of bias for corrected reliability estimates under
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direct range restriction, again showing that none of the estimators estimated global
reliability accurately when the selection ratio was smaller than .3.
Corrected double-hurdle estimates (Figure 5) mirrored the corrected direct range
restriction estimates. With the exception of test–retest reliability, all estimators under-
estimated under low to moderate (1-.6) restriction, then overestimated with selection
ratios of less than .6. The standard errors also mirrored the behavior of those under
direct range restriction, increasing with range restriction.
Indirect range restriction. Figure 6 shows the corrected estimators under indirect
range restriction. The corrected estimators under indirect range restriction approxi-
mated global reliability accurately, much better than those under direct range restric-
tion. All estimators estimated global reliability well until the selection ratios were
less than .2 when they overestimated. Test–retest overcorrected the most of the three
estimators. Finally, the standard errors also were acceptable, not exceeding .2 (with
the exception of v). Table 5 shows that all corrected estimates safely estimated global
reliability until restriction became quite severe (selection ratios less than .2), rarely
even exceeding 1% in bias.
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Figure 2. Uncorrected estimates of local reliability for double-hurdle direct range restriction
Note: y-axis, reliability estimate; x-axis, restriction amount (in parentheses) and corresponding U value.
Each estimate is banded with a 95% confidence interval.
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Standard Errors as a Function of Sample Size Versus Instability
In the previous sections, we saw that standard errors increased as restriction
increased. What is not known is whether this increase in standard errors is due solely
to a decrease in sample size or whether range restriction increases the instability of
estimates above and beyond the reduction in sample size. To test whether range
restriction increased standard errors by itself, we increased the initial sample size
from 200 to 500 and repeated the simulation. We then compared the standard errors
of both sample size distributions for cases where the net sample sizes were equal.
For example, a selection ratio of .4 with an original sample size of 500 yields the
same net sample size (n = 200) as a selection ratio of 1 (no selection) and an original
sample size of 200. If the standard errors were to differ, then we would conclude that
range restriction increases standard errors beyond just the reduction in sample size.
We also compared the obtained standard errors with the expected standard error,
se=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2(1 r)2p
n(p 1)
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Figure 3. Uncorrected estimates of local reliability for indirect direct range restriction
Note: y-axis, reliability estimate; x-axis, restriction amount (in parentheses) and corresponding U value.
Each estimate is banded with a 95% confidence interval.
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where p is the number of items, r is the sample estimate of reliability, and n is the
sample size. Any deviation of the values obtained by Equation 10 we attribute to
range restriction.
Table 6 compares these estimates. For simplicity, only uncorrected direct esti-
mates are shown. Generally, range restriction inflated standard errors above and
beyond the reduction in sample size, when compared with Equation 10. Notice that
two values with the same sample size have different standard errors; the larger stan-
dard error typically belonging to the data set that was the most restricted. The only
time standard errors did not exceed their expected values under range restriction was
for v; this is probably because the standard errors of v are not monotonic as restric-
tion increases but showed an inconsistent pattern. The range restriction increased
standard errors beyond just the reduction in sample size.
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Figure 4. Corrected estimates of global reliability for direct range restriction
Note: y-axis, reliability estimate; x-axis, restriction amount (in parentheses) and corresponding U value.
Each estimate is banded with a 95% confidence interval.
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Discussion
It has long been known that both validity and reliability coefficients suffer under
range restriction. To our knowledge, until now no one had systematically assessed
the behavior of the most common reliability estimators under range restriction, prob-
ably because these estimators (i.e., a and v) require item-level data. We have used
IRT to create dichotomous item responses found in many cognitive tests, and investi-
gated the standard errors of a, v, and test–retest to understand both precision and
bias in these estimators. Finally, we addressed how robust the estimators and their
corrections are to violating the assumption of independence between T and E.
This study has demonstrated that under both direct and double-hurdle range
restriction, a and v are biased estimators of both local and global reliability para-
meters and probably should not be used, even under modest restriction. a and v
underestimated local reliability, likely because the assumption of independence was
violated (Lord & Novick, 1968; Mendoza & Mumford, 1987). Additionally, a and v
overestimated global reliability when corrected. The reason for this overestimation is
that the correction formula (Equation 3) assumes that s0E = sE, or that the residual
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Figure 5. Corrected estimates of global reliability for double-hurdle range restriction
Note: y-axis, reliability estimate; x-axis, restriction amount (in parentheses) and corresponding U value.
Each estimate is banded with a 95% confidence interval.
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variance is unaffected by selection (Lord & Novick, 1968). However, because X is a
composite of T and E, the variance of E will necessarily be effected when selection
is made on X. Lord and Novick (1968) note that if this assumption is not met (i.e., if
s0E 6¼ sE), then the equation will overcorrect.
What is interesting to note is that coefficient a produced negative estimates under
direct range restriction. These estimates in some situation were less than 21. The
issue of negative reliability estimates (particularly using coefficient a) is not new
(Krus & Helmstadter, 1993; Reinhardt, 1991). Reinhardt (1991) noted that when total
test variance is small a can go negative. (See also the Appendix for an explanation.)
Another interesting finding of this study is that a frequently exceeded v. a is sup-
posed to be a lower bound to v (McDonald, 1999; Zinbarg, Revelle, Yovel, & Li,
2005), yet this was not the case in this study under severe range restriction. There
are two important things to consider when understanding why this might be the case.
First, a and v are equivalent under the t-equivalent model. In the present study, the
items were simulated to be t-equivalent, so there should have been no advantage for
v. Second, v is estimated from factor loadings. Under range restriction, the
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Figure 6. Corrected estimates of global reliability for indirect range restriction
Note: y-axis, reliability estimate; x-axis, restriction amount (in parentheses) and corresponding U value.
Each estimate is banded with a 95% confidence interval.
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uniqueness estimates begin to go negative (i.e., a ‘‘Heywood’’ case). These unique-
ness values were bounded between zero and one in this study, which may have
altered the properties of v.
It may be tempting to argue that because direct range restriction is less common
than indirect (Thorndike, 1949), researchers need not worry about excessive bias.
However, we have demonstrated that the effects of multiple hurdle range restriction
mirror the effects of direct range restriction. If multiple hurdle selection is common,
then these results do merit increased caution when using a or v. Unfortunately, there
has been little (if any) investigation about the frequency of multiple-hurdle proce-
dures. However, there are reasons to expect that double-hurdle procedures are com-
mon (Roth et al., 2001; Schmidt & Hunter, 1998). First, institutions often must
screen out a large number of applicants to reduce costs (Schmidt & Hunter, 1998).
Setting a minimal cutoff allows institutions to filter through large amounts of appli-
cants easily and at low cost. Additionally, Roth et al. (2001) also noted several large
institutions that use a multiple hurdle procedure to ‘‘weed out’’ applicants, such as
Toyota, the Federal Bureau of Investigation, the United States Employment Service,
the Transportation Security Administration, and many universities. For example,
medical schools may use MCAT/GPA scores to decide which students are inter-
viewed (first hurdle) and then use an interview to decide final admission (second hur-
dle). Because the likelihood of multiple hurdle procedures is high, the results
suggested in this article cannot be dismissed by simply assuming direct- and
multiple-hurdle procedures are rare.
Another implication of this study is that t-equivalence cannot be achieved under
direct range restriction because the item variances and covariances will necessarily
differ; as u becomes more restricted, the range of b values exceeds the range of u. In
other words, when only the top performers remain, some items become sufficiently
easy that their responses will produce no variability within that restricted sample,
whereas moderately difficult items will produce some variability. Under such condi-
tions, the item variances (and covariances) will differ, which indicates that the test is
no longer t-equivalent. Indeed, as reliability is a property of the scores in the
sample rather than a property of the test (Feldt, 1965; Wilkinson, 1999), likewise
t-equivalence is also a property of the responses within a sample. Therefore, when
the range of b parameters exceeds the range of u, t-equivalence is very difficult to
achieve, as is an unbiased estimate of population reliability using v or a.
Although the best estimator of reliability under direct and double-hurdle selection
is test–retest, it unfortunately requires a second administration, which is costly and
inconvenient. Future research may be directed at investigating alternative methods
for estimating local and global reliability. These alternative methods must circum-
vent the assumption of independence to have success.
One alternative is to estimate reliability coefficients within the IRT framework.
Because IRT estimates are invariant across samples, it is expected that range restric-
tion will not bias reliability estimates. However, IRT is not a panacea for range
restriction problems for two reasons. First, IRT estimates under range restriction will
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likely have large standard errors. This is because information functions are usually
quite thin in the tails, which means that under selection (which typically occurs in
the tails) standard errors will be large. Additionally, small sample sizes (which are
common in a selected sample) will make the standard errors even larger. The second
reason we hesitate to offer IRT as a general solution is because the problems identi-
fied in this article are test design issues, not statistical ones. When items are designed
(selected) to discriminate among average performers (which is the typical test
design), those items are often too easy for the above-average performers. No amount
of statistical manipulation can address this issue. Instead, we recommend a tailored
testing approach within the IRT framework. Such testing approaches will maximize
information for the selected sample of interest.
Conclusion
Table 7 provides a summary of our recommendations based on direct versus indirect
restriction and based on whether the researcher is estimating global or local reliabil-
ity. When the sample is directly restricted, we recommend using test–retest to esti-
mate the local reliability. The Stauffer–Mendoza correction can be used to estimate
global reliability. However, it should only be used with large samples since it yields
large standard errors. When the sample is indirectly restricted, a, v, and test–retest
yield fairly accurate estimates of local reliability with small standard errors.
Consequently, we recommend using any of these estimates under indirect range
restriction. On the other hand, if our interest is in global reliability, we recommend
correcting these estimates using Equations 3 and 4.
Appendix
The total variance of a test can be expressed in terms of the item true, T, and error,
E, components as follows:
s2T = 1
0(Stt +See + 2Ste)1,
Table 7. Recommended Estimates Depending on Type of Range Restriction (Direct vs.
Indirect) and What Type of Estimate Is Desired (Local vs. Global)
Estimate Type Direct Range Restriction Indirect Range Restriction
Local Test–retest a, v, test–retest
Global Stauffer–Mendoza Corrected a, v, or test–retest
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where each S represent the covariance matrices of the items in terms of true and error
scores, and 1 a vector of ones. Alternatively, we write the total variance in term of
the (observed) item variances and covariances as follows:
s2T =
X
i
s2ii +
X
i, j
sij:
Combining the two definitions we obtain that the total variance is given by the
two sumsX
i
sii = tr(Stt +See + 2Ste) and
X
i, j
sij = 1
0(Stt +See + 2Ste)1 tr(Stt +See + 2Ste)
or X
i, j
sij = 1
0(Stt  Dtt)1+ 0(See  Dee)1+ 23 10(Ste  Dte)1,
where tr stands for trace and D is a diagonal matrix containing the diagonal elements
of the corresponding covariance matrix. For KR-20 to be positive the sum of the item
covariances must be smaller than the total variance, and ordinarily this is the case.
Under severe range restriction, however, the sum of the covariance is often larger
than the total variance.
Note that when selection is based on the test score (number correct), the matrix of
item scores I becomes primarily a matrix of ones as we select only highly qualified
applicants. (We refer to this condition as a decreasing selection ratio or as increasing
the range restriction.) We observe less zeros and more ones as range restriction
increases. Concurrently, the item true score representing the probability of getting an
item correct given ability also increases as the range restriction increases. These item
true scores approach one. Since we define the error matrix as the difference E = I 2
T, where T is a matrix containing the item true scores, the error becomes smaller as
range restriction increases. Thus, the item true scores increase and the item errors
decrease as range restriction increases. The process causes the variances to approach
zero and the covariances between T and E to become negative. Mendoza and
Mumford (1987) showed this trend at the total score level and we have explained
above why it also occurs at the item level with dichotomous items. Furthermore, we
have verified these results in our simulation, both by obtaining negative KR-20 esti-
mates and by observing STE directly.
At heart is the relation between 10(Ste  Dte)1 and 10Ste1: Note that 10Dte1 is neg-
ative under severe range restriction, because it is the sum of the ti and ei covariances.
Consequently,
10(Ste  Dte)1= 10Ste1 10Dte1= 10Ste1 (Negative) = 10Ste1 + (Positive):
Furthermore, under severe range restriction
Fife et al. 885
 at UNIV OF OKLAHOMA on January 20, 2016epm.sagepub.comDownloaded from 
10(Stt1 Dtt)1’10Stt1
and
10(See1 Dee)1’10See1
because the variances approach zero. Putting it all together we see that under severe
range restriction, the sum of the item variances is larger than the sum of the total
variance,
10(Stt  Dtt)1+ 10(See  Dee)1 + 23 10(Ste  Dte)1  10(Stt +See + 2Ste)1:
It will not happen when we select on ability, but it will happen when we select on
the total test score. Of course, better test designs would able to ameliorate the prob-
lem, but if we push the envelope it will eventually happen.
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1. Here, v refers to the estimate of reliability (vT, to use the notation of Zinbarg et al., 2005)
and not to the estimate of the general factor saturation of a test (vh).
2. This simulation assumes that the unrestricted variance of Y is known under double-hurdle
selection, otherwise it could not be corrected.
3. A helpful reviewer noted that there is not a one-to-one mapping between discrimination
parameters (a) and reliability. Instead, a maps into interitem correlations, which in turn
maps into reliability.
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