We introduce representations for {1, 2, 3}, {1, 2, 4}-inverses in terms of matrix products involving the Moore-Penrose inverse. We also use representations of {2, 3} and {2, 4}-inverses of a prescribed rank, introduced in [6] and [9] . These representations can be computed by means of the modification of the hyper-power iterative process which is used in computing matrix products involving the Moore-Penrose inverse, introduced in [8] . Introduced methods have arbitrary high orders q ≥ 2. A few comparisons with the known modification of the hyper-power method from [17] are presented.
INTRODUCTION
Let C n be the n-dimensional complex vector space, C m×n the set of m × n complex matrices, and C m×n r = {X ∈ C m×n : rank (X) = r}. We use N (A) to denote the kernel and R(A) to denote the range of A, and ρ(A) to denote the spectral radius of A. If A ∈ C n×n and L, M are complementary subspaces of C n , then P L,M denotes the projector on L along M .
For any A ∈ C m×n Penrose defined the following equations in X:
(1) AXA = A, (2) XAX = X, (3) (AX) * = AX, (4) (XA) * = XA.
For a subset S of the set {1, 2, 3, 4} the set of matrices obeying the conditions represented in S will be denoted by A{S}. A matrix G in A{S} is called an Sinverse of A and denoted by A (S) . In particular, the set A{1, 2, 3, 4} consists of a single element, the Moore-Penrose inverse of A, denoted by A † . The set of {2, 3} and {2, 4}-inverses of a given rank 0 < s < r is denoted by A{2, 3} s and A{2, 4} s , as in [5] , [6] and [9] .
An application of the following hyper-power method of the order 2 X k+1 = X k (2I − AX k ) = (2I − X k A)X k in usual matrix inversion dates back to the well-known paper of Schulz [15] . BenIsrael and Cohen shown that this iterative process converges to A † provided that X 0 = αA * , where α is a positive and sufficiently small real number [2] , [3] , [4] . The hyper-power iterative method of an arbitrary order q ≥ 2 was originally devised by Altman [1] for inverting a nonsingular bounded operator in a Banach space. In [11] the convergence of the same method is proved under the condition which is weaker than the one assumed in [1] , and better error estimates are derived.
Zlobec in [21] defined two hyper-power iterative methods of an arbitrary high order q ≥ 2 :
It is well known that if we take
If A is m × N complex matrix, then the process (1.1) is superior with respect to (1.1') when m > N [8] .
The hyper-power iterative method of the order 2 is investigated in [16] in view of the singular value decomposition of A. Recently, this method is investigated in [11] and [13] . In [13] several error estimates of the method are investigated. In [11] the hyper-power method of the order 2 is implemented by means of parallel computing, and several acceleration procedures are introduced.
In [20] there are given necessary and sufficient conditions for the starting approximation of the hyper-power iterative method, ensuring the convergence of these methods to an arbitrary {1, 2}-inverse. Modifications of the hyper-power method for computing various subclasses of {1, 2}-inverses are introduced in [17] .
In [8] are introduced two methods for computing the matrix products A † B and BA † , involving the Moore-Penrose inverse, where A ∈ C m×N and B ∈ C m×n are arbitrary complex matrices with equal number of rows. The starting matrix Y 0 is chosen such that
where P R(A) is the orthogonal projection on the range of A. The sequence {X k }, defined by the following modification of the hyper-power method:
In [8] it is shown that (1.3) is an improvement (over using (1.1) to find A † and then forming A † B) only when N > n.
In [19] we develop an iterative method for computing the best approximate solution and the basic solution of a given system of linear equations. This method is an adaptation of the modified hyper-power method (1.3). In this paper we introduce several modifications of the iterative process (1.3), applicable in computing {1, 2, 3}, {1, 2, 4} and {2, 3}, {2, 4} generalized inverses of a given rank.
In the second section we introduce representations for {1, 2, 3} and {1, 2, 4} inverses of a given complex matrix, in terms of matrix products involving the Moore-Penrose inverse. We also restate usual representations for {2, 3} and {2, 4}-inverses from [5] , [6] and [9] .
In view of these representations, we propose several modifications of the hyper-power method (1.3), which can be used in computation of {2, 3}, {1, 2, 3} and {2, 4}, {1, 2, 4}-inverses. Methods have arbitrary high order q ≥ 2. Representations for {i, j, k} inverses of a matrix of rank 1 are also investigated. Introduced methods can be considered as a continuation of the papers [8] and [19] .
In the third section we describe main implementation details in the package MATHEMATICA and present an illustrative example.
ITERATIVE METHODS FOR COMPUTING {i, j, k} INVERSES
The following representations for {2, 3} {2, 4}-inverses are restated from [5, p. 56-58] , [6, p. 47-48] and [9] . Proposition 2.1. Let A ∈ C m×N r and 0 < s < r be a chosen integer. Then the following is valid:
In the following theorem we investigate similar representations of {1, 2, 3} and {1, 2, 4}-inverses, in terms of matrix products involving the Moore-Penrose inverse.
Theorem 2.1. Let A ∈ C m×N r and A = P Q be a full-rank factorization of A. Then the following statements about the sets A{1, 2, 3} and A{1, 2, 3} are valid:
(a) The set of {1, 2, 4}-inverses of A can be represented as follows:
(b) The set of {1, 2, 3}-inverses of A can be represented as follows:
(c) Particularly,
Proof. (a) Consider an arbitrary matrix W 2 ∈ C r×m , such that W 2 P is invertible. Since the matrix X = (W 2 A) † W 2 is {2, 4} inverse of A, we must to verify the equation AXA = A. We use the following important property of the MoorePenrose inverse [7] : (U V ) † = V † U † if and only if both of the following two conditions are satisfied
The matrix U = W 2 P is invertible and V = Q is the right invertible. So the conditions (2.1) are satisfied in this case, and we get
In this way, X ∈ A{1, 2, 4}.
On the other hand, consider an arbitrary matrix X ∈ A{1, 2, 4}. Using the general representation of {1, 2, 4}-inverses from [14] , and [18] , we conclude that X can be represented in the form
where A = P Q is a full-rank factorization of A. Since the conditions (2.1) are satisfied for U = Y P , V = Q, we get
(b) It is sufficient to apply the property (2.1) with U = P and V = QY , Y ∈ C N ×r , and the full-rank representation of {1, 2, 3}-inverses from [14] and [18] .
(c) This part of the proof follows from the following transformations:
In
Remark 2.1. Sharper versions of Proposition 2.1 and Theorem 2.1 are proved in [10] . Let A ∈ C m×N r and 0 < s < r. Then
However, in this paper we use representations from Proposition 2.1 and Theorem 2.1, because the hyper-power method computes the Moore-Penrose inverse.
Introduced representations of generalized inverses are convenient for the application of the modified hyper-power iterative method (1.3). Using this idea, we introduce two modifications of the hyper-power method for construction of {1, 2, 3} and {1, 2, 4} generalized inverses, and two modifications of the hyper-power method for computing subsets of {2, 3} and {2, 4}-inverses. In these algorithms we consider an arbitrary matrix A of the order m × N . Also, it is assumed that rank A = r ≥ 2 and q ≥ 2 is any integer. Algorithm A24 can be used in construction of {2, 4}-inverses, and Algorithm A23 can be used in construction of {2, 3}-inverses.
Algorithm A24.
(2.1)
This algorithm is an improvement (over using a modification of (1.1) to find (W 2 A) † and then forming (W 2 A) † W 2 ) only in the case N > m.
Algorithm A23.
(2.3)
This algorithm is an improvement (over using a modification of (1.1) to find (AW 1 ) † and then forming W 1 (AW 1 ) † ) in the case m > N .
Remark 2.2. Instead of the initial approximations Y 0 , used in (2.2) and (2.3), we can use the following approximations:
Initial approximations (2.2) and (2.3) are more general, but (2.2') and (2.3') are simpler for computation. , any integer 1 < s ≤ r and arbitrary matrices W 2 ∈ C s×m , W 1 ∈ C N ×s the following statements are valid:
(a) In general, the sequence X k , k = 0, 1, . . . , defined in Algorithm A24 converges to
(b) In the case s = r the sequence X k , k = 0, 1, . . ., defined in Algorithm A24 satisfies
(c) The optimal order q of methods (a) and (b) minimizes the function
(e) In the case s = r the sequence X k , k = 0, 1, . . . , defined in Algorithm A23 satisfies
(f ) The optimal order q of methods in (d) and (e) minimizes the function
Proof. (a), (b) It is not difficult to verify
where the sequence {Y k } is defined as in the following:
Since the sequence {Y k } is defined by applying the usual hyper-power method (1.1) on the matrix
Then statements (2.4) and (2.4') follows from Proposition 2.1 and Theorem 2.1, respectively.
(c) The optimal order q can be determined using the known results from [8] .
The parts (d), (e) and (f ) can be proved in a similar way.
In the case rank A = 1 the set of {1, 2, 3} and {1, 2, 4}-inverses can be generated using the next known proposition from [17] :
Corollary 2.2. If A is m × N matrix satisfying rank A = 1, then the following statements are valid:
IMPLEMENTATION METHOD
In this section we describe implementation details of the introduced algorithms, in the package MATHEMATICA. Example 3.1. In this example we construct {1, 2, 4} and {1, 2, 3}-inverse of the matrix
which are generated, respectively, by the matrices (3.1)
By means of the expression HyperPower124[a, w2, 3, 10ˆ(−11)] we apply the Algorithm A24 for the matrices A, W 2 , using the order q = 3 and the precision 10 −11 . In this case is s = rank A = 2, and the resulting matrix 
