In this paper, we introduce two parallel algorithms for finding a zero of the sum of two monotone operators and a fixed point of a nonexpansive mapping in Hilbert spaces and prove some strong convergence theorems of the proposed algorithms. As special cases, we can approach the minimum-norm common element of the zero of the sum of two monotone operators and the fixed point of a nonexpansive mapping without using the metric projection. Further, we give some applications of our main results. MSC: 49J40; 47J20; 47H09; 65J15
Introduction
Let H be a real Hilbert space. Let A : H → H be a single-valued nonlinear mapping and B : H →  H be a set-valued mapping. . It is well known that the problem (.) is among the most interesting and intensively studied classes of mathematical problems and has wide applications in the fields of optimization and control, economics and transportation equilibrium, engineering science, and many others. For the past years, many existence results and iterative algorithms for various variational inequality and variational inclusion problems have been extended and generalized in various directions using novel and innovative techniques. A useful and important generalization is called the general variational inclusion involving the sum of two nonlinear operators. Moudafi [] introduced a new iterative scheme for finding a common element of the set of solutions to the problem (.) and the set of fixed points of nonexpansive mappings in Hilbert spaces. Peng et al. [] introduced another iterative scheme by the viscosity approximate method for finding a common element of the set of solutions of a variational inclusion with set-valued maximal monotone mapping and inverse strongly monotone mappings, the set of solutions of an equilibrium problem, and the set of fixed points of a nonexpansive mapping. For some related work, see [-] and the references therein. Recently, Takahashi et al. [] introduced the following iterative algorithm for finding a zero of the sum of two monotone operators and a fixed point of a nonexpansive mapping:
for all n ≥ . Under some assumptions, they proved that the sequence {x n } converges strongly to a point of
Remark . We note that the algorithm (.) cannot be used to find the minimum-norm element due to the facts that x ∈ C and S is a self-mapping of C. However, there exist a large number of problems for which one needs to find the minimum-norm solution (see, for example, [-]). A useful path to circumvent this problem is to use projection. Bauschke and Browein [] and Censor and Zenios [] provide reviews of the field. The main difficulty is in the computation. Hence it is an interesting problem to find the minimum-norm element without using the projection.
Motivated and inspired by the works in this field, we first suggest the following two algorithms without using projection:
for all t ∈ (, ) and
for all n ≥ . Notice that these two algorithms are indeed well defined (see the next section). We show that the suggested algorithms converge strongly to a pointx = P F(S)∩(A+B) -  (γ f (x)) which solves the following variational inequality:
- . http://www.fixedpointtheoryandapplications.com/content/2014/1/174
As special cases, we can approach the minimum-norm element in F(S) ∩ (A + B) -  without using the metric projection and give some applications.
Preliminaries
Let H be a real Hilbert space with the inner product ·, · and the norm · , respectively. Let C be a nonempty closed convex subset of H. () A mapping S : C → C is said to be nonexpansive if
for all x, y ∈ C. We denote by F(S) the set of fixed points of S. () A mapping A : C → H is said to be α-inverse strongly monotone if there exists α >  such that
Let B be a mapping from H into  H . The effective domain of B is denoted by dom(B), that is, dom(B) = {x ∈ H : Bx = ∅}.
() A multi-valued mapping B is said to be a monotone operator on H if
for all x, y ∈ dom(B), u ∈ Bx, and v ∈ By. () A monotone operator B on H is said to be maximal if its graph is not strictly contained in the graph of any other monotone operator on H. Let B be a maximal monotone operator on H and B -  = {x ∈ H :  ∈ Bx}. For a maximal monotone operator B on H and λ > , we may define a single-valued operator
, which is called the resolvent of B for λ. It is well known that the resolvent J B λ is firmly nonexpansive, i.e.,
The following resolvent identity is well known: for any λ >  and μ > , the following identity holds:
We use the notation that x n x stands for the weak convergence of (x n ) to x and x n → x stands for the strong convergence of (x n ) to x, respectively.
We need the following lemmas for the next section. 
for all x ∈ C is equivalent to the dual variational inequality
Lemma . ([]) Let {x n }, {y n } be bounded sequences in a Banach space X and {β n } be a sequence in [, ] with
Suppose that x n+ = ( -β n )y n + β n x n for all n ≥  and
Then lim n→∞ y n -x n = .
Lemma . ([])
Assume that {a n } is a sequence of nonnegative real numbers such that a n+ ≤ ( -γ n )a n + δ n γ n for all n ≥ , where {γ n } is a sequence in (, ) and {δ n } is a sequence such that (a)
Then lim n→∞ a n = . http://www.fixedpointtheoryandapplications.com/content/2014/1/174
Main results
In this section, we prove our main results. ), let {x t } ⊂ C be a net generated by
Then the net {x t } converges strongly as t → + to a pointx
, which solves the following variational inequality:
Proof First, we show that the net {x t } is well defined. For any t ∈ (,  -
which implies the mapping W is a contraction on C. We use x t to denote the unique fixed point of W in C. Therefore, {x t } is well defined. Set
. From (.), it follows that
Hence we get
λ is nonexpansive, we have
Thus it follows that
Therefore, {x t } is bounded. We deduce immediately that {f (x t )}, {Ax t }, {Sx t }, {u t }, and {y t } are also bounded. By using the convexity of · and the α-inverse strong monotonicity of A, from (.), we derive
and so
By the assumption, we have (
) and so we obtain
Next, we show x t -Sx t → . By using the firm nonexpansivity of J B λ , we have
By the nonexpansivity of I -
and thus
Hence it follows that
Since Ax t -Az → , we deduce lim t→+ x t -y t = , which implies that
From (.), we have
Note that x t -z ≤ y t -z . Then we obtain
where M is some constant such that
Next, we show that {x t } is relatively norm-compact as t → +. Assume that {t n } ⊂ (,  -λ α ) is such that t n → + as n → ∞. Put x n := x t n . From (.), we have
Since {x n } is bounded, without loss of generality, we may assume that x n j x ∈ C. Hence
We can use Lemma . to (.) to deducex ∈ F(S). Further, we show thatx is also in
Since B is monotone, we have, for all (u, v) ∈ B,
Ax n j → Az, and x n j x, it follows that Ax n j → Ax. We also observe that t n →  and y n -x n → . Then, from (.), we can derive Ax + http://www.fixedpointtheoryandapplications.com/content/2014/1/174
Since B is maximal monotone, we have -Ax ∈ Bx. This shows that  ∈ (A + B)x. Hence we havex ∈ F(S) ∩ (A + B) - . Therefore, substituting
x for z in (.), we get
Consequently, the weak convergence of {x n } tox actually implies that x n →x. This proved the relative norm-compactness of the net {x t } as t → +. Now, we return to (.) and, taking the limit as n → ∞, we have
In particular,x solves the following variational inequality:
-  or the equivalent dual variational inequality (see Lemma .):
. Clearly, this is sufficient to conclude that the entire net {x t } converges tox. This completes the proof. For any x  ∈ C, let {x n } ⊂ C be a sequence generated by
for all n ≥ , where κ ∈ (, ), {λ n } ⊂ (, α) and {α n } ⊂ (, ) satisfy the following conditions: 
It is obvious that
Az http://www.fixedpointtheoryandapplications.com/content/2014/1/174 for all n ≥ . Since J B λ n , S, and I -
A are nonexpansive for all λ >  and n ≥ , we have
Hence we have
By induction, we have
Therefore, {x n } is bounded. Since A is α-inverse strongly monotone, it is  α -Lipschitz continuous. We deduce immediately that {f (x n )}, {Sx n }, {Ax n }, {u n }, and {y n } are also bounded. By using the convexity of · and the α-inverse strong monotonicity of A, it follows from (.) that
By the condition (c), we get λ n -( -α n )α ≤  for all n ≥ . Then, from (.) and (.), we obtain
From (.), it follows that
Next, we estimate x n+ -x n . In fact, we have
By the resolvent identity (.), we have
By the assumptions, we know that
Thus, from (.) and (.), it follows that
Since lim n→∞ α n = , lim n→∞ x n+ -x n = , and lim inf n→∞
Next, we show x n -Sx n → . By using the firm nonexpansivity of J B λ n , we have
From the condition (c) and the α-inverse strongly monotonicity of A, we know that I -λ n A/( -α n ) is nonexpansive. Hence it follows that
that is,
This together with (.) implies that
Since x n+ -x n → , α n → , and Ax n -Az →  (by (.)), we deduce
This implies that
Combining (.), (.), and (.), we get
, where {x t } is the net defined by (.). Finally, we show that x n →x. Taking z =x in (.), we get Ax n -Ax → . First, we prove lim sup n→∞ γ f (x) -x, x n -x ≤ . We take a subsequence {x n i } of {x n } such that
There exists a subsequence {x n i j } of {x n i } which converges weakly to a point w ∈ C. Hence {y n i j } also converges weakly to w because of x n i j -y n i j → . By the demi-closedness http://www.fixedpointtheoryandapplications.com/content/2014/1/174 principle of the nonexpansive mapping (see Lemma .) and (.), we deduce w ∈ F(S). Furthermore, by a similar argument to that of Theorem ., we can show that w is also in (A + B) - . Hence we have w ∈ F(S)
From (.), we have
It is clear that n κ( -γρ)α n = ∞ and
Therefore, we can apply Lemma . to conclude that x n →x. This completes the proof. ), let {x t } ⊂ C be a net generated by ), let {x t } ⊂ C be a net generated by
Then the net {x t } converges strongly as t → + to a pointx = P F(S)∩(A+B)
Then the net {x t } converges strongly as t → + to a pointx = P (A+B) For any x  ∈ C, let {x n } ⊂ C be a sequence generated by
for all n ≥ , where κ ∈ (, ), {λ n } ⊂ (, α), and {α n } ⊂ (, ) satisfy the following conditions: 
for all n ≥ , where κ ∈ (, ), {λ n } ⊂ (, α), and {α n } ⊂ (, ) satisfy the following conditions:
Then the sequence {x n } converges strongly to a pointx = P (A+B) -  (), which is the minimum-norm element in (A + B) - .
Remark . The present paper provides some methods which do not use projection for finding the minimum-norm solution problem.
Applications
Next, we consider the problem for finding the minimum-norm solution of a mathematical model related to equilibrium problems. Let C be a nonempty closed convex subset of a Hilbert space and G : C × C → R be a bifunction satisfying the following conditions:
is convex and lower semicontinuous. Then the mathematical model related to the equilibrium problem (with respect to C) is as follows:
Findx ∈ C such that
for all y ∈ C. The set of such solutionsx is denoted by EP(G).
The following lemma appears implicitly in Blum and Oettli [] .
Lemma . Let C be a nonempty closed convex subset of a Hilbert space H. Let G be a bifunction from C × C into R satisfying the conditions (E)-(E).
Then, for any r >  and x ∈ H, there exists z ∈ C such that
The following lemma was given in Combettes and Hirstoaga [] . We call such a T r the resolvent of G for any r > . Using Lemmas . and ., we have the following lemma (see [] for a more general result). 
Lemma . Assume that G is a bifunction from C × C into R satisfying the conditions (E)-(E)
.
Then the net {x t } converges strongly as t → + to a pointx = P F(S)∩EP(G) (), which is the minimum-norm element in F(S) ∩ EP(G).
Proof From Lemma ., we know A G is maximal monotone. Thus, in Theorem ., we can set J 
