University psychology and sociology researchers rated the likelihood they would engage in misconduct as described in nine research scenarios, while also making moral judgments and rating the likelihood of discovery and sanctions. Multiple regression revealed significant effects across various scenarios for moral judgment as well as shame and embarrassment on reducing misconduct. The effects on misconduct of the perceived probability of sanctions were conditioned on moral judgments in some scenarios. The results have implications for how universities address the prevention, detection, and sanctioning of research misconduct.
INTRODUCTION Background
Research misconduct is defined in federal regulations as Fabrication, Falsification, or Plagiarism (FFP) in proposing, performing, or reviewing research or in reporting research results. This definition of research misconduct does not, however, exhaust the realm of unethical research behavior; less serious offenses are sometimes referred to as Questionable Research Practices (QRPs). QRPs are actions that violate traditional values of the research enterprise and that may be detrimental to the research process, including everything from rounding down p values (John, Lowenstein, & Prelec, 2012) to misrepresenting speculations as fact (U.S. National Academies of Science, 1992, p.6) .
A meta-analysis of the prevalence studies published to date found that between .3% and 4.9% of scientists have reportedly fabricated or falsified research data (Fanelli, 2009 ). An average of 33.7% of respondents in these studies also admitted to engaging in other Questionable Research Practices. However, 84% of the 2,599 funded researchers in another study reported observing at least one case of what they considered scientific error or other misbehavior of one kind or another (Koocher, Keith-Spiegel, Tabachnick, Sieber, & Butler, 2010) . John, et.al. (2012) , found that the mean admission rate among psychologists across ten QRPs was 36%, with 94% of respondents admitting to having engaged in at least one of the listed behaviors.
The purpose of this study was to investigate how and why misconduct occurs. With a focus on two social science fields, this exploratory investigation examined the possible application of rational choice theory to research misconduct by faculty researchers, grounded in a model of moral decision-making. The goal was to explore the pathways that may lead to a decision to engage in research misconduct of various kinds, both serious and less serious, including those actions seen as very morally wrong as well as those with perhaps more ambiguous moral dimensions.
Theoretical Foundation
One framework for this investigation was the four-component model of moral decision-making that was developed by James Rest and colleagues as an outgrowth of the theoretical work of Lawrence Kohlberg on moral development (Rest, 1984) . This model has been extensively studied (Trevino, Weaver, & Reynolds, 2006) and provides a solid foundation for exploring how ethical and unethical decisions are made. The four components are: (a) moral awareness or sensitivity, which involves the individual assessing and interpreting a given situation, whether a moral issue is present and how various actions might affect others and themselves; (b) moral judgment or reasoning, the component most studied by researchers, described as the individual identifying what the moral course of action is in the situation and thus what one ought to do; (c) moral motivation or intent, which is developing an intention to take the moral action by prioritizing the moral values involved over other personal values the individual has identified to be at play in the situation; and (d) moral character or action, involving the actual execution of the action selected.
Rational choice theory (RCT) also has empirical support in explaining various types of misbehavior, including academic cheating (Cochran, Chamlin, Wood, & Sellers, 1999 Michaels & Miethe, 1989; Nagin & Paternoster, 1993; Tibbetts, 1997; Tibbetts & Gibson, 2002; Tibbetts & Myers, 1999) and corporate crime (Paternoster & Simpson, 1996; Simpson, Paternoster, & Piquero, 1998) . Grounded in the philosophy of utilitarianism, rational choice or rational action perspectives on behavior have their roots in economics (Tittle, Antonaccio, Botchkovar, & Kranidioti, 2010) , and serve as a framework for explaining decisionmaking in terms of the more or less rational assessment of threats/costs/risks versus benefits/pleasures of a given action.
Several key features or elements seem to be central to most concepts of rational choice, which are: (a) maximation according to individual variation -an individual will make the choice that has the most expected value, considering the options; (b) consequentialism -a rational choice assessment will include the possible consequences of the various choices; (c) individual-act orientation -the individual will only consider those consequences that are caused by the specific action s/he is considering, not those that might come about for other reasons; and (d) unlimited intelligence -rational people have a theoretically unlimited capacity to use reason and process information (Lahno, 2007) .
Several studies have examined aspects of morality in concert with rational choice. For example, Paternoster and Simpson (1996) found that rational choice factors were only important in the intent to commit corporate crime when individuals were not restrained by moral considerations.
Other studies provide support for this idea as well (Kroneberg, Heintze, & Mehlkop, 2010;  Among the individual costs that have been studied in relation to rational choice in the area of academic cheating is the concept of shame. Although "shame proneness" as a stable trait has been shown to lead to increased deviance (Tangney, Stuewig, & Mashek, 2007; Tibbetts, 1997) , anticipated shame as an emotion has been associated with decreased cheating intentions and criminal behavior (Cochran, et al., 1999; Grasmick & Bursik, 1990; Rebellon, Piquero, Piquero, & Tibbetts, 2010; Tibbetts, 1997) . Anticipated shame, or actual feelings of shame or embarrassment, may in fact mediate between the expectation of sanctions and criminal behavior (Nagin & Paternoster, 1993; Rebellon, et al., 2010; Tibbetts & Myers, 1999) . More broadly, Rebellon, et al., (2010) proposed that anticipated shame may serve as a common mechanism among various criminological theories, including self-control theory, strain theory, and differential association theory.
Research Questions
This study examined the following research questions: (1) To what extent do rational choice factors predict the intention to commit research misconduct? (2) To what extent does the awareness of and judgment regarding a moral component predict the intention to commit research misconduct? (3) Are moral judgments associated with rational choice assessments? In particular, it tested the hypothesis that a cost-benefit analysis is less likely to predict misconduct in situations when individuals judge the potential action as morally wrong, as compared to those actions that are ambiguous or not considered morally wrong. The study participants were full-time tenured and tenure track faculty from psychology and sociology departments at U.S. research universities. The method used to identify members of the study population was to randomly order a list of RU-VH (Research Universities-Very High research activity) doctoral degree-granting research universities in the United States (n=96), as compiled by the Carnegie Foundation for the Advancement of Teaching in 2011. A pilot sample of 130 faculty was drawn from the bottom three universities on the randomly ordered list, using all full-time faculty members from the two departments in the three institutions. For the full survey phase, all full-time members of each department were drawn from the institutions at the top of the list until the sample reached at least 2,000, yielding a total of 2,119 individuals from 40 universities. The faculty list from each institution was itself then randomly ordered, and 1,100 names were assigned to initially receive surveys through the mail, the remainder to be invited to participate through the online Survey Monkey software program.
After removing names with invalid address information, the final sample sizes in the full study phase were 1,069 postal mail invitations and 1,001 invitations by email only.
Procedures
All participants were invited by postal mail or by Survey Monkey email to complete an anonymous self-administered survey instrument about decision-making in research. All study components were reviewed and determined to be Exempt by the Institutional Review Board.
The Mixed sample received invitations through postal mail and then non-respondents also received follow-up emails from Survey Monkey; thus surveys from this group came in via both avenues. The Online sample participants were contacted and invited to participate only by email from Survey Monkey. The procedures for the postal mailings included a cash incentive (a $ 2 bill), pre-notification by postcard, stamped return envelope and separate stamped completion postcard, multiple reminder follow-ups, and university sponsorship, all methods shown to be effective in enhancing response rates (Church, 1993; Dillman, 2000; Porter & Whitcomb, 2003) .
Administration of the full survey was initiated in mid-spring semester, 2012. The Online sample procedures did not include the pre-notification since all contacts were by email from Survey Monkey, and no cash incentive was offered. Anonymity in this study was assured by having survey data stored separately from email addresses in Survey Monkey, and by encouraging participants to avoid providing any identifying information on survey materials. Response rates ranged from 28% in the Postal Mail only pilot study, 20% from the Online only sample, and 35% from the Mixed sample. The analyses and results described in this paper are based on the full phase combined sample of 581 respondents from 40 institutions.
Instrument and Measures
The survey instrument presented nine scenarios depicting various types of research misconduct and/or questionable research practice, each followed by questions eliciting the respondent perceptions regarding certain moral and rational choice issues. The scenarios were adapted from the social science version of the Ethical Decision-Making Measures (EDM's) created by Mumford, et.al. (2006) . Several strategies were used to establish the validity and reliability of the EDMs (Mumford, et al., 2006) .
All adapted scenarios depict an untenured assistant professor conducting research and looking forward to (and under the pressure of) publishing the results and obtaining tenure. Three of the scenarios were selected because they fit the regulatory definition of misconduct (FFP) and the remaining six were categorized as QRP's, with the assistance of field experts. The text of the scenarios is available in the appendix.
Tibbetts and other authors have recommended the scenario approach for research involving rational choice theory (Tibbetts & Gibson, 2002) , which typically entails presenting respondents with hypothetical scenarios as a method of assessing an individual's likelihood of acting in a certain way. Researchers have used it in studies exploring rational choice theory in cheating, crime, and other moral decision-making studies (Nagin & Paternoster, 1993; Ogilvie & Stewart, 2010; Piquero, Exum, & Simpson, 2005; Piquero, Tibbetts, & Blankenship, 2005; Rebellon, et al., 2010; Reynolds & Ceranic, 2007; Seipel & Eifler, 2010; Sierra & Hyman, 2008; Simpson, et al., 1998; Tibbetts, 1999) . A clear limitation to the use of scenarios is that intentions to engage in a particular behavior are not synonomous with actual behavior (Weber & Gillespie, 1998) and may not elicit emotions to the degree that may be necessary for certain kinds of research (Collett & Childs, 2011) . However, research has shown that perceived intentions and behavior are associated with one another (Beck & Ajzen, 1991) , and using this approach was intended to lessen the risk of response bias, particularly as compared to self-reports of actual research misconduct.
Data Analysis
Beyond descriptive analyses, the data analysis included t tests and tests of proportions for assessing group differences, as well as Ordinary Least Squares (OLS) regression for each of the nine scenarios separately, using selected variables and interaction terms. Responses from an individual for a given scenario were only included in the regression analyses if the individual answered all items for that scenario. The dependent variable in all regression models was Probability of Misconduct, the respondent's estimate of the likelihood s/he would take the same action as that depicted in each scenario.
RESULTS

Respondent Characteristics
Most respondents were White (90%), and split roughly in half by gender (47.5% female) and by discipline (51.7% Psychology, 46.8% Sociology, 1.6% Other). In addition, more than 90% were tenured or tenure track faculty; about 22% of the respondents were assistant professors, 23%
were associate professors, and 46% were full professors. Additionally, all but 3% of the sample received their graduate training in the U.S. Forty-nine percent reported having observed what they would consider to be research misconduct in the past, and another 12.6% were not sure on that question. About 79% reportedly spend between 26% and 75% of their time conducting research; overall, the mean percent effort engaging in research was 55%. 
Probability of Misconduct
In the first question under each scenario, respondents estimated the likelihood that they would take the same action as the hypothetical researcher did, referred to below as Probability of
Misconduct. This item was addressing the moral intent component of the Rest four-component model of ethical decision-making (Rest, 1984) . It was estimated by the respondent as a probability between 0 and 100%, and served as the dependent variable in subsequent analyses.
The results are shown in Table 1 for each of the two sub-samples involved in the study, faculty from psychology and from sociology departments, with the three FFP scenarios listed first.
[Insert Table 1 about here]
The perceived Probability of Misconduct was highest on average for the scenario Authorship to Gain Favor for both disciplinary samples. Psychologists reported on average that there was a 41% likelihood they would do the same as the researcher in the scenario did under the same circumstances, and sociologists reported an average 37.3% likelihood. The least likely scenario for both groups was Fabricated Data, with psychologists reporting 1.7% likelihood of taking the action depicted and the sociologists 5.4%. Overall, the average response for the psychologists was about 4-6 percentage points lower than for the sociologists for several of the scenarios, including all three of the FFP scenarios. As shown, t test results demonstrate that some of these differences are statistically significant. Standard deviations on some of the scenarios were fairly high, however (not shown). The standard deviation for perceived Probability of Misconduct in the Authorship to Gain Favor scenario, for example, was about .30 for both groups.
Moral Assessment
The second item in the assessment of the scenarios involved respondents rating on a 5-point Likert scale the extent to which they perceived a moral dimension in the scenario. Ratings ranged from 1 (Moral Dimension not present at all) to 5 (Moral Dimension clearly present).
This item was addressing Rest's moral sensitivity component. Unless the respondent chose "not applicable" for item 2, item 3 then invited a judgment in regard to how morally wrong the action depicted is, using a Likert scale of 1 (not at all wrong) to 5 (very wrong). This item was addressing Rest's moral judgment component. Results for both items are shown in Table 2 for the percentage of respondents that selected a 4 or 5 on the scale.
[Insert Table 2 about here]
The three scenarios rated most often by respondents overall as having a moral dimension were the three FFP scenarios for each group, followed closely by Probability of Misconduct, suggesting perhaps that those who see a moral dimension in these scenarios may be more likely to view the action taken as wrong, and less likely to believe they would do it under the same circumstances. Also included in Table 2 are the breakdowns by discipline. The tests of proportions between the percentages on these items for each discipline The responses given on these two items were highly correlated with one another. The correlations for the nine scenarios ranged from 69% to 88%, all statistically significant at p<.001.
A likely explanation for this is that these two items on the instrument may actually be measuring the same thing. It is possible that respondents did not fully perceive what was meant in regard to whether or not there was a moral dimension present in the scenario as distinct from judging the action itself as more or less wrong. Because these items appear to be measuring the same construct, only Moral Judgment was included in the regression models.
Rational Choice Assessment
Finally, questions 4 and 5 after each scenario invited respondents to assess the likelihood that the action would be "caught" or found out, discussed below as the Detection variables, and the likelihood of consequences if the action was in fact found out, referred to below as Internal Sanctions and External Sanctions. The probabilities for each of the detection and sanction items were recorded on a scale of 0-100% by the respondent.
Likelihood of detection. The average estimated likelihood of detection is shown in Table 3 for the following: (a) by a colleague in the department, (b) by a publisher when the article is submitted for peer review 1 ; and (c) by a university administrator or research oversight committee.
[Insert Table 3 about here]
Respondents on average estimated a probability of under 50% that a colleague would detect one of the FFP situations, and the estimated probabilities are even lower for publishers and administrators/review committees. Detection by a colleague in the department was seen as most likely on average by respondents, with the highest mean likelihood of detection being for the scenario Reneges on Authorship at 69.1%. The two lowest estimates of detection by publishers were in the scenarios involving Authorship to Gain Favor and Reneges on Authorship.
Likelihood of sanctions. Similar results are shown in Table 4 in regard to the seven sanction items included in the rational choice assessment, with the first two columns showing the results for what might be seen as "internal" sanctions-those more or less imposed on oneself (a and b), and the remainder as "external" sanctions-those that would be determined and applied by others (c-g).
[Insert Table 4 about here]
As shown, the highest estimated likelihood for the Internal Sanctions of Shame and Embarrassment, on average, was associated with the three FFP scenarios. The others were still fairly high as well, with a better than even chance that respondents would feel both shame and embarrassment in all but one of the scenarios, which is again Authorship to Gain Favor. The latter is the scenario that respondents estimated had a 58% chance of being detected by colleagues, but less than a quarter of them felt it was wrong (17% of psychologists and 22% of sociologists).
In regard to the External Sanctions, again the three FFP scenarios had the highest likelihood across the scenarios, with one major exception. Respondents on average anticipated a mean 59% likelihood of being censured by a research review committee if they were caught engaging in IRB noncompliance and a mean 35% likelihood of being sanctioned from engaging in research for a period of time. They reported on average that there was almost a 9% chance one might be dismissed from the university in that scenario. 
Regression Analysis
The results of a regression analysis for each of the nine scenarios are shown in As shown, the Detection composite did not predict the perceived likelihood of misconduct in most scenarios, although the effect was significant for Reneges on Authorship. Nor typically did the External Sanction composite, although three of these coefficients were also significant.
However, the composite variable of Internal Sanctions (the Shame and Embarrassment composite) was a very consistent predictor of the perceived likelihood of misconduct. In all of the scenarios except Conflict of Interest, a statistically significant effect can be seen on estimated likelihood of misconduct from potential feelings of shame and embarrassment regarding the action described.
[Insert Table 5 about here]
Looking at the characteristics of the sample, one can see that the differences previously shown between sociologists and psychologists appear to be borne out in the regression. In seven of the scenarios, sociologists reported being approximately 3-6 points more likely to engage in the misconduct depicted than the psychologists. The exceptions were Adjusted Reporting and
Authorship to Gain Favor, where any apparent differences were not statistically significant. Reporting, and IRB Noncompliance. An examination of the plots for these scenarios demonstrated that the marginal effect of External Sanctions on Probability of Misconduct was the highest when Moral Judgment was not at all wrong and steadily increased to no effect at all when Moral Judgment was very wrong. In Fabricated Data, for example, as shown in Figure   1 ,the marginal effect ranged from -.04 (not at all wrong) to 0 (very wrong). This supports the hypothesis that the potential for External Sanctions may be more of a factor in situations where the individual perceives the action to be taken as morally acceptable to some degree.
DISCUSSION
The purpose of this research was to investigate the phenomenon of academic research misconduct from the perspective of rational choice theory and the Rest, et al., model of moral decision-making. Drawing on a national sample of university sociologists and psychologists, respondent assessments of nine research scenarios were used to examine the likelihood that faculty would engage in these hypothetical misbehaviors and to what extent their perceptions in that regard would be predicted by moral awareness, moral judgments, and expectations of detection and consequences. Analysis of the data showed that field and position were a factor in perceived likelihood of research misconduct in some cases. Field was a consistently small predictor of the perceived likelihood of misconduct, with the sociologists scoring slightly higher than the psychologists in virtually all of the scenarios. In regard to position, the results showed that the perceived likelihood of misconduct was lower for full professors than assistant professors on the authorship-related scenarios, which is consistent with how academia is structured. Senior faculty are under less pressure to get publications out, and first author publications particularly, and they are much less likely to need to please others who might seek a "courtesy" listing as an author on a publication.
Overall, the perceived likelihood of the most serious misbehaviors (Fabrication, Falsification, and Plagiarism) generally was low, and the perceived likelihood of faculty engaging in Moral judgment was shown to be a consistently strong predictor of the perceived likelihood of misconduct across multiple scenarios. Anticipated internal sanctions such as shame and embarrassment were also shown to be a highly consistent factor in the perceived likelihood of misconduct, but perceptions of the likelihood of detection and external sanctions only had direct independent effects in certain scenarios.
It is noteworthy that the two lowest average estimates of Detection for publishers were in the scenarios involving Authorship to Gain Favor and Reneges on Authorship. Researchers may perceive a higher likelihood of detection of such authorship issues by publishers in the future as journals begin to require documentation from all authors on their specific contributions to manuscripts prior to publication. An alternative consideration is that respondents who rate this scenario as not involving a moral dimension may also expect that there would be no concern for publishers to detect. A key finding in regard to Detection is that respondents on average estimated a probability of under 50% that a colleague would detect one of the FFP situations, and the estimated probabilities were even lower for publishers and administrators/review committees.
In fact, the perceived probabilities were much lower overall for publishers and administrators to detect misconduct, likely due to the proximity of colleagues. The notable exceptions to this are
Conflict of Interest, which respondents estimated would be detected by publishers on average about 35% of the time and IRB noncompliance, which respondents estimated at an average likelihood of 31.1% for administrators, still fairly low, but higher than any other type of situation for publishers or administrators. In fact, respondents occasionally commented in the survey instrument on the administrator/ committee item, expressing a lack of understanding as to what administrator or research review committee was being referred to in that question. This would suggest there are few formal administrative or peer research oversight activities in the universities for faculty from psychology and sociology departments, other than the IRB.
Another notable result was the decreasing perceived probabilities of sanctions overall as the sanctions become more severe. In fact, there seemed to be very low perceived probabilities in general of being dismissed from the university or arrest and prosecution for any type of research misconduct. Dismissal was estimated at low probabilities on average even for the FFP situations, although dismissal for fabricating data was estimated at a 28.5% mean likelihood, the highest result.
And finally, it is important to note a very clear pattern with the estimated probabilities for Shame and Embarrassment in comparison to the External Sanctions. The former estimates tended to run much higher for all scenarios than the latter did, suggesting that internal consequences may in fact be much more important in a peer-reviewed research environment than the latter. In keeping with one of the study's key hypotheses, the effects of the rational choice variables were conditioned in some scenarios on moral judgments, whereby the likelihood of misconduct was better predicted by the likelihood of external sanctions when individuals perceived the action as not morally wrong.
The results of this study are largely consistent with previous estimates of the prevalence of research misconduct among faculty (Fanelli, 2009) . The likelihood of fabrication and falsification, in particular, were estimated as rare occurrences, while some of the less significant misbehaviors were perceived to be fairly likely. Surprisingly, external sanctions in general were not as important as an independent factor as shown in other research but the interaction effect have found for corporate crime and academic cheating (Tibbetts, 1997 (Tibbetts, , 1999 Paternoster & Simpson, 1996) . Even so, the findings from this study have some very interesting implications. For example, education and training efforts on campus that primarily work toward raising awareness of the rules and the consequences for breaking them might be better off shifting to an exploration of the moral issues involved in conducting research. Given the difficulty in monitoring the myriad details involved in research activities, enforcement of such rules and consequences is challenging at best, and thus remain reliant on individual researchers to make good decisions as they proceed through their daily work lives. Scientific norms of disinterestedness and organized skepticism (Merton, 1942) were grounded in this understanding, but now are being seriously challenged by the pressures to obtain funding and publish interesting results (Anderson, Ronning, De Vries, & Martinson, 2010) . Rather than devising new and elaborate methods for detecting misconduct, perhaps focusing on peer support and researchers' passion for doing good science would be more effective in reducing the likelihood of questionable research practices -those types of misconduct that are most prevalent, most difficult to consistently monitor, and most amenable, arguably, to correction. Notwithstanding the current state of higher education and government, the financial challenges and shifting emphasis to business models, accountability, and consumerism, perhaps the most significant enhancement that would improve integrity in research is time-time for faculty to think about their research, reflect on the adequacy and appropriateness of their methods, and communicate with colleagues and mentors about the process as it unfolds.
On the other hand, one area that perhaps does benefit from more of an instrumental approach are those practices that maybe seen as more morally ambiguous, such as those types of IRB noncompliance that are unrelated to study-specific human subjects protections. It was interesting to note how many of the respondents found the IRB scenario to be morally wrong, given the low probability of actual harm to study participants in that scenario (using a consent form approved for one youth sample for another, slightly older one, without informing the IRB). One can speculate how the respondents' perceptions of this scenario might have been affected by the now ubiquitous presence of IRBs on campus, and the role that they play in promoting an overall system of research integrity, such that any violations of IRB requirements may seem morally wrong. Regardless, this study would suggest that most researchers who are aware of the moral implications of their interactions with study participants may be likely to do the right thing on 
