Unexpected symmetries in unstable graphs  by Wilson, Steve
Journal of Combinatorial Theory, Series B 98 (2008) 359–383
www.elsevier.com/locate/jctb
Unexpected symmetries in unstable graphs
Steve Wilson
Department of Mathematics and Statistics, Northern Arizona University, Box 5717, Flagstaff, AZ 86011, USA
Received 19 January 2005
Available online 19 September 2007
Abstract
This paper considers instability of graphs in all of its possible forms. First, four theorems (one with two
interesting special cases) are presented, each of which shows that graphs satisfying certain conditions are
unstable.
Several infinite families of graphs are investigated. For each family, the four general theorems are used
to find and prove enough theorems particular for the family to explain the instability of all graphs in the
family up to a certain point.
A very dense family of edge-transitive unstable graphs is constructed and, at the other extreme, an unsta-
ble graph is constructed whose only symmetry is trivial.
Finally, the four theorems are shown to be able to explain all instability.
© 2007 Elsevier Inc. All rights reserved.
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1. Definitions and history
Let Γ be a finite simple graph. A symmetry or automorphism of Γ is a permutation σ of
the vertex set V (Γ ) such that for all u,v in V (Γ ), {u,v} is in the edge set E(Γ ) if and only if
{uσ, vσ } is also in E(Γ ). Let B(Γ ) be the canonical bipartite double cover of Γ ; its vertices are
all vb, vw for v in V (Γ ), and its edges are all {ub, vw} and {uw,vb} where {u,v} is an edge of Γ .
We think of b,w as the colors black and white; vb is the black vertex corresponding to v, vw
the white.
The permutation β which switches vb and vw for every v is a symmetry of B(Γ ). For any
symmetry σ of Γ , there is a symmetry of B(Γ ), which we will call σ , defined by (vb)σ =
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with β , and so Aut(B(Γ )) contains a subgroup Ex = 〈β,G〉 isomorphic to C2 × G; its size is
|Ex| = 2|G|. If this is all of Aut(B(Γ )), we call Γ stable; otherwise, Γ is unstable. The number
|Aut(B(Γ ))|/(2|G|) = [Aut(B(Γ )) :Ex] we call the index of instability. This is 1 if Γ is stable,
some larger integer otherwise. An element of Ex is an expected symmetry and commutes with β ,
while anything outside Ex is unexpected and does not commute with β . An expected symmetry
which sends ub to vb must send uw to vw , and one which sends ub to vw must send uw to
vb.
The questions of interest here are: What can an unexpected symmetry look like? How can
such a thing exist? What criteria can one apply to a graph Γ in order to decide whether it is
stable or unstable? What techniques can we use to prove results about stability over large classes
of graphs?
Instability was first examined in the papers [3] and [4], in terms of adjacency matrices. The
paper [6] focused attention on stability. It gives a construction which finds all orientable regular
maps which are embeddings of the graph B(Γ ) provided that those for Γ are known and that Γ
is stable. In [7,8] and the present paper, we see that several families of edge-transitive graphs are
unstable. Thus, in order to apply the clever constructions of [6], we need to be able to determine
whether or not a given graph Γ is stable. From the Table in [9] and from results in this paper, we
see that nearly every underlying graph of a regular map is unstable.
We can first deal with two kinds of graphs which are obviously unstable:
First, suppose that Γ is itself bipartite and has some non-trivial symmetry α. Then B(Γ )
consists of two disjoint copies of Γ . The permutation which leaves one copy of Γ fixed and
performs α in the other is clearly an unexpected symmetry of B(Γ ) and so Γ is unstable.
Second, we will use the word unworthy to describe a graph in which some two vertices have
exactly the same neighbors. An unworthy graph must be unstable; if u and v in Γ have the
same neighbors, then the permutation in B(Γ ) which switches ub and vb while leaving all other
vertices (including uw and vw) fixed is clearly an unexpected symmetry.
So there are at least two forms of instability which are easy to recognize and understand. We
will refer to a graph with one (or both) of these properties as trivially unstable.
Now we want to establish four less-obvious reasons for instability. Each of the first three
theorems was formulated by generalizing a series of examples. The fourth theorem arose from
an unsuccessful attempt to prove that the first three were sufficient to explain all instability.
2. Nearly unworthy graphs
Let γ be a symmetry of Γ . Call the orbits of vertices under 〈γ 〉 blocks. It could happen that
every vertex of one block is connected by an edge to every vertex of another block. Color an edge
blue if it joins vertices in any two such blocks, and color all the remaining edges red. The blue
graph is in some sense a maximal unworthy subgraph of Γ (with respect to γ ). Suppose that the
subgraph of red edges has a connected component H which is bipartite, with partite sets V1,V2
such that
(1) Hγ = H , or that
(2) Hγ = H and γ preserves V1 (and hence V2).
We call such an H a γ sub-component of Γ .
S. Wilson / Journal of Combinatorial Theory, Series B 98 (2008) 359–383 361Theorem 1. If Γ has a γ sub-component H for some symmetry γ , then Γ is unstable.
Proof. We have two cases to consider, that Hγ is not or is equal to H .
(I) Hγ = H . It follows that H and Hγ are disjoint. Because of this and because H is bi-
partite, {vc ∈ V (B(Γ )) | c ∈ {b,w}, v ∈ H or v ∈ Hγ } will induce a graph having four disjoint
component subgraphs, each isomorphic to H . Fix a vertex t in H . In B(Γ ), let H1 be the com-
ponent covering H which contains tb , let H2 be the other cover of H , and let H3 be the cover of
Hγ containing (tγ )b .
We now define γ ∗ on B(Γ ) by the following:
vcγ
∗ = (vγ )c if vc is in H1;
vcγ
∗ = (vγ−1)
c
if vc is in H3;
vcγ
∗ = vc for all other vc in B(Γ ).
Here c stands for either of the colors b or w.
Consider any edge {uw,vb} of B(Γ ). If {u,v} is blue, then γ ∗ of this edge is certainly an edge.
If {u,v} is red, then uw and vb are both in H1 or both in H3 or neither is in either. Then γ ∗ sends
the edge {uw,vb} to the edge {(uγ )w, (vγ )b} or {(uγ−1)w, (vγ−1)b} or {uw,vb}, respectively.
Thus γ ∗ is a symmetry of B(Γ ). It is unexpected because for each vb in H1, the corresponding
vw is in H2, and so γ ∗ fixes vw but moves vb.
(II) Hγ = H and γ preserves V1 within H . Then {vc ∈ B(Γ ) | v ∈ H } will consist of two
disjoint subgraphs, each isomorphic to H ; call them H1 and H2. We now define γ ∗ on B(Γ ) by
the following:
vcγ
∗ = (vγ )c if vc is in H1;
vcγ
∗ = vc for all other vc in B(Γ ) (including H2).
Then, as before, γ ∗ is an unexpected symmetry of B(Γ ), and so Γ is unstable. 
This very general notion of a nearly unworthy graph has two special cases, the half-action and
the largely fixing symmetry, and it is these which appear to be more easily applicable.
2.1. Half-actions
There is a kind of unexpected symmetry called a half-action which, for every vertex v of Γ ,
fixes exactly one of vb, vw in B(Γ ). One way in which we can construct a half-action is the
following construction:
Let γ be a symmetry of Γ . Suppose that {A,B} is a partition of the vertices of Γ such that:
(1) Aγ =A,Bγ = B, and
(2) for every edge {u,v} whose endpoints are both in A or both in B, u is also adjacent to vγ .
Notice that (2) implies that u is adjacent to the entire orbit of v under 〈γ 〉, and vice versa.
Then we can construct a symmetry γ ∗ of B(Γ ) defined by:
for v in A, vbγ ∗ = vb, vwγ ∗ = (vγ )w
while
for v in B, vbγ ∗ = (vγ )b, vwγ ∗ = vw.
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It is easy to check that conditions (1) and (2) ensure that the edges with one endpoint in each
of A,B form a γ sub-component of Γ and that γ ∗ is the symmetry of B(Γ ) constructed in the
proof of Theorem 1.
For example, consider the graph, Γ = C16(1,2,6) shown in Fig. 1; for notation, see Appen-
dix A.1.
The permutation ρ = (1 2 3 . . .16) is clearly a symmetry of Γ , and so then is γ = ρ4. Partition
the vertices into the evens, A, and the odds, B. If two adjacent vertices, u and v, have the same
parity, then they differ by ±2 or ±6 mod 16. Then u is adjacent to v + 4, v + 8, v + 12 as well;
that is, u is adjacent to vγ , vγ 2 and vγ 3. By the half-action construction, then, Γ is unstable.
In Appendix A.1, on circulants, we will prove Theorem C.1, which generalizes this fact.
2.2. Largely fixing symmetry
Suppose that Γ has a symmetry γ which fixes enough vertices so that the subgraph spanned
by the un-fixed vertices is disconnected and has a component H which is bipartite such that
Hγ = H or γ acts on H so as to preserve partite sets in H .
Then each single vertex fixed by γ is a block for γ , and so H is a γ sub-component of Γ . By
Theorem 1, then, Γ is unstable.
Consider, for example, the graph R8(2,3) shown in Fig. 2. We will introduce the nota-
tion for these Rose Window graphs later, in Appendix A.3. Notice that the permutation (3 16)
(4 13)(8 9)(7 12) is a symmetry of the graph. The unfixed vertices consist of the two 4-cycles
3-4-12-9 and 16-13-7-8. This symmetry satisfies the hypothesis for the largely fixing symmetry
and so the graph is unstable. We also notice that from this symmetry and others like it, the graph
is edge-transitive. We will generalize both of these facts below: Theorem R.2 shows that R8(2,3)
belongs to a family of edge-transitive and unstable Rose Window graphs. The family V (k,m)
described in Appendix A.5 is even more general.
S. Wilson / Journal of Combinatorial Theory, Series B 98 (2008) 359–383 363Fig. 2. R8(2,3).
3. Anti-symmetry
It is known (see [1], for example) that the dodecahedron and the icosahedron are both unstable.
We will now see that they are unstable for similar reasons, stemming from their natures as non-
bipartite double covers of smaller graphs, the Petersen graph and K6, respectively.
First, suppose that Γ is any graph, and that H is some subgroup of Aut(Γ ). We define the
graph Γ1 = Γ/H to be the graph whose vertices are orbits under H ; its edges will be pairs of
orbits such that some edge joins a vertex in one orbit to a vertex in the other. This allows loops
but not multiple edges in Γ/H . If H is cyclic, H = 〈g〉, we write Γ/g. The projection of Γ onto
Γ/H is the function π which sends vertex x to orbit xH .
Suppose that Γ has a symmetry γ which has order 2. Let Γ1 = Γ/γ , and let π be the projec-
tion. If α1 is a symmetry of Γ1, a covering permutation of α1 is a permutation α of the vertices
of Γ such that for every vertex v of Γ , (vα)π = (vπ)α1. We can see that any covering permuta-
tion commutes with γ .
If {u,v} is any edge of Γ , then {uγ, vγ } is an edge. It might also be the case that {u,vγ } is an
edge, in which case {uγ, v} must also be an edge. If {u,v} and {u,vγ } are edges we will color
the edges {u,v}, {u,vγ }, {uγ, v}, {uγ, vγ } blue. These might be four edges, but they might be
two edges or just one edge if u = uγ or vγ = v. If neither of those happen, i.e., if {u,v} and
{uγ, vγ } are vertex-disjoint edges, while neither {u,vγ }, {uγ, v} is an edge, we will color the
edges {u,v} and {uγ, vγ } red.
A covering permutation α of α1 must commute with γ ; it is an anti-symmetry provided that
for every blue edge {u,v}, the pair {uα,vα} is also an edge, but for every red edge {u,v}, the
pair {uα,vα} is not an edge. More simply, we can define an anti-symmetry to be a permutation
α of vertices which commutes with γ such that if {u,v} is an edge, then {uα,vγ α} is an edge.
Theorem 2. Any graph admitting an anti-symmetry is unstable.
Proof. Under the assumptions above we can construct an unexpected symmetry α∗ of B(Γ ) in
the following way:
vbα
∗ = (vα)b,
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Consider any edge {ub, vw} of B(Γ ). If {u,v} is blue, then {u,vγ } is also a blue edge, so
{uα,vγ α} = {uα,vαγ } is also an edge. Then {ub, vw}α∗ = {(uα)b, (vαγ )w} is an edge in B(Γ ).
If, on the other hand, {u,v} is red then {uα,vα} is not an edge and so {uα,vαγ } is an edge,
making {ub, vw}α∗ = {(uα)b, (vαγ )w} an edge as well. Thus α∗ is a symmetry of B(Γ ), and it
clearly unexpected because γ is non-trivial. 
Example. Consider the graph C10(1,2) shown in Fig. 3.
The symmetry iγ = i + 5 induces a projection π of C10(1,2) onto C5(1,2) = K5. K5 has
a symmetry α1 which sends j to 3j mod 5, i.e., α1 = (1 3 4 2). Then C10(1,2) has an anti-
symmetry α, given by (1 8 9 2)(3 4 7 6)(5 10).
Then B(C10(1,2)), shown in Fig. 4, has a symmetry α∗, given by (1 8 9 2)(3 4 7 6) (5 10)(11
13 19 17)(12 16 18 14), and this is an unexpected symmetry.
We can visualize this symmetry by re-drawing B(C10(1,2)) as shown in Fig. 5.
Fig. 3. C10(1,2).
Fig. 4. B(C10(1,2)).
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Fig. 6. The Petersen graph.
As another example, we consider the dodecahedron. It is well known that the dodecahedron is
a double cover of the Petersen graph. In Fig. 6 we show the Petersen graph in a form to emphasize
the symmetry α1 = (1 2 3 4 5 6)(7 8 9).
We show the dodecahedron in two forms; Fig. 7 is the geometrical version.
Figure 8 shows the dodecahedron as a double cover of the Petersen graph and shows that the
permutation a = (1 2 3 4 5 6)(7 8 9)(10 20)(11 12 13 14 15 16)(17 18 19) is an anti-symmetry.
From the general construction, we see that B(dodecahedron), shown in Fig. 9, must have the
unexpected symmetry α∗ = (1 2 3 4 5 6)(7 8 9)(10 20)(11 12 13 14 15 16)(17 18 19)(21 32 23 34
25 36)(27 38 29 37 28 39)(31 22 33 24 35 26), and so the dodecahedron is unstable.
In both of these examples (C10(1,2) and the dodecahedron), every edge would be a red edge
in the anti-symmetry construction. Consider, however, the four graphs in Fig. 10.
Here we have modified the dodecahedron, as an example, by identifying vertices or adding
edges. The resulting graphs have blue edges and are still unstable (with indices of instability 2,
4, 4, 4, respectively) because of an anti-symmetry.
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Fig. 8. The dodecahedron.
4. Cross-covers
We wish to define a construction similar to voltage graphs. Given a graph Γ , an integer n 3,
and a function s from the edges of Γ into Zn, the n-cross-cover, CC(n,Γ, s), of Γ , is a graph
whose vertices are V (Γ ) × Zn. If e is an edge of Γ whose endpoints are u and v and s(e) = a,
then CC(n,Γ, s) will have the n edges {(u, i), (v, a − i)} for all i in Zn. The function sending
(u, i) to u is a covering projection of CC(n,Γ, s) onto Γ .
As an example, suppose that n = 3, that Γ is the graph and s is the function shown in Fig. 11.
Then the corresponding 3-cross-cover is shown in Fig. 12.
Theorem 3. Every cross-cover graph is unstable.
Proof. Consider the permutation α which sends every (u, i)b to (u, i + 1)b and every (u, i)w to
(u, i−1)w . Consider any edge e′ = {(u, i)b, (v, j)w} of B(CC(n,Γ, s)). Then the pair e = {u,v}
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(a) (b)
(c) (d)
Fig. 10. Variations on the dodecahedron.
is an edge of Γ and s(e) must be i + j . Then e′α = {(u, i + 1)b, (v, j − 1)w}, and this is also
an edge of B(CC(n,Γ, s)), because the sum of the second coordinates is (i + 1) + (j − 1) =
i + j = s(e). 
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Fig. 12. CC(3,Γ, s).
Fig. 13. Line graph of Petersen.
For example, consider the line graph of the Petersen graph, usually presented in the form
shown in Fig. 13.
We can re-draw this graph in the form of Fig. 14 and from this, we can see that it is a 3-cross-
cover of K5, and so unstable for that reason. (Here, s(e) = 0 for outer edges and s(e) = 1 for
inner edges. In Fig. 14, vertices (v,0), (v,1), (v,2) appear in that order from inner to outer.)
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Fig. 15. A non-symmetric base graph Γ .
The underlying graph of Klein’s map {3,7}8, shown in [7] to be unstable, is a 3-cross-cover
of K8.
Notice that this theorem does not require any particular symmetry in the base graph Γ in
order for CC(n,Γ, s) to be unstable. So we can use cross-covers to find an unstable graph which,
unlike most examples in this paper, has only trivial symmetry. We need a small, non-bipartite
graph which has a connected cross-cover. A small candidate is the pair (Γ, s) shown in Fig. 15.
The corresponding 3-cross-cover we call the Swift graph, SG. It is shown in Fig. 16.
Untangled, it looks like Fig. 17.
This graph indeed has only trivial symmetry. From Fig. 18, we can see that B(SG) has a
symmetry group of order 6, isomorphic to D3, so the graph is unstable of index 3.
We generalize the cross-cover slightly: Suppose that there is a permutation f on the vertices
of a graph Γ such that f has order at least 3 and for every edge {u,v}, the pair {uf, vf−1} is an
edge as well. In CC(n,Γ, s), f is the permutation (u, i) → (u, i + 1). If Γ ′ is the graph Γ/f
formed from Γ by identifying each u with uf , we consider Γ to be a generalized cross-cover
of Γ ′, and the function sending a vertex to its orbit under 〈f 〉 is a covering projection. Then,
as in Theorem 3, the permutation g defined by ubg = (uf )b , uwg = (uf−1)w is an unexpected
symmetry of B(Γ ), and shows that every generalized cross-cover graph is unstable.
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Fig. 17. SG untangled.
5. The Twist
In this section, we present a construction which gives unstable graphs that do not belong to
any of the three previously investigated cases.
First, we need a way to extend the usual notion of voltage graphs to allow us to build covers,
as in Fig. 10, in which fibers have different cardinalities.
5.1. Generalized voltage graph
Given a base graph Γ1 (which is permitted to have loops) and a voltage group H , assign
to each vertex v a label L(v) which is a subgroup of H . To each directed edge e assign weight
d(e), which is a subset of H . Do this so that reverse darts have inverse weights. That is, d(v,u) =
{h−1 | h ∈ d(u, v)}.
The vertices of the derived graph are all (v,L(v)h) where h is in H . For each directed edge
e = (u, v) and each element h of H , make an edge from (u,L(u)h) to (v,L(v)ah) for each a in
d(e). The derived graph Γ , we will call GV(Γ1,H,L,d).
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For any system of labels and weights, the result is a graph which covers the original in such a
way that the elements of the group H act as fiber-preserving symmetries on this graph by right
multiplication on the second coordinate.
If a ∈ d(e), and b ∈ L(v)aL(u), then the edges corresponding to b are exactly the same as
the edges corresponding to a. So we may assume that d(e) contains the entire double coset or a
single representative, whichever is more convenient.
Theorem 4. Let Γ1 be a graph, let H be the group Zn2 , written additively, for some n 2. Suppose
that α1 is a symmetry of Γ1, that ϕ is an automorphism of H, and that a system of labels and
weights on Γ1 satisfies these conditions:
(1) for each v,L(vα1) = L(v)ϕ;
(2) there is a fixed t in H which is not in ⋂v∈V L(v) such that for every directed e = (u, v),
d(eα1) = d(e)ϕ + t .
Then the covering graph Γ = GV(Γ1,H,L,d) is unstable.
Proof. Suppose that H,L,d,α1, ϕ all satisfy the assumptions. Consider the following permuta-
tion α on the vertices of Γ :
(
u,L(u)+ h)
b
→ (uα1,
(
L(u)+ h)ϕ)
b
,
(
u,L(u)+ h)
w
→ (uα1,
(
L(u)+ h)ϕ + t)
w
.
To show that this is a symmetry, consider a typical edge ((u,L(u)+h)b, (v,L(v)+ a+h)w),
where a ∈ d(u, v). Then α sends the first vertex to (uα1, (L(u)+h)ϕ)b = (uα1,L(u)ϕ+hϕ)b =
(uα1,L(uα1) + hϕ)b , which is a vertex of B(Γ ). The second vertex goes to (vα1, (L(v) +
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a + h)ϕ + t)w = (vα1,L(v)ϕ + aϕ + hϕ + t)w = (vα1,L(vα1) + aϕ + hϕ + t)w , which
is also a vertex of B(Γ ). The difference in the second coordinates is aϕ + t , which is in
d(u, v)ϕ + t = d((u, v)α1) = d(uα1, vα1). Thus these vertices are adjacent in B(Γ ), and so
α is a symmetry. It is unexpected because for some u, the element t is not in L(uα1) = L(u)ϕ,
and so (L(u)+ g)ϕ + t = (L(u)+ g)ϕ . 
We call a graph Γ constructed in this way a Twist of Γ1. If we allow the case n = 1, the
construction can be elaborated so that the resulting graph has an anti-symmetry. This elaboration
is impenetrable and so is omitted.
As an example of The Twist consider the base graph shown in Fig. 19.
In this example, the weights and labels shown are from the group H = Z2 × Z2, using these
abbreviations: a = (1,0), b = (0,1), and ab = (1,1). The symmetry α1 is rotation counter-
clockwise by 120◦ and is associated with the automorphism ϕ of H which sends a → b → ab.
The three bold vertices are labeled with the subgroups shown. The rest are labeled with the
identity subgroup. Most of the edges have singleton sets as weights; there are three excep-
tions, each having sets of size 2. The element t is b. Thus when any edge with weight a is
rotated, the image edge has weight aϕ + t = b + b = 0. Similarly, 0 → 0ϕ + t = 0 + b = b and
b → bϕ + t = ab + b = a.
In Fig. 20, each vertex of Fig. 19 is covered by a cluster of 2 or 4 vertices, and within a cluster
of 4, second coordinates are indicated by position, according to this pattern:
0!
a! b!
ab!
. This graph is
unstable with index 3.
6. Sufficiency
We now claim that the instability of any graph can be explained by one (or more) of the
notions in this paper. We will prove:
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Theorem 5. If Γ is any graph which is non-trivially unstable, then Γ has an anti-symmetry or
is a cross-cover or a Twist of some smaller graph Γ1.
First, recall several definitions: β is the permutation which switches vb and vw for every v;
it is a symmetry of B(Γ ). For any symmetry σ of Γ , there is a symmetry σ of B(Γ ) defined
by (vb)σ = (vσ )b and (vw)σ = (vσ )w . Let G = Aut(Γ ), and let G = {σ | σ ∈ G}. Every σ
commutes with β , and so Aut(B(Γ )) contains the subgroup Ex = 〈β,G〉 of expected symmetries.
We will prove Theorem 5 by proving several smaller results which describe all possibilities
for the action of Aut(B(Γ )) on β by conjugation.
Lemma 6.1. Let Γ be a graph which is non-trivially unstable, let α be an unexpected symmetry,
let β∗ = α−1βα, and suppose that δ = ββ∗ has order greater than 2. Then Γ is a (generalized)
cross-cover of some smaller graph Γ1.
Proof. Since β reverses colors, so does β∗; thus δ preserves color. Define f on V (Γ ) by (vf )b =
vbδ. Let {u,v} be an edge of Γ . Then {ub, vw} is an edge of B(Γ ), and then so is {ub, vw}δ =
{ubδ, vwδ}. Now ubδ = (uf )b , and vwδ = vbβδ = vbβ∗ = vbβ∗ββ = vbδ−1β = (vf−1)bβ =
(vf−1)w . So {(uf )b, (vf−1)w} is an edge of B(Γ ), and so {uf, vf−1} is an edge of Γ . Thus Γ
is a cross-cover of Γ1 = Γ/f . 
Lemma 6.2. Let Γ be a graph which is non-trivially unstable, let α be an unexpected symmetry,
let β∗ = α−1βα, suppose that β∗ commutes with β , and that α−1β∗α = β . Then Γ has an anti-
symmetry.
Proof. Replace α with αβ if necessary so that α is color-preserving. Because β∗ commutes
with β , β∗ must be in Ex and so ββ∗ is in G. Let γ be in Aut(Γ ) such that ββ∗ = γ , and let
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by (vb)α = (vα′)b . We will show that α′ is an anti-symmetry. To do this we need to show two
things:
(1) α′ commutes with γ ;
(2) if {u,v} is an edge, then {uα′, vα′γ } is an edge.
Of these, (1) follows directly from αγ = γα. For (2), suppose that {u,v} is an edge of Γ .
Then {ub, vw} is an edge of B(Γ ), and so {ub, vw}α is an edge of B(Γ ). This edge is {ubα, vwα},
and vwα = vbβα = vbαβ∗ = (vα′)bβ∗ = (vα′)wββ∗ = (vα′)wγ = (vα′γ )w. So {ubα, (vα′γ )w}
is an edge of B(Γ ), and so {uα′, vα′γ } is an edge of Γ . Thus α′ is an anti-symmetry, as
claimed. 
Lemma 6.3. Let Γ be a graph which is non-trivially unstable, let α be an unexpected symmetry,
suppose that the conjugates of β under 〈α〉 are all in Ex and that the number of them is even.
Then Γ has an anti-symmetry.
Proof. Suppose that the number of conjugates of β (including β itself) under 〈α〉 is 2k. Replac-
ing α by αk , we have exactly the situation of Lemma 6.2, so Γ has an anti-symmetry. 
Lemma 6.4. Let Γ be a graph which is non-trivially unstable, such that for every unexpected
symmetry α, the conjugates of β under 〈α〉 are all in Ex and that the number of them is odd.
Then Γ is a Twist of some smaller graph.
Proof. Choose an unexpected color-preserving α whose order is as small as possible. Then the
index in 〈α〉 of 〈α〉∩Ex must be an odd prime number p; it is also the number of conjugates of β
under 〈α〉. Then the order of α must be a power of p, say pk . Define δ on V (Γ ) by (vδ)b = vbα.
Then δ is a permutation, but not necessarily a symmetry, and its order is also a power of p.
Let H+ be the group generated by β and all of its conjugates under 〈α〉. H+ is a subgroup of
Ex. Let H = H+ ∩ G. Then, letting H = {σ ∈ G | σ ∈ H }, we see that H is a subgroup of Γ .
Because the conjugates of β under 〈α〉 are all in Ex, they all commute with β , and so with each
other. Thus H+ is elementary abelian, and then so are H and H . Because H+ = 〈H,β〉, the
graph Γ1 = Γ/H can also be described as B(Γ )/H+. Because α normalizes H+, α acts on Γ1
as a symmetry, α1. The order of α1 is also a power of p.
Again because α normalizes H+, conjugation by α acts on H+ as an automorphism. Because
this fixes H (setwise), it acts as an automorphism ϕ of H . This automorphism is conjugation
by δ.
Let π be the projection function from V (Γ ) to V (Γ1). If v′ and v′′ are vertices of Γ , and
π(v′) = π(v′′) = v1, then, because H is abelian, v′ and v′′ have the same stabilizer Hv′ = Hv′′
in H ; we then assign the label L(v1) to this common group.
We wish to choose a canonical representative r(v1) in π−1(v1) for each vertex v1 of Γ1. For
each orbit of 〈α1〉 acting on V (Γ1), choose one vertex v1 in that orbit. Let N be the size of the
orbit of v1 under 〈α1〉. Now |π−1(v1)| is a power of 2, and δN , which fixes π−1(v1) setwise has
order a power of p (which might be p0 = 1 or some larger power of p). Then the orbits of δN
acting on π−1(v1) are of size 1 or larger powers of p; at least one orbit, then, must be of size 1.
Then choose a vertex v in π−1(v1) such that it is fixed by δN , and let r(v1) = v. For every other
vertex in the orbit of v1 under α1, choose r(v1αi ) to be vδi .1
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fies v = r(π(v))h. Then we claim that h(vδ) = h(v)ϕ. Let r = r(π(v)), and so rδ = r(π(vδ)).
Suppose h ∈ h(v), so v = rh. Consider k ∈ h(vδ). Then rhδ = vδ = r(π(vδ))k = rδk. Then
δkδ−1h−1 ∈ L(π(r)) = L(π(v)), so k ∈ δ−1L(π(v))hδ = δ−1h(v)δ = h(v)ϕ.
Finally, if (u1, v1) is a dart of Γ1, we will assign to this dart the weight set d =⋃{h(u)+h(v) |
u ∈ π−1(u1), v ∈ π−1(v1), {u,v} ∈ E(Γ )}. This is a union of double cosets of L(u) and L(v).
Let Γ ∗ be the graph GV(Γ1,H,L,d). We want to show that Γ is isomorphic to Γ ∗, and that
conditions (1) and (2) for The Twist are satisfied.
First consider the correspondence v ↔ (π(v),h(v)). This is clearly a 1–1 correspondence
between the two vertex sets. Notice that r(v1) ↔ (v1,L(v1)). Now suppose that {u,v} ∈ E(Γ ),
and let u1 = π(u), v1 = π(v), u ↔ u∗, v ↔ v∗. Then u∗ = (u1, h(u)), v∗ = (v1, h(v)), and
because h(u)+ h(v) ⊂ d(u1, v1), these two vertices are joined by an edge in Γ ∗.
Conversely, suppose that {u∗, v∗} ∈ E(Γ ∗), u ↔ u∗, v ↔ v∗. Then u∗ = (u1, h(u)), v∗ =
(v1, h(v)). We need to show that {u,v} ∈ E(Γ ). Because {u∗, v∗} ∈ E(Γ ∗), the double coset
h(u) + h(v) must be a subset of d(u1, v1). Then there must be an edge {u′, v′} of Γ such that
h(u′)+ h(v′) is that same double coset.
Now, because π(u) = u1 = π(u′), there must be an s ∈ H such that u′s = u. Then it is easy to
see that h(u) = s+h(u′). Since h(u)+h(v) = h(u′)+h(v′), we must have that h(v) = s+h(v′),
and this implies that v′s = v. Since {u′, v′} is an edge and s is a symmetry, {u,v} = {u′, v′},
s must also be an edge. Thus, Γ is isomorphic to Γ ∗.
Now we will show that conditions (1) and (2) for The Twist are satisfied.
(1) If v1 ∈ V (Γ1), then L(v1) is the stabilizer in H of r(v1), and L(v1α1) is the stabilizer in
H of r(v1α1) = r(v1)δ. This stabilizer is δ−1L(v1)δ = L(v1)ϕ.
(2) Let β∗ = α−1βα, and let t be the element of H such that t = βα−1βα = ββ∗. Consider
a dart e = (u1, v1) of Γ1. Then there exist u ∈ π−1(u1), v ∈ π−1(v1), such that {u,v} is an
edge of Γ , and the double coset h(u) + h(v) is a subset of d(e). Then {ub, vw} is an edge of
B(Γ ); the image of this edge under α is {ubα, vwα}. The first of these vertices is (uδ)b; the
second is vbβα = vbαβ∗ = (vδ)bβ∗ = (vδ)wββ∗ = (vδ)wt = (vδt)w . Then {uδ, vδt} is an edge
of Γ . Clearly h(vδt) = h(vδ)+ t , so d(eα1) includes h(uδ)+h(vδ)+ t = (h(u)+h(v))ϕ + t ⊆
d(e)ϕ + t , as required. 
Proof of Theorem 5. Consider the possibilities for the action of Aut(B(Γ )) on β by conju-
gation. If some conjugate of β is unexpected, Lemma 6.1 applies and the graph is unstable
because it is a cross-cover. So we can assume that all conjugates of β are expected. If some el-
ement interchanges β and an expected conjugate, Lemma 6.2 applies and the graph is unstable
by an anti-symmetry. Thus we can now restrict our attention to the case where all conjugates
of β are expected and every orbit has length at least 3. If any of those orbits have even length,
Lemma 6.3 applies and the graph is again unstable by an anti-symmetry, while if all those or-
bits have odd length, Lemma 6.4 applies and the graph is unstable because it is a Twist of some
smaller graph. 
7. And then . . .
Besides the families given in the appendix to this paper, there are two more known sources
of unstable graphs. One is [7], where Surowski constructs three families of edge-transitive un-
stable graphs. In the first family, of graphs related to quadratic forms, the instability of the small
example shown is due to the half-action he constructs there. The second family, related to self-
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graph. The third family of graphs has as vertices a conjugacy class in PSL(2, q) [where q = pn,p
a prime] of elements of order p; two are joined by an edge when their product has order 3. This
graph is a (q − 1)/2-cross-cover of Kq+1. The graphs from [2], which include the line graph of
the Petersen graph as their smallest example, I also believe come from cross-covers of KN .
One family of questions that are still open concerns the theorems for circulant graphs, gener-
alized Petersen graphs, rose window graphs, toroidal graphs: we conjecture that the theorems in
each section suffice to prove the instability of any graph of that family; no techniques yet exist to
prove such an assertion.
Another area in which results might be found concerns the index of instability. For some
families, this is quite restricted: in the list of unstable Qd(a, b, s), for example, the index appears
to be exactly 2, while in list of unstable Tr(a, b, s), if the number of vertices is at least 20, the
index is 2 or 4. In circulant graphs, on the other hand, no similar restriction appears to hold, and
the index can range from 2 to numbers in the thousands.
Appendix A
In this appendix, we show how Theorems 1–4 can be used to prove wholesale theorems about
instability within families of graphs.
A.1. Circulants
We first consider the circulant graphs Γ = Cn(S). Here, n is a positive integer and S is a
set of non-zero elements of Zn which is closed under negation. The vertices are the elements
of Zn, and {x, y} is an edge whenever y − x is in S. In notation, we usually mention only one of
each pair x,−x in S. For example, the circulant with n = 16 and S = {1,2,6,10,14,15} we call
C16(1,2,6); this graph is shown in Fig. 1.
Theorem C.1. Let n be even, let a be an even divisor of n, and suppose that for every even
number s in S, s + a is also in S. Then Cn(S) is unstable.
Proof. LetA be the set of even numbers and B the odd; let α be the symmetry which sends each
x to x + a. This gives a half-action, and so such Cn are unstable. 
This theorem generalizes the example C16(1,2,6), above.
Theorem C.2. Let n be divisible by 4, b an odd divisor of n, and suppose that for every odd
number s in S, s + 2b is also in S. Then Cn(S) is unstable.
Proof. Let α be the permutation which sends x to x + b if x is even, x to x − b if x is odd.
The condition forces α to be a symmetry. If b ≡ 1 mod 4, let A be the numbers that are ≡ 0 or
1 mod 4, B the ones that are 2 or 3 mod 4. If b ≡ 3 mod 4, let A≡ {1,2}, B ≡ {3,4} mod 4. This
gives a half-action, and so such Cn are unstable. 
Theorem C.3. Let e be a divisor of n, e > 1. Let B = {j ∈ S | j + ke ∈ S for all k}, and let
R = S \ B . Suppose that R is non-empty and has greatest common divisor D > 1 so that for
each j ∈ R, j/D is odd. Then Cn(S) is unstable.
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j + e. Then Cn(B) is the blue subgraph of Theorem 1 and Cn(R) is the red subgraph. The
condition D > 1 shows that Cn(R) is disconnected. Because each j/D is odd for j in R, each
component must be bipartite, and any one of them, then, is a γ sub-component for Γ . Then Γ
satisfies the conditions for the construction and so the graph Cn(S) is unstable. 
Theorem C.4. Suppose n is even, n = 2k, and g ∈ U(n), the set of units mod n. Define f (x) =
gx + k, and suppose that S is a union of orbits under f ; that is, that for all s in S, f (s) is also
in S. Then Cn(S) is unstable.
Proof. We apply the anti-symmetry construction. Here, γ is defined by iγ = i+k. The graph Γ1,
then, we can write as Ck(S), which admits a symmetry jα1 = gj . Then jα = gj in Γ = Cn(S) is
an anti-symmetry and so the permutation α′ on B(Γ ) given by vbα′ = (gv + k)b; uwα′ = (gu)w
is the unexpected symmetry given by Theorem 2. 
There are 3274 circulant graphs which are non-trivially unstable and have no more than 38
vertices. Of these, 2952 are covered by Theorem C.1 (a half-action), 435 by Theorem C.2 (a half-
action), 810 by Theorem C.3 (nearly unworthy) and 2124 by Theorem C.4 (anti-symmetry).
Together, these four theorems cover all 3274 cases, and no smaller subset is sufficient to cover
all cases. We conjecture that every non-trivially unstable graph is covered by at least one of these
four theorems. Incidentally, not one of the 3274 is edge-transitive.
Question. Is there, somewhere, an edge-transitive non-trivially unstable circulant graph?
A.2. Generalized Petersen graphs
The graph GP(n, r) may be described as having 2n vertices: Ai , Bi for i in Zn. There are
three kinds of edges:
rim: Ai −Ai+1,
spoke: Ai −Bi,
hub: Bi −Bi+r .
Coxeter calls this graph {n} + {n/r}. The original Petersen graph is GP(5,2), and the graph
GP(13,5) is shown in Fig. A.1. Notice that if r2 ≡ ±1 (mod n) then GP(n, r) is vertex-transitive.
GP(10,2) is vertex-transitive as well [5]. We need just two theorems on instability to identify all
non-trivially unstable GP graphs for n  120, and conjecture that they explain all instability in
Generalized Petersen graphs.
Theorem P.1. If m is odd, m 3, r is even, r2 ≡ ±1 (mod m), then GP(2m,r) is unstable.
Proof. We construct an anti-symmetry. First, let s = m − r . Then s is odd, s2 ≡ ±1 (mod 2m)
and s ≡ m± 1 (mod 2m).
Then GP(2m,r) has a symmetry γ which switches Ai with Ai+m and Bi with Bi+m. Iden-
tifying v with vγ projects GP(2m,r) onto GP(m, r) = GP(m, s). The smaller graph admits a
symmetry α1 which switches Ai and Bsi . Define α on GP(2m,r) to send Ai to Bsi and Bi to
Asi+m. It is easy to see that α is a covering permutation for α1 and that γ and α commute.
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Consider a trio of typical edges: Ai−1 − Ai − Bi − Bi+r . The permutation α sends these
vertices to Bsi−s ,Bsi,Asi+m,Asi+sr+m = Asi±1, respectively, and no two consecutive of these
is an edge. Thus α is an anti-symmetry and so the graph is unstable. 
Theorem P.2. If r is any even number, then GP(4r, r) is unstable.
Proof. We construct a half-action. Let A be the set of vertices Ai for i even and Bj for j odd.
The set B, then, has all Ai for i odd and Bj for j even. Let γ be the symmetry which sends
Ai to Ai+2r and Bi to Bi+2r . Then all rim and spoke edges have one end in each set, while
all the hub edges are A −A or B − B. A typical hub edge is {u,v} = {Bi,Bi+r}. Then vα is
Bi+3r = Bi−r , which is also connected to u. Thus γ,A,B satisfy the conditions for a half-action,
and so GP(4r, r) is unstable. 
A.3. Rose Window graphs
The Rose Window graph Rn(a, r) may be described as having 2n vertices: Ai,Bi for i in Zn.
There are four kinds of edges:
rim: Ai −Ai+1,
spoke in: Ai −Bi,
spoke out: Bi −Ai+a,
hub: Bi −Bi+r .
For example, Fig. A.2 shows R10(3,4).
In this picture, for i = 1,2, . . . ,10, Ai is the vertex with label i, and Bi is the vertex with label
10 + i.
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From the basic constructions, we derive six theorems concerning Rose Window graphs. We
list them below without detailed proof:
Theorem R.1. Any R4m(2m,r) is unstable.
Proof is by the largely fixing symmetry Ai → Ai+2m.
Theorem R.2. Each R2m(m+ 2,m+ 1) is unstable.
Proof is again by a largely fixing symmetry. The graphs R2m(m + 2,m + 1) are also edge-
transitive.
Theorem R.3. If m is odd, m > 5, d2 ≡ ±1 (mod m) but d ≡ ±1 (mod m), then Rm(2d,1) is
unstable.
Proof is by an anti-symmetry, where the factor graph is Cm(1, d).
Theorem R.4. If a = m then R2m(a,m− 1) is unstable.
Proof is by an anti-symmetry where the factor graph is Rm(a,1).
Theorem R.5. If a is even, then R8m(a,2m) is unstable.
Proof is by a half-action, in which the set A consists of all vertices A2i and B2i+1, and the
symmetry is the 180◦ turn i → i +m.
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Proof is by an anti-symmetry.
Theorem R.7. If m is odd, then R2m(m,m− 1) is unstable.
Proof is by an anti-symmetry in which the factor graph is GP(m,1).
Theorem R.8. If m is odd and r is even with r2 ≡ ±1 (mod m) but r ≡ ±1, then R2m(m, r) is
unstable.
Proof is by an anti-symmetry in which the factor graph is GP(m, r).
Theorem R.9. If n = 2m, s2 ≡ 1 (mod n), sa ≡ −a (mod n) and a < m then the graph
R2m(a,m− s) is unstable.
Proof is by an anti-symmetry in which the factor graph is Rm(a, s).
When s = −1, as long as 1 a m, R2m(a,m + 1), which is isomorphic to R2m(a,m − 1),
is unstable. An important special case of this is the family of graphs R2m(m + 2,m+ 1), which
are all edge-transitive.
These six theorems explain all non-trivially unstable Rn(a, r) up to n = 100, some 1698
graphs, and all 6 theorems are required to explain graphs in this list. We conjecture that these six
theorems explain all non-trivial instability of rose window graphs.
A.4. Toroidal graphs
A.4.1. Qd(m,n, s)
Consider graphs Qd(m,n, s) derived from torus maps. The map has m rows of n squares each.
The ends of the rows are identified directly. The top and bottom edges are identified after a shift
by s. For example, Qd(3,5,2) is the underlying graph of the map in Fig. A.3.
The following two theorems suffice to explain all unstable Qd(m,n, s) with no more than 450
vertices, and we conjecture that all unstable Qd graphs fall into the two families described.
Theorem Q.1. Each Qd(m,4s, s) is unstable.
Proof is by an anti-symmetry.
Fig. A.3. Qd(3,5,2).
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unstable.
Proof. By an anti-symmetry. The base graph is Qd(m,ma,mr) and the symmetry is a 90◦ rota-
tion if r2 ≡ 1 (mod a), a reflection about a 45◦ axis if r2 ≡ −1 (mod a). 
A.4.2. Tr(m,n, s)
The graph Tr(m,n, s) is the underlying graph of a torus map of triangles meeting 6 at each
vertex. It is formed from Qd(m,n, s) by adding diagonals as shown in Fig. A.4.
Here, we need three theorems to explain all Tr(m,n, s) having up to 450 vertices. Again, we
conjecture that these three will explain all instability in Tr graphs.
Theorem T.1. Tr(2,4n,4) (which is isomorphic to Tr(4,2n,2)) is unstable.
Proof. There is a symmetry of the graph which (in its form Tr(4,2n,2)) interchanges two non-
adjacent rows of vertices. This is shown as a reflection about the central horizontal axis in
Fig. A.5. This satisfies the description of a largely fixing symmetry and so the graph is unstable
for that reason. 
Theorem T.2. Tr(2,4n,2n)(= Tr(2n,4,2)) is unstable.
Proof is by a half-action.
Theorem T.3. Tr(4,4n,4)(= Tr(4,4n,0)) is unstable.
Proof is again by a half-action.
Notice that the duals of these maps, hexagonal tilings of the torus, are bipartite and have
non-trivial symmetry. Hence they are all trivially unstable.
Fig. A.4. Tr(3,5,2).
Fig. A.5. A largely fixing symmetry of Tr(4,8,2).
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We generalize the family R2m(m + 2,m+ 1) mentioned after Theorem R.6. The generalized
construction yields a family of graphs which are edge-transitive and unstable, each having k2m
vertices of degree 2k. These graphs are also semi-transitive in the sense of [9].
V (k,m) will be the underlying graph of the directed graph Δ = V [k,m]. The vertices of this
directed graph are the elements of Zk ×Zkm. The directed edges are all (i, r) → (j, r + jm+ 1)
for i, j ∈ Zk, r ∈ Zkm. Notice some facts about V [k,m]:
(1) The permutation ρ defined by (i, r)ρ = (i, r + 1) is a symmetry of Δ.
(2) Let Ar = {(i, r) | i ∈ Zk}, and Br = {(j, r + jm) | j ∈ Zk}. Then the set of all out-
neighbors of any (i, r) is Br+1, and the set of all in-neighbors of any (j, r) is Ar−jm−1. Therefore
all the vertices in A0 have the same out-neighbors, namely B1, while all the vertices in B1 have
the same in-neighbors, namely A0. In general, the vertices in any Ar and Br+1 will induce a
subgraph which is isomorphic to Kk,k .
(3) If we look at the in-neighbors of A0 and the out-neighbors of B1, we see the following
pattern:
A0: B1:
A−1 −→ (0,0) (0,1) −→ B2
A−m−1 −→ (1,0) (1,m+ 1) −→ Bm+2
A−2m−1 −→ (2,0) (2,2m+ 1) −→ B2m+2
A−3m−1 −→ (3,0) (3,3m+ 1) −→ B3m+2
A−4m−1 −→ (4,0) (4,4m+ 1) −→ B4m+2, etc.
If we apply the symmetry ρjm to this we get the following pattern:
Ajm: Bjm+1:
Ajm−1 −→ (0, jm) (0, jm+ 1) −→ Bjm+2
A(j−1)m−1 −→ (1, jm) (1, (j + 1)m+ 1) −→ B(j+1)m+2
A(j−2)m−1 −→ (2, jm) (2, (j + 2)m+ 1) −→ B(j+2)m+2
A(j−3)m−1 −→ (3, jm) (3, (j + 3)m+ 1) −→ B(j+3)m+2
A(j−4)m−1 −→ (4, jm) (4, (j + 4)m+ 1) −→ B(j+4)m+2, etc.
Notice that the first and last columns of the second pattern are the same as in the first pattern, but
rearranged.
Let σj be the permutation which interchanges each (h,0) in A0 with (j + h, jm) in Ajm,
each (h,hm + 1) in B1 with (h − j,hm + 1) in Bjm+1 and leaves all other vertices fixed. This
is a symmetry of Δ whose unfixed points consist of two components, each isomorphic to Kk,k .
Then V (k,m) is unstable by the “largely fixing symmetry” construction.
(4) The orbits of vertices under 〈ρ〉 are the k sets Vi = {(i, r) | r ∈ Zkm}. Since σj sends (0,0)
in V0 to (j, jm) in Vj , Aut(Δ) is transitive on vertices. On the other hand, the out-neighbors
of (0,−1) are B0 = {(j, jm) | j ∈ Zk}, and since 〈σj | 1  j < m〉 stabilizes (0,−1) and is
transitive on B0, Aut(Δ) is transitive on all edges of Δ.
Thus every V (k,m) is edge-transitive, vertex-transitive and unstable.
Suggestions from the reader for families of graphs to investigate for instability would be gladly
received.
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