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ABSTRACT 
 
Affective computing facilitates more intuitive, natural computer interfaces by enabling 
the communication of the user’s emotional state. Despite rapid growth in recent years, 
affective computing is still an under-explored field, which holds promise to be a 
valuable direction for future software development. An area which may particularly 
benefit is e-learning. The fact that interaction with computers is often a fundamental 
part of study, coupled with the interaction between affective state and learning, makes 
this an ideal candidate for affective computing developments. 
The overall aim of the research described in this thesis is to advance the field and 
promote the uptake of affective computing applications both within the domain of e-
learning, as well as in other problem domains. This aim has been addressed with 
contributions in the areas of tools to infer affective state through physiology, an 
architecture of a re-usable component based model for affective application 
development and the construction and subsequent empirical evaluation of a tutoring 
system that responds to the learner’s affective state. 
The first contribution put forward a solution that is able to infer the user’s affective 
state by measuring subtle physiological signals using relatively unobtrusive and low-
cost equipment. An empirical study was conducted to evaluate the success of this 
solution. Results demonstrated that the physiological signals did respond to affective 
state, and that the platform and methodology was sufficiently robust to detect 
changes in affective state. vi 
 
The second contribution addressed the ad-hoc and sometimes overly complex nature 
of affective application development, which may be hindering progress in the field. A 
conceptual model for affective software development called the Affective Stack Model 
was introduced. This model supports a logical separation and loose coupling of 
reusable functional components to ensure that they may be developed and refined 
independently of one another in an efficient and streamlined manner. 
The third major contribution utilized the proposed Affective Stack Model, and the 
physiological sensing platform, to construct an e-learning tutor that was able to detect 
and respond to the learner’s affective state in real-time. This demonstrated the real-
world applicability and success of the conceptual model, whilst also providing a proof 
of concept test-bed in which to evaluate the theorized learning gains that may be 
realized by affective tutoring strategies. An empirical study was conducted to assess 
the effectiveness of this tutoring system as compared to a non-affect sensing 
implementation. Results confirmed that there were statistically significant differences 
whereby students who interacted with the affective tutor had greater levels of 
perceived learning than students who used the non-affective version.  
This research has theoretical and practical implications for the development of 
affective computing applications. The findings confirmed that underlying affective 
state can be inferred with two physiological signals, paving the way for further 
evaluation and research into the applications of physiological computing. The Affective 
Stack Model has also provided a framework to support future affective software 
development. A significant aspect of this contribution is that this is the first such model vii 
 
to be created which is compatible with the use of third-party, closed source software. 
This should make a considerable impact in the future as vast possibilities for future 
affective interfaces have been opened up. The development and subsequent 
evaluation of the affective tutor has substantial practical implications by 
demonstrating that the Affective Stack Model can be successfully applied to a real-
world application to augment traditional learning materials with the capability for 
affect support. Furthermore, the empirical support that learning gains are attainable 
should spur new interest and growth in this area. viii 
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CHAPTER 1.  INTRODUCTION 
  BACKGROUND  1.1
Computer usage has traditionally been regarded as a rational activity in which 
emotions are not involved. This view, however, has been changing as the importance 
of emotions in all aspects of human thinking, activity and interaction is becoming more 
apparent. Human interactions do not just include those with other people, but also 
with their surroundings including inanimate objects. One such object that has a big 
role in the day to day life of many people is the computer. 
It is not uncommon for a person to spend more hours in a day interacting with a 
computer than face to face with other people. For this reason it is important to design 
computers that are user-friendly and easy to use (Preece et al., 1994). One important 
aspect of this drive towards user-friendliness is that the user should be able to use his 
or her natural way of interacting rather than having to learn new ways of working 
(Norman, 1988).  
Humans possess an innate ability to infer and respond to the emotions expressed by 
other humans. Mehrabian (1981) is often cited for his 7%-38%-55% rule of non-verbal 
communication which simply states that in human communication, 7% of the message 
is communicated by the words, 38% by tone of voice and the remaining 55% by body 
language. This is particularly relevant when we consider the expression of emotional 
content, or affect, which is largely non-verbal in nature. People tend to respond to 
computers in much the same way as they would to a social interaction between two 2 
 
(or more) people (Reeves & Nass, 1996) and therefore also express emotions toward 
the computer. This causes a gap in communication as the computer is for all intents 
and purposes completely blind to this form of communication. This inconsistency 
between the expectations of the user and the way that the computer functions causes 
problems in human-computer interaction (Picard, 1997a). 
Affective computing is defined as “computing that relates to, arises from, or 
deliberately influences emotions” (Picard, 1997a, p. x). The goal of improving the 
interaction between users and computers requires that emotions be taken into 
account in this interaction. To this end, it is necessary to have an understanding of 
what emotions are, how they can be identified and what the implications of various 
emotional patterns are for a given situation. Emotional state is often implicitly 
communicated between humans in a multitude of ways such as  facial expression, 
vocal intonation or gesture, as well as being reflected in less apparent changes in 
physiology such as respiration, heart rate or electrodermal response (Picard, 1997a). It 
is widely accepted that all psychological events have some corresponding physiological 
event (Cacioppo & Tassinary, 1990) and it is these physiological changes that may 
provide continuous feedback on the state of the user experience. In order for a 
computer to respond accordingly to this non-verbal communication, it too must have a 
means of acquiring emotional information from the user. Physiological signals are not 
generally viewed as an input method for a computer, but as computers become 
ubiquitous and become integrated into vehicles, clothing and our surroundings, the 
opportunity for greater physical contact between user and machine increases and 
makes such input paradigms increasingly viable. 3 
 
An individual’s underlying affective state has long been known to have an influence on 
task performance. One of the earliest theories linking task performance and affective 
state is the Yerkes-Dodson law, originated by Harvard researchers Robert M. Yerkes 
and John D. Dodson (1908). The inverted U-Shaped curve shown in Figure 1-1 
describes the relationship between physiological or mental arousal and on-task 
performance.  
 
Figure 1-1: The Yerkes-Dodson curve 
 
In short, the law states that performance increases with affective arousal, but only to a 
certain point, after which performance degrades again with increased arousal. The 
shape of the curve does vary with different tasks, where an optimum level of arousal 
may be lower for difficult or mentally challenging tasks but higher for tasks which 
require greater stamina or persistence.  It is now better understood that affective 
states are richer and more complex than can be described by this law, but the basic 
premise still stands and is still useful for simplistic modeling in human-computer 
interaction.  4 
 
 A way to attempt to capture more of the complexity of affective experience is to 
describe it in terms of more component dimensions. Arousal (or activation) is one 
dimension of emotional state, the other most frequently used dimension to describe 
the nature of emotional information is termed valence. This describes whether the 
affective state is positive (e.g. happy) or negative (e.g. sad or angry).  By measuring 
signals that correspond to the dimensions of arousal and valence it is possible infer the 
underlying affective state that is being experienced by the user. 
Although computers will not actually experience emotions in the same way that a 
human would, it is clear that humans interacting with them can benefit if computers 
learn to recognize their emotions. This is a vital aspect of human-human interaction, 
and communication between computers and humans can be severely impaired if this is 
not present, especially if the computer is in the role of a teacher or mentor (Picard, 
1997a).  Kort, Reilly and Picard  (2001) have developed a framework which links 
emotions and the various stages of learning and this provides insight into how 
knowledge of affective state could be used to support learning in an affective learning 
system. 
Goleman (1995) reported that expert teachers are able to recognize emotional states 
of students, and respond in an appropriate way to positively impact learning 
outcomes. Whilst the way in which this is accomplished is not something which is well 
documented, and may indeed differ between teachers, the foundation is still the same: 
to recognize negative affect or states which are detrimental to learning and to guide 
the learner into a more positive and constructive state.  5 
 
  IMPORTANCE OF THE RESEARCH  1.2
Affective computer interfaces have potential to improve human-computer interaction 
by enabling the communication of the user’s emotional state. The growing interest in 
affective computing arises from findings in psychology and physiology which 
demonstrate the importance of emotional state in human behaviour (Partala & 
Surakka, 2004). Research asserts that there is a two way interaction between emotion 
and cognitive processes, whereby affect or emotion may occur before cognition, but 
also intervene with cognition (Norman, 2002; Russel, 2003). An important goal for 
interface design research would be to incorporate the insights provided by affective 
computing into an interaction environment that can enhance both cognitive 
performance and personal comfort by providing the needed emotional context 
(Maxwell, 2002). This is even more relevant given the shift from the desktop paradigm 
toward ubiquitous computing. As the computing environment is steadily becoming 
more tightly integrated with the day to day physical world, developments in this area 
are applicable to a vast array of situations such as embedded applications, information 
appliances, vehicles and so forth. 
A basic problem in achieving integration of affective computing research into software 
development is determining how theory-based knowledge in the area of affective 
computing can be conveyed to software designers who are not experts in affective 
science or human-computer interaction. The field of affective computing benefits from 
drawing on diverse fields of psychology, physiology and computer science but 
consequently is an area often not fully exploited by developers (or even many 
researchers) due to the need for specialized equipment and expertise. 6 
 
One area which can benefit greatly from affective computing is education. The fact 
that interaction with computers is a fundamental part of study in most disciplines, 
coupled with the cognitive and emotional journey that all learners experience, makes 
this an ideal candidate for affective computing developments. Research has 
demonstrated that learning and problem solving are rife with emotional experiences 
(Calvo & D'Mello, 2011; D’Mello & Graesser, 2012; Pekrun, 2008). Endowing a 
computer with the ability to respond to affective state should enhance learning 
outcomes and have a positive impact on the user experience of electronic learning (e-
learning). Furthermore with the increased dependence on online learning, such 
technology may be in even more demand as teachers no longer have access to 
students’ non-verbal cues in classrooms (Crosby, Brent, Aschwanden, & Ikehara, 2001). 
Interest in the educational implications of affective computing is not limited to the 
academic research community. In 2012, industry analysts Gartner Research discuss the 
field of affective computing and how it is on the rise in education. Whilst most of the 
affective tutoring systems are in the proof of concept stage, the advice given to 
education institutions is to track the progress and developments in the field and that 
those with a large online presence should immediately get involved. Affective 
computing is described as having “the potential to bring back a bit of the lost 
pedagogical aspect of in-classroom learning and increase the personalization of online 
learning” (Lowendahl, 2012, p. 15). 
Intelligent tutoring systems attempt to emulate a human tutor by providing 
customized feedback or instruction to students. This remains an active area of 
development which has yielded many successful applications, however the most 7 
 
advanced intelligent tutoring systems are able to yield learning gains with an effect size 
of 1.0 (VanLehn et al., 2007) which is less than the effect obtained by an expert human 
tutor (Bloom, 1984). A human tutor is able to sense and interpret affective cues from 
the learner, and use this insight to tailor the learning session in the most effective and 
productive way (Kort, et al., 2001). The adaption of teaching methods to match the 
affective state of the learner is a valuable element of a successful tutoring experience,  
the inclusion of which would improve the performance of an intelligent tutoring 
system (Sarrafzadeh, Fan, Dadgostar, Alexander, & Messom, 2004). As long ago as 
1998, Reeves cited the technical difficulties inherent in facilitating human-like 
communications as a factor holding back the progress of intelligent tutoring systems, 
and it appears that this may still hold true today. The difference in learning 
performance between ideal one-to-one tutoring conditions and other methods is 
known as the 2 Sigma problem (Bloom, 1984). Given the inextricable link between 
cognitive and affective processes (Cytowic, 1989), it may be argued that an intelligent 
tutoring system may not truly be considered “intelligent” if it lacks any affective 
components. This may to some extent explain the 2 Sigma problem in the context of 
computer based learning. Adding this vital form of feedback into intelligent tutoring 
and other applications should greatly improve the current state of human-computer 
interaction as well as open up new avenues for research and development. 
  RESEARCH AIMS  1.3
The research described in this thesis was intended to contribute to and advance the 
field of affective human-computer interaction. This was done by examining ways in 
which a computer may infer the affective state of the user, as well as considering how 8 
 
a software application may process and respond to this information. The tools and 
methods created during this endeavor were all evaluated empirically. 
Affective computing applications have attempted to infer emotional state using many 
novel combinations of physiological data. These include muscle movement, skin 
conductance, heart rate, breathing, posture or gestures. Frequency domain analysis of 
heart rate variability may be used to infer affective valence (Anttonen & Surakka, 
2005) but is yet to be investigated thoroughly outside of a clinical environment. 
Therefore this project sought to explore the suitability of several physiological 
measures for incorporation into affective computing systems. The first aim was to: 
Aim 1: Develop and evaluate tools to investigate novel physiological measures for 
use as indicators of affective state. 
Secondly, affective computing applications, like other intelligent systems, are generally 
built as a complex and highly domain specific package, which inseparably combines the 
aspects of data acquisition, analysis, inference and output. This requires that 
developers possess expertise in several disparate subject areas; furthermore this 
perspective limits the applicability of the technology to those software applications 
which are still under development and are well understood. Therefore the second aim 
of the project was to address this limitation with a conceptual model for affective 
software development: 
   9 
 
Aim 2:  Develop a conceptual model to bring together all the components of an 
affective computing environment in a manner that is compatible with existing 
third party software applications, whilst enabling developers to incrementally 
improve, and re-use existing components for new applications. 
E-Learning is a viable test-bed for implementing the outcomes of the above two aims.  
Expert human tutors have been shown to devote a substantial amount of time and 
attention to the achievement of affective and emotional goals, in addition to the 
cognitive goals during learning (Lepper & Chabay, 1988). It is theorized that the 
effectiveness of an e-learning system will be enhanced by the integration of affective 
components (D’Mello, Picard, & Graesser, 2007), helping to solve the 2 Sigma problem. 
The final research aim therefore involves both an instantiation of the model 
developed, and a subsequent evaluation: 
Aim 3:  Integrate the tools and methods developed to achieve Aims 1 and 2 by 
augmenting existing e-learning software with affective components using the 
proposed model, and empirically evaluate the effectiveness of the 
enhancements. 
  METHODOLOGY  1.4
In order to achieve these aims, the research first focussed on the development of 
measurement tools for physiological input. This was carried out in the context of 
existing affective applications in order to build upon and improve the current state of 10 
 
the art. A hardware platform was developed to enable biofeedback input into any 
application software and this was used for subsequent data collection. 
A conceptual model was then developed that proposes a structure for affective 
applications. The affective application is described as a stack in which separate 
functional tasks are performed by re-usable components. This structure facilitates 
incremental development of separate components, with the objective of enabling 
ongoing developments that are applicable to any number of target applications. This 
model was then demonstrated with a functioning affective tutoring system which was 
the subject of empirical evaluation. 
The empirical part of the research consisted of two studies. Study 1 was a test of the 
hardware and software tools developed for the physiological sensing described above. 
The study involved a passive data collection task during which participants viewed 
evocative stimuli and attempted mathematical reasoning tasks designed to elicit 
physiological indicators of affective arousal and valence.  
A functioning affective tutoring system was developed using the proposed conceptual 
model. The effectiveness of this affective tutoring system was then evaluated in Study 
2. A web based e-learning lesson was augmented with affective capability in order to 
emulate the interaction with a human tutor. Findings from Study 1 were utilized to 
provide insight into the expected range of physiological expression and to determine 
how the software should respond to affective feedback from the user. Both studies 11 
 
were carried out in a computer laboratory environment with staff and students of two 
Australian universities as participants.   
  DELIMITATION OF SCOPE AND KEY ASSUMPTIONS  1.5
The scope of this research is limited to the development of affect sensing tools, 
theoretical models and software aimed to bring the benefits of affective computing to 
the wider audience of developers and end users. The tools were implemented and 
constructed to provide proof of concept of the ideas and to experimentally evaluate 
the benefits of biofeedback as a means of human-computer interaction in a learning 
environment.  
The research contained in this thesis does not attempt to evaluate or explore the 
underlying physiological processes which result in the measurable phenomenon. The 
broad theory of physiological data acquisition and the measuring protocols are based 
on existing research. However, the implementation of the hardware and software 
environment and transformations applied to the data were created during the design 
stages of this research through prototyping and testing. 
  ORGANIZATION OF THIS THESIS  1.6
This thesis is presented in nine chapters. Chapter 1 provides a brief introduction to the 
field of affective computing and its relevance in the context of educational 
applications. The overall research aims are also introduced here. 12 
 
Chapters 2 and 3 review the relevant literature on the two areas pertinent to this 
research. In Chapter 2 the theories of emotion and the interaction between emotion 
and cognition are discussed, as well as the role of emotional state in learning. Then in 
Chapter 3 the topic of affective human-computer interaction is discussed, including the 
means by which affective state may be monitored and the commonly used hardware 
platforms. The chapter also provides a review of other affect sensitive tutoring systems 
that have been developed. 
Chapter 4 describes the development of the physiological measurement platform. This 
includes the hardware and software that was created to measure subtle physiological 
signals, and thus ultimately infer the affective state of the participant.  
Chapter 5 discusses the study that was conducted to empirically evaluate the above 
mentioned physiological measurement platform.  It describes the research 
methodology and presents the results of the evaluation. 
Chapter 6 considers the broad area of affective application development. The issues 
associated with the current ad-hoc development approach are discussed, and a 
solution is proposed in the form of a component based model to support affective 
application development. The solution, known as the Affective Stack Model, is 
discussed in detail including the high level structure and detail of its functional 
components. 
Chapter 7 describes the development of an affective tutoring system. This is an 
instantiation of the model introduced in Chapter 6. The functional components of the 13 
 
model are revisited, this time with implementation specific details that describe the 
construction and development of this e-learning software that is able to respond to 
the learner’s affective state. 
Chapter 8 discusses the study that was conducted to empirically evaluate the 
effectiveness of the affective tutoring system described in Chapter 7. It describes the 
research methodology and presents the results of each of the hypothesis tests. 
The final chapter considers how the three research aims of the thesis have been met. 
These are linked together within the context of the wider field of affective computing. 
The results of the two empirical studies are also highlighted and related to the 
implications of the research.   
This thesis makes a significant contribution to the field, and ultimately opens up new 
possibilities for more natural, intuitive and supportive computer interfaces to become 
a reality. 
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CHAPTER 2.  LITERATURE REVIEW: EMOTIONS 
  INTRODUCTION  2.1
This chapter reviews the theories of emotion that underpin the field of affective 
computing in general. Two main areas are considered: firstly, the two way interaction 
between emotional and cognitive processes is discussed from several perspectives, 
with emphasis placed on the role of emotions in learning processes. Next, a section is 
devoted to discussion of how affective states may be inferred, measured and 
described to others either by human or automated means. The concepts described in 
this chapter form the theoretical basis upon which much of the research presented 
later is built. 
  BACKGROUND  2.2
Whilst many acknowledge the central role that emotions play in human behaviour and 
thinking, there is no universally agreed definition for what an emotion actually 
constitutes. Mostly, the definition provided by a particular author only covers a 
particular facet of emotions that they are discussing at the time. One definition, put 
forward by Oatley and Johnson-Laird (1987) is of particular interest as it is rather 
comprehensive: 
Emotions are part of a management system to co-ordinate each individual’s multiple 
plans under constraints of time and other resources. Emotions are part of the biological 
solution to the problem of how to plan and carry out action aimed at satisfying multiple 
goals in environments, which are not perfectly predictable. Emotions are based on non-16 
 
propositional communications which we will call “emotion signals”. They function both to 
set the whole system suddenly into a particular mode, and to maintain it tonically in that 
mode. Emotion signals provide a specific communication system which can involve the 
actions of some processors and switch others off. (p. 31) 
Another term commonly used in the field of emotions is that of affect. Affect refers to 
the experience of emotion, or the emotional feeling or tone, both internally and 
expressed externally. Many affective human-computer interaction researchers use 
these terms interchangeably. The research described in this thesis largely relates to the 
experience and influence of various emotional states, thus the term affect is used. 
Those interested in reading more about the prominent theories of how emotional 
states actually arise may refer to Appendix A which contains an overview of this topic. 
  INTERACTION BETWEEN EMOTION AND COGNITION  2.3
2.3.1  Cognitive state influences affect  
It is widely understood that there is an interaction between emotional and cognitive 
events (Cytowic, 1989); however the exact mechanism is not known. A popular 
explanation lies within appraisal theories (e.g. Roseman, Spindel, & Jose, 1990). 
Appraisal theories hold that cognitive evaluations of situations are what shape the 
emotional outcome of an event. Different combinations of appraisals (such as 
situational and motivational) will ultimately determine which of the emotions will 
occur in response. Roseman, Spindel and Jose (1990) propose seven appraisal 
dimensions; these are presented in Table 2-1. 17 
 
Table 2-1: Seven dimensions of emotional appraisal  
Dimension  Detail 
    Unexpectedness  Whether the event violates ones expectations. 
Situational state  Whether the event is wanted or unwanted. 
Motivational 
state 
Whether the event is related to a desire to get more or less of 
something. 
Probability  Whether occurrence of motive relevant aspects is possible or 
definite. 
Agency  Who or what caused the motive relevant effect. 
Control potential  Whether there is nothing one can do about motive-relevant 
aspects. 
Problem type  Is the event unwanted because it blocks attainment of a goal or 
because of other inherent characteristic? 
 
Depending on the combination of these seven dimensions, a specific emotional 
response will be elicited. For example, it is suggested that sadness would be elicited by 
an event that is inconsistent with reward-maximizing motive, certain to occur and 
caused by impersonal circumstances and with low control potential. Anger would be 
elicited by an event that is inconsistent with a motive, caused by another person with 
control potential relatively high. Not all combinations of appraisals are hypothesized to 
produce distinct emotions however. 
Support for the influence of appraisal on emotional state comes from several streams 
of research. Firstly in vignette research, subjects are given short stories to read (for 
example about someone taking an exam) in which appraisal information has been 
modified systematically. The subjects are then asked to rate the emotions experienced 
by the character in the story. Using this methodology Roseman (1991) found significant 18 
 
correspondence between the appraisal content and the emotions hypothesized to 
result from them.  
A second way of exploring appraisal models uses retrospective studies in which 
subjects are asked to recall an emotional event and recall the appraisal determinants 
that contributed to the emotion along with how strongly each of them contributed. 
Support has been found for emotional effects of appraisals of surprise, situational 
state, motivational state, probability and agency (Roseman, Antoniou, & Jose, 1996; 
Roseman, et al., 1990) 
Roseman and Evdokas (2004) have also found support for appraisal theory by 
manipulating subjects’ appraisals in a laboratory setting and measuring the emotions 
they experience. Using this approach, appraisals of motivational state and probability 
for an event (getting a preferable taste outcome out of two tastes presented to the 
subject) were manipulated. The hypothesized effect on emotions was then compared 
with the actual reported emotions in terms of joy, relief and hope. As predicted, 
appraising the event in terms of an appetitive motive (getting the pleasant taste) led to 
more joy, and appraising the event in terms of an aversive motive (avoiding the 
unpleasant taste) led to more relief. 
2.3.2  Affective state influences cognitive events 
The interaction between affect and cognition is bi-directional, thus the underlying 
affective state of the individual will also influence the outcome of various cognitive 
processes. This, predictably, has far ranging implications. There is evidence that 19 
 
emotion has an impact on the speed at which information is processed (Öhman, 2001) 
and whether it is attended to (Anderson, 2001; Vuilleumier, 2001). Emotion also has a 
relation to motivation in that evaluations or feelings regarding the current situation 
will largely determine the action that is taken in response. Therefore, emotions are 
often precursors of motivations (Oatley, 1992). Memory is also impacted by emotional 
state, and again there are many mechanisms by which this can occur. The Processing 
Efficiency theory (Eysenck & Calvo, 1992) suggests that emotions can utilize cognitive 
resources that would otherwise be used for processing new information; for example 
in the case of anxiety, intrusive thoughts or worries may compete with the cognitive 
task and result in a decrease in performance. Thus, an area which can benefit greatly 
from affective computing is education.  
Cognitive theories do not explain the role that emotions play, in spite of the 
substantial evidence that emotions influence cognitive processes (Pekrun, 2008). 
Norman (1981) cited the topic of emotion as one of the major challenges to cognitive 
theory. Some authors consider the information-processing metaphor as the source of 
this challenge; for example, Ortony, Clore and Collins (1990) stated, “This approach to 
cognition has been as noticeable in its failure to make progress on problems of affect 
as it has been for its success in making progress on problems of cognition”. (p. 5) 
People cannot be viewed purely as task-solving, goal driven agents; they also have 
other emotive reasons for their choices and behavior that drive the decision making 
process (Mandler, 1975). Lisetti (1999)  claims that a large number of cognitive tasks 
are influenced by affective state, including organization of memory, attention, 20 
 
perception and learning. The same conclusion was reached by Picard (1997a) who 
stated that “emotions play an essential role in rational decision making, perception, 
learning and a variety of other cognitive functions”. (p. x) 
2.3.3  The role of affect in learning 
Stein and Levine (1991) have identified a link between a person’s goals and emotions, 
and proposed a goal-directed, problem solving model. As with other theories of 
emotion that indicate that people like to maximize positive affective states, their 
model assumes that people attempt to assimilate information into their existing 
knowledge. When this information is new it results in arousal of the autonomic 
nervous system – this, in conjunction with a cognitive appraisal results in an emotional 
reaction. Therefore this model predicts that learning always occurs during an 
emotional episode. 
Kort, Reilly and Picard (2001) have developed a model that links emotions and stages 
of learning in a four quadrant spiral pictured in Figure 2-1. The learning process is 
broken up by two axes, vertical and horizontal, to signify learning and affect. The 
learning axis contains labels to indicate a range from constructive learning at one end, 
to un-learning at the other. The affect axis ranges from negative to positive. When a 
learner is working through a task with ease, they will be in Quadrant I, experiencing 
constructive learning and positive affect. As the material becomes harder or if they 
struggle, they would move to Quadrant II, experiencing constructive learning and 
negative affect. As a student starts to discard any misconceptions or incorrect 
information, they move into Quadrant III, experiencing un-learning and negative affect. 21 
 
Finally, they may move to Quadrant IV, where they experience un-learning with 
positive affect. At this point they may be uncertain how to progress, but as they 
acquire new insights and ideas they will ultimately progress back to Quadrant I so that 
the spiral may continue as they acquire more and more knowledge about the domain. 
 
Figure 2-1: Model relating phases of learning to emotions 
 
In another study, Craig, Graesser, Sullins and Gholson (2004), identified six main 
affective states during a learning session with an intelligent tutoring system. They 
carried out further analysis on the states of frustration, boredom, flow, confusion, 
eureka and neutral (baseline) and found that results indicated a relationship between 
the states of confusion, boredom and flow with learning progress. 
Goleman (1995) reported that expert teachers are able to recognize emotional states 
of students, and respond in an appropriate way to positively impact learning. Whilst 
the way in which this is accomplished is not something that is well documented, and 
may indeed differ between teachers, the foundation is still the same: to recognize 
negative affect or states that are detrimental to learning and to guide the learner into 22 
 
a more positive and constructive state. Csíkszentmihályi (1990) described an ideal 
learning state, which he called the zone of flow. In this state, time and fatigue 
disappear as the learner is absorbed and immersed in the task they are undertaking. 
When in a state of flow, people are absorbed in the activity and feel in control of the 
task and environment (Hsu & Lu, 2004). These characteristics of flow are identical to 
what players experience when immersed and fully engaged in games (Chen, 2007), 
indeed games which create a flow experience are likely to be adopted, whilst others 
are discarded (Sherry, 2004). Thus educational games may also benefit from this effect, 
as the engagement and enjoyment of the learner is a catalyst to mediate their future 
learning and interest (Fu, Su, & Yu, 2009). 
  DISCRETE VERSUS DIMENSIONAL MODELS OF  2.4
EMOTION 
A fundamental issue to consider before making any steps toward measuring or 
inferring emotions is whether the emotions are considered to be discrete or 
dimensional constructs. This issue relates to whether emotions can be categorized into 
a few (combinations of) distinct “basic” emotions, or whether they are represented on 
a continuum with two (or more) component dimensions. 
According to discrete emotion theories, certain emotions like happiness, fear, sadness, 
hostility, guilt, surprise, and interest are considered to be discrete and unique states 
that are experienced as the result of distinct causes (Izard, 1977); some even consider 
these emotions to be innate and experienced from birth rather than learned. Different 
views of discrete emotion identify four (Gray, 1982), or five (Oatley & Johnson-Laird, 23 
 
1987), or six (Ekman, Friesen, & Ellsworth, 1982) or eight (Plutchik, 1962) or other 
variations  of these distinct categories. As the labeling of these categories does not 
necessarily overlap between the various models, it may be unclear which, if any, model 
is the most appropriate one to employ. 
Many discrete emotions theories share the idea that a specific set of emotions is more 
basic or primary than the other emotions. These emotions are related to action 
tendencies and will thus have a physiological referent. Ekman (1999) has developed a 
theory by which basic emotions can be described on the basis of eleven characteristics. 
Three of these characteristics are used to distinguish one basic emotion from another; 
these include distinctive universal signals, distinctive physiology and distinctive 
universals in antecedent events. 
Evaluation of these models of emotion is out of the scope of this research, however 
given the lack of concrete knowledge linking specific discrete emotions to learning 
outcomes, it may be beneficial if the description of emotions used is not constrained 
by the boundaries of certain “discrete” emotions. Indeed, part of the difficulty in 
inferring emotions is the complexity of the affective experience being observed. The 
use of more detailed measures of emotion may make it possible to overcome some of 
the subjectivity in description of emotions.  
In the dimensional theory of emotions, it is assumed that emotions can be represented 
in terms of a number of component dimensions. This removes the need to categorize 
emotional experience into pre-defined boundaries, and may thus allow for a more 24 
 
fine-grained level of description, should this be called for. Wundt (1896) was one of 
the first to attempt to describe affective states using such a classification system. He 
proposed that emotions could be described in terms of three dimensions. The 
dimensional viewpoint is connected to the semantic differential research method 
proposed by Osgood (1952). Using this method, subjects may rate different stimuli on 
different bipolar scales consisting of opposite adjective pairs. 
The most consensually agreed upon dimensional view of emotion is based on Russell’s 
circumplex model (Russell, 1980)  in which emotions are situated in a circular 
arrangement representing valence and arousal. 
The use of a dimensional view allows researchers to place different kinds of material 
(i.e. images, or auditory stimulus) in the valence / arousal space which can be divided 
into four quadrants for further analysis. Materials may be examined for quadrant 
placement and then compared with others which have a similar placement. Figure 2-2 
shows how the combinations of valence and arousal dimensions may be broadly 
categorized into a few quadrants. 25 
 
 
Figure 2-2: Valence-arousal space 
 
Bradley and Lang (1994), define three different dimensions by which to classify affect, 
these are listed in Table 2-2. 
Table 2-2: Three dimensions of affective experience  
 
Valence  
 
 
Ranges from negative to positive, with neutral in the middle. 
Arousal 
 
Describes the level of activation ranging from calm to highly aroused 
emotion with neutral at the center. 
Dominance 
 
 
Describes the extent to which a person feels in control of the situation, 
this ranges from in control of the situation to “controlled by the 
situation”. 
 
Lang (1995) has suggested that the valence dimension mirrors the role of the 
appetitive and aversive behavioural system (i.e. approach or withdrawal) and the 
arousal dimension indicates the strength of activation of this system. Thus, valence 26 
 
and arousal are the most frequently used dimensions to capture emotional 
information. Examples of where certain emotions may be placed in the valence-arousal 
space are shown in Figure 2-3 (Lang, 1995). The positions were obtained by displaying 
pictures with known affective content, and then asking subjects to rate their emotional 
experience on the given scales. The images used form the International Affective 
Picture System (IAPS) and provide a set of standardized, emotionally-evocative stimuli 
which are widely used in experimental studies of emotion (Lang, Bradley, & Cuthbert, 
2008). 
 
Figure 2-3: Emotion categories in the valence/arousal dimensions 
 
One of the key issues surrounding the inference of affective state is the relationship 
between characteristic expressions or behaviours and the emotions which they 
accompany. Schachter and Singer (1962) argued that the differentiation of emotion is 27 
 
not physical, but cognitive, due to the fact that various physiological patterns may be 
common to many differing emotional states. However some signals are better than 
others for differentiating affective states, and a point which is widely agreed upon is 
that no single signal is a sufficient indicator of emotional response (Picard, 1997a). 
  INFERRING AND DESCRIBING EMOTIONS  2.5
Affective states are internal and involve cognitive processes and are therefore not 
directly accessible to anyone other than the one experiencing them. Therefore it is 
only the observable functions of the affective state that may be used for the process of 
inference. This is where the value of non-verbal means of communication, such as 
physiological measures, becomes more apparent. Prominent methods for inferring 
affective state include self-report measures, observation by a third party and 
physiological measurement. 
2.5.1  Self-report 
A number of measures of affect have been developed and used in research on mood 
and emotion; many of these share similar features but also have differences in the way 
that the responses are formatted, the way in which tests are conducted and other 
variations in the descriptive terminology applied. Many of the most prominent 
affective measures involve presenting lists of adjectives to the subjects, and obtaining 
a rating on a 4 or 5 point scale as to how appropriate or strong these particular 
emotions are (for example MAACL (Zuckerman & Lubin, 1965) , POMS (McNair, 1971) 
or PANAS (Watson, Clark, & Tellegan, 1988)). Depending on the test in use, the 28 
 
questions may refer to the current day, previous week or general overall emotional 
state. 
Other measures attempt to gauge the specific dimensions of affect. For example, the 
Activation-Deactivation Adjective Checklist (AD-ACL) (Thayer, 1986) is used to measure 
fluctuations in activation and arousal. The AD-ACL correlates highly with physiological 
changes, can detect changes in activation and predicts individual difference variables. 
More recently developed, the Current Mood Questionnaire (CMQ) (Yik, Russell, & 
Feldman-Barrett, 1999) is a complex instrument that uses multiple response formats 
for several dimensions of affect. Mood is assessed through several means: 1.) Simple 
adjectives rated on 5 point Likert scale, 2.) More complex mood statements rated 
using an agree/disagree format and 3.) Trait like descriptions rated on a 4 point scale.  
Although the CMQ is generally considered to be internally consistent and reliable, the 
results are less than satisfactory for the arousal or activation dimension. These 
problems are not unique to the CMQ and it has proven more difficult to create good 
measures of this dimension in other measuring instruments (Watson & Vaidya, 2003). 
Overall, since CMQ is a rather time intensive method, it is not often used as a practical 
affect measuring instrument. 
The use of self-report as an affect measuring approach creates some specific 
challenges. In particular, since the subjects are being relied upon for their input, the 
success of the measurement depends on them being firstly aware of their own internal 
affective experiences and secondly to be able to accurately express these within the 29 
 
constraints of the assessment tool in use. The quality of self-report will be directly 
related to the ability of the subjects to accurately identify feelings, and the 
experimenter’s ability to ask the right questions, at the right time and in the best 
manner (Levenson, 1988). Due to the subjective nature of these judgments it can be 
argued that there is a considerable risk of error, even unintentional, when using the 
self-report method. Self-report measures are indeed subject to both random and 
systematic measurement errors (Coan & Allen, 2007). 
To make the dimensional approach more functional and accessibly to diverse 
audiences, a visual rather than a verbal response measure was developed (Bradley & 
Lang, 1994). The Self-Assessment Manikin (SAM) presents a language independent, 
pictorial means to record emotional response. 
The SAM uses three sets of images which correspond to the three dimensions of 
valence, arousal and dominance (Bradley & Lang, 1994). For pleasure, SAM ranges 
from smiling happy figure to frowning unhappy figure; for arousal, SAM ranges from 
sleepy with eyes closed to excited with eyes open. The dominance scale shows SAM 
ranging from a very small figure to a very large figure representing an in-control or 
dominant feeling. 
Russell and Mehrabian (1977) compiled a list of 135 emotion adjectives which were 
scored for arousal and pleasure dimensions by means of a verbal analysis. These scores 
were  subsequently compared against SAM by Morris (1995), who found that there 30 
 
were strong correlations of 0.93 for pleasure and 0.93 for arousal and 0.66 for 
dominance.  
Other research has considered the theory that different dimensions of affect may be 
independent from one another instead of on bipolar scales (Feldman-Barrett & Russel, 
1998). In fact, a commonly used scale, the PANAS produces independent scores for 
positive and negative affect (Watson, et al., 1988). Feldman-Barrett and Russel 
concluded that when random and systematic errors are controlled, that the two 
principal axes are bipolar in nature and are almost fully independent of one another.  
2.5.2  Observation 
The use of observations to infer the emotional state of an individual stems largely from 
the work of Ekman and Friesen who theorized a relationship between particular facial 
configurations and the underlying “basic” emotions present (Ekman & Friesen, 1978). 
Ekman, a proponent of the discrete emotions view, developed this theory further to 
derive lists of facial expressions that would be used as markers for these emotions 
(Ekman, et al., 1982). Tomkins (1962) provided a theoretical rationale for studying the 
face, and demonstrated that careful choice of the facial affects being studied can yield 
high agreement of judgments between observers. He greatly influenced Ekman, and 
helped to plan the initial cross-cultural studies of facial expressions of emotion. 
Ekman, Friesen and Tomkins’  (1971) Facial Affect Scoring Technique (FAST) specified 
what they believed to be the distinctive components of six universal affect expressions. 
This was based on previous research and was highly theoretical in nature. FAST could 31 
 
not be used to determine whether any facial actions other than those originally 
specified are relevant to emotion. Furthermore there are additional methodological 
problems inherent in such a theory driven approach. Izard (1979) developed the facial 
expression scoring manual (FESM) which follows the same general approach and 
largely suffers from the same limitations. 
Ekman and Friesen’s (1978) Facial Action Coding System (FACS) is a general purpose 
system and was designed to measure all facial activity and not just actions related to 
emotion. However FACS is slow to learn and use and requires slow motion viewing of 
facial actions (Ekman & Oster, 1979). It is therefore often infeasible for real-time 
coding. A further issue with all measures of emotions which use observations is that of 
independent validation – a common approach is to ask subjects to report their feelings 
(retrospectively) and see whether the facial expressions differ from those expected, 
this technique brings with it the issues that are associated with the use of self-report 
as an assessment tool. 
In addition to the facial expressions associated with normal face to face 
communication between humans, there are also a large number of gestures and other 
bodily movements which may convey affective information. During conversation, the 
head is in almost constant motion. This is particularly true during speaking turns 
(Hadar, 1983). Head nods and shakes can indicate approval, disagreement, attention, 
thought or many other emotions depending on context (and cultural norms). The 
incorporation of head movements into virtual agents has also been shown to improve 
human-computer interaction and progress has been made towards the development 32 
 
of a domain-independent model of speakers head movements suitable for 
communication of affective information (Jina, Prendinger, Neviarouskaya, & Marsella, 
2009). 
2.5.3  Psychophysiology 
Researchers have become increasingly aware that a critical component of emotion is 
physiological activity. According to some theories, if there is no physiological reaction 
there is no emotion (e.g. Schachter & Singer, 1962). Often a multi-modal approach is 
taken, with the view that emotion involves a complex pattern of responses, in which 
physiology plays a role. This view is by no means a recent development; William James 
(1890) speculated that patterns of physiological response could be used to recognize 
emotion.  It is theorized that every psychological event or affective state has some 
physiological referent (Cacioppo & Tassinary, 1990), therefore the issue is not so much 
of whether or not a physiological signal is present, but rather which aspects of emotion 
may be inferred from this signal.  
The earliest means of detecting changes in physiology was by direct observation, an 
ear placed to the chest to listen to changes in breathing, or heart rate. Specialized 
devices for physiological measurement began to appear in the 20th century and these 
have become increasingly accurate and complex with time. 
There are vast arrays of physiological expressions which may be suitable for inferring 
affective state; these range from easily measurable expressions such as muscle 
movement or breathing rate, to more subtle measures such as neural activation of 33 
 
muscles, brain activity, skin conductance and other cardiovascular measures. Due to 
the finer grained level of information available, the dimensional view of emotions is 
generally used when dealing with psychophysiological information (Nacke & Lindley, 
2009). There is empirical data linking particular patterns of physiological response to 
specific affective states, however results are mixed, and in some cases inconclusive 
(Cacioppo & Tassinary, 1990).  
Physiological sensors commonly detect activity from three areas of the nervous 
system: the Central Nervous System (CNS), the Somatic Nervous System (SNS) and the 
Autonomic Nervous System (ANS). The CNS includes the brain and spinal chord, the 
SNS is responsible for muscular control and the ANS controls the major organs and 
glands in the body.  Since a person has little control over the expression of 
physiological signals, this particular source of data has the potential to be more reliable 
than other means of inferring affect such as self-report measures (Conati, 2002). 
Physiological indicators are known to be sensitive to mental events such as positive 
and negative emotions, changes in workload and cognitive engagement (Cacioppo, 
Tassinary, & Berntson, 2007). The use of physiological measures as subtle non-verbal 
indicators of affective state has several advantages. They may be obtained without 
interrupting the participant from their task or disturbing their concentration, and the 
method does not rely on a (subjective) memory of the experience (Prendinger, Mori, & 
Ishizuka, 2005). Furthermore, indirect or self-report measures of affect have been 
shown to have some amount of method bias (Diener, Smith, & Fujita, 1995) which may 
cause certain emotional states to be over or under reported by the participants. As 34 
 
physiological responses are involuntary and often very sensitive, the effect of 
deception on the part of the participant is also negligible (Allanson, 2000). Finally, as 
technology advances, physiological sensors may be suitable for incorporating into 
existing physical interfaces to ensure a more natural interaction which the user need 
not be constantly aware of. 
  CONCLUSION  2.6
This chapter has reviewed research in key areas in the field of emotion that are 
relevant to the research described in this thesis as well as the broader field of affective 
computing. The chapter has considered the role of affect in everyday behaviour and 
cognitive processes, as well as some of the means by which emotional states may be 
inferred and described. The following chapter builds upon this and introduces 
computers into this interaction model. Various aspects of affective human-computer 
interaction are discussed with emphasis on the applications in a learning environment. 
This understanding is later revisited and used as the basis for the subsequent 
development of tools and methods for affective computing which form some of the 
contributions of this research. 
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CHAPTER 3.  LITERATURE REVIEW: AFFECTIVE 
HUMAN-COMPUTER INTERACTION 
  INTRODUCTION  3.1
This chapter builds upon the discussion of the role of emotion in Chapter 2 and 
presents an overview of the tools and concepts that are central to affective human-
computer interaction along with a review of the relevant previous research in affective 
computing. Firstly, there is a discussion of the various physiological measures of affect 
that may be utilized, followed by a review of the commonly used hardware platforms 
in current research. Particular attention is paid to the electrodermal and heart rate 
measures that will be revisited later in the thesis. Next, there is a discussion of diverse 
areas in which affective computing applications have been successfully deployed, 
followed by a review of the research on affective tutoring systems (ATS) that have 
been developed. The latter section is more detailed as it is relevant to the construction 
and evaluation of an ATS described later in Chapters 7 and 8 of this thesis. 
  MONITORING PHYSIOLOGICAL PROCESSES  3.2
There is a vast array of physiological expression that accompanies changes in affective 
state. This section builds upon the high level discussion of psychophysiology in Chapter 
2 by providing an overview of the various types of physiological indicators that are 
commonly used for inference of affective state. In each case, relevant research is cited 
to illustrate the results and the applicability of these findings to future affective 
computing systems. 36 
 
The acquisition of physiological data most often starts with electrodes placed on the 
skin. The skin may be prepared by the experimenter by cleaning or roughening the 
contact area. Next, a metal electrode is attached with the aid of an adhesive collar or 
Velcro strap. Often conductive pastes or gels are used to improve the electrical contact 
between the skin and the electrode. 
From the electrodes, electrical signals pass through the leads to the measuring 
equipment – high gain amplifiers and filters may be employed to boost the weak signal 
and “clean up” any interference that may be picked up during the measurement 
process. The types of measurement being made generally dictate the site where the 
electrodes are attached – cognitive activity might be measured on the scalp or via 
facial muscle movement on the brow or corners of the mouth. Skin conductivity may 
be measured on the fingertips or palm. Many sensors measure biopotentials – 
biological electrical signals transmitted by the nervous system during normal activity. 
Sensors may also use other characteristics to detect physiological processes, such as to 
detect the movement the chest during breathing or the pumping of the heart. The 
following sections review some of the more common psychophysiological measures 
and present any findings which are relevant to affective computing application 
development. 
3.2.1  The electroencephalogram 
An electroencephalogram (EEG) is a test which uses electrodes placed on the scalp to 
measure electrical activity on the surface of the brain. The input from each electrode is 
passed through a differential amplifier comparing against it a reference electrode and 37 
 
the resulting values are plotted as a trace or graph on paper or digitized and stored 
electronically for later viewing. 
EEG can be used to monitor the state of activity of the brain and different patterns can 
be used to indicate sleepiness, relaxed state or alertness. By monitoring EEG it is 
possible to measure the level of task engagement of the individual (Pope & Bogart, 
1995) or task difficulty, and also to identify lapses in attention (Makeig & Inlow, 1993). 
In an auditory detection task, Makeig and Inlow (1993) discovered a close relation 
between performance and the relative “within-subject” stability of the EEG. The results 
showed that attempts to maintain alertness resulted in concurrent minute and multi 
minute scale fluctuations in the EEG power spectrum. Prior research has also linked 
changes in vigilance with changes in the EEG spectrum, the most useful discriminator 
being what is known as beta activity (Belyavin & Wright, 1987). EEG changes related to 
the amount of information held in memory have also been studied. Results indicated 
that it is possible to discern between changes associated with task engagement and 
those related to cognitive demands (Wilson, Swain, & Ullsperger, 1999). 
3.2.2  The electromyogram 
An electromyogram (EMG) is used to record the electrical activity of muscles. When 
muscles are active, they produce an electrical current. A surface EMG is carried out by 
placing two electrodes on the skin over a particular muscle – this makes it possible to 
record the electrical activity which correlates with movement of that particular muscle. 
In clinical settings the more commonly used type of EMG is the intramuscular EMG 38 
 
which involves inserting a needle electrode into the muscle whose activity is to be 
measured. 
The signals from an EMG can be used to determine whether the muscle is moving, 
relaxed or partially contracted. Therefore EMG is useful to measure the level of 
muscular tension in an individual, which may be an indicator of affective state. 
Research has demonstrated changes in facial EMG in response to various stimuli, 
particularly in the small facial muscles (Cacioppo & Tassinary, 1990). 
Larsen, Norris and Cacioppo (2003) recorded facial EMG data over the corrugator 
supercilii (eyebrow) and zygomaticus major (cheek) muscles while participants were 
presented with a series of evocative images and sounds. Consistent with speculations 
based on known properties of the neurophysiology of the facial musculature, their 
results revealed that the balance of activity between the corrugator supercilii (which 
controls smiling) and the zygomaticus major (which controls frowning) is an indicator 
of the valence of the emotion being experienced. Changes in activity of the supercilii 
can be correlated positively with valence, and change in activity of the zygomaticus is 
correlated negatively with valence. Facial EMG is not able to discern which of the 
distinct emotions is being experienced, but is a good indicator of whether the state is 
positive or negative. 
Facial EMG has also been applied to the measurement of emotional valence during 
interactive experiences (video game play) (Hazlett, 2006). Results were consistent with 
prior findings that the zygomaticus muscle which controls smiling was more active 39 
 
during positive events, and the corrugator muscle which controls frowning was more 
active during negative events. Corrugator activity was also linked with increased 
mental effort, although in spite of this factor it is still suitable as a measure of negative 
valence and mean facial muscle activity correlates strongly with subjects’ self-reported 
ratings of valence (Lang, 1995). 
3.2.3  Heart rate  
The electrocardiogram (ECG) is a measure of the electrical activity associated with the 
contraction of the heart. Psychological and physiological events may elicit a change in 
heart rate (HR). For example if a task is challenging due to cognitive demands or time 
restrictions, the HR will generally increase (Boutcher, Nugent, McLaren, & Weltman, 
1998; Carroll, Turner, & Prasad, 1986). 
Veltman and Gaillard (1998) have shown the sensitivity of physiological measures to 
mental workload. Twelve pilots were monitored as they operated a flight simulator 
with tasks of various levels of difficulty. Out of all the measures, only HR was sensitive 
to difficulty levels in the flight simulator task.  In a similar study, Tattersall and Hockey 
(1995) found that HR of flight engineers in a cockpit simulator was elevated during the 
more generally stressful takeoff and landing phases. 
However, as bodily activities such as movement or physical exertion will also influence 
the HR, it is possible for valuable data to be obscured by outside factors. It is therefore 
common to observe other characteristics of the ECG signal to obtain more thorough 
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studies would have been compromised if the participants were performing any 
physical activity, as this would have naturally elevated the HR. A commonly used 
alternative measure is the measure of heart rate variability (HRV). HRV is derived from 
the difference in time intervals between two consecutive heart beats and this can be 
used as an indicator for stress or pre-disposition for certain medical conditions. Even 
when at rest, the ECG of a healthy individual will show periodic changes in the intervals 
between successive heart beats. This phenomenon, known as respiratory sinus 
arrhythmia (RSA), is predominantly mediated by parasympathetic activity to the heart 
(Task Force of the European Society of Cardiology, 1996).  
HRV has also been associated with mental effort in response to tasks and day to day 
activities and mental load caused by complex decision making or public speaking tasks 
has been shown to lower HRV (Mulder, 1986; Tattersall & Hockey, 1995).  It is also 
possible to further break down HRV data into certain frequency bands of interest, 
giving an even finer level of detail as these frequency bands may be associated with 
various bodily processes such as breathing or movement (Task Force of the European 
Society of Cardiology, 1996).  
Further support that HRV is a somewhat more resistant measure than HR to external 
influences such as physical condition or movement comes from a study on the effect of 
mental stress on HRV with groups of fit and unfit individuals. Participants completed a 
mental arithmetic and a reaction time task. The results showed that HRV declined from 
baseline in all groups for both arithmetic tasks and reaction time tests (Boutcher, et al., 
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heart rate reactivity to mental challenge. This is a significant observation, as it 
highlights how HRV may provide a source of affective feedback which is somewhat 
resistant to interference from external influences such as physical exertion or 
capability. 
Tattersall and Hockey (1995) monitored changes in HRV in flight engineers over three 
hour sessions in a cockpit simulator. During each session, faults and incidents 
programmed into the system had to be detected, diagnosed, and corrected. HR and 
HRV were found to be sensitive to different phases of the work environment. HRV was 
suppressed during the mentally demanding problem-solving mode of the level flight 
phase, but only in a specific frequency band. The findings support the use of HRV as a 
physiological index of mental effort, and demonstrate that viewing certain frequency 
bands in isolation may reveal insights that would not otherwise be apparent from 
simply looking at HR. 
Similar findings were obtained by Anttonen and Surakka (2005) who observed that 
HRV is also sensitive to negative emotions. Six-second long auditory, visual, and 
audiovisual emotionally negative, neutral, and positive stimuli were presented to 24 
participants and heart responses were measured. Overall HR decelerated the most in 
response to a negative stimulus as compared to other stimuli – this is in line with other 
studies. An important finding was that HR recovers more rapidly from positive 
emotions than from negative emotions. Thus the affective valence may be inferred 
from the pattern of HRV observed over time. Hoshiyama (2005) obtained similar 
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change in frequency components corresponding to positive or negative mood states 
(Hoshiyama, 2005). 
As HRV is not susceptible to many of the confounding factors associated with simpler 
measures such as basic HR or breathing, it holds promise as a reliable indicator of 
affective state. HRV has been successfully used as an indicator of mental workload and 
as a metric for assessing the positive and negative valence of an experience. 
3.2.4  Electrodermal activity  
Recording skin resistance response (or its reciprocal, the conductance) is most 
commonly done by passing a small constant current through a pair of electrodes 
placed on the skin. A voltage is induced across the skin by this process, and by 
measuring fluctuations in this voltage the electrodermal response can be determined. 
The most common sites used for placement of these electrodes are either the palm of 
the hand or the fingertips. The electrodermal response system has been closely linked 
with the psychological concepts of emotion, arousal and attention (Cacioppo, et al., 
2007). Over a century ago, Carl Jung added measurements of electrodermal activity 
(EDA) to his word-association tests in order to measure the emotional aspects of 
“hidden complexes” (Jung, 1904-1907). 
Tonic (background level) skin conductance varies with psychological arousal, rising 
sharply when the subject awakens and rising further with activity, mental effort, or 
especially stress (Woodworth & Schlosberg, 1954). Phasic (time-varying) skin 43 
 
conductance responses are wavelike increases in skin conductance that begin shortly 
after the onset of a stimulus and peak up to a few seconds later. 
EDA does not distinguish arousing positive stimuli from equally arousing, but negative, 
stimuli. Therefore if the valence of the stimulus is also of interest then other additional 
psychophysiological responses must be measured. The International Affective Picture 
System (IAPS) is a set of widely used pictures which are rated for both their arousal 
and valence producing qualities on a strongly positive to strongly negative scale (Lang, 
et al., 2008). EDA responses elicited by these stimuli have been reliably found to be 
related to the arousal dimension with responses increasing in magnitude as the arousal 
rating increased for both positively valenced and negatively valenced pictures 
(Cuthbert, Bradley, & Lang, 1996). 
EDA responds to external (emotional) stimuli such as music or images and has been 
identified to be a useful measure for computer interface evaluation (Allanson & 
Fairclough, 2004). EDA has also been linked to mental workload (Verwey & Veltman, 
1996) and there are specific areas in which EDA becomes more useful as compared to 
other measures. In particular, research suggests that EDA is influenced primarily by a 
behavioural inhibition system which responds to frustrative non reward or passive 
avoidance. Therefore EDA could be the most responsive system if research is 
examining the response to a situation which elicits anxiety but to which no active 
avoidance response can be made (Dawson, Schell, & Filion, 2007).  44 
 
  AFFECTIVE COMPUTING HARDWARE  3.3
Sensory devices used for measuring the physiological data needed for affective 
computing applications can consist of either wearable or non-wearable apparatus. The 
wearable devices are connected to both the user and the computer, generally with 
additional data acquisition hardware in place to form an interface between the sensors 
and the computer. Devices used in laboratory experiments are generally similar to 
sensors used in biomedical research and consist of electrodes, finger clips or blood 
pressure and heart rate monitors. These devices are ideal for use within the research 
domain as they are generally well tested and reliable. However, they are often large, 
obtrusive and may need special application procedures such as electrode gels, thus 
making their use infeasible outside a laboratory setting. This section provides a review 
of the most prominent affective computing hardware, and considers any limitations or 
areas that may be improved upon. 
ProComp
1 is a biofeedback data acquisition device developed by Thought 
Technologies. This platform is commonly used in affective computing research 
applications. The device can be configured to measure EDA, HR, muscle activity and 
respiration amongst other physiological signals. The device communicates to the host 
computer using a fibre-optic cable requiring the user to be situated near the 
measuring equipment.  
                                                      
1 ProComp and BioPac MP details were obtained from manufacturers specifications and were correct as 
of September 2012.The manufacturers specifications are available from the sites listed below.  
ProComp : http://www.thoughttechnology.com/ 
BioPac : http://www.biopac.com/ 
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BioPac MP is a similar device which provides a modular system for monitoring 
physiological signals. BioPac uses a data acquisition board that serves as an interface 
between the host PC and a variety of add-on amplifier modules are available for 
different physiological signals.  Both ProComp and BioPac have associated software 
available from the manufacturers for the purpose of scripting and analysing the 
physiological data being monitored. ProComp also comes with an API to allow software 
developers to directly access the data from the device in their own software 
applications. 
The ProComp and BioPac devices have been commonly used in the published 
literature. They are very well suited for a research environment as they both provide 
an established and reliable measurement environment which is ready to operate with 
a minimum of hardware setup and calibration. However, commercially produced 
hardware such as these devices is generally designed to cater for the most commonly 
used applications, and may not offer a great deal of freedom to the researcher to 
explore novel measurement techniques or processes. Furthermore, there is often no 
straightforward way to extend the functionality of a commercial system as knowledge 
of the inner workings of these closed and proprietary systems is not freely available.  
A more thorough study of the functionality supported by ProComp and BioPac devices 
for EDA and HRV measures was undertaken as part of this research, to identify any 
issues or limitations in the way these measures are implemented. EDA measures 
appeared to be relatively well implemented in both platforms, although there is little 46 
 
room for data processing outside of a few pre-set options, and the choice of electrodes 
and sensor hardware is limited to those from the original equipment manufacturer. 
HRV measurement, being a more complex task, had more differences in the 
implementation and some limitations were identified. The most significant issue with 
both platforms, is the fact that the associated HRV processing modules are required to 
function in off-line mode and in some cases require the operator to carry out extensive 
manual processing on the data before use  (BioPac Systems 2012). This renders this 
measure unsuitable for a system that aims to adapt and respond in real-time.  
Whilst this above limitation alone excludes the potential for use of these two devices 
in a real-time system, other aspects of the platforms were also evaluated. The HRV 
calculation relies on blocks of data and this block size ultimately dictates the resolution 
(and responsiveness) of the system. The ProComp unit provides a few fixed pre-sets for 
data block size such as 3, 5 or 10 minutes and nothing in between is permitted 
(Thought Technology 2010a). The BioPac technical manual indicates that other block 
sizes are available as the user is able to drag a selection box to bound the data on 
which they wish to process (BioPac Systems 2004). 
In terms of sensor hardware both devices suggest that a set of ECG chest electrodes is 
best suited for this kind of analysis. However the ProComp unit also permits a much 
less intrusive fingertip pulse sensor to be used for the purposes of collecting HR 
(variability) data (Thought Technology 2010b). Both devices are somewhat restrictive 
as the manufacturers typically provide only one or two options of sensor for each 47 
 
physiological signal, and the potential for evaluating novel form factors or sensor 
arrangements is severely impaired.   
In some cases, limitations such as these can directly lead to limitations in the results of 
studies carried out. For example, Prendinger and Ishizuka (2005) developed an 
“Empathic Companion” agent to detect and respond to users’ emotional state based 
on the physiological signals of EDA and EMG. However, as the ProComp unit used did 
not permit simultaneous recording and processing, the EDA was recorded and 
processed using two separate sets of (dissimilar) hardware, and the EMG activity was 
ultimately excluded altogether.  
A final high level concern regarding the use of commercially available biofeedback 
hardware is that of transferability. As mentioned, many of these units function well in 
a research setting although due to their often high cost and inflexible nature they may 
be less than ideal for use outside of a research environment. For any findings to 
ultimately be applied to common end user applications there must be less reliance on 
commercial hardware, and more consideration given to the whole system and how the 
various components will fit together in an open architecture. The tools and methods 
introduced later in this thesis address these issues. 
  USES OF AFFECTIVE COMPUTING APPLICATIONS   3.4
Affective computing applications have potential uses in practically any situation where 
a human-computer interaction is taking place. Technology that can recognize and even 
express affect can provide insights into human-computer (and in some cases human-48 
 
human) interactions. Measuring the stress or difficulty caused by a system may also 
allow developers to pinpoint problems, or simply to allow the system to be improved 
by being able to respond in a more natural and realistic way. Such technologies have 
been successfully implemented in very diverse environments. These include robotic 
personas (Breazeal, 2003) , wearable computers (Picard, 1997b), learning companions 
(D’Mello, Lehman, & Graesser, 2011; Sarrafzadeh, Alexander, Dadgostar, Fan, & 
Bigdeli, 2008) or games (Gilleade, Dix, & Allanson, 2005) .  
Wearable computers provide a rich and diverse ground for evaluating and 
implementing affective technologies. The close contact with the user enables easy 
communication of subtle non-verbal cues that may be valuable indicators of affective 
state. In some cases, the affect detection capabilities may even be used to improve the 
users own abilities to perceive emotions in others, and thus improve human-human 
communication. For example “expression glasses”, developed at MIT provide the 
wearer with feedback about other’s emotional expressions (Scheirer, Fernandez, & 
Picard, 1999), a technology that may improve the quality of life for those with autism 
or other disorders that impair human-human communication (Kaliouby, 2006). Existing 
devices that are in close contact with the user may also have potential to be used as 
affect sensing devices, for example a mouse may sense the user’s stress levels (Kirsch, 
1997), or a car steering wheel may sense when the user is falling asleep or identify 
lapses in attention (Gusikhin, Filev, & Rychtyckyj, 2008). The diversity and disparate 
nature of development in affective computing highlights several points. Firstly, that 
such technology is successful and adaptable to a wide range of situations with positive 
outcomes. However, given the disparate and “one-off” nature of implementations, it is 49 
 
potentially difficult to transfer findings from one particular domain to a new 
application. Secondly given that this is a new and emerging field, there is little 
evidence of “shared best practice” aside from the high level principles that have been 
established regarding inference of affective state. 
  AFFECTIVE TUTORING SYSTEMS  3.5
This section provides background to the area of affective tutoring systems and 
discusses the prominent affective tutoring applications that have been developed. The 
input mechanisms are discussed for each system as well as the domain, and finally the 
results of any empirical evaluations are reported where appropriate. 
The term “affective tutoring system” originated as long ago as 1997, when Picard  
(1997a) discussed the concept of a tutoring system that would address the affective 
state of the learner. A significant factor driving the development of such tutoring 
systems is the knowledge that up to 93 percent of all communication is non-verbal 
(Mehrabian & Russel, 1974). This has strong implications for computer mediated 
communication, given the limited range of input modalities that the computer 
interface generally possesses. Intelligent tutoring systems provide customized 
feedback or instruction to students in an attempt to emulate a human tutor and thus 
improve learning outcomes. Whilst intelligent tutoring systems remain an active area 
of research, and have experienced significant uptake there are still unsolved issues. 
One of these issues is the technical difficulty inherent in building cognitive models of 
learners and facilitating human-like communications (Reeves, 1998). It is still widely 
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that they are still less successful than an actual human tutor. The difference in learning 
performance between ideal one-to-one tutoring conditions and other methods is 
known as the 2 Sigma problem (Bloom, 1984).  
Lepper and Chabay (1988) found that : 
Expert human tutors devote at least as much time and attention to the achievement of 
affective and emotional goals in tutoring, as they do to the achievement of the sorts of 
cognitive and informational goals that dominant and characterize traditional computer 
based tutors. (p. 242)  
Given the apparent link between cognition and affect, it may be argued that for an 
intelligent tutoring system to emulate a human tutor successfully there should be 
some consideration of affective processes during learning. Indeed, negative affective 
states of learners can negatively influence their attitudes and behaviors and result in 
long-term negative learning outcomes (Falout, Elwood, & Hood, 2009). The inability of 
current intelligent tutoring systems to cater for the role of emotion in learning may to 
some extent explain the 2 Sigma problem in the context of computer based learning. 
Research has demonstrated that it is possible for a computer interface to relieve 
negative feelings such as frustration by providing a timely and supportive response to 
the user (Klein, Moon, & Picard, 2002) and other researchers have reached similar 
conclusions in research on the use of animated agents (Prendinger, Dohi, Wang, 
Mayer, & Ishizuka, 2004) or tutoring systems (Sarrafzadeh, et al., 2008). It is therefore 
hoped that the incorporation of affective components into e-learning development 51 
 
may directly lead to improved pedagogical outcomes. The remainder of this section 
will review the prominent affective tutoring applications that have been developed. 
 AutoTutor is an intelligent tutoring system that interacts with learners using natural 
language and helps them to construct explanations in simulation environments 
(Graesser, McDaniel, & Jackson, 2007). Advances in affect detection and response have 
also been made using this intelligent tutoring system (D’Mello et al., 2008). The 
current version of AutoTutor detects the learner’s affective state using physiological 
and facial expression analysis and conversational cues. AutoTutor focuses on a model 
of learner’s emotions that includes emotions such as boredom, engagement, confusion 
or delight. The responses given by the tutoring system are designed to regulate the 
occurrence of any negative emotions in the learner. Initial results indicated that the 
affective tutor improved learning (as compared to a non-affective implementation of 
AutoTutor), particularly for low domain knowledge learners (D’Mello, et al., 2011). 
Other projects have examined the prediction of emotions using conversational cues as 
opposed to physiological data. A successful example involving use of dialogue features 
is ITSPOKE (Litman & Silliman, 2004). ITSPOKE is a spoken dialogue system that uses 
the Why2-Atlas physics tutoring system as its back-end (VanLehn et al., 2002). The 
student begins by typing in a natural language answer to a physics problem, after 
which the ITSPOKE system engages the student in a spoken dialogue to elicit more 
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In another project involving ITSPOKE, Litman and Forbes-Riley (2004) used dialogue 
features to predict human emotion in computer-human tutoring dialogues, and to 
provide the ability for the software to detect uncertainty on the part of the learner and 
respond to address this. Although no significant differences were observed in metrics 
of student performance, the automated emotion prediction did outperform the 
baseline in all cases. It was, however, not as successful as emotion prediction by a 
human. They did establish the utility of using acoustic and lexical features to infer 
emotion, and this may be beneficial for applications which utilize this means of 
interaction. Although there is a fundamental limitation in terms of applicability in that 
only a small fraction of computing applications utilize natural language or spoken 
dialogue for interaction. A novel way of inferring students’ motivation was considered 
in a later study, in which ‘cohesion’ between students’ and tutors’ dialogue was 
measured and used as an indicator. Cohesion in this context refers to the repetition of 
an exact word or word stem, or the use of two words with similar meanings. It was 
hypothesized that this cohesion may indicate increased motivation. Results confirmed 
that dialogue cohesion is indeed correlated with changes in student motivation. This 
may be a valuable direction for future research as it is a very non-intrusive measure. 
Research is ongoing to refine this metric, as well as to make it more sensitive to the 
educational domain (Ward, Litman, & Eskenazi, 2011). 
Conati (2002) developed a probabilistic model to monitor the users’ emotions and 
engagement during their interaction with educational games. The model incorporates 
aspects of user interface input and physiological markers to estimate their emotional 
state. The dependencies between emotional states and possible causes are based on a 53 
 
cognitive model of emotions (Ortony, et al., 1990). The model relies on a dynamic 
decision network to utilize indirect indicators of the user’s emotional state. The goal of 
the research was that the model may be used by pedagogic agents to guide the timing 
and type of interactions that will occur with the user. To evaluate this model, the 
Prime Climb educational game developed at the University of British Columbia was 
used as a test bed. The game helps students to learn number factorization with a two 
player climbing game in which players must solve factorization problems to progress.  
The original game has a pedagogical agent which provides hints when prompted. The 
affective version of this game utilizes a model of learner’s affect to guide the actions of 
the agent and also to select the appropriate affective expression to display. When 
tested with Year 6, 7 and 8 students the authors found a significant difference in test 
scores between the affective and non-affective groups for the younger students, but 
did not observe significant results with the older Year 7 and 8 students. They 
attributed this partly to a ceiling effect found whereby the older students had already 
mastered the topic, but further investigation is needed to establish the causes (Conati 
& Zhao, 2004). These results are promising, given that the inference of learners affect 
in this model is probabilistic and based on the student’s progress in the game – using a 
more direct measure of the learner’s affect would very likely yield a better 
classification rate and potentially better outcomes. 
Woolf, Burelson and Arroyo (2007) have developed several methods to evaluate 
students’ emotion using facial expression, skin conductance, posture and mouse 
pressure, using Bayesian networks, not unlike the models proposed by Conati (2002). A 
number of experiments were carried out to recognize and respond to emotions in a 54 
 
learning context. In one study, an on screen agent interacted with the learner when 
frustration was detected. The agent responded to frustration with empathetic or task-
support dialogue. Results demonstrated that students became more motivated after 
receiving the feedback. In a similar study by Johns and Woolf (2006), machine learning 
was used to estimate the student’s engagement using measures for student 
proficiency, motivation, evidence of motivation and student’s response to a problem. 
Their software used a measure of the student’s engagement to predict the probability 
of a correct student response with up to 75% accuracy and showed that 
disengagement negatively correlates with performance gain. In a further study Beal, 
Arroyo, Woolf, Murray and Walles (2004) modeled student affective characteristics 
using a mathematics tutor to guide the actions of the software in terms of interaction 
and hints given.  It is worth noting that the student proficiency level was modeled as a 
static variable in this study, possibly making the findings more applicable to on-task 
performance evaluation rather than learning, as in the latter, one would expect that 
learner proficiency would change during the session. These studies have also been 
conducted outside a traditional lab environment and moved into a classroom setting 
with the use of wearable (physiological) affect sensors used during mathematics 
classes with results supporting the feasibility of emotion detection in a real-world 
classroom (Arroyo et al., 2009). 
Easy with Eve is an affect sensitive mathematics tutor developed by the Next 
Generation Tutoring Systems project (Alexander, Sarrafzadeh, & Hill, 2006; 
Sarrafzadeh, et al., 2008) at Massey University in New Zealand. Affect recognition is 
performed by video analysis to capture facial expression and gesture information from 55 
 
the user. The facial expression analysis builds upon the work of Ekman and Friesen’s 
(1978) facial action coding system where various “basic” emotions are described in 
terms of their facial movements. Facial features are extracted from the video input and 
a fuzzy facial expression classifier separates these into seven affective states. The 
inferences made about the user’s affective state from this data are then utilized in a 
case based reasoning approach to dictate responses and behaviors of the animated on 
screen agent “Eve”. The case based reasoning is reported to be slow due to the large 
amounts of data being processed; however the authors identified that future work 
could address this issue should the necessity arise (Sarrafzadeh, et al., 2008). The 
development and subsequent evaluation of Easy with Eve demonstrates the feasibility 
of creating an emotion-sensitive tutoring system. The results from an evaluation of this 
software indicates that the use of the affect sensitive tutoring system may lead to an 
increase in motivation and perception of learning gains (Alexander, 2007) – findings 
which are promising and demonstrate the role of affective computing in creating more 
natural and intuitive tutoring experiences. 
Edu-Affe-Mikey is an affective tutoring system that features an animated agent 
tutoring in the domain of medicine. Affect inference is done by processing input from 
the keyboard and microphone. Human experts were consulted to develop a list of 
events which signify changes in the learner’s emotional state. The occurrence of these 
events is detected, and a simple weighted average method is used to select the most 
likely emotional state which would result from such a combination of events. This 
information is then used to select one of the pre-programmed responses presented by 
the on screen animated agent (Alepis, Virvou, & Kabassi, 2008). This software has been 56 
 
refined over time and subjected to evaluation with medical students and instructors. 
The evaluation concerned qualitative aspects of usability and usefulness of the 
application. Unfortunately, no control condition was evaluated in the study so it is not 
possible to directly assess the benefits of the affective enhancements, however results 
indicate that the majority of the students rated the system highly for both usefulness 
(5/5) and user friendliness (4/5) (Alepis & Virvou, 2011). 
Prendinger, Dohi, Wang, Mayer and Ishizuka (2004) have developed a system called an 
Empathic Companion: an animated interface agent that detects and responds to the 
user’s affective state. The software uses physiological signals of skin conductance and 
muscle movement to infer the emotional state in terms of its component dimensions. 
The agent is intended to address the user’s emotional state by showing concern in the 
form of empathic behavior. As one of the aims is to make the interaction as natural as 
possible, this affect recognition process is done in real-time while the user is 
interacting with the computer. The software application is presented in the context of 
a job-application interview scenario, where the affective agent responds to emotions 
elicited by the interview process. This physiological data is not constantly processed; 
rather it is made available when interface events request it, for example at the end of 
each interview question. A Bayesian network is employed to decide the most likely 
emotional state based on the input data set and to select from a number of pre-
defined animation sequences to be presented by the Microsoft Agent based on screen 
character. The study carried out using the Empathic Companion had some limitations. 
Firstly, due to technical limitations of the ProComp physiological data acquisition 
hardware it was not possible to record and process the physiological data 57 
 
simultaneously. A workaround was put in place with a second set of (non-identical) 
hardware. This technical limitation also meant that muscle movement sensing was not 
possible in the study, and this was substituted for with a more basic measure of heart 
rate. These issues with the hardware and implementation of the experimental setup 
could to some extent explain the lack of statistically significant results from the study. 
However, the authors also make a strong point that the nature of the interview task 
may not induce the kinds of emotions that can be measured by this method. The 
authors suggest that the Empathic Companion would be more suitable for use in 
computer based education.  
  CONCLUSION  3.6
This chapter has reviewed areas of affective human-computer interaction relevant to 
the research described in this thesis. The chapter presented a summary of the 
physiological measures and commercial hardware which may be used to infer affective 
state, with particular emphasis on those measures which will later be revisited in this 
thesis.  Next, there was a discussion of the broad areas in which affective computing 
applications have been successfully used, followed by a detailed review of the research 
on ATS. This review demonstrates the synthesis of all of the functional components 
described earlier into working applications which possess insight into the user’s 
affective state. The successes of existing ATS demonstrate the viability of this stream of 
development and hold promise for future research.  
The following chapter brings together the knowledge of affective processes and 
physiology, and describes the development of an open affective platform. This 58 
 
hardware environment addresses the limitations identified within the commercially 
available physiological measurement platforms and provides a robust test-bed in 
which future studies may be conducted.  
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CHAPTER 4.  DEVELOPMENT OF AN OPEN AFFECTIVE 
PLATFORM 
  INTRODUCTION  4.1
This chapter details the development of the affective platform that was used for 
physiological measurement in all of the research described in this thesis. The 
background is first presented, followed by a broad overview of the development 
objectives and the justification for the choice of physiological measures. Finally, the 
two physiological sensors are considered in detail in terms of the hardware, software 
and output data that they create.  
  BACKGROUND  4.2
One of the ongoing aims of this research is to investigate novel physiological measures 
and methods to discern information about the user’s affective state. To this end, a 
physiological measurement platform consisting of a physical hardware interface (to the 
user) and associated software processing tools was developed. A flexible and iterative 
development process was adopted which enabled the physiological signal processing 
environment to be fully customised and not restricted by the bounds of “off-the-shelf” 
biofeedback devices. The developed system is suitable for empirical studies involving 
physiological data and as an evaluation test bed for affective computing applications. 
Having full control over the measurement tools ensured that there was no need for 
any workarounds to circumvent hardware limitations, such as those discussed in 
Chapter 3.3.  60 
 
  DEVELOPMENT OF MEASUREMENT PLATFORM  4.3
To support future studies on affective computing it was desirable to be able to relate 
physiological data to the various activities that the participants are performing. 
Therefore it was imperative that the physiological measurement platform had 
provisions for accurate timekeeping and associated analysis. LabVIEW is a graphical 
programming environment that is widely used in both industry and research, and has 
emerged as the standard for data acquisition software (Travis & Kring, 2007). LabVIEW 
supports many modes of data acquisition and provides functionality for advanced 
signal processing and manipulation. The use of this environment made it possible to 
combine both physiological data acquisition and signal processing into one application 
running on a single machine to eliminate any potential timing or data synchronization 
issues. 
Two physiological sensors were developed in this implementation, with the intention 
of inferring the dimensions of arousal and valence of the participant’s emotion as per 
the circumplex model of affect (Russell, 1980). Given the vast number of potential 
areas of biofeedback, the selection of physiological signals to monitor was constrained 
by the intended future applications of the work. Firstly, one of the strengths of 
physiological measures of affect is the natural and objective way that data can be 
obtained, generally without interrupting or distracting the user from the task they are 
carrying out. Therefore the sensors should be both unobtrusive and not hinder normal 
operation of the computer. As it is desirable that future affective interfaces should 
potentially be invisible to the user, additional consideration was given to choose 61 
 
sensors that hold the possibility of later integration into existing hardware, such as the 
keyboard or mouse. 
Secondly, as noted in Chapter 3.3, many affective applications predominantly rely on 
commercially available biofeedback equipment. This may limit the applicability of 
findings to those with similar resources. Therefore an attempt was made to minimize 
the use of specialized or costly biofeedback equipment and to utilize more generic 
analogue to digital conversion hardware for data acquisition. An approach to limiting 
the extent (and subsequent cost) of equipment is to perform as much of the work in 
software as possible. Thus physical hardware built was kept to a minimum to facilitate 
transference to new applications and environments. 
  PHYSIOLOGICAL MEASURES  4.4
Electrodermal activity (EDA) is an established indicator of emotional arousal (Cacioppo, 
et al., 2007), and fulfills the criteria of being unobtrusive, simple and low cost to 
implement. EDA measurement simply requires skin contact, with little in the way of 
hardware or software.  Tonic (background level) skin conductance varies with 
psychological arousal, rising sharply when the subject awakens and rising further with 
activity, mental effort, or especially stress (Woodworth & Schlosberg, 1954). Thus an 
EDA sensor was developed to provide data to infer arousal.  
Heart rate (HR) based measures may be used as an indicator of emotional valence. 
These are commonly measured using an electrocardiogram using electrodes on the 
chest or a chest strap. This is quite an intrusive means of physiological measurement 62 
 
and this detracts from its usefulness, especially for an affective computing application 
(D’Mello, 2008). However, this source of information has been successfully used in 
several studies. HR based measures commonly include basic descriptive data such as 
instantaneous, minimum and maximum HR and patterns of change. An issue 
associated with HR based measures is that HR is influenced by many outside factors in 
addition to affective state. Yannakakis, Hallam and Lund (2008) identified frequency 
domain analysis of heart rate variability (HRV) as a more suitable approach that may 
provide more information than the basic HR related measures. As noted in Chapter 
3.2.3 this form of analysis makes it possible to observe specific frequency bands which 
correspond to certain underlying processes; for example to discern between 
physiological changes due to physical exertion as opposed to affective state. 
It was decided to address both of these points with the development of a novel 
photoplethysmogram (PPG) based sensor and associated signal processing software. 
The PPG sensor is a typically only a few mm across and utilizes reflected light to infer 
measurements. This is the most unobtrusive form of sensor, and requires only skin 
contact to operate. Output from this sensor may then be analyzed in software to 
perform the frequency domain analysis of HRV as mentioned above as a potential 
indicator of emotional valence. 
The following sections detail the two physiological sensors in terms of four areas. First 
the nomenclature and measurement terms and units are explained, this is followed by 
a discussion of the hardware and software environment used to acquire the raw 63 
 
physiological data. The final section covers how this raw data is processed to extract 
features of interest and subsequently output it. 
4.4.1  Electrodermal activity sensor 
As previously discussed, the EDA signal is an indicator of skin conductivity and can be 
measured via a pair of electrodes. EDA tends to increase when a person is startled or 
experiences anxiety and is generally considered to be a good measure of a person’s 
overall level of arousal (Cacioppo, et al., 2007). 
4.4.1.1  Nomenclature 
Conductance is usually measured in “Siemens” (S) units. As the conductivity of the skin 
is very small, values are usually given in micro Siemens (µS). In measuring skin 
conductance, there are two types of distinguishable features, phasic and tonic ones. A 
tonic value is a pattern of EDA that shows a certain amount of continuity over time. 
The tonic component of skin conductance is called the skin conductance level (SCL). 
This can be thought of as a “baseline” indication of the person’s overall arousal, and 
this gradually changes with time. Phasic skin conductance is the type that shows 
changes in a short time frame, often as a response toward a specific stimulus. If a 
stimulus elicits a response, the skin conductance rises for a certain time period and 
then returns back to the normal (SCL) level. This is called a skin conductance response 
(SCR). Sometimes, even if no stimulus is presented there are variations in the skin 
conductance, these are called nonspecific skin conductance responses (NS-SCR) 
(Martin & Venables, 1980). 64 
 
4.4.1.2  Hardware 
EDA sensing requires a steady current to be passed between the two electrodes, and 
any fluctuations to be amplified to produce a clear output waveform.  As the signals 
being measured are very small, silver-silver chloride electrodes have been identified as 
being suitable for this purpose as these do not polarize when current is passed through 
them (Venables & Christie, 1980).  The design of the EDA sensor hardware described in 
this thesis is an “instrumentation amplifier” design used in many high-gain operational 
amplifiers. A regulated voltage is applied across the finger electrodes which form one 
arm of a Wheatstone bridge. Any variations in skin conductance result in a measurable 
change in the output voltage of the bridge. 
A Wheatstone bridge is an arrangement of four resistors which is used to precisely 
determine an unknown resistance when the other three are known. The physical 
arrangement of the components in the Wheatstone bridge is illustrated in Figure 4-1. 
In this figure G1 is the conductance of the resistor in series with the finger electrodes, 
G2 is the conductance of the resistor in series with G3 adjacent to the voltage source 
and G3 is the conductance of the resistor in series with G2 adjacent to ground.  
 
Figure 4-1: Arrangement of Wheatstone bridge components 65 
 
 
The outputs of the bridge are fed through a pair of voltage followers to buffer the 
output and produce a cleaner signal; this is then amplified to boost the signal to 
suitable levels for the data acquisition equipment to pick up. This architecture is 
illustrated below in Figure 4-2. Any remaining processing and logging is done in 
software.  The EDA amplification circuit has been housed in a metal casing and cabling 
was shielded wherever possible to reduce the electromagnetic interference induced 
from power lines or nearby equipment which may introduce errors in the output 
waveform.  
 
Figure 4-2:  Block diagram of EDA sensor 
 
Initial tests of the hardware revealed an unacceptably high level of noise, to the extent 
that the signal was being obscured to an unusable level. The source of the noise was 
narrowed down to switching noise generated by the AC-DC power supply in use. This 
was replaced with a rechargeable Ni-Cd DC battery pack to ensure a stable DC current. 
A test with the actual sensor using a fixed resistance in the place of finger electrodes 
showed a stable output with high accuracy of +/- 2mV which is several orders of 
magnitude smaller than the signals being observed. 66 
 
A further observation during initial testing was that the output of skin conductance 
values was nonlinear at electrode voltages higher than 1V. Therefore the electrodes 
were operated with a voltage of 0.5V to keep the results consistent. A survey of 
published recommendations for electrodermal measurements confirmed that 0.5V is 
the most suitable voltage to implement (Boucsein, 1992; Fowles, 1981; Venables & 
Christie, 1980). 
4.4.1.3  Software 
Data was sampled from the hardware sensors using a National Instruments NI-9215 16 
bit data acquisition device using LabVIEW development system software. Sampling was 
carried out at 1,000 samples per second (1 KHz) for initial processing, and this was 
later down sampled as the low frequency signals being measured did not call for such a 
high sample rate. The main software tasks were to acquire this signal and to “clean” up 
the input signal with filters before committing it to storage. During development of the 
software component, data from initial test runs was studied to evaluate the quality of 
the data acquisition and physiological recording.  
Pilot tests run with this equipment still showed a noisy and erratic signal even though 
the hardware was well shielded. Signal analysis demonstrated that most of this noise 
was in a specific frequency band, with a strong component of 50-60Hz AC “hum” 
induced from nearby power lines. A low pass filter was then developed to attenuate 
this noise. Since the baseline voltage from the sensor was the only feature of interest, 
a third order Butterworth low pass filter was implemented with a cut off frequency of 
4Hz. This yielded a favourable output wave form which would be useful for logging and 67 
 
analysis. Given that the data of interest was slow changing (sub 4Hz frequency), the 1 
KHz sample rate would produce more data points than required for future analysis, 
therefore sample compression was used to reduce the number of data points before 
logging these values to a text file on disk. The down sampled rate of 50 samples per 
second was still higher than strictly required but in the interests of maintaining a high 
resolution “picture” of the input data for future analysis, this sample rate was selected 
as the soft limit, and a provision was made in software to enable the operator to easily 
adjust the sample rate should the need arise at run time. The main functional software 
components are illustrated in Figure 4-3. 
 
Figure 4-3: EDA sensor software functional components 
 
4.4.1.4  Processing and output 
The software created a visual output which was suitable for calibration and real-time 
monitoring, as well as a text based log file (termed “Raw EDA Log” in the above Figure 
4-3). Graphical output consisted of a real-time display of the sensor output as well as a 
timeline plot to display trends over a user specified time period. The visual display was 68 
 
invaluable when setting up the equipment and also when developing the filtering 
mechanisms for noise and error rejection. Figure 4-4 below shows a screen capture of 
the EDA sensor output running a sample data set. 
 
Figure 4-4: Sample EDA plot 
 
The output streamed to file consisted of a series of timestamps and the 5 data points 
that were taken since the previous output timestamp. Output log files were written in 
a human-readable comma separated value (CSV) format as displayed in Figure 4-5. 
 
Figure 4-5: Sample EDA log file 69 
 
 
The CSV format was adopted as it is both human readable and importable into third 
party software if desired. It was essential to choose a flexible data format to allow data 
to be processed by a variety of application software in future studies and to cater for 
any need to log additional information from the software environment. Graphical 
output was also provided to plot the signal over an extended period. This made it 
possible to visually identify any areas of interest within the data or any possible errors 
caused by movement of the sensors. 
As the relation between the bridge output and the unknown resistance is well 
understood and described by circuit laws (Paul, 2001), it is possible to translate the 
“Raw EDA Log” output into actual skin conductance values. The relation between “Raw 
EDA Log” values and skin conductance is described by the formula given below. 
           (
  
     
 
  
     
)                
Application of this formula enables the sensor output to be converted into an actual 
value for skin conductance in either real-time or offline modes depending on 
implementation requirements. 
4.4.2  Photoplethysmogram 
The PPG provides a measurement of arterial blood flow, inferred from light absorption 
rather than electrical activity. In a clinical environment, a common application of this 
technique is to measure blood oxygenation using a pulse oximeter.  This works by 70 
 
comparing the ratio of light absorption at two different wavelengths. For the purposes 
of this research, data about blood oxygenation was not required. Instead the desired 
output was a clear waveform corresponding to the blood flow under the sensor. 
Furthermore, in order to make the device as unobtrusive as possible, a reflectance 
configuration was used whereby the light is measured as it reflects off the skin rather 
than passing through. This enabled the construction of a sensor which required contact 
only on the fingertip. The output waveform from this sensor follows the flow of blood 
in the fingertip, and peaks and troughs correspond to the heart beats. From this output 
waveform post-processing was carried out to extract the HR and HRV. 
4.4.2.1  Nomenclature 
The PPG produces a sinusoidal waveform output which corresponds to the light 
absorbance of blood flowing beneath the sensor. Within this waveform are several 
peaks, the strongest of which is generally labelled P. This peak may simply be thought 
of as a representation of one heart beat. For the purposes of calculating HRV this peak 
may be used in the same way as the main (R) peak of an electrocardiogram (Selvaraj, 
Jaryal, Santhosh, Deepak, & Anand, 2008). As the PPG peak is being used as an 
analogue for the electrocardiogram peak, the remainder of this thesis will continue to 
refer to R to remain consistent with the published literature as this traditionally refers 
to electrocardiogram data (Task Force of the European Society of Cardiology, 1996). 
Figure 4-6 shows a sample PPG output with two R peaks labeled. 71 
 
 
Figure 4-6: R peaks in a PPG output 
 
The R peak is used to calculate descriptive statistics regarding heart activity. The 
number of R peaks in a minute provides the heart rate (in beats per minute). For HRV 
the interval between successive beats is measured, this is termed the RR interval.  
HRV is expressed in terms of the power spectral density function (PSD), this gives an 
absolute value of power (variability) in units of milliseconds squared. PSD simply 
indicates the distribution of signal power in the frequency domain. Therefore the total 
HRV is equal to the total power given by the PSD function, and may be considered 
analogous to the variance of the RR intervals. However, using the PSD function to 
observe variability allows a finer level of understanding of the underlying factors 
contributing to the changes in HR. This is done by decomposing the PSD result into 
certain frequency bands of interest.  
4.4.2.2  Hardware 
For this PPG implementation, the reflectance method was adopted in which the light 
source and receiver are positioned in the same plane. The main advantage of this 
being that a single flat surface sensor may be physically positioned in a multitude of 72 
 
ways. It has already been demonstrated that the reflectance method may be used to 
gather sufficiently accurate data to infer frequency domain information such as 
breathing rate (Johnston & Mendelson, 2004) or HRV (Johnston & Mendelson, 2005) 
and it is therefore a suitable approach to implement. 
The complexity of the sensor hardware was deliberately minimized where appropriate 
and the majority of the work was done in software. The sensor was based around a 
Vishay TCRT1000 reflective optical sensor with transistor output (Vishay 
Semiconductors, 2009). The TCRT1000 has a compact construction in which the 
emitting light source and the detector are arranged in the same direction to sense the 
presence of an object using the reflective infra-red beam from the object. A regulated 
12V supply is fed to the light emitter portion of the TCRT1000, reflected infra-red light 
is picked up by the detector and the output is switched by the variations in this light 
source. 
The operating wavelength is 950nm and the detector consists of a photo transistor. 
This rendered it suitable to be used as a PPG as the light level (and thus the voltage 
output by the phototransistor) changes as the blood is pumped by the heart. A block 
diagram of the main functional hardware components is given in Figure 4-7. 73 
 
 
Figure 4-7: Block diagram of PPG sensor 
 
4.4.2.3  Software 
The output voltage supplied by the TCRT1000 provides the input into the National 
Instruments NI9215 data acquisition device. Data is sampled at 1 KHz and the resulting 
waveform is conditioned to make it suitable for analysis. The first step was to remove 
noise and interference from nearby mains power lines. As the signal of interest is a 
periodic signal corresponding to a human HR it was appropriate to use a band pass 
filter and reject all signals that lie outside a specific range of frequencies. A second 
order Butterworth infinite impulse response filter was implemented with a lower cut 
off frequency of 0.7Hz and an upper cut off frequency of 5Hz. This yielded a clean 
signal suitable for logging and later analysis. 
The resulting signal is a sinusoidal waveform with peaks corresponding to heart beat 
events. Figure 4-8 shows a graphical representation of the signal that the PPG acquired 
from a subject’s fingertip during piloting. 74 
 
 
Figure 4-8: Sample PPG output 
 
As the timing of heart beats is the primary data of interest, a peak detection 
mechanism was implemented to be triggered whenever an R peak occurred in the 
waveform. To make the peak detection more robust against noise, any peaks which 
lasted for under a threshold of 3ms were excluded. Each time the peak detector was 
triggered, a timestamp was taken from the computer’s internal millisecond timer. This 
was compared to the timestamp taken when the software was first run to generate a 
list of the points (in seconds) when heart beats occurred. From this point on, the array 
of heart beat timestamps could be used to perform any future calculations without 
having to process the input waveform any further. This had the dual benefit of 
increasing processing speed (as real-time signal processing tasks are very CPU 
intensive), whilst also allowing the raw data to be logged to file unaltered for future 
analysis and study. 75 
 
As a PPG can be somewhat sensitive to movement or false readings, steps were taken 
to improve the reliability of the peak detection routine. Initial results from piloting the 
equipment indicated that errors were not being introduced by inaccuracies in the 
measurement but rather when one beat was picked up twice by the peak detection 
algorithm. This was easy to flag in the data set as the RR interval would be 10 to 20 
times smaller than previous values and could easily be “trimmed” by software 
processing. 
To address this potential issue, a feedback loop was created in which descriptive 
information about the history of HR data acquired during the session is used as an 
input to the peak detection routine – this allows the routine to anticipate the expected 
range of input readings, and reject any spurious readings which do not fall in this 
range. These “HR Statistics” were created by first averaging the last 10 RR intervals, 
after trimming outliers that were over 50% higher or lower than the previous reading. 
This result was then used to calculate a heuristic upper and lower bound for the 
anticipated realistic fluctuations in the input data set. Analysis of actual data sets from 
pilot testing indicated that beat to beat changes in RR interval were generally of small 
magnitude of only a few percent. Therefore the heuristic upper and lower bounds 
were set at 35% higher and lower than the average HR as recorded over 10 previous 
beats.  
As this cutoff value is several orders of magnitude greater than the range of normal HR 
variations, it does not introduce the risk of excluding any real data; however it is still 
sensitive enough to pick up the errors. Implementation of this feedback loop into the 76 
 
peak detection routine enabled it to discard any values outside the expected range 
from the data set. To validate this further, detailed logs were kept by the software 
during its normal operation. These revealed that in most of the trials, the automatic 
trimming feedback loop was not triggered at all, indicating that the measurement 
technique was already quite sound. In the few cases where the trimming feedback 
loop was triggered, the errors did not make their way into the final data set.  
The resulting array of RR interval data is then streamed to a disk file for later re-use by 
routines to derive HRV or other statistical data. This processing may be carried out off-
line or in real-time depending on the configuration of the software. An overview of the 
functional software components is detailed in Figure 4-9. 
 
Figure 4-9: PPG software functional components 77 
 
4.4.2.4  Processing and outputs 
Output data from the PPG (termed “Raw HR Log”, in Figure 4-9) consists of a list of 
time values (in seconds) at which R peaks were detected. This data may be subjected 
to various types of manipulation to derive features of interest. The manipulation of the 
output data may be divided into time and frequency domain processing methods and 
these are discussed in the following sections. 
Time domain processing  
The simplest measures are time domain measures in which either the heart rate or the 
intervals between successive beats (known as the RR interval) are determined. Basic 
time domain values can then be calculated including the mean RR interval, mean heart 
rate and variance. Statistical measures can also be determined from these recordings. 
HR was calculated using a moving average technique, similar to many commercially 
available pulse oximeters. As the instantaneous heart rate calculated from a single 
beat (current RR interval / 60) often proves to be erratic and subject to rapid 
fluctuations, the moving average technique results in a more robust measure. This is at 
the expense of some response time, as any sudden changes in heart rate will not be 
apparent until they have persisted for long enough to influence the running average 
being displayed.  
Another basic measure of variance is the standard deviation of the RR intervals, that is, 
the square root of variance. Since variance is mathematically equal to total power of 78 
 
spectral analysis, this measure reflects all the components responsible for variability in 
the period of recording (Task Force of the European Society of Cardiology, 1996).  
Frequency domain processing 
Akselrod, Gordon, Ubel and Shannon (1981) introduced power spectral analysis of HRV 
to quantitatively examine various components contributing to cardiovascular control. 
PSD analysis gives information about how power (or variance) is distributed as a 
function of frequency. This makes it possible to observe how the variance is being 
exhibited in certain frequency bands making it possible to discriminate between 
variance from different causes, such as rate of breathing, or exertion, or mental effort  
(Task Force of the European Society of Cardiology, 1996). A block diagram of the steps 
involved in converting the Raw HR Log output from the sensor into a value for HRV is 
given in Figure 4-10. 79 
 
 
Figure 4-10: Frequency domain processing of HR 
 
The first step is to interpolate the data, to obtain a data set that is evenly spaced in the 
time domain. The Raw HR Log contains an array of RR intervals, this is an unevenly 
sampled plot with samples occurring whenever a heartbeat event occurs, and is 
unsuitable for frequency domain analysis. To make frequency domain analysis 
possible, this data was transformed into an evenly sampled time series by resampling 
and interpolation using the cubic spline method. This yielded a continuous signal as a 
function of time which is suitable for mathematical analysis of frequency components 
such as the Fast Fourier Transform (FFT). The sampling frequency (of interpolation) is 
deliberately kept sufficiently high so that the Nyquist frequency of the spectrum is not 
within the frequency range of interest.  80 
 
Figure 4-11 demonstrates the effect of interpolation on a sample plot consisting of 10 
heart beat intervals. It can be seen from leftmost graph, that the plot of RR intervals is 
sparse and consists of unevenly spaced data points that correspond to when heart 
beats occurred (i.e. at 0.6, 1.1, 1.7, 2.3 seconds into the recording). By resampling at 
evenly spaced points (e.g. 0.1, 0.2, 0.3, 0.4 seconds) and using the spline method to 
interpolate between these values, the plot may be transformed into the smooth curve 
seen in the rightmost graph. Data in this form is then suitable for spectral analysis, 
including the FFT and PSD functions. 
 
Figure 4-11: Interpolation of RR intervals 
 
The next step is to window this input data to obtain a subset of the recording that will 
be used for the subsequent analysis. As the total variance increases with the length of 
analyzed recording (Saul, Albrecht, Berger, & Cohen, 1987), this step is essential to 
ensure that the readings taken at different points are comparable. The window size (or 
sampling period) is adjustable in software, however a default setting of 100 seconds 
was used in this implementation. 81 
 
As the subset of data being extracted will later be used for spectral analysis via FFT and 
PSD calculations, it is essential that a suitable windowing technique is employed. The 
FFT transform assumes that the data set provided is periodic in nature, and the 
endpoints of the waveform may be interpreted as though they are connected together 
(National Instruments, 2011). If the input waveform is truncated, then this 
discontinuity would cause spectral leakage whereby the edge effects of the truncated 
waveform would be evident in the power spectrum. This effect is minimized by the use 
of a windowing function. In this implementation, a Hanning window (Blackman & 
Tukey, 1959) was used. This will make the endpoints of the waveform meet and 
therefore result in a continuous waveform without sharp transitions. This waveform 
may then be passed directly to the PSD function with no further pre-processing. 
The output of the PSD function is commonly viewed in several specific frequency 
bands; these correspond to activity in various branches of the autonomic nervous 
system. A list of commonly used frequency domain measures (Task Force of the 
European Society of Cardiology, 1996) is detailed in Table 4-1. 
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  Table 4-1: Frequency domain measures of HRV  
Variables  Units  Descriptions 
Very low frequency (VLF)    ms
2  Power from 0–0.04 Hz. 
Low frequency (LF)    ms
2  Power from 0.04–0.15 Hz. 
High frequency (HF)  ms
2  Power from 0.15–0.4 Hz. 
LF normalized units  n.u.  LF/(Total Power–VLF)*100. 
HF normalized units  n.u.  HF/(Total Power–VLF)*100. 
LF/HF Ratio     LF [ms
2]/HF [ms
2]. 
 
As can be seen in the above table, the LF and HF components may also be represented 
in normalized units; this minimizes the influence of changes in total variance on the 
values of LF and HF.  When spectral components are expressed in absolute units, the 
changes in total variance influence LF and HF in the same direction and obscure any 
changes in the fractional distribution. For example, the effect of certain drugs reduces 
both LF and HF components. Because of the reduction in total power, LF appears to be 
unchanged if considered in absolute units. However normalization makes this change 
more apparent (Malliani, Paganini, & Lombardi, 1991). Thus the provision was made in 
the software to produce normalized values wherever possible in addition to the other 
components.  
Frequency domain analysis has the advantage of observing activity in specific areas as 
opposed to viewing the total variance in the sample. Thus, it is also somewhat resistant 
against being influenced by errors outside the frequency band of interest. For example, 83 
 
initial tests demonstrated that the sampling artifacts introduced by noise or by false 
readings had a large impact on the VLF component of the spectral analysis (simply 
because the artifacts were uncommon but large in magnitude). However, the 
normalized low frequency score which was being observed proved to be quite robust 
against the potential errors as it was not affected by changes in the VLF component. 
  CONCLUSION  4.5
This chapter has discussed the development of the physiological measurement 
platform for the research described in this thesis. The discussion began with an 
introduction to the nomenclature and terms used, and this continued with discussion 
of the hardware constructed for the two physiological sensors, the software 
environment used to process the raw data and finally the format and structure of the 
output data. A greater emphasis was placed on the discussion of the software and 
outputs, as this reflects the software based nature of the solution, and this is where 
many of the new developments and refinements were carried out. The research 
described in this chapter has yielded an open affective platform. This hardware and 
software based solution provides the ability to infer users’ affective responses from 
physiological signals. This is accomplished without the need for any proprietary or 
commercial tools and is intended to be broadly applicable and accessible for future 
development. 
The next step in the research was to establish the suitability of the developed 
physiological measurement tools in their intended role as indicators of affective 
valence and arousal. The following chapter details an empirical study in which the 84 
 
physiological measurement platform was implemented and used to evaluate whether 
changes in affective arousal and valence could be discerned successfully.  85 
 
CHAPTER 5.  EVALUATION OF THE AFFECTIVE 
PLATFORM  
  INTRODUCTION  5.1
The development of an open affective platform for detecting and processing 
physiological signals was discussed in Chapter 4. This approach made it possible to 
investigate various combinations of both physical interface (sensor attachment to 
user) and signal processing (extraction of useful features from the raw data) without 
any findings being constrained to a specific, off the shelf, biofeedback device.  
The next step in achieving the research aims was to empirically evaluate whether the 
chosen two physiological sensors provided sufficient data to infer the component 
dimensions of participants’ affective valence and arousal during a variety of computer 
based tasks. This would make it possible to determine their suitability for subsequent 
implementation both to achieve the final aim of the research described in this thesis 
and in future affective computing developments.  
This chapter discusses the aims, propositions, methodology, and results of the two 
tests undertaken to evaluate the utility of the physiological measures. The research 
aims are first discussed followed by details of the methodology and choice of 
approach. There is then a detailed description of the tasks used in the study, 
participant selection and the research environment. The chapter continues with a 
discussion of the data collected from each of the two physiological sensors and results 
of the evaluation of the affective platform. 86 
 
  RESEARCH AIMS  5.2
The most widely used dimensional view of emotion is based on Russell’s (1980) 
circumplex model  in which emotions are situated in a circular arrangement 
representing valence and arousal. This dimensional view makes it possible to describe 
and compare different affective states based on these component dimensions. 
The aim of the study described in this chapter was to evaluate the utility of the two 
physiological measures implemented in the affective platform. To this end, two tests 
were conducted. The first test evaluated the utility of using electrodermal activity 
(EDA) as an indicator of affective arousal; the second evaluated the utility of using 
heart rate variability (HRV) as an indicator of positive or negative valence. 
EDA is an established measure of arousal, however prior research using EDA has 
involved very severe stimuli such as loud startling sounds (Cuthbert, et al., 1996) or 
measured participants’ deliberate expression of emotions (Ekman, Levenson, & 
Friesen, 1983). Whilst these demonstrate the physiological effects clearly, it is 
somewhat unrealistic to expect a computer interface to create such a strong impact on 
the user. The first aim of the study was to evaluate whether the EDA sensor and signal 
processing software in the current implementation was sufficiently sensitive to 
differentiate between the most subtle stimuli. This led to the proposition that: 
P1: Electrodermal activity will be measurably higher when participants experience 
greater affective arousal. 87 
 
HRV has been used as a metric for assessing the positive and negative valence of 
experiences (Anttonen & Surakka, 2005),  however it is a somewhat under-explored 
physiological measure, possibly due to the limitations of commercially produced 
hardware as discussed in Chapter 3.3. Power spectrum analysis of HRV has shown that 
there is a distinct change in frequency components corresponding to positive or 
negative mood states (Hoshiyama, 2005). Thus it can be anticipated that the HRV in 
the relevant frequency bands will decrease if the participants experience negative 
affect. The current implementation used a novel arrangement of light based sensor 
and software that can process short data sets thus enabling a more real-time response 
to changes in heart rate variability. It was theorized that this new architecture would 
be sensitive and robust enough to detect HRV changes in response to affective 
valence. The second aim of the study was to evaluate whether the HRV sensor and 
signal processing software was sufficiently sensitive to respond to the participants 
affective valence. This led to the proposition that: 
P2: Heart rate variability will be measurably lower when participants experience 
negatively valenced affective states. 
  METHOD  5.3
To evaluate these propositions, data was gathered during a laboratory study in which 
participants’ physiological responses were monitored during activities designed to 
induce changes in their underlying affective state. Two tests were conducted to 
empirically evaluate whether the physiological measurement platform was able to 
interpret the arousal and valence dimensions of the user’s affective state. Test 1 88 
 
evaluated the utility of using EDA to measure affective arousal. Test 2 evaluated the 
utility of using HRV to measure affective valence. During both tests, the affective 
platform was used to collect physiological data which was then aligned with the 
sequence of experimental tasks to observe the effect on the physiological responses 
exhibited by the participants. 
5.3.1  Development of experimental tasks 
In order to elicit changes in affective arousal and valence appropriate for evaluating 
the physiological measuring platform in Tests 1 and 2 respectively, tasks were 
developed for use in the sessions. This section discusses the development of the 
experimental tasks undertaken by the participants in the study. 
A major goal of this study was for the results to be applicable both to further studies 
within this thesis as well as for subsequent affective computing applications. Two 
criteria were required to be met to support this goal during the development of the 
experimental task and materials. Firstly, the tasks should not be tied to a specific 
problem domain and should be suitable for a wide range of participants. Secondly, the 
measuring equipment must be sufficiently unobtrusive so as not to distract the 
participants or hinder their normal operation of the computer.  
5.3.1.1  Task used to evaluate measurement of affective arousal 
EDA was used as an indicator for affective arousal. This was measured while the 
participants viewed images with evocative content that had been previously rated 
strongly in terms of the affective arousal component. 89 
 
The International Affective Picture System (IAPS) (Lang, et al., 2008) provides a set of 
normative emotional stimuli for experimental investigations of emotion and attention. 
The IAPS technical manual contains ratings of these images in terms of their 
component arousal and valence, facilitating comparison of results across studies (Lang, 
et al., 2008). This image set was chosen because of its prior validation in order to 
increase the validity of the study. In addition to being widely used, research also 
indicates that affective responses to these images are generalizable across various 
populations with no significant cross cultural variance (Coan & Allen, 2007).  
The image set is very large and only a subset of images was chosen.  Three criteria 
were applied when choosing the subset of images: 
1.  Existing normative ratings included in the IAPS technical manual must 
indicate a medium-strong emotional response to the image. 
2.  The image set must include a sample of high and low arousal images to 
enable comparison. 
3.  Images which may be considered excessively disturbing or offensive to the 
participants must be excluded. 
The third criterion resulted in a large number of the images being excluded from the 
shortlist. Generally images which were rated the highest on the arousal scale were also 
the same strongly negative images that would be likely to offend or upset participants. 
These included scenes of war, mutilation or violence, and were excluded on the 
research ethics grounds that the study should not include any tasks or materials that 
may be upsetting to the participants. A subset of 30 images was identified as suitable 90 
 
for use, and of these, 14 were used in the study. Images were grouped into two blocks 
of 7 images: a low arousal block and a high arousal block.  A table containing the list of 
images used in this study is presented in Appendix B. 
5.3.1.2  Task to evaluate measurement of affective valence 
HRV was used as an indicator of affective valence. This was measured while 
participants carried out a task considered likely to have an impact on their affective 
valence component. This task was chosen to closely replicate the affect that a student 
may experience during a learning task to contribute to the high level research aim of 
ultimately developing affective e-learning software. 
In order to mimic a realistic learning session, it was desirable to stimulate cognitive 
effort on the part of the participant. Thus, a series of mathematics questions was used 
to elicit cognitive effort whilst negative valence was elicited by introducing time 
constraints on the participants.  
The Australian Council for Educational Research (2002) short clerical test contains a 
test of basic arithmetic skills. The test begins with very basic operations with limited 
number of operands (e.g. 4+7=?) and grows increasingly harder to cover larger 
operands and more complex operations such as long division. Thus, all participants 
would be expected to experience some degree of challenge as they progress through 
the questions.  91 
 
Whilst the questions required low to moderate skill, the valence of the user’s affective 
state could be influenced by outside factors. To induce a negative affective experience, 
participants were subjected to time constraints.  They were instructed that they would 
have five minutes to complete the whole test, a task which would be very challenging 
given that the test contained 60 questions in total. Figure 5-1 shows sample questions 
from the test. 
 
Figure 5-1: Short clerical test sample questions 
 
5.3.2  Participants 
The participants for this study were a convenience sample of staff and students from 
two Australian Universities. The only selection criteria was that participants must be in 
good overall health, over the age of 18 and not be under the influence of any 
medication or drugs (including caffeine) which may impact their physiological state. 
Participants were provided with an information letter so that they would fully 
understand the requirements before committing to taking part.  A copy of this letter is 
provided in Appendix C. 
Convenience sampling was appropriate, as the affective platform is able to self-
calibrate for each user, to accommodate their individual range of physiological 92 
 
expressions. Furthermore, subsequent data analysis employed a within-subjects 
model, thus controlling the effect of individual differences. 
Prior to commencement of the recruiting process, ethics approval was sought and 
obtained from the Murdoch University Human Research Ethics Committee. The current 
study was reviewed and approved with permit number 2009/004. A copy of the permit 
renewal letter is provided in Appendix D. 
5.3.3  Data collection session 
Separate sessions were carried out for each participant. Data for both the affective 
arousal test (Test 1) and the affective valence test (Test 2) was collected in a single 
session. These were carried out in a quiet laboratory with only the participant and 
researcher present to minimize any distractions. The sessions consisted of three main 
parts. The sequence of steps for each session and details of the activities undertaken in 
the sessions are presented below in Table 5-1. 
Table 5-1: Activities undertaken during affective platform evaluation session 
Part  Activities  Approx. duration 
      1 
 
Introduce study and obtain participant’s consent. 
Collect baseline physiological data. 
15 min 
 
2 
 
Test 1: To evaluate measurement of affective arousal. 
 
15 min 
 
3  
 
Test 2: To evaluate measurement of affective valence. 
 
15 min 
 
 
Prior to commencement of the tests, participants were introduced to the study and 
asked to sign a consent form (see Appendix E), after which the detailed study 93 
 
procedure was discussed. The physiological measuring equipment to be used in the 
session was attached and this was running during the explanation of the procedures. 
This served the purpose of collecting baseline data for the self-calibration of the 
equipment as the participants were in a relatively relaxed state as the actual computer 
tasks for the evaluation had not begun. Attaching the equipment at the start also 
allowed a few minutes for the electrode gel to stabilize with the skin so that the EDA 
measurements will be consistent over the duration of the session (Venables & Christie, 
1980). After this, the physiological measuring equipment was left running for the 
duration of the session and output was written to log files for later processing. 
Test 1 involved the presentation of 14 images selected from the IAPS image set (Lang, 
et al., 2008). This was a passive viewing task where each image was presented for a 20 
second period whilst the EDA response was recorded. The image set was comprised of 
a low arousal block and a high arousal block. Each block contained seven images with a 
one minute break in between the two blocks. The rationale for using IAPS images and 
the particular subset of images chosen was discussed in detail in Chapter 5.3.1. All 
participants received the same treatment in this part of the study. 
On completion of this test, participants were offered a short break if they wished 
before continuing to the final part of the session. Test 2 was a more interactive task 
and a degree of cognitive effort was required from the participants for them to solve 
the mathematical reasoning exercises.  The task for this consisted of a paper based 
mathematics skills test. There were 60 short questions which were answered on the 
question paper while HRV was recorded. Participants were informed that they had 94 
 
only five minutes to complete the entire set of questions – this was to induce negative 
affect in the participants. The materials used were identical so that any observed 
differences could not be attributed to the materials but rather the conditions under 
which they were presented. To further examine the impact of negative states on heart 
rate variability, a randomly chosen subset of participants was reminded toward the 
end of the session that they had exactly two minutes remaining in which to complete 
the tasks.  
5.3.4  Pilot 
Piloting was carried out with five participants; the data logs from these sessions were 
processed manually to determine firstly if the equipment was functioning as intended, 
and also to provide insight into how to automate this processing at a later point. 
Feedback from the piloting phase was a valuable tool as the analysis of actual data sets 
made it possible to determine the best technique for error detection and to ensure 
that the equipment was functioning well before proceeding with the study on a larger 
scale. 
EDA data for Test 1 revealed a series of very high and very close peaks in the data sets, 
these were identified to be caused by movement of the electrodes, and are  known as 
“Ebbecke” waves (Ebbecke, 1921). By careful electrode positioning, combined with 
thorough testing before the start of each session, this source of error was virtually 
eliminated. 95 
 
HRV data for Test 2 was calculated during the pilot using the power spectral density 
method described in Chapter 4.4.2. This was observed to be working as intended and 
no modifications were made. However it was noted that the photoplethysmogram 
sensor was sensitive to movement, and future data collection sessions were preceded 
by a more thorough test to ensure that the sensor was operating as intended and 
attached securely. 
5.3.5  Data Processing 
During both tests, the physiological sensors were saving data continuously to log files 
for later processing. Due to the large volumes of data recorded for each session, some 
post-processing was necessary to enable comparison across data sets. Software was 
written to automate this processing and ensure that the outputs were reliable and 
comparable across subjects.  Since a real-world implementation of the affective 
platform would require data processing to be fully automated, the development of the 
software tools also provided insight into how to automate these tasks at a later date. 
EDA data which had been sampled at the rate of 10 times per second was averaged 
over the period of interest. For Test 1 in the study, this yielded one value of EDA for 
the first group of images, and another value for the second group of images.  Three 
data points were thus recorded for this test. These data points correspond to the 
“Baseline before task begins” (T1BASE), “Neutral/Low arousal” (T1NEUTRAL) and “High 
arousal” (T1HIGH). 96 
 
HRV data was processed to perform frequency domain analysis to view the normalized 
power in the low frequency band. This was done over a 100 second window at three 
points in the test. For Test 2, these corresponded to “Baseline before task begins” 
(T2BASE), “Start of task” (T2START), and “Almost end of task” (T2END).  
  RESULTS AND DISCUSSION  5.4
A total of 38 participants took part in the study. The sample consisted of 21 female and 
17 male participants. All participants received the same introductory discussion and 
explanation of the study at the start of the session.  
It has previously been noted that physiological responses of different participants may 
be subject to individual differences (Picard, 1997a) and it was desirable to minimize 
the potential impact of this variation.  To accomplish this, the data points being 
considered were comparisons of the same subjects under different conditions and 
within-subjects tests were utilized to evaluate the findings. An advantage of this 
approach is that individual differences in the subjects’ overall levels of the measures 
are controlled. As the subjects were compared against their own results under 
different conditions, each subject served as his or her own control and this increased 
the statistical power of the design. 
5.4.1  Is it possible to discern affective arousal via electrodermal activity? 
It was proposed that EDA would be a sufficient indicator of the participants’ overall 
level of arousal as measured during the presentation of various stimuli. This would be 
confirmed if the EDA value recorded during the neutral arousal image block (T1 NEUTRAL) 97 
 
was higher than the baseline value (T1BASE). Similarly, the high arousal image block 
T1HIGH should have elicited a response that was higher still. 
The EDA data collected did not meet the assumption of normality required for 
parametric tests to be conducted, thus a non-parametric Friedman test was conducted 
to test if there were any significant differences between the three data points.  
There was a statistically significant difference in EDA depending on the type of stimulus 
that was being presented to the participant: χ
2(2) = 13.26, p = 0.001. Post-hoc analysis 
with Wilcoxon Signed-Rank Tests was conducted with a Bonferroni correction applied, 
resulting in a significance level set at p < 0.017. Median (IQR) EDA levels for T1BASE, 
T1NEUTRAL, and T1HIGH were 7.66, 7.76 and 7.69 respectively.  
 There were significant differences between the T1BASE and T1 NEUTRAL conditions (Z = -
4.62, p < 0.001) and between the T1BASE and T1HIGH conditions (Z = -2.57, p = 0.01). 
However, there was no statistically significant difference in EDA between the T1NEUTRAL 
and T1HIGH conditions (Z = -0.59, p = 0.57). 
These results confirmed the proposition that EDA would be measurably higher when 
participants experienced greater affective arousal. This is demonstrated by the 
significant effect on EDA when image presentation commenced. 
However, there was no significant difference observed between the neutral (T1NEUTRAL) 
stimulus and the high arousal (T1HIGH) stimulus. One explanation for this is that a 
passive viewing task of this nature may not engage the participants sufficiently to elicit 98 
 
a measurably stronger response. This is not an unexpected result as prior studies 
measuring EDA have utilized much stronger stimuli such as loud (95db) auditory startle 
tones (Cuthbert, et al., 1996) or sounds and images with very strong emotional content 
including mutilated bodies or accidents (Larsen, et al., 2003). In order to minimize the 
potential negative impact on the participants, images were quite conservatively 
chosen from the IAPS image pool.  
Raw log files of the EDA were examined to better understand the factors that may 
have contributed to this result. Further analysis of the EDA logs over the test indicated 
that the equipment had sufficient resolution to detect a measurable response for each 
individual image within the block.  A sample of an EDA plot recorded during from a 
participant during the test is shown in Figure 5-2 below. This provided some insights 
into the pattern of physiological expressions of the participants.  
 
Figure 5-2: EDA plot during image viewing task 
 
In Figure 5-2 three points have been marked on the plot for clarification. The first large 
peak corresponds to the onset of the low arousal block; each image was presented 15 
seconds apart and there are several large responses corresponding to the separate 
images. After this block there was a break between the image sets during which the 99 
 
user was presented with a blank screen. It can be seen that the EDA gradually returns 
to its baseline value. After this, the second (high arousal) image set began. The peaks 
in EDA plot are very prominent and it can be visually discerned that these peaks 
appear to have more magnitude than with the previous set. 
This analysis revealed another explanation for the results in the form of a habituation 
effect exhibited by participants in their responses to toward the tasks. The first image 
in each set elicits the strongest response, and as successive images are presented, the 
participant becomes used to them, exhibiting successively weaker and weaker 
responses. The relative magnitude of this effect could well have been increased by the 
fact that the images presented generally produced quite a weak response. This implies 
that the overall response (and thus the results at the data points being evaluated) may 
have been somewhat dampened by the rapidly changing stimulus being presented. In 
a real world scenario the same measuring techniques and protocols may be more 
suitable for measuring stimuli that are less fast-paced so as to not cause a habituation 
effect. 
Overall, the effectiveness of this means of biofeedback has been established by the 
strong (p<.001) difference observed between the baseline and the onset of stimulus 
presentation. It was therefore concluded that EDA is a feasible and suitable measure to 
implement in future, and that there is potential for refinement in light of the findings 
of this study.  100 
 
5.4.2  Is it possible to discern affective valence via heart rate variability? 
Test 2 evaluated the proposition that HRV would be a sufficient indicator of affective 
valence, and that this would be seen when the participants experienced negative 
affect during the tasks. This would be confirmed if the HRV recorded during the tasks 
(T2 START) was higher than the baseline value (T2BASE).  
As the HRV data collected did not conform to the normal distribution, a non-
parametric Wilcoxon rank sum test was utilized to evaluate the findings.  HRV was 
significantly lower during the test (Mdn=0.36) than the baseline value (Mdn=0.95), 
Z=5.33, p<0.01. This confirmed the proposition that HRV responds measurably to 
changes in affective state.  
As mentioned in Chapter 5.3.3, to further examine the sensitivity of this measure a 
subset of 18 participants was reminded toward the end of the session that they had 
exactly two minutes remaining in which to complete the tasks. It was proposed that 
the HRV measure would be sufficiently sensitive to detect a response to the 
heightened negative affect experienced by these participants at the end of the session. 
To evaluate this, the data points T2START and T2END were compared. The proposition 
would be confirmed if there were significant differences between T2START and T2END 
only for the participants that experienced stronger negative affect. 
As above, Wilcoxon rank sum tests were carried out to compare the differences 
between T2START and T2END for the participants who had been reminded to finish their 
test quickly, and the participants who were not given this notice. The proposition was 101 
 
confirmed – the 18 participants who were reminded to finish their test showed 
statistically significantly lower HRV at the end of the test (Mdn=0.25) as compared to 
at the start of the task (Mdn=0.55), Z=-2.94, p<0.01. 
On the other hand, the 20 participants who were not reminded to finish their test did 
not exhibit any significant differences in HRV at the end of the test (Mdn=0.24) as 
compared to HRV at the start of the test (Mdn=0.31), Z=-0.49, p=0.63.  
These findings confirm that HRV is a suitable indicator for affective valence, and that it 
is feasible to implement this measure in an automated affect sensing system. The 
sensitivity of this measure has also been demonstrated in that it is capable of 
differentiating between different levels of the same measure. This is a valuable finding 
as power spectral density methods for evaluating HRV appear to be under-utilized in 
affective computing applications, even though they have the potential to bring near 
real-time precision to the detection of affective valence.  
  CONCLUSION  5.5
The first high level research aim of this thesis described in Chapter 1 was to “develop 
the necessary tools to investigate novel physiological measures for use as indicators of 
affective state and conduct an empirical study to establish the utility of these 
physiological measures”. Chapter 4 described the development and implementation of 
novel physiological sensing tools and this chapter evaluated the suitability of the tools 
to detect the physiological changes associated with changes in the affective state of 102 
 
the user. The results from this evaluation have confirmed the viability of using EDA and 
HRV as indicators of affective arousal and valence respectively.  
The following chapter discusses the architecture of affective computing applications 
and considers how the affective platform developed in this research may be viewed as 
one functional component within this architecture. Some of the issues potentially 
hindering widespread development of affective applications are brought up, and a new 
model is introduced. This model describes the structure of an affective computing 
application in terms of its high-level, logical components. 
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CHAPTER 6.  THE AFFECTIVE STACK MODEL 
  INTRODUCTION  6.1
This chapter addresses some of the issues hindering widespread development of 
affective applications and presents a component based model to support affective 
application development. A further new concept is introduced: that of retrospectively 
adding affect support into an existing piece of software, and this is made possible by 
the methodology and approach described. This chapter describes the development 
and evaluation of the Affective Stack Model. The discussion is structured in terms of 
problem awareness, suggestions, development, evaluation and conclusion. 
  BACKGROUND  6.2
Human-computer interaction is generally both explicit (via traditional input 
mechanisms such as the keyboard) and unidirectional. This means that whilst there are 
numerous ways in which the computer may provide rich and multi-modal information 
to the user, the user possesses a very limited means of communicating information 
such as his or her affective status to the (usually desktop) computer (Hettinger, 
Branco, Encarnacao, & Bonato, 2003). For affective computing to be successful, this 
disparity in communication must be reduced by enabling implicit and bidirectional 
communication.  Additional input modalities created apart from the traditional 
keyboard and mouse, such as the physiological computing approach, are intended to 
support this goal (Serbedzija & Fairclough, 2009). 104 
 
McMillan, Egglestone and Anderson (1995) suggested that a different interaction 
paradigm is required for sensor based human-computer interaction (e.g. affective 
feedback from a new input modality) to the traditional and widely adopted 
electromechanical based human-computer interaction.  Unfortunately, there has been 
little systematic exploration how this type of sensor based interaction is best utilized in 
applications such as affective computing (Allanson, 2000). Affective computing 
applications are often built in the same way as more traditional applications, with the 
affective functionality inserted into the program architecture wherever the developer 
considers it appropriate.   
Consequently, it could be argued that the current trend for ad-hoc development in 
affective computing is hampering progress. Allanson and Fairclough (2004) noted that 
research in the area was disparate and uneven, and it seems that little progress has 
been made since then. One goal that has been identified in the literature is that of 
“device-independence” – any successful solution to the issue must be capable of 
abstracting over multiple physiological sensing devices which may have different 
outputs, manufacturers and operating requirements. 
Affective computer interface components also need to deal with many different types 
of data (all with different characteristics and requirements for processing). This often 
presents a complex signal processing task, which involves a number of stages from 
extraction of the raw signal to analysis and transformation of the data into a computer 
input with well understood parameters. For this reason it may be necessary to add a 105 
 
layer of signal processing between the intelligent sensors and the interface to limit the 
complexity of the interaction techniques (Allanson, 2000). 
  PROBLEM: THE AD-HOC NATURE OF AFFECTIVE  6.3
APPLICATIONS 
Affective computing applications often diverge from one another on a seemingly 
fundamental level. As seen in Chapter 3.4, the areas in which affective computing 
applications have been developed are very diverse with little tying them together. In 
terms of implementation, there is also a wide array of hardware and software in use. 
Design and implementation decisions may be based on ease of use, familiarity with a 
particular hardware or software environment or simply cost. In other instances, if the 
goal is to explore novel approaches to signal processing then new tools may be 
developed during the course of the research. Software in particular is often quite 
unique so at this level too there is naturally a huge amount of variation due to the 
differing preferences, skills and goals of the developers. 
Within the application, there is also room for a lot of variation in the way the 
interpretation and classification of affective states is done. The  interplay between 
complex emotions is not fully understood and many divergent  theories exist  (Ortony, 
et al., 1990; Roseman & Smith, 2001). Some software may utilize the concept of a few 
basic component emotions (Alexander, et al., 2006), others may attempt to directly 
map non-verbal cues to specific named emotions (Picard, 1997a), or adopt the 
dimensional view of emotions and attempt to plot the most likely emotional state in 
terms of its components of arousal and valence (Prendinger, et al., 2005).  106 
 
In a hypothetical situation, if a reliable emotion classifier was available, then the 
question of what particular emotional states signify is still by no means clear. 
Researchers such as Kort, et al. (2001) have developed theoretical models linking 
learning and emotions; whilst these show promise, they are still theoretical models 
and the means to reliably test them are not yet available. 
It becomes apparent that the one commonality amongst affective computing 
applications is the extent to which developments are unique and tied to a particular 
implementation. Hamming (1969) stated that “a central problem in all of computer 
science is how we are able to get to the situation where we build on top of the work of 
others rather than redoing much of it in a trivially different way” (p.10) – an 
observation that is valid to this day. As affective applications are highly specialized and 
complex, there has to date been no discussion regarding the concept of reusing 
existing affective applications in new problem domains and situations. Furthermore, 
the potential for adding affect support as an additional layer above existing software 
has not been investigated thoroughly to date. Aist, et al. (2002) demonstrated the 
utility of adding emotional support (provided by a human) to an existing tutoring 
system, and noted that this approach may be useful for  future developments in 
intelligent tutoring systems. Certainly, the ability to augment existing software with 
affect sensing capabilities could for the most part turn the entire operating system and 
all its application software and tools into an affective computing application. This 
would be a breakthrough for those who envision affective computing as being a part of 
the entire computing experience rather than the domain of a few isolated applications.  107 
 
The next section addresses these issues by introducing a modular design architecture 
for affective applications. By allowing different components to be developed in 
isolation from one another, approaches with apparently irreconcilable differences may 
co-exist with the minimum of redevelopment. The nature of the model also facilitates 
integration with third party software, thus opening up possibilities for a unified 
affective interface running on top of existing software applications. 
  SOLUTION SUGGESTION  6.4
The practice of modular programming may be applied to the solution by splitting the 
affective system up into logical units that may be developed independently of one 
another. A modular system or application, differs from a monolithic system in which 
every unit may interface with any other, as it is composed of smaller, separated chunks 
of code or hardware that are isolated. By decoupling components that are likely to 
change, modules may be changed independently with reduced impact on the rest of 
the application (Parnas, 1972). These modules may be developed by separate teams, 
with their own development methodology and requirements.  
This approach renders it possible for developers to concentrate on the actual logic of 
their application unit while building upon the strengths of complementary modules 
written and developed by others. Advantages of modular approaches commonly cited 
include shortening the time needed to develop new applications and enabling those 
with particular expertise to develop and enhance functionality in their own area of 
knowledge whilst others work on different modules, often simultaneously (Myers, 
1975). 108 
 
There are many potential advantages to a modular approach to affective applications. 
As components are not necessarily implementation specific, it may facilitate porting 
the developments to novel hardware platforms or environments. Different sensors or 
new input methods may be explored and later incorporated into the affective system 
with reduced development and implementation time. 
This chapter proposes a modular approach for building affective functionality into the 
application and user interface, and Chapter 7 describes the development of a 
prototype to demonstrate this approach. The proposed model incorporates the 
affective platform described in Chapter 4 as one of its functional components – thus 
the discussion will cite examples of physiological data collection. However, it is 
essential to note that the functional components within this model are not tied to any 
particular implementation, and even major system components may be replaced 
without any significant redevelopment of software.  
  DEVELOPMENT OF SOLUTION: THE AFFECTIVE STACK  6.5
The proposed solution suggests that the functional components of an affective system 
should be abstracted into a generalizable and re-usable model which will allow 
developers to build upon their successes iteratively and incrementally – this has been 
termed the Affective Stack Model. The use of this model as a blueprint for affective 
computing systems will facilitate modularization of solutions and allow separate 
groups to work on different functional components within their own area of expertise. 
This will solve many of the above mentioned issues associated with such cross 
disciplinary work. This is a generalizable model, utilizing principles that are broadly 109 
 
applicable to the wider area of affective computing. Later chapters will build upon this 
model and describe the development and implementation of an affect-sensitive 
tutoring system. 
From a high level perspective the entire system can be seen to consist of several logical 
sub-units. These are logical units and at this level of detail no distinction is made 
between hardware or software components within these logical units. The proposed 
Affective Stack Model is shown below in Figure 6-1, indicating the functional 
components and data flow between components. 
 
Figure 6-1: Affective Stack Model 
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The Affective Stack represents a design architecture in which affective interaction 
components may be integrated into any application software. The Rule Set encodes 
the affective inputs and their associated responses for a given application context 
whereas the actual measurement and associated processing of affective cues is carried 
out within the Affective Platform component. Every affective input of interest, or 
combination of these, is mapped to one or more rules describing the action that the 
software must take at this point. This modularization enables the flexibility to develop 
adaptive rule sets, whilst also ensuring that implementation specific information about 
the user or task is not required within the Affective Platform itself.  
The Event Mapper forms the bridge between the modules (or programs) which are 
dealing with affective information, and those modules which are directly interacting 
with the user (typically the user interface classes). The provision of a suitable Event 
Mapper renders it possible to build upon potentially closed source commercial 
applications and thus give them some form of affect support. All of the components in 
the Affective Stack Model are discussed in more detail in the following sections. 
6.5.1  Third Party Software and Software Extensions 
The third party software component may consist of any software, website or even 
operating system application that calls for affective functionality either as an initial 
development objective or later addition. The interaction between this component and 
other Affective Stack components is bidirectional, that is, there must be some way to 
detect the user’s actions and application context and also some way to respond to this 
appropriately. This bridging between third party software and other affective 111 
 
components is carried out separately by the Event Mapper component. Depending on 
the type of application, there are several ways that the Event Mapper component may 
detect and monitor the user’s actions; these are discussed in more detail in Chapter 
6.5.2.  
In terms of the responses, the third party software may already possess the 
functionality required to interact with the user in response to the affective inputs. For 
example, most software already has a built in online help which may be the suitable 
response to trigger if the user is experiencing difficulty. However in some cases the 
third party software may not already possess this functionality and may require 
additional components to facilitate the affective communication with the user, these 
optional components are termed Software Extensions. 
6.5.2  Event Mapper 
This optional component is included in the model as an intermediary between third 
party (and closed source) software and the Affective Platform component being used. 
The Event Mapper will provide the “hooks” by which the affective components may be 
attached to some existing software. Therefore this is the only component that is 
potentially unique to the third party software being used. The target platform and 
environment will dictate the form that the Event Mapper will take or determine indeed 
if it is a required component.  
For a completely closed source application, the event mapping may have to be 
performed at the interface level. At this level, an Event Mapper may take the form of a 112 
 
screen scraper or screen reader. A screen reader is an application which attempts to 
determine what is being displayed on the screen and then presents this in an alternate 
form.  A common use of this is a text to speech engine used for blind users. There are a 
number of such applications commercially available and they are often bundled with 
leading operating systems such as the SAPI system for Windows (Microsoft 
Corporation, 2010) or VoiceOver for Apple (Apple Inc, 2010). 
The screen reader does not actually “view” what is being displayed on the screen – 
instead it acquires this information programmatically through the operating system.  
Operating system developers include Accessibility APIs for the purpose of providing an 
alternate representation of what is being displayed on screen. One such example is 
Microsoft UI Automation (UIA) which is compatible with all commonly used Windows 
environments including Windows 95, XP, Vista and Windows 7. Through the UIA an 
application can query the operating system and receive updates when activity occurs 
on the screen. For example, the application may be notified when the user has clicked 
on a button, moved a window or accessed a menu item. This information can be 
accessed by the Event Mapper component and used in the affective application. 
Some types of interface already make their screen contents available through system 
calls and will not even require the UIA API to be used. An example of this is an HTML or 
XML based application, such as a web interface. Objects in such an interface are 
represented within the Document Object Model (DOM), and these may be accessed 
programmatically. So tasks such as retrieving the state of a button or the contents of a 
text box are trivial in this instance.  113 
 
Design that uses an intermediary Event Mapper is not a new concept, but is commonly 
employed in software development of loosely coupled modules.  As noted above, 
every implementation does not necessarily require the development of an Event 
Mapper component. Indeed if software is being built with affective components as 
stated functional requirements, then developers may make provisions to allow the 
program status to be queried, thus removing the need for an Event Mapper. However, 
good design practice would necessitate its inclusion as a component in the system 
architecture to clarify the logical separation between these functional components.  
6.5.3  Affective Platform 
The Affective Platform contains the hardware and software required to acquire the 
affective data and to convert this into a usable format. The hardware comprises the 
physical interface between the user and the computer, including any sensors and 
associated components needed to acquire a signal. The software comprises of the 
routines used to transform this acquired signal into a meaningful result in the context 
of an affective state. The resulting information is then communicated to any affective 
application components which require it.  
It is to be noted that the functional requirements of the Affective Platform component 
described in this model are all met by the same affective platform described in Chapter 
4. However it is stressed that this does not preclude the use of an alternative or third 
party commercial hardware platform to provide this information. Furthermore, this 
component may be used to potentially detect any indicators of affect and is not limited 
to physiological measures. Reusability and support for iterative development are 114 
 
considered to be crucial indicators of the success of this model and thus developers 
should be able to use all of the tools and methods at their disposal without having to 
re-invent other’s efforts.  
6.5.4  Rule Set 
The Rule Set encodes the affective inputs and forms the decision making layer which 
will ultimately influence the behaviour of the software. In contrast to the Event 
Mapper which is tightly coupled with the (third party) application software, the Rule 
Set is completely detached from this. The Rule Set is affective implementation specific, 
in that the knowledge about how to classify and respond to affective states, as well as 
the specific action to be taken, is encoded in this component. Therefore the Rule Set 
may vary depending on the types of application behaviours required. Actions may be 
to control an on-screen agent, to modify interface components, to trigger an alarm, or 
any action that is appropriate to the situation. For example, a learning application Rule 
Set may direct the software to respond to some type of input from the Affective 
Platform with desired instructional feedback. 
Figure 6-2 illustrates the extent to which model components are influenced by either 
third party application software requirements or the way in which the affective 
information/application behaviour is implemented.  115 
 
 
Figure 6-2: Dependencies of Affective Stack components 
 
The suggested implementation of the Rule Set is a decision network in which the 
incoming data from the Affective Platform, as well as any other information that the 
application may provide, may be used to ultimately choose the course of action. 
Within the decision network, observations (such affective cues and interface events) 
may be used to calculate the probability that a particular hypothesis is true using 
Bayesian inference. Bayesian inference involves collecting evidence that will be either 
consistent or inconsistent with various outcomes; as the evidence accumulates, the 
degree of certainty about a particular hypothesis being true will be altered. This is 
expressed as a numerical estimate of the degree of confidence in a hypothesis before 
any evidence has been observed, and a numerical estimate of the degree of 116 
 
confidence in the hypothesis after a set of evidence has been observed. Therefore 
Bayesian inference may be used to discriminate between several hypotheses simply by 
accepting the one with the highest amount of support from observations. Other 
affective applications have successfully used decision networks in the past and they 
have been put forward as being particularly suitable for intelligent tutoring systems 
(Zakharov, Mitrovic, & Johnston, 2008). For example, decision networks have been 
successfully used to model affective arousal and valence and guide the actions of an 
embodied agent (Ball & Breeze, 2000). Conati (2002) suggested that such an embodied 
agent would be more engaging if the underlying decision network had access to users’ 
affective reactions, as well as other non-affective feedback.  
Such a decision network may be implemented using a tool such as Netica (Norsys, 
2003), a package that is used for solving complex problems using Bayesian Inference. 
The network would be constructed to contain nodes pertaining to the affective  
measures in use (i.e. the output from the Affective Platform), as well as other interface 
events to provide valuable context that may have had an influence on the emotional 
state of the user at that particular point in time. 
An example of how a Rule Set may be constructed is shown in Figure 6-3. In this basic 
example, the top row of nodes are the inputs to the decision network. These include 
two biosignals (from the Affective Platform) and one other interface signal from the 
(third party) software. The combination of these values is used to infer a value for the 
arousal and valence nodes, which then subsequently determine the action that the 
software will take.  117 
 
 
Figure 6-3: Example decision network containing 3 input nodes 
 
This approach allows potentially any number of nodes to be included for different 
types or sources of data that need to be evaluated. One potential application of this 
flexibility may be to build a knowledge base of information regarding how a user 
responded to various types of affective interventions. This may then serve as an 
internal feedback mechanism to tailor the program behaviour to use the most 
successful interaction strategy available at any given point. The internal feedback to 
implement an adaptive rule set is outside the scope of this research, although the 
structure of the model is such that this kind of future development is facilitated. It 
should be noted that the management and processing of rules within this component, 
does contribute to the overall complexity of the developed system. Therefore, 
different applications may emphasize (or de-emphasize) the Rule Set component in 
keeping with the desired level and type of functionality of the affective computing 
application. 118 
 
  EVALUATION  6.6
As one of the aims of the model is to address the ad-hoc nature of current 
development, for the model to be considered to be successful, it must be broadly 
applicable to current and future operating environments. The success of this model 
may thus be judged by the ability for the concepts to be generalized to new situations 
and needs. Allanson (2000)  noted that some measure of abstraction is desirable so 
that the application is not linked closely to a particular manufacturer’s hardware. In 
this research, this idea is extended to the uncoupling of the model from all operating 
constraints: these include the hardware, the application software which utilizes the 
affective input, and also the underlying user model which maps users’ non-verbal 
signals to affective states and ultimately directs the course of program action. 
Throughout the development of the Affective Stack Model, all design decisions were 
subjected to ongoing evaluations in an iterative process of refinement and testing. To 
clarify the extent of this evaluation, the concept of “independence” has been 
introduced. In this study, this term is defined as the uncoupling of the logical system 
architecture from its operating environment. In this situation, a greater degree of 
independence indicates a more adaptable, flexible and robust application that is 
suitable for deployment into a wider range of conditions than just a controlled study. 
The following sections will discuss the application software, user model and hardware 
independence of the Affective Stack Model in more detail. 119 
 
6.6.1  Application software independence 
Application software independence refers to the way in which the affective 
components interact with the application software. A generalizable and reusable 
affective solution will not be inseparably bound to the application software, or its 
specific problem domain.  
The Affective Stack Model places any domain specific knowledge and information in a 
separate Rule Set component. Thus the Affective Platform (containing the hardware 
and signal processing features) is uncoupled from the target application software.  
The one constraint, however, is that the array of affective input signals being used 
must map throughout the model components. That is, the outputs of the Affective 
Platform must be encoded (as inputs) in the Rule Set for the system to function. Thus, 
even though redevelopment and later modifications are simplified by the model, the 
selection of affective signals to monitor must be given careful consideration, as the 
utility of the entire developed system is potentially influenced by these design choices.  
6.6.2  User model independence 
There are numerous, sometimes conflicting models considering the role and structure 
of affect in human interactions. Indeed, it may well be possible that different 
approaches are better suited for evaluating certain kinds of activities, in certain 
operating environments. As the underlying user model of an affective computing 
application essentially encodes how the application will interpret and respond to 
affective state on a fundamental level, this is has far reaching implications. Decisions 120 
 
regarding how the underlying user model is interpreted would generally be made early 
in the development and must remain concrete due to the number of internal 
dependencies that this aspect of functionality would have.  
In the Affective Stack Model, however, this aspect of functionality is abstracted into its 
own component: the Rule Set. The Rule Set is a component which, like any other 
module of a program, may be refined and modified independently, meaning that the 
developer need not be restricted in this way. As noted previously, future 
implementations may even generate adaptive solutions, in which the Rule Set 
component itself is dynamically learning and adjusting. This would provide a finer level 
of specificity and customized interaction than would otherwise be available were the 
program “logic” to be fixed at development time. 
6.6.3  Hardware independence 
Hardware independence considers the physical interface between the user and the 
computer (i.e. sensor design) and the hardware used to capture this raw signal (e.g. 
the implementation of an analogue to digital converter). This is a significant 
undertaking, as all implementations to date appear to be tied, often inseparably, to 
the choice of hardware made by the researchers. 
Sensor design is an area with a vast amount of flexibility and therefore potentially one 
that will undergo much development and improvement over time. In the Affective 
Platform component described in Chapter 4, two sensors were developed. An EDA 
sensor using silver-chloride electrodes and a heart activity sensor using a light based 121 
 
measurement approach. However, any affective system built using this component is 
not restricted to the use of these sensors and would most often require no 
modification at all to work with new sensors. In fact, the influence of sensor design on 
the rest of the application is entirely limited to the Affective Platform. That is, even the 
most fundamental changes to sensor design and implementation would necessitate a 
change only in the Affective Platform and no other component.  
Future sensor interfaces may be fully concealed within existing input devices such as 
mice or keyboards. Devices such as the HandWave Bluetooth device (Strauss et al., 
2005) may provide wireless physiological monitoring and transmit this to the affective 
platform. There is even potential for the next stage of interfaces to incorporate non-
contact sensing capabilities (Poh, McDuff, & Picard, 2010). All of these possibilities may 
be explored within the bounds of the current model. 
Similarly, the mechanisms by which the data is acquired and digitized for use by the 
affective software are also not limited. It is not foreseeable that commercially available 
personal desktop computers will possess any affect sensing capability in the near 
future, so currently some form of data acquisition hardware must be installed in all 
cases. The data acquisition hardware used in Chapters 4 and 5 is a National 
Instruments data acquisition device (DAQ) with LabVIEW software. In keeping with the 
goal of hardware independence, several other alternative solutions were considered. 
As this is a parallel and complementary stream of research to the focus of this thesis, a 
brief discussion of the alternative data acquisition platforms considered for their 122 
 
suitability is presented in Appendix F. These alternative hardware platforms may be 
substituted into the Affective Platform with no changes required in other components. 
  CONCLUSION  6.7
The use of the Affective Stack Model proposed in this chapter demarcates the scope of 
development and opens up possibilities for development and enhancements to be 
made in one specific functional component with no corresponding changes or updates 
necessary in adjacent parts of the design. This model and the development of a 
subsequent working prototype will yield new opportunities for development within 
the field of affective applications. The new concept of adding an affective layer on top 
of existing third party applications is also of significance as it brings affective 
application development within the reach of all software developers and end users 
rather than a select subset that possess specific knowledge and resources. 
In a relatively new field such as affective computing, theories regarding emotion, tools, 
methods and software are constantly evolving and improving as our knowledge grows. 
The abstraction of different functions of the affective system into logical components 
means that these developments and lessons learned may be quickly integrated into 
the current software environment. A further benefit being that the complexity of a 
system may be developed iteratively whilst retaining many of the same functional 
components. In all cases every effort has been made to create a design which is both 
functional, and supportive of future developments, including substantial modifications 
which would ordinarily have called for a major redevelopment of the application 
software. 123 
 
In this chapter, the need for structured and uniform development architecture for 
affective platforms was considered. To address the issues that accompany the current 
ad-hoc nature of development, a model was introduced which includes a modular and 
component based design architecture for future developments. Each of the 
components was also explained, with a discussion of the tools and techniques 
suggested to build them accompanied by actual examples of proof of concept work to 
illustrate the applicability. The theoretical model was also evaluated in terms of its 
“independence”, which influences the potential for the concepts and methods to be 
applied to new environments and problem domains.  
The final output from this research effort is to develop an actual real-world 
implementation of the proposed model. March and Smith (1995, p. 258) define an 
instantiation as “the realization of an artefact in its environment”. The following 
chapter details an instantiation of e-learning software built using the Affective Stack 
Model. This will be discussed in detail in Chapter 7, and evaluated empirically in 
Chapter 8 in terms of student learning and experience. 
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CHAPTER 7.  AN AFFECTIVE TUTORING SYSTEM 
  INTRODUCTION  7.1
The third aim of the research described in this thesis was to develop “e-learning 
software with affective components using the proposed model, and empirically 
evaluate the effectiveness of the enhancements”. This chapter describes the 
development of an affective tutoring system (ATS) that is capable of responding to the 
affective state of the learner. The software is a proof of concept instantiation of the 
Affective Stack Model discussed previously in Chapter 6, and incorporates the Affective 
Platform (discussed in Chapter 4) as a functional component that interprets and 
measures indicators of the learner’s affective state and makes these available to the 
application.  
  DEVELOPMENT OF THE AFFECTIVE APPLICATION  7.2
For clarity, the development of the affective application will be discussed in terms of 
the components of the Affective Stack Model shown in Figure 7-1 overleaf.  
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Figure 7-1: Affective Stack Model 
 
7.2.1  Third Party Software 
The Affective Stack Model is intended to enable developers to build affective 
computing components upon potentially closed source 3
rd party software with the 
help of a suitable intermediary Event Mapper. For this proof of concept application, a 
set of web based instructional materials was used as the starting point.  This 
necessitated some minor updates to put them in a suitable form to be used with the 
affective enhancements. Architecturally, the design follows the model put forward in 
Chapter 6. 127 
 
In this study, the “Morgan” genetics tutorial from Rutgers University was used with 
permission (Sofer & Gribbin, 2010). Morgan is a multimedia tutorial that covers the 
basic principles of genetics with a molecular slant. A screenshot of the layout of the 
original Morgan tutorial is shown in Figure 7-2. 
 
Figure 7-2: Morgan tutorial 
 
The topic of genetics was considered suitable for this proof of concept as it is a topic 
about which participants were unlikely to already possess a high level of knowledge 
and because the material is suitable for breaking down into smaller modules. It was 
also necessary that the tasks be sufficiently complex and engaging to elicit an affective 128 
 
response. The presence of in-text quizzes and questions in this set of materials 
contributed to this objective. 
This original web based set of materials is HTML based with any interactive 
components written in JavaScript. Both HTML and JavaScript require minimal 
computing resources and are not specific to any particular hardware platform. As all 
major operating systems include support for viewing and processing HTML, it is an 
easily accessible format in which to develop instructional materials or presentations.  
Modifications to the instructional materials were deliberately kept to a minimum, 
however some changes were necessary to facilitate the addition of the extra affective 
functionality. Firstly, the presentation of data in a standard web browser introduces a 
lot of extra controls and buttons which are a potential source of distraction to the user. 
As the software was to be used as an affective e-learning application, it was desirable 
to minimize any sources of distraction that may have an influence on the user’s 
affective state.  To this end, the materials were repackaged as a Hypertext Application 
(HTA). This is still essentially HTML based (and is processed by the HTML host on the 
machine); however it has the added benefit of providing a less cluttered interface, with 
no indication that the application is running within a web browser. 
The second change made was to the layout of data on the screen. The original tutorial 
consisted of many small HTML pages, which were displayed using HTML frames for 
layout. From a web technology point of view, frames introduce numerous usability 
concerns including unpredictable navigation and continuity and are thus a deprecated 129 
 
technology in the current XHTML standard (W3 Consortium, 2010). From an 
instructional design point of view, such a layout would require the user to split their 
attention between two separate areas on screen. This splitting of attention has been 
shown to increase cognitive load and have implications for multimedia design (Mayer, 
1998) or presentation of slides (Mertens, Friedland, & Kruger, 2006). Therefore the 
frames were removed, and the content was rearranged so that it could be presented in 
one continuous area on screen. 
No changes were made to the actual lesson content. The updated HTA version of the 
page shown in Figure 7-2 is presented in Figure 7-3 below. Furthermore, the modified 
materials are still suitable for a web based mode of presentation should that be called 
for. 
 
Figure 7-3: HTA version of lesson 130 
 
7.2.2  Software Extensions: The animated agent 
The (affective) behaviour that is exhibited by the 3
rd party software may be manifested 
in a number of ways; this may range from functionality that is entirely built into the 
application software (e.g. triggering a help screen or displaying a message), or 
additional functionality (i.e. Software Extensions) put in place to augment the 
application software with the ability to provide affective feedback. 
In this implementation, the Software Extensions consisted of an on-screen animated 
agent. The purpose of the animated agent was to provide guidance and support to the 
user, and to emulate a human tutor. Since the development of graphics and 
animations is outside the scope of this research, a relatively easy-to-use 2D character 
which can be controlled by Microsoft Agent (Microsoft Corporation, 2009) was 
selected. This software has been successfully adopted in several previous studies of 
affective e-learning including empathic agents to reduce frustration (Hone, 2006) and 
interfaces to provide empathic feedback (Conati & Zhao, 2004; Prendinger, et al., 
2004) as well as similar ATS  (Alepis & Virvou, 2011; Conati & Zhao, 2004). There are a 
number of characters available in the public domain; for this application the female 
character “Becky” was chosen. Prior research has demonstrated that a female 
character is more successful than a male character at reducing user frustration (Hone, 
2006).  Therefore, as the affective application developed aimed to address negative 
user states with an empathic response, this character was suitable. The character has 
many animations, which may be scripted within software to achieve a believable and 
natural interaction. A screenshot of the character is shown in Figure 7-4. 131 
 
 
Figure 7-4: "Becky”: The affective tutor 
 
In order to make the character appear more natural, any speech balloons were 
accompanied by a spoken voice. This served the purpose of making the agent more 
believable as a learning companion, whilst also conforming to principles of multimedia 
instruction, dictating that students learn better when explanations are provided 
auditorily rather than visually (Mayer, 1998).  
The voice was created by the Microsoft Speech Application Programming Interface 
(SAPI) (Microsoft Corporation, 2010). This enabled the synthesis of speech using a 
standard set of interfaces, which were called by the affective application software. 
After evaluating several dozen voice data files from various manufacturers, the most 
believable and natural data sounding voice was selected. This was the UK English 
“Heather” voice, produced by Acapela Telecom (2012). 
In this implementation, the animated agent serves as an affective tutor, which aimed 
to address, and alleviate, negative affective states so that they do not hinder the 
learning process. A number of scripted behaviours were incorporated into this 
application and these fall into three distinct modes described as follows: 132 
 
  Affect Support: The agent provides empathic feedback for the user to address 
any potentially negative affective state; for example “I know the material is 
quite hard” or “It’s ok if you don’t score full marks, you can always come back to 
this another time”. 
  Encouragement: The agent provides supportive comments to keep the learner 
on track; this may simply be “Well done”, or “Keep up the good work”. If the 
lesson is nearing the end, then the agent may also indicate that the task is 
almost complete if the user is losing interest. 
  Review: The agent provides extra tutoring for topics that have triggered a 
negative affective state in the user or when the user’s progress on quizzes is 
poor. This may take the form of separate revision pages with a summary of a 
whole topic, or simply links to enable the user to quickly jump back to re-check 
content on a previous page. 
The animated agent may also interact with the user to keep them informed of their 
progress; in this implementation this includes reporting scores for the self-test 
quizzes. The ATS maintains a history of agent activity data during the learning 
session and this may be used for progress tracking or to limit the interaction of the 
animated agent if requested by another component. 
Whenever the agent response includes an action that may change the flow of the 
lesson (such as a revision page), this is always presented as a choice to the user so 
that the user may opt to carry on and not be forced down some alternate path. 133 
 
7.2.3  Event Mapper 
Web based applications are parsed using the Document Object Model (DOM) which 
makes the contents of variables and interface events available to other applications. 
Therefore, a separate Event Mapper component was not required for this proof of 
concept as the JavaScript code was able to listen for interface events using the built-in 
handlers. 
7.2.4  Affective Platform 
The Affective Platform consists of the hardware and software required to acquire 
physiological data and turn this into a format usable by application software. The 
Affective Platform used consists of sensor hardware and signal processing tools 
described and evaluated in Chapter 4 and 5 respectively.  
The functionality of this component is constrained to the actual acquisition and 
processing of the physiological information and does not influence the use or 
interpretation of this information. The decisions or logic on how to use the data are 
encoded only in the Rule Set component.   
Within the Affective Platform, there are two main tasks: capturing the data and 
processing it into a suitable form; the implementation of each is briefly revisited in the 
following section. 
Two sensors were used to acquire physiological signals, the construction and technical 
specification of which are detailed in Chapter 4.4. The biosignals acquired from the 134 
 
two finger sensors include heart rate variability (HRV) and electrodermal activity (EDA). 
The raw data from these sensors was digitally sampled and transmitted to the host 
computer over the USB interface.  
 This information was then processed using the National Instruments LabVIEW 
software to extract usable data from the raw signal and to perform error checking.  
This data could then be made available to other components in the system via several 
means such as named pipes, shared variables or disk files. In this implementation, 
ASCII disk files were used for internal communication as these have the benefit of 
being human readable, platform independent and non-volatile. An overview of the 
process structure described in this section is shown below in Figure 7-5. 
 
Figure 7-5: Affective Platform process structure 
7.2.5  Rule Set 
When following the Affective Stack Model for development, the Rule Set is the most 
implementation specific component. This means that whilst other components (such 135 
 
as the Affective Platform) may often be re-purposed from other similar applications, 
the Rule Set is one component that needs to be tailored to the particular functionality 
and purpose of the software under development. 
This component plays a crucial role in the functionality of an affective application, as it 
essentially takes the non-verbal (e.g. physiological) inputs, and translates these into a 
desired behaviour for the application to exhibit. The Rule Set component obtains data 
from the Affective Platform (via disk file in this implementation), which is then parsed 
and cleaned of outliers or errors. Next, the data is used to classify the physiological 
signals into distinct pre-defined states; these states may subsequently be matched 
against a table of possible behaviours for the software to exhibit at the given point. A 
high level view of these processes is provided in Figure 7-6. 
 
 
Figure 7-6: Rule Set process structure 
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7.2.5.1  Classification of physiological states 
As participants may each have their own individual range of physiological expression 
(Picard, 1997a), it has been noted that there is an inherent weakness in generalizing 
physiological measurements to other subjects (Picard, Vyzas, & Healey, 2001). Thus it 
is desirable that some calibration be carried out at every session. For a reading of any 
physiological signal to lead to a meaningful inference about the underlying affective 
state, this value must be placed within the context of readings for the current user and 
session. This type of approach requires that the affective application must incorporate 
baseline data that is tailored to the individual user (Allanson & Fairclough, 2004). 
Therefore, establishing a “baseline” condition against which to compare future 
readings is a basic issue that must be addressed satisfactorily before real-time 
classification of physiological states may be successfully conducted. Levenson (1988, p. 
24) states that emotion “is rarely superimposed upon a prior state of ‘rest’. Instead, 
emotion occurs when the organism is in some prior activation”. Therefore establishing 
the baseline value under an inactive, “rest” condition may be impractical. There is also 
the concern of how to obtain a “rest” measurement from a participant during an 
experiment – it is very likely that the anticipation of taking part in a study and the 
participation itself in unfamiliar surroundings may invoke an emotional response. 
To address the baseline problem, extensive testing and visualization of data sets was 
carried out. Several participants piloted the ATS after development of the instructional 
materials and interface was completed, and the physiological responses were all 
logged to disk files. This made it possible to later re-play the sequence of events and 137 
 
evaluate different approaches to the data processing in order to establish the most 
successful techniques. Visualization involved plotting traces of the raw and processed 
data values and overlaying these on the events that were taking place to identify the 
methods that yielded the best classification rate (and had the least false positives). 
One suggested approach to addressing the baseline problem is to record data when 
the participant is experiencing some moderate level of stimulus (Levenson, 1988).  
Prendinger, et al.  (2004) adopted this method by recording baseline values prior to 
the study, when participants were seated and listening to ambient music. 
This method was trialed in this study. Whilst it did have the benefit of simplicity and 
ease of implementation; it became apparent that this method has certain limitations. 
Firstly, this method hinges upon being able to collect calibration data before the 
participant engages in any of the activities. This may not be feasible for a real-world 
application. Secondly, having a fixed value and labeling that as the “baseline” means 
that any natural changes to the baseline over time will be ignored, potentially 
impacting the accuracy of any future classifications. 
To illustrate this effect, Figure 7-7 shows a plot of EDA for a participant piloting the 
completed ATS software. A baseline value was determined while the participant was in 
a relaxed state, before the start of the computer tasks. This has been plotted on the 
graph. The presentation of a novel stimulus or task such as the in-lesson quiz questions 
was expected to stimulate the engagement or activation of the participant and this 138 
 
would be likely to be reflected with a peak in EDA. These points are circled on the 
graph.  
 
Figure 7-7: Extrapolation of baseline EDA 
 
If peaks in the data set were to be classified by direct comparison against the baseline, 
many peaks would be identified. These do include the four (circled) that it was 
anticipated would be identified. However, a substantial portion of the remaining data 
set would also be classified as being a “peak” with this method. This includes a portion 
in the middle of the trace (marked) where almost all data values being recorded were 
higher than the proposed fixed baseline and thus would all be (incorrectly) classified as 
peaks.  
A possible solution is to set a threshold value, for example to establish that “data 
values more than 10% higher than baseline are ‘high’”. This would reduce the number 139 
 
of false positives, but would be a compromise between reducing false positives whilst 
not obscuring real data. To be fully successful, the threshold value would also have to 
be different for different participants as each would have his or her own range of 
physiological characteristics and expression. As can be seen from Figure 7-8, setting a 
threshold value on this sample data set does solve the issue observed in Figure 7-7 
whereby a large section of the data set was higher than the baseline. However, the 
compromise is evident as now there are large areas of the data set that may have 
contained points of interest, but are all below the threshold value. 
 
Figure 7-8: Extrapolation of baseline EDA with threshold 
 
From these kinds of data analyses it became apparent that due to the dynamic nature 
of these physiological signals, what need to be classified are local points of interest 
rather than absolute values. Therefore this threshold value cannot be fixed at runtime 
but must ideally be adaptive and follow the natural trends within the data. 140 
 
The heuristic approach developed for this implementation uses a moving average, not 
unlike a low-pass filter used in signal processing. The averaging window takes a subset 
of the data and produces a trend threshold that takes out any short term peaks and 
troughs, but still shows the overall direction in which the data is moving. This can thus 
be used as the baseline for classification of peaks and troughs. Manual analysis of the 
pilot data sets demonstrated that this approach was more successful at identifying 
expected peaks and troughs in the data than the fixed baseline technique. The choice 
of size (in seconds) of the averaging window was also derived through analysis of the 
pilot study data. The general rule is that a larger averaging window will result in a 
baseline that follows the changes in the data more slowly. Therefore, the choice of 
averaging window size should be made based on the type of physiological data being 
evaluated. In this implementation, a window period of 30 seconds for EDA and 60 
seconds for HRV was found to be suitable. Figure 7-9 shows the same data set with the 
(30 second) windowed baseline superimposed in red on the graph. 141 
 
 
Figure 7-9: Windowed baseline approach 
 
It can be seen that the windowed baseline somewhat approximates the trends in the 
data set. Thus there is no need for any arbitrary threshold value to be introduced and 
direct comparisons of current value against the current baseline can be made. The 
issue of incorrectly classifying peaks is also addressed as the windowed baseline 
automatically increases during times of increased overall activity, thus ensuring that 
data is considered within the context of the participant’s own current range of 
physiological expression. 
7.2.5.2  Mapping physiological data to affective state 
The next step in the internal processing is for the Rule Set component to map this 
physiological data to the corresponding affective state of the user, and to ultimately 
direct the behavior of the animated agent. 142 
 
During development, a Bayesian inference network was used to perform this mapping. 
In this implementation the network considered three parameters when invoked. These 
are the two biosignals provided by the Affective Platform and a third non-physiological 
input indicating whether the learner was scoring satisfactorily in the quizzes presented 
during the lesson (i.e. over 50% correct). When prompted by the application (via the 
Event Mapper), the decision network polled the Affective Platform to retrieve the 
current physiological state, and this information was mapped to the affective state of 
the user. 
The decision network shown in Figure 7-10 shows how the values of two physiological 
nodes and one non-physiological node may be used to infer the affective state of the 
user. Thus, the physiological measures and on-task performance are both considered 
and this information can subsequently be used to select an appropriate course of 
action for the software to take. The dimensional view of emotion adopted in this 
research is represented by the circumplex model in which the emotions are 
represented in terms of their component dimensions of arousal and valence; this was 
discussed in more detail in Chapter 2.4. Therefore to better illustrate this relation, the 
decision network used shows the intermediary nodes labeled “Arousal” and “Valence”. 
The decision network shown in Figure 7-10 was created with Netica  (Norsys, 2003) 
which has libraries to provide the functionality to a host application. 143 
 
 
Figure 7-10: Example decision network  
 
For this implementation, given that there were a limited number of input nodes, each 
with a finite number of states, it was possible to pre-calculate all of the values and 
encode all possible outcomes in a decision table. Therefore the calculations did not 
have to be performed repetitively as the outcomes could be looked up from the table. 
This decision table was kept external to the main program to ensure that it could be 
modified without any corresponding changes to the actual software. The event 
handling and rule processing was all implemented in JavaScript as this scripting 
functionality is built into web browsers and therefore did not require any additional 
software. 
 The decision network classified the values of the input nodes into the following three 
affective states which are adapted from existing research involving embodied agents in 
user interfaces (Prendinger, et al., 2004) 144 
 
  Relaxed (Happiness), which was defined as the absence of changes in 
autonomic signals. This is indicated by no increase in arousal from the baseline, 
and a positive valence. 
  Joyful, which was defined as increased arousal, while maintaining a positive 
valence. 
  Frustrated, which was defined as increased arousal and negative valence. 
An additional state to characterize disengagement was also included; this was defined 
as greatly increased arousal without a corresponding change in valence. 
The final activity is for the Rule Set to trigger a course of action that is suitable to the 
affective state being measured. As noted previously, this course of action may be 
subsequently carried out by the Software Extensions or directly within the third party 
software in use. In the implementation being described, the tutor is primarily in the 
role of an affect supporting agent and a response will be provided for any negative 
states detected. The animated agent described in this chapter can provide three 
modes of interaction to include affect support, encouragement, or review of subject 
material. 
In some cases, there may be several suitable courses of action to respond to a given 
affective state. Maintaining state information about the learner’s progress was 
considered to be useful when determining a course of action. The non-physiological 
node (labeled “Answer” in Figure 7-10) is used to improve the appropriateness of the 
response. This is coded as a binary value which indicates whether the learner is 145 
 
performing satisfactorily in the quiz questions. As a low quiz attainment may 
predispose the learner to more negative states, the classification of affective state 
should take this into account. Similarly, this node also provides context as to whether a 
detected negative state was caused by poor progress or other factors, allowing the ATS 
to choose the most relevant response. Therefore this node improves the overall 
classification accuracy of the system. 
As the ATS may interpret many different combinations of affective states, not all of 
which are negative, a response is therefore not always triggered. For example, if the 
learner is making good progress through the lesson and does not appear to be 
exhibiting any negative states, then any interruptions from the animated agent would 
potentially be more detrimental than beneficial. The course of action to trigger for 
each state is encoded in a CSV format file that is easily editable and simply contains a 
mapping of affective state to action.              
Internal state information is also maintained by the agent to override the triggering 
mechanism if there is insufficient data regarding the user’s affective state, or if the 
user continues to exhibit negative affect even after the agent has been recently 
triggered. 
  CONCLUSION  7.3
The research aim to build an instantiation of the affective model introduced in Chapter 
6 has been achieved, and described in this chapter. The development involved a 
modular design approach, which is suitable for augmenting existing third party 146 
 
software with affective components. For this implementation, a genetics tutorial from 
Rutgers University was used as a starting point, and affective functionality was 
developed to yield a tutoring system that is able to detect and respond to the affective 
states of the learner. The discussion in this chapter was organized to correspond to the 
components in the Affective Stack Model – thus the details of the Third Party Software, 
Software Extensions, Event Mapper, Affective Platform and Rule Set were discussed 
individually. 
Having successfully developed an ATS based on the Affective Stack Model, the next 
step was to implement and evaluate this software. The following chapter describes an 
empirical study carried out to evaluate the effectiveness of the ATS as compared to a 
non-affect sensing equivalent.  
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CHAPTER 8.  EVALUATION OF THE AFFECTIVE 
TUTORING SYSTEM 
  INTRODUCTION  8.1
In Chapter 5 the utility of using frequency domain analysis of heart rate (HR) signals 
and electrodermal activity (EDA) as reliable indicators of affective state was 
demonstrated, with near real-time precision. Later, in Chapter 6 a model was 
introduced which would allow non-expert developers to incorporate affective 
components within their own software developments, and an affective tutoring 
system (ATS) was developed as proof of concept in Chapter 7.  
The developed application uses a novel hardware and software architecture to achieve 
the goal of inferring and responding to the learners’ affective states within an e-
learning environment. This chapter describes the evaluation of this software in its role 
as an ATS. The research aims are covered first; there is then a detailed description of 
the tasks used in the study, participant selection and the research environment. The 
chapter continues with a presentation of the results and a discussion of the findings. 
  RESEARCH AIMS   8.2
Previous chapters have considered the use of physiological measurements for 
inference of affect, discussed a potential model according to which affective 
applications may be constructed, and finally presented an ATS developed with these 
principles. The final step in this research involved an empirical evaluation of the 148 
 
effectiveness of this ATS as compared to a tutoring system that does not respond to 
affective cues. 
Effectiveness, in an e-learning usability context, is broadly defined as the attainment of 
instructional objectives or that the learning outcomes are consistent with the learners’ 
expectations (Pajares, 1996). For the purposes of this study, effectiveness is 
considered in terms of three dimensions: overall knowledge, perceived learning and 
general user enjoyment. Overall knowledge is defined as the extent to which facts 
about the lesson content are retained by the learner. Perceived learning is defined as 
the self-reported perceptions of learning accomplishments (Jiang, 2000). Enjoyment 
refers to the extent to which the activity of using the computer is perceived to be 
enjoyable in its own right, apart from any performance considerations that may be 
anticipated (Malone, 1981), and is thus defined as a form of  intrinsic motivation 
(Davis, Bagozzi, & Warshaw, 1992). 
Lisetti (1999) claims that a large number of cognitive tasks are influenced by affective 
state, including organization of memory, attention, perception and learning. The same 
conclusion was reached by Picard (1997a, p. x) who states that “emotions play an 
essential role in rational decision making, perception, learning and a variety of other 
cognitive functions”. Therefore students whose learning is supported by affective e-
learning software could be expected to retain more knowledge of the content than 
students who do not receive this support. This leads to the first hypothesis that: 149 
 
H1: Students who complete an e-learning lesson with affective enhancements will 
retain more overall knowledge of the content than students whose lesson does not 
have the affective enhancements.  
In practice, learning a new skill or knowledge is a complex process, characterized by 
many internal processes, which may not be immediately observable or measurable. 
From a cognitive perspective, learning is considered in terms of changes in mental 
models or knowledge representations (Shuell, 1981). Thus, whilst these changes may 
indeed be occurring, task performance is only one possible outcome of this process. 
According to Asubel (1968), successful performance requires not only knowledge 
acquisition (learning) but also other factors such as perseverance, flexibility or 
improvisation. Thus, performance is not the only indication that learning has occurred. 
Therefore students whose learning is supported by affective e-learning software could 
be expected to have a higher level of perceived learning than students who do not 
receive this support. This leads to the second hypothesis that: 
H2: Students who complete an e-learning lesson with affective enhancements will have 
greater perceived learning than students whose lesson does not have the affective 
enhancements. 
Increased enjoyment and engagement have implications for learning. Csíkszentmihályi 
(1990) described an ideal learning state, which he called the zone of flow. In this state, 
time and fatigue disappear as the learner is absorbed and immersed in the task they 
are undertaking. When in a state of flow, people are absorbed in the activity and feel 150 
 
in control of the task and environment (Hsu & Lu, 2004). Thus the engagement and 
enjoyment of the learner is a catalyst to mediate their future learning and interest (Fu, 
et al., 2009).  
The ATS responds to the learner’s affective state and attempts to provide feedback 
and support to address any negative states that may arise. Therefore students who 
receive the feedback and support from an ATS could be expected to find the lesson 
more enjoyable than those who did not receive this feedback and support. This leads 
to the third hypothesis that: 
H3:  Students who complete an e-learning lesson with affective enhancements will find 
the experience more enjoyable than students whose lesson does not have the affective 
enhancements.  
  METHOD  8.3
Data was gathered during a laboratory study in which participants interacted with 
affective e-learning software which incorporated an animated tutor called “Becky”. To 
achieve the objective of evaluating whether affective e-learning software would be 
more effective than an equivalent non-affective implementation, participants were 
randomly assigned into 2 groups. One group interacted with a version of the e-learning 
software that responded to their affective state, the other group interacted with a 
version of the software that did not adapt its behaviour in response to affective cues. 
The affective e-learning software utilized in this study is built upon the model 151 
 
described in Chapter 6, the implementation of which was further discussed in Chapter 
7. 
8.3.1  Development of measurement instruments 
The overall effectiveness of the developed ATS was considered in terms of three 
dimensions: overall knowledge, perceived learning and enjoyment. This section 
discusses the development of the instruments used to measure the aspects of 
effectiveness considered in the study. 
8.3.1.1  Overall knowledge  
The summary quiz conducted at the end of the session was used as a metric to indicate 
the extent to which knowledge presented in the lesson had been retained by the 
participant.  The summary quiz consisted of 12 questions which were based on the 
content covered in the lesson and worth one mark each. The questions were a mixture 
of fill in the blank and true/false questions. The total quiz score for each participant 
was calculated by adding the individual marks giving a maximum attainable quiz score 
of 12. The quiz questions are detailed in Table 8-1. 
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Table 8-1: Summary quiz questions 
DNA consists of ___ of genes arranged in a specific order. 
The genes which carry the sequence of particular proteins is specified in a stretch of 
___ 
The long pieces of DNA are called chromosomes. T/F 
Human beings have tens of thousands of different kinds of proteins, and each one has 
a specific function. T/F 
Each species has the same number of chromosomes. T/F  
During meiosis the number of chromosomes gets reduced by a factor of ___. 
The choosing of chromosomes to be passed on during meosis is a random process. T/F 
Sex cells or gametes contain half of the number of chromosomes of other cells. T/F 
A die is rolled, find the probability that an even number is obtained.  ___ out of ___. 
Two coins are tossed, the probability that two heads are obtained. ___ out of ___. 
 
A card is drawn at random from a deck of 52 cards. Find the probability of getting a 
queen.  ___ out of ___. 
 
A jar contains 3 red marbles, 7 green marbles and 10 white marbles. If a marble is 
drawn from the jar at random, what is the probability that this marble is white? ___ 
out of ___. 
 
8.3.1.2  Perceived learning  
There are aspects of the learning experience that may not necessarily be reflected in 
test scores. Perceived learning was measured using five items, adapted from Alavi, 
Marakas and Yoo (2002). These items were measured on a five point Likert scale, 153 
 
ranging from strongly disagree (1) to strongly agree (5). An overall score for the 
perceived learning measure was calculated as the average of the 5 items. The items 
are shown below in Table 8-2.  
Table 8-2: Perceived learning items 
I became more interested in the subject of genetics 
I gained a good understanding of the subject of genetics 
I learned to identify central areas in the subject 
I was stimulated to do additional study in the area of genetics 
I found the current lesson to be a good learning experience 
 
8.3.1.3  User enjoyment 
User enjoyment was measured using four items on a five point semantic differential 
scale. The items were adapted from Ghani and Deshpande (1994). Details of the items 
are included below in Table 8-3. 
Table 8-3: Enjoyment items 
I found the lesson : 
Interesting  ………………..    Not interesting 
Fun  ………………..    Not fun 
Exciting  ………………..    Not exciting 
Enjoyable  ………………..    Not enjoyable 
 154 
 
8.3.2  Participants 
The participants for this experiment were recruited from staff and students of two 
Australian universities. The primary selection criteria were that participants must be in 
good overall health and not be under the influence of any medication or drugs 
(including caffeine) which may affect their physiological state. An additional criterion 
was that participants must not already possess a high level of knowledge in the subject 
matter taught by the ATS.  
Potential participants were invited to take part in the study via email distribution lists 
or referred by previous participants. All participants were sent a copy of the 
information letter so that they would fully understand the requirements before 
committing to taking part. A copy of this letter is provided in Appendix G.  
Prior to commencement of the recruiting process, ethics approval was sought and 
obtained from the Murdoch University Human Research Ethics Committee (See 
Appendix D). 
8.3.3  Data collection session 
Separate sessions were carried out for each participant. These were held in a quiet 
computer laboratory with only the participant and researcher present to minimize any 
distractions. The physiological sensors were attached to two fingers of the non-
dominant hand, to ensure that their presence did not interfere as the participants 
interacted with the software. As all participants exhibit a slightly different range of 
physiological responses, the ATS performs a self-calibration during operation. To 155 
 
ensure that this was completed, the sensors were attached at least two minutes 
before the start of the tasks to ensure that sufficient data had been recorded for the 
software to reliably calibrate.  
A pre-test was not employed to group participants based on prior knowledge levels as 
this may influence their performance or affective state in the experimental tasks. 
Instead, participants were randomly assigned to one of two groups using a software 
randomizer – one group interacted with the ATS, the other group used a tutoring 
system that did not respond to the affective state of the user. The physiological 
sensors were attached in the same way to participants in both groups to ensure that 
they were treated consistently. 
It is worth noting that the two groups did not receive two different versions of the 
software, but both used identical software simply with different functionality enabled. 
An advantage of the modular design discussed in Chapter 6 is that all components are 
not necessarily dependent on one another. Therefore, in this case, the ATS still 
operates correctly even in the absence of any physiological input. This design greatly 
streamlined the way in which the experiment was conducted as it meant that all 
participants could be treated in the same way, and run the same software. 
 The software interacts with the user via an on-screen animated agent; this aimed to 
emulate a human tutor. In order to be able to make reliable conclusions from the 
study, the animated agent was therefore present in both groups. This ensured that any 
observed differences could be attributed to the affective components of the software 156 
 
and not simply the presence of an animated agent. In the control group the animated 
agent was unable to respond to affective cues and thus relied on non-affective sources 
of feedback. This was limited to reporting on the student’s progress in the lesson, and 
presenting revision topics if the student requested help. 
The sequence of steps for the study and details of the activities undertaken in the data 
collection sessions are shown in Table 8-4 below. 
Table 8-4: Activities undertaken during ATS evaluation session 
Part  Activities  Approx. duration 
      1  Introduce study and obtain participant’s consent. 
Demonstrate software. 
 
10 min 
2  Use affective tutoring system.  25 min 
3  Questionnaire.  10 min 
 
The study procedure was explained during Part 1. Participants went through the 
information letter and consent form (see Appendix E) and were able to ask any 
questions about the tasks and clarify anything they wished. After this, the measuring 
equipment was set up and the sensors were attached. The measuring equipment to be 
used in the experiment was left running during the remainder of the introductory 
discussion and software demonstration to allow the participants to become familiar 
with the setup.  As the ATS is self-calibrating, allowing it to begin recording data well in 
advance of the experimental session improved its accuracy during operation. 157 
 
After the introductory discussion, the software was demonstrated to the participant to 
ensure that they were aware of the navigation controls and the general screen layout 
to expect in the lesson. Whilst this was mostly self-explanatory, a demonstration was 
conducted so that all participants would be more comfortable when using the 
software interface, and to ensure that ease of use (or lack of) did not influence the 
user’s perceptions of the lesson itself. 
Part 2 of the study required the user to interact with the ATS to complete several short 
lessons and quiz questions on the subject of genetics. In the affective group, the 
behaviour of the on-screen animated agent was determined by the affective responses 
displayed by the participant, details of the mechanisms behind this affective feedback 
have been discussed in Chapter 7.2. The ATS was able to sense and respond to any 
negative affective states being experienced by the participants. As noted above, the 
non-affective group used the same software, with the same on-screen animated agent, 
but the affective responses exhibited by the users were ignored.  
The final stage of the study, Part 3, comprised of completion of a questionnaire. The 
questionnaire was filled out electronically and covered the aspects of effectiveness 
described above: overall knowledge, perceived learning and enjoyment.  
The sections in the questionnaire were ordered as follows:  
1. Age and gender. 
2. Perceived learning. 158 
 
3. Enjoyment. 
4. Summary quiz. 
Participants were also given a blank text area in which they could include any other 
feedback or observations about either their perceived learning or enjoyment of the 
lesson. 
The perceived learning and enjoyment items involve the participant’s self-report of 
their internal state or experiences. Therefore it was desirable to present these items as 
soon after the lesson as possible while the experiences were fresh in their memory. 
Furthermore this presentation order also precluded the possibility of any negative 
affect experienced when answering the summary quiz from interfering with the 
measurement of enjoyment or perceived learning. An additional benefit of putting the 
quiz session at the very end was that it may have made the test slightly more 
challenging, as the material may not be as easy to recall after having to attend to 
another secondary task. The complete questionnaire as seen by the participants is 
presented in Appendix H. 
8.3.4  Pilot 
Data sets from the first five participants were given additional scrutiny involving 
visualization and manual analysis of patterns and this was compared with the data logs 
generated by the software. The reason for this was to provide an additional level of 
testing and to provide an early warning if there were any issues with the hardware and 159 
 
software. This analysis confirmed that the ATS was operating correctly, and the data 
collection was allowed to proceed. 
  RESULTS AND DISCUSSION  8.4
A total of 40 participants took part in the study and these were equally distributed into 
the two groups. The sample consisted of 22 female and 18 male participants with the 
age of most of the participants being in the range of 20-29 years. A breakdown of the 
distribution of participants by age is presented in Table 8-5. 
Reliability testing was conducted to ensure that the items used to measure perceived 
learning and enjoyment demonstrated sufficient internal consistency. Cronbach’s 
alpha of the five perceived learning items was 0.7, and the scale was thus found to be 
reliable (Nunnally, 1978). Cronbach’s alpha for the four items on the enjoyment scale 
was 0.67. Whilst this is slightly lower than the desired threshold this was deemed to be 
acceptable for an exploratory test.  
Table 8-5: Breakdown of participants by age 
Age Range  Frequency  Percent 
<20  6  15.0% 
20-29  22  55.0% 
30-39  9  22.5% 
40-49  2  5.0% 
50-59  1  2.5% 
Total  40  100.0% 160 
 
8.4.1  Do students who complete an e-learning lesson with affective 
enhancements retain more overall knowledge of the content? 
A difference in summary quiz score between the two groups of participants would 
reflect improvement in the student’s overall knowledge of the area.  Content 
knowledge scores were distributed normally and independent sample t-tests were 
suitable to test for differences between the two groups.  
Results indicated that there were no significant differences between the two groups in 
terms of content knowledge for the non-affective (M=10.60, SD=1.23) and affective 
groups (M=10.25, SD=1.74); t (38)=-0.73, p=0.47. It is apparent that the means of both 
groups are quite high (M=10.25 , M=10.60) compared to the maximum attainable 
score of 12, thus an explanation for the lack of significance may be found in a ceiling 
effect whereby the high scores obscured any differences between group performance.  
It is possible that more challenging material or a different assessment technique would 
not have this ceiling effect and thus any differences between groups would be clearer. 
Indeed this is consistent with the findings of D’Mello, et al. (2011) who note that the 
affective implementation of their AutoTutor software is particularly appropriate for 
low domain-knowledge learners. 
Aist, et al. (2002) also made a similar observation that including affective 
enhancements in a tutoring system improved students persistence with the task, but 
not their memory of facts. This implies that the benefits may be more apparent in the 
longer term rather than after a short evaluation. This should be investigated in future 
research. Group statistics are presented in Table 8-6. 161 
 
Table 8-6: Content knowledge group statistics  
Group  N  Min  Max  Mean  SD 
Non Affective  20  6.0  12.0  10.25  1.74 
Affective  20  8.0  12.0  10.60  1.23 
 
8.4.2  Do students who complete an e-learning lesson with affective 
enhancements have greater perceived learning? 
The data collected from the perceived learning measures did not meet the assumption 
of normality required for a t-test. Thus a Mann-Whitney U test was conducted to 
evaluate the hypothesis that the affective tutor group would score more highly on the 
perceived learning measure than the non-affective tutor group.  
This hypothesis was confirmed with the results of the test in the expected direction 
and significant for the measure of perceived learning. Descriptive statistics for the two 
test groups are presented in Table 8-7 below.  
Table 8-7: Perceived learning group statistics 
Group  N  Min  Max  Mdn  SD 
Non Affective   20  2.60  4.40  3.40  .40 
Affective   20  2.80  5.00  4.00  .50 
 
Participants in the affective tutor group reported greater levels of perceived learning 
than the non-affective group (U=94.0, Z=-2.90, p=0.004) and the hypothesis was 
accepted at the 0.05 level. These findings support the hypothesis that students who 162 
 
complete an e-learning lesson with the affective enhancements perceive that they 
have learned more than students whose lesson does not have the affective 
enhancements.  
Alexander (2007) noted that students who interacted with his affective tutor had 
marginally higher levels of perceived learning than those who interacted with a non-
affect sensing version. The results from this study support the previous results, as they 
demonstrate a strongly significant improvement in perceived learning. 
8.4.3  Do students who complete an e-learning lesson with affective 
enhancements find the experience more enjoyable? 
The data collected from the perceived learning measures did not meet the assumption 
of normality required for a t-test. Thus a Mann-Whitney U test was conducted to 
evaluate the hypothesis that the affective tutor group would score more highly on the 
enjoyment measure.  
This hypothesis was not confirmed with the results of the test indicating that there was 
no significant difference in the levels of enjoyment between the groups. Participants in 
the affective tutor group did not report greater levels of enjoyment than the non-
affective group (U=148.50, Z=-1.40, p=0.16) and the hypothesis was not accepted. 
Enjoyment group statistics are included in Table 8-8. 
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Table 8-8: Enjoyment group statistics 
Group  N  Min  Max  Mdn  SD 
Non Affective  20  3.00  4.50  3.75  .47 
Affective Tutor  20  3.00  5.00  4.00  .68 
 
Ghani (1991, 1994) noted that the dimensions of task challenge and sense of being in 
control were key factors that resulted in being in a state of enjoyment. The role of 
these factors may also explain these results with respect to enjoyment. The two 
groups interacted with an identical set of materials within the tutoring system and 
should both have experienced a similar level of sense of control and task challenge. 
Therefore, explaining the similar levels of enjoyment. It was, however, observed that 
the median enjoyment score was higher for the affective tutor group (Mdn=4.00) than 
the non-affective group (Mdn=3.75) suggesting that further research into this issue is 
warranted.  
Another factor potentially indicating enjoyment is the time spent on task. Whilst this 
was not explicitly measured during the study, it was noted that almost all of the 
participants chose to interact with the animated agent for longer than the anticipated 
study duration. Indeed some participants spent a full hour using the software – far 
more than the 25 minutes originally allocated to that part of the session.  
Further support that the participants found the session enjoyable comes from the 
open ended comments that some participants filled into their survey forms. Amongst a 
few comments about the nature of the affective agent, one particular comment clearly 164 
 
describes the kind of flow experience that is sought in human-computer interaction- 
“I'm tired out after that lesson, but I didn't realize I'd been concentrating on it for 45 
minutes!”. It is possible that this immersion and lack of awareness of time contributed 
to the observed long session durations. Prior studies have shown that time on task is a 
predictor of computer based learning success (Brown, 2001), and thus this is a positive 
observation that may be useful to guide future developments. 
  CONCLUSION  8.5
The aim to conduct an empirical evaluation of the ATS has been achieved and is 
described in this chapter. The ATS introduced and developed in Chapter 7 was 
compared against a non-affective implementation, and evaluated in terms of the 
dimensions of overall learning, perceived learning and enjoyment.  
The results reveal a number of valuable findings as well as directions for future 
research. Firstly, the analysis of overall learning supports the previous observations by 
D’Mello, et al. (2011) that affective tutors are perhaps most useful in situations with 
low-domain knowledge learners.  Secondly, the analysis of perceived learning has 
demonstrated that the addition of affective components into the lesson does result in 
a measurable improvement to levels of perceived learning. This is a valuable finding as 
perceived learning is considered by many to be a very suitable indicator of 
achievement and future learning potential. Finally, the analysis of enjoyment measures 
provided insight into the multi-dimensional nature of this measure and suggested how 
to further explore this area in future research. In particular the measure of “time-on-165 
 
task” has been identified as a potentially valuable indicator of enjoyment for future 
research. 
The following chapter presents concluding statements regarding the three main 
objectives of this thesis. First the overall research domain is briefly summarized; next 
the three objectives are discussed in terms of the contributions that have been made. 
This is followed by a discussion of any limitations noted in the research. The chapter 
concludes with a discussion of practical and theoretical implications of this research. 
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CHAPTER 9.  CONCLUSIONS 
  INTRODUCTION  9.1
This chapter concludes the research into affective computing systems described in this 
thesis. Affective computing aims to address some of the shortcomings of the 
predominant human-computer interaction paradigm by recognizing the role of 
affective states in all aspects of human communication, decision making and learning. 
Indeed, emotions play a role in shaping cognition, memory, decision making, 
communication, and the human brain is described as a system in which emotion and 
cognition are inextricably integrated (Cytowic, 1989). As the body of knowledge of the 
role of human affect in everyday activities grows, so do the technological capabilities 
to build better, more natural and lifelike interfaces. The work described in this thesis 
aspires to further that goal. This PhD thesis has made several contributions to the field 
of affective computing in the areas of tools to infer affective state through physiology, 
a re-usable component based model for affective application development, and the 
construction and subsequent empirical evaluation of a tutoring system that responds 
to the learners’ affective state.  
The following sections summarize the main research contributions; this is followed by 
a discussion of the limitations of the research. Finally the theoretical and practical 
implications of the findings are covered. 
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  DEVELOPMENT OF PHYSIOLOGICAL PLATFORM FOR  9.2
AFFECTIVE APPLICATIONS 
Physiological signals have long been known to be sensitive to affective state. However, 
given the vast array of types of physiological expression, hardware and software 
environments and sensors, this remains to be an active area of research with virtually 
all affective computing applications using a different configuration of the above. The 
first contribution of this research involves an exploration of low-cost ways to measure 
affective state using physiological signals. The approaches described are not tied to any 
proprietary technology or methods and are intended to be generalizable to other 
future applications.  
In keeping with the circumplex model of affect (Russell, 1980)  it follows that if 
emotions are considered in terms of the dimensions of arousal and valence, that 
sensors should be chosen to measure the physiological expression of these two 
dimensions. From this a broader picture of the underlying affective state may be 
inferred. Of course, some signals are better than others for differentiating affective 
states, and one point which is widely agreed upon is that no single signal is a sufficient 
indicator of emotional response (Picard, 1997a). 
Electrodermal activity (EDA) is an established measure of the underlying arousal 
associated with a stimulus. The relationship between EDA and affective arousal has 
been demonstrated, often using loud startling sounds (Cuthbert, et al., 1996) or 
images with strong affective content (such as scenes of war or mutilation) (Larsen, 
2006). This measure was implemented with a view to ascertain whether the response 169 
 
associated with much more subtle stimuli could be successfully detected using the 
same means.  
The valence of the emotion, whether it is a positive or negative experience, is 
somewhat harder to measure, but a necessary piece of information with which to infer 
the underlying affective state. Quite distinct emotions (such as love or hate) may be 
potentially be associated with the same pattern of arousal, thus information about the 
affective valence is crucial information required to differentiate between them. One 
physiological signal which showed promise as an indicator of valence is heart rate 
variability (HRV). Whilst heart rate measures have been used successfully in clinical 
settings, the commonly used chest electrodes are somewhat intrusive and this is a 
hindrance to the success of this technique (D’Mello, 2008). Furthermore, the basic 
heart rate measures are sensitive a wide range of (non-affective) influences, and thus 
it is not always possible to attribute a change to any particular underlying cause. 
Yannakakis, et al. (2008) identified frequency domain analysis of heart rate variability 
as a measure for future work that may be better than the basic heart rate related 
measures. This form of analysis makes it possible to observe specific frequency bands 
which correspond to certain underlying processes, for example to discern between 
physiological changes due to physical exertion as opposed to affective state. 
Chapter 4 discusses the development of an affective physiological platform which 
incorporated skin electrodes and a light based heart rate sensor, both of which simply 
require skin contact to operate in the most unobtrusive manner possible. Signal 
processing is carried out in software to perform error correction, noise reduction and 170 
 
frequency domain analysis of the physiological signal which reveals a fine grained level 
of detail about the underlying causes of the physiological expressions. An additional 
benefit of the developed platform is the response time it offers. HRV is commonly 
calculated with large blocks of data, typically five minutes – this diminishes its utility 
for applications in which a quicker response is needed. The current implementation 
works successfully with 100 second blocks of data meaning that a much quicker 
response can be obtained thus making it more suitable for a real-time adaptive 
interface. 
The physiological measurement platform was evaluated empirically in a laboratory 
study in which participants’ physiological state was monitored while they performed a 
series of affect inducing tasks. Chapter 5 discusses this evaluation and the associated 
findings. Results demonstrated that the physiological signals did change in the 
expected direction, and that the platform and methodology were sufficiently robust to 
detect changes in affective state. This is a valuable finding, as it demonstrates that 
affect detection is possible with the use of these two sensors. Furthermore, as the 
sensors fulfill the design goals of being small, unobtrusive and not needing to transfer 
large volumes of data, they are suitable for later embedding or integration into future 
affective interfaces, such as keyboards, mice or smartphones. 
  THE AFFECTIVE STACK MODEL FOR AFFECTIVE  9.3
APPLICATION DEVELOPMENT 
The second major contribution of this thesis proposes the Affective Stack Model as a 
solution to address the ad-hoc and difficult nature of current affective application 171 
 
development. This is a component based model which brings together all of the 
functional units of an affective computing environment in an architecture that is not 
only compatible with third party software applications, but also enables developers to 
incrementally improve separate components and also re-use existing components for 
new applications. 
Developments in affective computing applications are generally highly implementation 
specific. As affective applications are considerably specialized and complex, there has 
to date been little discussion regarding the concept of repurposing these applications. 
Therefore years may be spent on the development of an interface for a piece of 
educational software incorporating affect inference, but the complexity of later 
refining this application or porting it to a new implementation domain may potentially 
be prohibitive. 
Perhaps the only commonality between the various affective computing applications 
reviewed in Chapter 3 is that the affective application is constructed from the ground 
up with affect inference as one of the design goals from the onset. The potential for 
adding affect support as an additional layer above existing software has not previously 
been considered. These issues are addressed in Chapter 6 with the introduction of a 
component based model for affective applications. By allowing different components 
to be developed in isolation from one another, approaches with apparently 
irreconcilable differences may co-exist with the minimum of redevelopment. The 
nature of the model also facilitates communication with third party software, thus 172 
 
opening up possibilities for a unified affective interface to run on top of existing 
software applications. 
This approach renders it possible for developers to concentrate on the actual logic of 
their application unit while building upon the successes of others. Doing so should 
shorten the time needed to develop new applications. A strength of this modular 
approach is that facilitates collaboration within a project, for example to allow those 
with particular expertise to develop and enhance functionality in their own area of 
knowledge. 
The uptake of the model introduced in this thesis by developers of affective software 
could allow the entire operating system and all its application software and tools to be 
used as affective computing applications. This would be a step toward the next 
generation of computer interfaces in which affective computing may be a part of the 
entire computing experience rather than the domain of a few proprietary and 
fragmented applications.  
  AN AFFECTIVE TUTORING SYSTEM AND EMPIRICAL  9.4
EVALUATION 
 The final major contribution of this thesis brings together the findings and 
developments described in previous sections in the development of a proof of concept 
affective tutoring system (ATS). This software utilizes the affective platform developed 
in the first part of the research and the Affective Stack Model to infer the affective 173 
 
state of the learner from their physiological state and respond accordingly. The 
software was subjected to empirical evaluation to investigate its effectiveness. 
The software teaches a lesson on the subject of genetics, interacting with the user via 
an animated agent which has spoken and on-screen dialogue. An internal decision 
network utilizes data from the affective platform to infer the dimensions of affective 
arousal and valence in real-time while the learner interacts with the software. The ATS 
has the capability to perform various types of interaction including providing affect 
support to address negative states, encouraging the learner and providing revision and 
review tips. 
The ATS was subjected to an empirical evaluation to investigate the effectiveness of 
incorporating affective components into an e-learning lesson, with a non-affect sensing 
implementation of the same software used as a control. The results demonstrated that 
the learners in the ATS group had significantly greater levels of perceived learning. This 
is a positive finding as it confirms that the developed hardware, software and model all 
function successfully in a real world application, and also that a measurable difference 
in perceived learning can be obtained by incorporating affective enhancements into a 
computer based lesson. 
  LIMITATIONS AND FUTURE RESEARCH  9.5
The physiological platform and associated sensors were evaluated in a controlled 
environment in which the influence of factors such as movement or interference was 
minimized. As the sensors are somewhat sensitive to movement, the development of 174 
 
techniques (both hardware and software) to make the measurement platform less 
sensitive in this regard is a valuable future area of research. Progress in this area will 
contribute to the future goal of being able to integrate these physiological sensors into 
hardware such as the keyboard and mouse, which was identified early in the research. 
Another opportunity for future research involves enhancement of the software based 
signal processing. Whilst the signal processing tools functioned as intended, the 
piloting revealed that the hardware platform developed was capable of detecting 
much smaller and subtle signals than originally expected. Future research may 
investigate ways to refine the sensitivity of the data processing and analysis platform 
and utilize the correspondingly larger volumes of data. 
The development of affective tutoring applications depends on a few assumptions. 
Prominent amongst these is the fact that there is as yet no definitive information on 
which specific emotions relate to various aspects of learning. Proposed models such as 
the one developed by Kort (2001) are valuable but require further study. The ATS 
developed in this thesis mitigated this potential issue by addressing known negative 
states rather than attempting to classify a wider range of affective states. Future 
research could use the affective platform described in this thesis, and investigate a 
wide range of cognitive and learning tasks to correlate these with physiological 
markers. The current mapping of physiological states to specific named affective states 
is convenient as it provides a common point of reference, but the possibility should be 
acknowledged that some level of detail may be lost when categorizing or grouping 
individual affective states. One potential area of research may be to investigate the 
derivation of physiological patterns as templates for an underlying affective state – by 175 
 
abstracting the pattern of physiological expression into a template, and not 
constraining the classification to specific named states, the outcomes may be more 
widely and easily generalizable to different individuals and scenarios. 
Finally, the evaluation of the ATS highlighted some areas for further research. Whilst 
the software itself met all of the research goals and a significant increase in perceived 
learning was observed, there are further areas that could be explored and evaluated 
with this platform. One important area is that of enjoyment as it has been previously 
suggested that enjoyment influences the acceptance and use of technology (Davis, et 
al., 1992). Whilst the evaluation did not reveal significant increases in enjoyment for 
the ATS as compared to a non-affective implementation, it is believed that this aspect 
of the interaction should be explored further. A positive observation was made that 
participants generally spent much longer using the ATS than originally allocated, 
furthermore open ended feedback indicated that a flow experience and lack of time 
awareness was partly responsible for this extra time spent on the tasks. Future 
research should specifically investigate the measures of time on task and flow when 
using an affective computing application, as these areas hold promise to yield valuable 
insights.  
  IMPLICATIONS  9.6
The investigation of physiological measures for arousal and valence has some 
substantial implications. The finding that HRV is sensitive to affective valence and 
measurable reliably is a new and potentially valuable means of inferring vital 
information about affective state, within a relatively well understood and easily 176 
 
implemented set of tools and technologies. On a practical level, the use of shorter time 
windows in this development means that only 100 seconds of data is required to begin 
calculating HRV data. Thus this approach is better suited for real-time systems which 
require up to date feedback without the latency associated with using large blocks of 
data for processing. It is anticipated that developers who may have previously 
overlooked this valuable source of data will now consider its implementation in both 
affective computing and physiological computing applications. 
The Affective Stack Model contributed a framework upon which to build affective 
computing applications in a high level component based manner which acknowledges 
third party software applications as potential candidates for affective computing 
enhancements. From a theoretical perspective, this model encourages a specialization 
into logical sub-units: these may be refined and developed independently of one 
another. This model permits that future researchers may concentrate on their own 
area of expertise, and share best practices. Developers may also consider this model 
and realize that potential future applications of their software may include affect 
support. The inclusion of third-party software into this model promotes this thinking, 
and is a step toward making widespread usage of affective computing technologies a 
reality. 
The construction and evaluation of an ATS has demonstrated the real world 
applications of the physiological platform and development model. By building upon 
existing educational materials with minimal re-development it has shown that there 
are vast practical implications as the same affective enhancements may potentially be 177 
 
applied to many third party applications. The ATS that was developed was subjected to 
empirical evaluation in a laboratory study, the findings from which demonstrated the 
utility of providing affective enhancements in a computer based lesson as well as 
highlighting areas for further development in the future. 
In conclusion, the research described in this thesis represents significant progress 
towards making affective computing software a viable new direction in interaction 
design. The next generation of applications built using such technologies hold promise 
to address the affective communication gap and foster a natural, intuitive and 
productive computing experience to the benefit of developers, researchers and end 
users alike.  
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 THEORIES OF EMOTION  APPENDIX A.
  JAMES-LANGE THEORY  A.1
William James (1842-1910) was an American psychologist and philosopher, and in 
1876 established the first laboratory for psychological research at Harvard. James took 
a very physiological view of emotions and theorized that emotions happen as a result 
of physiological events rather than being the cause of them.  
In his own words “the bodily changes follow directly the perception of the exciting fact, 
and … our feelings of the same changes as they occur is the emotion”  (James, 1890, 
pp. 449-451) 
This sequence of internal processes is represented in Figure A-1 below: 
 
Figure A-1: Internal processes in James-Lange theory 
 
In short, the bodily sensation prepares us for action; emotions direct our attention and 
influence cognitive processing. 
In his writing, James emphasized visceral arousal and overt motor reaction as central 
to the emotional state. Independently a Danish physiologist, Carl Lange, proposed a 180 
 
theory similar to that of James. Lange however emphasized vascular changes as being 
central to the process. Since then the view that emotion is the perception of bodily 
changes has been known as the James-Lange theory of emotion (Lange & James, 
1922). James’ views sparked an interest in the relationship between emotions and 
bodily processes, the field of psychophysiology, upon which much of the research 
described in this thesis is based.  
  CANNON-BARD THEORY    A.2
Walter Cannon challenged the James-Lange theory and proposed that people’s bodies 
are programmed to maintain an ideal level of “adaptation”, arguing that when strong 
emotions are felt, the body makes adjustments in order to bring things back to the 
ideal level. This theory, put together by Walter Cannon and Philip Bard, argues that 
emotions signal an emergency which causes the body to react with the resources 
needed to cope. This is known as the Cannon-Bard Theory (1928; 1931) 
Cannon’s most notable criticism of the James-Lange theory came with the following 
arguments:   
  Very different emotional states are associated with identical internal changes. 
  Internal organs are relatively insensitive and cannot provide enough 
information to allow an individual to distinguish one emotion from another. 
  Emotion is not necessarily produced by physiological stimulation. 
  Bodily responses are too slow to be the source of feeling. 
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Cannon concluded that the brain itself, specifically the thalamus, is the control centre 
for emotional behaviour. Activation of this brain structure would therefore produce 
both the experience of the emotion and also the accompanying physiological changes. 
This process is illustrated below in Figure A-2. 
 
Figure A-2: Internal processes in Cannon-Bard theory 
 
It does appear now that some of Cannon’s criticisms were not valid. For example there 
is evidence that severing the spinal chord does alter some aspects of the experience of 
emotion (Fehr & Stern, 1970) and it has been possible to make physiological 
distinctions between certain emotions. However some of his criticisms do merit 
consideration when designing an affective computing application.  
In particular, the observation that very similar physiological changes may accompany 
markedly different affective states is of relevance when attempting to infer emotional 
state from physiological signals. A quickened pulse for example, could just as easily 
signify danger or excitement and taking this one factor out of context does not give 
enough information to make any inferences about the person. For this reason it is 
necessary to consider multiple physiological features together, as well as taking 
environmental factors into consideration wherever possible. 182 
 
  APPRAISAL THEORY  A.3
The foundation of appraisal theory is the concept that emotions are elicited by 
appraisals (or evaluations) of events and situations. This concept was developed to 
solve particular issues that are inherent with other theories of emotion. Two 
contributors greatly advanced this theory. Magda Arnold’s (1960) “cognitive theory” 
specified that the first step in emotion is an appraisal of the situation. According to 
Arnold, the initial appraisals start the emotional sequence and arouse both the 
appropriate actions and the emotional experience itself, so that the physiological 
changes, accompany, but do not initiate, the actions and experiences (Arnold, 1960). 
Following on from this, two main factors were identified to be involved in cognitive 
aspects of emotion. Firstly, the nature of the appraisals underlying separate emotional 
reactions, and secondly the determining conditions of these cognitions (Lazarus, 
Averill, & Opton, 1970). 
Emotional response has a differentiated nature. Behavioural theories which view 
emotion as corresponding to the degree of energy (which may be related to the 
degree of underlying physiological arousal, often stated in terms of a two dimensional 
model plotting arousal and valence (e.g. Bradley & Lang, 1994; Mehrabian & Russel, 
1974) do not account for the fact that a particular degree of energy may be manifest in 
many different responses.   
Proponents of the appraisal based theory of emotions cite numerous justifications for 
the validity of this theory. These include the individual and temporal differences in 
emotional response. There can be a marked difference in the way individuals respond 183 
 
to the same event. In addition an individual’s response may change over time. This is 
hard to explain with theories that claim that stimulus directly causes emotional 
response. Furthermore, the same emotion may be elicited by a range of situations 
rendering it impossible that emotions are simply unconditioned response to stimuli.  
  SCHACHTER AND SINGER TWO-FACTOR THEORY   A.4
Cognitive theories gained prominence in the 1960’s as psychologists began to move 
away from solely behaviorist views. Essentially a cognitive approach takes into account 
the individual experiences of the organism in guiding behaviour. 
Notable amongst cognitive theories is Schachter and Singer’s two-factor theory, also 
known as cognition arousal theory, which views emotion as having two components 
(factors): physiological arousal and cognition (Schachter & Singer, 1962). According to 
the theory, cognitions are used to interpret the meaning of physiological reactions to 
outside events. When people become aroused, they look for cues as to why they feel 
the way they do. 
Schachter and Singer carried out an experiment to test the two-factor theory of 
emotion on 184 participants, who were given an adrenaline (or placebo) injection and 
given differing information on what to expect in terms of side effects. The participants 
were then instructed to carry out tasks aimed to result in either “euphoria” or “anger” 
conditions. The researchers then made observational measures of emotional response 
and also took self-report measures from the participants. 184 
 
Results showed that in the euphoria condition the happiest participants were those 
who had been misinformed about the side effects of adrenaline, followed by those 
who were given no information about side effects. This shows these participants were 
more influenced by the tasks as they had no explanation as to why they felt the way 
they did. 
In the anger condition, those given no information about the side effects of adrenaline 
felt the angriest. The least angry group was those who were informed. Again this 
shows that participants were more susceptible to strong emotions because they had 
no explanation of why their body felt as it did.    
Schachter and Singer argue that their findings support their two-factor theory of 
emotion. The two-factor theory of emotion states that the physiological arousal in 
different emotions is entirely the same and that the affective state is labeled by the 
cognitive processes that follow. The series of internal processes is illustrated in Figure 
A-3. 
 
Figure A-3: Schachter and Singer two-factor theory 
 
  COGNITIVE MEDIATIONAL THEORY  A.5
An extension of two-factor theory is Lazarus’ Cognitive Mediational theory (Lazarus, 
1991). This theorizes that people make three kinds of appraisals. In primary appraisal 185 
 
they decide what consequences impending events may have for their well-being, for 
example is the situation positive, negative or stressful or some combination of these. 
At this point the appraisal process is largely to do with whether the situation is 
relevant to ones goals or values, and if so, in what way.  The term goal commitment 
implies that a person will strive hard toward that goal in spite of any setbacks or 
difficulty. If there is little goal commitment toward a task there is nothing of 
importance in order to arouse stress – the person goes about dealing with routine 
matters until something of greater adaptational importance (and thus stress arousal) 
comes along to interrupt the routine. 
This decision is factored into the secondary appraisal where a course of action is 
decided upon. This appraisal is made in terms of what the person should and can do in 
the situation. The terms primary and secondary do not denote that either of them is 
less important, simply that primary appraisal is mainly a judgment about whether the 
situation is worthy of attention. In practice there is effectively always interplay 
between primary and secondary appraisals. The third type of appraisal is simply a re-
appraisal of the current situation; i.e. the appraisal process does not end, people 
constantly re-assess the situation as it unfolds and in many cases, the emotions are 
altered during reappraisal when a new relational meaning of the encounter is 
constructed. 186 
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 IAPS IMAGES  APPENDIX B.
Table B-1: IAPS Images 
Filename  Modification Date  Description 
1114.jpg  10/25/2004  03:42 PM  Snake 
1201.jpg  10/25/2004  03:45 PM  Spider 
1440.jpg  10/25/2004  03:53 PM  Seal 
1525.jpg  10/25/2004  03:52 PM  Attack dog 
1601.jpg  10/25/2004  03:51 PM  Giraffes 
1610.jpg  10/25/2004  03:51 PM  Rabbit 
2000.jpg  10/25/2004  03:54 PM  Adult 
2040.jpg  10/25/2004  03:59 PM  Baby 
2050.jpg  10/25/2004  03:59 PM  Baby 
2370.jpg  10/25/2004  04:08 PM  Three men 
2717.jpg  11/02/2004  05:52 PM  Drug Addict 
2811.jpg  01/13/2003  11:55 AM  Gun 
4250.jpg  10/27/2004  12:11 PM  Attractive Female 
4536.jpg  10/27/2004  12:14 PM  Attractive Male 
5000.jpg  10/27/2004  12:23 PM  Flower 
5480.jpg  10/27/2004  12:27 PM  Fireworks 
5621.jpg  10/27/2004  12:33 PM  Skydivers 
5830.jpg  10/27/2004  12:35 PM  Sunset 
6243.jpg  10/27/2004  12:40 PM  Aimed Gun 
6300.jpg  10/27/2004  12:41 PM  Knife 
6830.jpg  11/02/2004  03:32 PM  Weapons 
7050.jpg  11/02/2004  03:34 PM  Hairdryer 
7230.jpg  11/02/2004  03:48 PM  Turkey 
7325.jpg  11/02/2004  03:53 PM  Watermelon 
7580.jpg  11/02/2004  03:57 PM  Desert 
7830.jpg  11/02/2004  04:01 PM  Agate 
7950.jpg  11/02/2004  04:01 PM  Tissue 
8251.jpg  11/02/2004  04:07 PM  Wing walker 
8501.jpg  11/02/2004  04:11 PM  Money 
9301.jpg  11/02/2004  04:17 PM  Toilet 
9340.jpg  11/02/2004  04:17 PM  Garbage 
9920.jpg  11/02/2004  04:25 PM  Accident 
9926.jpg  11/02/2004  05:47 PM  Flood 
 
Note: Normative arousal/valence ratings for the chosen images are not included in this 
table as republication of the IAPS normative data is not permitted. The copyright 
holders have indicated that these details are available upon request (Lang, et al., 
2008). 
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 STUDY 1 INFORMATION LETTER  APPENDIX C.
 
Project title: A system for inferring and responding to emotions detected through 
user physiology. 
 
The purpose of this study is explore the relationship between various computer 
based tasks and the physiological (and thus, emotional) state of the user. The 
outcomes of this research will   contribute to the field of affective computing and 
emotion inference.  This study will be undertaken by Nik Thompson, a PhD student 
at Murdoch University, under the supervision of Dr Tanya McGill and Mr Terry 
Koziniec.   
 
People tend to respond to computers in much the same way as a social interaction 
between people and therefore also express emotions toward the computer. 
Emotions are communicated to others in a multitude of ways, some of these ways 
are quite obvious to others – however there are other, less apparent changes in 
physiology such as respiration or heart rate or the electrical properties of the skin. 
With the use of physiological sensing equipment, these subtle physiological 
responses may be detected and used as a form of input to the computer and thus 
used as indicators for the emotional state of the individual.  
 
You can help in this study by participating in this experiment. The session will take 
approximately 40 minutes and will be held in ECL 3.052 at a mutually favourable 
time. The experiment will involve using an interactive E-learning application while 
your physiological responses are monitored.  The physiological monitoring will use a 
light source to measure your heart rate and a minute current to measure the 
electrical properties of the skin on your hand. You will not feel the monitoring 
equipment. The session will conclude with a short survey to enable you to report 
your experiences and feedback regarding the E-learning application. 
 
It is possible that you may experience some level of anxiety or stress during the 
session as a result of some of the tasks; you are free to withdraw at any time 
during the session if you wish. Your participation is entirely voluntary and you can 
decide not to participate at any time. This research has received Murdoch 
University's Human Research Ethics Committee approval.  All data collected is 
confidential and no names or other information that might identify you will be used 
in any publication arising from the research.   
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If you are willing to participate in this study, could you please complete the consent 
form.  If you have any questions about this project please feel free to contact Nik 
Thompson (N.Thompson@murdoch.edu.au; 9360 1285) or my supervisor Tanya 
McGill (T.Mcgill@murdoch.edu.au; 9360 2798). We are happy to discuss with you 
any concerns you may have on how this study has been conducted. If you wish to 
talk to an independent person about your concerns you can contact Murdoch 
University's Human Research Ethics Committee on 9360 6677 or email 
ethics@murdoch.edu.au. 
 
 
 
 
Thank you 
 
 
 
This study has been approved by the Murdoch University Human Research Ethics Committee (Approval 
No 2009/04) 
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 ETHICS APPROVAL   APPENDIX D.
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 CONSENT FORM  APPENDIX E.
 
 
 
 
Project title: A system for inferring and responding to emotions detected through 
user physiology. 
 
I have read the participant information letter, which explains the nature of the research 
and the possible risks. The information has been explained to me and all my questions 
have been satisfactorily answered. I have been given a copy of the information letter to 
keep. 
I am happy to participate in the tasks and for data to be recorded as part of this research. 
I understand that my participation is voluntary and I am free to withdraw at any time 
without consequences to myself. 
I  agree  that  research  data  gathered  from  the  results  of  the  study  may  be  published 
provided my name or any identifying data is not used. I have also been informed that I 
may not receive any direct benefits from participating in this study. 
I understand that all information provided by me is treated as confidential and will not 
be released by the researcher to a third party unless required to do so by law. 
 
___________________________________    ______________________ 
  Signature of Participant          Date 
 
I wish to receive a copy of the summary report (please provide your email address): 
 
Email address:  _________________________ 
 
 
Investigator 
 
I have fully explained to _____________________________ the nature and purpose of 
the research, the procedures to be employed, and the possible risks involved. I have 
provided the participant with a copy of the Information Sheet.  
 
___________________________________    ______________________ 
      Signature of Investigator                Date 
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 ALTERNATIVE DATA ACQUISITION  APPENDIX F.
METHODS 
  PC SOUNDCARD BASED DATA ACQUISITION  F.1
Over the last several years, sound cards have become standard equipment on all 
desktop personal computers. Furthermore, due to the proliferation of on board sound 
devices such as the Realtek ALC65 chipset (Realtek Semiconductor Corp, 2005), even 
entry level desktop machines now all are shipped with sound capability. These devices 
typically conform to the AC’97 specification (Intel Corporation, 2002) and provide a 
high quality audio architecture.  As the sound device contains some implementation of 
an analogue to digital converter (ADC) for recording purposes, this means that a data 
acquisition tool is potentially already at the disposal of every computer user. 
As the specifications of the ADC are fixed (by the computer manufacturer), 
refinements to this method of data acquisition in this area have to be carried out in 
software wherever possible. There are several data acquisition systems on the market 
which utilize a PC soundcard including the prominent MATLAB data acquisition toolkit 
which provides instructions on soundcard based data acquisition (MathWorks, 2012) 
However, the PC Soundcard ADC has a limitation: since it is designed to process high 
frequency input in the form of sound, it is able to only handle AC input. Any DC input, 
or sufficiently slow moving AC input will not be registered. This poses an issue for 
physiological measurement as it very often deals with slow moving signals. 196 
 
A potential workaround for this is to encode the low frequency signals in such a way as 
they fit within the operating range of the sound card ADC. Sibal and Sison (2002) have 
demonstrated one such solution for this by applying amplitude modulation (AM) to 
enable the sound card to sample low-frequency signals.  A monolithic function 
generator chip was used to generate a carrier signal, and perform the amplitude 
modulation. This was through the sound card using the Data Acquisition Toolbox of 
Matlab, and then demodulated, to reproduce the original input. Analysis showed that 
this method allows the sound card to acquire data with a bandwidth from DC up to 
100 Hz.  
This is a promising area of development, and whilst not at a sufficient state of maturity 
to be implemented into end user applications as yet, it is an area that shows promise 
for future physiological acquisition systems. 
  MICROPROCESSOR BASED DATA ACQUISITION  F.2
Many off the shelf microprocessor boards also contain ADC capabilities and thus may 
be suitable to use for physiological data acquisition. The Arduino board (Arduino Wiki, 
2010a)  contains such analogue input capability using an on board ADC with 10 bit 
resolution (Atmel Corporation, 2011). With a 0-5v operating input range this 
corresponds to 4.9mv resolution which may be sampled at up to 10Khz  (Arduino Wiki, 
2010b). The specifications indicate that such a board would be suitable for 
physiological acquisition so a proof of concept design was constructed to evaluate the 
EDA sensor operation using this alternative ADC.  Previous research has considered the 
use of the Atmel range of ADCs for physiological data acquisition (Sung-Nien & Jen-197 
 
Chieh, 2005; Wei, Shenqi, Lin, & Yongkui, 2008) and initial results indicate that this is a 
promising candidate platform to use for the acquisition of raw physiological data. The 
measuring sensitivity of the onboard ADC may be improved further with the use of a 
suitable reference voltage. In the default configuration, the reference voltage is 5 volts 
thus yielding the stated 0-5V input range. However, it is possible to use this 10 bit 
resolution in a more precise way at the expense of some input range. By 
programmatically switching to an internal 1.1v reference (Atmel Corporation, 2011) it 
is possible to reach precision of 1 mV. This has been tested and initial results confirm 
the technical soundness of this approach. To firmly establish the viability of this 
platform specifically for physiological data acquisition, future research should include a 
detailed signal analysis of actual physiological data acquired, benchmarked against a 
commercial grade platform. Another area for future research is to evaluate how much, 
if any, of the signal processing may be carried out on board. If the device is operating 
at its maximum sample rate, large amounts of data may be transferred which could 
potentially lead to latency issues. This is especially relevant if the devices are operating 
in a low power mode or in untethered (e.g. wireless body area network) configuration 
as may be expected for wearable devices. If any processing may be carried out on 
board before the data is transmitted, there may potentially be scope for reducing the 
amount of data transmission overall rendering this particular platform even more 
suitable for physiological data acquisition. 198 
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 STUDY 2 INFORMATION LETTER  APPENDIX G.
 
Project title: A system for inferring and responding to emotions detected 
through user physiology. 
We are currently undertaking research in the field of Affective Computing, to 
explore the relationship between various computer based tasks and the emotional 
state of the user. With the use of sensitive measurement equipment, subtle 
physiological responses may be detected and used as a form of input to the 
computer and thus used as indicators for the emotional state of the individual.  
This study will be undertaken by Nik Thompson, a PhD student at Murdoch 
University, under the supervision of Dr Tanya McGill and Mr. Terry Koziniec. This 
research has received Murdoch University's Human Research Ethics Committee 
approval.  All data collected is confidential and no names or other information that 
might identify you will be used in any publication arising from the research.   
The experiment will involve using an interactive E-learning application while your 
physiological responses are monitored. The physiological monitoring will use a light 
source to measure your heart rate and a minute current to measure the electrical 
properties of the skin on your hand. You will not feel the monitoring equipment. The 
session will conclude with a short survey to enable you to report your experiences 
and feedback regarding the E-learning application. The session will take 
approximately 30 minutes and will be held in ECL 3.052 at a mutually favourable 
time. 
If you are willing to participate in this study or if you have any questions, please 
contact Nik Thompson (N.Thompson@murdoch.edu.au; 9360 1285) or Tanya McGill 
(T.Mcgill@murdoch.edu.au; 9360 2798). We are happy to discuss with you any 
concerns you may have on how this study has been conducted. If you wish to talk 
to an independent person about your concerns you can contact Murdoch 
University's Human Research Ethics Committee on 9360 6677 or email 
ethics@murdoch.edu.au. 
 
Thank you 
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This study has been approved by the Murdoch University Human Research Ethics Committee (Approval 
No 2009/04) 
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