Abstract. In this paper, we present a new stochastic algorithm, namely the stochastic block mirror descent (SBMD) method for solving large-scale nonsmooth and stochastic optimization problems. The basic idea of this algorithm is to incorporate the block-coordinate decomposition and an incremental block averaging scheme into the classic (stochastic) mirror-descent method, in order to significantly reduce the cost per iteration of the latter algorithm. We establish the rate of convergence of the SBMD method along with its associated large-deviation results for solving general nonsmooth and stochastic optimization problems. We also introduce different variants of this method and establish their rate of convergence for solving strongly convex, smooth, and composite optimization problems, as well as certain nonconvex optimization problems. To the best of our knowledge, all these developments related to the SBMD methods are new in the stochastic optimization literature. Moreover, some of our results also seem to be new for block coordinate descent methods for deterministic optimization.
Here X ∈ R n is a closed convex set, ξ is a random variable with support Ξ ⊆ R d and F (·, ξ) : X → R is continuous for every ξ ∈ Ξ. In addition, we assume that X has a block structure, i.e.,
where X i ⊆ R ni , i = 1, . . . , b, are closed convex sets with n 1 + n 2 + . . . + n b = n. The last few years have seen a resurgence of interest in the block coordinate descent (BCD) method for solving problems with X given in the form of (1.2). In comparison with regular first-order methods, each iteration of these methods updates only one block of variables. In particular, if each block consists of only one variable (i.e., n i = 1, i = 1, . . . , b), then the BCD method becomes the simplest coordinate descent (CD) method. Although simple, these methods are found to be effective in solving huge-scale problems with n as big as 10 8 −10 12 (see, e.g., [28, 19, 29, 33, 4] ), and hence are very useful for dealing with high-dimensional problems, especially those from large-scale data analysis applications. While earlier studies on the BCD method were focused on their asymptotically convergence behaviour (see, e.g., [22, 38] and also [39, 40] ), much recent effort has been directed to the complexity analysis of these types of methods (see [28, 19, 35, 33, 4] . In particular, Nesterov [28] was among the first (see also Leventhal and Lewis [19] , and Shalev-Shwartz and Tewari [35] ) to analyze the iteration complexity of a randomized BCD method for minimizing smooth convex functions. More recently, the BCD methods were further enhanced by Richtárik and Takác [33] , Beck and Tetruashvili [4] , Lu and Xiao [21] , etc. We refer to [33] for an excellent review on the earlier developments of BCD methods.
However, to the best of our knowledge, most current BCD methods were designed for solving deterministic optimization problems. One possible approach for solving problem (1.1), based on existing BCD methods and the sample average approximation (SAA) [36] , can be described as follows. For a given set of i.i.d. samples (dataset) ξ k , k = 1, . . . , N , of ξ, we first approximate f (·) in (1.1) byf (x) := 1 N N k=1 F (x, ξ k ) and then apply the BCD methods to min x∈Xf (x). Since ξ k , k = 1, . . . , N , are fixed a priori, by recursively updating the (sub)gradient off (see [28, 29] ), the iteration cost of the BCD method can be considerably smaller than that Lipschitz-continuous gradients g(·). We show that, by properly modifying the SBMD method, we can significantly improve the aforementioned complexity bounds in terms of their dependence on the Lipschitz constants of g(·). We show that the complexity bounds can be further improved if f (·) is strongly convex. Thirdly, we generalize our study to a class of nonconvex stochastic composite optimization problems in the form of (1.4), but with f (·) being possibly nonconvex. Instead of using the aforementioned incremental block averaging, we incorporate a certain randomization scheme to compute the output of the algorithm. We also establish the complexity of this algorithm to generate an approximate stationary point for solving problem (1.4) .
While this paper focuses on stochastic optimization, it is worth noting that some of our results also seem to be new in the literature for the BCD methods for deterministic optimization. Firstly, currently the only BCD-type methods for solving general nonsmooth CP problems are based on the subgradient methods without involving averaging, e.g., those by Polak and a constrained version by Shor (see Nesterov [29] ). Our development shows that it is possible to develop new BCD type methods involving different averaging schemes for convex optimization. Secondly, the large-deviation result for the BCD methods for general nonsmooth problems and the O(b/ǫ) complexity result for the BCD methods for general nonsmooth strongly convex problems are new in the literature. Thirdly, it appears to us that the complexity for solving nonconvex optimization by the BCD methods has not been studied before in the literature.
This paper is organized as follows. After reviewing some notations in Section 1.1, we present the basic SBMD algorithm for general nonsmooth optimization and discuss its convergence properties in Section 2. A variant of this algorithm for solving convex stochastic composite optimization problems, along with its complexity analysis are developed in Section 3. A generalization of this algorithm for solving nonconvex stochastic composite optimization is presented in Section 4. Finally some brief concluding remarks are given in Section 5.
Notation and terminology. Let R
ni , i = 1, . . . , b, be Euclidean spaces equipped with inner product ·, · and norm · i ( · i, * be the conjugate) such that b i=1 n i = n. Let I n be the identity matrix in R n and U i ∈ R n×ni , i = 1, 2, . . . , b, be the set of matrices satisfying
For a given x ∈ R n , we denote its i-th block by
Moreover, we define
and denote its conjugate by y
b, * . Let X be defined in (1.2) and f : X → R be a closed convex function. For any x ∈ X, let G(x, ξ) be a stochastic subgradient of f (·) such that (1.3) holds. We denote the partial stochastic subgradient of f (·) by
2. The SBMD methods for nonsmooth convex optimization. In this section, we present the stochastic block coordinate descent method for solving stochastic nonsmooth convex optimization problems and discuss its convergence properties. More specifically, we present the basic scheme of the SBMD method in Subsection 2.1 and discuss its convergence properties for solving general nonsmooth and strongly convex nonsmooth problems in Subsections 2.2 and 2.3, respectively.
Throughout this section, we assume that f (·) in (1.1) is convex and its stochastic subgradients satisfy, in addition to (1.3), the following condition:
Clearly, by (1.3) and (2.1), we have
and
2.1. The SBMD algorithm for nonsmooth problems. We present a general scheme of the SBMD algorithm, based on Bregman's divergence, to solve stochastic convex optimization problems.
Recall that a function ω i : X i → R is a distance generating function [24] with modulus α i with respect to · i , if ω is continuously differentiable and strongly convex with parameter α i with respect to · i . Without loss of generality, we assume throughout the paper that α i = 1 for any i = 1, . . . , b. Therefore, we have
The prox-function associated with ω i is given by
The prox-function V i (·, ·) is also called the Bregman's distance, which was initially studied by Bregman [5] and later by many others (see [1, 2, 37] and references therein). For a given x ∈ X i and y ∈ R ni , we define the prox-mapping as
Suppose that the set X i is bounded, the distance generating function ω i also gives rise to the following characteristic entity that will be used frequently in our convergence analysis:
We can easily see that for any x ∈ X,
which, in view of the strong convexity of ω i , also implies that
Therefore, for any x, y ∈ X, we have
8)
With the above definition of the prox-mapping, we can formally describe the stochastic block mirror 4 descent (SBMD) method as follows.
Algorithm 1 The Stochastic Block Mirror Descent (SBMD) Algorithm
Let x 1 ∈ X, stepsizes {γ k } k≥1 , weights {θ k } k≥1 , and probabilities
b i=1 p i = 1 be given. Set s 1 = 0, and u i = 1 for i = 1, . . . , b. for k = 1, . . . , N do 1. Generate a random variable i k according to 11) and then set
We now add a few remarks about the SBMD algorithm stated above. Firstly, each iteration of the SBMD method recursively updates the search point x k based on the partial stochastic subgradient G i k (x k , ξ k ). In addition, rather than taking the average of {x k } in the end of algorithm as in the mirror-descent method, we introduce an incremental block averaging scheme to compute the output of the algorithm. More specifically, we use a summation vector s k to denote the weighted sum of x k 's and the index variables u i , i = 1, . . . , b, to record the latest iteration when the i-th block of s k is updated. Then in (2.11), we add up the i k -th block of s k with x k k j=i k θ j , where k j=i k θ j is often given by explicit formula and hence easy to compute. It can be checked that by using this averaging scheme, we havē
Secondly, observe that in addition to (2.11) and (2.12), each iteration of the SBMD method involves the computation of G i k . Whenever possible, we should update G i k recursively in order to reduce the iteration cost of the SBMD algorithm. Consider an important class of SP problems with the objective function
where ψ(·) and χ(·) are relatively simple functions, q ∈ R n , and B ∈ R n×n . For the sake of simplicity, let us also assume that n 1 = . . . = n b = 1. For example, in the well-known support vector machine (SVM) problem, we have ψ(y) = max { y, ξ , 0} and χ(x) = x 2 2 /2. In order to compute the full vector G(x k , ξ k ), we need O(n 2 ) arithmetic operations to compute the vector Bx k − q, which majorizes other arithmetic operations if ψ and χ are simple. On the other hand, by recursively updating the vector y k = Bx k in the SBMD method, we can significantly reduce the iteration cost from O(n 2 ) to O(n). This bound can be further reduced if both ξ k and B are sparse (i.e., the vector ξ k and each row vector of B contain just a few nonzeros). The above example can be generalized to the case when B has r × b blocks denoted by B i,j ∈ R mi×nj , 1 ≤ i ≤ r and 1 ≤ j ≤ b, and each block row B i = (B i,1 , . . . , B i,b ), i = 1, . . . , r, is block-sparse (see [29] for some related discussion).
Thirdly, observe that the above SBMD method is conceptual only because we have not yet specified the selection of the stepsizes {γ k }, the weights {θ k }, and the probabilities {p i }. We will specify these parameters after establishing some basic convergence properties of this method.
2.2. Convergence properties of SBMD for nonsmooth problems. In this subsection, we discuss the main convergence properties of the SBMD method for solving general nonsmooth convex problems.
Theorem 2.1. Letx N be the output of the SBMD algorithm and suppose that
Then we have, for any N ≥ 1 and x ∈ X,
where the expectation is taken with respect to (w.r.t.) {i k } and {ξ k }. Proof. For simplicity, let us denote
By the optimality condition of (2.5) (e.g., Lemma 1 of [24] ) and the definition of x (i) k in (2.12), we have
Using this observation, we have, for any k ≥ 1 and x ∈ X,
It then follows from (2.16) and the convexity of f (·) that, for any k ≥ 1 and x ∈ X,
By using the above inequalities, the convexity of f (·), and the fact thatx
γ k due to (2.13) and (2.14), we conclude that for any N ≥ 1 and x ∈ X,
Now, observe that by (1.3) and (2.10),
Also, by (2.10) and (2.1),
Our result in (2.15) then immediately follows by taking expectation on both sides of (2.18), and using the previous observations in (2.19) and (2.20).
Below we provide a few specialized convergence results for the SBMD algorithm after properly selecting {p i }, {γ k }, and {θ k }.
Corollary 2.2. Suppose that {θ k } in Algorithm 1 are set to (2.14). a) If X is bounded, and {p i } and {γ k } are set to
Proof. We show part a) only, since part b) can be proved similarly. Note that by (2.7) and (2.21), we have
Using this observation, (2.15), and (2.21), we have
A few remarks about the results obtained in Theorem 2.1 and Corollary 2.2 are in place. First, the parameter setting in (2.21) only works for the case when X is bounded, while the one in (2.23) also applies to the case when X is unbounded or when the bounds D i , i = 1, . . . , b, are not available. It can be easily seen that the optimal choice ofD in (2.24) would be 25) where the second inequality follows from (2.7). It is interesting to note the difference between the above bound and (2.22). Specifically, the bound obtained in (2.22) by using a non-uniform distribution {p i } always minorizes the one in (2.25) by the Cauchy-Schwartz inequality. Second, observe that in view of (2.22), the total number of iterations required by the SBMD method to find an ǫ-solution of (1.1) can be bounded by
Also note that the iteration complexity of the mirror-descent SA algorithm employed with the same ω i (·),
Clearly, the bound in (2.26) can be larger, up to a factor of b, than the one in (2.27). Therefore, the total arithmetic cost of the SBMD algorithm will be comparable to or smaller than that of the mirror descent SA, if its iteration cost is smaller than that of the latter algorithm by a factor of O(b). Third, in Corollary 2.2 we have used a constant stepsize policy where γ 1 = . . . = γ N . However, it should be noted that variable stepsize policies, e.g., those similar to [24] , can also be used in the SBMD method.
2.3. Convergence properties of SBMD for nonsmooth strongly convex problems. In this subsection, we assume that the objective function f (·) in (1.1) is strongly convex, i.e., ∃ µ > 0 s.t.
In order to establish the convergence of the SBMD algorithm for solving strongly convex problems, we need to assume that the prox-functions V i (·, ·), i = 1, . . . , b, satisfy a quadratic growth condition (e.g., [12, 7, 8] ):
for some Q > 0. In addition, we need to assume that the probability distribution of i k is uniform, i.e.,
Before proving the convergence of the SBMD algorithm for solving strongly convex problems, we first state a simple technical result obtained by slightly modifying Lemma 3 of [15] . Lemma 2.3. Let a k ∈ (0, 1], k = 1, 2, . . ., be given. Also let us denote
Suppose that A k > 0 for all k ≥ 2 and that the sequence {∆ k } satisfies 
then, for any N ≥ 1 and x ∈ X, we have
Proof. For simplicity, let us denote
. . , ζ k ), and let δ k andδ k be defined in (2.17). By (2.29) and (2.30), we have
Using this observation, (2.16), and (2.28), we obtain
Using the fact that V (x N +1 , x) ≥ 0 and (2.34), we conclude from the above relation that
Taking expectation on both sides of the above inequality, and using relations (2.19) and (2.20), we obtain
which, in view of (2.13), (2.30) and the convexity of f (·), then clearly implies (2.35).
Below we provide a specialized convergence result for the SBMD method to solve nonsmooth strongly convex problems after properly selecting {γ k }.
Corollary 2.5. Suppose that (2.28), (2.29) and (2.30) hold. If {θ k } are set to (2.34) and {γ k } are set to
39)
Proof. It can be easily seen from (2.34) and (2.39) that 42) and
Hence, by (2.35),
In view of (2.40), the number of iterations performed by the SBMD method to find an ǫ-solution for nonsmooth strongly convex problems can be bound by
which is comparable to the optimal bound obtained in [12, 7, 23 ] (up to a constant factor b). To the best of our knowledge, no such complexity results have been obtained before for BCD type methods in the literature.
2.4. Large-deviation properties of SBMD for nonsmooth problems. Our goal in this subsection is to establish the large-deviation results associated with the SBMD algorithm under the following "light-tail" assumption about the random variable ξ:
It can be easily seen that (2.44) implies (2.1) by Jensen's inequality. It should be pointed out that the above "light-tail" assumption is alway satisified for determinisitc problems with bounded subgradients. For the sake of simplicity, we only consider the case when the random variables {i k } in the SBMD agorithm are uniformly distributed, i.e., relation (2.30) holds. The following result states the large-deviation properties of the SBMD algorithm for solving general nonsmooth problems without assuming strong convexity.
Theorem 2.6. Suppose that Assumptions (2.44) and (2.30) holds. Also assume that X is bounded. a) For solving general nonsmooth CP problems (i.e., (2.14) holds), we have 
46)
for any N ≥ 1, x ∈ X and λ > 0. Proof. We first show part a). Note that by (2.44), the concavity of φ(t) = √ t for t ≥ 0 and the Jensen's inequality, we have, for any i = 1, 2, ..., b,
Also note that by (2.19), δ k , k = 1, . . . , N , is the martingale-difference. In addition, denoting
(by (2.3) and (2.9))
Therefore, by the well-known large-deviation theorem on the Martingale-difference (see, e.g., Lemma 2 of [18]), we have
Also observe that under Assumption (2.44),
(by (2.1))
Using these previous two inequalities, we have
It then follows from Markov's inequality that
Combining (2.18), (2.48) and (2.49), we obtain (2.45).
The probabilistic bound in (2.46) follows from (2.38) and an argument similar to the one used in the proof of (2.45), and hence the details are skipped.
We now provide some specialized large-deviation results for the SBMD algorithm with different selections of {γ k } and {θ k }.
Corollary 2.7. Suppose that (2.44) and (2.30) hold. Also assume that X is bounded. a) If {θ k } and {γ k } are set to (2.14) and (2.23) for general nonsmooth problems, then we have
for any x ∈ X and λ > 0. b) If {θ k } and {γ k } are set to (2.34) and (2.39) for strongly convex problems, then we have
for any x ∈ X and λ > 0.
Proof. Note that by (2.7), we have
Using these identities and (2.45), we conclude that
i and simplifying the above relation, we obtain (2.50). Similarly, relation (2.51) follows directly from (2.46) and a few bounds in (2.41), (2.42) and (2.43).
We now add a few remarks about the results obtained in Theorem 2.6 and Corollary 2.7. Firstly, observe that by (2.48), the number of iterations required by the SBMD method to find an (ǫ, λ)-solution of (1.1), i.e., a pointx ∈ X s.t. Prob{f (x) − f * ≥ ǫ} ≤ λ can be bounded by
after disregarding a few constant factors. To the best of our knowledge, now such large-deviation results have been obtained before for the BCD methods for solving general nonsmooth CP problems, although similar results have been established for solving smooth problems or some composite problems [28, 33] . Secondly, it follows from (2.46) that the number of iterations performed by the SBMD method to find an (ǫ, λ)-solution for nonsmooth strongly convex problems, after disregarding a few constant factors, can be bounded by O log 2 (1/λ)/ǫ 2 , which is about the same as the one obtained for solving nonsmooth problems without assuming convexity. It should be noted, however, that this bound can be improved to O (log(1/λ)/ǫ) , for example, by incorporating a domain shrinking procedure [8] .
3. The SBMD algorithm for convex composite optimization. In this section, we present a variant of the SBMD algorithm which can make use of the smoothness properties of the objective function of an SP problem. More specifically, we consider convex composite optimization problems given in the form of (1.4), where f (·) is smooth and its gradients g(·) satisfy
It then follows that
The following assumption is made throughout this section.
Assumption 1. The function χ(·) is block separable, i.e., χ(·) can be decomposed as
where χ i : R ni → R are closed and convex.
Let V i (·, ·) defined in (2.4). For a given x ∈ X i and y ∈ R ni , we define the composite prox-mapping as
Clearly, if χ(x) = 0 for any x ∈ X, then problem (1.4) becomes a smooth optimization problem and the composite prox-mapping (3.4) reduces to (2.5).
We are now ready to describe a variant of the SBMD algorithm for solving smooth and composite problems. 
A few remarks about the above variant of SBMD algorithm for composite convex problem in place. Firstly, similar to Algorithm 1, G(x k , ξ k ) is an unbiased estimator of g(x k ) (i.e., (1.3) holds). Moreover, in order to know exactly the effect of stochastic noises in G(x k , ξ k ), we assume that for some σ i ≥ 0,
Clearly, if σ i = 0, i = 1, . . . , b, then the problem is deterministic. For notational convenience, we also denote
Secondly, observe that the way we compute the outputx N in Algorithm 2 is slightly different from Algorithm 1. In particular, we set θ 1 = 0 and computex N of Algorithm 2 as a weighted average of the search points x 2 , ..., x N +1 , i.e.,x (3.8) while the output of Algorithm 1 is taken as a weighted average of x 1 , ..., x N . Thirdly, it can be easily seen from (2.7), (3.1), and (3.6) that if X is bounded, then
Hence, we can directly apply Algorithm 1 in the previous section to problem (1.4) , and its rate of convergence is readily given by Theorem 2.1 and 2.4. However, in this section we will show that by properly selecting {θ k }, {γ k }, and {p i } in the above variant of the SBMD algorithm, we can significantly improve the dependence of the rate of convergence of the SBMD algorithm on the Lipschitz constants L i , i = 1, . . . , b.
We first discuss the main convergence properties of Algorithm 2 for convex stochastic composite optimization without assuming strong convexity. Theorem 3.1. Suppose that {i k } in Algorithm 2 are uniformly distributed, i.e., (2.30) holds. Also assume that {γ k } and {θ k } are chosen such that for any k ≥ 1,
Then, under Assumption (1.3) and (3.6), we have, for any N ≥ 2,
where x * is an arbitrary solution of problem (1.4) and σ is defined in (3.7).
By the definition of φ(·) in (1.4) and (3.2), we have
Moreover, it follows from the optimality condition of (3.4) (see, e.g., Lemma 1 of [14] ) and (3.5) that
Combining the above two inequalities and using (3.3), we obtain
Noting that by the strong convexity of ω i (·), the Young's inequality, and (3.10), we have
Also observe that by the definition of x k+1 in (3.5), (2.12) , and the definition of V (·, ·), we have
. Using these observations, we conclude from (3.14) that
Now noting that
we conclude from (3.15) that
which implies that
Now, summing up the above inequalities (with x = x * ) for k = 1, . . . , N , and noting that
Using the above inequality and the facts that V (·, ·) ≥ 0 and φ(x N +1 ) ≥ φ(x * ), we conclude
which, in view of (3.7), (3.8) and the convexity of φ(·), clearly implies (3.12).
The following corollary describes a specialized convergence result of Algorithm 2 for solving convex stochastic composite optimization problems after properly selecting {γ k }.
Corollary 3.2. Suppose that {p i } in Algorithm 2 are set to (2.30). Also assume that {γ k } are set to
for someD > 0, and {θ k } are set to (3.11). Then, under Assumptions (1.3) and (3.6), we have
16 where x * is the optimal solution of problem (1.4). Proof. It follows from (3.11) and (3.21) that θ k = γ k = γ, k = 1, . . . , N . Using this observation and Theorem 3.1, we obtain
which, in view of (3.21), then implies (3.22).
We now add a few remarks about the results obtained in Corollary 3.2. First, in view of (3.22) , an optimal selection ofD would be
In this case, (3.22) reduces to
Second, if we directly apply Algorithm 1 to problem (1.4), then, in view of (2.25) and (3.9), we have
Clearly, the bound in (3.23) has a much weaker dependence on the Lipschitz constantL than the one in (3.24). In particular, we can see thatL can be as large as O( √ N ) without affecting the bound in (3.23), after disregarding some other constant factors.
In the remaining part of this section, we consider the case when the objective function is strongly convex, i.e., the function f (·) in (1.4) satisfies (2.28). Similar to the previous section, we also assume that the proxfunctions V i (·, ·), i = 1, . . . , b, satisfy the quadratic growth condition (2.29). The following theorem describes some convergence properties of the SBMD algorithm for solving strongly convex composite problems. Theorem 3.3. Suppose that (2.28), (2.29) , and (2.30) hold. Also assume that the parameters {γ k } and {θ k } are chosen such that for any k ≥ 1,
Then, for any N ≥ 2, we have
where x * is the optimal solution of problem (1.4).
Proof. Observe that by the strong convexity of f (·), the relation in (3.16) can be strengthened to
Using this observation, (3.17) , (3.18) , and (3.19), we conclude from (3.15) that
where the last inequality follows from (2.36). By taking expectation w.r.t. ξ [k−1] on both sides of the above inequality, we conclude that, for any k ≥ 1,
which, in view of Lemma 2.3 (with a k = 1 − γ k µ/(bQ) and
where the last inequality follows from (3.26) and the fact that φ(x N +1 )−φ(x * ) ≥ 0. Noting that V (x N +1 , x * ) ≥ 0, we conclude from the above inequality that
Our result immediately follows from the above inequality, the convexity of φ(·), and (3.8).
Below we specialize the rate of convergence of the SBMD method for solving strongly convex composite problems with a proper selection of {γ k } .
Corollary 3.4. Suppose that (2.28), (2.29), and (2.30) hold. Also assume that {θ k } are set to (3.26) and
where
where x * is the optimal solution of problem (1.4). Proof. We can check that
It can also be easily seen from the definition of γ k and (3.26) that 31) and hence that
By using the above observations and (3.27), we have
where the second inequality follows (3.30), (3.31) and (3.32) .
It is interesting to observe that, in view of (3.29) and the definition of k 0 , the Lipschitz constantL can be as large as O( √ N ) without affecting the rate of convergence of the SBMD algorithm, after disregarding other constant factors, for solving strongly convex stochastic composite optimization problems.
4. SBMD Algorithm for nonconvex composite optimization. In this section we still consider composite optimization problems given in the form of (1.4). However, we assume that the smooth component f (·) is not necessarily convex, while the nonsmooth component χ(·) is still convex and separable (i.e., (3.3) holds). In addition, we assume that the prox-functions satisfy the quadratic growth condition in (2.29). Our goal is to show that the SBMD algorithm, when employed with a certain randomization scheme, can also be used to solve these nonconvex stochastic composite problems.
In order to discuss the convergence of the SBMD algorithm for solving nonconvex composite problems, we need to first define an appropriate termination criterion. Note that if X = R n and χ(x) = 0, then a natural way to evaluate the quality of a candidate solution x will be ∇f (x) . For more general nonconvex composite problems, we introduce the notion of composite projected gradient so as to evaluate the quality of a candidate solution (see [26, 16, 17, 6, 10] for some related discussions). More specifically, for a given x ∈ X, y ∈ R n and a constant γ > 0, we define G(x, y, γ) ≡ (G 1 (x, y, γ) , . . . , G b (x, y, γ)) by
where P i is defined in (3.4) . In particular, if y = g(x), then we call G(x, g(x), γ) the composite projected gradient of x w.r.t. γ. It can be easily seen that G(x, g(x), γ) = g(x) when X = R n and χ(x) = 0. Proposition 4.1 below relates the composite projected gradient to the first-order optimality condition of the composite problem under a more general setting.
Proposition 4.1. Let x ∈ X be given and G(x, y, γ) be defined as in (4.1) for some γ > 0. Also let us denote
where B i (ǫ) := {v ∈ R ni : v i, * ≤ ǫ} and N Xi denotes the normal cone of X i at U T i x. Proof. By the definition of x + , (3.4), and (4.1), we have U
, γ). Using the above relation and the optimality condition of (3.4), we conclude that there exists p i ∈ ∂χ i (U
, we conclude from the above relation
Relation (4.2) then immediately follows from the above two relations.
A common practice in the gradient descent methods for solving nonconvex problems (for the simple case when X = R n and χ(x) = 0) is to choose the output solutionx N so that
where x k , k = 1, . . . , N , is the trajectory generated by the gradient descent method (see, e.g., [26] ). However, such a procedure requires the computation of the whole vector g(x k ) at each iteration and hence can be expensive if n is large. In this section, we address this problem by introducing a randomization scheme into the SBMD algorithm as follows. Instead of taking the best solution from the trajectory as in (4.3), we randomly selectx N from x 1 , . . . , x N according to a certain probability distribution. The basic scheme of this algorithm is described as follows.
we conclude that
Dividing both sides of the above inequality by
Li 2 γ k , and using the probability distribution of R given in (4.5), we obtain (4.11).
We now discuss some consequences for Theorem 4.3. More specifically, we discuss the rate of convergence of the nonconvex SBMD algorithm for solving deterministic and stochastic problems, respectively, in whereL is defined in (3.10), then we have, for any N ≥ 1,
(4.14)
Proof. Noting that by our assumptions about p i and (4.13), we have 15) which, in view of (4.11) and the fact thatσ k = 0, then implies that, for any N ≥ 1,
Now, let us consider the stochastic case when f (·) is given in the form of expectation (see (1.1)). Suppose that the norms · i are inner product norms in R ni and that
for any i = 1, . . . , b. Also assume that G i k is computed by using a mini-batch approach with size T k , i.e.,
for some T k ≥ 1, where ξ k,1 , . . . , ξ k,T k are i.i.d. samples of ξ.
Corollary 4.5. Assume that the random variables {i k } are uniformly distributed (i.e., (2.30) holds). Also assume that G i k is computed by (4.17) for T k = T and that {γ k } are set to (4.13). Then we have
for any N ≥ 1, whereL is defined in (3.10). Proof. Denote δ k,t ≡ U i k [∇F (x k , ξ k,t ) − g(x k )] and S t = t i=1 δ k,i . Noting that E[ S t−1 , δ k,t |S t−1 ] = 0 for all t = 1, . . . , T k , we have
which together with (4.17) then imply that the conditions in (4.4) hold withσ 2 k = σ 2 /T k . It then follows from the previous observation and (4.11) that
T .
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In view of Corollary 4.5, in order to find an ǫ solution of problem (1.4), we need to have 19) which implies that the total number of samples of ξ required can be bounded by
The previous bound is comparable, up to a constant factor b 2 , to those obtained in [9, 10] for solving nonconvex SP problems without using block decomposition. Note that it is possible to derive and improve the largedeviation results associated with the above complexity results, by using a two-phase procedure similar to those in [9, 10] . However, the development of these results are more involved and hence the details are skipped.
Conclusions.
In this paper, we study a new class of stochastic algorithms, namely the SBMD methods, by incorporating the block decomposition and an incremental block averaging scheme into the classic mirror-descent method, for solving different convex stochastic optimization problems, including general nonsmooth, smooth, composite and strongly convex problems. We establish the rate of convergence of these algorithms and show that their iteration cost can be considerably smaller than that of the mirror-descent methods. We also develop a nonconvex SBMD algorithm and establish its worst-case complexity for solving nonconvex stochastic composite optimization problems, by replacing the incremental block averaging scheme with a randomization scheme to compute the output solution. While this paper focuses on stochastic optimization, some of our results are also new in BCD type methods for deterministic optimization, which include the incorporation of new averaging/randomization schemes for computing the output solution, the derivation of large-deviation results for nonsmooth optimization and the analysis of the rate of convergence for nonsmooth strongly convex problems and the nonconvex composite optimization problems.
