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ПРИНЯТИЕ РЕШЕНИЙ В НЕЧЕТКИХ СРЕДАХ В МОДЕЛИРОВАНИИ 
ПОВЕДЕНИЯ ОПЕРАТОРА» 
И. В. ЕІКОВА 
. I.-Постановка задачи. Задачей оператора в процессе взаи­
модействия е технической установкой (ТУ) является наблюдение 
за установкой и воздействие на нее в случае выхода из задан­
ного режима работы,. Оставляя в стороне физические действия 
оператора, остановимся на акте. принятия оператором решений 
но выбору управляющих воздействий» 
При автоматизации этого процесса с использованием ЭВМ 
необходимо решив две задачи. Первой из ннх является . выбор 
способа представления в памяти ЭВМ информации, отражающей 
опыт оператора по работе с установкой. Субъективные оценки, 
основанные на этом опыте, играют, как правило, существенную 
роль в процессе управления установкой. Второй задачей яв­
ляется непосредственно алгоритмизация самого акта принятия 
решений по выбору управляющих воздействий на основании ана­
лиза исходной информации. При этом необходимо учесть следую­
щее. Информация, поступающая на вход к оператору,может быть 
разделена на априорную информацию о функционировании ТУ и 
информацию о параметрах, зарегистрированных в конкретном ра­
бочем акте управления. 
Пусть X - множество всех параметров, регистрируемых 
оператором на установке. Помимо объективных параметров,оцен­
ка которых не зависит от оператора, во многих случаях боль­
шое значение имеют субъективные параметры, в оценке которых 
участвует сам оператор. 1 объективным- параметрам относятся 
показания приборов (температура на термометре, давление на 
манометре , специальные сигналы типа сирены, зажигание 
лампочки и т.п.). Количество субъективных параметров зависит 
от степени оснащенности установки регистрационными средства­
ми, которая, в свою очередь, определяется сложностью уста­
новки, условиями работы с нею и относительной ролью операто­
ра на установке. В частности, субъективные параметры возни­
кают, когда в роли регистрационного прибора выступает сам 
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оператор, его слух, зрение, обоняние и т.д„ Например, подо­
зрительные для оператора "стук двигателя", "цвет рабочей 
смеси" являются субъективными параметрами, точное значение 
которых не указано на табло какого-либо прибора, но может 
быть выражено оператором с помощью нечеткой оценки типа, 
"частый", "мутный", "сильный" на1 естественном языке. Набор 
всех параметров X , поступающих от установки к оператору, 
будем называть множеством входов для оператора от установки. 
Пусть Р - множество возможных режимов работы установ­
ки. Это могут быть аварийные режимы, обусловленные выходом 
из строя аппаратуры, аварийные режимы, обусловленные внеш­
ними воздействиями на установку, прекращением подачи энер­
гии и т.п.» и, наконец, нормальные режимы работы установки. 
Управляющие воздействия оператора направлены на переход от 
текущего к заданному режиму работы установки» Набор всех уп­
равляющих воздействий, доступных оператору на установке»бу­
дем называть множеством выходов от оператора к устаноже и 
обозначать посредством У „ Управляющие воздействия могут 
состоять из единичных физических актов (например, . "нажать 
кнопку і 12", "повернуть рычаг & I") или из их последова­
тельности. 
Классическим способом представления информации о ТУ для 
оператора является набор инструкций вида 
"если имеет место же X , то имеет место^іеР и ^ 
"если имеет меотоуі еР , то делать у £ j/ 
В наиболее простых случаях инструкции содержат только непо­
средственные указания 
"если имеет место is X , то делать у. £ У (2) 
Однако вся проблема моделирования человеческого присутствия 
и влияния его на процесс управления установкой возникает 
именно в тех случаях, когда оператор использует не столько 
указания вида (2), сколько информацию вида (I), изменяя и 
корректируя ее за счет собственного знания, опыта и интуи­
ции. Фактически, в подобных случаях мы имеем дело с пере­
оценкой исходных инструкций и приведением оператором апри­
орной информации к виду 
"если х е X' > т° (° возможностью) Д е Р "и 
"если еР , то (о необходимостью) LJ е У " 
Здесь и ))^ являются субъективными оценками связи 
входов с режимами (диагностирование режимов по входам) и ре­
жимов с выходами (выбор управляющих воздействий по режимам)= 
Знание оценок к iffy. необходимо для моделирова­
ния поведения оператора на установке. Существует несколько 
способов определения таких оценок. Одним из них является оп­
рос операторов-экспертов, в роли которых, в частности,могут 
выступать разработчики установим, имеющие полное представле­
ние о процессах, происходящих на ТУ. Экспертам предлагается 
для всех входов х 6 X » режимов ft £ Р И ВЫХОДОВ 
выбрать оценки }Jx/t ш Р ftt?, 13 заранее заданного набора 
$- ^никогда, р е д к о , ч а с т » ,  о ч е н ь ч а о т о , ' . . . ,  в с е г д а  j  ( 3 )  
Другим способом получения оценок ог^г. и - монет 
служить выявление статистических закономерностей . работы 
опытных операторов на установке . Оптимальным вариантом яв­
ляется получение оценок })х/г и по двум источни­
кам - экспертной и статистической информации. Подробнее о 
с п о с о б а х  п о л у ч е н и я  о ц е н о к  
и  
У
с м °  в  п *  2 «  
Итак, априорная информация оператора о ТУ может быть 
задана совокупностью: . . 
{х™> 
яд 
/г } ?. { Д -» 
м 
!£ } ' (4) 
для каждого х е X и каждого ft G ' 
Здесь, условные высказывания "если .то" заменены ло­
гическим знаком следования "—г» ". 
Инфбрмаци'я, дополнительно поступающая к оператору в 
конкретном рабочем акте управления., представляет собой сово­
купность оценок у 
к 
входов (параметров) х : 
{ V* ЭС } ' (5) 
Оценки V 
к 
могут задаваться либо как нечеткие подмножества 
(в частном случае, точные значения) на шкале градаций выра­
женности параметра (например, температура "примерно 20°", 
"22°") либо как экспертные оценки типа "высокий" ) (высокий 
столб рабочей смеси), "сильный81 (сильный стук двигателя) и 
т.п. Также, как и оценки 
ж/г 
и 9^ > оценки У
ж 
за­
висят от степени опытности оператора* 
- Таішм образом, задача представления в памяти ЭВМ инфор­
мации, отражающей опыт оператора, сводится к выбору способа 
формализации субъективных, нечетких и, возмодно, лингвисти­
чески заданных оценок 
ж 
, )) 
х
/г ' и 1 й задача вы­
бора управляющих воздействий оператором сводится к задаче 
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.алгоритмизации "принятия решений по нечеткой информащга (4) 
и (5)» .-
2„ Представление воадной информации. В [l-s] построен 
аппарат, пригодный для работы в логике субъективных воз­
можностей # Там же (ом.. [ 11 ) приведен способ унификации 
субъективных возможностей выражаемых словами ж словосоче­
таниями типа 
м
часто
98» йредкои3  1 8  низко ®\ "высоко", "мало",, 
"много" и т,Пе Показано» что существует такая универсальная 
шкаіа, на которой подобные оценки имеют одинаковое значение 
независимо от их субъективной и семантической окрашенности. 
Связь между значениями оценок на обычной семантической шка­
ле. и іх значениями на универсальной шкале устанавливается-
отображением, природа которого лежит в прошлом опыте гово­
рящего субъекта. Во многих случаях этот опыт может „-быть 
приближен имеющимися статистическими распределениями, 
В дальнейших работах [б J • способ установления соответст­
вия между оценками на семантической и универсальной шкалах 
был использован для перевода статистической информации на 
естественный язык экспертных оценок, что позволило ввести 
процедуры сравнения (в том числе усреднения ж объединения) 
исходной информации' об объекте. Эти приемы будут использо­
ваны наш для получения и формализации субъективных оценок 
* \)з&д и "9 ° Будем представлять эти оценки в ви­
де нечетких подмножеств на универсальной шкале., Для- этого 
воспользуемся методом установления соответствия между линг­
вистическими оценками и оцеіваш по семантически окрашеншж 
шкалах 11 ] о Лояожім суть'этого метода, 
Пусть )) - оценка параметра х на семантической шкале 
градаций выраженности Н =. (Например, )) = "5 атм" ( X = 
давление), = "примерно 20°G" (х - температура),, • %) = 
"белорозовый" (х = цвет)). Б общем случае оценка у мот 
жет бш?ь задана' нечетким подмножеством на шкале Ц с функ-. 
да ей принадлежности ja^ (k) . (См.. рис. I для )) = 
"примерно 20°С", х = температура, Н ~ икала градусов по 
Цельсию). 
• Пусть F - кривая в координатах ( Н, У J , задающая рас­
пределение значений параметра х в прошлом опыте некоторого 
субъекта (см. рис. 2). Координата ij € У при фиксированном 
Us И интерпретируется как число случаев появления, значе­
ния Я параметра X в прошлой деятельности субъекта,, В по­
строении щжвом F участвуют лишь те случаи наблюдения за 
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параметром х » которые» по мнению субъекта* являются ана­
логичными •текущему аіту оценки параметра» Поэтому природа . 
кривой F полностью лежи* в субъекте и отражает наряду с 
объективным опытом,, его дополнительные''знания, эмоциональ­
ную окраску значимости параметра и т„п„ Нормируем F так/ 
чтобы наиболее часто встречающемуся значению параметра зс 
(норме) ^ соответствовала точка у, = 1/2 на интервале [ О, I ] 
шкалы 9[maxF-l/El 1 и отобразим правый ус кри­
во! р от ^.= 1/2 (ом, рис» 3)о Тогда все „.ранее встре­
чавшиеся субъекту значения параметра зс, со шкапы- Н будут от­
ображаться в интервале [ОД] на шкале У 
1§гсть - набор лингвисти­
ческих оценок типа (3) для параметра х = Пусть - линг­
вистическая оценка выраженности параметра х S ) 
выбранная субъектом для обозначения зарегистрированного им 
значения V на шкале Н °. Утверждается, что 
rt })'*= F ( ), 
где V'" ~ единое для всех субъектов, щсех параметров X 
значение лингвистической оценки на интервале £о
е
і] универ­
сальной шкалы У Для формализации лингвистических оценок 
S могут быть использованы нечёткие подмножества, 
(с функциями принадлежности ум
уа 
(у,) ' ) на универсальной 
шкале У , полученные в результате психологических экспе­
риментов, На рис. 4 в качестве примера показан выбор линг­
вистической оценки "значительное" для оценки \) = "пример­
но 300,1 на шкале Щ 
Итак, кривая прошлого опыта субъекта устанавливает со­
ответствие между оценками на семантически окрашенной шкале 
и лингвистическими оценками на универсальной шкале, Во мно» 1 
гих случаях кривая опыта F может .быть приближена имеющи­
мися статистическими распределения!®. Задавая с помощью F 
соответствие между лингвистическими и статисткческими оцен­
ками, мы можем переводить информацию с языка статистики на 
язык лингвистических оценок и наоборот. Этот метод позво­
ляет приводить полученные из разных источников оценки ( от 
экспертов и из статистики) на один язык, например,язык экс­
пертных оценок и затем усреднять эти оценки, оперируя с ни­
ми как с нечеткими подмножествами на универсальной шкале» В 
дальнейшем будем говорить, что нечеткое подмножество А при­
ближается лингвистической, оценкой >) 5 » если связанное 
2 
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с \) нечеткое подмножество наилучшим образом приближает 
нечеткое подмножество Д . Критерий наилучшего приближе­
ния нечеткого подмножества одним из заданного набора не­
четких подмножеств введен в [б ] . Там же приведены опера­
ции умножения-нечетких подмножеств на число», усреднения не­
четких подмножеств и другие операции, используемые в . на­
стоящей работе. 
Вернемся к формализации оценок и . 
В I мы..рассмотрели два способа представления оператором 
оценок 
в 
конкретном акте управления - в виде лингви­
стических оценок типа (3) и в виде нечетких подмножеств на 
жале градаций выраженности параметра Н (в том числе точ­
ных значений). В первом случае оценкам могут быть 
сразу поставлены в соответствие нечеткие подмножества на 
универсальной шкале У . Для этого, конечно, мы должны до­
верять- опыту оператора, считая распределение F ,отражаю­
щее его опыт, достаточно адекватным (возможно, сравнивая 
его при этом со среднестатистическим распределением). Если 
мы не доверяем опыту оператора, то для понимания (интер­
претации) его оценок нам необходимо знание распределения F 
относительно его опыта» Обладая им, мы можем перевести эти 
оценки на шкалу Н и затем, если это нужно, обратно пере­
вести результат на универсальную шкалу У , воспользовав­
шись для этого распределением, которому мы-доверяем,напри­
мер, среднестатистическим. Заметим, что изложенный процесс 
двойного отображения является моделью понимания друг друга 
людьми, обладающими разным опытом, но делающими при этом -
скидку.на опыт собеседника. Однако, как будет видно в даль­
нейшем', если мы не обладаем знаниями относительно опыта 
оператора и дальнейшие оценки и также будут 
заданы этим оператором, то совсем необязательно понимать 
эти оценки, поскольку аппарат,обработки знаний оператора, 
используемый в дальнейшем, будет оперировать непосредст­
венно с лингвистическими оценками на универсальной жале, 
точнее с нечеткими подмножествами универсальной шкалы,свя­
занными с этими оценками. Единственное, чем при этом мы 
рискуем, это доверие выбора управляющих воздействий не до­
статочно компетентному оператору. Все возникающие по этому 
поводу сомнения могут быть сняты, если известны средне-ста­
тистические распределения, либо все обрабатываемые оценки 
" за » и принадлежат опытному оператору .Итак, 
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если оценки 9 
ж 
заданы лингвистичест» этим оцежам могут 
быть поставлены в соответствие нечеткие подмножества на 
универсальной шкале У . . 
Если оцежн і) ^  заданы вторым способом - на шкале Н, ' 
то используя распределение р (приближение которого, в 
частности, может быть найдено среднестатистически)* опре­
делим лингвистические оценш * •= F С І^ж )' - Цример по­
лучения лингвистических оценок ж связанных с ним нечетких 
подмножеств на универсальной шкале был рассмотрен на рис. 
1-4. 
Таким образом, 'в любом случае оценки ")) 
ж 
могут быть 
переведены в лингвистические и будут формализованы в виде 
нечетких подмножеств на универсальной жале. 
Перейдем к оценкам и і) » в п° I было рас­
смотрено два источника получения оценок -"9 жд й )) д#. ° 
I - опрос экспертов и II - выявление статистических зако­
номерностей работы опытных операторов на установке, В пер-' 
вом случае оценки и уіу выбираются экспертам! из 
заранее заданного набора S лингвистических оценок (3), 
каждой из которых поставлено в соответствие нечеткое под­
множество на универсальной шкале У „ Есж в эксперименте 
участвую несколько экспертов» то их оценки можно усред­
нить, возможно, с весовыми коэффициентами» пропорциональны­
ми квалификации экспертов. Для этого соответствующие линг­
вистическим оценкам нечеткие подмножества умножаются на 
числа - "коэффициенты квалификации" и затем усредняются JPe-
зультирувдее нечеткое подмножество приближается лингвисти­
ческой оценкой из заданного набора 3 . 
Во втором случае для определения ^ и ис­
пользуются статистические распределения, частот диагностиро­
вания операторами различных режимов при фиксированных вхо­
дах и соответственно распределения частот выбора операто­
рами управляющих воздействий на установку при фиксирован­
ных режимах. Пусть - частота выбора режима & Р 
по значению кі параметра X 8 ^ =1 (см„табли­
цу I). j> -ый столбец таблицы задает распределение часто­
ты диагностирования режима jii по градащям выраженности 
параметра X (по значениям к §. ), і < ^  < іг 
Определим частоту появления значения . , суммируя 
частоты по всем режимам: Ž f j" ( £L рав­
но частоте появления значения fii в* обучающей группе 
II 
актов управления,оодержащей равное количество случаев выбо­
ра каждого режима из Р ). 
Кривая F. , задающая распределение частот по гра­
дациям hi выраженности параметра X , отражает средне-
-GTатистический опыт по выбору режимов по фиксированным 
входам. Интересен следующий анализ кривой F . Если кривая 
- F является одногорбой, то существует нормальное ( наибо­
лее привычное) значение параметра х . Только в этом слу­
чае относительно "нормального" значения оператор может ори­
ентироваться в оценке других значений параметра х - Отсю­
да вытекает следующее требование.к формировании входных па­
раметров для оператора: кривая F параметра х должна быть 
одногорбной. Если F инеет несколько горбов, необходимо раз­
бить множество значений параметра на группы, где F одно­
горба, •• и, ' объединив значения в соответствующих группах»ввес­
ти вместо одного параметра X несколько, каждый из которых 
будет иметь соответствующую одногорбую кривую. 
Нормируем кривую F так, чтобы mux F-i/Z и  отоб­
ражаем правый ус полученной кривой относительно у. = 1/2 -
Полученная кривая задает отображение всех значений выражен­
ности параметра х в интервал ГО,іЗ на универсальной шка­
ле, Оценка выбора режима _ по параметру х задается не-
.четким подмножеством ^ , функция принадлежности кото­
рого принимает значения І,{ на градациях выражен­
ности параметра х ( задается j, '-ым столбцом 
таблицы). Нормируем ^ так, чтобы тс^с ^"1 „ 
Пусть 5 - набор лингвистических оценок вида (3). Ис­
пользуя метод установления соответствия между оценками, на 
семантически окрашенной шкале и лингвистическими оценками на 
универсальной шкале, получим для каждого режима jlj, • ' 
Лингвистической оценке соответствует нечеткое под­
множество на универсальной шкале У . Аналогично могут 
быть получены оценки необходимости выбора выходов по режи­
мам . 
Если для .определения..оценок 9 х/г и $ру есть воз­
можность использовать оба источника - экспертный и статис­
тический, то результирующие оценки могут быть получены в 
результате усреднения этих оценок. Все аналогичные процеду­
ры по получению и формализации исходной информации были 
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проделаны на медицинских примерах (см. [ б ]  ), наглядность 
которых позволила судить о достаточной эффективности пред­
лагаемых приемов. Оказалось, что в случаях громоздких опи­
саний, представление информации на языке лингвистических 
оценок позволяет сжать и увязать в систему на естественном 
языке исходную информацию, обеспечивая тем самым лицо,при­
нимающее решение, возможностью более глубоко вникнуть в 
суть отражаемых явлений. Лингвистические оценки взиамоевя-
• зж параметров с режимам и выходами могут показать пробелы 
в создании ТУ, в том числе пробелы в оснащенности уставки 
регистрационными средствами. Такое реферирование исходной 
информации может оказаться полезным как сигналы обратной 
связи от разработанной на данной стадии модели установки к 
последующим ее доработкам в системах автоматического проек­
тирования. 
Итак, исходная информация оператора об установке может 
быть задана совокупностью 
{ Т) 
х 
X ) (6) 
для каждого X Е X и каждого ji g Р j (7) 
для каждого^ б Р и каждого у. е У { '[L-* щ Ц-\ (8) 
где оценки $ ^ и У ^  имеют лингвистическое выра­
жение и заданы в виде нечетких подмножеств на универсаль­
ной шкале. 
3. Принятие решений по выбору'управляющих воздействий. 
Задача автоматизации принятия решений оператором по инфор­
мации (б)-(8) сводится к двум подзадачам: -
(ÄI) по информации (б) и (7) определить оценки досто­
верности диагностируемых в текущей ситуации режимов для 
каждого fi е Р (12) по информации 
' > 
и(8) определить оценки у ^  необходимости управляющих 
"воздействий ^ ^  У для перехода в заданный режим работы. 
Полученные в результате оценки управляющих воздействий и 
определяют выбор наиболее целесообразного действия операто­
ра. ' . ; 
Отнеся оценки событий к единой универсальной шкале, в 
[ 2-5 ] удалось построить стандартные схемы принятия реше­
ний в нечетких ситуациях. В частности, был построен не­
четкий аналог основной дедуктивной схемы принятия решений 
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Модус Ношено, схемы принятия решений при взаимосвязанных по­
сылках и, наконец, схема полного вывода при нечетких•основа­
ниях » На основе этих'схем в Г б j был разработан метод при­
нятия решений по диагностике в нечетких средах. Диагностиче­
ский' алгоритм реализован на ЗШ БЭСМ-б в Вычислительном 
Центре АН СССР и исследован в двух областях медицинской 
диагностики: I - в области сердечно-сосудистых заболеваний 
(стенокардия покоя» стенокардия напряжения, вегето-дисгормо-
нальная карднопатия), 2 - в.области диагностики характера 
мозгового инсульта (инфаркт мозга, кровоизлияние). Эффектив­
ность алгоритма была подтверждена полным согласованием полу­
ченных результатов с патаяого-анат'ошчестгаи диагнозам,в то 
время как врачебная'диагностика заболевания больного при его 
жнзне не всегда оказывалась верной. 
В настоящей работе предлагается использовать разработан­
ный в [б] диагностический алгоритм для .решения задач ІІ и 
12о Задачей алгоритма является вычисление оценок достовер­
ности каждого из диагностируемых объектов по оценкам входных 
параметров и априорной (обучающей) информации о связях вход­
ных параметров о диагностируемыми объектам#. В медицинских 
примерах диагностируемыми объектами являлись заболевания, 
входными параметрами - симптомы, выявленные у больного,связь 
симптомов с заболеваниями задавалась экспертными и (или) 
статистическими таблицами по обучающей группе больных»В за­
даче АІ диагностируемыми объектами являются режимы уі € Р 
входными параметрами - входы х б X, регистрируемые опера­
тором с оценками V Ä в текущем акте управления, связь вхо­
дов с режимами задана в виде (7). В задаче А2 диагностируе­
мыми объектами являются выходы (управляющие воздействия на 
ТУ) у & У, входами - предполагаемые с оценками '9/г режимы 
работы установки Р , связь режимов с выходами задана 
в виде (8). 
В основе алгоритма лежит процедура вычисления вкладов в 
оценки достоверности каждого диагностируемого объекта (У от 
каждого входного параметра Д по следующей схеме: 
•• 'ц (У 
V/ ^  
Эта схема является обобщением классической схемы Модус По-
ненс 
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(У 
ю нечеткий случай ж отражает основной акт получения оценок 
достоверности в процессе принятия решений. Для вычисления 
Vj? в [б] была предложена и исследована операция су­
перпозиции исходных нечет га х оценок ))£** $/і ())&•)' (оцен­
ке ' У ^ соответствует нечеткое подмножество на универсаль­
ной шкале с функцией принадлежности, равной суперпозиции 
функций принадлежности, соответствующих оценкам и ))<». ). 
Полученные таким образом оценки обусловлены наличием йнфор-
нацш относительно конкретного входного параметра Д = Для 
получения результирующих оценок достоверности диагностируе­
мых объектов эти оценки должны быть просуммированы с 
весовыми коэффициентами значимости параметров в процессе 
диагностирования» Для вычисления коэффициентов значимости 
входных параметров в [ б ] предложен метод, позволяющий в 
отличие от ранее известных оперировать не только со статис­
тически, но и с лингвистически заданной исходной информа­
цией- Метод основан на вычислении рассогласования нечетких 
множеств на универсальной шкале, соответствующих оценкам 
связи по группе обучения. 
Результирующая оценка достоверности d# диагностируемых 
объектов 0~ определяется по следующей формуле: 
® ;I 
ще К/г - коэффициент значимости параметра Д , <8 - знак 
операции умножения нечеткого подмножества на число, іу 
знак сложения нечетких подмножеств (Используемая алгебра над 
нечеткими подмножествами приведена в [ 6 ] ). На рис.5 при­
ведена блок схема диагностического алгоритма. 
Отсылая читателя за подробным описанием алгоритма к [б] 
здесь повторим лишь вкратце основные этапы работы алгоритма 
на примере задачи АІ. 
I. Перевод оценок )) 
х 
и на универсальную шкалу, 
если они заданы иначе. Усреднение при этом экспертных и 
статистических компонент )) x/l -
II. Вычисление вкладов в оценки достоверности режимов 
/L € Р от каждого входа Х6 X по схемам 
S) х эс I Х-' ** ^ ж/і ft 
HI. Вычисление к^эффицііе^тов значимости К, входов X 
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для диагностирования режимов Д s Р по оценкам ^ 
ІУ. Вычисление результирующих оценок достоверности ре­
жимов по всем входам: 
= >  г  [ к ,  в  
Найденные оценки \)/г, вместе с исходной информацией 
(8) поступают на вход диагностического алгоритма .при ре­
шении задачи А2 . Аналогично задаче АІ алгоритм определяет 
: оценки ® Е К /*. © /$. (У^)1 , где !<р„. коэффи­
циенты значимости режимов Д для выбора управляющих воз­
действий у,. 
Таким образом, разбивая решение задачи принятия реше-
ши по .нечеткой информации (б)-(8) на последовательное ре­
шение задач АІ (от входов - к режимам) и А2 (от режимов -
ж выходам) и применяя для решения каждой задачи А! и А2 
диагностический алгоритм, мы получаем оценки ^ необхо­
димости выполнения управляющих воздействий " g € У 0 
Сл едущим этапом автоматического управлешм ТУ являет- . 
ея выбор одного из воздействий (напомним, что может 
быть цепочкой действий), имеющего наибольшую оценку is ^ 
Учитывая, что l)^ -до своей природе являются -нечеткими, ж 
ч$о возможен случай, когда разница между незначитель­
на, для выбора конкретного управляющего воздействия необ­
ходимо иметь .достаточные основания, например, превышение 
заданного порога, значение которого зависят от конкретной 
з адачи  ( способы вычисления  поро г а  рас смотрены в  [ б ]  ) , об­
ращение за дополнительной информацией к установке (для 
увеличения числа и уточнения значений входных параметров) 
и, наконец, • обращение за советом в консультирующие органы, 
обладающие, возможно, особой дополнительной информацией. 
Таким образом, при автоматизации заключительного этапа 
выбора воздействия но оценкам мы сталкиваемся с проб­
лемами , решение которых должно быть найдено за пределами .на­
шей постановки, всякий - раз своим особенным образом.' Реше­
ние этих проблем составляет предмет особых исследований и 
обсуждений» 
4, Заключение. 
Итак, в настоящей работе содержится предложение моде­
лирования процессов принятия решений оператором на ТУ по 
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следующей схеме 
(V ,  х-, х-* < 
Л
/і; /і— . 
іы рассмотрели два источника нечеткости исходной информации: 
1 - нечеткие оценки входных параметров ))^ (в том числе оцен­
ки субъективных параметров, зависящие от оператора); 2 - не­
четкие оценки связи \)^ и ))у^ » порождаемые опытом опе­
ратора» 
Предложенный метод моделирования поведения оператора мо­
жет работать в том числе и в четко заданных условиях» по­
скольку все использованные для вычисления ^ нечеткие опе­
рации являются обобщением аналогичных точных операций и сво­
дятся к ним в случае точно заданных величин. Однако следует 
помнить, что в случае точной информации в первую очередь не-
обходиом попытаться найти оптимальный метод управления,отра­
жающий в своих схемах специфику задачи, и лишь когда в силу 
многих причин (ограниченных ресурсами времени, громоздкостью 
задачи и т.п.) это не удается сделать, следует остановиться 
на предложенном методе, достаточно универсальном и простом 
из-за универсальности и простоты положенных в основу логиче­
ских операций. Кроме того, следует помнить, что иногда бы­
вает полезно самим ввести нечеткие оценки, поскольку на их 
языке многие сложные и не поддающиеся анализу (в силу гро­
моздкости исходной информации) описания становятся компакт­
ными, не теряя при этом своей адекватности. Процесс анализа 
этих оценок естественен и не требует дополнительной инфор­
мации. 
Особенно же эффективным представляется использование, 
предложенного метода в случаях нечетко заданной информации, 
весомый вклад в которую задан экспертными оценками- В' таких 
ситуациях немаловажным является объединение экспертной ин­
формации со статистической, что оказалось возможным только 
при введение универсальной шкалы. И, наконец, метод стано­
вится необходимым при отсутствии или малочисленности объек­
тивных данных. 
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Рже. I.. Функция принадлежности для повшения оценки 
и 
температуры'9 f = "примерно 30°С 
іо 
Рис. 2. Распределение значений параметра, "повышение 
температуры" в прошлом опыте субъекта 
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шкала 
lo 
шкала H(t ° C )  
Pec. 3. Отображение в интервал ОД на универсальной 
шкалео -
а шкала 
шкала 
Рис. 4. Отображение оценки )) = "примерно 20 " на универ­
сальную шкалу и приближение результата лингвнсти-
. ческой оценкой = "значительное". 
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Оценки •входннх 
параметров 
>Ул-
Перевод оценок /> * )># 
по универсальную шкалу 
Вычисление,коэффициентов К/» 
значимости параметров Д 
-І 
Вычисление вклада в достоверность 
диагностируемого объекта 0" от 
параметра fi'l . 
® ))
с 
Суммарная достоверность <Ід» 
cL для каждого О" 
Рис. 5- Блок-схема диагностического алгоритма 
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^Таблица 
Частот диагностирования режимов Д,; Е Р по значениям ІІ£ 
и параметра ос. . 
і Значе-
пара-
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OHE METHOD OF DECISION MAKING Ш FUZZY 
• SUEROTOIDINGS FOR SIMULATING THE OPERATOR9S ВЕНАУІОВ . 
leJe^khova 
Summary 
The operator's task in the process of interaction 
with a technical device is to observe its functioning 
and to make corrections in case of deviation from its 
working routine. The author leaves aside the operator's 
physical activity and concentrates on the process of 
decision making, in the set of possible influences . 
In order to automate this process with the help of 
computers two problems.must be solved; (1) selection of 
the method of information representation in computer 
that must reflect the operator's experience of working 
with the device (subjective experience plays a crucial 
role here), (2) actual construction of an algorithm for 
decision making on the basis of input information ana­
lysis. The fuzzy character of input information may be 
due to two factors - either incorrect estimation of in­
put readings or incorrect evaluation of their inter­
relations caused by the subjective experience of the 
operator» 
The method of simulating the operator's behavior 
in fuzzy surroundings proposed by the author can be 
used in the case of both exact or fuzzy conditions® Es­
pecially efficient is it in the latter case whejee expert-
estimations must be combined with statistical evaluations» 
This can be achieved by introducing a universal scale® 
The method proposed also turns out to be indispensable 
when there are insufficient objective data or a total 
back of them. 
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МНГШСТИЧЕСКИЕ ПОСТУЛАТН
х 
А.Е. Кибрик 
О. Вместо введения 
"Я вполне отчетливо помню, как, будучи студентом, я. 
испытывая чувство тревоги по поводу, того факта,что, 
как казалось, основные проблемы в избранной области 
были разрешены и единственное, что оставалось, это 
оттачивать и совершенствовать достаточно ясные тех­
нические приемы лингвистического анализа и приме­
нять их к более широкому языковому материалу'9. 
EL Xомский= Язык и мышление. Н., 1972, с.13 
Цель моего доклада - по возможности эксплицитно сформу­
лировать те коренные сдвига в лингвистической идеологии,ко­
торые происходят в ней в последние годы и, как мне думает­
ся, должны предопределить ее развитие в ближайшем будущем,. 
Заранее хочу оговорить, что  мое сообщение обладает сле­
дующими (возможно отрицательными) свойствами: 
I» Оно неоригинально. Выступая здесь скорее как наблю­
датель хода развития лингвистики, а не как ее создатель, я 
суммирую (возможно в авторизованном виде) идеи, высказывав­
шиеся или подразумевавшиеся в последнее время разными уче­
ными, стоящими на различных научных позициях й интересующи- ' 
шея весьма разными языковыми проблемами. Не стремясь к ис­
черпывающему перечислению, могу упомянуть.некоторые источ­
ники: Чо Филлмор, У.Чейф, Т = Гивон, Д.Леви. Т, Виноград, С.1у~ 
но, Р„Ван Валин, А.Вежбицна, Н.Д. Арутюнова, В. А» Звеган-
цев, Ю.С« Степанов, Е.В.Падучева, Х.Ыйм и многие другие. 
Значительное влияние на содержание этого сообщения оказало 
и мое общение с коллегами по работе. 
к Настоящая публикация представляет собой отредактирован­
ный и расширенный вариант доклада, прочитанного на семи­
наре проекта "Диалог" в Сангасте (Эстония, 1-6 марта 1982) 
24 
2, Шесте с тем оно крайне дискуссионно. Я предвижу., 
что многие, положения вызовут у аудитории в большей или мень­
шей степени недовольство к протест., Связано это с 'тем, что 
излагаемые ниже идеи вступают в противоречие ао стереотипом 
устоявшегося взгляда на лингвистику (дань которому сам я от­
дал в полной мере)- ' 
3, Оно спекулятивно.' Я' не в состоянии по причинам вре­
мени, а часто и по существу доказывать правильность выдви­
гаемых положений, поскольку многие из -них относятся в: клас­
су научных презумпций (постулатов), принимаемых» строго го­
воря, . на веру в силу внутреннего убеждения, что'этот прине­
сет идейное облегчение и разрешит многие антиномии в прак­
тической работе, Большинство моих, обоснований носит характер 
о б р а щ е н и я  к  з  д .  р  а  в  о  м  у  с м ы с л у  и  н  е  п  р  е  д -
• в з я т о й  т о ч к е  з р е н и я ,  
• • ' 4.. Оно фрагментарно» Я не задаюсь целы) дать глобальную 
систему постулатов, на которой должна была бы покоиться джнг 
вистика, и тем более тех соблазнительных следствий, которые 
могли бы из этой системы вытекать. Напротив, я сосредоточу 
свое внимание лишь на самых существенных, с моей точки зре­
ния,. постулатах лингвистики "текущего настоящего" и "ближай­
шего будущего"- - ' 
1. О лингвистических моделях :  
"Изучая язык, мы не можем отвлечъя от. его носите­
ля, не можем не .учитывать тех операций, ' которые 
производит с языком человек"= . . 
И,й. Ревзин, Метод моделирования и типология 
славянских языков* М., 1967, с. 26. 
;Имеется две точки зрения на соотношение между объектом 
исследования - оригиналом, существующим независимо от* иссле­
дователя, -и копией или моделью оригинала, являющейся про­
дуктом исследовательской деятельности. 
Согласно первой точке зрения, задачей моделирования яв~х 
ляется не изучение ненаблюдаемой "сущности" оригинала, а по­
строение некоторого конструкта произвольной внутренней при­
роды, внешние проявления которого идентичны внешним, наблю­
даемым .проявлениям оригинала. Такой подкупающий своей опе-
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4: 
рационяостью и простотой метод, известный под названием ме­
тода "черного ящика", основан на презумпции, что с его по­
мощью мы практически в состоянии достичь достаточно .большой 
степени изоморфностн
1"вход ов"/"выходов" оригинала'и модели» 
Вера в вероятность достижения успеха на этом гути покоится 
также на допущении об автономности "входов" и "выходов"ори­
гинала от внутеринего устройства этого оригинала, то есть 
на допущении, что различные по своей природе объекты могут 
иметь идентичные "входы" и "выходы"„ 
Лингвистическая практика показала, что.метод "черного 
ящика" применим лишь на первых этапах моделирования, пред­
полагающих лишь очень приближенное сходство между "входами"/ 
"выходами" оригинала и модели., По мере ужесточения требова­
ний на идентичность эффективность этого метода становится 
все более проблематичной и есть все основания ожидать, что 
модели такого рода будут экспоненциально усложняться и ста­
новиться не упрощенными копиями оригинала, а объектами, по 
сложности не только не уступающими оригиналу, но значитель­
но его превосходящими. Поэтому в перспективе более плодо­
творном следует считать метод моделирования, который можно 
было бы сформулировать в виде следующего постулата: 
І I» Постулат О ЕСТЕСТВЕННОСТИ МОДЕЛИ: "Адекватная мо­
дель языка должна объяснять, как он 'устроен "на 
самом деле" 
Этот постулат является' основополагающим и в значительной ме­
ре предопределяет суть всех дальнейших утверждений. 
I I ,  0 'границах лингвистики 
"Предположение, что языковые способности не имеют 
ничего общего с другими аспектами человеческогосо-
. знания, кажется малоправдоподобным. Для меня наи­
более интересными лингвистическими результатами бы­
ли бы именно такие, которые показывали бы,каким об­
разом язык соотносится с другими аспектами челове­
ческого существа". 
Дж,  Лакофф.  Лин г вис тиче ские  г ештальты .  Новое  в  
зарубежной лингвистике, Х.М., 1981, с. 351. 
Трудно представить себе более кастовую,масонскую науку, 
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чем лингвистика» Лингвисты постоянно от чего-нибудь отмеже­
вываются. Любимый их способ уничтожить, идейного противника 
- это заявить: "Это не лингвистика". Классический пример аб­
сурдности таких самоограничений - изгнанйе значения из линг­
вистики дескриптивисташ** Сейчас скорее можно было бы, наро­
чито утрируя, сказать прямо противоположное: в лингвистике 
ничего (или почти ничего) нет, кроме проблемы значения. 
Часто возражают, что самово'здержание. бывает очень.полез­
но: оно увеличивает жизненную силу, направляя ее в концент­
рированных дозах на один конкретный объект. Так-то оно тале., 
но при этом желательно постоянно помнить, что это лишь вре­
менное тактическое ограничение» тактическая уловка, а не 
суть дела, природа вещей» 
Лингвистика последних десятилетий характеризовалась не­
уклонным расширением сферы своего влияния: от фонетики к фо­
нологии, от морфологии к синтаксису и затем к .семантике, от 
предложения к тексту,- от синтаксической структуры к коммуни­
кативной, от языка к речи, от теоретического языкознания к 
прикладному. То, что считалось нелингвнетикой на одном эта­
пе, включалось в нее на следующем. Этот процесс лингвистиче­
ской экспансии нельзя считать законченным, В целом он на­
правлен в сторону снятия априорно постулированных ограниче­
ний на занятия такими языковыми феноменами, которые счита­
лись недостаточно формальными, недостаточно наблюдаемыми. И 
каждый раз снятие очередных ограничений давало новый толчок 
лингвистической теории, конкретным лингвистическим исследо­
ваниям. Обнаруживались новые, не замечавшиеся ранее: связи, 
обогащалось и вместе с тем упрощалось представление о языке. 
Итак, можно сформулировать в резкой форме такой посту­
лат : 
і 2 (предварительный вариант) Постулат О ГРАНИЦАХ: 
"Лингвистика должна быть свободна от искусственных огра­
ничений, противоречащих•сути ее предмета - языка". 
Иными словами: все, что имеет отношение к сути языка,являет­
ся предметом лингвистики. 
Этот постулат делает границы лингвистики не косными, а 
подвижными» То, что мы на сегодняшний день готовы считать 
сущностными проявлениями языка, мы должны признать явления­
ми лингвистическими» 
Несмотря на неясность понятия "суть языка", думается, не 
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возникает серьезных споров о том, что язык неопределим - без 
уионнввнйя о его коммуникативной, а также познавательной» 
мнолесозидательной функциичто -позволяет'- несколько сузить, 
но в то же время и конкретизировать (по сравнению с посту­
лат ом 0 ЕРАШІІйХ) желательнее -границы лингвистики: 
1 2 • (рабочий вариант) Доотужат О ШУЖІЩОІМЬШХ ГРАНИ^ 
ЦАХ: "Все, что имеет отношение к существованию ж футе-
циожрованив языка, входит в комиетеищго лингвистики51,. 
• ®« О соотношении синтаксиса и сетншж 
в действительности широкий круг жнгвис$ичеокнх 
явлений .определяется в первую очередь неоингакснчески- • 
ми .факторами;, эти явления отводят: синтаксису - если ог­
раничить его лишь строго формулируемыми трансформация­
ми и уолошямн - весьма, скромную и неинтересную роль, и 
до недавнего времени мноше лингвисты совершает ошибку, 
фокусируя своё внимание лишь на типичных поверхностных 
• проявлениях этих несинтансйческйх факторов (о которых 
они не подозревали) и игнорируя все прочие проявления в 
синтаксисе также самых несинтаксических .факторов" 
S* Kuno. (Three Perspectives In the- functional Ap­
proach to Syntax о -- Papers from the Paraseasion on 
Functional ism. Ed. by R„ Grossman et al« Chicago 
1975, p. 2,76. 
Вопрос о соотношении этих уровней языковой структуры не­
однократно обсуждался, и представлены все логически возмож­
ные точки зрения: синтаксис и семантика - автономнее уровни» 
внутреннее устройство которых не зависит друг от друга;син­
таксис является центральным, независимым компон»щщк языка, • 
а семантический компонент лишь интерпретирует структуры,по­
лучающиеся на выходе синтаксического компонента; централь­
ным, ведущим компонентом является семантика и большинство 
синтаксических понятий связано не с чистым синтаксисом, а. 
имеет семантическую природу. Многие факты говорят в пользу 
последней точки зрения, которой можно придать вид постула­
та О ПРИМАТЕ СЕМАНТИКИ: 
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S 3. Постулат О ПРИШІТЕ -СЕМАНРШЖ: 'Шаж с одержат ель-
нне» таге ж формальнее свойства синтаксиса в значитель­
ной степени щгедопределены семантическим уровнем". . 
іЕшшж словами, то что синтаксисты привыкли рассматри­
вать как объект своих внутриуровневых наблюдений: проблема' 
нреддожеввя (что такое предложение? как определяются его 
границы? ваше, бывают типы предложений?)? членов предложе­
ния (подлежащее, дополнение и т.д.), типов синтаксической 
связи (управление - согласование' - гтимыкажже)» типов ело-
восочетанЕЯ» типов формальных синтаксических структур • (де­
рево аавйсиноотей - дерево составляющих), типов язвжов (но 
шивткшые - вргативнне и т.д.)» трансформационных ресур­
сов языка'и' . . - все это в действительности не может бш. 
ошоано и объяснено без соотнесения с тени компонентами се 
мажичеокого представления, которые лежат в основе 'этих 
традиционно считающихся синтаксическими явленні . 
17» Об устройстве семантики 
"Моим первым допущением являлось то, что иллокутивная 
функция высказывания ест б часть его значения и как та­
ковая должна быть эксплицитно введена в семантическое. 
ггоедетавлеше
11 
& , ІеггЪісІса „Lingua Mentalia. The Semantics of Natu 
ral'Language« Sydney,. Academic Press,1980, p0 288» 
"Тип соотнесенности ИГ с вжеязыковыни объектами. -
АЛ»"' для каждого употребления предложения в рече­
вой акте не произволен: он составляет один из ас­
пектов смысла и, следовательно, должен быть отражен в 
I Ср. глубокое замечание А.А.. Шахматова о том, что уни­
версальное противопоставление субъекта предикату "коре­
нится, конечно, не в свойствах грамматических форм как 
таковых, а в свойстве тех представлений, которым они со­
ответствуют и от которых никогда не оторвутся в силу са­
мого грамматического их значения. Здесь особенно ярко 
сказывается тесная, внутренняя связь между языком и мыш­
лением"; Шахматов А.А. Синтаксис русского языка. М.,1941 
. с» 23/ • . 
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семантическом представлении"-
Eo В„ Лздучева. Денотативный статус именной группы 
и его отражение в семантическом представлении 
предложения. Iff И, сер» 2, J§ 9, 1979, с» 25 
Если до недавнего времени семантика, (как лингвистическая 
область) противопоставлялась прагматике (как области келинт-
вистической), то теперь выявляется неоднородность семантиче­
ского уровня и прагматические компоненты могут рассматри- . 
ваться как частные сферы семантического представления- Узкая 
семантика (то,. что относится к содержанию сообщения, отражаю­
щему ситуацию, внешнюю по отношению к ситуации акта речи) -
внешне-снтуационный компонент - выступает лшь как один из 
многих компонентов СемПа, таких как референциальный, модаль­
ный ,дейктический, упаковочный, логический, эмоциональный,ил­
локутивный .(подробнее об этих компонентах см. в /!/)« 
. J Ч .  Постулат О ІРАНЩАІ СЕМАЕТЖК: eäH области семанти­
ки (в широком смысле) относится вся информация, которую 
имеет в виду говорящий при развертывании, высказывания и 
которую необходимо восстановить слушающему для правиль­
ной интерпретации этого высказывания". 
Отсылка к сознанию говорящего и слушающего в данной фор­
мулировке не является случайной, поскольку без соотнесения с 
коммуникативной ситуацией, в рамках которой создается данное 
высказывание, его СемП не может быть определен. Это не озна­
чает, однако, что у говорящего и слушающего СемПы высказыва­
ний идентичны. Различие между ними может быть связано,в част­
ности, с тем, что говорящий не предоставил слушающему всех 
необходимых средств для восстановления того СемПа, который 
он имел в виду, и с тем, что слушающий "плохо слушал" гово­
рящего. Таким образом, у высказывания может быть три (не­
идентичных) СемПа: СемП говорящего, СемП высказывания, кото­
рый может быть восстановлен идеальным слушающим (этот. СемП 
идентичен СемПу говорящего, если для данного смысла говоря­
щим найдена адекватная языковая форма), и СемП слушающего 
(этот СемП идентичен СемПу говорящего, если а) СемП высказы­
вания идентичен СемПу говорящего и слушающий является идеаль­
ным,. или б) если слушающий "без слов" понимает, говорящего). 
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Следует подчеркнуть» что этот постулат значительно из­
меняет сложившееся представлений о том, что представляет 
собой семантика: ее доминанта (узкая семантика) становится 
лишь одним кз ряда компонентов» до недавнего времени не 
входивших в сферу лингвистического исследования» 
* У. О соотношении языка и мышления 
"Мысль не воплощается в слове, а совершается в сло­
ве"- . . 
JL C, Выготский о 
"Дискурс следует рассматривать как взаимодействие 
или пересечение четырех "структур": I) структуры 
.идей, выражаемых в тексте; 2) структуры мыслитель­
ных процессов говорящего; 3) языковых структур»ис­
пользуемых говорящим; 4) структуры речевой ситуации 
(отношений между говорящим и слушающим)18„ 
D, Levy с Communicational Goalsiand Strategies; 
between Discourse and Syntax. - Ins Syntax and Se­
mantics, vol=12= Discourse and Syntax. Ed. by T. Gi~ 
von = New-York, Academic Press,,1979? Р» 208, . 
Проблема эта имеет не менее почтенный возраст, чем сама 
лингвистика, но до сих пор она весьма далека от разрешения. 
В настоящее время недостаточно считать, что кроме языка (ко­
торым занимаются лингвисты) существует мышление (которым 
лингвисты не занимаются)» Неоспоримость существования ком­
муникативной и иыслесозидательной функции языка запрещает, 
с позиций постулата G ФЛЖЦЙОШЛЬНЫХ ІРАЖШ, исключать из 
рассмотрения тот механизм, который собственно и создает вы­
сказывание вместе с его СемПом и формой. СемП при таком по­
нимании является не исходным, терминальным компонентом мо­
дели языка, а некоторым продуктом мыслительного процесса, 
мыслительной деятельности, в свою очередь имеющей "замысел 
(или мысль), с которого начинается процесс формирования вы­
сказывания" /2, с.9/. Лингвистическая теория должна иметь 
такую модель, которая удовлетворяла бы следующему постулату: 
 5. Постулат О МОДЕЛИ ЯЗЫКА: "Необходима разработка 
лингвистических моделей класса "МЫСЛЬ - СООБЩЕНИЕ" 
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В рамках такой модели мысль противопоставлена смыслу 
как интеалеетуальннй стимул, стартер динамического, разви­
вающегося во времени акта (совершаемого в сознанни участ­
ников коммуникации) окончательному результату, продужу 
этого акта (запечатлевающемуся' в памяти участников комму-» 
НШСЗІЩ!) о . • -
Что касается сообщения/ go под шш имеется в'жду дву­
единая 'сущность, нераздельиыю компонентами которой.. явяя-
ютея смысл (в конечном счете, СемП) ж форма (в конечном 
счете, звуковая цепь). Процесс, синтеза текста представляет-
оя не разложимым на этапы: мысль —темнел—•«=--звуковая 
цепь,- хще создание ешола предшествует созданию звуковой 
цепи» . ' 
Таим образом, джнамжчеекм' компонент ом данной шщеш 
языка считается - переход от мыелн к развернутому-вножазыва-
шт, а не переход от смысла к тексту-(звуковой цени шш ее 
эквиваленту).' 
TL 0 соотношении смысла и формы 
"Только' для беспристрастного и стороннего наблю­
дателя связь между•означающим ж означаемым явля­
ется чистой случайностью"* 
Р. НЕ об с он» В поисках сущности- языка. «-"Сбор­
ник переводов по вопросам.информационной теории и 
прав,ТЕКИ" 3 Iб, !», 1970, с» 7.. 
Модель ''ЧШСЗПь - СЮЩЕЙЙЕ" - предполагает,' что 'мнеяи-
тельные процессы находят во многом иконичеекое отражение в 
•язшовнх. отруктдах,. что семантические пред ста влений суть 
тени лежащих в нх основе мыслительных структур/и что, . в 
свою очередь,- смыслы связаны мотивирущими отношениям с 
грамматическими формами (иод которым имеются в -виду любые 
средства языкового выражения смысла: форма понимается не 
только и не столько как фонетическая оболочка, а как грам­
матическая сущность "обслуживающих" семантику уровней:мор­
фологического, синтаксического, лексического). . 
I 6. Постулат О М0ТИ£И?ОЕІШ-ЮСГЙ; Исторически исход­
ное соотношение между смыслом и грамматической формой 
мотивировано: устройство грамматической формы отражает 
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тем иж иным образом суть смысла". • 
іаіущееся.ого^тотаіе момшіщи формы смыслом следует объяс­
нять тёк, что эта связь стерта, демотивирована, и йекать 
исходное мотивированное состояние» В процессе длительного 
использования форма способна отрываться от первичной функ­
ции, для которой она была предназначена, и приобретать ста 
туе относительной автономности, независимости. Однако з$у 
автономность не следует абсолютизировать (подробнее о моти­
вированности Форш СМ.- в /3/3 о 
В частности, язык в речевой деятельности выступает как 
форма для мысли, и постулат О ІОТИШР0ЖНН0СГ1 облегчает 
нам обнаружен®© струйтурн одной в структуре другого - Мтаіс, 
если лингвистика недавнего прошлого допускала лишь вопросы 
типа "как?" и накладывала вето на вопросы типа "почему?"» 
то теперь ситуация должка коренным образом измениться:нуж­
ны ответы на вопросы типа "почему?", потому что только они 
могут что-либо объяснитьо Переход к уровню мысли облегчит, 
можно надеяться, принятие еще одного постулата: 
I 7о Постулат О ПРИЧИSHO-(5ЩСТВЕНШІ СВЯЗЯХ: ИВ пер­
вую очередь надо изучать причины, а не следствия". 
В ОСНОВНОЙ до сих пор лингвисты довольствовались описанием 
структур следствий, и сложность этих описаний приписыва­
лась языку как его сущностное свойство: "Язык - очень слож 
нее устройство" - говорим мы. С точки зрения здравого 
смысла (в частности, исходя из непроизвольной обучаемости 
языку) в это невозможно поверить. 
J в» Постулат Q ПРОСТОТЕ: "Сложны лингвистические пред­
ставления о языке вследствие их неадекватности, а язык 
устроен просто". -
Иными словами, мера нашего непонимания языка измеряется ме­
рой сложности его описания. 
Постулат О ПРОСТОТЕ никоим образом не следует вульга­
ризировать, понимая под простотой примитивность. Имеется в 
виду простота устройства чрезвычайно совершенного. При этом 
простота, естественно, есть понятие относительное. Говоря 
о простоте языка, я хочу подчеркнуть, что доступные нашему 
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современному исследованию языковые факты заведомо описаны 
сложнее того» как они устроены "на самом деле", поскольку 
до сих пор мы в основном умели описывать устройство языка, 
но н.е объяснять его о Особенно ввдны эти дефект ы лингвисти­
ческой теории в семантических исследованиях» отказывающих­
ся принимать фундаментальную значимость мыслительных про­
цессов для естественного языка» что искажает природу язы­
кового значения и на несколько порядков усложняет суть яв­
ления, 
Ш. О природе значения 
"Теперь я считаю, что решение вполне,может быть 
найдено» Оно-должно основываться на принципе„. 
Значение обусловливается ситуациями", 
Ч.Филлмор. Дело о падеже открывается вновь. -
"Новое в зарубежной лингвистике", вып, 10» М.,1981 
с. 517. 
Лингвистика исторически сложилась как эмпирическая на­
ука. Поэтому наиболее распространенным методом изучения 
языковых явлений является метод наблюдения над наблюдаемы­
ми объектами (морфемами, словами, конструкциями и т.д.)/их 
таксономическое классифицирование и приписывание значений 
единицам классификаций. (Этот метод напоминает процесс ака 
жза высказывания слушающим)- Чем более скрупулезно прово 
дятся такого рода исследования, тем более'сложными оказы­
ваются соответствия между изучаемыми единицами (формами) ж 
.приписываемым им значением. Всякий раз оказывается, что не 
которая форма имеет много' значений (причем распределение 
значений крайне сложно и все глубже утопает в стихии кон­
текста), а каждое из- значений в свою очередь имеет не един 
ственный способ формального выражения, то есть имеет место 
примерно следующая картина: 
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©о 
. Этот факт можно было бы назвать "кошмаром неоднозначно­
сти". Можно предположить, что "кошмар неоднозначности" есть 
не факт языка s  а артефакт порочной методологии» вызванный 
пренебрежением к постулатам О ПРИЧЙШО-СЛЕДСГВЕШЖ СВЯЗЯХ, 
О ПРОСТОТЕ и О МОТИШРОЖННОСТИ - Хотя невозможно, отрицать 
много-многозначное соотношение между формой и значением, 
думается, что оно значительно преувеличено и связано с тем» 
что при принятом таксономическом.подходе и восхождении от 
форм к значениям мы приписываем формам в качестве их значе­
ний фиктивные сущности. Желательно принятие другой тактики 
исследования, повторяющей в известной степени процесс по­
рождения высказывания говорящим, перед которым стоит рече-
мыслительная задача реализовать свою мыслительную интеніщв 
в конкретной языковой 'форме о 
J 9о Постулат ОБ ИСХОДНОЙ ТОЧКЕ ОПИСАНИЯ: "Исходными 
объектами лингвистического описания следует считать зна­
чения (и предопределяющие их исходные для речемыслжтедь-
ного процесса сущности) и им ставить в соответствие вы­
ражающие их языковые формы
89
. 
Этот постулат не отрицает, а предполагает, что процесс по­
знавательной деятельности лингвиста должен быть циклическим, 
чередующим индуктивный, таксономический метод восхождения от 
формы к ее значению, с дедуктивным, воссоздающим процесс пе­
рехода от постулированного значения к выражающей его форме» 
Этот цикличный процесс может опереться на два нижесле­
дующих постулата. • 
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S 10. Постулат О ЩИНСТВЕННООТЙ ВМ.ЧЕНЮ: "Еаздая-форма 
имеет; как цравилоу одно значение". 
Этот постулат противопоставляет омонимию ж пояисемш, отведя 
первой незначмтельнув роль в системе языка (каждый раз она 
появляется ad hoo . являясь конкретным непредсказуема! ка­
зусом типа- тото» - что Нушкнна и Грибоедова звали каждого-
Алежеавдрои Сергеевичем), а вторую рассматривая кал важное 
проявление действия единого языкового механизма HOIIOSBBÖ»» 
ваная исходных значеши для достижения коммуникативные це­
лей. 1 именно, в некотором смысле каждое новое употреблена 
' языковой формы в уникальном жомиуншеатнвнон акте в • большей -
вдв меньшей степени модифицирует ее исходное значение ("нель­
зя дважды ВОЙТЕ в одну и ту s® реку69)» • но эта . моднфнжац-ш' 
еоть результат- взаимодействия (сложения) этого значения; о 
другаш. значениями* используемыми в данном-речевом ;акте«Не­
обходимо вскрытие и описание соответствующих законов' 58оло™ 
жешя
м ' значений» которые» наконец, объяснят постоянно'сущ -'; 
ствувдую и реализующуюся возможность, узуального изменения 
значений. Эти законы действуют постоянно - и тогда, когда 
возникающие в результате сложения изменения настолько вели­
ки, что мы их замечаем невооруженным глазом, и тогда, когда 
эти изменения бесконечно малы, так что нам кажется, что зна­
чение формы абсолютно не изменилось*' 
Этот анзой механизм "сложения значений", действуя мно­
гократно в сходных условиях, может приводить к тому, что 
возникающее за его счет "приращение88 значения становится 
не одноразовым фактом конкретного речевого акта, а устойчи­
вым фактом языковой системы. Признание фаета. существования 
такого механизма в синхронии естественным образом объясняет 
общеизвестный факт диахронического изменения значений,а так­
же подтверждает интуитивно осознававшееся различие между по­
лисемией и омонимией. 
Таки'м.-образом постулат Q ЕЖШГЩНШ2Ш ЗЖЧЕШЯ не ут­
верждает , что обнаружение значения языковой формы есть три-; 
виальная операция, он предполагает, что при этом должны быть 
"вычтены" из "различных употреблений данной формы те "прира­
щения", которые возникают в тех или иных контекстах. 
Значительную помощь в поисках соответствия между исход­
ными для речемыслительноГо процесса сущностями и языковыми 
.формами, как думается, может оказать и следующий постулат: 
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I По Постулат РіШШЧШШіВООТ, Ф(МЫ: "Различие в . 
фориаж связано, как правило, с различием в значениях", 
Зтоз? постулат "противопоставлен тезису о распространенности 
ж щшвдішальшй важности явления, синонимии.'Каждый факт 
''свободного распределения" язшсовнх форм должен быть по­
ставлен пш "сомнение ж "должна быть сделана попшна фунцжо-
налвшж црнчнн существования ташх форм и возжожнооет нх 
узуальной взаимозамены. Действительно, в последние годы бы­
ло оіфовергнуто большое количество считавшихся синонимичны-
м форм* гаках,1 например» как полная/краткай форма • прилага­
тельного, в позиции сказуемого, акти/пасснв» согласование 
но ёджнотвенноиу/иновественному числу в контексте сочинения 
S SOIL, • ' 
Ноетулат "О РАЗШЧИМЬНООТ ФОРМЫ не отрицает возможно» 
ом уіуднёі синошшш "язнковнх форм: в конкретном рече­
вом акте ногу? быть сняты любые семантические различия, 
ішевщнеея' между/формами (каіг это, например, имеет место в 
знаменитой сцене явления Волавда на Патриарших прудах, когда 
ж последовательно именуется как первый человек--, описывае- • 
май, иностранец, неизвестный, непрошенный собеседник,загра­
ничный чргак,-путешественник, заграничный гость, незнакомец, 
владелец портсигара, консультант, профессор, ученый, стран­
ный профессор, сумасшедший немец, полоумный немец, больной 
и т.д. Вне конкретного текста тождество денотативного зна­
чения этих выражений не монет быть никаким образом пред­
сказано)» 
ПН. Вместо заключения 
"Та работа, которую предстоит выполнить, будет ока­
зывать влияние на исследования и испытывать на себе 
влияние исследований в области лингвистики и искус­
ственного интеллекта; 
G «.Hirst. Anaphora in Natural Language Uhd era tan™ j 
ding. - Lecture Notes in Computes? Sciences. 119„Ber­
lin,, 1981, p„;105. 
Из сказанного следует, что вну рилингвистические сообра­
жения вынуждают лингвистов принять такую систему постулатов, 
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которая естественна с точки зрения той теоретико-прикладной 
задачи, которая существует под именем меіусственного интел­
лекта, а это значні% что никакого разрыва, никакой грашцн 
между »иш областями знания не должно иметь места,, 0 т- -
н р а в н ы м  п у н к т о м  л и н г в и с т и ч е  -
с  к  и  х  р а с с у ж д е н и й  д . ' о  л  ж  н  ы  б ы т ь  
с т р у к т у р а  м ы с л и ,  м ы с л и т е л ь н ы е  
процесвы, речевой акт - они п р ед-
о п р е д е л я ю т  в о  м н о г о м ,  е с л и  н е  
в о  в с е м ,  с т р у к т у р у  е с т е с т в е н н о ­
го я з ы к аЛ 
Только в этом случае возможно гармоническое соединение 
в единое целое до настоящего времени автономно существующих 
разделов лингвистики, таких как: 
- теория языка 
- типология 
- теория универсалий (в первую очередь семантических) 
- история языка 
-» теория детской речи 
- психолингвистика 
-» автоматический синтез и анализ текста 
- нейролингвистика 
На фоне указанных постулатов становится очевидным, до 
какой, степени лингвистика еще не осознала своего предназна­
чения, пока она почти исключительно занималась: 
сведением звуков в фонемы 
- сведением алломорфов в морфемы 
- фонетическими и морфологическими дистрибуциями 
. - выведением межъязыковых звуковых соответствий 
. - инвентаризациями и классификациями наблюдаемых единиц 
различных типов (слов, словосочетаний, предложений). 
Такой этап был необходимым звеном в эволюции лингвисти-
ки, и проделанный ей труд был поистине титаническим» как ти-
2 Уже после написания текста настоящем работы мне при­
ятно было обнаружить, что в основном такие же выводы не­
зависимо сделаны В
С
И. Герасимовым в аналитическом обзоре, 
посвященном современному состоянию исследований в области 
структуры предложений, см. /4/. 
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таничен успех младенца» впервые .принимающего сидячее поло­
жение. но даже Илья Муромец не стал бы Ильей Нурощем, если 
бы никогда не слез со своей нечи. 
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LINGUISTIC POSTULATES 
АЛІЬгІск ' . ' 
Summary 
• As attempt is made to reveal in most explicit form, a 
system of axiomatic statements (postulates;)'; which are to b© 
assumed.as the basis for the linguistics of .the "nearest 
future89 0 
The following postulates ere proposed and defendedi 
I Naturalness of the Models An adequate model of language 
has to explain how language is built "in reality"e 
II Functional Boundaries of Linguisticss Everything con­
cerning the existence and functioning of language per­
tains to the competence of linguistics® 
III Primacy of Semantics (over Syntax)% Both substantial 
and formal properties of syntax are to a great degree 
predetermined by the semantic levele 
If Boundaries of Semantics? to the sphere'of semantics (in 
the wide sense) belongs all the information that the 
speaker has in mind when generating an utterance and 
which the speaker has' to recover in order to interpret 
the utterance correctly» 
V Model of Languages It is necessary to elaborate Unguis» 
tic models of the "Thought = Communication" classe 
VI Motivations The initial relationship between meaning 
and grammatical form is historically motivated » the 
; structure of grammatical form in one or another \mj 
reflects-the essence of meanings 
VII Causal Relationships Causes, not consequences„ must be 
studied in the first placee 
VIII Simplicitys Linguistic ideas about language are so­
phisticated due to their inadequacy, but language has 
a simple construction,, 
IX Initial Point of Descriptions Meaning should be consi­
dered the initial object of linguistic description 
and the,linguistic forms expressing meaning must be 
conformed to it0 
X Singularity of Meanings Every form possesses, as a rule9 
only one meaning. 
XI Differentiating Ability of the Forms Difference in the 
forms is connected, as ä rule9 with difference in 
meaning® 
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USING FRAMES I.W1 CAUSAL REASONING 
MeKoitg ScLitvakg T„Roosmaag M.„ Saluveer, H„ Oim 
The 4recognition problem® constitutes the core, 
of every understanding process, Most research in 
text and story understanding deals with this problem 
on a higherg. i„e0. plot level. In the present paper-
our main interests lie in the lower level recogni­
tion processes which help to make explicit the com-
. plete causal,chain of events by filling in those 
events and explicating the links between them that 
are not mentioned explicitly in the text but . would 
be. inferred by the reader. The problem of implement™, 
ing this reasoning mechanism in a natural language 
understanding system TARLIJS is also considered» 
Hatural language understanding may proceed on quite 
different levels - from grasping the meaning of a single 
word to determining the meaning of specific texts in the 
system of the whole human culture (eg. the texts of Vedas), 
Therefore it is understandable that when starting to d@vel= 
op a natural language -understanding (WLU) aystem it must be 
taken into consideration how 'deeply® the system should un­
derstand language$ iQec which units it must be able to reo™ 
ognize and operate with. Within NLU systems a definite sub-" 
domain of systems may be brought out s namely text and story 
understanding systems which take into account also regular-
ities of building up the text„ There exists a wide spectrum 
of differences among text -and story understanding system 
builders 'with regard to such items as text comprehensions, 
depth of understandings representational issues, ete= (©f 0 
Charniak, 1981; Lehnert et.al, 1981; Schank et al=s, "1980^ 
Rieger, 1979$ etc»). 
The main task of ILU system TARLUS may be seen in for­
mulating arid simulating on the computer thesõ regularities 
(linguistic as well as interactive $ cf, 5im1981; По Л OB, 
1981) that enable the reader to decide on-the basis of event 
and situations immediately described ip the text that one 
has to do with'complex,. 'hig'her' level units (called hyper-
events and hypersituations, respectively)» They need not be 
mentioned in.the text explicitly (Charniak,_1978) but their 
salient features; are contained in that text (or can be de­
rived from it). In other words, we see our task in bridging 
the gap between understanding the meaning of a sentence, on 
the one hand, and comprehending the text on the plot-unit 
level, on the other hand» Our second task arises directly 
from the first one - it is to develop a suitable represen­
tation for simulating these regularities with the help of 
the computer. In TARLUS we have proceeded 'from the idea of 
organizing knowledge, of the system in the form of frames„To 
this end a suitable representation system is under develop­
ment (Литвак,1982) „ In connection with the last, task it . 
should be borne in mind that this representation ought to 
reflect the regularities of text understanding by humans but 
it should be kept apart from the claims as to in which form 
these processes go on in human beings .(Winograd, 1980 has 
dealt quite profoundly with the problems arising from such 
confusion of domains)., 
10 Representing knowledge in TARbUS 
First some words about.TARLUS knowledge representation 
"which is. necessary for understanding the following material,, 
The output of TARLUS Linguistic Processor is the tree of 
syntactico-semantic dependencies (or trees in the case of mul-
tivariant analysis).It serves as the input to the next module 
of analysis - Interpreter - which must perform the following 
tasks: 
1) generate a network of frames corresponding to the de­
pendency tree; 
2) link these networks of frames into an integral net­
work for the text. 
In Interpreter the frame corresponding to the root of 
the' dependency tree is activated'in the TARLUS basis of frames 
(i.e».a frame, is instantiated) and the slots.of that frame 
are filled in according to the list of slots of the proto­
type. This proceeds either on the basis of the dependency 
"tree or when the tree does not contain'information required,• 
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on the basis of previously obtained information,, i = e0 by com­
bining pieces of information from the tree with the informa­
tion already stored in the memory of the system. 
All the frames in TARLUS basis of frames fall into tv?o 
groups; terminal (they have no subordinates) and conceptual» 
Some of these frames are 'marked® and belong to the category 
of hyperframes the identification of which can be viewed as 
the main task of the system,, Terminal and conceptual frames 
constitute a hierarchy built up on property inheritance prin­
ciple. Here ia a fragment of the hierarchy: 
ACT 1  
МОДЕМЕН' 
JOOKSM 
PHACT1Q 
AUSMOVE 
PSACTIONm S0CAGTI01 
CAUSCHANGEba 
The structure of all the frames is similar containing,on the 
one hands a list of slots in the form of attribute-value 
pairs and, on the other hand,, there are various attached pro­
cedures connected either with definite slots of a ;frame or 
with a frame as a whole» 
• The following is a representation of the conceptual 
frame MOVEMENT and the terminal frame SÕITMA 'to go by...8 
(both representations are incomplete as we shall give a more 
detailed treatment of some of their slots in 202e). 
MOVEMENT 
SUP:PHACTION 
AG: REQ (LIVBEING) 
INS-TR: REQ (THING, ANIMAL) 
LOG 
LOCFR 
LOCTO ^  REQ (PHOBJ, PLACE) 
DIR 
IT IN J  
TM 
TMPR 
TMTO 
DUR 
REQ' (TMSEEC) 
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SÕITMA 
SUP 8 MOVEMENT 
AGs REQ (PERSON) 
INSTRs REQ (THING, ANIMAL)0 
DEFs (LIIKLUSVAHEND) * 
a vehicle 
Any frame may have included in it procedure^ of two kinds; 
1) type procedures (eg, REQ (UIRE)) containing those predi­
cates which must hold about the values of the arguments that' 
are put in VALUE of the same slot; DBF(AULT) denotes a vari­
ant which holds when nothing else Is said about .an argument's 
values. . • 
2) attached procedures checking 
i) whether the frame contains .a minimally required com­
bination of-slots for this frame to be Successively8 
used» The frame SÕITMA 'go by e„08 minimally requires 
the presence of the slot AG and fixed combinations with 
the slots INSTR, GOAL, LOC s  LOCTO, LOCFR s  DIR 9  e 0g= 
(1) AG+INSTR 
JAAN SÕITIS AUTOGA 
Jaan went by саг/Jaan drove a car 
(2) AG-s-GOAL 
JAAN SÕITIS EMA VAATAMA 
Jaan went (by means of a vehicle) to see his 
mother 
(3) AG+T.0CT0 
JAAN SÕITIS TALLINNA 
Jaan went (by means of a vehicle) to Tallinn 
(4) AG-t-DIR 
JAAN SÕITIS METSA SUUNAS 
Jaan went (by means of a vehicle) towards the 
forest , ' • 
(5) AG+LOCFR 
' ,, JAAN SÕITIS TARTUST TALLINNA 
•Jaan went, (by means of a vehicle) from Tartu to 
Tallinn. 
but they cannot allow such combinations of slots as • , 
(6) AG+LOCFR 
JAAN SÕITIS TARTUST 
Jaan went (by means of a vehicle) from Tartu 
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ii) the suitability of available candidates for. filling 
in the slots with respect to the hierarchy of frames and 
the order of property inheritance«, 
The slots considered so far belong to the group of so-, 
called 'variable slots4 0 Their task is to establish a point­
er from one frame to anotherQ But sometimes it is necessary 
to have more than one pointer to a frame because in the gen™ 
tenee ' 
(7) MEES KÄSKIS TÜDRUKUL МІША TUPPA 
The man ordered the girl to go into the parlour 
TÜDRUK (girl) is simultaneously KEG of the frame KÄSKIMA (or­
der) and AG from the frame MBJEMA (go) о For this purpose some 
slots in TARLUS are 'supplied with a second pointer in the 
form of the slots AG- from,, PAG from, EEC from = 
2о Causal reasoning and text coherence 
2o1„ A system that claims to--understand a text must do 
more than merely produce a representation for each sentence. 
Inferences must be generated to fill in implicit information 
end causal connections to tie together individual conceptua­
lizations must be made..One of the most difficult and most 
-interesting problems in natural language processing concerns 
the generation of inferences (Lehnerts 1981s147)» 
In attempting to answer the questions about the origin 
and nature of inferences one becomes involved in problems of. 
human memory organisation Inferences are made not only ,on 
the Ъаеis of knowledge about the world (Lehnert 9 1981:147) 
but also on the basis of human linguistic and interactive 
knowledge (Oim,. -1981)» The problem can be formulated . this 
way; how.must this knowledge be organized- and represented so 
that appropriate reasoning mechanisms can have access to rel­
evant information as needed?. In other words, this"problem can 
be seen as organising close interaction of two subsystems of 
an understanding system; memory subsystem, on the one hand, 
and. reasoning system./ on the other hand (Litvak et al. , 1982) $, 
There are two. components which make up the systems Reasoning 
capabilities' о One component - so-called distributed reason™' 
ing - consists of those local procedures and rules which are 
connected with single concepts (frames). They represent a 
fixed subpart of a frame and a . triggered when the corre™ 
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spending concept' is activated. 
Secondly, text (discourse)-understanding systems., require 
the presence of more global and centralized reasoning pro*-
cedures which constitute an independent subsystem alongside . 
the knowledge (in the traditional sense) subsystenu These 
procedures represent typical structures of (human) reasoning 
in certain meaningful situations» To describe them different 
räpresentational units and structures are required. 
In the present paper an attempt is made to describe only 
the first type of reasoning mechanism in TARLUS, i„e „ the 
procedures of reasoning are depicted which operate on data 
and procedures contained in single frames„ 
One of the tasks of frames is to generate a complete 
causal chain of events by filling in those events that are 
not explicitly mentioned in the text but would be inferred 
by any knowledgeable reader,, This representation should be 
generated partially in the process of reading the text, and 
partially during the process of hyperframe identification„ 
The-possibility to explicate this complete causal chain of 
events is based upon the assumption of coherence of the text =, 
Coherence may be understood as the feature of the text in 
the case of which between all the actions and events de­
scribed in the text there exist implicit (causal) relations 
where a following action/ event is seen as a realization of 
the goal of a preceding action and becomes (with respect to 
the action/event considered) its consequence„ The components 
pointing out the goal-sequence relationship are given as 
quite detailed in structures of the corresponding actions 
and therefore they may be (and in most cases are) not expli- . 
cated in the text„ But when need arise to make this • chain 
explicit 9 first j information to fulfil in these structures 
must be looked up in the text, and secondly inferences must 
be made to determine the coherence of the text-» 
Sentence 
(8) He slipped and broke his arm-bone 
may be regarded as a condensation for a more extended sen­
tence (9) where the consequential part has been explicated 
(9) He slipped COMSEQ : he fell COHSEQ г... he broke 
his arm-bone - „ 
2.2. The 'exactness' of sentence (9) is redundant in 
the sens<§ that from sentence (8) all the missing links can 
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'be recovered unambiguously but in a SLU system these links 
(or the possibility to reconstruct them) must be represented 
explicitly. For this purpose the frames of TARLUS contain,in 
addition to 'variable slots' also various 'procedural slots'. 
The latter differ from the former in the following aspects: 
i) their fillers are mostly frames denoting actions or situ­
ations; 
ii) there are two different procedures connected with these 
slots: 
a) a procedure of looking up from the sentence/text ana­
lysed the fillers of the variable slots of that-par-
- ' ticular procedural slot; 
b) a procedure for assembling parts of structures that 
can be used in other frames or procedural slots for 
making inferences. 
Let us consider sentence (10) and its representation (11) 
(10) TA PALUS MUL SULLE MEELDE TULETADA, ET SA KÕIKIDELE 
TEATAKSID, ET KOOSOLEK TOIMUB REEDEL 
He asked me to remind you to inform the others that the 
meeting will be held on Friday 
(11) PALUMA (ask) 
AG: TEEM, (he) • 
EEC: MIHA (I) 
GOUT: MEELDE TULETAMA (remind) 
- ; AG: МША (I) 
REG: SIUA (you) 
GOUT: TEATAMA (inform) 
' AG:. SINA (you) 
REG: TEISED (the others) 
GOUT: TOIMUMA (be held) 
PAG: KOOSOLEK'(meeting) 
TM: REEDE (Friday) 
As can be seen from (11) the slot С0ЖТ is (usually), filled 
in with frames denoting actions, and there can be several 
embbdded COHTs in one frame. And in the case of such embedded 
.COHTs the fillers of its1variable slots must be found from 
the text (or the possibility of their transfer from one GOHT 
into another ascertained). 
2„3. In TARLUS the causal -chain of events is .made ex­
plicit with the help of the procedural slots GOAL, . COHSEQ 
and SETTIHG. GOAL indicates the goal of an action, COHSEQ 
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points out the situation which holds "after an action, has been 
performed, SETTING brings out the conditions which must have 
been satisfied for that.action to be successfully performed, 
The contents of tjae slots GOAL and COHSEQ coincide in most 
eases but are used*differently in the process, of reSisonings 
i) the slot COHSEQ is bidirectional9 i„ee from an action we 
can learn what its consequences are9. but at the same time it 
enables us too, to determine which, action is responsible for 
these consequences о E.g., the consequence of РАНЕ Ж (put s. 
place) is that an object is located somewhere8 and from the 
fact that some object is located somewhere it can be inferred 
that it had been placed/put there earlier0 This may be repre­
sented as 
(12) PAHEMA (put9 place) 
,COHSEQ S. LOCATION1 
PAG == OBJ from РАЖЕЖА 
LOG-LOGTO from PAHEMA • 
ASUMA (be located) .' 
when PAG-A THIS'G . 4 
then SETTING s РАКЕМЙ. ,(put,. place). 
f AGs-undefined \. ' 
OBJ=OBJ from ASUMA 
LOCTO=LOC from ASUMA 
.The slot GOAL is used only undirect ionally,, i.e. we know 
usually what the goal of an action is? but goals of what ae™ 
tivity does an action itself represent is remembered only on, 
rare occasions, and even then this goal is only recoverable 
through the slot COHSEQ of the action? 
ii) the structures of the slot COHSEQ can be used as inde­
pendent structures after being filled in.with concrete datas 
the structures of the slot GOAL cannot be used in this way; 
iii) usually any substructure of the slot GOAL can be trans­
ferred under the slot COHSEQ of the same frame in the default 
sense. Besides9 COHSEQ contains more substructures than GOAL„ 
Рог example fi both GOAL and COHSEQ of TIIMA (take to) have the 
structure , 
(13) L0CATI01 
'РАС®OBJ from VIIMA 
LOO=LOOTO from YUMA 
which shows thai; the object being taken to s: place is located-
at that place, but COHSEQ contains in addition to (12) also 
(14) LOCATION 
РАС=Ш> from VIIMA' 
LOC=LQCTO from VIIMA 
which points to the fact that the person taking that object 
somewhere is also located at the same place where the object 
taken to is located. 
COHSEQ includes in itself various 'mediating' consequen­
ces as well. E„g„ KÄSKIMA (order) has-its COHSEQ a substruc­
ture 
(15) KOHUSTUS (obligation) 
PAC=REC from KÄSKIMA 
C0HT=C0HT from KÄSKIMA 
but the slot GOAL has a weaker variant of the same structure 
(16) ACTION 
' AG=REC from KÄSKIMA . • 
. CONT=CONT from KÄSKIMA 
The job of the slot SBTTIHG is., on the one hand, to help es­
tablish the coherence of the text by checking contradictory 
assertions during the analysis of the text and $ on the other 
hand, when interpreter has accepted a frame SETTIHG serves 
as the basis for making inferences about the situation which 
was-to hold before the corresponding action would take place. 
If we learn by checking this slot that in the preceding text 
nothing was said about the participants of an action and their 
relations then it is quite natural to assume that things are 
the way as presented in the text. How if there is a sentence 
in the text 
(17) POISS VÕTTIS LETILT TAHVLI ŠOKOLAADI 
The boy took a bar of chocolate from the counter 
and nothing whatsoever had been said in the preceding text 
about chocolate or its location then TARLUS has to assume a 
situation 
(18) VÕTMA (take) -
SETTING; DEF (LOCATION 
PAC=TAHVEL ŠÖICOLAADI (a bar of 
chocolate) 
L'OCsbETT (counter)) 
and starts looking for confirmation or rejection of that as­
sumption in the .following'-textIf the text does not contain 
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аду information that would either reject or confirm that as­
sumption then after reading through the whole text TARLUS can 
use (18) as a reliable piece of knowledge. Should following 
text ^ contain anything challenging (18), this SETTING will be 
removed and new information inserted. 
In which way does SETTING help establish coherence of 
the text? We proceed from the assumption that SETTING as well 
as GOAL and CONSEQ are a means of explicating default reason­
ing implicit in the text as 'default reasoning may well be 
the rule3 rather than exception, in reasoning about the world9 
since normally we must act in the presence of incomplete 
knowledge' (Heiter9 1978;216)„ It means that using procedures 
incorporated in these slots is an inevitable part of the pro­
cess of recovering the complete causal chain of events impli­
citly present in the text. To make it more understandable let 
us consider the following text: 
(19) 1. A man entered a shop.» 
2. He was the only customer there,, 
3» The man- asked the shop assistant to show him some 
'Canon® photocameras» 
4. As the shop assistant had just' sold the last camera 
in the shop she went to the store to fetch some new 
bnes. 
5a At that time the man pocketed a hand-calculator lying 
on the counter. . 
6® When the shop assistant returned with the goods she 
noticed that the calculator was missing. 
7® She ordered the man to return ite 
8o Instead of that the man seized a camera from the coun-
' ter and ran out of the shop, 
Prom the last sentence it can be inferred that the stolen 
camera was located on the counter. But how did it happen to 
be there? By using the slot SETTING we can reconstruct part 
of the chain of events this way: SETTING of seize is t'jat an • 
object is located somewhere; SETTING of be located is that 
the object had been placed at that place (counter) by some­
body; SETTING of be placed is that the object had been lo­
cated somewhere else. When looking for any information about 
an earlier location of the camera sentence 4 tells us that 
they were in the store. The task now is to find out how/ in 
which way/ the camera was transferred from the store to.the 
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counterо Sentence 4 tells us that the shop assistant went to 
fetch new. cameras front the store, and sentence 6 adds that 
she returned to the shop with some cameras0 It means that the 
location of the cameras is somewhere in the shop and sentence 
8 fills in that location9 namely counter,, 
It must be borne in mind, of course, that all this rea­
soning is true in the default sense, i0e„ no contradictory 
information is discovered in the text® The above said brings 
us to the main principle underlying the. use of SETTING: if 
the SETTING of the action under analysis does not coincide 
with the information already available from the text then 
that earlier information,must be changed if it is possible 
to recover the chain of mediating events/situations„ If this 
cannot be done then either the text is incoherent or the im­
plemented rules for explicating the causal relationship are 
incomplete„ , 
2 „4,° ' In addition to the implicit goals contained in the 
actions themselves there can also be in the text so-called 
'higher level' goals for which these implicit goals play the 
role of mediators. For example 9 the immediate goal of SÕITMA 
•to go by „ „ <Л can be represented as 
(20) SÕITMA 
.GOAL:DBF (LOCATION 
РАС=AG from SÕITMA 
L0C=L0CT0 from SÕITMA 
In the sentence ' 
(21) JAAN SÕITIS SAARELE LINDE VAATLEMA 
Jaan went to the island (in order) to watch birds 
this immediate goal (to be located) is maintained in the pro­
cess of text interpretation as it enables us to understand 
how the higher level goal "watch birds1 may have arisen. And 
this latter goal may in turn be a mediator for ä yet higher-
level goal. Such a multilevel organization of goals is a typi­
cal feature of natural language texts„ TARLUS does not have 
yet any means for representing this type of hierarchies in its 
model of the world« At the same time it is quite obvious that 
the presence of such hierarchies in the text makes it inevi­
table to supply a text, understanding system with a corre­
sponding mechanism for extracting a plausible interpretation 
of that text. 
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3. Conclusion 
The 'recognition problem' constitutes the core of every 
understanding process,, Therefore it is quite understandable 
that a lot of works have been devoted to this problem (Wi-
lensky, 1981; De Jong, 1979; Гааае-Р'аппопорт и др., 1931), 
But as a rule these researches deal with the recognition of 
the structure of a story on a relatively high, plot level. 
The lower level recognition processes are replaced on a 
large scale by ad hoc technical artifices0 Our main interests 
lie in the lower level recognition processes the strategies 
of processing which are determined to a high degree by the 
direct linguistic contents of the text itself0 It should also 
be noted that there is one point which makes this kind of 
recognition quite important theoretically: namely, it re­
quires close cooperation of two subsystems of an understand­
ing system - knowledge (memory) subsystem and reasoning sub­
system. In the present paper we tried to show how this co­
operation is (and can be) implemented in the NLU system 
TARLUS. 
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ИСПОЛЬЗОВАНИЕ ФРЕЙМОВ В ПРИЧИННО-СЛЕДСТВЕННОМ ВЫВОДЕ 
МеЭ.Койт, С.Р.Литвак, Т.А.Роосмаа, М„Э0Салувеэр9 Х0Я0Ыйм 
Резюме 
Понимание естественного,языка может происходить на раз­
личных уровнях, начиная с распознавания значений . отдельных 
слов и кончая оперированием значениями общезначимых для че- , 
ловеческой культуры текстов» Поэтому при создании системы ' 
понимания естественного языка необходимо отчётливо представ­
лять единицы, которыми при данном уровне понимания необходи­
мо оперировать» 
Основной задачей системы TARLUS является моделирование 
процессов распознавания некоторых гиперсобытий, т„е,событий 
относительно более высокого уровня , о которых идёт речь во 
входном тексте без 'явного их указания,, При этом речь идёт о 
распознавании на относительно низком уровне, непосредствен­
но надстраивающемся над языковой структурой текста» 
Организация знаний в системе. TABLTJS основана на исполь­
зовании фреймов. Слоты фреймов'подразделяются на декларатив­
ные и процедуральные„ В последних содержатся процедуры либо 
данные для глобальных процедур, позволяющие генерировать, но­
вые фреймы, с помощью которых осуществляется связывание Фрей-
. мовых представлений отдельных предложений в единую структуру» 
Более подробно рассматривается использование слотов GOAL 9  
SETTING и CONSEQUENCE^ в которых содержится информация о цели» 
необходимых предусловиях и следствиях действия, соответствую­
щего данному фрейму. 
В слоте SETTING помещаются процедуры» проверяющие воз­
можность выполнения действияо В случае возникновения'проти­
воречий между содержащейся в предыдущем тексте информацией и 
предусловиями9 необходимыми для успешного выполнения данного 
действия, текст считается противоречивым. Если в предыдущем 
тексте отсутствуют- явные указания на выполнение предусловий 
{полностью или частично), то процедуры, слота SETTING по­
строят и свяжуг с сетью Фреймов текста дополнительные фрей­
мы, указывающие на выполнение предусловий в их отсутствую­
щей части. Однако эти Фреймы имеют пониженный приоритет ис­
тинности, т.е. могут гаситься явной информацией из дальней­
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шего текста. Слот SETTING позволяет проводить обратный, т.е. 
от следствий к причинам и предусловиям, вывод. 
• В слоте CONSEQUENCE помещаются процедуры9 позволяющие 
проводить прямой вывод, С их помощью строятся фреймы» соот­
ветствующие непосредственным следствиям данного действия. 
Обработка этих фреймов аналогична той, что производится в 
слоте SETTING® 
Фреймы, созданные процедурами слотов SETTING и CONSE­
QUENCE g используются в процессе распознавания гиперфреймов, 
соответствующих гиперсобытиям, при наличии "несвязностей" во 
входном тексте. Слот GOAL9 В котором указываются типичные це­
ли совершения данного действия, используется лишь в случае 
выяснения целей. Информация, содержащаяся в нём, так же, как 
и в случае слотов SETTING И СОІЗВУИЕНСЕ^МОЖЕТ гаситься экспли­
цитной информацией из текста. 
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ОБ ОДНОМ МЕТОДЕ АВТОМАТИЗИРОВАННОГО АНМИЗА. ' 
ШИБСЖ УПРАВЛЕНИЯ 
JLA. Котик, A.M. Емельянов 
Г. Постановка проблемы 
Всякая управляющая деятельность заключается в воздейст­
виях человека т систему, направленных на поддернаніе оп­
ределенных показателей ее функционирования согласно уста­
новленной программе» Отклонение этих показателей за допусти­
мые пределы"расценивается как нарушение работы системы, а 
действие /нли бездейстше/ человека, вызвавшего или не уст­
ранившего в процессе управления это нарушение - как его 
ошибка,. Поскольку в' современных системах управления,, 
несмотря на тенденцию их автоматизации, главным и ведущим 
звеном остается человек, то основным способом совершенство­
вания таких систем является исключение или минимизация его 
ошибочных действий, В наше время это достигается двумя сле­
дующими путями. 
Первый путь заключается в поиске соответствующих пра­
вил, алгоритмов решения возникающих задач управления и обу­
чении этим приемам людей, осуществляющих управление систе­
мой / в дальнейшем изложении для краткости будем называть 
их операторами/. Сюда же относится использование советов 
различных консультантов, экспертов. Данный путь фактически 
направлен на априорное проектирование рациональной деятель­
ности оператора. 
Второй путь состоит в изучении прошлой деятельности опе­
раторов в рассматриваемой системе управления и допущенных 
ими ошибок с целью выявления их причин, установления "уз­
ких" мест в управляющей деятельности и посредством их уст­
ранения ее усовершенствования. Здесь уже осуществляется 
апостериорная корректировка деятельности оператора, которая 
может заключаться как в изменении ее организации, условий, 
, средств деятельности» информационного обеспечения, так и в 
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различных воздействиях на оператора /его обучении, воспита­
нии/, вплоть до его замены более подходящим лицом. - Именно 
этот путь и является предметом нашего дальнейшего рассмот­
рения. 
Путь минимизации ошибок управления посредством коррек­
тировки деятельности оператора связан с рядом существенных 
трудностей. И,пожалуй,основной из них является сложность 
анализа ошибок и выявления их причин, поскольку они могут 
порождаться самыми разнообразными факторами внешнего и внут­
реннего порядка и их различными сочетаниями. Чтобы устано­
вить причину ошибки,зачастую приходится рассматривать мно­
гие переменные-, характеризующие как саму решаемую задачу, ус­
ловия и средства ее разрешения, так и индивидуальные воз- -
можности оператора, его отношение к этой задаче. Мысленно 
обозреть все эти переменные, связать их между собой,выявить 
тот элемент, тот фактор, который явился причиной возникно­
вения данной ошибки - все это сделать оказывается не так-то 
просто. Однако в определенной деятельности, где решается оп­
ределенный круг задач и они разрешается в сходных условиях 
примерно одними и теми же средствами уже как-то ограничи­
вается число факторов, которые следует принимать во внима­
ние при анализе ошибок. Здесь уже открывается возможность 
разработки.типовых методик анализа ошибочных действий опе­
ратора - методик, которые бы учитывали наиболее существен­
ные компоненты деятельности и связи между ними, указывали бы 
последовательность и другие правила проведения подобных ана­
лизов. С созданием таких типовых методик появятся возможно­
сти и автоматизации процедур анализа ошибок управления и их 
классификации. 
В настоящей статье излагается предложенная авторами 
методика стандартизированного анализа ошибок управляющей дея­
тельности и указываются возможности ее реализации при по­
средстве ЭВМ. 
2'.; Исходные посылки к анализу ошибок 
Путь анализа. Как следует из работ, посвященных изуче­
нию процесса предметной деятельности человека ГІІ , [З] , 
[б] , [бі , в ней можно выделить ряд основных этапов и по­
ложить их в основу анализа как самой управляющей деятельно­
сти, так и возникающих в ней -ошибок. 
57 
1. Оценка сложившейся Б системе ситуации и формирование 
образа задачи управления. Здесь важно установить насколько 
полно оператор воспринял сложившуюся ситуацию и возникшую в 
ней задачу, насколько адекватно он их отразил в сознании„До­
вел ли он образ задачи до такого уровня обобщения, при ко­
тором возможно нахождение наиболее рационального способа ее 
разрешения» 
2. Определение отношения оператора к возникшей задаче, 
степени его мотивации к ее разрешению и достижении) цели уп­
равления. 
Зо Выявление возможных вариантов разрешения задачи и 
оценка избранного варианта, а также способов, средств и вре­
мен его реализации. Сравнение избранного варианта с тем,ко­
торый бьш наиболее целесообразным в данной ситуации (есдж 
тшж@й'вариант существует и известен). 
4. Оценка практической реализации избранного варианта 
решения, сопоставление полученного результата с ожидаемым и ' 
желаемым, а также с тем, который был объективно наиболее це­
лесообразным в сложившейся ситуации. 
Единица 'анализа. В процессе управления ошибки могут воз­
никать как в целененаправленных действиях, так и в результа­
те случайных, непреднамеренных, а может быть импульсивных 
-актов. В данном анализе наибольший интерес представляют ошиб­
ки в осознанных и целенаправленных действиях. Такие действия 
принято называть поступи а и ж [83 „Ошибки подобного, 
рода являются наиболее распространенными и именно их причи­
ны оказываются наиболее поучительными для корректировки уп­
равляющей деятельности. Поэтому в качестве единицы анализа 
ошибок управляющей деятельности был принят поступок. 
Критерии анализа. Вше уже отмечалось, что ошибки в уп­
равлении квалифицируются по отклонениям от нормы /за допус­
тимые пределы/ любого из заданных выходных параметров сис­
темы. Поэтому для определения ошибок и их анализа необходи­
мо прежде всего знать установленные нормы для этих парамет­
ров и допустимые отклонения от них. Кроме норм, регламенти­
рующих результаты управляющей деятельности, обычно сущест­
вуют и технические, организационные, юридические и прочие 
ограничения, нормирующие сам процесс управляющей деятельно­
сти /обязывающие, запрещающие* разрешающие/ ' [7] . Все эти 
нормы по сути дела призваны направить управляющую деятель­
ность в наиболее целесообразное русло й этим способствовать 
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успешности-. ее осуществления. И именно отклонения от- этих 
процессуальных норм чаще всего является причиной ошибоч­
ных действий оператора. Следует учитывать, что управляю­
щая деятельность осуществляется такэке с учетом моральных, 
этических ж прочих социальных норм, действующих в данной 
социально! среде. Таким образом, из сопоставления процес­
са управляющей деятельности и ее результатов с различными 
ограничивающими их нормами можно выводить суждение о том, 
в чем проявилась ошибка управления, в каком виде, на каком 
этапе деятельности. 
вавт ранее іфоведешне ' наш исследования [з] , "м /Гзі, 
продуктивным способом представления поступка с целью его 
дальнейшего анализа являются фреймовые описания [9І .С по­
мощью таких описаний оказывается возможным струхтуирован-
ное представление наиболее существенных компонентов по­
ступка и существующих между ниш связей. Посредством фрей­
мов можно представить взаимодействие оператора со средст­
вами управления и управляемым; объектом, .влияние на них ма­
териального и социального окружения-.На фреймах отобража­
ются результаты и процесс управляющей деятельности,их со­
ответствие установленным нормам, іреймн позволяют пред­
ставить не только объективно существующее положение вещей, 
но и субъективное отражение его в сознании оператора, на 
них можно отобразить его возможности, желания и другие 
психологические показатели, существенные для анализа при­
чин ошибок управления. Фреймовые описания, используемые 
для анализа ошибок управления, строятся применительно к 
рассматриваемому іиду деятельности - в зависимости, от не­
го в них включаются некоторые дополнительные подструктуры. 
Также и число фреймовых описаний, используемых для анали­
за ошибок, может изменяться в соответствии с задачами, в 
которых проявились эти ошибки. 
Средства анализа.- Если фреймовые описания могут рас­
сматриваться как некоторые скелеты данной деятельности^ 
связи, устанавливающиеся между отдельными подструктурами 
фреймов,уже отражают специфику конкретных управляющих 
действий /поступков/. Через эти связи,, с помощью специаль­
но разработанного аппарата модальной логики [з] можно от­
ражать возможности и обязанности оператора, его желания и 
предвидения при решении данной задачи управления.Через эти 
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связи отражаются показатели взаимодействия, возникшие или4 
могзтцие
1 
возникнуть между компонентами фреймов при тех или 
иных вариантах поведения оператора. Т.о» фреймовые описа­
ния вместе с аппаратом модальной логики оказываются удоб­
ным средством описания различных поступков оператора и ана­
лиза возникающих в них ошибок. 
Выводы по результатам анализа. Предложенный метод рас­
считан как на анализ причин отдельных ошибок оператора,так 
и на обобщение результатов подобных анализов и выработку 
суждений о систематически действующих факторах, порождаю­
щих однородные ошибки. На основе результатов типовых ана­
лизов большого числа ошибок управления» возникающих в дан­
ной системе или у данного оператора, представляется воз­
можным установить те элементы и связи во фреймах рассматри­
ваемых поступков, где систематически появляются предпосыл­
ки для таких ошибок, И именно эти "слабые" места управляю­
щей деятельности ярятся, объектами ее дальнейшего корректи­
рования. Следует заметить, что благодаря методике стандар­
тизированного анализа возможно в самых разнообразных,внеш­
не казалось бы совершенно несхожих поступках,усматривать 
общие причины ошибок. 
Автоматизация анализа. В предлагаемом методе анализа 
ошибок управления предполагается, что такой анализ будет 
проводиться специально подготовленными экспертами хорошо и 
разносторонне знакомыми с устройством рассматриваемой сис­
темы управления и ее эксплуатацией. Кроме того, эксперты 
должны уметь пользоваться описываемым методом анализа оши­
бок» Они должны прежде всего избрать фреймовые описания,ко­
торые позволят отразить особенности структуры рассматри­
ваемой деятельности. Исходя из этих описаний,разрабатывают­
ся специальные таблицы, позволяющие собирать все не­
обходимые данные для анализа поступков данной управляющей 
деятельности. Далее отбираются ошибки оператора,подлежащие 
анализу. Каждый такой поступок изображается посредством из­
бранного фреймового описания - в нем используются только те 
подструктуры фреймов, которые нужны для. его представления. 
Затем эксперт собирает у оператора и сотрудничающих с шш 
лиц набор необходимых: данных о' рассматриваемом поступке, 
которые заносятся в типовые таблицы» На основе этих- данных 
можно отобразить на фреймовых описаниях различные связи,, 
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существующие между подструктурами фреймов данного поступка» 
Вся эта информация представляется оценками пяти видов шкал; 
интенсивности /типа "слабо - сильно"/, частотной возможности 
/"редко - часто"/, субъективной возможности /"мог - не мог"/, 
обязанности /"должен - не должен"/, предвидения /"допускает -
- не допускает"/. Такие оценки вводятся в ЭВМ, снабженную . 
специальнымипрограммами логического анализа и классификации 
ошибок управления. На основе этих программ в ЭВМ анализирует­
ся собранная информация и результаты анализа выдаются в виде 
машинных распечаток, где указываются заключения об отдельных, 
аспектах рассматриваемой ошибки». Затем эти распечатки оцени­
ваются экспертом, который выводит окончательное суждение о 
причинах возникновения изучаемой ошибки» 
3.. Пример анализа ошибки управления 
Сущность предложенного метода автоматизированного ана­
лиза ошибок управления покажем на коніфетном примере дея­
тельности водителя легкового автомобиля. С помощью этого 
примера мы постараемся раскрыть возможности данного метода, 
показать насколько глубоко он позволяет вникать в сущность 
анализируемой ошибки. Поэтому при описании данного примера 
мы не будем придерживаться той методики и последовательно­
сти ?по которой следует проводить сбор, необходимой информа­
ции и ее анализ. Итак, перейдем к нашему примеру. 
Водитель в "сложной дорожной ситуации сбил автомашиной 
женщину, нарушившую правила дорожного движения и неожидан­
но оказавшуюся на пути ее движения. Для примера специально 
избран такой случай, где причина ошибки к виновность води­
теля не являются очевидными и именно анализ должен выявить 
эти неизвестные. 
Возникшая дорожная ситуация представлена на рис. I. Как 
видно из рис- I, у водителя были следующие варианты поведе­
ния. 
. I. Резко затормозить машину /Aj/ В расчете, что она ос­
тановится до столкновения с женщиной. 
2. Продолжать движение в том же направлении /А^/, но 
ото может привести.к смертельной травме женщины.. 
3. Объехать женщину справа /Ау' и проскочить между нею 
и столбом, стоящим на. правой обочине дороги. 
61 
XO 
О Столб 
- Водитель 
•Автомашина 
4. Объехать женщину слева /А^/, выехав на полосу встреч­
ного движения, по которой двигался автобус. При этом будет» 
неизбежное столкновение с.автобусом. 
Водитель избрал первым вариант, но на тормозном пути ма­
шина все же столкнулась с кенщиной и нанесла ей тяжелое те­
лесное повреждение» Требуется предложенным методом провести 
анализ ошсанного происшествия. Будем рассматривать первые 
три варианта, считая четвертый явно нерасчетным. 
Начнем с фреймовых описаний возникшей ситуации. Система ' 
взаимодействия водителя с автомашиной, объектом 'непосредст­
венного воздействия и окружающей средой может быть представ­
лена фреймом, состоящим из следующих компонентов: оператора 
••Щ, включающего в себя три подструктуры /Ірі -кЯ-физиче-
ское", -$гЯ-духовное", . -"Я-социальное"/, управляе­
мого объекта / Я'/» объекта непосредственного воздействия/Сг/? 
материального окружения/М/и дальнего социального опишете/Sh 
В раоеметрнтаежм примере в роли оператора выступает водитель , 
управляемого объекта - автомашина, объекта непосредственного 
воздействия ~ пострадавшая женщина, материального окруже-
ния - столб у дороги, дальнего социального окружения - обще-
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от во с его законами, правилами и прочими социальными норма­
ми /ближнее, социальное окружение в эти примере можно - не 
учитывать/. 
Рассматриваемая деятельность водителя жестко регламенти­
рована законами, правилами и прочими социальными и техниче­
скими нормами. Вождение машины по всем этим нормам можно 
рассматривать как цель деятельности водителя /посредство® 
ее он обычно достигает и другие цели/. В рассматриваемой 
деятельности жестко нормированы взаимодействия между ее компо­
нентами! Е и 6? = машина не должна причинить ущерб пешеходу В 
и М- недопустимо столккюшив шшяж со столбом j I и Е *> во­
дитель не должен пострадать от автомашины» Выполнении этих 
норм способствуют правила дорожного движения, где может быть 
только два варианта поведения: выполнение или невыполнение : 
-норм. Условимся-такие нормы относить к ограничениям первого 
типа» Кроме таких, в системе могут действовать прави -
л&$ запрещающие отклонения от нормы только'в одну сторону, 
а перевыполнение нормы, наоброт, поощряюще. В данном при­
мере они существую между компонентами S и Ise - т.е„даль­
нее социальное окружение может•наказать и поощрить водителя. 
Подобные ограничения будем относить уже ко второму типу. 
Воздействия одной подструктуры фрейма на другую оценива­
ются по интенсивности /RGZ и возможности /І^/ их проявле -
ния. Интенсивность может принимать следующие значения: нуле­
вая / Я© Л слабая / R l /, не слабая - не сильная /R2/s силь­
ная / f\3 /, предельно сильная /Я4 /. Возможность может быть: 
никогда /Lo /, редко / Li Д не редко - не часто /Lz /.час­
то /Д5 /, всегда /^ /. Для воздействий первого типа ин­
тенсивность отклонений /к^/ может быть только отрицательной, 
для воздействий второго типа - и положительной, и отрица­
тельной. Итак, в общем случае воздействие одной подструктуры 
фрейма на другую, например.X на Y соответствующего знака 
/ а /, можно представить в виде предиката Р(XXQ) [з],где 
ХУ 6 {Ірк, 7 , L, £, У , б. S > , a .Q € {*-}. 
Ba рисо 2 представлен так называемый результирующий 
фрейм поступка Aj - А|), который описывает фактиче­
ское положение вещей в результате совершения поступка на мо­
мент С &-L), Отрицательные воздействия условимся изо­
бражать пунктиром, положительные - сплошной линией. Резуль­
тирующий фрейм строится на основании информации, собранной . 
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экспертом. На нем изображаются только интенсивности воздей­
ствий». имевших место между подструктурами, фрейма, в резуль­
тате совершенного пост ужа. Как показано на рис. 2, в ре­
зультате совершения поступка Aj женщина сильно пострадала 
/RB /, водитель и автомашина не пострадали / Яэ /» а Q6~' 
щёство по отношению к водителю отрицательно / Rz / реаги­
ровало на этот случай. 1 
Рис. 2. Результирующий фрейм поступка А-, 
Наряду с ситуаций, .сложившейся на момент ( 4.0+ лі ),опи­
сываемой результирующим фреймом Р
<г,)( Аі) , для анализа 
поступка рассматривается также ситуация, существовавшая до 
совершения поступка на момент to » когда у водителя ^ еще 
был выбор способа действий. Различные способы его поведе­
ния. с вытекающими из них последствиями, описываются различ­
ными фреймами. Так на рис. 3 изображен фрейм ріо;(А±) 
отображающий объективно положение вещей, которое смалыва­
лось при.'Совершении-поступив-Aj. 
На. этом рисунке воздействия первого типа между подструк­
турами фрейма представлены в виде соответствующих "вееров" 
из различных пар С ДуД;) „ Это означает - эксперт устано- -
вил, что на момент І
а 
совершение поступка Aj может повлечь 
различные варианты воздействий одной подструктуры'на другую. 
.Так из этого фрейма видно, что совершение поступка А
т 
факти­
чески могло повлечь следующие варианты воздействий автома­
шины /£. / на женщину / <5 ./: loRo /нулевое воздействие - ни­
когда/, LoRi /слабое воздействие-никогда/, /д fi2 / повреж­
дение не силыіо-не слабо-редко/, А» /тяжелее повреждение-
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видно также какие воздействия между подструктурами могли бш 
фактически быть при выборе варианта поведения Aj. Для воз­
действий типа два /на рисунке - между S ж ige / изображе­
на только наиболее значимая пара ./.3 1<г ~ самый сильный ва­
риант воздействия данного знаіса/парн на рисунках обведены/? 
Однако, чтобы понять причину поступка,, недостаточно ог­
раничиваться рассмотрением только объективно существовавше­
го положения дел:, которое для поступка Aj отображалось 
его объективным фреймом Р
ю)(Ал) 
з 
а нужно еще оценить^как 
эта ситуация отражалась в сознании водителя. Поэтому, наря­
ду о FCo)(Äi) отроится и анализируется также и субъек- • 
тивный фрейм для этого же поступка F&(A&) / рис, 4 /, 
Данный фрейм отличается от фрейма fi|iäJ{'Ai) только тем» 
что в нем изображены воздействия между подструктурами та­
кими, какими они представлялись водителю на момент соверше­
ния поступка. Очевидно,данные для построения этого фрейма 
FCSi(Äi) эксперт получает непосредственно от самого во-
Рис. 3. Объективный фрейм варианта поведения Ау­
дит еля. Сопоставление фреймов Р^Ч'АІ) и F<SJi(Ai) позво­
ляет заключить, что водитель адекватно оценивал ситуащт, 
складывающуюся в случае совершения поступка Aj по всем воз­
действиям, кроме воздействий между Е и (х , а-также между 
S и . Такая неадекватность оценки вела к тому,что при 
этом водитель недооценивал высокую опасность для женщины ва­
рианта Aj.* ( Zi5R3 . Он также считал, что 
при таком варианте общество не будет его осуждать: 
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Риоо 4. Субъективный фрейм варианта поведе­
ния Aj» 
kh 
Рис. 5. Объективный фрейм вариатна поведения 
(^зЛаХ • 
Для анализа ситуации, существовавшей на момент соверше­
ния поступка -to , важно рассмотреть также положение вещей, 
которое сложилось бы при выборе варианта поведения Ар.т.е. 
если бы водитель продолжал движение в том же направлении и 
не.тормозил бы машину. Как следует из объективного фрейма, 
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построенного для данной ситуации f (Ag)Vрисe5/в таком слу­
чае была большая возможность /часто/ нанести женщине силь­
ное /і3 £3 / и даже смертельное / / повреждение и 
общество всегда это сильно отрицательно осудило бы/А^з /. 
рис» 6 представлен субъективный фрейм для того же ва~ 
I ькТ'Г ' ~™ 
Р Jj- —/,<а- -
\ V? 
Рис. б. Субъективный варианта поведения 
рианта поведения Ä£ - F^J( Да). Из сопоставления фреймовых 
описаний И І^(АЗ) можно заключить следую­
щее. Водитель несколько недооценивал опасность для женщины 
варианта А^- (Z^a)s < ^3;А)© ? недооценивал также от­
рицательную реакцию общества'на такой поступок: (/j2£5)s  «d 
• й все же он не выбрал вариант предпочтя 
ему более безопасный для женщины вариант поведения Aj. 
При анализе поступка водителя рассматривается и ва­
риант его поведения Ад -объехать женщину справа и проско­
чить между нею и близко расположенным столбом. Объективный . 
фрейм такого варианта поведения Р^Ч'А^ представлен на 
рис„7о ііак следует из его описания5женщине при атом не часто 
грозила бы небольшая опасность //= Здесь часто возын*» 
ікала бы опасность задеть машиной за столб и слабо ее повре­
дить / 6і / и редко повредить ее более сильно //і/2/° 
При варианте всведения А^ общество всегда бы сильно поощри­
ло водителя / Д,Й3 . /. 
На рис„ 8 представлен субъективный фрейм того же вариан­
та поведения А3). Сопоставив фреймы ^0)(А§) и 
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Рис» 7. Объективный фрейм варианта поведения Ау 
^ ы 
I % . ч °* 
' X \ Qj /,г\Н 
игА 
Рис, 8» Субъективный фрейм варианта поведения А^. 
FTS)( A3) , можно заключить водитель правильно пони­
мал» что при выборе варианта А^ опасность для женщины будет 
невелика: -(^а,&і)о * Однако водитель переоце­
нивал возможность повреждения машины: {1о » 
Он также переоценивал возможность пострадать самому, ударив­
шись о машину при столкновении со столбом; 
Водитель недооценивал степень поощрения обществом поступка 
А^" 
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Таким образом, из сравнений объективных фреймов с еубъ ж-
тіБнша щн различных вариантах поведения, существовавших на 
момент 4© , можно уже получить данные о степени адекватности 
оцевЕи водителем сложившейся ситуации и вариантов выхода es 
нее и установить, как существовавшая неадекватность отраже-
'ния ситуации сказывалась на выборе варианта его поведения. 
При анализе поступка проводится также сравдание объек­
тивных фреймов различных вариантов повед шя 
Р
ад
САг) и F^CAg). ?жз которого можно, например, заклю­
чить, что в варианте А^ угроза' для женщины была бы нжже/чем 
при выбранном варианте Aj» Однако в А^ несколько возрастала 
возможность повреждения машины и небольшой' траввш : еа° 
мого водителя о Из сопоставления субъективных фреймов 
Р
С5
Ч'Да) и P's)(&h) можно заключить - что водитель понимал 
бодыщла безопасность для женщины варианта. Ад „чем варианта Ар 
но значительно переоценивал в варианте Ад возможность и . 
интенсивность повреждения машины, усматривал и большую, чем 
фазетгеесет,- возможность пострадать самому» 
Кроме описанного, предложенный метод предусматривает до­
полнительный анализ отдельных связей в каждом объективном и 
субъективном фрейме рассматриваемых вариантов поведения во­
дителя о При этом выявляются следующие сведения: 
- предвидел ли водитель возможность и интенсивность наи­
более значимого воздействия, 
- если не предвидел, то выясняется - должен ли он и мог 
ли предвидеть такую возможность. 
Кроме того, по связям результирующего фрейма определяем­
ся: 
~ желал ли водитель фактически наступившего результата 
данной интенсивности, 
- считал ли водитель» что обязан предвидеть возможность 
фактически наступившего результата, а также наступления наи­
более значимого результата из. возможных. 
Итак, резюмируя изложенное, можно сказать, что в основе 
предложенного метода анализа ошибок управления, лежит некото­
рое обобщенное фреймовое описание совершенного поступка 
Р(Аі)„ которое включает в себя результирующий фрейм 
Р
т(А±) ряд объективных Р^(Аі) и субъективных P i s )(&i) 
фреймов: 
F(A,)=^P(tAi), fl'Aj]- , 
гда 
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tf"(Aih-[F»(Aü.Pfo.PtAJ], У,Р%Я 
На базе избранного для рассматриваемой деятельности 
фрейма эксперт собирает соответствующие данные по анализи­
руемому поступку. Эта информация предназначается для описания 
связей медцу подструктурами фреймов9 отражающих сущность по­
ступка, Все эти сведения далее вводятся в ЭВМ* где по специ­
альной программе проверятся их полнота и непротиворечивость $ 
анализируются характеристики отдельных связей и посредством 
специальных классификаторов выявляются причины, порождающие 
ошибку в данном поступке. На основе результатов такого 
машинного анализа эксперт дает окончательное заключение о 
причинах этой ошибки и ее виновнике., 
Так по примеру/ который мы рассматривали, были сделаны 
следующие заключения. Главным виновником возникшей аварий­
ной ситуации является женщина, грубо -нарушившая правила до­
рожного 'движенияВодитель в какой-то мере был виноват в , 
том6 что н@ использовал все возможности для избежания наез­
да на .женщину. Выбранный им вариант действия - резко затор­
мозить машину в данной аварийной ситуации был объективно не 
самым лучшим. Более целесообразным вариантом был объезд жен- -
щины справа» При этом опасность для женщины была бы сущест­
венно меньшей, а опасность для водителя и его машины возрос­
ла бы незначительно-.' Водитель осознавал наличие такого ва­
рианта, но переоценивал в нем опасность повреждения машины 
и получения самому травмы. К тому же)он недооценивал опас­
ность, которая возникает для женщины при выборе варианта 
торможения машины. Указанные факторы и обусловили выбор во- , 
дителен в рассматриваемой аварийной ситуации варианта рез­
кого торможения машины. 
На основе результатов проведенного анализа' можно также 
заключить, что водитель предвидел возможность наступившего 
последствия его действий /тяжелого повреждения женщины/, но 
не желал его наступления, Это свидетельствует о наличии у 
водителя косвенного умысла нанесения повреждения женщине,Вы­
бирая вариант резкого торможения машины, водитель не пред­
видел при этом возможность нанесения женщине смертельной /' 
травмы /а таковая фактически была/, но понимал, .что должен 
был такую возможность предвидеть * Это-указывает на то, что 
водитель в данном случае проявил еще и самонадеянность, 
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Заключение 
Завершая настоящую статью,".хотелось бы ответить на за­
мечание» которое может возникнуть по поводу применения-ап­
парата фреймов 
- 
вообще и в данном
- 
частном" случае : что прин­
ципиально нового дают фреймовые описания ошибок управления? 
Фреймовые описания -позволяют -выделить
- 
для анализа наи­
более существенные элементы поступков данной деятельности, 
отбросив, все второстепенное, и оперировать только ими» Ведь 
известно, что дополнительная информация, хотя и позволяет 
•раскрывать детали, тонкости поступка, но при этом может мас­
кировать его сущность, может мешать увидеть в нем главное» 
Во фрейме же как раз выделяется его основа, его скелет, ак­
центируется главное в поступке. 
Фреймовые описания - это та мера; с которой эксперт будет 
подходить к анализу и других поступков той же деятельности 
или того же оператора. Оперируя с весьма ограниченным чис-
лом подструктур деятельности, а следовательно и ограничен­
ным числом связей /отражающих специфику отдельных поступ­
ков/, легче замечать сходство и различие поступков и ошибок 
по их сути, а не по их внешним, порой уводящим от дела,при­
знакам.-, 
Фреймовые описания, построенные на. ограниченных одно­
типных структурах и связях, открывают возможности для стан­
дартизации методик описания и анализа поступков и допускае­
мых в них ошибок, следовательно и для автоматизации такиж 
процедур» • 
Следует ответить и еще на одно замечание, которое может 
возникнуть по данной статье: для чего нужно автоматизировать 
процедуру анализа' ошибок управления, когда опытный эксперт 
и без нее. может по данному описанному й другим даже более 
сложным случаям давать не менее квалифицированные заключе­
ния? 
Автоматизированный анализ, требующий сбора стандарти­
зированных' данных, исключает возможность упустить главное в 
поступке» Здесь всегда собираются и учитываются наиболее су­
щественные для анализа данные и по ним делаются.правильные 
и беспристрастные заключения- Процедура сбора данных и обоб­
щения полученных результатов сравнительно проста» 
Действительно, опытный эксперт может сделать анализ не 
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жуже* чем е$о делается с'помощью ЭВМ, а менее опытный - мо­
нет его таж. ж да оделаТБ. Автоматизация анализа ошибок уп­
равления позволяет, независимо от уровня квалификации экспер­
та 9 достигать его одмнажого высокого качества - для этого 
только требуетсяs чтобы эксперты строго выполняли инструкцию 
йо обору необходимой информации и без искажения вводили ее 
В' машину.Аіеаиатавщив шшиш пошш®г одним •ЕГ тем ш-
изучать и сопоставлять еамые разнообразные ошибки управа®-
шя і"внявмгь'в них общность ж различие» Человеку • просто 
'невозможно обозреть большое число ошибок, проявившихся в 
разное время, в разных уолошяж и усмотреть в них- общие при­
чины 
е 
. 
Благодаря автоматнзацш анализа ошибок представляется 
ВОЗМОЖНЕЙ! создание банков данных о различных допускаемых в 
данной системе ошибках. Такие-данные могут явиться- хорошей 
основой для совершенствовашя управляющей деятельности' пу­
тем ее коррекции. 
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A METHOD OF AUTOMATIZED ANALYSIS 
01 THE ERRORS OP CONTROLLING 
McKotiiCp; АеЕвёІуапо 
аиша^г. 
•On the. basis of analysis of human errors appearing 
during controlling it is possible to specify the "narrow" 
points -within a given activity and to improve it by deletion 
of these points= In the article the advantages of the given 
approach and of the procedures of analysis of control errprs 
are founded» The method of analysis,forwarded by the authors 
ie described. It is basbd on the use of frames and modal 
logic о On the example of the analysis of one particular cont­
rol error made by a driversthe nature of the proposed method 
is described, , 
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МШЮШІР ЕЖШИ • -MIP$±2. СННТЖСЖЕСШЕ УРОВЕНЬ 
. М.Г?-Мальковский 
Система искусственного интеллекта TÖLIK-S о разрабаты­
ваемая на кафедре алгоритмических языков факультета ВЕС МГУ, 
обеспечивает возможность ведения диалога с входящими в ее 
•состав проблешо-ориентированнЕШи 
х
решателяци задач на ес­
тественном (русском) языке о В рассматриваемых проблемных об­
ластях функций решателей различны* собственно решение пред­
лагаемой пользователем словесно-сформулированной задачи -
в области ''Арифметические задачи" і оценка ответа обучаемого 
или поиск ответа на заданный им вопрос - в области "Автома­
тизированное обучение" /I/? синтез программы по словесному 
описанию желаемого результата ее работы - в области "Синтез 
программ"о Однако, в любой области система должна раскрыть 
содержание (смысл) входного сообщения, "понять" что требует 
пользователь при очередном обращении к ней. 
Как и ранняя версия ТШ.ХР$ /2/, система ТЖ1Р$~2 служит 
средством экспериментального исследования: принципов модели­
рования процесса понимания, методов представления знаний о 
языке и "внешнем мире", средств анализа текста и приемов 
программной реализации» В то же время система строится с 
ориентацией на непосредственное практическое использование в 
упомянутых областях; "Автоматизированное обучение" и "Синтез 
программ"о Эта качественно новая черта не только меняет на­
правление и характер проводимых экспериментов,, но и расширя­
ет круг исследуемых проблем. / 
Особо следует отметить проблему необременительности 
диалога для пользователя. Принципиальная привлекательность 
общения с машиной на естественном языке превращается в фик­
цию 9 если отсутствие этапа предварительного изучения входно­
го языка только декларируется, если пользователю в ходе диа­
лога приходится постоянно следить за допустимостью формули­
ровок, ' отвечать на беспрерывные требования системы заменить 
незнакомое ей слово синонимом или изменить синтаксическую 
структуру предложения. В узкой проблемной области, в которой 
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друг "обязанностей" системы. жестко определен,, проблемная] 
іореда проста и/или хорошо структурирована/ а пользоватеж} 
нетрудно четко к однозначно сформулировать запрос или зада™: 
ние9 можно,, вероятно, обойтись, и формальным входным языком» 
Но есж естественный язык действительно нужен по суще­
ству ? то пользователь должен быть в праве рассчитывать на 
определенный "интеллектуальный" уровень своего "собеседни­
ка" - на способность системы правильно в контексте текущего 
предмета обсуждения понять адресованное ей сообщение даже и 
в тех случаях^ когда оно неполно , допускает различные интер­
претации, содержит незнакомые системе слова и синтаксические 
конструкции9 случайные ошибки ЮЖ формы, отражающие ЙНДИВИ-
'дуальные речевые особенности человека (вплоть до отклонений 
•от общёязыковых норм). Столь же естественно требовать, чтобы 
система, как и собеседник-человек» могла сама или с помощью 
пользователя не только разбираться в незнакомых ситуациях» 
но и постоянно расширять круг знакомого - обучаться языку, 
особенностям речи отдельных пользователей, в том числе запо­
минать вводимые ими обозначения, сокращения, термины* 
В упомянутых проблемных областях пользователь обращает­
ся к системе ТГОР^-2 в таких ситуациях, когда ему трудно 
сформулировать вопрос или условие задачи абсолютно строго9 
формально, когда уточнение постановки задачи, выбор адекват­
ного формального представления проблемной среды предполагает 
участие, помощь системы» Это обстоятельство, как и различие 
принципов структурирования проблемной среды, служит доводом 
в пользу практической- целесообразности общения с системой 
именно на естественном - русском в данном случае' - языке9 
д о п у с к а ю щ е м  ' л ю б у ю  д о с т у п н у ю  п о л ъ з о в а т е -
л ю степень строгости и полноты формулировок. 
Соответствующие механизмы адаптации языковых знаний 
системы к незнакомым ей объектам, как к правильным, грамма­
тичным новым, так и к искаженным знакомым (со "случайными18 
или устойчивыми грамматическими ошибками), и обучения -- за­
поминания результатов автоматической адаптации или явных 
указаний пользователя, и обеспечивают необременительность 
диалога, т.е» устойчивую и самостоятельную работу системы в 
"нештатных" ситуациях, повышение самостоятельности по мере 
накопления новых знаний о языке. 
Оснащение системы TUT.IPS-2 средствами языковой адапта­
ции и обучения, учета возможных отклонений пользователей от 
общих языковых норм определяет основные особенности пред­
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ставления знаний о языке и характера использования и форми­
рования этих знаний» Наиболее явно ати особенности прояв­
ляются в структуре .и принципах работы анализатора системы -
модуля, непосредственно реализующего "понимание" очередного 
входного сообщения в контексте текущего этапа диалога* 
Основными понятиями теоретической модели языкового вза­
имодействия, лежащей в основе разработки, являются; индиви­
дуальная модель языка - ИЯМ, значение и смысл сообщения /2/„ 
' Понятие ЙЖІ подчеркивает факт субъективного преломлен 
ния естественного языка (как знаковой . системы социального 
уровня) в процессе его усвоения и использования в речевой 
практике отдельным носителем языка. Примечательно„ что @НМ$ 
являясь подмножеством естественного языкаs в то же время мо-
|жет включать формы, и конструкцииs не входящие в общелитера­
турный язык (заведомо неграмматичные), имеющие различные- по-
Гнеты (просторечные и разговорные формы ) или используемые 
только в рамках узкой социальной группы (жаргонизмы
Р 
прозви­
ща), Несмотря на'формальную недопустимость или ограничения 
на употребление подобных форм, они не только встречаются в 
повседневной речи (соответствующие запреты либо вообще не 
івходят в ШМ говорящего 9 либо случайно или намеренно игнори­
руются)^ но и понимаются слушающим. Наконец„• следует учиты­
вать возможность появления случайных (обусловленных не ИЯМ, 
а внешними по отношению к ней факторами) ошибок - опечаток» 
Термин смысл характеризует те аспекты значения, объек­
тивно и потенциально соотнесенного с языковым объектом в 
;языке, которые отражены в ИЯМ конкретного носителя языка и 
jсвязываются им с этим объектом в конкретном акте речевой де­
ятельности (субъективация и актуализация значения)„ В силу 
;субъективированности смысла$ при рассмотрении диалога можно 
!говорить как о смысле 
р 
связываемом с сообщением его авто­
ром - CaJ ТЭ.К и о смысле, связанным с тем же сообщением его 
реципиентом - Ср„ и об актуализированной нормативной трак­
товке значения сообщения - смысле относительно языка - С
д
„• 
! В идеаяе Ca - : іто, что хотел сказать автор сообщения" 9І 
Ср - "то, чти понял реципиент", и Cq - "то, что сказано", 
должны совпадать или по крайней мере быть достаточно близки. 
А понимание- - процесс раскрытия смысла сообщения - при усло­
вии правильного выражения С
а 
в языке и близости языковых мо­
делей автора и реципиента не должно, вызывать затруднений. 
Уверенность в этом (или надежда на это) служат предпо­
сылкой человеческого общения вообще и общения человека с ма™ 
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шиной, в частности., Однако, факторы, усложняющие общением -не­
совпадение индивидуальных моделей языка, их чрезмерное свое­
образие -как и компенсирующая эти факторы взаимная языковая 
адаптация собеседников, должны приниматься, во внимание при 
решении проблемы общения с машиной на естественном языке. 
Говоря о правильности понимания сообщения реципиентом, 
следует учитывать,, что эта характеристика относительна /3/ -
требует соотнесения - Ср с С
а 
(понимание , правильное отно­
сительно автора)с С-
я 
( объективно правильное понимание) 
или с текущим деятельным контекстом (субъективно правильное 
понимание), - Правильность, или абсолютная правильность пред­
полагает как близость CL, С
ст 
и CL, так и соответствие С„ це-d Л р Jr 
лям, функциям, текущей деятельности реципиента. 
Среди основных принципов и методов представления зна­
ний. о естественном языке в системе TULIPS-2 следует прежде, 
всего упомянуть разделение совокупности языковых; знаний на 
всех уровнях на базовую и открытую. Предварительное формы-' 
рование базовой совокупности знаний системы о языке, т,е= ее 
"индивидуальной языковой модели", обеспечивает высокий на­
чальный уровень знаний, самостоятельность функционирования 
системы в незнакомых ситуациях, эффективную работу в стан­
дартных, Формирование базовых знаний (например, при исполь­
зовании системы в новой проблемной области) предполагает об­
работку характерных текстов или опрос потенциальных пользо­
вателей, Ввод результатов обработки осуществляется в специ­
альном режиме с использованием процедур автоматизированного 
пополнения словарей и грамматик. Пополнение открытой сово­
купности знаний, которое производится уже в рабочем режиме, 
т.е, непосредственно в ходе диалога с пользователем - по его 
явным указаниям или автоматически по инициативе системы, по­
зволяет добавлять в ИЯМ системы описания языковых объектов, 
появление которых предусмотреть заранее было трудно, или во­
обще невозможно; в том числе; объектов, специфичных для речи 
отдельных пользователей, вводимых в диалоге обозначений. 
Основные знания системы, в том числе знания о языке, 
хранятся в ее долговременной памяти - ДСП /4/, В начале оче­
редного сеанса - сеанса работы одного из пользователей в 
указанной им проблемной области, формируется, активная па­
мять - ДСП, В нее считываются и переводятся в форму, допу­
скающую непосредственное использование - активируются, те и 
только те знания, которые могут .оказаться- уместными в данном 
сеансе. Активация знаний, или настройка системы на сеанс по­
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зволяет не только сократить объем описаний, рассматриваемых 
при анализе сообщения, но и учесть специфику употребления 
языка в проблемной области, особенности ИЯМ пользователя, 
(Специфические описания? правила, словари, семантические зо-
|ны - просматриваются при анализе в первую очередь= 
Целесообразность и порядок обработки ,(перебора)описа­
ний языковых объектов, а также вызова процедур, определяется 
по - специальным указателям уместности активированных элемен­
тов» В процессе настройки уместность определяется и по лока-
•лизации знаний1 в ДСП, где для каждого пользователя и для 
каждой проблемной области, выделены отдельные учаокш:. Меха­
низмы работы с памятью обеспечивают и запоминание новых зна­
ний в ДСП - обучение. 
Важно, что знания системы о языке включают и знания ме~ 
тауровня, задающие классификацию возможных отклонений поль­
зователей от используемой системой модели языка; допустимые 
в речи отклонения от общелитературных норм, вариантные формы 
и основные типы случайных ошибок. Знания метауровня позволя­
ют установить тип незнакомого системе объекта, его роль в 
тексте, подготовить информацию об объекте или факте его по­
явления для запоминания. Они представлены в форме процедур» 
описывающих реакцию системы на появление в тексте незнакомо­
го объекта; построить и запомнить описание объекта; запом­
нить, если пользователь подтвердит необходимость; автомати­
чески исправить явную ошибку и продолжить анализ; обратиться 
|к пользователю за разъяснениями» 
!  
На всех уровнях описания языка широко используются 
•ссылки из "статических" знаний; грамматик, словарей - на ас­
социированные процедуры, а также межуровневые ссылки и ссыл­
ки на, знания о пользователе и проблемной области. 
Именно рассмотренные методы представления и обработки 
языковых знаний обеспечивают возможность непосредственного 
включения анализа входного сообщения в целостный процесс 
взаимодействия . системы с пользователем, т„е» возможность 
определения смысла сообщения с учетом текущей области рабо­
ты, характерных для нее типов заданий и объектов, известных 
системе языковых особенностей пользователя 
Следует учитывать, что построенное анализатором описа­
ние смысла сообщения подвергается дальнейшей обработке -
система должна выполнить действия, определяемые 
этим.описанием. Другими словами, смысл трактуется не только 
статически, но и операционально, а понимание - процесс рас-
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нрытия смысла - предполагает не только построение модели 
проблемной ситуации, но и инициацию действий9 • определяемых 
как этой моделью» так и другими активными знаниями системно ' 
С точки зрения механизмов управления, основные принцшш 
работы анализатора таковы? параллельный анализ содержания и-, 
структуры сообщения на различных языковых уровнях и переход, 
на уровень наиболее информативный - позволяющий форсированно 
проанализировать некоторый фрагмент сообщения? возможность' 
передачи управления любому блоку системы, способно­
му обработать и учесть накопленную информацию или устранить 
возникший конфликт» 
Очевидно, что при такой гибкой схеме анализа, причем 
анализа, направленного предце всего на выявление семантики ш\ 
прашатики т,е0 операционального аспекта смысла сообщения в-! 
синтаксическому уровню отводится несколько своеобразная роль 
Действительно, получение синтаксической структуры фразы - не 
самоцель. Главная задача основного модуля синтаксического 
уровня - SÄML, заключается в выявлении синтаксических кон­
струкций, репрезентующих , з.н-аріне в текущем се­
ансе объекты проблемной ситуации, их свойства и связи. 
В простейшем варианте такой подход был применен в узко­
ориентированной экспериментальной программе AP8IL /5/, ре­
шающей арифметические задачи в словесной формулировке. Опи-> 
Ьание русского синтаксиса включало описание конструкций^  іши 
отдельных слов, соответствующихі объектам счета ("7 ТОЛСТЫХ 
КНИГ"), владельцам ("ДРУГОЙ МАЛЬЧИК"), учитываемым отношени­
ям и действиям ("ОТДАЛ"), обстоятельствам ("ЗАТЕМ"). Проема-: 
тривая- очередную фразу ігсловия задачи, анализатор выделялI 
такие конструкции и заносил полученную информацию в таблицу, | 
отображающую условие задачи. При анализе' учитывались про-; 
стейнше семантические характеристики, для обработки неполныхі 
предложений привлекалась информация, полученная при анализе' 
соседних фраз условия ("САЖА ПРИНЕС 7 ТОЛСТЫХ КНИГ. ДРУГОЙ; 
МАЛЬЧИК 2 ТОНКИХ. СКОЛЬКО КНИГ ПРИНЕСЛИ МАЛЬЧИКИ?"). 
В системе ТіШР$~2 эта идея получила качественно новое; 
воплощение „ Специальные средства быстрой свертки конструкций 
могут не только заноситься в базовую совокупность знаний, но 
и формироваться в рабочем режиме по указаниям пользователя и 
даже автоматически. Учитывая изменения указателей уместности 
отдельных правил, процедура SAM ID может сформировать новый 
шаблоно осуществляющий быструю обработку часто встречающихся 
значимых конструкций - частоту встречаемости, т.е. число ус-' 
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пешных применений правила, и характеризует изменение указа­
теля уместности. Более полному и детальному исследованию та­
кого метода обучения, представляющегося весьма перспективным 
предполагается уделить особое внимание» 
Разумеется, семантически и прагматически ориентирован­
ный анализ не подразумевает отказа от учета синтаксических 
показателей» Более того.» синтаксические отношения в группе 
слов, морфологическое и морфонологическое строение словофор­
мы служат важнейшим источником информации при автоматической 
обработке незнакомых системе языковых объектов и формирова­
нии их описаний. Однако 9 по мере выявления семантически и 
прагматически значимых конструкций, сообщение начинает обра­
батываться и на этих уровнях, причем такая обработка может 
предполагать вызов синтаксических процедур, которые должны 
найти в тексте ожидаемые синтаксические группы. 
Основным инструментом здесь служат предсказания о рож 
в тексте, строении, семантическом и прагматическом значениях 
рассматриваемого '.фрагмента сообщения. Предсказания представ­
ляют собой выражения внутреннего языка системы, описывающие 
'ожидаемые результаты работы процедур анализа, управляющие 
вызовом этих процедур» а при их активации - обеспечивающие 
целенаправленную обработку входных данных. Предсказания 
представлены в проблемно-ориентированном мониторе„ управляю­
щем ходом диалога в отдельной проблемной области; в страте­
гиях анализа сообщения; в словарных статьях и правилах грам­
матики. Аппарат предсказаний обеспечивает требуемую гибкость-
управления и, главное, возможность автоматической обработки 
незнакомых объектов. 
В последнем случае такому 'объекту, если результаты ана­
лиза его внутренней структуры не противоречат предсказ алию, 
могут быть приписаны ожидаемые и предсказанные свойства, 
учитываемые как при анализе сообщения, так и при подготовке' 
информации для запоминания« 
Обычно динамическая цепочка предсказаний строится иерар­
хически. Причем подтверждение предсказания - обнаружение в 
тексте удовлетворяющей ему конструкции -- позволяет детализи­
ровать предсказание следующего уровня, отбросить {возможно,, 
временно) альтернативные предсказания того же уровня, Так
г
. 
например, при анализе фрагмента текста 7 КНИГ."1 - с 
предсказанием синтаксического уровня ТРУППА ЧИСЛИТЕЛЬНОГО
1"-
анализатор, обработав числительное "7", будет искать в ос­
тавшемся фрагменте ..КНИГ." предсказываемую правилом ТРЛІ-
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ПУ СУЩЕСТВИТЕЛЬНОГО В ФОРМЕ РОДИТЕЛЬНОГО ПАДЕЖА МНОЖЕСТВЕН­
НОГО ЧИСЛА"= Из правил, описывающих структуру группы суще­
ствительного 9 в данном случае - с учетом длины фрагмента -
'будет применимо лишь одно. Соответствующее ему предсказание 
П
СЩ.-Р0Д»ПАДЕ1?Ш»ЧИСЛ0П вместе со словоформой "КНИГ" будет 
сразу передано процедуре морфологического анализа WAML, 
Помимо синтаксических правил и шаблонов, являющихся по . 
сути дела частными и особым образом применяемыми вариантами 
правил, знания системы о русском синтаксисе представлены и в 
словаре; , в статьях слов-предикатов; предлогов, глаголов, от­
глагольных существительных и др= Здесь описывается возможная 
структура и вероятная локализация в тексте зависимых от пре­
дикатов синтаксических конструкций - синтаксических актантов» 
Описание актанта может содержать ссылку на синтаксическое 
правило и явно указанные объекты. В первом случае при поиске 
актанта в тексте происходит обращение к грамматике, во вто­
ром - явно заданный объект, например, предлог, >ищется непо­
средственно в тексте» Поиск актантов осуществляет процедура 
PÄML, вызываемая при обнаружении в тексте некоторой формы 
слова-предиката. Задание на .поиск актанта (предсказание) мо­
жет уточняться с учетом грамматических характеристик'-этой 
формы, например, лица и числа глагола. 
Использование различных способов представления синтак­
сических знаний отражает два важных принципа анализа" соче­
тание быстрых специализированных и более универсальных, но и 
более медленных средств; упоминавшийся переход на наиболее 
информативный уровень анализа, например, на уровень обработ­
ки слова-предиката (целенаправленный поиск и подчинение пре­
дикату ранее проанализированных' и еще' не обработанных групп). 
Механизмы адаптации синтаксического уровня позволяют; 
I/ формировать новые шаблоны; 
2/ модифицировать синтаксические правила таким образомчто­
бы измененный вариант был применим к конструкции, струк­
тура которой системе незнакома (необычный порядок слов); 
3/ формировать описания незнакомых системе слов-предикатов ; 
4/ обнаруживать и исправлять некоторые ошибки (отсутствие 
• согласования, пропуск знаков препинания). -
Средства обучения обеспечивают.запоминание новой информации 
и изменяют указатели уместности правил, шаблонов, описаний 
предикатов. Как и на других языковых уровнях,-адаптация осу­
ществляется с использованием данных метауровня* Вызов про­
цедур метауровня происходит в "тупиковых'1 (Штуацкях - когда 
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е помощью наличных языковых знаний продолжить или завершить 
анализ фразы система не может; отсутствуют обязательные ак­
танты или компоненты правила (например, пропущена запятая); 
неизвестна синтаксическая роль отдельных слов или групп., а 
установить ее необходимо для раскрытия смысла фразы» 
Если данные метауровня запрещают автоматическую адапт-а-^ 
голо (требуются изменения достоверных знаний; трудно опреде­
лить, какие именно знания следует изменить), система сразу же 
обращается за.разъяснениями к пользователю. Его помощь может 
потребоваться и во время работы процедур адаптации - допус­
тимость и правильность планируемого изменения правила или 
исправления ошибки система обычно согласует с пользователем. 
Уточняющий диалог строится таким образом, чтобы помочь сис­
теме смог любой носитель русского языка, не знающий исполь­
зуемые в ней методы представления языковых знаний» 
Из-за сложности и трудоемкости синтаксической адаптации 
вопрос формирования базовых синтаксических знаний требует, 
с е р ь е з н о г о  в н и м а н и я »  В а ж н о ,  ч т о  в  д и а л о г е  с и с т е м а ,  м о ж е т :  
устранить случайную ошибку, обработать незнакомую конструк­
цию, которую„ например, забыли внести в базовую совокупность 
знаний. Однако, способность к адаптации и обучению рассма­
тривается, как отмечалось, с позиций практического удобства 
работы с системой (необременительный диалог), эффективности 
е е  ф у н к ц и о н и р о в а н и я ,  а  б а з о в ы е  з н а н и я  и  с л у ж а т  б а з о й ,  
обеспечивающей эту эффективность» 
' Так, синтаксические правила должны быть представлены в 
базовых знаниях по возможности полно, а их адаптация в идеа­
ле должна производиться лишь для учета языковых.особенностей 
пользователей» Если измененный вариант правила запоминается, • 
то именно в участке ДСП, соответствующем 1 ИЯМ очередного 
пользователя» Основными формами обучения здесь являются — 
"упорядочение" правил путем изменения их указателей умест­
ности и формирование шаблонов для часто используемых правил» 
Хотя знания системы о русском синтаксисе несравнимо беднее 
ее морфологических и лексических знаний /6/, во всех обла­
стях базовые множества правил формировались очень тщательно. 
В то же время лексически обусловленные синтаксические 
знания системы - множество описаний предикатов - с неизбеж­
ностью будет пополняться в диалоге достаточно активно. При 
автоматическом формировании описаний предикатов возникают 
свои проблемы; в отдельной фразе могут быть представлены не 
все актанты, а при новом появлении предиката в тексте актант 
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может иметь иную структуру (ср. "ВЫЙТИ ИЗ" и "ВЫЙТИ ИЗ-ЗА"). 
Для учета этих трудностей процедура NVP, формирующая описа­
ния новых предикатов, приписывает им признак "новый-объект", 
позволяющий в дальнейшем уточнять эти описания. 
Работу анализатора системы, в том' числе и механизмов 
адаптации, лучше всего проиллюстрировать на примерах, на ко- . 
торых реально велась отладка системы» 
Яример I. - Тестовая область "Обучение языку"» Система дол­
жна проанализировать, предложенную. пользователем 
фразу$ выдать на экран терминала полученное опи­
сание смысла и ждать оценки пользователя» 
Входная фраза; "РЕБЯТА ИГРАЛИ В САДУ»"; слово "САД" системе 
незнакомо» 
SAUL начинает анализ фразы с обращения к процедуре S/ВД, 
которая пытается разбить фразу на отдельные предложения и 
установить их возможные связи» Результатом ее работы будет 
исходная фраза с признаком 'ТЛАВНОЕ-ПРЕДЛ»"« Пока предсказа™ 
ний нет, SÄIfL анализирует слова предложения слева направо, 
обращаясь к процедуре WÄML Слово "РЕБЯТА" не является фор­
мой предиката, поэтому, установив его грамматические харак­
теристики,, анализатор переходит к следующему слову. Оно, в 
отличие от первого, является формой слова-предиката "ИГРАТЬ" 
и управление передается процедуре PÄML Для выбранной ею се­
мантической трактовки "ИГРАТЬ!" (другие известные трактовки 
"РИСКОВАТЬ" - "играть с огнем", "ИСПОЛНЯТЬ" -- "играть Баха") 
ищутся предсказанные актанты; "КТО", "С-КЕМ", "ВО-ЧТО". Про­
анализированное слово "РЕБЯТА" подходит на роль субъекта -
1-   актанта;.2-ой актант в тексте не представлен (нет пред­
лога "С"); на роль 3-го актанта выбирается группа "В САДУ", 
удовлетворяющая предсказаниям, если "САДУ" - ферма существи­
тельного женского рода "САДА" (ср. "РЕБЯТА ИГРАЛИ В ЧЕХАРДУ"). 
Строится и подготавливается к запоминанию новая словарная 
статья, причем за счет предсказаний о семантических призна­
ках 3-го актанта -слову "САДА" удается приписать признак -
"ВИД ИГРЫ"» Познакомившись с результатами анализа; "ИГРАЛИ: -
РЕБЯТА, РЕБЯТА, САДА" (поскольку 2-ой актант не найден, счи­
тается, что "РЕБЯТА" играли друг с другом), пользователь мо­
жет прореагировать на них, например, следующей репликой -
"НЕВЕРНО» .СЛОВО САД - СУЩЕСТВИТЕЛЬНОЕ МУЖСКОГО РОДА"» Этого • 
указания достаточно для получения новой и правильной интер­
претации; "ИГРАЛИ; РЕБЯТА, РЕБЯТА, ? ; МЕСТО = САД", 
Пример 2» - Та же проблемная область» 
\ 
8.3 
При анализе фразы "В АУДИТОРИЮ ВОШЛИ ЛЕКТОРА" слово 
"ЛЕКТОРА" воспринимается системой как форма знакомого слова 
"ЛЕКТОР" I "СУЩс -РОД. /ВИН.ПАДЕЖ»Щ. ЧИСЛО". Фраза f fB ^АУДИТОРИЮ 
ВНЕСЖ ЛЕКТОРА" никаких затруднений не вызовет, но в нашем 
примере завершить анализ системе не удастся. При выбранной 
интерпретации° "ВОШЛИ? КТ0=?, 0ТКУДА=?, КУДА=В АУДИТОРИЮ" 
не будет установлена роль фрагмента "ЛЕКТОРА"«, Этот пример 
интересен тем, что "коллизия", выявленная на этапе синтакси­
ческого анализа, устраняется путем изменения морфологических 
признаков знакомого слова. Соотнесение предсказания о 1-ом 
актанте - "СУЩ,-ИМ. ПАДЕЖ, МН. ЧИСЛО", с данными метауровня по­
зволяет предположить, что пользователь склоняет слово "ЛЕК­
ТОР" как, например, слово "ПРОФЕССОР"» В морфологической мо­
дели системы такая особенность русского словоизменения ("ПРО­
ФЕССОРА" , а не "ПРОЦЕССОРЫ") описывается как исключение МИІ 
/б/о Система добавляет в словарную статью "ЛЕКТОР" признак 
ШІ и, если пользователь согласен с полученной трактовкой --
"КТ0=ЛЕКТ0РА"? - заносит новый вариант в-описание его.ИЯМ» 
Пример 3.. - Проблемная область "Арифметические задачи" „ 
При решении задачи"5 ШОРЬКОВ ИГРАЛИ Ш HABE. 2 ШОРЬКА 
.УЛЕКРЫЛИСЬ С HÄBH. СКОЛЬКО ШОРЬКОВ ОСТАЛОСЬ?"' - анализатор, 
В, соответствии со стратегиями анализа для данной области, 
начинает анализ с вопросительной фразы (по шаблонам выделя­
ется 3-  фраза условия)о Определяется, что "ОБЬЕКТ-СЧЕТА= 
ШОРЬКИ", а в задаче требуется узнать, сколько их "ЕСТЬ-после 
уменьшения начального количества", ™ в случае фразы "СКОЛЬКО 
ШОРЬКОВ СТАЛО?" системе было бы труднее..Примечательно, что 
для решения задачи не нужно знать, кто такие "ШОРЬКИ". Рас­
крытие смысла не включает здесь выявление обозначаемого 
валено лишь, что "ШОРЬКОВ" можно считать» После обращения к 
проблемно-ориентированному решателю выясняется, что задачу 
удастся решить, если ее тип - 4ЕСТЬ —к УМЕНЬШЕНИЕ :  , ЕСТЬ' 
после уменьшения). По результатам обработки 3-ей фразы.уто­
чняется .-предсказание о структуре І-ой: "ЕСТЬ: ГДЕ=?, ЧТ0= 
• ШОРЬКЙ-некоторое количество" (здесь - опятё же обусловлен­
ность смысла областью ~ важно, что "ИГРАТЬ!" относится к се­
мантическому типу "ЕСТЬ", значимому в арифметических .задача®, 
если "ШОРЬКИ ИГРАЛИ НА HABE", то они.были на этой: ."HABE" ) Л 
. Анализ 1-ой фразы подтверждает это предсказание - "ЕСТЬ: ГДЕ 
=НА HABE, ЧТ0=б ШОРЬКОВ"» Последней анализируется 2-ая фраза 
условия. Выясняется, что. количество "ШОРЬКОВ" уменьшалось на 
2 и формируется описание нового предиката - возвратного гла­
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гола ''УЖКРНТЪии"9 с актантами; "КТО" и "С-ЧЕГО" s  выраженш-
ми " ГРУШОЙ ЧИСЛИТЕЛЬНОГО" и конструкцией "С + ГРУППА-СЩо -
РОД» ПАДЕЖ", соответственно. По предсказаниям "УЛЕКРШЪСЯ" 
получает семантический признак "УМЕНЬШЕНИЕ" - без такогс 
предположения задачу решить бы не удалось» 
Л и т е р а т у р а  
Іо Большакова Е.И.» Мальковский М„Г= 
Р 
Пильщиков В.Н. Диалог 
обучаемого с системой' ЛУЧ, - В кн„ г Прикладаая математика 
и математическое обеспечение ЭВМ, - IL s йзд-во МГЗГ5 1981. 
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The paper describes the analyser of the ДІ . system 
TULIPS-2с, which dommuaieates with its users in Russian, The 
analyser provides the understanding of the user's utterances 
from the context of the conversation. The methods of syntac­
tic knowledge representation and handling are explained» 
Special emphasis is on system1 s learning the Russian lan­
guage. 
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КАЕ ЭВОЛЮЦИОНИРУЮТ ДИАЛОГОВЫЕ СИСТЕМЫ 
Л„И. Микулич9 Л,А. Поспелов 
Эта работа для авторов не совсем привычна. Это не науч­
ная статья, а скорее "остранёшшй" /по В.Шкловскому/ взгляд 
на проблему создания практически действующих диалоговых сис­
тем. Такой взгляд, конечно» не может быть объективным ж бес­
спорным. Авторы смотрят на проблему "со своей колокольни" 
специалистов-кибернетиков» а не лингвистов или психологов. 
Их акценты смещены в сторону привычных идей и образов, иду­
щих от программирования„ математической логики и дискрет-ной 
математики. И читатель должен сделать скщджу на этот "пере­
кос". Кроме того, работа не лишена некоторой спекулятивно­
сти. Некоторые положения нами сознательно усилены, а выбор 
тех или иных тезисов отражает пристрастие авторов. И мы 
вполне допускаем, что у другая специалистов могут быть дру-- ' 
гае (а может быть» и прямо противоположные) взгляды на про­
блему. 
Но в основе рассуждений и выводов•в этом статье лежат 
материалы семинаров, организованных в рамках проекта "ДИА­
ЛОГ", ведущегося под эгидой Научного Совета по проблеме 
•"Искусственный интеллект" Комитета по системному анализу 
при Президиуме АН СССР. Эти семинары проводятся ежегодно, 
начиная с 1977 года. В них принимают участие ведущие спе­
циалисты в области структурной лингвистики, интересующиеся 
проблемами машинного перевода, информационно-поисковых сис­
тем и вопросно-ответных систем, а также программисты,, мате­
матики и теоретики-кибернетики, которых интересуют те же 
проблемы. Эти семинары и были задуманы для сближения точек 
зрения представителей разных-наук и взаимного обогащения их 
идеями и методами, рождёнными в недрах иной науки. 
Первые два семинара, проходили в Огепя в Эстонии в 
1977-78 гг., затем в той же Эстонии в Кяэрику. Семинары 
1980,81 годов - под Москвой в доме отдыха "Лесные поляны"„ 
"Последний семинар вновь проходил в Эстонии в Сангасте.Обыч­
ный состав семинара - 40-60 чело век. Это даёт возможность 
организации довольно широкого общения, но не превращает се­
минары в неуправляемые и аморфные образования типа огромных 
конференций и симпозиумов. • 
Пять лет для столь бурно развивающейся области науки,как 
искусственный интеллект ~ срок далеко не маленький. И если 
,сравнивать выступления одних и тех же участников семинара в' 
1977 и 1982 годах, то высказываемые ими точки зрения зачас­
тую весьма сильно отжчавтся между собой. Поэтому мы лишены 
возможности опираться во многих случаях на какие-то устой­
чивые мнения участников семинара и должны придерживаться . 
некоторой хронологической канвы. 
В 1977 году при первой встрече на семинаре точки зрения 
лингвистов и специалистов по искусственному интеллекту были 
ещё весьма далеки друг от друга. Лингвисты, в подавляющем 
большинстве, интересовались самим языком, увлекались приме­
рами, иллюстрирующими весьма тонкие свойства языка, много­
кратной омономичносты) текстов на естественном языке, по­
ступающих на вход системы искусственного интеллекта, необ­
ходимостью порождения на выходе подобной системы богатого 
синонимичного текста. Всё это повергало кибернетиков в 
ужас с Те простейшие диалоговые вопросно-ответные системы, 
которые можно было строить в это время, были столь далеки 
от идеала лингвистов, что прогресс казался невозможным.Ког­
да же прикладники рассказывали лингвистам о своих системах 
/например, о существовавшей тогда версии системы-ПРИЗ, пла­
нирующей решение задач на основании анализа их текстового 
задания на ограниченном .проблемном естественном языке/, то 
лингвисты понимали, что достижения программистов ещё очень 
далеки от того, что требовалось для создания полноценных 
систем, понимающих естественный язык. Однако, как лингвис­
ты, так и прикладники в этот период твёрдо верили, что на 
входе подобных систем должен находиться специальный линг­
вистический процессор, способный реализовать основные эта­
пы работы с текстом-предложением, поступающим на вход сис­
темы. Последовательность этих этапов, необходимая для пол­
ноценного лингвистического процессора, выполняющего проце­
дуру анализа и понимания предложения, также не вызывала 
сомнений. Эти этапы имели следующий вид: предредактирование, 
морфологический анализ, поверхностный синтаксический анализ, 
глубинный синтаксический анализ, поверхностный семантиче­
ский анализ и.глубинный семантический анализ. 
Однако, уже в 1977 году эта фундаментальная схема под­
вергалась критике, как со стороны лингвистов, участвующих в 
создании узко направленных практических систем, так и со 
стороны кибернетиков, создающих подобные системы. Критика 
эта касалась двух моментов: нужны ли для практической сис­
темы, отличной от системы машинного перевода с одного языка 
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на другой, вое указанные этапы и верно ли, что анализ и 
синтез проходят в процессе последовательного выполнения всех 
этапов» а не состоят из "прорывов в глубину" пока это до­
пускает вводимое и анализируемое предложение, с возвраще­
нием назад» если этот прорыв не привёл к нужному результа­
ту» Эта критика основывалась как на некоторых теоретических 
соображениях /А.С. Нариньяни/, так и на соображениях чисто 
практических, вытекающих пока ещё из очень скромного опыта 
создания проблемно-ориентированных диалоговых систем /Л„Й. 
Никулич, 3=1. Тыугу/. Однако, несмотря на критику, большин­
ство участников семинара 1977 года твёрдо считало, что та­
кие глобальные лингвистические модели, как известная мо­
дель "СЩСЗІ-ІЖСТ", или системы стольне концептуальные 
как и она /например, сценарии Р. Шенка/, составляют основу 
для разработки любой "хорошей" системы языкового общения 
между человеком и ЭВМ. • 
К началу 1978 группой ведущих советских лингвистов, ра­
ботающих в области машинного перевода /В.Д. Апресян и его 
сотрудники/была сформулирована программа построения систем 
автоматического перевода третьего поколения [ I] „ В ней, 
в частности, были декларированы следующие основные принци­
пы, обязательные, по мнению авторов программы, при построе­
нии подобных сист ем: I. отделённость лингвистического обес­
печения от алгоритмов анализа и синтеза текстов /т„е. отде­
ление словарной составляющей и всей грамматической состав­
ляющей от собственно процедурной части анализа и синтеза/, 
2, независимость внутреннего описания от конкретных языков 
с которыми работает система, т.е. наличие транслирующих бло­
ков, позволяющих переводить тексты с любого естественного 
языка на язык внутреннего представления и осуществлять об­
ратный перевод, 3. приоритет словарной составляющей, т.е. 
особое значение организации и функционирования больших сло­
варей, без которых невозможен качественный перевод, 4. без­
условная необходимость глубинного синтаксиса, позволяющего 
контролировать семантику переводимых текстов» 
В феврале 1978 г. на втором семинаре эта программа по­
служила основой для развёртывания новых дискуссий между её 
сторонниками и-чистыми прагматиками, специализирующимися 
на создании узко направленных вопросно-ответных и диалого­
вых систем» Повидимому, именно поэтому 10,Д. Апресян в своём 
докладе чётко проводил мысль о том, что существенная часть 
семантики текста содержится в морфологии и сшггаксисе, что 
синтаксические и семантические классы не совпадают между 
собой, что невозможно осуществить перевод ТЕКСТ-СМЫСЛ без 
морфологического и синтаксического этапов. Возражая ему, 
Э.В. Попов, возглавлявший разработку вопросно-ответной сис­
темы, работающей с большим банком экономической информации, 
получившей позже название "ПОЭТ", невидимому, впервые сфор­
мулировал тезис о тон, что не лингвистический процессор со­
ставляет сердцевину подобных систем. Основную роль в них 
должен играть прагматический процессор, работа которого от­
ражает специфику данной проблемной области„ Такая точка 
зрения бша близка тем, кто создавал диалоговые системы для 
профессионально-ориентированного общения. Языковые сообще­
ния в таких системах непосредственно увязывались с дейст­
виями, производимыми во внешней по отношению к языку облас­
ти» В системе "ДИСПУТ", разработанной в Институте проблем 
управления и предназначенной для оперативного управления 
контейнерными перевозками /Л«И. Никулин/, прагматический 
процессор занял столь важную позицию, что фактически исклю­
чил из системы лингвистический процессор. Однако, ряд раз­
работчиков практических языковых систем, отличных от систем 
машинного перевода, в это время существенно /и не без успе­
ха/ использовал традиционную для данного семинара лингвис­
тическую схему анализа и синтеза текстов. В той или иной 
мере она была воплощена и в системе "МИВОС" /А.Б. Преобра­
женский, В„$. Хорошевский/, и в системе "ДИЛОС" /В„М Бряб­
рин/о Особенно привлекательными для прикладников в этот, пе­
риод казались глубокие проработки в области морфологии и 
синтаксиса, позволившие построить эффективные программные 
системы,реализующие эти этапы в лингвистическом процессо­
ре [2,3] с И, наконец, на этом же семинаре в выступлениях 
ЛоЗ, Совы и ИЛоСильдмяэ прозвучал пока ещё в весьма робкой 
форме тезис о том, что работа прагматического процессора 
должна опираться не столько на лингвистику, сколько на те 
познавательные структуры, которые хранятся в памяти человека 
и используются им для понимания текста. 
В выступлениях на семинаре 1979 года сотрудников линг­
вистических. групп из ЙИФОРМЗЛЕКТР 0 и МГУ рассматривалось 
много тонких и интересных вопросов, связанных с семантикой 
языка и пониманием предложений, Характерным примером может 
служить сообщение И.М. Богуславского, посвященное анализу 
семантики отрицательных предложений. Подобные исследования 
черезвычайно важны и интересны не только для лингвистов,ибо 
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они демонстрируют те скрытые глубинные пласты .язлка, о су-
ществованш которых прикладник даже не задушвается. Однако, 
семинар в Еяэрику 1979 года оказался интересным для создате^ 
лей прикладных систем, в основном, докладами, в которых ис­
следовался логический уровень представления'знаний о внеш­
нем мире» Ибо та мысль, что понимание* в значительной своей 
части/ связано с этим уровнем,. стала постепенно овладевать . 
умами прикладников» Свидетельством этого послужили уже из­
данные к семинару. 1979 года такие сборники, как [4], в 
части статей которого отражена точка зрения исследователей 
из Щ СО АН'СССР, работающих под руководством А»С» Наринья--
ни„или [5] , в котором отражена точка зрения на диалоговые 
системы, характерная для исследовательских групп ВЦ АН СССР, 
- МШШ и других московских организаций, занимающихся созда­
нием диалоговых систем- Логический уровень знаний о внешнем 
мире породили исследования в -области различных псевдофизи­
ческих /временная, пространственная, каузальная и т.п./ ло­
гик, и логик, опирающихся на нечеткий вывод- И большой инте­
рес, которые на семинаре 1979 года у прикладников вызвали 
сообщения OõH„ Очаковской по логическим моделям времени и 
Г. Якобсона по нечёткому выводу в логике времени был явно 
неслучаен. Сообщение И. Сильдмяэ о первой версии создавае­
мой в Тартуском университете диалоговой системы DATUM 
,опирающейся на принцип выявления ролевой познавательной 
структуры в тексте на естественном языке, вводимом в ЭВМ,. 
.показывало, что логический уровень когнитивных структур мо­
жет быть положен в основу работы систем, понимающих' естест­
венный язык». 
Ещё один принцип,.вытекающий•из успехов практических 
разработок, привлёк*внимание участников семинара и вызвал ' 
оживлённую дискуссию. Это принцип, который можно сформули­
ровать так: "внешне сложное речевое поведение может быть 
достигнуто весьма простыми формальными средствами". Пожа­
луй,. впервые этот принцип был реализован в знаменитой про­
грамме "Элиза"-Дя. Вейценбаума в СЕ А. Автор этой программы 
был з своё время встревожен тем, что демонстрация програм­
мы рождала в людях уверенность в наличии черезвычайно тон­
ких механизмов, заложенных в память ЭВМ, хотя на самом деле 
эти механизмы были до примитивности просты. Столь же просты 
механизмы /просты не в программистском смысле, а в смысле 
психологии мышления/ ; лежащие в основе программы "ДШН", 
Ояе*.щторой сообщалась на • семинаре её создателем В»В.Ко-
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белевым, Люди, общающиеся с этой системой, призванной по­
мочь им в использовании ресурсов ЭВМ, зачастую наделяют 
"ДЖВа" человеческими качествами и считают эту программу 
"сложно устроенной"= Такая же "имитация сложности" была 
продемонстрирована в сообщении Д.А. Поспелова о моделирова­
нии на ЭВМ структуры развития сюжетов в волшебных сказках. 
ЭВМ- в процессе своей работы порождает вполне приемлемые 
тексты, пользуясь весьма примитивной информацией/ с точки 
зрения творца сказок/, гранящейся в' её памяти. 
Таким образом, на семинаре 1979- года произошла дальней­
шая поляризация двух точек зрения на процедуру понимания 
естественного языка и принципы создания диалоговых систем. 
Это, невидимому, отражало тот объективный факт, что различ­
ные исследователи ставили перед собой совершенно различные 
• целио Одна из них была имманентно присуща лингвистике. Изу­
чение феномена языка - здесь было тем,ради чего велись иссле­
дования» Занятия системами для машинного перевода оказали 
на методы и приёмы исследования•лингвистов огромное влия­
ние, послужили толчком для исследования таких сторон языка, 
которым традиционная лингвистика никогда не уделяла большо­
го внимания. Совершенно иную цель преследовали создатели 
прикладных вопросно-ответных и диалоговых систем» Их инте­
ресовал не язык, а процесс понимания, тесно связанный с пси­
хологией и теорией познания.А связующим звеном между этими 
крайними точками-.зрения становилась теория анализа и синте-
. за текстов, существенно отличная от теории анализа и синте­
за предложений на естественном языке [б] „ Именно при ана­
лизе и понимании связных текстов и порождении текстов тако­
го типа становится абсолютно ясным, что логический аспект 
/понимаемый в значительно более широком смысле, чем это 
принято в классических логических исследованиях/представле- . 
ния знаний о внешнем мире перемещается в центр и становится 
основной проблемой, без решения которой невозможно создание 
полноценных диалоговых систем. , 
Семинар 1980 -года начался с дискуссии на тему: "Крите­
рии оценки лингвистических процессоров". Подобная дискуссия 
три года тому назад была бы невозможна. Но к 1980 году 
участники семинара вышли на некоторую общую платформу, на­
учились понимать друг друга. Появилось несколько завершён­
ных или близких к завершению диалоговых систем. И законо­
мерно встал вопрос о сравнении их между собой. Было ясно, 
•чтовозможны различные системы оценок для сравнения систем. 
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Прежде всего, чисто лингвистическая система оценок, учиты­
вающих способность системы анализировать сложноподчинённые 
предложения, различать проективные и непроективные конст­
рукции, анафорические связи, эллиптически конструкции и т, 
п= По мнению большинства участников-прикладников, подоб­
ная система оценок мало что говорит о достоинствах и недо­
статках диалоговой системы. Более целесообразным им пред­
ставлялось оценивать искусственные диалоговые системы с 
точки зрения реализуемых в них типовых процедуре В качест- • 
ве таких процедур участники дискуссии согласились рассмат­
ривать следующие: предморфология./выделение специальных 
знаков, переносов, кавычек, цифрового материала, абзацев и 
т„Пе/, морфология» пред синтаксис /выделение устойчивых сло­
восочетаний, рамочных конструкций, свертывание стандартных 
оборотов,. ввделение элементов, которым в' базе знаний'соот­
ветствует-единственный денотат и То'Пе/, синтаксис, перевод 
во внутреннее представление» не зависящее от базы данных, 
интерпретация в языке базы данных, генерация выходных пред­
ставлений /вызов или формирование процедур на языке манипу­
лирования данными, либо формирование ,стандартизированного 
запроса к информационному процессору, либо формирование за­
дания планировщику/. С этой точки зрения во время дискуссии 
были проанализированы II диалоговых систем различного типа 
и. назначения, разработанных в СССР /ДИСПУТ, ЗАПСМБ-ІО, ДИ­
ЛОС, ПОЭТ, АСОД-ЭЛЖТРО-2, ФР-2, ИШОРМЭЛИСТРО, ТУЛИПС-2, 
ЛГУ-І, АРАП и ТРЕНАЖЁР/. Эти же системы были проанализиро­
ваны и с точки зрения организации словарей и вспомогатель­
ных массивов, а также с точки зрения технологических и ин­
формационных критериев. В результате дискуссии возникла 
реальная основа для единообразной оценки созданных систем 
и ведущегося проектирования новых систем. 
Вообще, на семинаре I960 года создатели прикладных 
систем как бы "взяли реванш" у лингвистов. Созданные ими. 
системы показали достаточно хорошие с точки зрения практи­
ки результаты. Хотя где-то подспудно уже зрели опасения, что 
при увеличении объёмов словарей работа системы экспоненци­
ально начнёт замедляться. Процедуры поиска в словарях тако­
вы, что при сохранении их это произойдёт неизбежно.Кроме . 
того, с увеличением количества информации, хранящейся в 
словарях, резко возрастает неоднозначность понимания текс­
тов ЭВМ, увеличивается доля ошибок.' 
Некоторые основания для уменьшения пессимизма по' этому 
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поводу давал доклад АЛ» Ершова, в котором его автор рас­
сматривал феномен деловой прозы, Суть этого феномена за­
ключается в том, что во всевозможных системах управления и 
организационных системах, для которых прикладники строят 
свои системы, мы сталкиваемся вовсе не с естественным язы­
ком, а с вполне определённым его подмножеством,обладавшим 
такой спецификой, которая позволяет преодолевать многие тя­
жёлые проблемы построения лингвистических процессоров для 
анализа и синтеза произвольных текстов на естественном язы­
ке [?! о 
Основные интересы участников семинара в "Лесных поля­
нах
83 I960 года /как лингвистов, так в значительной мере и 
прикладников/ группировались около проблем логико-лингвис­
тического характера. Сообщения 'Н.Н. Перцовой и 0„А, Казаке­
вич о каузативных конструкциях в языке или В,С.Лозовского 
0 логико-трансформационных правилах в создаваемой под его 
руководством системе БУРО относились к этому кругу проблем, 
1 нему же относились два больших доклада, вызвавших большой 
интерес у собравшихся, В докладе А.Е. Кибрика на примере 
сравнения конструкций в языках аккузативного•и эргативно-
го типа была выявлена стратегия актантного кодирования, иг­
рающая базовую роль при передаче "костяка" смысла. И хотя 
автор доклада не предложил завершённую формальную модель 
анализируемого явления, у участников семинара сложилось " 
убеждение, что такая модель здесь может быть построена до­
статочно легко. В докладе же Ю,С. Мартемьянова, посвященном 
анализу произведения Ларошфуко "Максимы", эта модель была 
построена в явной форме и успешно использована при поиске 
ответа на вопрос: "Был ли граф Франсуа Ларошфуко мизантро­
пом?", . Лредикатная логическая модель, построенная для этой 
цели, показала, что среди аксиом, из которых могут быть вы­
ведены все высказывания, содержащиеся в "Максимах", не тре­
буется наличия аксиомы: "Человек по своей природе зол". 
Кроме того, предложенная автором доклада система логическо­
го вывода позволяет выводить новые высказывания "в духе Ла­
рошфуко". -
Сообщение А.С. Нариньяни, посвященное анализу, неполных 
множеств, по духу своему также было близко к логическому 
направлению в исследовании лингвистических текстов. Оно от­
ражало тот подход к описанию внешнего мира в искусственных 
системах, который активно развивался группами исследовате­
лей в ВЦ СО АН СССР под руководством А.С. Нариньяни и в 
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ÄH СССР под руководством Д»А. Поспелова, В- этих группах уси­
ленно разрабатывались такие логики» как временная» прост­
ранственная, логика действий» каузативная логика и другие 
логики описания действительности /псевдофизические логики/» 
В этих логиках большую роль играли нечёткие схемы выводов, 
столь характерные для мыслительной деятельности человека 
[ 8,.9J « Интересно отметить» что в появлявшихся в этот пе­
риод работах лингвистов, посвящённых оценке пути развития 
диалоговых систем /смотри, например, [iO, II] / основное 
внимание уделено проблемам представления знаний и внутри-
машинному логическому выводу,а не традиционным проблемам 
лингвистики, связанным с синтаксисом и семантикой языков. 
И как-бы завершением этого процесса явился доклад 3.В. 
Попова на очередном семинаре проекта "Диалог", проходившем 
в тех же "Лесных полянах" в марте 1981 года, В этом докла­
де, отразившем большой практический опыт создания вопрос­
но-ответных систем,, работающих со словарями большого объё­
ма, ..докладчик чётко сформулировал мысль о том, что труд­
ности подобных систем носят вовсе не лингвистический харак­
тер, Основные проблемы лежат вне сферы традиционной линг­
вистики, Сотни.тысяч объектов, миллионы фактов, которые 
нужно гранить в подобных системах и работать с ними - вот 
основная трудность для создателя подобных систем, И ещё од­
но. Пользователь системы, который для разработчиков первых 
систем общения на естественном языке выступал как некоторая 
абстракция, лишённая каких-либо' индивидуальных характерис­
тик и качеств в модели диалога, становится сейчас важнейшим 
объектом изучения. Его особенности, его цели и мотивы в . 
диалоге начинают играть весьма важное значение. 
Таким образом, пожалуй впервые на семинарах проекта 
"Диалог" была сформулирована мысль о важности изучения са­
мого коммуникативного акта,, в процессе которого происходит 
обмен информацией между человеком и ЭВМ, необходимость 
строить и изучать модель этого акта» По мнению докладчика» 
целью разработок диалоговых систем промышленного назначе­
ния должно явиться создание системы, обладающей, следующи­
ми качествами: давать прямые и косвенные ответы на вопросы, 
вести диалог по поводу устранения неточностей и неправиль­
ностей этих ответов, воспринимать конкретные и абстрактные 
вопросы от пользователя, а также вопросы, касающиеся функ­
ционирования самой системы, её структуры и той проблемной 
области, в которой она работает. 
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Эти положения были подкреплены в сообщении А„Б„ Преоб­
раженского о создаваемой на основе опыта системы ПОЭТ сис­
темы АИСТ. Часть требований к промышленной системе, выдви-• 
нутых Э.В. Поповым, в систем^- АИСТ уже нашли свою'реализа­
цию. ' 
Большое внимание участников заседания привлёк доклад 
A.M. Степанова, Докладчик предложил новую модель параллель­
ных вычислительных процессов, в рамках которой стирается 
традиционное противопоставление процедурных и декларативных 
знаний, Эта модель принципиально отличается от привычных 
моделей, опирающихся на схему Тьюринга. Положения, сформу­
лированные A.M. Степановым, требуют дальнейшего осмыслива­
ния. Возможно, что именно такие модели окажутся наиболее 
удобным средством для описания процессов, протекающих в ин­
теллектуальных системах [і2] „ 
На семинаре получила дальнейшее развитие тема:, логика 
и лингвистика, В сообщениях О.А. Казакевич и Е.Э. Разлого­
вой развивалась теория каузативных конструкций и каузатив­
ного вывода в лингвистике. Эта теория может служить основой • 
для создания псевдофизической каузативной логики, столь не­
обходимой в роботах и. других системах искусственного интел­
лекта. ЕЛО. Кандрашина, продолжая исследования О.Н. Очаков­
ской, описала модель времени и представления знаний о вре­
мени в вопросно-ответных системах [із] . 
Среди чисто лингвистических сообщений, сделанных на се­
минаре 1981 года, внимание прикладников привлекли сообщения 
ELC, Кононенко о .пространственных отношениях в языке и Е.Н. 
Першиной" о способах выражения в языке квантитативных отно­
шений. Подобные исследования помогают строить различные 
псевдофизические логики для интеллектуальных систем- различ- . 
ного. назначения. ' 
Семинар 1981 года показал^ что смещение центра тяжести 
в диалоговых системах в сторону формально-логических моде­
лей, методов .представления знаний и психолингвистики - явле­
ние далеко не случайное.В области морфологии и синтаксиса oik' 
дельного предложения исследований лингвистов достигли тоі^о 
уровня, который уже перекрывает требования, характерные для 
систем прикладного назначения /смотри, например,. ^14,15, Іб|/. 
Основные трудности лежат в области -семантики.. Но именно 
здесь происходит поляризация подходов представителей линг­
вистики -и создателей прикладных систем. Старая дискуссия: 
семантика или прагматика, с новой силой вспыхнула в 1981 го~ 
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ду в неформальных обсуждениях и спорах в кулуарах семина­
ра. 
I семинару 1982 года впервые были выпущены тезисы ря­
да докладов и сообщений [і7] . И, возможно, этот факт» а 
может быть то, что семинар проходил не в привычной спартан­
ской обстановке предшествующих собраний, а в. респектабель­
ном замке Сангасте, но скорее всего потому, что пришло вре­
мя подведения итогов первого этапа контактов, семинар этот 
по духу отличался от предшествующих. Прошло пять лет с на­
чала контакта и, оглядываясь назад, можно сказать, что точ­
ки зрения лингвистов и прикладников за это/время сблизились 
настолько» что практически исчез барьер взаимного непонима­
ния, уточнились позиции и оценки, произошла взаимная пере­
оценка ценностей. И чувствовалось это, как правило, не в 
темах выступлений или докладов, которые во многом остава­
лись по форме традиционными» а по характеру обсуждений ре­
зультатов, по дискуссиям и кулуарным разговорам. 
Доклад Ю.Д., Апресяна "Семантический анализ предложений" 
был посвящен проблеме перевода глубинных синтаксических 
структур в поверхностные семантические структуры» Автор до­
клада и возглавляемый им коллектив последовательно продол­
жают выполнять ту грандиозную программу по созданию систе­
мы машинного перевода третьего поколения, которую они наме­
тили ещё в 1978 году. Шаг за шагом они приближаются к про­
мышленной системе такого перевода, начальные блоки которой 
уже функционируюто Очередной этап разработки системы столк­
нул разработчиков с проблемой "ТНССГ-ДЕЙСГШТЕЛЪНОСГЪ"- И 
хотя, следуя своей программе, они надеются остаться в рам­
ках традиционной для этой группе модели " СМЫСЯ-Т Ж ОТ - СМЫСЛ", 
по-видимому, неизбежны какие-то сдвиги в сторону тех иссле­
дований, о которых чётко сказал в своём программном выступ­
лении А.Е. Кибрик. Подчеркнув, что его доклад (см. также 
его статью в наст, сб.) опирается на идеи, которые, возмож­
но не оригинальны, спорны, фрагментарны и спекулятивны, до­
кладчик выдвинул ряд принципиальных положений о. развитии 
исследований в области лингвистики и интеллектуальных сис­
тем в той их части, которые соприкасаются между собой. Сре­
ди этих положений утверждение о подвижности всяких границ . 
между -смежными науками и, в частности,о подвижности границ 
лингвистики в сторону семантики и прагматики; о примате се­
мантики над синтаксисом; о тесной связи семантики с прагма­
тикой и невозможности в связи с этим выделения "чистой се-
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мантии", которую можно бшо бы изучать йчиотшшт жигам-
тическшш средствами;' о необходимости мсоадовашш , 
"'МНСЖЬ-ЗШЧЩіЯ РЕЧЬ68,, которая неившершо шире щщені 
Я
СЗШШ-Т®Ш?И; о приоритете -звена 6'ШСЖЬ-СМНСЖИ;' о штшш-
рованности действительность® любых -гращатичеощх ф&щ» В 
заключение этого доклада АоЕ* liidpsi ефернуянроваж шожв О 
том, что между тверней шоку о сменного ннтеетежта, s жшчвне» 
. тшсой нет разделяющей гранщн» это ''общее дело61 о общин 
объектом и методами, 
И подтверждением этого вывода может сщжть дамщ Е„ • 
•В, Ладучевой "Прагаатжчеежне аспекты диалога", в воз?§ром 
произошло полное смыкание ЛІНРВІОТ.ІЕРГ И' ТОЙ нр&гнаіжі, о 
которой говорил год назад. Э„ Во Попов» Та же мыоль воплоти­
лась в докладе Н.Е, Леонтьевой об юфернациенне! шод ш н©~ 
жимашхя текстов на естественном жзыке0 Но шеншэ дошати-
ка, ееіантич-ееюв представления, о которых-много гавэрюш • 
создатели модели 
,3
СМУСШ-ГЖСС" в практических оютемаж ни-
. жоща не могут быть построены до конца, а семантическое 
пространство служит способом перехода о? текста к его инфор­
мационному /а значит и прагматическому/ омнолу= В -унисон 
прозвучало и выступление А.С. Нариньяни 
и0 понимании т@жс=> 
тов", в котором автор, в частности, подверг сомнению необхо­
димость полной реализащш морфологкческого и синтаксическо­
го этапов и высказал соображение^ что на этих этапах ""необ­
ходимо строить только то, что нужно для прагыаткческого 
этапа", И эта же мысль бша высказана 3=М» Щалятшнож» Ко её 
мнению, надо не идти последовательно от .этапа к этапу
в 
а де­
лать как бы "заскоки" из конца в начало, получая от «тради­
ционно начальных этапов работы о т енотом только ту инфор­
мацию, которая в данный ідомент потребовалась» Так згчаотни­
жи семинара вновь вернулись к той идеи о параллельно-иосле™ 
довательном прохождении этапов'1, которая обсуждалась ещё на 
семинаре 1977 года. 
На семинаре 1982 года продолжила, овоё развитие линия 
псевдофизических логик. В докладе Д„А. Поспелова была изло-, 
жена, логическая система'для описания пространственных отно­
шений и вывода фактов о новых и производных отношениях в 
пространстве. Эта логика создана в руководимой им группе в 
ВЦ АН СССР С» Ос Вар о о ян» 0 дальнейшем развитии исследований 
в области каузативного вывода в языке сообщила Е.Э.Разлого­
ва. Ао С, Нариньяни изложил теорию логических операций о не-
доопределёнными значениями, которая от ходит от ставшей клас~ 
13 
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сгческой в этой области теории Л.Заде и существенно ближе к 
тому, как выражается неопределённость в физических системах 
и текстах на естественном языке. 
Впервые после 1977 года на семинаре обсуждались "чис­
тые" работы по представлению знаний, что также свидетельст­
вует о смещении интересов его участников, охарактеризован­
ном в докладе А.Е.' Кибрика. А.С. Клещёв описал систему 
представления знаний для медицинской информации, опирающую­
ся на иерархическую структуру фреймов. Г.С. Цейтин изложил 
принципы построения экспериментальной языковой системы,раз­
рабатываемой в ЛГУ, в которой используются специальные сети 
представления знаний, и в которых одновременно хранятся как 
синтаксические, так и семантические знания. Процедуры рабо­
ты с этой сетью носят децентрализованный характер. Они си­
туативны и напоминают работу с логико-трансформационными 
правилами В,С. Лозовского, о которых докладывалось в 1980 
году- . ' 
В докладе Й. Сильдмяэ о завершении первого этапа сис­
темы DATUM было подчёркнуто, что примат прагматики над 
семантикой очевиден, ибо для понимания текста необходимы зна­
ния о действительности,о познавательных структурах, на кото­
рые опирается мышление человека, о структуре мысли и интер­
претации этой структуры в текстах. Успешный опыт работы пер­
вой очереди системы DATUM /правда, с весьма ограниченным 
пока словарём словофорщ/ подкрепляет основные положения до­
кладчика, ещё раз подтвердившего "смену вех", к которой при­
вело пятилетнее сотрудничество лингвистов и создателей ин­
теллектуальных систем. 
И хочется верить, что "текущая минута - это то, что от­
деляет область разочарования от королевства надежд"/Ambrose 
Bierse/„ ' ' _ 
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SEE PROGRESS ІЖ DIALOG SYSTEMS • 
bolikttliehg DaPospeloT 
Summary 
The paper is concerned isith.progress in machine trans­
lation and natural language dialog aystema, over the last 
five years the subject of the Project DIALOG Workshops 
sponsored by the Council on Artificial Intelligence (Com­
mittee for Systems Analysis of the USSR Academy of Scien­
ces),» The paper presents the authors® impressions of the 
evolutions in the views of the participants over this 
period® -
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ПРЕДСТАВЛЕНИЕ И ИСПОЛЬЗОВАНИЕ ЗМШІ 
_ в СИСТЕМАХ понмшда яаш. 
Панков -'йойв 
•'Дли понимания текста н'а еств©.®іІ@ншм ЯЗВЕ®- йееёхвдшш 
знания двух типов - знания о языке Сяшкоше внанш) -ж зна­
ния о мире (предметные знания )0 Хотя нет', очевидного 
рия дай проведения точной границы между'двуш ветмж гашш 
знаний,, но в существующих системах поншанш яэнжа эти. зна­
ния., как-'-правило$ разделяются на основ© f@x іш иных крите­
риев 0 Поэтому в. этих системах имеются две базн данных -
.языковая и предавшая о -
В языковую базу данных обнчно включают словарь.,, шорфо-
яогш "и синтайЬис в слабом и сильном смысле 
а 
Под синтакси­
сом в слабом смысле понимается синтаксис на уровне классов 
слов ( ючетаемость классов слов) . Синтаксис в сильном 
.сшсле учитывает индивидуальные синтаксические свойства 
слов С"сильное" управлениеs ограничение сочетаемости»'в 
том числе фразеология,, лексические параметры и функции ) „ 
Все это мы будем называть грамматическими знаниями, кото­
рые определяют синтаксические связи в тексте, 
В языковую базу данных также обычно включаются семанти-
"ческие знания5 такие как, например s  семантические ограниче­
ния на сочетаемость слов (обычно в терминах семантрческих 
классов) 5 парадигматические отношения типа часть-целое, 
род-видсинонимия и То По Многие индивидуальные синтакси­
ческие свойства слов также зависят от семантических знаний 
(хотя они обычно относятся к синтаксису)о 
Кроме того могут.использоваться правила преобразования 
текстов, которые необходимы,, например s  для ответов на воп­
росы 3 для логического вывода или синонимического преобразо­
вания текстао Причем здесь могут использоваться как грамма­
тические знания (например,, для преобразований типа актив 
-пассив., причастный оборот-придаточное предложение и т.п.) ,, 
так и семантические знания С например, для "содержательных" : 
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преобразований)„ Мы будем называть такие знания трансформа­
ционными, 
В некоторых случаях вместо трансформационных знаний ис­
пользуются правила перевода входного текста на естествен­
ном языке на некоторый внутренней язык и наоборот (напри­
мер 9 в системах ДИЛОС /I/, БЕЙСБОЛ /4/). 
Знания о языке, кроме, может быть, чисто грамматических, 
существенным образом опираются.на предметные знания - зна­
ния о мире, о свойствах и объектах мира( человека или сис­
темы)» Даже так называемые "энциклопедические" знания, ко- . 
торые, как считают, являются общими для всех предметных 
областей, могут сильно меняться при изменении предметной 
области. Наиболее выразительный, пример - предметные облас­
ти сказки или фантастики.-
Обычно языковая база данных задается жестко при созда­
нии системы и, если меняется, то "хирургически", то есть 
не через языковой канал, а при помощи изменения программы. 
Предметная база данных обычно меняется при вводе новых 
текстов (например, системы ДИЛОС, ЖАСОЖ /6/, рвотовіж-
ю /6/, ELIZA /V, SHBLDu/3/) » хотя существуют системы, 
в которых предметная база данных пополняется тоже "хирур­
гически" (например, БЕЙСБОЛ). 
Подобные системы сильно ограничены в своих возможностях 
за счет того, что в семантических и трансформационных пра­
вилах, входящих в языковую базу данных, все равно в неко­
торой степени учитываются предметные знания s  поэтому, что­
бы не возникали противоречия, предметная база данных може.т 
меняться не произвольным образом, а только в соответствии 
с жестко учтенными в языковой базе данных предметными- зна-
•ниямио Поскольку реальный мир и особенно представления че­
ловека о нем меняются довольно быстро ( существенно1быстрее, 
чем, скажем, грамматика), новые факты реального мира в язы­
ковом выражении могут войти в противоречие с жестко фикси­
рованными семантическим ограничениями» Например, еловоео- •• 
четание "жидкий кислород" должно было бы считаться непра- ' 
вильным в системе, созданной до появления- идеи об измене­
нии агрегатных состояний .газов, хотя под словами "жидкий" 
и "кислород" понимается то же, что и тогда. Научно-техни­
ческая революция позволяет привести множество-и более со­
временных примеров», , 
Кроме того, в системах, Использующих жесткие форматы 
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представления знаний,_сама структура данных в предметной 
базе может накладывать ограничения н,а характер представляе­
мой информации» Так система БЕЙСБОЛ» имеющая предметную ба­
зу данных, которую можно представить в виде таблицы, не мо­
жет проанализировать и воспринять текст» относящийся к 
предметной области системы,, но не подходящий под ее струк­
туру» Система, безотказно отвечающая на вопросы о результа­
тах матчей по бейсболу, не может дать никакой информации, 
например,, о переносе :какой-либо игры» 
Для,преодоления ограничений, описанных выше, можно 
предложить другой подход к представлению знаний. 
Грамматические знания, которые составляют жесткую язы­
ковую базу данных и вводятся "хирургически", предназначают­
ся только для "слабого" синтаксического анализа и поэтому 
домны полностью не зависеть от предметных знаний» Грамма­
тические знания описываются только в терминах синтаксичес­
ких, классов» 
Трансформационные правила рассматриваются как средства 
перевода синтаксической структуры текста на поверхностном 
уровне во внутреннее представление, а также как аппарат для 
присоединения новой информации к предметной базе данных и 
как средства преобразований во внутреннем представлении. 
При этом внутреннее представление не выбирается произвольней 
а соответствует языковой структуре, то есть является обоб- • 
щенной синтаксической структурой текста. Трансформационные 
правила таете должны полностью не зависеть от предметных 
знаний= 
Все семантические знания считаются предметными и хра­
нятся в общей- предметной базе данных= Синтаксические прави­
ла для индивидуальных слов и выражений следует считать вы­
водимыми при помощи трансформационных правил из тех знаний , 
в предметной базе данных, в которых эти слова и выражения -
присутствуют» Ограничения на индивидуальную сочетаемость 
могут быть также получены при необходимости из предметной 
Зазы данных, если считать, что в систему вводятся только 
правильные (грамматически и семантически) тексты и система 
может обрабатывать только тексты, в которых сочетаемость 
соответствует сочетаемости, имеющейся в предметной базе 
данных (с учетом языковой базы данню) . 
Однако, в'системе должны быть правила для некоторого 
набора отдельных слов и конструкций очень общего употребяе— 
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вш, практически не зависящих от предметной области» Напри-; 
мер: 
X - это 7 
X - то ае самое
э 
что I 
Еоли X, то У ж т. «п. 
Но тот факт, что человек - это животное, а не растение 
жжн еще что-нибудь» должен сообщаться на естественном язы­
ке текстом и включаться не в языковую.базу данных и тем 
.более не в словарь , а в предметную базу данных0 
К идеальной базе данных предъявляется много требований.: 
См о , например, /5/. Можно выделить наиболее существенные из:1 
них. Во-первых, предметная база данных должна быть универ- ' 
сальнаs то есть допускать хранение произвольной информации. 
Во-вторых» она должна обладать минимальной избыточностью, 
то есть информация не ..должна дублироваться в базе данных. 
.В-третьиХд база данных-должна допускать неограниченное 
пополнение произвольной информацией0 
Для выполнения; требования универсальности можно пред­
ложить представление предметных знаний, основанное на оин-
таксической етруетуре входного текста» Тогда любая инфор­
мация 
г  
выраженная текстом на естественном языке9 может быть 
представлена в'предметной базе данных. 
Таким образом., предметная база данных- должна представ­
лять некоторую .-сеть отношений между элементами текста, то 
есть являться обобщенной синтаксической структурой входного; 
текста» 
Однако следует учитывать, что в системе языка одна и 
та же информация может быть представлена различными спосо­
бами. Если не учитывать этой особенности,, то предметная ба» -
за данных будет обладать большой избыточностью, так как в 
нее будет заноситься одна и та же информация в разных язы­
ковых выражениях. Чтобы избежать этого, в представлении 
предметных знаний не должны учитываться особенности,, харак­
теризующие только поверхностную организацию текста с подра­
зумеваемым контекстом знаний. 
Можно выделить., например, следующие особенности, • несу­
щественные, на наш взгляд,, для предметной базы данных." 
I. Информация об актуальном, членении» Эта информация 
нужна только дяя определения ме.ста присоединения новых дан­
ных в .предметную базу данных, но она несущественна для. 
хранения информации. Система добавляет новые данные (рему) 
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в предметную базу данных, а уже имеющиеся данные (тем$ 
отбрасывает„ 
2, Предикация, то есть маркировка предикативной пары» 
Несущественно, что является сказуемым. Пример выражения 
одного и того же содержания с разной предикацией: "А вот 
пшеница, которая в темном чулане хранится"„ "А вот пшеница s  
;хранящаяся в темном чулане"« .. • 
З
с 
Варианты лексического .оформления. Местоимения должны 
замещаться словами,, которые они заменяют» Также в предмет­
ной базе.данных должны быть связаны, между собой синонимы и 
;
контекстные синонимы, 
Таким образом, предметная база данных должна выражать 
синтаксическую структуру, лишенную особенностей поверхност­
ного оформлении текста, указанных выше
с 
В узлах сети пред­
метной базы данных будут, находиться идентификаторы <, Под 
идентификатором мы понимаем конкретную лексему, то есть 
некоторое множество словоформ» Обозначается идентификатор 
.словарной формой словао В предметной базе данных будут узлы 
двух типов - объекты и предикаты„ 0 точки зрения структуры,, 
объект - это узел в сети предметной базы данных, который неі 
может управлять никакими другими узлами. Предикат - это 
узел, который может управлять другими узлами (как объекта­
ми, так и другими'предикатами)» Содержательно, объекты - . 
это все слова текста являющиеся существительными, а преди­
каты - это все остальные слова,, 
Таким образом в предметной ..базе данных глаголы, при­
частия, деепричастия и прилагательные могут управлять су­
ществительными, но не наоборото 
Кроме того, в предаютной базе- данных могут иметься 
базовые предикаты, которые не соответствуют какому-то од­
ному олову» Это предикаты типа "если,..,., то. , =", "то же 
самое" и т„д5 а также предикат <Ра, который управляет двумя 
объектами,, связывая между собой определяемое и несогласо­
ванное определение» Содержательно предикат Р
а 
может быть 
проинтерпретирован как "иметь отношение к 
В предметной базе данных существуют различные, типы свя­
зей о Тип связи между предикатом, выраженным на поверхност-.-
ном уровне глаголом, и объектом определяется парой (пред­
лог, падеж объекта), ( Предлог не является-узлом в сети 
предметной базы данных). Например, сказуемое будет управ­
лять подлежащим при помощи связи (,и), Определение, выра­
женное прилагательным или причастием, всегда управляет 
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определяемым объектом связью ( ,и)« Для примера на рис Л 
приводится представление в предметной базе данных предло­
жения "Обыкновенная амеба встречается в иле на дне прудов 
с загрязненной водой". 
обыкновенный встречается PQ PQ Р загрязненный 
^/ іГ^,7) \( > и )  '  
~щУ \l ' a v 
амеба ил дно пруд вода 
рис.І 
Связи между предикатами устанавливаются по аналогии со 
связями между предикатами и объектами. 
Предметная база данных может неограниченно расширяться 
(ограничения касаются только технических возможностей) 
при вводе в систему новых текстов» 
Трансформационные правила, которые должны быть в сис­
теме 3 предназначаются для преобразования синтаксической 
структуры текста в структуру внутреннего представления, 
для присоединения новых знаний к предметной базе данных, а 
также для логического и языкового вывода» Трансформационные 
- правила строго зафиксированы и неизменны. Однако, они могут 
использовать при работе предметные знания, которые меняют- . 
ся при вводе новых текстов. Поэтому результат использова­
ния одних и тех'же трансформационных правил для одного и 
того же текста может быть различным в зависимости от пред­
метных знаний» Чем больше "знает" система., тем глубже она 
"понимает" текст». -
При помощи трансформационных правил система, используя 
предметные знания, сможет производить содержательные выво­
ды» Для иллюстрации таких возможностей рассмотрим' следую­
щий пример. Пусть в предметной базе данных есть знание 
"Петров купил джинсы у спекулянта", (рис,2) 
купить 
У • ~ 
Петров джинсы спекулянт 
рис.2 
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Вопрос "Кто продал Петрову.джинсы?" будет иметь струк­
туру внутреннего предетавления$ изображенную на рис * 3„ 
продать 
(іА> 
Петров джинсы 
рис.,3 
В предметной базе данных долшіо быть знание 9 представ­
ление которого показано на рис Л 
если 
куіить 
ІД\<Я) 
(  / ( , и )  
продать 
рис Л 
\ 
Это знание должно быть введено при помощи текста типа 
"Если кто-то купил что-то у кого-то, то последний продал 
ему это" или выведено из других знаний. 
При помощи трансформационного правила, представленного 
на рис.5, получается знание показанное на рис.6, 
если 
, -х 
рис = 5 
продать 
( > А) 
спекулянт джинсы Петров 
рис.6 
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Ifeese этого при'помощи наложения структуры вопроса 
(рис.3) ив структуру знашя (рке06) получается ответв 
В дюной статье ш не ржесматршвелш никаких ажгорнтм-
адекюс вопросов 9 а- пнтежеь в общих чертаж описать модель 
нредетавя нм знаний 
е 
которые шепольауіотеж для иоштшш ' 
реШо 'Алгоритм пошманю должен использовать ананмж (так 
las понишние возможно только га фоне ®наотй)$ но не ©авн» • 
сеть от них. Понимание для систеш ~ это однознашоеть 
©aasisa,- текста s. -однозначность нрнеоедниенш новых знаний к' 
базе дішжо Ееж тенет про&шшквирован ©дно®ивщі@ 9 н© нвпра-
ввжьн©' (е тош-ш зрения человека) - это не внашт » чт© он не 
тмш, это анатат0 что он понят, но понят неправильно. 
Веян система не пошшает текст (то есть .возншжяа неодао-
знашость), .то mm должна, переспросить человека, шт бш не­
осознанность ійиаа .снята» Таким образом, систевв, не обладая 
бояшши ШІШІШ, сможет понимать достаточно, трудней текст, 
©еж человек будет т§рнежнв© отвечать'на ее вопросы„ -Систет 
6щ@т ©буштьея ш расширять свои знания. По'взере обучения 
система, -«акапяивая знания, пбкімает все больше и божьи© и 
те© pese задает вопроснс-Пользователь сшс'теш будет являться 
активным участником ее обучения . . 
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BEPRESEITATIOl AID ІМРЬЕМЕЮАТІОЖ OF KBOWLEDGE 
11 NATURAL LANGUAGE UEDEESTAEDIHG SYSTEMS 
loPsPankov 
Summary 
The author makes an attempt to a strict äistia@t= 
Ion between the knowledge of language and the knowledge @t 
reality used in the natural language understanding .systems® 
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КОММУНИКАТИВНЫЕ ПРЕФОРМАЩИ 
Г„Г„ Почепцов /т.*/ 
Трансформациям подвергаются уже сформированные семанти­
ческие етру®туры„ Однако не менее важная часть работы межа-
118МОВ языка/речи происходит до этого. Таете процессы ш 
хотш юзвать щюцесс&нн п реформации, заимствуя 
втог термин из биологш - реформация дшина р&ежрнть ор$-
ность выбора того или- иного смысла» который лишь затем под­
вергается тражоформащонш® преобразованиям, 
• Рассмотрим: следрщнй пример, Нет изба, которое понимает-
ея наж - Сходи • за небом» Переход от одного смысла к другому 
транеформацжонн© необменш» Мм же постараемся объяснить его» 
пользуясь терштми цреформацжи -
Высказывания» содержания которых акцентируют нажчие шш 
даеутотвіе чего-то» довольно многочисленны в обеденном обще-» 
ни. Ін легко можем представить подобные высказывания - как 
акцегарушщие наличие/от сутствйе положительного ж ли отри да-
ТШШЕОГО объекта. Если обозначить через первый V- наличие 
мн отсутствие, а через второй - положительность/отрицатель- ' 
ность ситуации, то мы можем получить четыре типа подобных 
высказываний /-н-, -і—, -з-, —/. Приведем примеры на каждай 
из типов: 
I. Наличие положительного: Тепло. 
2о Наличие отрицательного: Дует. 
3. Отсутствие положительного: Нет хдеба. 
4» Отсутствие отрицательного: Не ранен. 
Тагам образом» сообщить о беспокоящем говорящего событии 
можно двумя способами /2. -s- ~
р 
3. - +/, подчеркивая либо на­
личие отрицательности» либо отсутствие положительности,, 
Жак можно объяснить понимание подобных ..высказываний слу­
жащим? Общее правило заключается в том, что в ответ на кон­
статацию отрицательного говорящим слушающий должен стремить­
ся испрршть это положение. 
Следовательно, для случая 3 слушающий должен создавать 
ПО 
обраявую- ситуацию - жаузнровать Есть хлеб, то еотъ мы имеет 
дело со структурой каузации положительного - ІАУЗ + •„Сход­
но для случая • 2 • таіше необходима каузация положительного: 
высказывание Дует должно превратиться в Не дует, средством 
.чего может служить дейстше За&роіте ііо. 
Важнчве отрицательности дает общшй отрицательный знак 
всему• внсвазвванив, требует от служащего исправления соз­
давшегося положения созданием сгеуащш отсутствия • отрица­
тельности» что дает общий знак -к Тем самым шеем следующие 
процессы реформации: 
- + понимается как КАУЗ + +. 
+ «- понимается sax IÄZ8 -
Первый и четвертый случаи да» нам суммарный плюс для 
всего высказывания, так как в них мы имеем ішуе на минус н 
плюс ка шшс. Следовательно, .здесь от слушающего скорее все­
го не будут требоваться действия. Их содержание будет чаще 
направлено на отражение прошлых» а не будущих действий слу­
шающего в качестве, например, благодарности. 
Сходным образом мы-можем анализировать и примеры частич­
ного именования, когда из целого стереотипа называются лишь 
его отдельные части, по которнгможно лeraо восстановить и 
сам стереотип-' Например: Идет дождь, понимаемое как Вбзъаё 
ЗОНТ'ИЕ. /плащ. .•./. Здесь имеется отрицательность,которрг сле­
дует перевести в отсутствие отрицательности / + - - - /\ 
Так как отменить дождь ..слушающий не в силах, он понимает вы­
сказывание как необходимость создания "локально®" . отмени 
дождя » зонтик, плащ создадут ему таіую отмену отрицательно-
ом, • 
Однако в зависимости от ситуации это же высказывание мо­
жет анализироваться и как положительный факт /-$. V» например3 
в. случае грибного дождя. Тогда мы можем представить подобный 
переход к сообщению как 
Идет дождь «-> Будут грибы 
4-j + +2 > 
где +j и +2 означают положительные зленею?ы одного стереоти-, 
па» Наличже структур чистой положительности позволяет думать, 
что и в наших исходных примерах также возможны структуры,где 
просто положительность может быть переведена в усиленную по­
ложительность, что можно обозначить как + + -»• .-+ +! 
Рассмотрим теперь более подробно предложенные выше ком­
муникативные щэеформацжи, связанные с ситуацией каузации„ & 
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ёщт аездштв ®з ганюезн о том, что' содержаще /шт дзн-
коме, вючеше вмежаэнвзшя/ и ооабщеше ;  /или комнуникаетв- _ 
вде ssачение юсжавнвання/. не карджналвно различаются^ sa-
внжю равше шборн ооетатяшщжж одной ж soe se деготатів-
ж@1 еігуаішж. Лненно sa очет того, что эта одна '• est$авдш;' 
чежовеж ж ншеет воэноеность осуществлять перехода о» содер­
жимая s cootigenra. 
Деіотаетвмя ситуация, so® оррз ш выбираем дж анализа „• 
' "опрввае ся" за сжедрирм внсеазнвашеи -.Xogygb."Такое вн-
©жавнванже шжет ирочітнватьоя весьма разнообразно / всту­
пать в трш -с разню сообщвтжш/: "losso"образоватздшпри-
®@р, сдовдщие~ пврнг /Холодно, • Закройте-ОЕТОЛ /Йододно; 
Даяведйй/, Аолодно, ПовдгдомоД/, • Аоясвнб/ Pa's баги кос­
тер/ в' надНезаконченность этого ешежа еще не говоржт' о • 
$ош» ад© тжаеаогаэ • содержащихся ;в нее еданвд нельзя иссже-
доштЬе"'1й'з®е представим'дая негр ©щеделенннй аппарат•об­
общения, которой в еоетоянжн охватить-.больное число возшож-
ннж проодеаий. Это кереад  констатации- негативности /+ • 
ж етоутствнв "негативности /- -/-'Шнаю теперь нас бужег шш-
терееоветі божее детальное представление данной ситуащш. 
• Денотативная ситуация такого шда может быть цредставве-
на жаж нржчжю ж еоетоотже, связанные кауэативной связью. 
Ееж' вазйваешое' состояние негативно / отметш при этом, что 
в завжеівое®! от услоші ко®«ста одно и то se внежазнваше 
ішет'прочитываться ж положительно,.и отрицательно/, то не-
обходимо • его -уменьшение, а возможной уничтожение.. • Валите 
serafiBHõFo состояния требует активного противодейстшя при­
чине, его-'породившей. Это противодействне и выступает в ка­
честве прочтений в. подобного рожа высказываниях» Все внне-
названные пары' явяяптся параш вида /состояние,протнводейст~ 
sse/» 1 Закройте 'ОЁЕО^ и Дайте шшд, и Иошш довшй.и Разовга 
жоет е§ вое от тшр&шешы на -то, чтобы создать нрот-Еводемст-
же юаднону негатшвноау состояшш, зафнЕсірованному в виде 
содержания І лодно. 
Противодействие должно 'бить направлено на причину. Сде-
• доватежьво,' ситуация ІШ - вов'ет -цржяиматъ следрищ три 
формы: а/ уничгoserae. /уменьшение/ цричинн, 
б/ собственно противодействн е, 
в/ уход sa сферы действия причины-
• Состояние Хододно было вызвано какой-то причиной, ж противо­
действие' начинает "работать" между причиной и данным состоя» 
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.шем Еедй изобразить подобный класс..-'ситуаций следующим об­
разом- причина состояние, то каждый из трех путей 'воз­
можных'црочтений будет реализоваться .по-разному: 
а/ щз^ийна > состояние, • ; 
' б/ причина -^4 состояние,. 
в/ причина сосз^ ябйе. 
Однако называемая ситу&ция может быть не только негативной, 
но и позитивной. Тогда ME будем иметь те же три формы.Толь-
ко теперь они будут направлены не на снятие причины, а на 
ее усиление. Ситуация / + -> / будет стремиться превратиться 
в ситуации / •+' '+.!/. Имеем следующие три класса прочтений уже 
.. ..для-случая-КАУЗ * +?: 
а/ усиление причины, 
б/ содействие, 
в/ приближение к"эпицентру"•действия. 
• Конкретное наполнение предлагаемых структур подсказы-
• вает -нам-контекст. Попытаемся в этом аспекте рассмотреть 
предложенные пары., . . 
Закрой,окно - это контекстная реализация' ' уничтожения 
причины. Лай плед, Разожги :костер -- щуотивсщейст-шя причине. 
Поили домой. Зайдем--в дом скорее - ухода» 
, Таким образом/ мы рассмотрели модель исходной денотатив­
ной ситуации. Чтобы представить ее в еще более детальном ви­
де, мы можем воспользоваться некоторыми понятиями алгоритма 
здравого смысла, предложенного Ч. Ригером /2/ 3/, В нем ис­
ходными являются пять типов единиц. /событий/: состояние,-из­
менение состояния, іеяаще, 'действие и fендещия. - Для по­
строения --структур "Нейользуетея. двадцать шесть типов деяоке-
. ним между этими событиями. Мы' же сведем вое шш отношения-к/ 
.. одному.;- отношению' каузации, причем будем пользоваться им 
« 'без учета существующей для него в'системе Ч, Ригера диффе­
ренциации, , - ' 
Как мы .можем представить- рассматриваемую, денотативную ' 
ситуации? Холодно' является результатом• какого--?о' негативно-
- . го действия или тенденции., Наличие негативного состоявши Хо­
лодно, вызывает .противоположное желание-типа Хочу, чтобы ста-
ло теплее. Это. желание-' может ре&жизоваться L Л ' ^ 
слушающего, кот opt < т  Jt,tT и • ч 
негативного состояния на .зф'отивоположЕое-. Тадам -образом ~ 
, нас образуется ряд- структурных' уровней.' Ори-этом каздозу ;-.з 
них может соответствовать свой;собственный речевой выхсд, х 
: ііз :. 
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не только один-единственный выход Холодно. Структура прини­
мает следующий вид: 
действие, тенденция Форточка открыта ' 
состояние Холодно 
I  • .  •  '  •  '  
желание • : Хочется тепла 
I ; . ' 
действие Закрой форточку 
І  : " ' 'V 
'изменение сотояния . Потеплело 
Важным положительным достоинством такой; формы представ­
ления следует считать наличие возможных речевых выходов для 
каздой ступеньки. Подобных выходов нет в системе Ч. Рягера, 
но нам они представляются очень интересными именно для ком­
муникативного анализа. Называние одного из состояний сразу 
же имплицирует все остальное. Поэтому Потеплело, когда оно 
является не сообщением, а содержанием, прочитывается как 
благодарность за проделанные в прошлом действия. Тем самым 
все другие потенциальные речевые выходы переходят в разряд 
сообщений. Перед наш одна общая модель ситуации. Языковое , 
"выпячивание" разных ее состояний создает разные высказыва­
ния. Однако при этом связь с другими/высказываниями не те­
ряется. Она сохраняется, й это сохранение является одной из 
составляющих гибкости языка. Мы называем одно» а подразуме­
ваем другое. 
В данном случае исходным было состояние, которое в ре­
зультате изменялось на противоположное. Многие наши обвден^ 
ные высказывания могут быть сведены к этому типу. Так»выска­
зывание Свет, которое может иметь два контекстных прочтения 
в зависимости от ситуации - Выключи свет или Зажги свет. Эти 
сообщения могут рассматриваться как желания говорящего* И 
снова здесь имеет место изменение на противоположное состоя­
ние. Прочтения $е Называют создание или уничтожение причины 
ситуации.Сходным образоммогут быть представлены высказыва­
ния о соли, щедро создаваемые на страницах многих исследова­
ний. ' • 
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• состояние 
I 
sesaiie 
I 
действие 
-i 
изменение состояния 
Соответствие одного состояния коммуникативной преформа-
ЦЙИ множеству возможных высказываний позволяет внести упоря­
доченность в этот ОШСОЕ. Все высказывания этого типа мы мо­
жем разделить на четыре подмножества: высказывания о состоя-
нижу высказывания о-желании, высказывания о действии и вы­
сказывания об изменении состояния. Уже в рамках каждого из 
подмножеств мы мохем искать специфические языковые способы 
выражения, • 
Рассмотрим теперь следующее высказывание Іак ты смщршаь 
на то, чтобы починить жран? Здесь центральным элементом яв­
ляется называние дейстшя, Единственной отличительной осо­
бенностью является зтжетйое оформление - как ты "смотрашь* 
Все остальное вклвчено в стандартную схему /звездочкой обоз­
начим редкие речевые выхода/ 
состояние Течет вода 
, -1 ' - . . 
желание Хочу, чтобы ты починил кран 
I' 
действие 
е 
іак ты смотришь на то, 
і 
изменение состояния Теперь порядок,. Спасибо 
При -этом прослеживается интересная закономерность.На по­
верхностную реализацию выходят не все, а только ступеныск 
стоящие через одну друг от. друга,. Если мы возвратимся к 
структуре высказываний о соли, то увидим ту же закономер­
ность о На речевую реализацию в основном выходят только со­
стояние и действие. Денотативно присутствует весь набор ком­
понентов, но речевая реализация редуцирует эту денотативную 
структуру до двух-трех элементов возможного выхода. Причем 
реально из них может реализоваться вообще не более двух: на­
зывание желаемой ситуации /прямое или имплицитное/ и благо­
дарность за ее исполнение. Подобная редукция денотативной 
структуры сохраняет минимально допустимое с точки зрения 
Нет соли 
Вот бы посадить 
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этикетизации' число элементов.. 
Bee рассмотренные soor-оенкя осрзествлякжш при- помоир 
варьирования какого-то одного признака. Тенденция создает 
какое-то Состояние, которое не • удовлетворяет Іеланш. Таким 
образом, Состояние и Желание прошвоаояожшг друг другу,.Дей­
ствие создает Состояние, которое должно соответствовать 1е~ 
давив. 
Переход между Іеяаниек и. Действием яжгется не внутрен­
ним, а внешним -' речевым переходом. В рамках него совершает­
ся "передача действия" другому лицу. У него самого эта идея 
не возникла' или он не хотел быть инициатором' этих действий. 
Переход ЖеланиеДействие является собственно речевым пре~ 
'образованием /перлокуцией по терминологии'Остина/.Элементом 
речеобразованкя является. переход Состояние Желание.Невоз­
можность /или- нежелание/ самому совершить действие, вызывает 
в человеке необходимость попросить совершить этой действие 
другого. 
Все рассмотренные ситуации характеризовались отеутст-. 
тем какого-то параметра /объекта/. В наших примерах в та­
кой роли выступали: соль, починенный кран и т.п. В принципе 
обыденные высказывания чаще всего и фиксируют этот элемент 
отсутствия. Поэтому реализация в конкретном контексте мно--
гие виды речевых построений переводит обычно в один тип,ко­
торый можно назвать высказываниями отсутствия. И так как 
сообщения являются, как правило, перфорыативами. то ясно„что • 
перформатив, являясь управляющей единицей, акцентирует не 
то, что есть /это свойственно констативащ/, а то, что долж­
но быть» 
Возьмем такие два предложения: Вы монете дотянуться до 
соли? и Вы можете дотянуться до потолка? Они инек-т разный 
статус именно из-за того, что первое из них можно рассмат­
ривать как высказывание отсутствия. А раз так, то фиксация 
говорящего на этой неудовлетворенности своей настоящей по­
зицией требует от слушающего /по условиям этикетизации/ ее 
исправления. Кстати, и второе предложение особый контекст 
может сделать скрытым перформативом. Например, на потолке 
висит паутина, и тогда это предложение будет прочитываться 
как просьба ее снять. 
Из рассмотренных примеров видно, что семантическое про™ \ 
чтение высказывания ориентировано на языковые значения,ко­
торые, как отмечал В.А, Взегинцев /1:Х?5/ "независимы от 
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деятельности общетшя к замкнуты пределам языка" * В отлична 
of этого коммуникативное прочтение ориентировано ситуатив­
но. Лексическая семантика задает.единицы сложения, синтак­
сическая - правила сложения. Далее полученное содержание' 
шсладываегоя в соответствии с законами...коммуникативной се­
мантики на ситуацию /класс ситуаций/. 
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Before transform*^ions» processes which oaa be termed 
preformations occur In natural language prooeasing.They are 
suggested as a -suitable procedure for the determination of 
communicatively essential meanings» 
II' 
ДЕЙСТШЕЛЬНОСТЬ - ТЕКСТ - ЗНАНМЯ 
И.Я.С9ШДШЭ 
Деіетвжтельность, познание её„ речевая деятельность 
(текот) ж знания как системы сходны друг с дротом* Это 
сходство выражается в их структурном и функциональном ас­
пектах. Именно это сходство позволяет человек;/ познавать 
действительность, говорить и думать о ней» 
I. Действительность и её познание 
Действительность состоит из различных      - и макро­
объектов к разного рода' связей между ними. Многие из этих 
объектов и связей человек познает непосредственно чувст­
венным познанием. Элементами чувственного познания являют­
ся ощущения* из которых познавательные связи (ассоциации) 
образуют объекты, их сходственные ряды, пространственные 
группы и временные ряды /I/, 
Познавательные связи проявляются как роли сторон свя­
зи» Например, познавая какую-либо часть предмета, мы ассо­
циативно узнаем» что находится в роли целого, и наоборот. 
Или узнавая какой-то объект, мы знаем, что находится перед 
ним, рядом с ним и т.д. В этом случае один объект находит­
ся в роли одной стороны, другой объект - в роли другой сто­
роны пространственной связи* И в действительности, связи 
между объектами не существуют '"самостоятельно", а только 
через объекты, которые являются сторонами этих связей. -
Благодаря познавательным связям, из отдельных (дискрет­
ных) элементов складываются объекты, их пространственные 
'группы и временные ряды. Так образуются познавательные 
структуры, отражающие действительность. Состоят эти струк­
туры. не, просто и.з объектов познания, а из объектов позна­
ния в разных познавательных связях - ролях. Эти структуры 
-являются отражением внешнего мира в познании и сознании. 
Самая "краткая" познавательная структура состоит из двух 
элементоі., каждый из которых находится в какой-либо позна-
ваетельной роли»- Более "длинные" познавательные структуры 
состоят из ряда познавательных объектов в разных ролях. 
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Следует подчеркнуть, что чувственное познание фикси­
рует "целые "картины" со многими участниками в разных ролях. 
Но для понимания этой картины надо не только.узнать участ­
вующих в ней, но и понять их роли. В этом вся суть развития 
познания» С одной стороны - узнавание всё новых объектов 
познания., с другой стороны - более глубокое понимание, іюзна 
вателышх связей между нимж (например* понимание роли участ-
' ников при разных действиях, понимание причинной связи и т. л 
Чувственное познание легло в основу образования структу­
ры и фушсциошфовашя второй сигнальной системы - языка. 
2, Познавательная структура текстов 
Языковые тексты построены так же, как познавательные 
структуры чувственного познания* Они состоят из слов, кото­
рые обозначают объекты познания, а разные грамматические 
средства выражают познавательные роли этих слов в тексте. 
Так образуется познавательная структура текста. 
Но для описания языковой' структуры (текста) в лингвис­
тике употребляют различные языковые категории (морфологиче-
сике, синтаксические), которые не совпадают с познавательны 
ми категориями. Отсюда первое отличие языковой структуры 
текста от его познавательной структуры. Несовпадение этих 
категорий не позволяет при помощи чисто языкового анализа 
текста получить его познавательную структуру. Дня этого 
требуется познавательный анализ текста в познавательных ка­
тегориях, Другими словами, язык находится в роли инструмен­
та изучения д ейст вит ель ноет и и "показатели" этого инструмен­
та надо перевести в "показатели" изучаемого объекта. 
Большим преимуществом языка является то, что он позво­
ляет оперировать не только объектами и связями физического 
мира, но и их абстракциями (объектами и связями идеального 
мира). Это поднимает познавательные возможности человека на 
совсем новый уровень. При этом характерно, что для обозна­
чения абстрактных понятий - объектов» действий и связей 
идеального мира - зачастую употребляются те же слова, кото­
рые обозначают объекты, действия, пространственные и врег-
менные связи физического мира, 
Отсюда возникает второе различие познавательной и язы­
ковой структуры. В языковой структуре (тексте) одно слово 
может обозначать два-три различных объекта действительности, 
то есть иметь разные значения. Но на уровне познавательной 
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структуры каждому из слов соответствуют разные знания и 
различный смысл. 
Третье различие языковых и познавательных структур за­
ключается в том, что грамматические средства, пред казна- '• 
ченные для определения роли слов в предложении, оставляют 
некоторые из них неопределенными, То есть, одна граммати­
ческая форма может обозначать не одну» а две-три роли.. Но 
для понимания текста необходимо определить, в какой из, этих 
возможных ролей находится слово в данном случае. В познава­
тельно! структуре отсутствует ролевая омонимия отдельных 
слов текста-
' Четвертое различие структур - в том, что в языковой 
структуре порядок слов может быть довольно свободным (осо­
бенно в языках с развитой системой форм)- Но познаватель­
ная структура организована, как и сама; действительность, по 
объектному, пространственному и временному принципу, 
Все это показывает, что нельзя отождествлять языковую 
и познавательную структуру. 
Однако' жіедн епоеобнн обравеювая?ь is языкового текста • 
поанаватваыфэ трутуру и наоборот» из своих знаний -
языковую структуру. 
Происходит это не на основе грамматического анализа -
синтеза текста (что является предметом лингвистики), а на 
том основании, что наши. знания представлены в познаватель­
ных структурах. Мы знаем (или не знаем), какое значение 
имеет слово, то есть, что оно обозначает и какой роли соот­
ветствует данная в тексте форма (положение) слова, и наобо­
рот. Тот факт, что слова в познавательных ролях находятся в 
соответствующих грамматических формах, позволяет непосредст­
венно из знаний образовывать тексты. 
ч 
Для.образования из текста познавательной структуры не 
нужны полные знания о .значении слов, как это предполагает­
ся в семантике. Знания о значении слов образуются и растут 
именно при помощи познавательных структур, а не наоборот. 
В большинстве случаев грамматические средства в пред­
ложении (формы слов) достаточны, чтобы определить в кем по­
знавательную роль слова. Но если в предложении имеются дву­
значные слова или неоднозначно определена роль некоторых, 
слов, то эти•проблемы решаются на основе имеющихся знаний. 
Например, для выбора правильной роли из возможных вариантов 
необходимы знания такого рода: обозначает ли.данное слово 
место, время, живое или неживое существо, движение или со­
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стояние, и так далее. Проблема двузначности,слов решается 
в зависимости от того, что обозначают другие слова в пред­
ложении (тексте), - объекты и действия физической действи­
тельности или что-то другое» 
Таким путем из языковой, грамматической структуры 
текста и имеющихся знаний образуется познавательная струк­
тура, структура понимания этого текста. 
Одни роли ( г ) служат для выражения внутриобъектных 
и ситуационных (статических) связей между объектами. К ним 
принадлежат: ЦЕЛЫЙ"1") (объект), ЧАСТЬ (объекта), ПРИНАДЛЕЖ­
НОСТЬ (объекта) ПРИЗНАК 1 (объекта), ПРИЗНАК ПРИЗНАКА,ДВИ-
ІЕНИЕ, СОСТОЯНИЕ, ПРИЗНАК ДШ1ЕШЯ, СРАВНЕНИЕ, ПРОСТРАНСТ­
ВЕННАЯ СВЯЗЬ, ПОСЛЕДОВАТЕЛЬНОСТЬ, МНОЖЕСТВО, ВЫЕСТОЯЩЕЕ 
ПОНЯТИЕ (по объему), МЕРА, КОЛИЧЕСТВО, (число) и т.д. Таких 
ролей около 20. 
Другие роли ( Е ) выражают познавательные связи между 
объектами в динамике» К ним относятся: ДЕЙСТВУЮЩИЙ, ПОПУТ­
ЧИК, СРЕДСТВО, ОБЪЕКТ I,'ОБЪЕКТ 2, ИСТОЧНИК, ПРИНИМАЮЩИЙ, 
МЕСТО, ВРЕМЯ, УСЛОВИЕ, ПРИЧИНА, СЛЕДСТВИЕ, ЦЕПЬ, и т.д. Их 
тоже около 20. 
Предложение (текст) представляет собой ролевую струк­
туру» гае при помощи одних рожей (г ) описываются объекты 
и их связи в статике, при помощи других ролей ( В ) пере­
даются познавательные связи объектов в динамике. 
Например: 
- описание ситуации из двух объектов (г
У]г2г |-, )^ ( яу?б 
- описание движения: ( г1г2н20 ) ( 22. ^ ^ Е25^ ^ *7^9 
^ ) (  . . . . .  
Роли обозначают функцию слов в познавательных связях, то 
есть отражают функциональный аспект структуры. И так как 
словами могут быть обозначены физические, нефизические, со­
циальные, биологические и многие другие явления, то все эти 
слова могут быть в разных ролях. Например: в роли МЕСТО мо­
гут быть как физические объекты, так и идеальные объекты: 
"Книга была на столе". "На данной концепции построена це­
лая наука". ' ' -
1) В целях отличия названия ролей от соответствующих слов 
мы даем названия ролей прописными буквами. 
2) Описание одного объекта в ролевой структуре мы называем 
условно "datum" 
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Таким образом роли выражают функции тех явлений, обоз­
начаемых словами, которые находятся в ролях, а не их струк­
туру. В одной и той же роли могут быть очень разные по 
структуре явления. 
Олово, взятое само по себе, вне текста, имеет на .-уровне 
действительности значение, на уровне знаний - смысл. Значе­
нием слова является обозначаемый им объект. Смыслом слова 
являются знания об этом объекте. 
Чтобы назвать отдельное явление, достаточно слова. Но 
для выражения смысла слова необходимы другие слова и роли, 
при помощи которых оно описывается. 
Категории связи и роли занимают в образовании и понима­
нии текстов центральное место. Роли, слов связывают слова в 
тексте так же, как связаны соответствующие объекты в дейст­
вительности. Именно это позволяет понимать и образовывать 
мысли. На уровне языка мысль выражается словами в граммати­
ческих формах. На уровне познания - это познавательная 
структура, которая отражает соответствующие объекты и связи 
действительности. Понимание предложения представляет собой 
образование из текста его познавательной (ролевой) структу­
ры. Образование текста - обратное явление'. 
Слово приобретает роль при описании объекта в датуме и 
выражает образуя мысль об этом объекте, Датуда объектов 
приобретают роль в описании ситуации или действий (предло­
жение) и выражает образуя мысль об этой ситуации или дейст­
вии» Предложения приобретают роль в связном тексте$ образуя 
мысль соответствующего текста*, Для понимания любого текста 
необходимо-знание используемых слов ж знание ролей 9 в кото­
рых находятся слова в датумах 9 датуш в предложениях„ пред­
ложения в связном тексте и т.д. 
Из сказанного ясно видно, что наш категории-познава­
тельных связей и ролей кардинально отличаются от семантиче­
ских категорий описания значения слов и предлдаений /2,3/. 
В теории понимания текста и представления знаний это разли­
чие имеет принципиальный характер. , 
Семантический подход к пониманию текстов имеет не по­
знавательный, а лингвистический характер. В его основе лежи 
морфологический, синтаксический и семантический анализ текс­
та. Цри этом оперируют языковыми и семантическими категория­
ми. Первые из них выражают чисто внутриязыковые явления,дру­
гие выведены из описаний значения действий (глагола) и имею 
'также языковой характер. Ни те, ни другие категории не на­
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правлены на то, чтобы описать внутриобъектные и межобъект­
ные познавательные овязи, поэтому структура описания в се­
мантических категориях значения слова или текста не выра­
жает их познавательной сущности, не выражает дроцесса по­
знания, понимания текста. В семантической структуре отсут­
ствует функциональная сторона слов, датумш, предложений, 
текста, которая выражается познавательными связями, ролями 
и образует смыслы и мысли. Их поглощает категория значения, 
С другой стороны, семантическая категория "значение" 
(слова, предложения, текста) выражает явления языкового 
уровня и не может претендовать на отражение уровня действи­
тельности и уровня наших знаний. Язык информирует нас об 
объекте познания, то есть действительности, но делает это в 
своих "показателях" (языковых категориях), которые надо еще 
перевести в "показатели"(категории) познавательного объекта. 
Мы предполагаем, что наши знания, основываясь на позна­
вательных структурах, имеют структурно-функциональный ха­
рактер. , 
3. Логическая структура текста 
Соотношение языкового текста и логики уже долгое время 
является научной проблемой, которую пытались решать различ- * 
ным образом и относительно которой высказывались совершенно 
противоположные точки зрения*). Некоторые авторы придержи­
ваются мнения, что языковой текст не имеет логической струк­
туры. В противоположность этому, другие предполагают, что 
формальное членение предложения отражает субъектно-предикат-
ную структуру выражения мысли. В этом случае логическая 
структура текста отождествляется с субъектно-предикатной 
формой 'языка. 
Проблема взаимоотношения языкового текста и логики тесно 
связана со, многими другими спорными вопросами: осуществляет­
ся ли мышление с помощью языка, оказывают ли особенности 
языка влияние на мышление, существует ж дологическое мыш­
ление, имеют .ли все связи, которыми человек оперирует при 
мышлении, логический характер, или же среди них есть псевдо™ 
логические связи? Взаимоотношение языкового текста и логики 
является во многом основанием и для решения, этих проблем. 
Нам представляется, что познавательная структура текста 
выражает его логическую структуру. Она состоит из объектов 
I) Обзор этой проблемы дается в /4/и/5/. 
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и различных связ'ей между ниш» которые имеют место в дейст­
вительности и отражают логику действительное?!. 
Но представление логических связей в тексте осуществ­
ляется характерным для языка способом, а именно: слова в 
тексте находятся в познавательных ролях, с помощью чего вы­
ражаются познавательно-логические связи м^щу словами. Имен­
но поэтому автор не считает 6 что заключенная в тексте талв 
может быть представлена субъектно-преднкатным способом» ко­
торый традиционно используется в логике. Довольно редко 
связь между сяоваш в тексте выражается путем, называния са­
мой этой связи (рядом9 снизу s  раньше9 после8 отец„ мать) в 
отжише от логического способа представления отношений: 
( в , х, у) ? мм: х -iL- у ("X связан с у отношением R ") * 
По нашему мнению, представление различных связей с по­
мощью ролей является очень сильной стороной языка. Именно 
поэтому мы знаем из текста не только то» какое слово являет­
ся "предикатом" какого-то другого слова, но и то, в каких 
ролях находятся субъект и предикат. Отсюда вытекает более 
точное знание о характере связи между "субъектом" и "преди­
катом": представляет ли собой предикат ЧАСТЬ, ПРИЗНАК, ДШ-
ІЕНИЕ, КОЛИЧЕСТВО (и т.д.) субъекта и в какой роли находит­
ся субъект. Это позволяет понимать связь глубже, чем взаимо­
отношение субъект-предикат„ При ролевом представлении, связи 
имеют двусторонний характер: от одной роли к другой и наобо­
рот (х«ч—е~у). 
Налоти© родлшных ролей и их относительно большое коли­
чество позволяет выразить весьма разнообразные связи между 
объектами познания (словами текста)9 а также оперировать 
ими в процессе мышления. С точки зрения комбинаторики<, роле­
вое представление связей дает для этого наибольшее число 
возможностей. 
Через ролевую структуру текстов слова приобретают, до­
полнительно к их значению, разный смысл употребления в од­
ном, другом, третьем и т.д. предложении. Таким образом, из­
менение значения слова в радличных текстах приобретает объек­
тивный, закономерный характер, оказываясь сильной, а не сла­
бой стороной естественного языка (по сравнению, например, 
со знаковыми системами, основанными на числах). Именно это 
позволяет отразить в текстах диалектику природы с её взаи-
мосвязями и изменениям^. " 
Такие роли, как КОЛИЧЕСТВО, МЕРА позволяют в языковом 
тексте выразить количественную сторону познания. Наряду с 
количественными познавательными связями (сложение,вычитание, 
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умножение j, деление и т.д.) которые в языковом тексте выра­
жаются по-разному j названные роли являются основ©! кваш?®». 
тагйшегр ЖЫШЮЙШ
ф 
• необходимого дан точных науж» 
И жнгво-логические и лннгво-кваюттативные представ­
ления знаний имеют структурно-функциональный характер, то 
есть представляют е боі разные структуры ш %нкцноннрует 
по-равноЩс Но мышление в обоих случаях представляет собой 
оперирование структурными единицам в их Функциях (связях)» 
4„ Лотка познавательных связей 
I каждой познавательной связи есть свож логика. Она вы­
текает из характера связи и проявляется в том» какие взаи­
моотношения имеются между признаками сторон связи: можно 
ли, и при каких условиях, признак одной стороны связи пере­
носить на другую сторону» Это позволяет нам логически обра­
зовывать соответствующие новые знания. 
Отсюда возникает и типичный ход мышления» которні 
классически выражен в силлогизмах» Логический вывод выте­
кает из двух посылок, которыми являются две различные по­
знавательные связи (мысли) между тремя познавательными эле­
ментами» Такая структура позволяет, при определенных усло­
виях (множество), перенести признак одного позновательного 
элемента, на другой» \ 
Самой старой по происхождению является лошка/тех свя­
зей, которые фиксируются биологически. Сюда относятся: ло­
гика внутренних связей предметов, пространственных и вре­
менных связей, а также логика связей, вытекающих из биоло­
гических отношений субъекта к другим объектам. 
Рассмотрим теперь коротко некоторые аспекты логики от­
дельных познавательных связей. / 
(а) Логика ЧАСТИ - ЦЕЛОГО основывается на посылках, из 
которых одна выражает связь ЧАСТИ и ЦЕЛОГО, а другая - связь 
ЦЕЛОГО и его ПРИЗНАКА, или ЧАСТИ и её ПРИЗНАКА» Кванторами, 
которые определяют взаимоотношение целого и его признака в 
различных аспектах, являются: 'всё® 'часть', 'отрицание', (ас­
пект распространения); или: 'всегда* 'иногда9, "никогда* (аспект 
частоты). При образовании следствия эти кванторы выполняют 
ту же функцию, что множества в формальной логике. Они опре­
деляют, насколько определенно можно переносить ПРИЗНАК ЦЕ­
ЛОГО на его ЧАСТЬ и т.п. 
Перенос признака части на целое всегда частичен (т.е. 
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на часть целого), кроме того» это зависит еще от частоты, 
с какой встречается этот признак. 
(б) В логике пространственных и временных связей посьш-
ки состоят соответственно из двух пространственных или вре­
менных связей (мыслей) между тремя элементами познания. Это 
позволяет делать выводы относительно пространственных или 
временных связей между теми двумя элементами познания, ко­
торые в посылках не были связаны. Пространственные и времен­
ные связи могут быть выражены словами, обозначающими неоп­
ределенные величины ("рядом86, "сзади", "спереди"; "раньше", 
"после") или же использованием пространственных и временных 
единиц измерения. Соответствующей будет и точность получен­
ного вывода. В случае пространственных и временных связей, 
кванторами является частота их появления (всегда, иногда; 
никогда). Это позволяет делать обобщения в соответствующем., 
аспекте. 
(в) На биологическом отношений к внешним объектам и 
явлениям строится -поведение субъекта. И в этом случае вывод 
получается из двух посылок. В одном случае посылками являют­
ся: I) конкретный -внешний объект со своим признаком, 2) от­
ношение субъекта к объекту; в другом случае посылками явля­
ются: I) внутреннее состояние субъекта (например,- голод) 
2) его отношение к какому-либо внешнему объекту. Выводом в 
обоих случаях является действие субъекта, которое происте­
кает из его отношения к объекту., 
Совместная социальная жизнь людей дополнительно к био­
логическим вызвала новые, общественные причины отношения к 
внешним объектам. Биологически важные объекты дополняются 
социально ценностными объектами. На основании всего этого 
существенно развивается и логика отношений. \ 
(г) При разнообразных действиях внешних объектов вывод 
делается также путем объединения двух мыслей. В случае одно­
го действия» одной посылкой является познавательная структу­
ра этого действия в целом» или же ее известная часть. Другой 
посылкой является заполнитель какой-либо роли этой структуры 
и его признак. Из этих двух посылок можно вывести (на осно­
вании причинной связи) некоторый признак какой-либо другой 
роли» принадлежащей структуре действия. Иначе говоря» при­
знак заполнителя одной роли познавательной структуры дейст­
вия обусловливает признак заполнителя другой роли. 
Например: • 
I. Во дворе мужчина колол тонорсш дрова» 
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2. Топор был острый. 
Вывод: Колоть дрова было легко (ПРИЗНАК колки). 
1® Во дворе мужчина колол топором дрова. 
2. Дрова были толстые. 
Вывод: Колоть дрова было трудно (ПРИЗНАК колки). 
Как мы видим, содержащийся во второй посылке признак пере­
носится в первую посылку, становясь признаком какой-то её 
роли» От второй посылки зависит, какого хараіетера будут 
возможные выводы. Употребляя вторые посылки того или иного 
характера, мы получаем разнообразные выводы. 
Перенос признака не может быть осуществлен здесь фор­
мально о В вывод не переносится сам признак, как в формаль­
ной логике. Вывод делается на основе того, что дает прибав­
ление второй посылки (знания) к первой. До тех пор, пока мы 
не знаем, были дрова толстые или тонкие, мы не знаем и то­
го,, легко или трудно было их колоть. Только с добавлением 
знания относительно толщины дров (вторая посылка) мы можем 
сделать соответствующий вывод. Этот вывод может основывать­
ся лишь на предыдущих знаниях. Если мы не знаем, легче или 
труднее колоть толстые дрова, то мы не можем, сделать из 
второй посылки "дрова были толстые" никакого вывода. 
Несколько иначе образуется вывод тогда, когда посылка­
ми являются два действия
1» 
Если даны два действия, находящиеся между собой в ес­
тественной временной связи (последовательности), то мы из 
них делаем выводы, что, очевидно, можно ожидать третьего, 
следующего по времени, (в последовательности) действия, по­
тому что всегда так было (временной ряд познания). 
1. Небо затянулось тучами. 
2. Поднялся сильный ветер. 
Вывод: Очевидно, пойдет дождь. 
Если же даны два таких действия, у которых в наших 
знаниях имеется один и тот же признак у одного в роли 
СЛЕДОГШЯ, а у другого - в роли ПРИЧИНЫ, то можно сделать 
вывод о причинно-следственной связи между этими действиями. 
I» Мальчик дернул девочку за ко'су. (СЛЕДСГШЕ - боль) 
2= Девочка заплакала. (ПРИЧИНА. - боль) 
Вывод: Девочка заплакала от боли. 
Если же мы не находим в наших знаниях у двух действий 
такого общего признака, то мы не можем связать эти действия 
иначе чем по времени. 
I. Мальчик дернул девочку за косу. 
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2. Девочка засмеялась. ~ 
Внвод: Причина второго действия неясна. 
Эти два действия просто следуют одно за другим. Могут 
быть даны, однако, и два таких действия, связь между кото­
рыми возникает лишь через третье действие. Эти действия 
представляют собой;тогда посылку и вывод, и необходимо най­
ти в наших знаниях другую посылку (действие), которая свя­
зала бы их между собой. 
Все эти выводы, вытекающие из двух (нескольких) дейст­
вий, могут основываться лишь на имеющихся знаниях. Если у 
нас соответствующие знания отсутствуют, то мы не можем об­
разовать необходимые вторые посылки и сделать выводы. 
..(е) Очень существенным шагом в развитии мышления было 
образование понятий и открытие между ними познавательных 
связей на основании обьемов'и содержаний. , 
С точки зрения познавательной структуры, понятиями мо­
гут быть как отдельные слова, так и какие-то ролевые струк­
туры (мысли). В качестве признаков понятия рассматриваются 
как ШИВНАІИ, принадлежащие обозначаемому понятием объекту, 
так и другие роли (как s так и в ), характеризующие это 
понятие. При этом все роли рассматриваются как признаки по­
нятия. Так ролевая структура познания превращается в поня­
тия и их признаки, т.е. в формально-логическую структуру. 
Это позволяет структуру познания обрабатывать на основе ро­
левой и формальной логики, 
Понятия связаны между собой через из признаки. Из объе­
ма совпадения признаков вытекает взаимоотношение объемов 
понятий. Это взаимоотношение объемов понятий есть новая по-
знаватедьная связь, на которой основывается формально-логи­
ческое мышление. 
В формальной логике предполагается, что дедуктивный 
вывод представляет собой силлогизм. Посылки силлогизма 
представляют собой суждения (мысли), которые получаются пу­
тем связывания двух понятий. В одной посылке два понятия 
связываются через иж объемы. В другой посылке они связывают­
ся как понятие и его признак. Множество выражает количест­
венный аспект суждения. Соединяя теперь, с соблюдением пра­
вил силлогизма, два суждения (две мысли), получаем новую 
мыоль. Такая связь позволяет выделить совпадающую часть 
суждений (средний термин). Новая мысль состоит из связи тех 
двух понятий» которые в посылках не были связаны между со­
бой. Структура новой полученной мысли зависит от структуры 
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посылок (фигуры силлогизма)„ 
Формальная логика является, так сказать, логикой верти­
кальных (объемных) связей понятий» Эти связи человек по­
знает позже по сравнению с ролевыми связями путем образова­
ния абстрактных объектов познания и путем сравнения объек­
тов на основании сходства их признаков. 
Логика» основывающаяся на ролевых связях» и формаль-
ч 
ная логика работают совместно» обеспечивая единство гори­
зонтальных (ролевнх, ситуационных) и вертикальных связей в 
нашем мышлении. 
1 
(ж) На известной ступени развития познания человек вы­
делил количество как признак объектов познания. Это такой 
признак, который не зависит от объекта, к которому он отно­
сится. Отсюда берет начало мышление, оперирующее количест­
вами и квантитативными ' связями между ниш» 
Количества стали обозначать числами. В качестве связей 
между числами человек первоначально познает связи сложения, 
вычитания, умножения и деяения. Так образуются квантитатив­
ные или математические мысли. Они состбят по меньшей мере из-
двух чнселд соединённых квантитативной евяеъв«, Могут встре­
чаться и более длинные структуры» Эти квантитативные позна­
вательные структуры во многом отличаются от языковых позна­
вательных структур. Заполнители ролей квантитативных струк­
тур (числа) не имеют качественного аспекта. Всякий раз мы 
имеем дело с неизменными числами. Единичное и общее здесь 
совпадает. Каждое отдельное (число) в точности сходно с 
другим таким же отдельным (числом). Познавательные связи 
между числами ясно представлены в виде знаков действий „Ре­
зультатом реализации квантитативной мысли является какое-
-либо число, которое получается путем реализации связи 
(действия). Это число является как бы синонимом всей пре­
дыдущей мысли. 
Количества и связи между ними можно выразить также на 
естественном языке. Количества обозначаются числительными. 
Связи между ниш представлены в языке или непосредственно, 
путём называния арифметических действий (квантитативная 
связь), или же косвенно. В последнем случае указание на 
арифметическое действие скрыто в слове, которое косвенно 
выражает эту связь. Например, слова, обозначающие сравне­
ние, физическое действие и т.д. (больше, меньше; дешевле» 
дороже; длиннее, короче; выше, ниже; дарить, брать, прино­
сить, получать, покупать, продавать и т.д.). Это позволяет 
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данное на естественном языке описание перевести в математи­
ческую знаковую систему и решать задачу в её рамках. Глав­
ная трудность такого перевода состоит в нахождении правиль­
ных математических связей в языковом тексте, то есть узнать, 
увеличилось что-то или уменьшилось» стало что-нибудь больше 
другого или меньше, насколько или, во сколько раз» Такое мате­
матическое понимание происходит путем преобразования позна-. 
вательной структуры языкового текста в квантитативную струк­
туру, которая состоит из квантитативных объектов ж кванти­
тативных связей между ними. 
(з) Существенным шагом в развитии познания бшю допол­
нение объектов познания всевозможными' мерами. Выделение мер 
позволило, наряду с числом самих объектов, количественно 
выражать и их различные признаки. Связывание этих призна­
ков между собой квантитативными связями положило начало 
возникновению геометрии, механики іт.д, поскольку и здесь 
мысль состоит как минимум из двух объектов, (Связанных кван­
титативной связью. В геометрии, например, такими объектами 
являются размеры абстрактных пространств, квантитативные 
связи, которые позволяют получить новые размеры (напр.: ос­
нование прямоугольника, умноженное на его высоту, дает пло­
щадь-фигуры). Биология оперирует другими объектами,-механи­
ка - третьими. Но строение мысли всегда остается одним и 
тем же. 
Понимание геометрической задачи, выраженной на естест­
венном языке, также состоит из двух ступеней. Первой сту­
пенью является языковое понимание текста. Это происходит 
путем образования из текста его познавательной структуры. 
После языкового понимания текста происходит понимание его 
"геометрическойй мыеж0 Оно заключается в образовании позна­
вательной структуры, которая состоит на пространственных 
объектов s названных в тексте и квантитативных связей мещу 
ними. Прибавляя теперь
е 
на Основании предшествующих -
знаний, к данной в задаче структуре отсутствующую в ней 
связь (другую мысль), мы получаем новую мысль. Выполнение 
арифметических действий, содержащихся в структуре, дает ре­
шение геометрической задачи. 
Bee эти познавательные логает.вытекают из строения физи-
адеда© шрв н отражают существующие в нем связи
е 
Но в естест­
венном языке чт®шт употребляет одам и те же средства для • 
обозначения связей ааезду .физическими и нефизическими объек-
'таш . ( "идем бмш близкими" ; "они стояли на близких 
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я «д» ) о  В последнем случае мы полутаем 
нефюштеекне а© евдерганию выводы0 
5. Мышление 
Мы предполагаем, что знания складываются из познава­
тельных структур. В результате этого получается познава­
тельная модель, которая состоит из объектов познания в из 
пространственных, временных, причинных связях, а также иё 
отношений познающего (субъекта) к этим объектам. Эта мо­
дель складывается из познавательных структур чувственного 
и языкового познания и является динамической. Она состоит 
из тех же самых познавательных ролей, из которых состоят 
структуры познания» Разница в том, что отдельная структура 
познания выражает одну познавательную связь каких-то объек­
тов (например, описывает кажой-то объект в определенном 
месте или времени), а другая.выражает другие связи этого 
объекта» В модели познания все познавательные связи объек­
та объединены. Она является суммой отдельных знаний, сово­
купностью всех объектов и связей, заключающихся в отдельных 
знаниях. 
Познавательная модель конкретных объектов конкретна. Её 
составляющие и связи представлены конкретными элементами: 
местом, временем, причиной и т.д. У абстрактных объектов . 
познавательная модель абстрактна, и состоит из соответст­
вующих обобщений. Но строение модели то же самое. 
Мы считаем, что познавательная модель сохранения 
внешней информации, в принципе, аналогична биологической 
модели сохранения и передачи внутренней генетической инфор­
мации организма. Такое строение модели информации характер­
но для биологических систем. • 
Оперирование знаниями происходит с помощью логики по­
знавательных связей. Необходимое новое знание получается из 
двух имеющихся знаний таким образом, что к одному знашш -
прибавляется именно, такое другое знание, которое позво­
ляет сделать необходимый вывод» 
То, каково это необходимое другое знание, определяется 
различными факторами. 
(а) Прежде всего, ~ потребности^ понимания-текста. Мы 
понимаем предложение с неполной познавательной структурой 
тогда, когда умеем найти нужные заполнит еж для пустых мест 
структуры. Заполнители пустых мест и есть . в этом случае 
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.те необходимые знания, прибавление которых дает нам новое 
знание в виде шоли предложения» 
Связь двух предложений мы. понимаем тогда, когда можем 
прибавить знание, выражающее эту связь. Например, в тексте: 
'Робот спилил сосну. Потом принес бревно на базу', недос­
тающим звеном йвляе$ся превращение сосны в бревно. Если мы 
знаем, что для этого нужно дерево очистить от ветвей и рас-
ёшйь9 то мы понимаем связь этих двух предложений и пред­
полагаем, что эти действия имели место и в данном случае. 
Это дополнительное новое знание и позволяет нам ответить 
тоща и на косвенные вопросы (например» где остались сучья 
ж  ТоД .
і : ) о  
Связь двух непосредственно не связанных действий мы 
понимаем тогда, когда умеем прибавлять такие промежуточные 
действия, которые с помощью связи ' причина-следствие* при­
водят от одного действия к другому. 
(б) Задав вопрос, мы определим, какое новое знание тре­
буется для получения ответа. Если у нас в познавательной 
модели нет знания, необходимого для ответа на вопрос, то мы 
пытаемся путем объединения двух (или несколькихэ знаний об­
разовать необходимое знание. 
(в) Необходимость нового знания может быть обусловлена 
также поставленной нами целью. И в этом случае мы пытаемся 
заполнять недостающие части познавательной модели, исполь­
зуя для этого логику познавательных связей (например, уста­
новление преступника в суде, представляет собой 
построение познавательной.структуры конкретного преступле­
ния). 
Именно то обстоятельство,, что знания находятся в опре­
деленной модели, позволяет нам на основе недостающих звень­
ев этой модели определить "чего мы не знаем", Цри отсутст­
вии такой структуры (модели) мы бы не знали "чего мы не 
внаем". ' Оперирование знаниями стало бы случайным. Однако, 
уже маленький ребенок знает, "чего он не знает" и поэтому 
задает осмысленные вопросы, которые направлены на заполнение 
пробелов в его познавательной мод еж. Для естественного язы­
ка характерно то, что все вопросы имеют ролевой характер. 
Каждое.вопросительное слово направлено на выяснение опреде­
ленной роли. Нет вопросов, которым не соответствовали бы ро­
ли и нет ролей без вопросов. 
Мышление, как и вся природа, основывается на сходстве. 
Сходство отдельного в пределах общего является основой ор-
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ганизацш природы и нашего мышления с Как индуктивные, так и 
дедуктивные умозаключения вытекают из сходства. На сходстве 
основывается таете ролевые выводы- Основываясь на сходстве» 
мышление по своим процедурам представляет собой сравнение 
объектов мысли в их различных познавательных связях (мыс­
лях) и9 в зависимости от результатов этого сравнения, со­
здание новой связи (мысли)о При этом в принципе все равно, 
чем оперируют;1 чувственными представлениями, словами или 
каким-либо другжи носителяш информации. Главное, чтобы 
система, при помощи которой мы хотим моделировать мышление, 
соответствовала бы изложенным выше принципам и обеспечивала 
бы их реализацию, 
6о Система ДАТУІ 
В лаборатории искусственного интеллекта Тартуского гос­
университета ведется работа по созданию системы ДАТУІ, ¥с~ 
'пояьэущей принцип ввдеяенмя ролей для пощзшшя текстов» 
В основе системы лежит матрица словоформ, в столбцах 
которой роли, а в строках известные системе слова (сущест­
вительные, прилагательные, глаголы и т.д.). Вместе с прави­
лами зта матрица позволяет определять ролевую структуру 
предложений, т„е„ понимать- зшшшеннут в предложента шсяь= 
-Такое представление знаний имеет рад теоретических и 
практичесшх преимуществ,,' 
(а) Отдельные знания системы состоят из слов в познава­
тельных ролях, а не из слов и их семантичесетх связей- Та­
ким образом, все знания о каждом слове в какой-либо реши 
накапливаются около этой словоформы. Зт'о позволяет легко 
извлечь эти знания сравнить, обобщить и т.д. 
(б) Такое ролевое представление знаний согласуется с 
действительностью и естественным языком. И в действитель­
ности всевозможные связи между объектами вытекают именно 
из того, в каких ролях находятся стороны .связи по отноше­
нию друг к другу. Самостоятельных, отдельных от объектов, 
связей не существует. Этот же принцип лежит в основе строе­
ния естественных языков. 
• (в) Ролевая организация знания устанавливает связи не • 
только попарно, но ив пределах ваей структуры, между все­
ми ролями во всех их комбинациях. При-этом связи направле­
ны в обе стороны. 
(г) Определение ролевой структуры предложений не тре­
133 
бует их морфологического, синтаксического и семантического 
анализа» Это существеттно ускоряет "понимание" текста чело­
веком и машиной. 
(д.) Система не ограничена семантической моделью ми­
ра. Это позволит понимать сказки, басни и 'Выражения в пе­
реносном смысле. • 
(е) Система способна на основании ролевой структуры по­
нять в известных пределах значения новых слов, т.е. понять, 
в какой роли по отношению к другим словам они находятся-
Таким образом,' система в этих пределах является самообучаю­
щейся. 
(ж) Квантитативные роли и квантитативные познаватель­
ные связи позволят системе решать арифметические задачи, 
представленные на естественном языке. Наряду с ролью МЕРЫ 
- квантитативные связи и роли являются основой квантитативно­
го мышления. 
(з) По нашему мнению., при переводе текстов следует 
также исходить из лозиавательных структур s  принципы устрой­
ства которых одни и те же для разных языков. 
Мы считаем, что основывающийся на познавательных 
структурах подход во многом близок трактовке структуры и 
сущности диалоговых систем Д.А. Поспелова /б/„ 
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REALITY - TEXT - KNOWLEDGE 
I„Sildmäe 
S untmary 
Reality,, its cognition, speech (text) and knowledge as 
systems are very similar to each other. This similarity is 
expressed in their structural and functional aspects. This 
very similarity and the logical character of. structures 
makes it possible to cognize reality9 to think and to dis» 
cuss i t o  
. ВДОЛЬ® НЙГОЛЬ 
In memoriam 
. 26,XII,1896 - 28оУІЛ982 
РвНнрОйь родился в Тартуской волости Тартуского уезда 
в ееиье потомственного кузнеца,, В І9І8- г. он окончил Алек­
сандровскую гимназию в г,Тарту9 а спустя несколько лет 
продолжил своё образование на юридическом факультете Тартус» 
'кого университета» который закончил в 1927 г„ 
Последовали годы работы на различных должностях в - бур­
жуазном государственном аппарате= В результате образцовой ра­
боты и постоянного самоусовершенствования•Р,Ниголь достиг 
звания советника. В дополнение к языкам эстонскому9 русскому6 
немецкомуs французскому, латинскому и греческому, которыми он 
владел
с
. Р„Ниголь изучил также английский, испанский и итальян­
ский ЯЗЫКИо  
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С восстановлением в Зетонми Советской власта летом 1940 г» 
Р.Ншгожь бш призван на работу в Совет Народных Комиссаров 
Эстонской ССР на должность заведующего ©рвдвгаескми ш жоднфи™ 
нащногем отделом» После освобождения территории Эстонской 
ССР от немецкой оккупации Р=НЕГОЛЬ также'работал на разлж-
нж должностях в Совнаркоме ЭССР, в Совете Министров s  в ре™ 
дакции "Вестника Верховного Совета Эстонской ССРИ0 
'€ лета 1954 г..ш д© конца своей тазни Р.Ниголь был сотруд­
ником Тартуского государственного университета» Haw® работать 
етаршш лаборантом на юридическом факультете, Р„Ниголь стаж 
впоследствии старшим науташ сотрудником „ 
Начиная с 1972 г0 Р„Ниголь - старший научный сотрудник 
проблемной, группы правовой к экономической информации (в нас­
тоящее вреш. - проблешая группа искусственного интеллекта), 
где опыт .его многолетней юридетеекой работы нашёл применение 
при'решения ©адащ формалюацш щрядотеекнх текстов и при со®-, 
дшш вяоварі-теаауруса юридической информационно-поисковой 
ешетевы. ЖйШСо Последней крупной работой Р.Нигеля стал пере­
вод. словаря-тезауруса на, русский язык» 
РоМигель опубликовал около двадцати научных работ во 
веееоюннх и' республиканских науадых изданиях» 
. Преклонный возраст,и ухудшающееся здоровье не позволяли, 
•ему в гоеледнш.е годы с прежней активностью принимать участие 
в наущ-юй работе проблемно! .группы. Но до последних' дней 
Р. Ниголь живо интересовался работой своих ко
х
ляер9 всем новым9 
что появлялось в области моделирования естественного языка 
как 9 нашей, стране 9 так и .во всём шре» 
Как .неутошмый труженик» широко эрудированный утаъй
э 
пытжвыЛ исследователь, я хороший товарищ Р. Ниголь навсегда 
останется в памяти своих коллег» 
Проблемная группа -Искусственный интеллект
R 
ТГУ 
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