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 Clinical data systems continue to grow as a result of the proliferation of features that 
are collected and stored. Demands for accurate and well-organized clinical data have 
intensified due to the increased focus on cost-effectiveness, and continuous quality 
improvement for better clinical diagnosis and prognosis. Clinical organizations have 
opportunities to use the information they collect and their oversight role to enhance health 
safety.  
 
Due to the continuous growth in the number of parameters that are accumulated in 
large databases, the capability of interactively mining patient clinical information is an 
increasingly urgent need to the clinical domain for providing accurate and efficient health 
care. Simple database queries fail to address this concern for several problems like the lack of 
the use of knowledge contained in these extremely complex databases. Data mining 
addresses this problem by analyzing the databases and making decisions based on the hidden 
patterns.  
 
 The collection of data from multiple locations in clinical organizations leads to the 
loss of data in data warehouses. Data preprocessing is the part of knowledge discovery where 
the data is cleaned and transformed to perform accurate and efficient data mining results. 
Missing values in the databases result in the loss of useful data. Handling missing values and 
reducing noise in the data is necessary to acquire better quality mining results.  
 
This thesis explores the idea of either rejecting inappropriate values during the data 
entry level or suggesting various methods of handling missing values in the databases. E-
Intelligence form is designed to perform the data preprocessing tasks at different levels of the 
knowledge discovery process. Here the minimum data set of mental health and the breast 
cancer data set are used as case studies. Once the missing values are handled, decision trees 
are used as the data mining tool to perform the classification of the diagnosis of the databases 
for analyzing the results. Due to the ever increasing mobile devices and internet in health 
 iv 
care, the analysis here also addresses issues relevant hand-held computers and 
communicational devices or web based applications for quick and better access. 
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Chapter 1  
Introduction 
  
Health-related data is extremely rich for discovering knowledge. The amount of 
information from heterogeneous sources, like the internet-based databases for diagnosis, 
symptoms, and procedures, are the parts of the health trail. The culmination of heterogeneous 
clusters of data would aid healthcare professionals in providing quality healthcare.   
 
 Clinical information is a powerful asset in increasing health care efficiency. Ever 
increasing amounts of clinical data are becoming the norm in both inpatient and outpatient 
care. The best possible health care is critically dependent on capturing the most complete 
data possible for accurate risk assessments. The diversity and complexity of clinical data 
makes the procurement, storage and analysis of this information one of the most exciting 
challenges. As a result, health informatics cuts across scientific boundaries.  
 
Health Informatics focuses on the application of computer information systems to 
health care and public health. Vast quantities of clinical data, like information about patients 
and their medical conditions, are captured and stored in clinical data warehouses.  
 
Evaluation of this stored data may lead to the discovery of trends and patterns hidden 
within the data that could significantly enhance our knowledge of in disease development 
and management.  Thus, data mining is introduced to search the large quantities of data for 
these patterns and relationships 
 
Data mining, an active area of research, is the process of finding hidden patterns in a 
given data by integrating and analyzing data from databases. Data mining techniques are 
used by various applications to predict useful information from stored data.  The data mining 
process involves transferring originally collected data into data warehouses, cleaning the data 
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to remove errors and check for consistency of formats and then searching the data using 
statistical queries, neural networks or other machine learning methods.  
 
The data mining process consists of three stages:  
(1) Initial exploration: The first stage in data mining, this stages starts with the data 
preparation. 
(2) Model building or pattern identification: This stage involves considering various 
prediction models and choosing the best one based on their predictive performance. 
(3) Deployment: The final stage involves using the model selected in the previous stage and 
applying it to new data in order to generate predictions and estimations of the expected 
outcomes. 
 
 In data mining applications, the preparation of data for analysis constitutes at least 
80% of total effort. Data should be organized before performing data mining techniques for 
receiving better results.  
 
 Medical data repository requires a great deal of preprocessing in order to be useful. 
Numerical and textual information may be interspersed and different symbols can be used for 
the same meaning, redundancy often exists in data, erroneous, misspelled medical terms are 
common and the data is frequently sparse.   
 
Data cleaning and handling missing values are the main stages in data preprocessing. 
Missing observations occur in many areas of research and evaluation. These observations 
may results in the loss of useful data during the data mining process.  
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1.1 Motivation: 
 
Numerous data mining tools and methods are available for different types of 
applications. Machine learning is one kind of data mining tool that can be used for health 
related databases. Machine learning in health systems is developed to support healthcare 
workers in the tasks of manipulation of data and knowledge on daily basis. It is expected to 
be used for diagnosis and prognosis.  
 
We will be dealing with text formatted data, which is stored in the form of numeric 
(binary) and text format in the database. The Thesis deals with the classification of a new 
case from the information provided by means of interactive medical forms. This Thesis 
mainly focuses on low level implementation of forms and data preprocessing, mainly 
handling missing values during entry level and before applying data mining techniques. Once 
errors in data have been removed, data mining tasks can be applied to extract the patterns in 
data.  
 
This Thesis describes the E-Intelligence form design that can be implemented for any 
questionnaire type data forms. Various methods for handling missing values are discussed 
and checked for accurate results. Further, implementation of future user-interface controller 
is described, where already existing raw databases of any format can be inputted and various 
data mining techniques including missing values handling methods can be applied to these 
databases with results displayed to the user. The user also has an option of viewing the 
replaced values for the missing attributes. 
 
 With the utilization of mobile electronic devices, implementing the user-interface 
software on mobile or hand held devices such as PDAs should be taken into account. Once 
the user-interface is implemented and various data mining tools are accessible by PDAs, this 
software may replace paper-based forms and can be used to check / access data in an easier 
format.  
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In our research, we make use of two case studies for our research, both related to 
health care.  The system we are trying to automate is the MDS-MH, which is the minimum 
data set for mental health. The MDS-MH system can be considered as the minimum number 
of questions that need to be answered for the proper assessment of mental health patients. 
Firstly, we develop the E-Intelligence form design (MDS-MH) to enter the required data. 
Before the data is stored in the database it checks for inappropriate or missing data. This case 
study is related to mental health care and has 455 attributes for classification. Once the data 
preprocessing is done during entry level any data classification method can be used for 
performing the classification of patient assessment.  
 
The second case study is related to breast cancer. This data is used to explain the 
various missing data handling methods that are used in this Thesis. The results also check for 
the accuracy of the methods. These methods are performed later on the subset of MDS-MH 
data. Few already existing attribute values are eliminated to compare the accuracy of the 
replaced values. These results are discussed in Chapter 4 of this Thesis.  
 
1.2 Goals and Objectives: 
 
 Missing data may be inadvertent and uncontrolled but the overall result is that data 
cannot be analyzed accurately.  The main objective of this research is to address the impact 
of missing data on the data mining process and to show that handling missing values and 
reducing noise results in better quality data mining results. The goal of this thesis is to 
develop a form that is designed to minimize the missing and erroneous values during data 
entry step and further clean data using data mining and fuzzy logic techniques.  
 
Firstly, during entry level, missing values and noisy data are reduced before they are 
stored into the database. For this case study, appropriate form design for the MDS-MH data 
is created using the Visual Basic software. Different tasks are taken into account in handling 
the missing values and reducing noisy data. Further, the implementation of a user-interface 
controller is discussed, for quick and easy usage of these testing methods on the raw data of 
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any format. The designed form is named E-Intelligence form due to its features of handling 
the data electronically and the intelligence behavior to reduce missing and noisy data to 
produce quality data. E-Intelligence form refers to Electronic - Intelligence form. 
 
 Later, several methods for handling missing values are discussed on breast cancer 
data and checked for accuracy of the methods. A subset of MDS-MH data consisting of 18 
attributes and 200 instances is considered for checking the accuracy of these replaced values.  
 
 Once the data preprocessing task is done, a data classification method namely, a 
decision tree technique, is used to classify the data for diagnosis in breast cancer case study 
and for patient assessment in MDS-MH case study, and check for better quality data. In 
future, implementation of the user-interface can be downloaded into PDA for convenience.  
 
 
1.3 Thesis Outline: 
 
 Chapter 2 presents the literature review on knowledge discovery; data mining and 
different tools; text mining; health informatics; data preprocessing and its tasks; missing 
values and various methods used to handle them, and form design.  
 
 Chapter 3 provides the system architecture and the model used in this Thesis. The 
details of design used for developing the E-Intelligence form and the logic used to perform 
the intelligent data preprocessing tasks are discussed followed by the implementation of the 
user-interface controller for web/PDA application. Various tasks that are used in this Thesis 
to handle the missing values are also discussed using the breast cancer data. This data is 
considered as the case study to explain how these methods can perform and give better 
results compared to data without handling the missing values.  
 
 Chapter 4 discusses the implementation of the E-Intelligence form for the MDS-MH 
data. Various cases that are used to perform the data preprocessing tasks during the data entry 
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are discussed in detail. Later, a subset of MDS-MH data is considered and a few existing 
attribute values are eliminated to check the accuracy of the replaced missing values using the 
methods. Summary of the results are provided, followed by the conclusion of the accuracy of 
the methods for handling missing values. The summary, conclusions and future work are 
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Chapter 2 
Background and Literature Review 
 
Computers changed our life enormously and have become influential machines in our 
daily life. They play important roles for a person in work, knowledge/information and 
entertainment. They are being used in various fields including education, banking, 
agriculture, military and medical applications. Humans invented computers that reduce the 
daily stress load and store important information that is necessary in future. In the medical 
field, for better health care a physician needs to understand the relationships between the 
patients and their life style and work environment, gather information from various sources 
like laboratory, x-rays, other physical examinations, and has to analyze and synthesize this 
data and develop a treatment plan. Computers play an important role in data procurement and 
storage. With the increasing use of computers, the size of stored data is also increasing.  
 
As data increases at a phenomenal rate, users are expecting even more sophisticated 
information. There are various query languages to find the stored information, like SQL, but 
they cannot find the hidden information in the databases or can acquire knowledge from the 
stored data for future development. These tools can only perform analysis at a primitive 
level. This resulted in the evolution of data mining tools to find the hidden information in 
databases and find better techniques to search for useful information. Various data mining 
algorithms are introduced to classify the data based on similarities between the training and 
the testing sets. 
 
Data mining has been used in various applications including fraud-detection in 
banking, weather prediction, financial analysis, and predicting diagnosis among others. These 
applications can be classified into sets of problems having similar characteristics. The same 
approaches and models can be used for similar applications, but the parameters can be 
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different from industry to industry and from application to application. For example, the 
approach for fraud-detection in banking can be used for error-detection in medical insurance.  
 
2.1 The Knowledge Discovery Process 
 
Knowledge discovery (KDD) is the process of finding useful information and patterns 
in the data [9].  They work with various databases and use various data mining 
methodologies like fuzzy logic; neural networks etc. to retrieve useful hidden information. 
They have been used in various applications in fields like banking, automobile, agriculture, 
medicine etc.  
 
The main goal of KDD is to find any high-level knowledge from the low-level data. It 
uses training sets to find the patterns, knowledge or useful information hidden in databases. It 
focuses on the overall process of knowledge discovery from storing data to accessing data, 
finding required algorithms to run efficiently and producing results, and how to provide the 
results to the end-user in an understandable way. 
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Figure 1 Overview of the steps involved in the KDD process [17] 
 
Figure [1] shows the overview of the KDD process. It consists of several steps from 
selecting data to providing understandable knowledge to the user. The following are the steps 
involved in KDD: 
 
STEP 1:- GOAL: First is to understand the main application problem. Keeping the end-
user in mind, one has to identify the main goal of applying the process. For example: the 
necessity of a physician is to predict a new patient’s diagnosis. The main goal here is to 
classify the patient to provide or lead towards a successful diagnosis. 
 
STEP2:- SELECTION: Second is to select the necessary data to solve the problem. The 
main part of the KDD process is the selection of raw data that is necessary for the 
discovery. There might be unnecessary data attributes provided, but only few data 
attributes are needed in the process. Selecting the necessary data attributes for the 
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STEP3:- PREPROCESSING: Handling missing values, eliminating noise and duplicate 
records in the data sets is the main part of this process. Missing values in the data lead to 
loss of useful information, which might not result in discovering useful knowledge. Noise 
in data and duplicate records mislead the process in obtaining accurate knowledge. 
Therefore, data cleaning and the preprocessing are necessary to produce better quality 
results. There are various tools to apply in these tasks.  
 
STEP 4:- TRANSFORMATION: In this step data is transformed or consolidated into 
forms appropriate for data mining [40]. Data transformation involve: Smoothing, where 
the noise from data is removed; Aggregation, where aggregation operations are applied to 
data for the analysis of the data; Generalization, where raw data is replaced with high-
level concepts; Normalization, where the attribute data are scaled to fall within a 
specified range; and Feature Selection, where new attributes are constructed and added 
from the given set of attributes. 
 
STEP 5:- ANALYSIS AND MODEL SELECTION: This step matches the goals of the 
task to a particular data mining method. It analyzes the main problem and decides which 
models and parameters, like classification, clustering, or similarity etc. is appropriate. 
Depending on the model, different data mining algorithms and methods are chosen that 
are needed for searching data patterns.   
 
STEP 6:- DATA MINING: This is the step where the main task of data mining is done. 
Data mining methods are performed to achieve the goal by finding the interesting 
patterns in the data. Better data mining results are obtained if the preceding steps are 
performed in the correct way.  
 
STEP 7:- INTERPRETATION: This is the step where the mining results are interpreted 
and even the process can start again from step 1 if there are any errors or for providing 
further accurate results. This step also involves the visualization of extracted patterns and 
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results. Finally, the knowledge discovery process takes the raw results from data mining 
and transforms them into useful and understandable information for the end-users. 
 
 This Thesis mainly concentrates on the data preprocessing step. The software 
designed here reduces the missing values and noise in the data during the entry level and 
make the data non-erroneous before they are stored in databases. Various methods are also 
discussed to handle the data preprocessing task of handling missing values. The data 
preprocessing task and how the missing values are handled are further discussed in the 
following section. 
 
2.1.1 Data Preprocessing 
 
Data preprocessing is the main step in the KDD process [8]. Data in the real world is 
dirty. Real world data is often incomplete and noisy, say wrong values or duplicate records. 
This results in poor quality data which in turn results in poor quality mining results. Quality 
decisions are based on quality data and data warehouses needs consistent integration of 
quality data, which has no missing or noise data. In order to get quality data, the data in the 
database need to be checked for accuracy, completeness, consistency, timeliness, 
believability, interpretability and accessibility.  
 
Tasks in data preprocessing are: 
Data Cleaning: Filling in missing values, smooth the noisy data, identify or remove outliers, 
and resolve inconsistencies 
Data Integration: Integration of multiple databases or files 
Data Transformation: Normalization and aggregation 
Data Reduction (Feature Selection): Obtains reduced representation in volume but produces 
the same or similar analytical results 
Data Discretization: Part of data reduction but with particular importance, especially for 
numerical data 
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We described these tasks in detail:  
 
 
Figure 2 Data preprocessing tasks [8] 
 
(1) Data cleaning tasks: Handles missing and noisy data. 
(a) Missing data need to be inferred. Missing data may be due to: data not entered due 
to misunderstanding, data inconsistent with other recorded data and thus deleted, data may 
not considered important at the time of entry, data changes not recorded. Missing data can be 
handled by various ways: ignoring the records, filling the missing values manually, or using a 
global constant, or attribute mean or most probable value by inference based on Bayesian 
formula or decision trees. 
 
(b) Noisy data: Noisy data is due to random errors or variance in a measured variable. 
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problems, data transmission problems, duplicate records, incomplete data and inconsistent 
data. Noisy data can be handled by binning method, or clustering or combined computer and 
human inspection by regression method. 
 
(2) Data Integration: Data integration combines data from multiple databases into a single 
database. During the data integration, one has to detect and resolve data errors. Errors might 
be due to different values from different sources, different attribute formats, or attribute 
names might be different in different databases. One has to handle these kinds of redundant 
data to make sure the final database after integration consists of quality data. Correlation 
analysis can be used for handling these kinds of redundant data. Data integration reduces 
redundancies and inconsistencies and improves the speed of mining and produces quality 
information. 
 
(3) Data Transformation: Smoothes the data (remove noise from data), summarizes and 
generalizes the data and constructs new attributes from the given ones. Normalization is done 
using min-max normalization, or z-score normalization or by decimal scaling. Sometimes 
map to higher dimension and categorical data to numerical data.  
 
(4) Data Reduction (Feature/ subset selection): Data warehouses store vast amounts of data. 
Mining takes long time to run this complete and complex data set. Data reduction reduces the 
data set and provides a smaller volume data set, which yields similar results as the complete 
data sets. Data reduction strategies include: Data cube aggregation, dimensionality reduction, 
and luminosity reduction. 
 
(5) Discretization and concept hierarchy: Discretization reduces the number of values for a 
given continuous attribute by dividing the range of the attribute into intervals. Interval labels 
can then be used to replace actual data values. Concept hierarchies reduce the data by 
collecting and replacing low-level concepts by higher-level concepts. 
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This Thesis mainly focuses on data cleaning task, handling missing and noisy data. The 
following sections describe the form design and how the missing values are handled in data 
entry and in existing data. 
 
2.1.1.1 Form Design 
 
The collection of data at clinical site is becoming an important component of clinical 
trials. To ensure accurate and timely collection and communication of information, collection 
of data at various points is necessary. Data collection is the key component to support both 
the research and day–to–day patient treatment.  
   
There are several ways of data collection: 
(a) Electronic data collection: Some systems use electronic data collection when manual 
data entry is not feasible or cost effective, such as data collected from laboratory 
instruments and databases 
(b) Manual data entry: The data entry unit is staffed by experienced staffs that are 
familiar with special conventions and the quality needs of clinical data processing. 
(c) Computer-Assisted Telephone Interviews: This system provides powerful 
interviewing feature such as dynamic lists, form-based questions, automated 
consistency checks, online context-sensitive interviewer help, external directory and 
coding lookup 
(d) Optical Scanning: Scannable forms may be created to serve as interview instruments 
or case report forms 
  
Forms are tools used for gathering the data that is necessary for further study. Data 
are transcribed from a patient’s medical record onto a paper form, and then keyed into the 
database application. Today there are many research studies done on transcribing the data 
from the patient’s medical record into a form [28].  
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Forms are used to collect patient data. These forms meet data collection requirements 
of the study. They are practical and easy to use, and contribute to the accuracy and timeliness 
of data collection.  
 
Data/ Questions on the electronic forms must meet the needs of different people: 1) 
the form filler, who enters the patient’s information and 2) the database designer, who 
designs the application to receive the data.  
 
During the form design, one has to set the specifications for the fields in the database 
application: one field for each question and the fields will be organized into the tables of 
related information.  
 
2.1.1.2 Missing Values 
 
(a) Missing values in data Entry: 
 
The data mining analysis mainly depends on the accuracy of the database and on the 
chosen sample data to be used for model training and testing. In real-world data, tuples 
(instances) with missing values for some attributes are a common occurrence. Missing values 
or incomplete data are becoming serious problems in many fields of research.  
 
Mostly missing values occur during observations in many areas of research [7]. When 
data are collected by surveys and questionnaires, missing values occur due to entry problems 
or respondents refusing to answer questions.  Capturing patient data in computer-based 
database places an important role for quality data mining results [20]. Appropriate data entry 
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(b) Missing values in existing data: 
 
Various missing value methods can be used for handling missing data for existing 
databases and for data left unknown during or not applicable during entry. 
 
Methods of handling missing data in existing data are: 
(1) Ignoring the instance: The record containing the missing value attribute is ignored/ 
omitted. This results in loss of a lot of information. There are two methods of doing this 
using listwise or pairwise deletion (Appendix E). 
(2) Manual Replacement: Manually search for all missing values and replace them with 
appropriate values. Mostly, these are done when the replacing missing values are known. 
(3) Using a global constant: Replacing all missing values with some constant like “unknown” 
or “?”. 
(4) Using attribute mean/mode: Replacing the missing values with mean or mode of non-
missing values of that attribute or of same class. 
(5) Using the most probable value: Replacing by the most probable value, using decision 
trees or Bayesian methods. 
(6)  Expectation maximization (EM) method: It proceeds in two steps. First step compute the 
expected value of the complete data record likelihood and the second step, substitute the 
missing values by the expected values, obtained from the first step, and maximize the 
likelihood function. These steps are continued until convergence is obtained.  
(7) Multiple Imputation: This process creates data matrices, containing actual raw data values 
to fill the gaps in an existing database. These matrices are further analyzed and the results are 
combined into a single summary finding.  
 
 In today’s market, there are several software that use various data mining tools for 
handling the missing values. This Thesis describes four software that can handle the missing 
values: WEKA, CRUISE, NORM and DTREG. 
• WEKA: - WEKA is a software developed by Waikato University, New Zealand [16]. 
It is implemented in Java, and has implemented package classes that can be used. 
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These classes perform various machine learning algorithms that can be used for any 
data set. The data set can be preprocessed and fed into a learning scheme and can 
analyze the resulting classifier, with just using the classes. This software uses mean – 
mode method to handle the missing values, where the numeric missing values are 
replaced with their means and nominal values are replaced with their mode values. 
• CRUISE: - CRUISE is a software used for the tree structured classification. It is 
developed by Hyunjoong Kim, and Wei-Yin Loh. CRUISE stands for “Classification 
Rule with Unbiased Interaction Selection and Estimation”, improved from the 
algorithm FACT [21]. It has several algorithms for the construction of classification 
trees. Missing values in CRUISE are treated by global imputation or node wise 
imputation. There are mainly two kinds of node splits during tree construction for 
classification: univariate split and linear combination split. Univariate split handles 
the missing values by fitting (available cases) and imputing, whereas linear split has 
four choices of handling missing values: to fit (complete cases) and impute, for node 
wise imputation and fit, to fit (available cases) and impute, or for global imputation at 
root node and fit. These missing values are handled during the construction of the 
tree. 
• NORM: - NORM uses multiple imputation method to handle the incomplete 
multivariate data, assuming multivariate normal distribution of the data. It is a 
software that performs the pre and post processing of data, but cannot handle any 
statistical methods for classification or regression [6]. This model generates 
imputations. There are two procedures that are performed in this model: EM and data 
augmentation (DA). The EM procedure estimates the means, variances and 
covariances (or correlations) of the variables, and the DA method (Appendix B) uses 
these values as the starting values and generate multiple imputations for the missing 
values. NORM can also perform the post processing like transformations and 
rounding and imputing all the variables in one file to be used for performing other 
statistical methods.  
• DTREG: - DTREG is a tool that is used for modeling the data with categorical 
variables [33]. It is referred as “Decision Tree Regression”. DTREG builds 
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classification and regression decision trees that can model data, their relationships and 
predict values for future observations. It uses two methods for handling the missing 
values: use surrogate splits method, or put rows in most probable group. In surrogate 
splits, if the target variable is missing, they are replaced by the surrogate splits. In this 
process, the association between the primary splitter and each alternative predictor is 
computed and ranked as surrogate variables. The highest association to the primary 
splitter that has no missing value for the row is used for the missing value. Whereas 
in the other case if the value of the splitting variable is missing, the row is put into the 
child group that has the greatest likelihood of receiving unknown cases. 
 
There are other software programs that can perform various missing handling methods. 
Due to the authorization and cost constraints, the above four free software are considered 
for the analysis of data.  
 
2.1.2 Data Mining 
 
 Data mining is among the most important tools that is used in the knowledge 
discovery process. It can be considered the heart of the KDD process. It is an analytical 
process that is designed to discover the hidden information from data warehouses.  
 
Data mining is described as the “Use of algorithms to extract the information and 
patterns derived by the KDD process” [9]. 
 
Given a medical/healthcare database, Data mining can generate new medical 
improvements by providing: 
• Automated prediction of trends and behavior: The process of finding 
predictive information in the databases. A typical example is predicting the 
diagnosis of a new patient. Data mining uses the past data and classifies the 
patient to the corresponding diagnosis. 
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• Automated discovery of previously unknown patterns: Data mining mines 
through databases and finds hidden patterns. An example of pattern discovery 
is error-detection, like finding fraud authorizations and inconsistent data in 
medical insurance.  
  








• Association rules 
• Sequence Discovery 
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Figure 3 Data mining models and tasks [9] 
 
Though they are many different data mining problems, three major problems are 
popular [9]: 
 
• Classification learning: - It can be described as predictive modeling. The main 
goal is to induce a model from a training set and to predict (make decisions) 
the class of a new set. The classes are predefined in this process. It finds a rule 
or a formula from the data in the training set (Appendix E) for organizing data 
into classes. The reliability of the rule is then evaluated using the test set of 
data. For instance, classification of patient assessment for the MDS-MH data. 
• Association learning: - The goal of this learning is to find trends across the 
large number of databases that can be used to understand and exploit natural 
patterns. It creates rules that describe how often events occurred together. For 
example, association rules generated for a super market, which is planning to 
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display juice on sale to find the frequently purchased products along with 
juice.  
• Clustering: - Clustering breaks a large database into different subgroups or 
clusters. It’s an art of finding groups in data. It is a descriptive technique that 
groups similar entities together and dissimilar entities into another group. The 
main drawback of this learning is it has no predefined classes. It is also termed 
as unsupervised learning. For instance, determining the target mailings of 
various catalogs bases on the customer interest and income. 
 
The most commonly used techniques in data mining are: 
o Decision trees [25]: Tree-shaped structure to predict the future trends. 
Each branch represents set of rules (decisions) for the classification of 
data. It is popular algorithm that is used for classification. 
o Artificial neural networks [4]: These are non-linear predictive models 
that learn through training and predict new observations from such 
learning. They are represented as network architectures. 
o Nearest neighbor method [9]: To classify a new case, the algorithm 
computes the nearest distance from the new case to each case in the 
training data. It can easily build class models for predication of data.  
o Rule Induction [9]: It is the method of discovering knowledge by 
inducing rules (If-then rules) about the data. This process is in 
unstructured format and difficult to maintain. 
 
We describe the decision tree method in detail in the following section. 
 
2.1.2.1 Decision Trees 
 
There are several data mining tools available, but only few are fit to solve the 
problems considered here. Depending on the algorithms used the results may vary. Most of 
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the software today, like WEKA, CRUISE and DTREG that are used in this Thesis, uses 
decision trees for classification to yield better results.   
 
Decision trees can be the fastest and easiest of the data mining algorithms that are 
used to solve the task of classifying the cases into classes. This algorithm is used in many 
applications from predicting buyers/non-buyers in database marketing to automatically 
diagnosing patients in the medical field.  
 
This Thesis considers only decision trees for the classification due to the following 
reasons: 
1. Decision trees are classifiable: The MDS-MH case study used in this Thesis is 
multiple class classification problem. 
2. Decision trees yields good results for categorical data: Data attributes of the 
MDS-MH are categorical.  
3. Simplicity and interpretability features of decision trees to produce trees. 
 
When there exists a model which needs to make a decision based on several factors, a 
decision tree suits in helping to identify the factors and provide various outcomes of the 
decision.  Decision tree model results are presented in tree structured format (see Figure [4]), 
i.e. it graphically represents the relationships in data. It can be both a predictive and 
descriptive model is used for classification as well as regression tasks.  
 
Decision trees are used to classify the cases/instances by categorizing them down the 
tree from root node to leaf node. Each node represents attributes of the test cases and its leaf 
node represents the class values of the observation case. The decision rule is split on the 
attribute value. This process is iterative which starts from classifying the case from root node 
of the tree and testing the rules specified by the node and moving down the tree branch to the 
corresponding test node value. It repeats the same process at the branch node (which 
becomes root node) until the final leaf node is reached. The test cases on each node are 
mostly If-Then rules, but some uses separate and conquer strategy. Decision trees can work 
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on any type of data and the main target attribute is Boolean (yes/no) or categorical type of 
data. 
 
For instance, consider a decision tree used to classify for a patient’s risk depending on blood 
pressure rate.  
 
Figure 4 Decision tree for a patient’s classification of risk [39] 
 
The tree is build for classifying the patient’s risk. The splitting predicates for BP are 
{=Yes, =No}. The tree is built in a top-down fashion by examining the training data. The 
higher splitting predicates are based on whether the patient blood pressure rate is less than or 
equal to 91. The right most leaf node can be further build.  
 
There are a number of algorithms that are based on decision trees. Some of the most 
common and effectives algorithms are CART, FACT and C4.5. FACT is based on CART. In 
the tools that are used in this Thesis, WEKA is based on the C4.5 learning algorithm and 
CRUISE is advanced version of FACT. The C4.5 is the upgraded version of the basic ID3 
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Once the construction of the tree is done it can be used for predicting a new case 
starting at the root node and following the path of the tree structure to the leaf node. The 
main important concern of this model is finding when to stop the growth of the tree and what 
the maximum depth of the tree. Tree pruning (Appendix F) is considered into account for 
attaining quality predicting results, i.e. once the tree is know, before performing the data 
mining task only necessary data is considered to avoid over fitting. A tree is grown to learn 
the training data where as pruned to avoid over fitting the data (Appendix F). 
 
2.2 Health Informatics 
 
Health care is an enormous part of a country’s economy. In general, health care is 
referred to the delivery of medical services provided by doctors, nurses and allied health 
professionals. Health information, especially clinical information, proliferates on a daily 
basis and is extremely variable and difficult to assess. As a result, there is a need for finding 
criteria that can be used to evaluate the quality of the hidden information. Thus, focus on 
using computers to maintain the information has begun. 
 
The use of computers in health care started in early 1970’s [19]. The initial use of 
computers focused on administrative process like hospital billing, financial applications and 
physician billing. Later, computers took over from paper based medical records in the 
processing of organizing, storing, integrating and retrieving medical and patient information.   
 
Clinical information about a patient derives from a variety of sources, like the patient, 
the attending physician, consultants, laboratory etc. Paper-based systems are inefficient for 
managing enormous amount of medical and patient information that can affect patient care. 
For example, physicians must learn and retain tremendous information about antibiotics, 
appropriate dose and frequency for the patients. If the medical record is hand written and 
poorly organized, it is difficult for the physicians to locate the information they need.  
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Computers play an important role in eliminating medical errors in the development of 
medical alerts and protocols that make health care professionals aware of the potential for a 
medical error. Computer technology also reduces the number of mortality and waiting time to 
see the physician as well as the cost and time during registration process. 
 
Evolution of data mining in health applications helps the professionals in making 
clinical decisions. Medical decision-support systems deal with medical data and knowledge 
domain in diagnosing patient’s conditions as well as recommending suitable treatments for 
the particular patients.  Several data mining techniques and algorithms are used to mine 
quality data in clinical databases. Also different data preprocessing techniques are applied 
during the data inputting stage for better mining results.  
 
The informatics part of health care can take care of the structuring; searching, 
organizing and decision making with the emergence in health informatics came many 
important research ideas and fields of study. One among them is the Resident assessment 
instrument (RAI) [13]. 
 
2.2.1 Resident Assessment Instrument (RAI): 
 
The RAI is a comprehensive and multidisciplinary mental health assessment system 
that is used for assisting adult facilities, mainly long-term residential facilities [13]. These 
assessments information is used to gather an entry resident’s psychiatric, social, 
environmental and medical information. Assessment forms are basically structured in the 
form of questionnaires. This information is used to provide acute and long term care of a 
resident.   
 
The forms used by these RAI systems are termed as the minimum data set (MDS) 
which can be considered as the minimum number of questions that are required to make a 
proper diagnosis of a patient with respect to certain problem. The data in the forms can be 
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updated with respect to the patient’s health and gradually improve the care that is provided to 
the patient.  
 
Gathering and updating the information will provide better treatment for the patient. 
The end result after using these forms is to produce quality of resident care and at the same 
time to promote quality of the resident’s life. The information of a patient can be gathered 
from the patient or a person representing the patient.  
 
The RAI consists of three basic components: 
• Minimum data set (MDS) 
• Resident Assessment protocols (RAP). 
• Utilization Guidelines 
 
MDS can be considered, as an accurate and complete documentation of a patient with 
long term needs. These are questionnaire kind of forms that are used for classification or 
categorization of a new patient. The patients’ needs with respect to care, problems and 
conditions of medication are mentioned within this documentation.  
 
In this Thesis, we are concentrating on the MDS-MH assessment data for psychiatric 
patient that is obtained from RAI-MH, where MH refers to mental health. The assessment 
form deals with all the information that is required to give proper assessment of patients with 
long term mental problems. The assessment information will give information regarding 
which of the four categories will a patient be admitted looking at the various attributes in the 
assessment form. The four categories of patient classification are the following: 
 
• Acute Care 
• Longer term patient 
• Forensic patient 
• Psychogeriatric patient 
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The RAI-MH has data obtained from 43 hospitals with around 4000 patients of cases 
are being considered as a case study. There are 455 attributes that will be used for the 
classification of patients into the four major categories in mental healthcare. 
 
Some of the sections that are present in the minimum data set for mental health 
(MDS-MH) are 
 
• Name and identification numbers 
• Referral items 
• Mental health service history 
• Assessment information 
• Metal state indicators 
• Substance use and excessive behavior 
• Harm to self and others 
• Behavior disturbance 
• Self care 
• Medications 
• Health conditions and possible medication side effects 
• Service utilization and Treatment 
 
The advantage of the MDS-MH is some of the patient attributes are based on time 
series of data. Each and every attribute is related to another. Thus we can refer to an attribute 
of importance to the Clinician over a particular period of time to check on the improvements 




This chapter presented a brief literature review of the different components that are 
required for the architecture of the system. It also presents an overview of the different 
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components, such as the MDS-MH and machine learning. With the background knowledge 
of data preprocessing, missing values and form design we can show how MDS-MH are 
converted to electronic forms while reducing erroneous data for better quality data mining 
results. The next chapter is more focused on the detailed design of the E-Intelligence form 
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Chapter 3 
System Architecture and Model 
  The goal of this Thesis is to minimize erroneous data and handle missing 
values during different stages in data mining.  The main task is to reduce the missing values 
during the entry level of data, before the data is stored in data warehouses. Various data 
mining and fuzzy logic concepts can be used to reduce the noise in data. This chapter 
discusses the architecture and model of the E-Intelligence form design, and various handling 
missing values methods that can be performed on existing databases. 
  
3.1 System Architecture 
  The Thesis concentrates on the data preprocessing task of the KDD process. 
Two main problems addressed here are: 
1. Handling data during entry step 
2. Handling missing values for the existing databases 
 
The system architecture of the E-Intelligence form and the support software 
are shown in Figure 4: 
1) GUI  
2) Controller  
3) Web/PDA application  
 
The three components are discussed in further detail in the subsequent sections. 
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Figure 5 Architecture of the E-Intelligence form design 
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3.1.1 GUI 
 
The GUI is the main component of the overall architecture, which performs various tasks of 
the KDD process from data preprocessing to data mining. 
 
 
Figure 6 Architecture of the GUI 
 
  The software design of the E-Intelligence form consists of the following 
components: 
1. E-Intelligence form design: This component creates the electronic forms that can be 
designed for any questionnaire type of data forms which have some intelligence 
(finding missing values, reducing errors, and consistency) with each field. 
2. Entry checker/ logic layer: This is the component where the logic to handle the data is 
used to reduce the missing values during entry level. The data is made clean as 
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possible by avoiding the noisy data. Logic is applied to check the consistency 
between the attributes for accuracy. This is domain dependent. It can also be accessed 
for the offline data, that is existing data to reduce the error data, duplicate records and 
inconsistent data. 
3. Database layer: This component is where the data is stored and maintained in the 
database for future usage. Before the data is stored in the database, the entry checker 
checks for the duplicate records using various constraints and conditions and, if any 
exist, it eliminates them. The data now stored is error free and only has unknown 
values. 
4. Missing values analyzer: This is the component that performs various missing data 
handling methods on the existing raw data. Software like WEKA, CRUISE, NORM 
and DTREG are used to perform these missing values tasks. This is an offline 
process, which can be performed on the existing data. It is not performed on the 
online data during the entry step. 
5. Data mining analysis: This component can be used for performing various data 
mining techniques like classification, regression etc to analyze the data. Decision tree 
technique is used to classify the data sets in this Thesis. This is also an offline, post-
collecting step.  
 
The flow of the software starts at the E-Intelligence form. During form entry, data 
preprocessing tasks are performed like reducing missing values and erroneous data by the 
Entry checker before the data is stored in the database. After data is stored in the 
database, once again the data preprocessing tasks can be performed and missing values, if 
any, are replaced using different tools.  Later, any data mining technique can be applied 
for analyzing the data and the results obtained can be evaluated with the results of the 
data having missing values or erroneous data. 
 
The model can also perform the missing values handling methods on the existing raw 
data sets. The E-Intelligence form has an option of selecting the missing values analyzer to 
perform this task. It can also perform only data mining techniques for the existing data sets. 
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The flow of the software is shown in the Figure [5]. The flow can change from performing 
data preprocessing tasks and then applying data mining techniques to only applying the data 
mining techniques. The results of both the cases can be compared for the accuracy and 
efficiency of analyzer results.  
 
Various data mining techniques and missing value handling methods use different 
formats of data. The main idea of this Thesis is to develop a user-interface for quick and 
better results. This software can help the user in selecting the raw data sets of any format and 
then apply different missing values replacing techniques and check for accuracy of the 
results.  The results are output to the user in the format that is understandable and shows the 
replaced missing attribute values. The user can also have the option of evaluating the results 
from the analysis of data that have missing values. Once the data preprocessing is done, 
various data mining techniques can be applied and the results can be displayed to the user. 
The software used in this Thesis performs all these tasks but cannot provide the results or 
analyze the results obtained form different software in one single file.   
 
3.1.2 User-Interface Controller 
 
This is the second component of the architecture. This is a user-interface, which is mainly 
designed for the easiest and quickest access of data and different tasks like handling missing 
value tasks and data mining tasks.  
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Figure 7 User-interface controller 
 
The above user-interface controller can be activated from the E-Intelligence software 
and is designed for handling missing values using various techniques. The user can enter the 
raw data of any format in the database name input box for performing the data mining. The 
selected database is analyzed and the attributes data types are automatically listed in the 
preprocessing fields frame. Once the fields are selected, the user can perform different 
missing values tasks. Before performing the tasks, the fields should be formatted respectively 
to perform the corresponding task. Once all the fields have performed the missing values task 
and corrected data is ready, the new output for the database can be generated. These results 
also indicate which attribute values are replaced and by what value. The results obtained can 
be checked and evaluated after performing the data mining classification on the new data.  
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The user also has the option of adding new algorithms for handling missing values to 
perform on the selected data. Due to the complexity of databases for analyzing the replaced 
missing values, and as the software used in this Thesis are restricted for database sizes, and 
due to time constraints, this system has not been yet implemented. But different missing 
value methods are discussed and explained using the breast cancer data as the case study and 
a subset of MDS-MH data is considered for checking the replaced missed values accuracy of 
the software by eliminating some of the existing attribute values.  
 
3.1.3 Web/PDA Application 
 
The effectiveness of mobile and point-of-care decision support indicates the 
significant impact that personal computers and handheld computers have on the daily 
activities of different medical specialists. The study, conducted by Skyscape, shows that 
more than 50 percent of medical professionals indicated PDA use reduces their medical 
errors by more than 4 percent. Considering, the fast growing new technologies, further, this 
Thesis model can be moved towards the development of the software on a mobile computing 
device like a PDA. Once the software is developed on a personal computer it can be installed 
on PDA for quicker and convenient access.  
 
Due to the main drawbacks of this device, namely, low memory and low computation 
power, it is not advised to store all the data and the data mining techniques. Another 
approach is to run the techniques on the PC and save the results on the PDA.  
 
Thus, instead of storing all the data, data preprocessing tasks (missing values 
handling methods) and the data mining algorithms are run on the computers and only the 
results or the rule set for classification or missing data are saved on the PDA. We then input 
the data directly on the PDA and the inputs will be tested with the rule set and providing the 
answers. With the help of Internet service we can send the data to the server where 
computation can take place and output the results from the server. Due to the increasing 
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usability of Internet, this software can also be implemented on the Web. The programs are 
similar for both the models.  Next section describes the form design. 
 
Flowchart of PDA and Server side program: 
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Figure 9 Flowchart of server program 
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3.2 E-Intelligence Form Design 
 
Clinical data consists of large quantities of information about patients and their 
medical conditions. Accessing this data by various people for further improvement of 
treatment is most necessary on a daily basis. For example, if a physician wants to know what 
kind of medication the current patient is taking or how much dosage the patient is taking, 
he/she has to access the previous clinical records of the patient. With technology 
advancements, computer-based patient record software makes the collection and access of 
health care data more manageable. For further discovery of trends and patterns hidden within 
the data, in improving the medical treatment and providing quality health care, analyzing and 
evaluating the stored data is essential.  
 
There are several steps to be taken for maintaining the patient record software. The 
most important cases are entering the patient data and storing the data in the databases. This 
Thesis mainly concentrates on the handling the data with form design. The underlying 
concept of this application design is to reduce errors and make sure the data has no missing 
values, apart from the cases of unknown data, during data entry. The logic used in this design 
can be applied for any database application that has need for some underlying intelligence 
between the attributes.  
  
Form design plays an important role in the medical field. A range of forms have been 
designed and used on a daily basis in various medical departments like nursery, laboratory, 
pharmacy, and clinical treatment. Several electronic forms are designed that satisfy the needs 
of the medical assistants. These forms perform tasks like storing, retrieving and modifying 
the data. Some of these also check for the attribute data types and eliminates duplicate 
records. But most of the forms cannot handle the technique of learning forms, reducing 
missing values, noise in the data and finding attribute consistencies. The E-Intelligence form 
created uses intelligence in handling data, by finding erroneous data and inconsistent data.   
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Several software tools like JAVA, C++, HTML, Developer 2000, VB, VB.Net, etc 
are studied for the design and implementation of the data set. Visual Basic is selected for the 
application design as it was easy to use, design and implement.  
 
The E-Intelligence form is designed to reduce the missing values and noisy data 
during data entry. Duplicate records and consistency between attributes are also checked 
before the data is stored in databases. This form is used for storing, and retrieving the 
patient’s data. Patient’s data is maintained using the case record number, which acts as the 
primary key for the database. Patient’s data can also be retrieved for viewing or editing the 
details by one of the attributes: case record number, health card number or patient’s name. 
This form also has the option of selecting various missing values handling methods or data 
methods to perform on the databases of any format.  
 
The underlying logic of the E-Intelligence form design can be used to any 
questionnaire kind of data. The E-Intelligence form commutes with the Entry checker layer 
for handling the data. After each and every data entry value, the entry checker checks for the 
accuracy. Various cases are considered to reduce the noise in the data and missing values 
before the data is stored in the databases. For instance, during the data entry of birthdate 
attribute of a patient, it checks if the patient’s age is accurate like checking if the day and 
month are consistent. It also checks for the year, for instance, a patient who is born in the 
same present year cannot be a right age since considering this form for a MDS-MH data, a 
newly born child cannot be admitted in a mental assessment care. Other tasks like 
eliminating the duplicate records and reducing the errors in data by checking the consistency 
between the attributes are also implemented in this layer. 
 
The E-Intelligence form can also transfer the process to the controller, which 
performs all the tasks in a single user-interface like selecting the existing database of any 
format, applying various missing value handling algorithms or data mining algorithms and 
analyzing the results. The user also has the option of adding new algorithms to perform on 
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the data. Due to the increasing need of internet and mobile devices in the medicine field for 
acquiring good and quality health care, this user-interface controller can be developed as a 
web application or can be fed into a PDA.  
 
3.3 Entry Checker  
 
Every attribute of each record should contain valid and meaningful information. In 
the real world, we cannot assume that source data will be complete. In order to avoid the 
problem of missing dimension key values, it is necessary to consider the starting place where 
data could be missed namely, data entry.  
 
There are mainly two kinds of missing values: user defined missing values and 
system missing values. User defined missing values are values that are indeed missing or that 
does not apply in particular cases. System missing values occur when no value can be 
obtained for a variable during data transformations. Most of the missing values occur due to 
missed entry or due to unknown data. Every survey will have missing data for some 
questions, but too many missing data leads to poor quality data mining.  
 
In most occasions of missing value: some parts of data may be missing. For example, 
patient’s name, gender, birthdate etc. Here the application design is implemented to handle 
missing values during data entry. The Entry checker level handles the data preprocessing task 
for the E-Intelligence form design. During the entry of the form each new patient has unique 
record number, primary key for which the value is entered directly and each attribute’s value 
is checked before they are stored in the database. Another case considered during data entry 
is eliminating noisy data.  Entering wrong data in the databases misleads the data mining 
results.  
 
There is a two-way process between the E-Intelligence form and the Entry checker 
layer. Each and every data entry is checked for accuracy by the Entry checker and if any 
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value is found erroneous, a message is sent to the user indicating the wrong entry and 
immediate action is taken. Until the data value entered for the particular attribute is correct, 
the user cannot access or enter to the next field. For attributes where the value is compulsory 
say name of the patient, date of birth etc., the user cannot pass to the next question until 
correct values are entered for these fields. The only data values that are missing in these 
cases are unknown values.  
 
The Entry checker layer also has fuzzy logic concept to check the consistency 
between attributes. The main usage of this E-Intelligence form design is to reduce the noisy 
data. Various rule based statements are coded to perform this consistency check and the 
accuracy of the attribute values is analyzed. For instance, the birthdate attribute and the 
admission date attribute are checked for consistency. A patient’s birthdate and admission 
date cannot be similar incase of a mental assessment care form. Before the data is stored in 
the databases, Entry checker also handles the duplicate records. Duplicate records mislead 
data mining results.  
 
Other preprocessing tasks like transformation and reduction of data can also be done 
in this layer. The user-interface of E-Intelligence form has a selection feature to select these 
tasks. The user inputs the data and fields that need to be transformed or reduced to the Entry 
checker, which perform the corresponding tasks. If the tasks are done correctly, the user is 
prompted with a message of successful task performance else the corresponding error is 
messaged to the user, to take action. The results of this data can be saved in the database as 
different data file or can update the existing file.  
 
3.4 Missing Values Handling Software 
  
Most of the data mining techniques ignore the records with missing values. Instead, 
using efficient methods to fill these missing values will extend the applicability in terms of 
accuracy for many data mining methods. The accuracy of the tools will be increased by a 
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larger training set, leading to betters rules and decision trees which will contribute improved 
results in terms of classification of the data set.  
 
Each data mining algorithms requires the data to be submitted in a specified format. 
The generation of raw data into machine understandable format can also be termed as 
preprocessing of the data.  
 
• Machine understandable format 
 
Raw data is usually stored in ASCII, Excel ® or other database types of files. There 
are times when the raw data does not process any format. Raw data cannot be used directly 
for processing, with most data mining algorithms. They first need to be processed into a 
machine understandable format. Some of the data mining algorithms require attributes that 
are separated by comma; others might require attributes to be separated by space etc. Thus 
usually the set of data must be made into different formats for the tools to understand the 
data. This is termed as the machine understandable format.  
 
Having data already in a format understandable by the algorithms can result in 
improvement in efficiency. In most cases the rows represent a single case and columns 
represent the attributes that are present within this case. In some of the databases that are 
available online, most of them are in the CSV format where all the attributes are separated by 
commas and two commas simultaneously stands for a missing data attribute. Sometimes 
when attributes are missing, we will find a question mark in place of the missing attribute 
instead of finding an empty space. 
 
This section looks into a few missing value handling methods like mean-mode, 
complete cases, available cases, multiple imputation, and surrogate splits, for the cases where 
the data already exists but have missing values. To evaluate these methods, WEKA, 
CRUISE, NORM and DTREG software are considered and were tested with the breast 
cancer data from the University of Wisconsin [40].  
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The attribute and their data types of the breast cancer data are given below: 
 
   # Attribute                       Domain 
   -- ----------------------------------------- 
   1. Sample code number  id number 
   2. Clump Thickness              1 - 10 
   3. Uniformity of Cell Size    1 - 10 
   4. Uniformity of Cell Shape       1 - 10 
   5. Marginal Adhesion              1 - 10 
   6. Single Epithelial Cell Size    1 - 10 
   7. Bare Nuclei                     1 - 10 
   8. Bland Chromatin                1 - 10 
   9. Normal Nucleoli                1 - 10 
  10. Mitoses                         1 - 10 
  11. Class:                          (2 for benign, 4 for malignant) 
 









In the database the attribute “ID number” will not contribute any information towards 
the machine learning in determining whether the person has cancer or not so from hence 
forth that column will be removed from all the cases within the database. The Wisconsin 
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database consists of 699 cases. Using the below software, missing values in the data are 
handled and then classified as ‘a’ for benign or ‘b’ for malignant. 
  




a. Mean – Mode method  
2. CRUISE 
a. Fit (complete cases) and impute 
b. Nodewise imputation 
c. Fit (available cases) and impute  
d. Global imputation at root node 
3. NORM 
a. Multiple Imputation 
4. DTREG 
a. Surrogate splits 
 
The above software handles the missing values during data preprocessing stage and 
data mining stage. WEKA and NORM handles the missing values before processing the data 
mining task, while CRUISE and DTREG handle the missing values during the data mining 
processing, building the decision trees for classifying the diagnosis/patient assessment. 
WEKA can also handle the missing values using J4.8. 
 
3.4.1 WEKA Software 
WEKA system, developed by University of Waikato in New Zealand is used to 
implement the data mining algorithms. The system is written in Java, an object oriented 
language. Java provides a uniform interface to many different learning algorithms, along with 
methods of pre and post processing and for evaluating the results of learning algorithms on 
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any given data set. Using WEKA system we can process the data set, feed into a learning 
scheme and analyze the resulting classifier and its performance.  
 
The most common method of filling the attributes efficiently without too much 
computation is replacing all the missing values with the mean or the mode of that attribute. 
WEKA includes a predesigned algorithm, ReplaceMissingValuesFilter class, for handling the 
missing values.  This uses mean or mode method of handling missing values. It replaces the 
missing values with constants. For numeric/continuous attributes the constant is the 
attribute’s mean value and for nominal/categorical ones, its mode. This algorithm overwrites 
the three main methods defined in the Filter: inputformat (), input () and batchFinished ().  
 
WEKA software provides various data mining techniques for classification, 
clustering, and association. This Thesis focuses on classification technique.  J4.8 decision 
tree algorithm, in analogous to C4.5 is used to implement the classification. C4.5 has ad-hoc 
procedures built in to handle the missing values. CART uses surrogate splits whereas C4.5 
uses fractional cases. The latter handles the data with missing values by replacing them with 
the most common or the most probable value. 
 
 Most of the data mining tools consider data in the CSV format for running the data 
mining algorithms. The data that is used for WEKA should be made into the following 
format shown in the table below and the file will have the extension dot ARFF (.arff). The 
last attribute where the classification of the patient is done is made into a categorical format 
that is the classification attribute ‘diagnosis’ takes string values ‘a’ when tumor is benign and 




@attribute 'ClumpThickness' real 
@attribute 'UCellSize' real 
@attribute 'UCellShape' real 
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@attribute 'MAdhesion' real 
@attribute 'SEpithelialCellSize' real 
@attribute 'BareNuclei' real 
@attribute 'BlandChromatin' real 
@attribute 'NormalNucleoli' real 
@attribute 'Mitoses' real 







 Once the breast cancer data is transferred to .arff format, it is loaded into WEKA. The 
WEKA explorer is shown in Figure [10]. First the data is preprocessed and then the learning 
algorithm is applied for classification.  
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Figure 10 WEKA software  
 
As shown in Figure [10], the attributes of the data set are displayed in row format on 
the left hand side of the screen and the data type and the number of missing values for each 
attribute along with the graphs that represents the attribute distributions are displayed on the 
right hand side.  
  
Here only one set of data is considered, that is training data set. Once the data set is 
loaded, users can select the preprocessing tasks. In WEKA, the preprocessing tools are 
located under the filter package. WEKA uses the mean – mode method of handling missing 
values, which is located under the filter package hierarchy: unsupervised->attribute-
>ReplaceMissingValues. Once the preprocessing tool is chosen it can be applied on the data 
set and the results can be saved and also viewed in the WEKA explorer.  
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The data set of breast cancer database has only 16 missing values (2%) for 
BareNuclei attribute (numeric data type), where 14 cases are of class ‘a’ and the other two 
cases are of class ‘b’. These missing values can be handled using the ReplaceMissingValues 
tool. Once the missing values are handled, the resulting data set show zero missing values for 
the BareNuclei attribute.  
  
 Experiments for the breast cancer case study without handling the missing values and 
after handling the missing values are shown as follows: 
 
1. J4.8 ad-hoc procedure: 
 
Figure [11] shows the classifying results of the breast cancer data before 
handling the missing values using mean-mode method. Decision trees are 
used to classify the data. WEKA uses J4.8, the modified version of CART, to 
perform the decision tree method. The missing values are handled using the 
J4.8 built in ad-hoc procedure. The results shown in the Figure [11] indicates 
that out of 699 instances, 661 are correctly classified.  
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Figure 11 Classification output for J4.8 ad-hoc procedure of WEKA software 
 
2. Handling the missing values using mean-mode method: 
 
The breast cancer training data set consist of 16 missing values for BareNuclei 
attribute. This data is to be preprocessed to handle the missing values for obtaining accurate 
and efficient data mining results. Figure [12] shows the resulting data set after handling the 
missing values. Since BareNuclei is a numeric data type the missing values are replaced with 
the attributes mean value.   
 50  
 
Figure 12 Preprocessing results after replacing the missing values of WEKA software 
 
 After preprocessing, the data set is trained using the decision tree (J4.8) by supplying 
the testing set for classification. Figure [13] shows the classification results of the breast 
cancer data after handling the missing values. The results shows 665 instances are classified 
correctly out of 699. 
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Figure 13 Classification results after replacing the missing values using mean-mode method of WEKA 
software 
 
 The results show there is slight difference before handling the missing values and 
after handling the missing values. There are also differences in the confusion matrix, mean 
error, root mean squared error, relative absolute error, root relative squared error, kappa static 
rate etc. 
 
Accuracy obtained for handling the missing values by J4.8 method and mean-mode method: 
 
Handling missing values 
using J4.8 
Handling the missing values 




Table 1: Accuracy obtained with respect to the WEKA software 
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Confusion matrix for the above results: 
 
Handling missing values 
using J4.8 
Handling the missing values 
using mean-mode method 
A B A B 
438 20 438 20 
 
WEKA 
18 223 14 227 
Table 2: Confusion matrix of WEKA software 
 
 



















0.893 0.0637 0.2142 14.1037% 45.0743% 
Table 3: Error rates of WEKA software 
 
 
The above table shows that there is some difference in the error rates for classifying 
the data by handling the missing values using J4.8 and mean-mode method. The confusion 
matrix does show that the results classifying the diagnosis to ‘a’ or ‘b’ is also differed from 
the ones handling the missing values using mean-mode method. 
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Classifying the data, which is handled by mean-mode method, using CRUISE linear 
combination split method, the results shows the correctly classified instances are 676 out of 
699.  
 
Accuracy obtained by CRUISE classification and WEKA’s J4.8 classification after handling 
the missing values using mean-mode method: 
 
WEKA (J4.8) CRUISE Classification after handling 
the missing values using 
mean-mode method 
95.1359% 96.7095% 
Table 4: Accuracy obtained by CRUISE and WEKA classification after handling the missing values 
using mean-mode method 
 
Confusion matrix obtained by CRUISE software: 
 
A B 
447 11 CRUISE 
12 229 
Table 5: Confusion matrix obtained by CRUISE software after handling the missing values using mean-
mode method 
 
Classifying the date using DTREG software after handling the missing values using mean-




Accuracy obtained by DTREG software after handling the missing values using mean-mode 
method: 
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DTREG Classifying after handling the missing values 
using mean-mode method 95.708% 
Table 6: Accuracy obtained by DTREG classification after handling the missing values using mean-mode 
method 
 
Accuracy obtained for the three software: 
 
WEKA (J4.8) CRUISE DTREG 
Classification after 
handling the missing 
values using mean-
mode method 
95.1359% 96.7095% 95.708% 
Table 7: Accuracy obtained by WEKA (J4.8), CRUISE and DTREG classification after handling the 
missing values using mean-mode method 
 
There is slight difference between the accuracy obtained by the three software. But CRUISE 
software indicates better accuracy compared to other two methods  
     
3.4.2 CRUISE Software 
  
CRUISE is a tree-structured classification. It is a modification of FACT decision tree 
that splits each node into many sub nodes. It has many ways to deal with the missing values. 
It can treat them by global imputation or node wise imputation. The CRUISE algorithm can 
structure the nodes in two ways, either by the univariate split or by the linear combination 
split. The default setting of the tool is univariate split. 
 
 The univariate split method can only handle the missing values using the available 
case solution (Appendix A). The CRUISE tool only supports the linear split method to 
handle the missing values using the four options: 
a. Fit (complete cases) and impute 
b. Nodewise imputation 
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c. Fit (available cases) and impute  
d. Global imputation at root node 
 
During pruning the tree also handles the missing values using the following: 
1. Root node imputation 
2. Nodewise mean/ mode imputation 
3. Estimate the class and impute 
4. Go down if possible 
5. Alternate split 
6. Proxy split 
  
CRUISE takes three input files: data file, test file (if available) and description file. 
Data file consists of the training data set. The test set can be provided for the classification of 
the training data set. In this case, only two input files are considered: data file and description 
file. The description file consists of the name of the data file, missing value, followed by 
attribute names and their data types.   
 

























The following are the overall accuracy obtained when running the sets of experiments on the 
various data sets 
 
Univariate Split Linear Split 
CRUISE 
94.993% 96.9957% 
Table 8: Accuracy obtained with respect to the CRUISE software 
 
The confusion matrix will provide a rough estimate on how the data is classified for the 
different sets of Examinations 
 
Univariate  Split Linear Split 
A B A B 
438 20 448 10 
CRUISE 
15 226 11 230 
Table 9: Confusion matrix of Cruise Software 
 
 The linear split use different methods for handling the missing values. The above 
results are drawn from Case 1 (see below). Applying all the four methods on the breast 
cancer data: 
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Case 1: Fit complete cases and impute 
 During pruning: 
 Test 1: Root node imputation 
 Test 2: Nodewise mean/ mode imputation 
   Test 3: Estimate the class and impute 
   Test 4:  Go down if possible 
Test 5: Alternate split 
Test 6: Proxy split 
 
Similarly, all the six methods of handling missing values during pruning the tree are 
performed for the remaining three cases: 
Case 2: Nodewise imputation and fit 
Case 3: Fit (available cases) and impute 
Case 4: Global imputation at root node and fit 
   
The correctly classified testing set instances (out of 699) for all four cases: 
 
 
 Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 
Case 1 676 676 676 676 676 676 
Case 2 678 678 678 678 678 678 
Case 3 NA NA NA NA NA NA 
Case 4 678 678 678 678 678 678 
Table 10: Correctly classified instances for all four cases in CRUISE software 
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 Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 
447 11 447 11 447 11 447 11 447 11 447 11 
Case 1 
12 229 12 229 12 229 12 229 12 229 12 229 
448 10 448 10 448 10 448 10 448 10 448 10 
Case 2 
11 230 11 230 11 230 11 230 11 230 11 230 
NA NA NA NA NA NA NA NA NA NA NA NA 
Case 3 
NA NA NA NA NA NA NA NA NA NA NA NA 
448 10 448 10 448 10 448 10 448 10 448 10 
Case 4 
11 230 11 230 11 230 11 230 11 230 11 230 
Table 11: Confusion matrix for all the four cases in CRUISE software 
 
Case 3 can be applied for only the univariate method and Case 2 and Case 4 give the same 
results. Eliminating Case3, the accuracy of the three cases is shown below: 
Accuracy of the three cases: 
 
Case 1 Case 2 Case 4 
Accuracy 
96.7095% 96.9957% 96.9957% 
Table 12: Accuracy for all the four cases in CRUISE software 
 
There is a slight difference between Case 1 and Case 2 & Case 4. 
 
3.4.3 NORM Software 
 
NORM is a software that handles the missing values using multiple imputation, i.e. 
each missing datum is replaced by m>1 simulated values. It can also perform the pre-
processing tasks like transformation for generating efficient results and post-processing like 
combining all the imputations into one set for performing the data mining tasks on a single 
data set. NORM cannot handle all the statistical analysis like classification or regression but 
it just performs only the pre-processing tasks like handling missing values. Once the output 
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of the data set is generated, it can be used by other statistical packages for performing the 
data mining tasks.  
 
The process consists of two algorithms to handle the missing values: EM algorithm 
for estimating the mean, variances, and covariances (or correlations) of the attributes and the 
data augmentation for generating multiple imputations of the missing values (Appendix B).   
 
NORM accepts only ASCII format data types with extension “.dat”. It takes one input 
fie, containing the training data values, and the attributes of the data file must be given in 
another file with the same name as the data values file name and extension “.nam”. The 
missing values must be denoted by single numeric value like -9, -99 or 1000 but not any non-
numeric type. The main drawback of this software is it gives better results for continuous 
data.  
  











The data file in ascii format: 
5 1 1 1 2 1 3 1 1   
5 4 4 5 7 10 3 2 1   
3 1 1 1 2 2 3 1 1   
6 8 8 1 3 4 3 7 1   
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As noticed above, the diagnosis attribute is deleted due to its non-numeric data type, 
as NORM does not support non-numeric data type. The values can be transformed to 
numeric, say ‘a’ to 1 and ‘b’ to 2, since this is categorical data and has no missing values this 
can also be eliminated.  
 
 Once the data file is inputted, pre-processing tasks like transformations, selecting a 
few variables, and modifying the attribute names can be done before performing the process. 
The summary of the data file and the attribute names and the data types can be viewed. Once 
the data file is selected before performing the multiple imputation of missing values, EM 
algorithm is executed for providing good starting values for data augmentation procedure and 
also helps the DA to converge quickly. The EM algorithm is used to estimate the mean, 
variances and covariances using all the cases in the data set (including missing values). 
Figure [14] shows the EM algorithm output. 
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Figure 14 EM algorithm output for NORM 
 
Once the EM algorithm is executed, the DA algorithm simulates the random values of 
the parameters and missing data from their posterior distribution by taking the starting values 
for the parameters generated by EM algorithm. The DA results can be seen in Figure [15]. 
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Figure 15 DA output for NORM 
 
 
Finally the NORM software can also generate the imputation file containing the 
imputed data set for performing other data mining tasks. Figure [16] shows the final results 
of the procedure. 
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Figure 16 Final imputed results for NORM 
 
 Once the data is ready after performing the pre-processing tasks (handling 
missing values), any software can be applied for data mining tasks. In this case, WEKA 
software is used to classify the resulting data set. The results shows 661 correctly classified 
instances and the error rates are much less compared to the mean – mode method: 
 




Table 13: Accuracy obtained with respect to the NORM software using WEKA classification   
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Table 14: Confusion matrix of NORM software using WEKA classification 
 















NORM 0.8804 0.069 0.2265 15.26% 47.646% 
Table 15: Error rates obtained for NORM software using WEKA classification 
 
Classifying the data using CRUISE software, using linear combination split, the results 
indicate the correctly classified instances as 677.  
 
Accuracy obtained using CRUISE software: 
 
CRUISE Classification after handling missing values 
using NORM 96.8526% 
Table 16: Accuracy obtained with respect to the NORM software using CRUISE classification 
  
 
Confusion matrix using CRUISE software: 
 




After handling the missing values using 
NORM 11 230 
Table 17: Confusion matrix of NORM software using CRUISE classification 
 
Classifying the data using DTREG software, the misclassification percent of the training data 
is 4.292, which is similar to the classification of WEKA’s mean-mode data using DTREG. 
 
Accuracy obtained by DTREG software: 
 
DTREG Classification after handling the missing 
values using NORM 95.708% 
Table 18: Accuracy obtained with respect to the NORM software using DTREG classification  
 
Accuracy obtained by the three software: 
 
WEKA (J4.8) CRUISE DTREG Classification after 
handling the missing 
values using NORM 94.5637% 96.8526% 95.708% 
Table 19: Accuracy obtained for the three classification methods after handling the missing values using 
NORM  
 
The above results indicate the accuracy obtained for classification using CRUISE software is 
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3.4.4 DTREG Software 
 
 DTREG builds classification and regression decision trees that model data 
relationships and predict values for future observations. DTREG accepts a data set where one 
of the variables is chosen as a target variable whose value is to be modeled and predicted as a 
function of the predictor variable. It analyzes the data and generates a decision tree by 
performing binary splits on the predictor variable.  
 
 DTREG offers two methods for salvaging rows with missing values on the predictor 
variable that is used for splitting the group:  
1. Surrogate splits:  Surrogate variables are predictor variables that are not as good as 
the primary splitters but serves similar splits. DTREG compares which rows are sent 
to left and right child groups by the primary splitter. The predictors/attributes whose 
splits most closely mimic the split by the primary splitter are the surrogate splitters. 
The association between the primary splitter and each alternate predictor are 
calculated and the surrogate splitter variables are ranked in the decreasing order of the 
association. When DTREG encounters a missing value on the primary splitter, it 
replaces the value with the surrogate splitter variable (no missing value), which is 
having the highest association. 
2. Put rows in the most probable group: If the value of the splitting variable is missing, 
the row is put into the child group that has the highest likelihood of receiving 
unknown or random cases. 
 
Figure [17] shows the DTREG software. The results of the case study, the breast 
cancer data set for DTREG software are discussed further: 
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Figure 17 DTREG software  
 
 
DTREG accepts ASCII format files. Mostly comma separated format files (CSV) are 
used as input files. The decimal point indication, either period or comma, and the 
character used to separate the columns must be specified allowing the input file. The 
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Data file format for DTREG input: 
 
“ClumpThickness”, “UCellShape”, “MAdhesion”, “SEpithelialCellSize”, “BareNuclei”, 
“BlandChromatin”, ”'NormalNucleoli”, “Mitoses”,  “Diagnosis” 
5,  1,  1,  1,  2,  1,  3,  1,  1, a 
 5,  4,  4,  5,  7, 10,  3,  2,  1, a 
 3,  1,  1,  1,  2,  2,  3,  1,  1, a 
 6,  8,  8,  1,  3,  4,  3,  7,  1,  a 
 4,  1,  1,  3,  2,  1,  3,  1,  1,  a 
 8, 10, 10,  8,  7, 10,  9,  7,  1, b 
 
The following notations can be used for the missing values: 
• The question mark character 
• A single period 
• Empty space between two commas 
 
Once the input data is loaded, the user has the option of selecting the target variable, which 
needs to be categorized and the predictor variables. In the breast cancer case the target 
variable is diagnosis attribute. The remaining variables are considered as the predictors.  
 
 The resulting analysis of the DTREG is shown in Figure [18]. 
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Figure 18 Analysis results of breast cancer data set for DTREG 
 
During handling the missing values process, both the options surrogate splitters and putting 
the rows in the probable group are selected. The results in Figure [18] indicate the correctly 
classified instances for the training data.  The DTREG software uses 699 cases of training 
and 690 cases for validation data. The misclassification percent of the training data is 4.292.   
 





Table 20: Accuracy obtained for DTREG software 
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Figure [19] shows the tree structure results of the breast cancer for the DTREG software: 
 
Figure 19 Decision tree of breast cancer for DTREG 
 
3.5 Conclusion for the Breast Cancer Case Study  
 
 The above section discussed the methods of handling the missing values used by four 
software: WEKA, CRUISE, NORM and DTREG. The results of the breast cancer data set 
used for the case study indicates there is a slight difference between the accuracy obtained 
for all the four software in handling the missing values. Among the four, CRUISE software 
indicates better accuracy results for classification of diagnosis. The results might differ for 
other data. In most cases it depends on the number of missing values in the data and the 
instances given. But the results above indicate no matter which method is used for handling 
the missing values, the results might depend on the classification method is used. 
 
Accuracy obtained for breast cancer data using the four software: 
 71  
 
Classification 
Handling missing values 
WEKA (J4.8) CRUISE DTREG 
WEKA 95.1359% 96.7095% 95.708% 
NORM 94.5637% 96.8526% 95.708% 
CRUISE NA 96.9957% NA 
DTREG NA NA 95.708% 





There are various methods of handling missing values and data mining techniques, 
some algorithms might work better than the other while running one type of data as 
compared to the rest. We have seen the model used in developing the E-Intelligence form 
design and how the underlying logic of the Entry checker can reduce the missing values 
during entry level and make sure the data is less erroneous before storing into databases. 
Software that performs different methods of handling the missing values are introduced in 
this chapter. Breast cancer data is used to show how these software can work. In the next 
chapter, we will discuss how the E-Intelligence form for MDS-MH data set is designed and 
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Chapter 4 
Experiments and case study  
In Chapter 3, a discussion on the model of E-Intelligence form design to reduce the 
missing values is presented. The E-Intelligence form is designed for MDS-MH data, but the 
underlying logic of this form design can be applied to any data. This chapter discusses the E-
Intelligence form design and the logic used in Entry checker for the MDS-MH. A subset of 
MDS-MH data is considered as a case study and all the four methods of handling missing 
values, discussed in Chapter 3, are performed on this set and checked for accuracy.   
  
4.1 User Interface for E-Intelligence Form  
 
The main user interface of E-Intelligence form has two features: one for data entry 
step, which is online process and another for existing data, offline, which performs tasks like 
data mining and data preprocessing, mainly handling missing values using different software, 
data transformation and data reduction.  
 
 
Figure 20 User-Interface for the E-Intelligence form design 
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The “Data Entry” feature guides the user to the E-Intelligence form of the MDS-MH 
data set where the user can enter the data, which is an online process. The “Existing Data” 
feature transforms the user to a new form where the users have options of performing the 
data mining process, and data preprocessing tasks like handling missing values using the four 
software: WEKA, CRUISE, NORM and DTREG, data transformation and data reduction on 
the existing data. Here, the tasks of data transformation and data reduction are implemented 
for transforming MDS-MH categorical data to numerical and vise versa and feature selection 
of attributes among the 455 attributes. The underlying logic in these tasks can be used for any 
kind of data set.  
 
4.1.1 E-Intelligence Form Design for MDS-MH data 
 
E-Intelligence form is mainly designed for MDS-MH data, an assessment made with 
psychiatric patients obtained from RAI-MH. This data consists of 455 attributes and 
currently has 4000 patient instances. The data can be used to classify the patient into the four 
major categories, described in Chapter 2, in mental healthcare. The advantage of MDS-MH 
data is most of the attributes are linked together.  
 
Forms are designed similar to the MDS-MH paper questionnaire. Clinical data are 
stored in text, Microsoft ® Excel ® and various other formats. Considering the storage 
capacity and for an easier implementation, Microsoft ® Access ® is used as the MDS-MH 
database.  
 
Next the E-Intelligence user-interface containing the first Form, paper1, of MDS-MH 
system is presented: 
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Figure 21 E-Intelligence user-interface form of MDS-MH data set 
  
These forms are used for entering, storing and retrieving patient’s data. Patient’s data 
is stored and can be identified using the case record number, which acts as the primary key 
for the database. Patient’s data can also be retrieved for viewing or editing the details by one 
of the attributes: case record number, health card number or patient’s name.  
 
Most of the existing forms in today’s medical field satisfy initial tasks like entering, 
storing and retrieving the patient’s data. The E-Intelligence form designed for the MDS-MH 
is different for its intelligence behavior of finding inconsistent and erroneous data. This form 
handles the data preprocessing tasks that can be performed during the different stages of data 
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mining process. This intelligence behavior helps in yielding efficient and accurate 
classification results.  
 
This E-Intelligence form communicates with the Entry checker online and reduces the 
missing values, noise in data and duplicate records during the data entry. The form performs 
online data transformation. It can automatically convert the categorical data to numerical data 
before storing into the database. The user can also do other data preprocessing tasks from the 
form, like data transformation and data reduction on the existing/stored data. The E-
Intelligence form can also guide the user with different missing value handling methods and 
data mining techniques to perform on the existing data. Figure [22] shows the form which 
performs the actions menu. 
 
The File menu in the tool bar of the E-Intelligence form has open, save, close and 
print options, which are used for opening an existing data (instance/record), saving an entry 
record, closing the recent opened data file and printing the data forms respectively. The Edit 
menu has options like clearing the data of an entered attribute, and Go to, which can transfer 
to a particular form (page) of the MDS-MH data. Figure [22] shows the form which performs 
the actions menu.  
 
The Action option in the menu has Entry checker, controller, data transformation, 
data reduction, WEKA, CRUISE, NORM and DTREG. These software are offline processes. 
They can perform only the stored/existing data but for the newly entering data in the data 
entry step. For each and every data entry in the E-Intelligence form the Entry checker checks 
for reducing missing values, and noise in data. Entry checker option can also be used on 
existing instances/records.  
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Figure 22 E-Intelligence user-interface form of MDS-MH data set displaying the Action menu 
 
The main aim of this E-Intelligence form design is to provide the user with better 
usage of different data mining algorithms and techniques. The controller is designed such 
that the user can perform all the data mining tasks by selecting a data set and applying 
different tasks on them. The data can be of any format and the data mining algorithms like 
classification, regression etc. and missing values handling methods are fed into and can be 
applied on the input data. The results are generated to the user by providing the replaced 
attributes. The user also has an option of adding new algorithms to the software. Given the 
available resources and the time constraints, only a selection of missing value handling 
algorithms are chosen, for example, WEKA, CRUISE, NORM and DTREG. Figure [23] 
shows the WEKA software running from E-Intelligence form. It can be seen from the Figure 
[23], the command prompt indicating the message “called from E-Intelligence form”. 
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Figure 23 WEKA software running from the E-Intelligence user-interface 
 
Typically, any piece of software cannot handle all types data formats hence, data 
transformation is necessary for performing. MDS-MH data is mainly divided into categories 
with multiple choices. Most of the attribute values are 0,1,2,3 or 4 etc, which indicates 
particular choice. All of the software we use considers these values as numeric. Software like 
WEKA and NORM, replaces the missing values with mean-mode and multiple imputations 
respectively, which have no meaning. This misleads the data mining results. To avoid this, 
data transformation can be done by selecting the data transformation option available in the 
Action menu. Selecting this option, the user has to provide the data file, fields, data type to 
be changed and to which data type it has to be changed. By providing this information, the 
control goes to the Entry checker layer where these actions are performed. 
 
Data can also be reduced to provide more efficient results. The attributes of MDS-
MH are reduced to 255. Considering the case of diagnosing the patient to the categorized 
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health care option, few attributes are eliminated as being irrelevant. The user can also have 
an option of reducing the data size to attain more efficient and accurate results. Choosing this 
option, the user is prompted with a window for providing the attribute names that are needed 
to be eliminated. Once the attribute names are given, the control goes to Entry checker to 
perform this action. The Entry checker also prompts the user for saving the reduced data file.  
 
The data stored in the database from the E-Intelligence form is less erroneous and 
most of the missing values are reduced. The only missing values the database containing are 
unknown values. The user has an option of handling these missing values using different 
software like WEKA, CRUISE, NORM and DTREG. On selecting an option, the user will be 
directed to the selected software user-interfaces for performing the techniques. 
 
4.2 Logic used in Entry Checker for Handling data 
 
 Entry checker is the layer where all the data preprocessing tasks, such as handling 
missing values, noise data, duplicate records, data transformation and reduction are 
performed. Reducing missing values and noise data can be performed at various levels of the 
data mining process. E-Intelligence form design of the MDS-MH data communicates with 
the Entry checker to reduce the missing values and noise in data during the data entry.  
 
Different cases performed by the Entry checker to handle the data during the entry level 
are: 
Case 1: Essential Info: Attributes like name of the patient, gender, birthdate, marital 
status, and admission date are considered as essential. The missing values for these attributes 
have no meaning for the records. Say, for instance, the name or the health card attribute 
values are missing for a record, it is hard to identify whose data the instance is referring to. 
Since in practice, health card number sometimes can be filled later, name attribute is 
considered compulsory in this design. During the E-Intelligence form entry of these 
attributes, the Entry checker forces the user that these attributes cannot have missing values.  
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Case 2: Wrong data types should be eliminated. For example, name of the patient can not 
be numeric. Attributes like gender, marital status and others should have numeric data types 
and cannot be entered other than the specified choices, that is gender attribute value should 
be either 1 or 2 indicating male or female but it cannot be 3 or 4, which has no meaningful 
value.  
 
Case 3: Date attribute values are considered as numeric during entry stage and stored as 
date data type in the database. Special scenario is considered for the date attributes. Patient’s 
birthdate cannot be greater than his/her admission date. Admission year cannot be the same 
as birth of year in MDS-MH. Month cannot be greater than 12 or less than 1 and day cannot 
be greater than 31 or less than 1. Consistency between month and year must be considered.  
Month = 1, 3, 5, 7, 8, 10 and 12 can have day <=31 
Month = 4, 6, 9 and 11 can have day<=30 
Month = 2 can have day<=28 
Leap year is also considered when.  
      Month=2, can have day<=29 
 
Case 4: Attributes that are unknown are considered different from inapplicable. The user 
is prompted to make sure if the attribute value is unknown or not entered by mistake. 
Unknown values are stored in the database with an indication of “-1”. Existing MDS-MH 
data has “99” for missing values. Various handling missing values methods can be applied to 
these attributes before processing the data mining techniques.  
 
Case 5: Consistency between attributes should also be considered an issue. For example, 
anxiety disorder patient have certain mental state indicators. Machine intelligence techniques 
are necessary for the extraction of expert rules. Medical experts are needed for identifying 
the contradictions among the rules for this case study. The major problem here is discovering 
sufficient, complete and comparable sets of expert rules and data-driven rules and analysis of 
these new rules by a medical expert. In such cases, fuzzy logic represents a feasible and 
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useful alternative. Earliest fuzzy systems were constructed using knowledge provided by 
human experts and were linguistically correct. Now they are replaced with new data-driven 
fuzzy modeling techniques [31].  Fuzzy logic can be used in this case for finding the 
boundaries and rules. Different “if-then” rules are developed to identify the attribute 
consistencies and check for the values accuracy. 
 
Case 6: Before the data is stored in the database it checks for duplicate records.  
1. Patient having the same name, birthdate, gender, and health card number 
cannot be added into the database. 
2. Patient having same birthdate, gender, and health card number but different 
name cannot be added into the database. 
3. Patient having the same birthdate and a few other same attribute values are 
checked once again before adding into the database. 
4. Patient having same attribute values other than birthdate, health card number 
are checked once again before adding into the database. 
Point 3 and 4 are similar apart, point 4 considered all the attributes but point 3 considered 
few attribute cases only. 
 
Case 7: The application has also the option of retrieving and modifying the stored data. 
Data can be retrieved using a case record number, patient’s name, health card number or 
birthdate. Once the data is modified, it can be saved which replaces the old existing data 
record with the new modified one. 
 
Case 8: The data that is stored in the database is less erroneous and most of the attribute 
values are complete. The only missing values now indicate unknown data. These can be 
handled using different missing handling methods. But the data now is stored in .dbf format, 
which needs to be converted to any format that can be read by the chosen software.  
 
Case 9: Already stored MDS-MH data can also be selected to reduce the noise in the 
data. The E-Intelligence form prompts the Entry checker to perform the data preprocessing 
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task on the existing data, like reducing noise in data by checking the attribute values errors 
and finding the consistency between attributes and checks for their accurate values. 
  
Case 10: The Entry checker layer can also perform other data preprocessing tasks like 
data transformation and reduction. To obtain better data mining results, the data is needed to 
be transformed and reduced. Say for instance, in MDS-MH data the patient’s classification 
categorization is stored as 1, 2, 3 or 4, these attribute values can be transformed to dependent 
data types as ‘a’, ‘b’, ‘c’, and ‘d’. The data is transformed for NORM software. The 
categorical data is transformed to binary data since NORM software can handle mainly 
numerical/continuous data. Some attributes can be reduced to perform the data mining task to 
attain efficient and accurate results. This reduction can also be done in Entry checker layer 




Figure 24 Data transformation task of E-Intelligence user-interface for MDS-MH data  
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Cases 11: Once the data is stored in the database, different data mining techniques can be 
applied for diagnosis. The application has an option that directs to different software for 
performing the data mining tasks. 
 
Data preprocessing is the main step in the knowledge discovery process. Using this Entry 
checker one can obtain or select quality data for attaining efficient and accurate mining 
results. The underlying logic used in this Entry checker for performing data preprocessing 
tasks can be used for any type of databases which has need for some intelligence in the data 
entry form.  
 
4.3 Experiments for Handling Missing Values on MDS-MH data  
 
 Various missing value handling methods and software used to perform these methods 
are presented and explained with the breast cancer case study in Chapter 3. A subset of 
MDS-MH data is considered to check for the accuracy obtained by these methods. Several 
cases are considered in checking the accuracy obtained for the methods used in WEKA, 
CRUISE, NORM and DTREG software to handle the missing values.  
 
 The MDS-MH data set is reduced to a subset of 18 attributes and 200 instances. There 
are four experiments that are performed on this data set to classify the patients into the four 
categories of mental health by handling the missing values using the four software. The main 
objective of these experiments is to show how the accuracy is decreasing with an increase in 
the number of missing values. MDS-MH data is categorical data. NORM software cannot 
handle nominal values. Imputations can be performed on real value data types only and the 
data is transformed to binary format.  
 
 The three experiment cases are as follows: 
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• Experiment 1: - Considering a subset of MDS-MH data as mentioned above for 
50 instances that have no missing values and classifying this data using the three 
software WEKA, CRUISE NORM and DTREG. 
 
• Experiment 2: - Eliminate few attribute values in the 200 instances randomly and 
handle these missing values using the three software and check for the accuracy. 
 
• Experiment 3: - Eliminate most of the values for a single attribute and handle 
them using the three methods by the software. 
 
4.3.1 Experiments using WEKA  
 A subset of MDS-MH data is considered and converted into .arff file. The values of 
the categorization attributes are transformed from numeric to categorical. The values of 
MDS-MH data are numeric values but they represented as nominal values. WEKA uses 
mean-mode method for handling the missing values. Due to this representation, WEKA 
considers the data as numeric values and replaces the missing values with their mode values, 
which has no meaning and misleads the data mining results. So, the data should be 
transformed to nominal values and then perform the ReplacingMissingValues filter, which 
uses mode method to replace the missing attribute values. WEKA does have a data 
transformation filter, to transform the data to different formats like binary, nominal, integer. 
Diagnosing the data after using the data transformation (to nominal values) and 
ReplacingMissingValues filter, the results are shown below: 
 
Accuracy obtained for the three experiments: 
 
Exp 1 Exp 2 Exp 3 
Accuracy 
67% 67.5% 68% 
Table 22: Accuracy obtained for the three experiments by WEKA (J4.8) software 
 
 84  
Most of the missing values are under class ‘a’. Experiment3 has 195 instances (98%) missing 
for variable ‘cc3a’. The confusion matrix gives a rough estimate on how the data is 
classified. 
 
Confusion matrix for the three experiments transformation: 
 
Exp 1 Exp 2 Exp3 
A B C D A B C D A B C D 
76 13 11 1 77 13 9 2 77 15 8 1 
10 31 4 5 9 31 5 5 10 34 5 1 
7 3 21 0 7 3 21 0 9 3 19 0 
4 7 1 6 4 7 1 6 5 6 1 6 
Table 23: Confusion matrix obtained for the three experiments by WEKA software 
 
There are no much differences between the accuracies and the confusion matrix for 
the four experiments. Classifying the data using CRUISE software, after handling the 
missing values using mean-mode method: 
 
Accuracy obtained for the three experiments using CRUISE software after handling the 
missing values using mean-mode method of WEKA: 
 
 
Exp 1 Exp 2 Exp 3 
Accuracy 
74% 74% 69.5% 
Table 24: Accuracy obtained for the three experiments by CRUISE software, after handling missing 
values using mean-mode method of WEKA 
 
Confusion matrix for the three experiments after handling the missing values using mean-
mode method of WEKA: 
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Exp 1 Exp 2 Exp3 
A B C D A B C D A B C D 
17 10 1 73 17 10 1 6 23 12 0 3 41 4 2 3 41 4 2 1 4 5 0 1 1 29 0 1 1 29 0 1 1 29 0 1 1 1 5 1 1 1 5 1 16 1 0 Table 25: Confusion matrix obtained for the thre experiments by CRUISE software, after handling the mising values sig ean-mde methd of WEKA  Clasifying the dat using DTREG software:  Acuracy obtained for the thre experiments:   Exp 1 Exp 2 Exp 3 Acuracy 68% 68% 5% Table 26: Acuracy obtained for the thre experiments by DTREG software, after handling mising values using mean-mde methd of WEKA   Performing the preprocesing task, handling mising values, using WEKA and clasifying using CRUISE, DTREG and J4.8 ther are many difernces. But, ther is no much difernce betwen the dat without having mising values and having mising values, apart from Experiment3 which as more mising values for a single atribute. Among the thre software, CRUISE software has given beter acuracy results.  4.3.2 Experiments using CRUISE  The same subset of MDS-MH dat is transfered to “.txt” format and the description of the dat file is provide in another file. Al the thre experiments are performed on the four mising value handling cases using the linear method of CRUISE for handling the mising values. The results are provide as folws. 
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Experiment1 has only one case since there are no missing values to handle. The accuracy 
obtained for this experiment is 74%. Case 3 in Cruise is eliminated since it can work only for 
univariate method. The below results are performed before transforming the data. 
 
Accuracy obtained for Experiment1 using the four cases: 
 
 Case 1 Case 2 Case 4 
Exp 2 71% 73.5% 73.5% 
Exp 3 84.5% 84.5% 50.5% 
Table 27: Accuracy obtained for the two experiments by CRUISE software 
 
Confusion matrix for the first experiment: 
 
A B C D 
73 17 10 1 
3 41 4 2 
1 1 29 0 
Experiment 1 
1 11 1 5 
Table 28: Confusion matrix for the Experiment1 by CRUISE software 
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Exp 2 Exp 3 
 
A B C D A B C D 
70 19 12 0 91 0 10 0 
3 42 5 0 0 50 0 0 
0 1 30 0 3 0 28 0 
Case 1 
2 15 1 0 0 18 0 0 
73 17 10 1 91 0 10 0 
3 41 4 2 0 50 0 0 
1 1 29 0 3 0 28 0 
Case 2 
1 12 1 4 0 18 0 0 
73 17 10 1 101 0 0 0 
3 41 4 2 50 0 0 0 
1 1 29 0 31 0 0 0 
Case 4 
1 12 1 4 18 0 0 0 
Table 29: Confusion matrix obtained for the two experiments by CRUISE software 
 
 The results obtained from the three experiments are more accurate compared to 
WEKA software apart from the last case of Exp3. Some of the cases indicate the same 
results, due to the attribute values. The missing value handling methods are done during the 
building of the tree as most of the attributes values are alike and there is only a slight 
difference in the accuracy.  
 
4.3.3 Experiments using NORM 
 
NORM software is used to perform the data processing task, handling the missing 
values. Since experiment1 has no missing values, it is eliminated in this case. The data set of 
experiment2 and experiment3 are converted to “.dat” files and the missing values of these 
files are handled using the NORM software. Since NORM can handle mainly continuous 
data the categorical data of these files are transformed to binary. After handling the missing 
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values, the data is classified for patient assessment using the three classification methods of 
WEKA, CRUISE and DTREG. 
 
Accuracy obtained for classification using WEKA (J4.8) method: 
 
Exp 2 Exp 3 Classification using WEKA 
(J4.8) after handling the 
missing values with NORM 68% 67.5% 
Table 30: Accuracy obtained for the two experiments by WEKA software, after handling the missing 
values using NORM 
 
Confusion matrix obtained by WEKA software: 
 
Exp 2 Exp3 
A B C D A B C D 
77 13 10 1 78 15 7 1 
9 31 5 5 10 33 5 2 
6 3 22 0 10 3 18 0 
4 7 1 6 5 6 1 6 
Table 31: Confusion matrix obtained for the two experiments by WEKA software, after handling the 
missing values using NORM multiple imputation method 
 
Classifying using CRUISE software for the two experiments: 
Accuracy obtained by CRUISE software after handling the missing values using NORM: 
 
Exp 2 Exp 3 Classification using CRUISE 
after handling the missing 
values with NORM 73.5% 70% 
Table 32: Accuracy obtained for the two experiments by CRUISE software, after handling the missing 
values using NORM 
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Confusion matrix obtained by CRUISE software: 
 
Exp 2 Exp3 
A B C D A B C D 
72 17 11 1 67 22 12 0 
3 41 4 2 2 44 4 0 
1 1 29 0 1 1 29 0 
1 11 1 5 2 15 1 0 
Table 33: Confusion matrix obtained for the two experiments by CRUISE software, after handling the 
missing values using NORM multiple imputation method 
 
Classifying the data using DTREG software for the two experiments: 
 
Accuracy obtained by DTREG software after handling the missing values using NORM: 
 
Exp 2 Exp 3 Classification using CRUISE 
after handling the missing 
values with NORM 67% 56% 
Table 34: Accuracy obtained for the two experiments by DTREG software, after handling the missing 
values using NORM 
 
From the experiments results, CRUISE software shows better accuracy compared to the other 
two.  
 
4.3.4 Experiments using DTREG 
 
The data set is converted to “.csv” file and trained using the DTREG software. It uses 
surrogate splits and put them into a most probable group are the methods to handle the 
missing values. Both the missing values handling methods are used to perform on this data 
set.  
 90  
 
Accuracy obtained for the three experiments before transforming the data: 
 
Exp 1 Exp 2 Exp 3 
68% 68% 52% 
Table 35: Accuracy obtained for the three experiments by DTREG software 
 
There is no much difference between experiment1 and experiment2. The accuracy is much 
less for experiment3 compared to CRUISE software. 
 
4.4 Conclusion for the MDS-MH Case Study 
 
The results obtained from the three experiments for the MDS-MH data, performed on 
the four software, indicate some difference. The software when used for performing on the 
breast cancer data gave better results compared to the MDS-MH data. This is due to the data 
values in the MDS-MH data. Every method gives different results for different data types. 
However, the results from experiment3 indicates the more the missing values for a particular 
attribute, the less the accuracy results are. It also indicates by handling the missing values the 
results are more accurate than without handling.  
 
Accuracy obtained for Experiment1 using the four software: 
 
Classification 
Handling missing values 
WEKA (J4.8) CRUISE DTREG 
WEKA 67% 74% 68% 
NORM NA NA NA 
CRUISE NA 74% NA 
DTREG NA NA 68% 
 Table 36: Accuracy obtained by the four software for experiment1 
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Accuracy obtained for Experiment2 using the four software: 
 
Classification 
Handling missing values 
WEKA (J4.8) CRUISE DTREG 
WEKA 67.5% 74% 68% 
NORM 68% 73.5% 67% 
CRUISE NA 73.5% NA 
DTREG NA NA 68% 
 Table 37: Accuracy obtained by the four software for experiment2 
 
Accuracy obtained for Experiment3 using the four software: 
 
Classification 
Handling missing values 
WEKA (J4.8) CRUISE DTREG 
WEKA 68% 69.5% 55% 
NORM 67.5% 70% 56% 
CRUISE NA 84.5% NA 
DTREG NA NA 52% 
 Table 38: Accuracy obtained by the four software for experiment3 
 
The results obtained shows CRUISE software gives much better results for any kind 
of data. In any case, handling missing values indicate better results compared to the ones 
without handling. The E-Intelligence form can thus be used to reduce the number of missing 
values.  
 
 92  









































































Figure 25 Accuracy chart for the MDS-MH data 
 
4.5 Summary  
 
In most cases, missing values are removed by deleting the records that contain 
missing information. Recently, the methods for analyzing the incomplete data are increasing. 
Different methods of handling missing values give different results. Chapter 4 discusses how 
the E-Intelligence form for the MDS-MH data is developed, data checked at entry and other 
preprocessing tasks like data transformation and reduction are performed. A subset of MDS-
MH data is tested to demonstrate how to use the software for handling the missing values and 
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Chapter 5 
Conclusion and Future Work  
5.1 Conclusion  
 
 Electronic applications in clinical health care are an emerging area with great 
economic and health importance. They have all the potential to reduce the cost of health care 
while increasing the quality. Various data mining tools and algorithms are used in health 
informatics to provide accurate and efficient decision making for quality health care. Data 
preprocessing is one of the main task in knowledge discovery for obtaining high quality 
mining results. This Thesis describes various methods of handling missing values that are 
applied to data preprocessing.  
 
We have implemented the E-Intelligence form design for MDS-MH data set that 
consists of 455 attributes. The E-Intelligence form handles the data during different stages of 
the KDD process. The interaction between the E-Intelligence form and the Entry checker 
shows how the data is handled during the entry level. Different cases in Entry checker are 
discussed for rectifying the missing values during the data entry level. Other data 
preprocessing tasks such as data reduction and data transformation are also performed with 
this software. Identifying duplicate records and erroneous data are also implemented before 
the data is stored in the databases. The only missing values obtained in the database now are 
the unknown values. Different software are used to handle the missing values during the data 
mining stage. How the software redirects to different software to perform the data 
preprocessing task, handling missing values and data mining task is also described in this 
Thesis.   
 
In this Thesis we used four software tools, which used different methods of handling 
missing values. The breast cancer data set was used as a case study to explain how these 
methods work. Later a subset of MDS-MH data was taken that consisted of 18 attributes and 
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200 instances and four experiments were performed with the software to find the accuracy 
obtained by handling the missing values and reducing the missing values. The multiple 
imputation method of NORM did not work well for the MDS-MH data compared to the in 
success breast cancer case study. This is due to the categorical data format of the MDS-MH 
data. All the software did give better accuracy results for breast cancer compared to the 
MDS-MH data. This can be due to the number of missing values and the data type. But in 
any case, handling the missing values is expected to give results with better accuracy when 
compared to the ones without handling. Overall, the reducing the missing values during data 
entry and by using different missing values methods results in better performance. They also 
depend on the data mining method used to classify the instances. For both the case studies 
CRUISE method has given better accurate results. This indicates, CRUISE method can be 
used for any kind of data.  
 
5.2 Future Work. 
 
This Thesis focused on the E-Intelligence form design of MDS-MH for handling 
missing values and erroneous data during entry by developing electronic forms. Further, the 
work on reducing errors of the already existing paper based MDS-MH forms can be done by 
electronic scanning. Before storing the data into the database, the errors, inconsistent 
attribute values and duplicate records can be identified and rectified using the same logic 
applied in the form design during the electronic paper scanning process.  
 
This Thesis work can be extended in developing the user-interface where the user can 
have additional features like selecting or upgrading different missing values tasks and data 
mining tools for different kinds of databases. The user can also have the option of selecting 
only a few data type fields of the database and can perform the missing value methods to 
obtain accurate method for a particular data type. The user can also derive the conclusion of 
which method provides good results for a particular kind of data set. 
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Due to the role of mobile computing in today’s information retrieval system, PDA 
systems like handheld Blackberry, Microsoft ® pocket PC’s etc. can be connected to the 
internet for accessing data. The use of these systems is increasing in health care for quick and 
readily available health care. Further work on setting up the user-interface software on PDA 
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Appendix A 
Univariate splits in CRUISE: 
It uses available case solution for handling the missing values that occur in the learning 
sample. Here each variable is evaluated using only the cases non-missing in that variable at 
the node. The procedures used for the two cases in CRUISE are as follows: 
1. For first method: computes the p-value of each X in the algorithm from the non-
missing cases in X. 
2. For second method: computes the p-value of each pair of variables in the algorithm 
from the non-missing cases in the pair. 
3. If X* is the selected split variable, it uses the cases with non-missing X* values to find 
the split points 
4. If X* is a numeric variable, it uses the node sample class mean to impute the missing 
values in X*. IF X* is categorical use the class mode 
5. Pass the imputed sample through the split. 
6. Delete the imputed values and restore their missing values. 
 
To process the future case for which the selected variable is missing at node t, it splits on 
an alternate variable. 
 
Linear combination splits in CRUISE: 
It handles the missing values by imputing them with the node mean or mode values. It 
uses the strategy used in FACT and QUEST. If X and s are the selected variable and the split, 
the procedure is as follows: 
1. If X is non-missing in the case, it uses s to predict its class. It then imputes all 
the missing values in the case with the means and modes of the numerical and 
categorical variables, respectively, for the predicted class. 
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2. If X is missing in the case, it imputes all the missing values with the grand 
means or modes in t, ignoring the class. 
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Appendix B 
EM algorithm used in NORM: 
It is a general method of obtaining maximum-likelihood estimation of parameters from 
incomplete data. This method is an iteration of two-steps: 
• E-step: Given the observed data it replace the missing statistics by their expected 
values using the estimation values for the parameters 
• M-step: Given the statistics obtained from the E-step, it updates the parameters by 
their maximum-likelihood estimates. 
 
DA algorithm used in NORM: 
    DA is an iterative simulation technique. It performs the following steps:   
I-step: Given the observed data and the assumed values for the parameters, it imputes 
the missing data by drawing them from their conditional distribution. 
P-step: Given the observed data and the most recently imputed values for the missing 
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Appendix C 
 
Forms designed for MDS-MH data set:  
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                Appendix D 
 
Data Mining: 
Is an application of different intelligent algorithms to find patterns in data. 
 
Machine Learning: 
The use of algorithms to generate a model from data. Machine learning can be used in 
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    Appendix E 
Training Data: 
A data set used to estimate or train a model based on the data set on hand. 
 
Testing Data: 
A data set used to test prediction accuracy of a model. 
 
Validation: 
The process of testing the models with a data set different from the training data set. 
 
Listwise Deletion (case deletion/ complete case analysis): 
It omits the cases containing the missing values for at least one variable. 
 
Pairwise Deletion (available case method): 
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    Appendix F 
Over Fitting: 
Def: Assume a hypothesis space H. A hypothesis h in H over fits a dataset D if there is 
another hypothesis h1 in H where h has better classification accuracy than h1 on D but worse 
classification accuracy than h1 on D1 [41].  
 
Tree Pruning: 
To avoid over fitting, the tree is to be pruned, that is reduced. It uses separate training/ 
validation sets for building/ pruning the tree.  
 
Pre-Pruning: Stop the growing tree. 
Post-Pruning: Grow full tree and then prune. 
 
 
 
 
 
 
 
 
 
