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Abstract
The vital role of water vapour in the Earth’s climate system requires measurements
of the atmospheric Integrated Water Vapour (IWV) with a long-term stability and a
high accuracy. This work focuses on using the Global Positioning System (GPS) to
provide IWV estimates for climate applications. The advantages of the GPS mea-
surements are that they can be performed independently on the weather and have a
high temporal resolution (a few minutes) as well as a continuously improving spatial
resolution (a few km for some local networks). The uncertainty of the GPS-derived
IWV highly depends on the accuracy of the estimated Zenith Total Delay (ZTD),
which is determined by many parameters, i.e. satellite orbit errors, ionospheric
delay, signal multipath, antenna related errors (e.g. phase centre variations), and
mapping functions. We demonstrated that the uncertainty of the GPS-derived IWV
below 1 kg/m2 is achievable.
The long-term change of the IWV can be an independent data source to detect
climate changes. Using a global GPS IWV data set covering a 15-year-long time pe-
riod, we found estimated IWV trends in a range from−1.65 to +2.32 kg/(m2·decade)
which, however, are comparable to the trend uncertainties varying from 0.21 to
1.52 kg/(m2·decade). The trend uncertainty is mainly caused by the short-term
variations of the IWV which cannot be modelled accurately. The uncertainty is also
due to the errors in IWV estimates, which are random and/or elevation-dependent
systematic errors. A higher elevation cutoff angle used in the GPS data analysis (a
25◦ was revealed for the time period investigated and for the region of Fennoscandia)
can be an advantage to reduce the impact of such systematic errors.
The GPS-derived IWV can also be used for the evaluation of climate models.
The IWV derived from the GPS measurements acquired at 99 European sites, each
with a maximum time series of 14 years, were compared to the IWV simulated
by a regional climate model. Overall, a monthly mean difference of ∼0.5 kg/m2
(model−GPS) is obtained where a significant seasonal variation is seen in the differ-
ence. The model is too dry in the summer. Study of the diurnal cycle of the IWV
using both the GPS data and the model simulation shows a good agreement for the
phase while a smaller amplitude is seen in the results from the model.
Keywords: atmospheric Integrated Water Vapour, Global Positioning System, re-
gional climate model, Zenith Total Delay.
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Chapter 1
Introduction
1.1 The role of water vapour in the climate sys-
tem
Water vapour is water in the gaseous phase. It is one state of water within the
hydrosphere. Through the hydrological cycle, water vapour constantly enters the
atmosphere by evaporation, forms clouds by condensation, and subsequently comes
back to the Earth’s surface by precipitation (Bengtsson et al., 2010). The whole cycle
is an important mechanism for transferring heat energy from the Earth’s surface to
its atmosphere and in moving heat around the Earth. In addition to its role in
the water budget, water vapour is also a very important greenhouse gas due to its
ability of absorbing long wave thermal radiation emitted from the Earth’s surface.
A warmer climate increases the amount of water vapour, which further reduce the
amount of long-wave radiation escaping from the Earth to space, and thereby leading
to an even warmer climate. Hence, the atmospheric water vapour is very important
for the Earth’s climate system and a key to understand the hydrological cycle.
1.1.1 Hydrological cycle
Vapour, liquid, and solid are the three states of water in our planet. The transfer
of water in all three states are described by the hydrological cycle occurring within
and between the Earth’s atmosphere, oceans, and continents (Trenberth et al., 2007).
In the vapour state and associated with the evaporation and condensation, water
moves quickly through the atmosphere and redistributes energy. The movement of
water vapour through the hydrological cycle is strongly coupled to precipitation and
soil moisture, which have important practical implications. Therefore, if we have
sufficiently good observations of water vapour, we can understand details of the hy-
drological cycle.
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The key role of the water vapour in the Earth’s energy balance is stressed
by Bengtsson et al. (2010). They pointed out that almost 50 % of the absorbed
solar radiation at the surface is used to cool the surface, through evaporation, and
warm the atmosphere, through the release of latent heat. In addition, Bevis et al.
(1992) highlighted the importance of the distribution of the water vapour for the
vertical stability of the atmosphere and the structure and evolution of storm sys-
tems. Kou et al. (1993) also indicated that assimilating water vapour observations
into numerical weather models would significantly improve short-term forecasts of
precipitation.
1.1.2 Greenhouse effect
The greenhouse effect is of great importance for the Earth’s climate without which
our Earth would be much colder than what we have now (Greenhouse Gases and
Greenhouse Effect , 2003). When the visible light from the Sun (short wave radiation)
reaches the surface of the Earth, it is absorbed and is converted to heat (long wave
infrared thermal radiation), which eventually is radiated back into the atmosphere
towards space. Greenhouse gases, i.e. water vapour, carbon dioxide, methane, etc.,
allow the Sun’s short wave radiation to pass through them, but absorb the long
wave infrared thermal radiation from the surface of the Earth. The greenhouse ef-
fect slows down the loss of heat and keeps the Earth’s surface warmer. If we do not
have the greenhouse gases, the Earth’s atmosphere would be an average of about
30–35 ◦C cooler.
Compared to other greenhouse gases, water vapour is the most important one
and accounts for 75 % of the total greenhouse effect on the Earth (Kondratev , 1972).
Figure 1.1 depicts that the percentage absorption of the radiations, both from the
Sun and the surface of the Earth, by water vapour and carbon dioxide. It is evident
that water vapour dominates the absorption. According to Buehler et al. (2006), an
increase of 20 % of the water vapour in the tropics would result in approximately the
same impact as a doubling of the carbon dioxide concentration. It should be noted
that water vapour is the major source of the natural greenhouse effect. The direct
human influence on water vapour is almost negligible (Intergovernmental Panel on
Climate Change, 2007), and the amount of water vapour moved to the atmosphere
is rather from natural sources. However, this natural effect will be amplified due
to that the emission of other greenhouse gases will increase temperature, which in
turn results in an increase of water vapour since the equilibrium vapour pressure
increases with increasing temperature.
1.1.3 Long-term trends
As water vapour is regulated by the temperature, global warming will have an impact
on it. Assuming conservation of relative humidity, the changes in the atmospheric
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Figure 1.1: The radiation absorption characteristics of water vapour and car-
bon dioxide as a function of wavelength (source: http://www.bom.gov.au/info/
climate/change/gallery/4.shtml). The upper portion of the chart depicts the
wavelength distribution of radiation emitted from black bodies radiating at 6,000 K
(approximately the solar photosphere) and 255 K (approximately the Earth’s plan-
etary temperature), with the solar irradiance measured at the mean distance of the
Earth from the Sun. The percentage absorption of a vertical beam by representative
atmospheric concentrations of water vapour and carbon dioxide are shown in the
lower panels.
water vapour are related to a change in the temperature with a ratio of approx-
imately 7 %/K (Trenberth et al., 2003). This relationship was also investigated
by Mears et al. (2007) where an increase of the temperature of 1 K results in an in-
crease of water vapour by 5–7 %. Therefore, the long-term trend in the atmospheric
water vapour can be used as an independent data source to assess possible global
warming scenarios.
Traditionally, the long-term observations of the atmospheric water vapour are
provided by radiosondes. Ross and Elliot (1996, 2001) found positive trends in the
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water vapour over China, the Pacific Islands, and North America except for the
northeastern part of Canada as well as a mixture of positive and negative trends
over the most part of Eurasia, using the radiosonde data for the time period from
1973 to 1995. Gaffen et al. (1992) estimated the trends of the water vapour for
50 globally distributed radiosonde sites during the time period from 1973 to 1990.
The results illustrated positive trends for most of the sites. The major disadvantage
of using radiosondes for trend estimation is the systematic errors caused by either
calibration uncertainties or sensor changes (Wang and Zhang , 2008).
A relative new method, using ground-based observations from the Global Po-
sition System (GPS), can provide long-term water vapour estimates with a high
accuracy. Earlier studies made by Gradinarsky et al. (2002) and Elgered et al.
(2003) found an increase of the atmospheric water vapour of 7–14 % per decade
over Scandinavia for the time period 1993–2002. Another study for the same area,
but for the time period from 1996 to 2006 was carried out by Nilsson and Elgered
(2008). They also found positive trends in general.
1.2 Measurements of the atmospheric water vapour
Two parameters are normally used to refer to the atmospheric water vapour content.
Definitions are reviewed by Bevis et al. (1992). One is the Integrated Water Vapour
(IWV), denoted by V , defined as:
V =
∫ ∞
0
ρv(h) dh =
1
Rw
∫ ∞
0
pw(h)
T (h)
dh (1.1)
where ρv is the absolute humidity in kg/m
3; the height h is expressed in metres; Rw
is called the specific gas constant for water vapour and equals to 461.522 ± 0.008
J/(kg·K) (http://physics.nist.gov/cuu/Constants/index.html); pw is the par-
tial pressure of water vapour in hPa and T is the absolute temperature in K. Nor-
mally, IWV refers to the quantity of the atmospheric water vapour over a specific
location (e.g. the ground GPS site). The other parameter is the Precipitable Water
(PW), denoted by W , which expresses the height of an equivalent column of liquid
water in units of length. The two parameters are exchangeable using the relation:
W =
V
ρw
(1.2)
where ρw is the density of liquid water and equals to 1000 ± 0.002 kg/m3 (Wolf ,
2008). The parameter IWV, in units of kg/m2, is used throughout this thesis.
A variety of systems exist for measuring the atmospheric IWV, which can be
divided into different categories, e.g. in situ measurements, ground-based up-looking
measurements, and satellite-based down-looking measurements.
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1.2.1 In situ measurements
A radiosonde is a balloon-borne instrument which can provide vertical profile infor-
mation of the atmospheric IWV. The radiosonde has been one of the most important
devices given its long observation history (Ross and Elliot (1996, 2001)). However,
the accuracy of the radiosonde-derived IWV is lower at high altitude, and the role
of the radiosonde data for climate research is limited due to instrument instabili-
ties (details are given in Section 2.1).
1.2.2 Ground-based measurements
As shown in Figure 1.1, radiation of different wavelengths, from the Sun and the
surface of the Earth is absorbed by the atmospheric water vapour and some is re-
emitted back to the ground. The absorbed and re-emitted radiation can be estimated
from the measurements carried out in different frequency bands, which are at and
around the water vapour spectral lines. The estimated absorbed and re-emitted
radiation then can be used to infer the amount of the atmospheric water vapour.
Instruments working in such way include:
• A ground-based microwave radiometer (often referred to as a Water Vapour
Radiometer (WVR)) is a upward-looking device which can infer the IWV along
the direction of the observation based on the measured microwave radiation
from the atmospheric water vapour. A WVR cannot work during rain. A de-
tailed discussion about WVR observations is given in Section 2.2.3.
• A sun photometer can track the Sun and measure direct sunlight along the
line of sight in different channels. Using the one which is centred on the water
vapour absorption line, the water vapour transmittance can be determined af-
ter first accounting for aerosol effects. The transmittance is then converted to
the IWV using a method based on radiative transfer modelling (Ingold et al.,
2000). A sun photometer works under cloud-free conditions.
More recently, based on the path delay when radio waves propagate through the
neutral atmosphere of the Earth, the IWV can be inferred from the ground-based
observations from GPS and Very Long Baseline Interferometry (VLBI). Both the
VLBI and the GPS techniques are discussed in detail in Sections 2.2.4 and 2.2.5,
respectively.
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Figure 1.2: The global distribution of the IWV in March 2010 obtained from satel-
lite observations (source: http://www.eumetsat.int/Home/Main/News/Features/
717482).
1.2.3 Satellite-based measurements
Measurements of the atmospheric water vapour from space can be performed us-
ing down-looking sensors on a satellite, such as infrared sensors (Chaboureau et al.,
1998), microwave sensors (Jury and Waliser , 1990), and GPS receivers on Lower
Earth Orbiting (LEO) satellites observing GPS satellites during occultation (Heise
et al., 2006).
The IWV obtained from satellite measurements can have a global coverage if the
satellites fly over every “point” of the Earth within a specified time frame. However,
a so called “point” for a satellite observation may mean an area of several hundreds
of square kilometres. Therefore, only IWV averaged over a very large area can be
provided by satellite measurements. Figure 1.2 depicts an example of the globally
distributed IWV for March, 2010 obtained from the Microwave Humidity Sounder
(MHS), a satellite-based radiometer operating in the frequency range from 89 GHz
to 190 GHz. Depending on what sensors are used, satellite observations may not
provide data under all weather conditions. On the other hand, satellite observations
give high accuracy over oceanic regions, which otherwise are very difficult to cover
efficiently for ground-based measurements.
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1.3 Thesis structure
Chapter 2 introduces four IWV measurement techniques: radiosondes, WVR, GPS,
and VLBI. The path delay of radio waves propagating through the neutral atmo-
sphere is described, especially the wet delay which is caused by the atmospheric
water vapour. Comparisons of ten years of wet delay estimates obtained from these
four techniques, located on the west coast of Sweden, are presented in Paper A.
All GPS measurements are subject to error sources. The impact of the elevation-
dependent errors, i.e. antenna phase centre variations and multipath effects, is in-
vestigated by Paper B. In order to interpret GPS measurements correctly and draw
valid conclusions on the quality of the resulting IWV estimates, the uncertainty of
the GPS-derived IWV are evaluated in Chapter 3, where two methods, referred to
as a statistical and a theoretical analysis, are presented.
The use of the GPS technique for climate applications is discussed in Chap-
ter 4. Given its long-term stability and the continuously increasing time series,
GPS-derived IWV is likely to become a preferred technique to estimate any long-
term trends in the atmospheric water vapour. The uncertainty of the resulting trend,
caused by both the short-term IWV variation (the natural variability of the weather)
and the uncertainty of the IWV estimate, is investigated in Paper C. Since currently
the GPS data have not yet been assimilated in any climate reanalysis products, it
is also appropriate as an independent data set for evaluation of climate models. Pa-
per D presents the results of using GPS-derived IWV to evaluate the IWV simulated
by the regional Rossby Centre Atmospheric (RCA) climate model which runs using
the European Centre for Medium-range Weather Forecasts (ECMWF) reanalysis
data as boundary conditions.
Finally, the conclusions are presented in Chapter 5.
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Chapter 2
Measurement Techniques
2.1 Radiosonde
A radiosonde is a traditional measurement device for upper air observations in me-
teorology. A radiosonde is equipped with different sensors (Figure 2.1a), which typ-
Figure 2.1: (a) Sensors of the Vaisala RS92 radiosonde with the temperature
sensor in the upper and humidity sensors in the lower part and (b) a weather
balloon with radiosondes (source: http://www.dwd.de/bvbw/generator/DWDWWW/
Content/Projekte/Gruan/Images/luami_2_en,templateId=poster,property=
poster.jpg).
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ically measure pressure, temperature, relative humidity, and wind (both speed and
direction). All radiosonde sensors together with a radio transmitter are attached
to a weather balloon (Figure 2.1b), which is normally launched at the most four
times per day (but more common is two times per day) and the measured vertical
profiles of all parameters are reported back to a receiving site at the nominal time
epochs 0:00, 6:00, 12:00, and 18:00 UTC. The integration of the vertical absolute
humidity (expressed in units of kg/m3) profiles from the surface to the top of the
radiosonde profiles gives the atmospheric IWV.
Although radiosonde data provide a long and continuous water vapour time series
(for the last six decades), the radiosonde-derived IWV suffers from errors partly due
to the sensor characteristics that vary in time and space (Wang and Zhang , 2008).
Meanwhile, due to sensor changes and lower requirement for long-term stability and
traceability, radiosonde data are limited for climate research (Titchner et al., 2009).
For the last 15 years, globally the most commonly used sensor packages were the
Vaisala RS80 and the Vaisala RS92. The specifications from the manufacturer state
that the RS80 has a reproducibility of better than 3 % (one standard deviation
in the relative humidity) and an additional 2 % uncertainty from the calibration.
Assuming that they are independent errors results in a root-sum-squared value of
3.6 % for the total uncertainty. The corresponding numbers for the RS92 are 2 %
and 1 %, resulting in a total uncertainty of 2.2 %. The assumption of normal
distributed independent errors is likely optimistic. Therefore, a larger uncertainty
may be more realistic. During measurements, systematic observational errors may
be caused due to, e.g. time lag and solar radiation error (Wang and Zhang, 2008
and Miloshevich et al., 2009). Based on the comparisons with globally distributed
ground-based GPS measurements, Wang and Zhang (2008) found that both Vaisala
instruments introduce a dry bias in its humidity measurements of around 5 % of the
absolute value. An empirical correction was presented by Miloshevich et al. (2009)
in order to remove the biases. They found that the uncertainty of the corrected bias
from the RS92 measurements was approximately ± 4 % of the measured Relative
Humidity (RH) value for nighttime and ± 5 % for daytime.
Figure 2.2 depicts the IWV estimates obtained from the radiosonde data ac-
quired at Gothenburg-Landvetter Airport from January 1997 to December 2006.
The IWV uncertainties are assumed to be 4 % of the absolute value and no system-
atic observational errors were considered.
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Figure 2.2: Time series of the IWV derived from the radiosondes launched at the
Gothenburg-Landvetter Airport on the west coast of Sweden for (a) the month of
June, 2002, (b) the year of 2002, (c) the time period from January 1997 to December
2006, and (d) the 1-σ uncertainty for the corresponding time period. Before February
2006, the radiosonde sensor used was the Vaisala RS80, which thereafter was replaced
by the Vaisala RS92.
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2.2 Radio techniques
In this section, three techniques, the Global Positioning System (GPS), Very Long
Baseline Interferometry (VLBI), and the Water Vapour Radiometer (WVR) will be
introduced. They are all capable of measuring the path delay of radio waves propa-
gating through the neutral atmosphere. The wet delay, caused by the water vapour
in the atmosphere, can be either measured based on the delay of radio waves (GPS
and VLBI) or inferred from the atmospheric emission (WVR). The IWV in the at-
mosphere can be inferred from the estimated wet delay.
2.2.1 Radio wave delay through the neutral atmosphere
When a radio wave propagates through the neutral atmosphere, due to that the
refractive index (n) is larger than 1, it will propagate along the path S instead of
the geometrical path G (Figure 2.3). The resulting path length L is referred to as
the electrical path and it is the electrically shortest distance due to the fact that
signal otherwise would travel a longer distance along G with lower velocity close to
the surface of the Earth where the index of refraction is larger (Elgered , 1993):
L =
∫
S
n(s) ds (2.1)
The difference between L and G is normally defined as the path delay and can be
Figure 2.3: The signals from space will propagate to the ground-based antenna along
the electrical paths (red lines), instead of the geometrical paths (black lines).
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expressed as:
4L(², φ) =
∫
S
n(s) ds−G (2.2)
As shown in Figure 2.3, the path delay is getting larger as the elevation angle (²)
decreases where radio waves pass through more atmosphere. Due to an inhomoge-
neous atmosphere, for a given ², the path delay can also be different for different
azimuth angles (φ).
Equation (2.2) can be rewritten as:
4L(², φ) =
∫
S
(n(s)− 1) ds+ S −G (2.3)
where the term S–G is often referred as the geometric delay due to bending. The geo-
metric delay is zero in the zenith direction if the atmosphere is horizontally stratified
and it can reach 10 cm at a lower elevation angle of 5◦. The first term in Equa-
tion (2.3) is the path delay caused by the refractive index, which is the dominating
term. For convenience, we can define the refractive index (n) using the refractiv-
ity (N):
N = 106 (n− 1) (2.4)
and ignore the second term (since it is zero in the zenith direction, it is normally
included in the model, describing the elevation dependence, the so called mapping
function) of Equation (2.3), which gives:
4L(², φ) = 10−6
∫
S
N(s) ds (2.5)
The refractivity (N) is determined by the refractive index of the gases in the
atmosphere, which can be divided into the wet (due to water vapour) and the
dry (due to the rest of gases) part. An expression for N is given by Owens (1967):
N = k1
pd
T
Z−1d + k2
pw
T
Z−1w + k3
pw
T 2
Z−1w (2.6)
where pd and pw are the partial pressure of the dry gases and the water vapour in
hPa, respectively; T is the physical temperature in K; Z−1d and Z
−1
w are the inverse
compressibility factors for dry gases and water vapour, respectively. The values of
k1, k2, and k3 can be estimated from laboratory experiments. In Equation (2.6),
the first term is the dry part of refractivity caused by the induced dipole moment of
the dry gases while the wet part is given by the second and the third terms due to
the induced dipole moment and the permanent dipole moment of the water vapour
molecule, respectively. Since the hydrostatic equation is only valid for the total
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Table 2.1: Values and uncertainties for k1, k2, k3, and k
′
2
Constant Valuea Uncertaintya Units
k1 77.60 0.05 K/hPa
k2 77.4 2.2 K/hPa
k3 373900 1200 K
2/hPa
k′2 22.1 2.2 K/hPa
aThe values and uncertainties were taken from Table 1 in Bevis et al. (1994).
pressure, but not for the partial pressure of dry gases, a more useful expression for
N therefore is given by Davis et al. (1985):
N = k1Rd ρ+ k
′
2
pw
T
Z−1w + k3
pw
T 2
Z−1w (2.7)
where ρ is the total density of dry gases and water vapour; Rd is the specific gas con-
stant of the dry constituent (Rd = R/Md, R is the universal gas constant and equals
to 8314.4621 ± 0.0075 J/(kmol·K) (http://physics.nist.gov/cuu/Constants/
index.html)); Md is the molar mass of the dry gases and equals to 28.9644 ±
0.0014 kg/kmol (Davis et al., 1985). The coefficient k′2 = k2 – (Mw/Md)k1 and
Mw is the molar mass of water vapour and equals to 18.0152 kg/kmol (Davis et al.,
1985). The values of k1, k2, k3, and k
′
2 used in this thesis are summarized in Table 2.1.
The first term of Equation (2.7) gives us the hydrostatic refractivity depending only
on the total density and not on the wet/dry mixing ratio, while the second and
third terms give us the wet refractivity. Combining Equation (2.7) and (2.5) gives
the total delay, which consists of the hydrostatic and the wet delay:
4L(², φ) = 4Lh(², φ) +4Lw(², φ) (2.8)
The hydrostatic delay is often referred to the zenith direction (denoted by 4Lzh),
defined as Zenith Hydrostatic Delay (ZHD), and can be obtained by applying the
condition that hydrostatic equilibrium is satisfied (Davis et al., 1985):
dp
dh
= −ρ(h)g(h) (2.9)
where g is the acceleration due to gravity at the vertical coordinate; p is the total
pressure. Then the integration of the first term in Equation (2.7) gives:
4Lzh =
(
10−6k1Rdg−1m
)
P0 (2.10)
where P0 is the total ground pressure in hPa and gm is given by:
gm =
∫∞
0
ρ(h) g(h) d(h)∫∞
0
ρ(h) d(h)
(2.11)
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The value of gm is given by Saastamoinen (1972) referring to the acceleration
gravity at the mass centre of a vertical column of the atmosphere:
gm = (9.784± 0.001m/s2)f(λ,H) (2.12)
where
f(λ,H) =
(
1− 2.66 · 10−3 cos (2λ)− 2.8 · 10−7H) (2.13)
where λ and H are the site latitude in degrees and the height above the geoid in m,
respectively.
If we input all the constants in Equation (2.10) along with their uncertainties
(assumed uncorrelated), the expression of the ZHD is given by:
4Lzh = (2.2767± 0.0015)
P0
f(λ,H)
(2.14)
where ZHD is in units of mm. The elevation dependence of the ZHD can de mod-
elled using hydrostatic mapping functions (Niell, 1996 and Boehm et al., 2006).
The azimuth dependence of the ZHD will be discussed later when horizontal delay
gradients are presented.
The wet delay can be obtained by integrating the second and third terms of
Equation (2.7). Since the compressibility factor Zw is very close to one, it can be
ignored from the calculation giving an impact which is less than the uncertainty of
the formula itself (Ru¨eger , 1999):
4Lw(², φ) = 10−6
∫
S
(
k′2
pw(s)
T (s)
+ k3
pw(s)
T (s)2
)
ds (2.15)
Equation (2.15) can be further modified by introducing a mean temperature Tm
which is defined as: ∫
S
pw(s)
T (s)
ds = Tm
∫
S
pw(s)
T (s)2
ds (2.16)
and becomes:
4Lw(², φ) = 10−6
(
k′2 +
k3
Tm
)∫
S
pw(s)
T (s)
ds (2.17)
The slant wet delay can be converted to an equivalent Zenith Wet Delay (ZWD),
denoted by 4Lzw, using wet mapping functions (Niell, 1996 and Boehm et al., 2006),
and its azimuth dependence is described by the horizontal delay gradients (Bar-Sever
et al., 1998):
4Lw(², φ) = mw(²) (4Lzw + cot(²)(Gn cos(φ) +Ge sin(φ))) (2.18)
where mw(²) is the wet mapping function; Gn and Ge are the north and east hori-
zontal delay gradients. Equation (2.18) can also be applied for the hydrostatic delay,
but using a hydrostatic mapping function.
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2.2.2 From wet delay to IWV
The IWV is related to the ZWD via a conversion factor Q :
V =
4Lzw
Q
(2.19)
where Q can be derived using Equations (1.1), (1.2), and (2.17):
Q = 10−6 ρw Rw
(
k′2 +
k3
Tm
)
(2.20)
where ρw is the density of liquid water; Rw is the specific gas constant for water
vapour; k3 and k
′
2 are same as defined in the previous section. The mean temperature
Tm can be obtained using Numerical Weather Prediction (NWP) model output or
reanalysis products (Bevis et al., 1994; Hagemann et al., 2003; and Wang et al.,
2005). One example of the time series of Q is shown in Figure 2.4, where the
values were calculated at the Onsala Space Observatory using Tm obtained from the
reanalysis product of the European Centre for Medium-Range Weather Forecasts
(ECMWF). The uncertainty of Q is discussed in Section 3.2.
2.2.3 Water Vapour Radiometer
The atmospheric emission at microwave frequencies is mainly caused by water in the
forms of liquid and vapour, and by oxygen. There is a water vapour spectral line at
22.235 GHz. The Water Vapour Radiometer (WVR) observes the sky emission at
a frequency near this line which therefore can be used to infer the wet delay. The
liquid water also emits radiation in the same frequency. Fortunately, due to the fact
that the emission from the liquid water and water vapour have significant different
spectral features, it is possible to separate their contributions by performing mea-
surements at two different frequencies (Elgered , 1993).
The sky brightness temperature (Tbf ) observed by a WVR given a certain fre-
quency (f ) can be expressed as:
Tbf = Tbg e
−τ(f) +
∫ ∞
0
T (h)α(f, h) e−τ(f,h) dh (2.21)
where Tbg is the cosmic background temperature and approximately equals to 2.7 K;
T is the physical temperature in K; α is the total attenuation due to water vapour,
liquid water, and oxygen; and the atmospheric opacity (τ) is given by:
τ =
∫ ∞
0
α(h) dh (2.22)
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Figure 2.4: Time series of Q values calculated for the Onsala Space Observatory
for (a) the month of June, 2002, (2) the year of 2002, and (c) the time period from
January 1997 to December 2006.
Based on Tbf measured at two frequencies, the wet delay can be calculated (El-
gered, 1993 and Jarlemark, 1994):
4Lw = k
[(
f1
f2
)2
T ′bf1 − T ′bf2 − Tc,ox
]
(2.23)
where T ′bf1 and T
′
bf2
are linearized sky brightness temperatures; the value of the co-
efficient k is determined by the atmospheric pressure and temperature; and Tc,ox in-
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Figure 2.5: The WVR located at the Onsala Space Observatory.
cludes both the contribution from the cosmic background and from the oxygen (Jar-
lemark , 1997).
The WVR located at the Onsala Space Observatory (Figure 2.5) measures the
sky emission at two frequencies (21.0 GHz and 31.4 GHz). Since 1992, it is op-
erated continuously in a so called “sky-mapping” mode, which corresponds to a
repeated cycle of approximately 60 observations spread over the sky with the lowest
elevation angles of 20◦, typically resulting in 6,000–9,000 measurements every day.
The acquired data were analyzed using an in-house Matlab based software package
to estimate the ZWD. Under this “sky-mapping” mode, the WVR results may also
be used for characterization and modelling of the fluctuations of the wet delay (Davis
et al., 1993). These characterizations can lead a better selection of parameters for
the stochastic filtering used in the processing of space geodetic data, such as GPS
and VLBI. The formal uncertainty of the WVR-derived ZWD values is of the order
of 0.5–3.0 mm. It is inferred from the misfit of the tip-curve calibrations, which
are affected by atmospheric inhomogeneities. On the absolute scale, however, the
uncertainty (one standard deviation) is of the order of 7 mm (around 1.1 kg/m2 in
IWV), assuming that the corresponding uncertainties in the observed sky brightness
2.2. RADIO TECHNIQUES 19
temperatures are 1 K (Elgered , 1993).
Figure 2.6 depicts the IWV estimates and corresponding 1-σ accuracies (with-
out consideration of the uncertainty in the observed sky brightness temperature)
calculated from the ZWD, which were obtained using WVR observations acquired
at the Onsala Space Observatory from January 1997 to December 2006. The used
Q-values are shown in Figure 2.4. The WVR data were interpolated to a 2 h tem-
poral resolution. The IWV time series is zoomed into one year and one month in
order to illustrate the variation of the IWV. The data gaps in the time series are
due to several repair and upgrade periods. Furthermore, data were removed due to
the poor accuracy of the WVR measurements during rain when liquid water drops
are not much smaller than the wavelength of the observed emission. This is realized
by removing data when the inferred liquid water content is larger than 0.7 mm.
2.2.4 Very Long Baseline Interferometry
Very Long Baseline Interferometry (VLBI) acquires observations of the same radio
source simultaneously by many telescopes, which are combined in order to result in
a synthesized telescope with a size that equals to the maximum separation between
the telescopes. In radio astronomy, the combined measurements are able to resolve
the image of radio source with a much higher resolution (Thompson et al., 2001).
For geodetic applications (Sovers et al., 1998), the differential time of arrival of the
signal traveling from a radio source to a pair of telescopes is the most important
parameter. Due to different locations of telescopes, the signal from the radio source
will arrive to different telescopes at different time epochs. The time delay can be
estimated by correlating the received signals with each other. The time delay is
dependent on the separation of the pair of telescopes and on the position of the
radio source relative to the baseline between the telescopes. Therefore, based on
the time delays obtained from measurements by many telescopes and from different
radio sources in different directions, when the Earth is rotating, some unknown
parameters can be estimated, e.g. telescope positions, Earth rotation and orientation
parameters, clock corrections, ZWD, and horizontal delay gradients.
The geodetic VLBI site at the Onsala Space Observatory has a 20 m telescope,
which is covered by a radome (Figure 2.7). The Onsala VLBI site participates reg-
ularly in geodetic VLBI sessions which are usually 20 to 30 individual sessions each
year (Haas et al., 2003). Therefore, we cannot use VLBI observations for continuous
monitoring of the IWV. In addition, there are less than 150 telescopes world-wide
that have been and are used for geodetic VLBI and 90 % of them are located on the
northern hemisphere. This indicates that the spatial resolution of the VLBI-derived
IWV is also one of the disadvantages of the technique. However, since the antenna of
the VLBI telescope has a very high directivity, it is less effected by signal multipath.
Meanwhile, the VLBI technique has the advantage of high long-term stability due to
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Figure 2.6: The IWV derived from observations acquired by the WVR at the Onsala
Space Observatory shown for (a) the month of June, 2002, (b) the year of 2002, (c)
the time period from January 1997 to December 2006, and (d) the 1-σ uncertainty
for the corresponding time period.
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Figure 2.7: The geodetic VLBI site using the 20 m telescope enclosed by the radome
at the Onsala Space Observatory. The WVR is seen in the foreground.
its stable instrumentation. Given these advantages, the VLBI-derived IWV may be
used as a reference for detecting systematic errors in the IWV obtained from other
techniques (see Paper C).
Figure 2.8 depicts the time series of the IWV estimates and the corresponding
1-σ accuracies calculated from the VLBI ZWD (estimated for each 2 h), using the Q-
value shown in Figure 2.4, at the Onsala Space Observatory. The detailed description
of the data processing needed to infer the ZWD from the VLBI measurements is
given in Paper A.
2.2.5 Global Positioning System
The Global Positioning System (GPS) is a satellite navigation system which can
provide both position and time information. GPS is working under in principle all
weather conditions and anywhere as long as there is an unobstructed line of sight
to four or more GPS satellites. It is developed and maintained by the United States
government and is freely accessible for civilian applications and scientific research.
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Figure 2.8: The IWV derived from the observations acquired for the VLBI site
(Onsala) at the Onsala Space Observatory for (a) the year of 2002, (b) the time
period from January 1997 to December 2006, and (c) the 1-σ uncertainty for the
corresponding time period.
Since the first experimental Block-I GPS satellite was launched in 1978, GPS has
been in operation for over 30 years. It consists of more than 30 satellites orbit-
ing the Earth at an altitude close to 20,200 km (above the surface of the Earth),
and in 6 nearly circular orbital planes with an inclination angle of 55◦. With ap-
proximately 11 hours, 58 minutes of the orbital period, each satellite can make two
revolutions in one sidereal day. Currently, GPS uses two frequencies 1.575 GHz (L1)
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and 1.228 GHz (L2) to carry the signals. A third frequency 1.176 GHz (L5), which
is proposed for use as a civilian Safety-of-Life (SoL) signal, is being implemented.
The fundamental observable of GPS is the signal propagation time from a satel-
lite to a receiver. Multiplying the propagation time by the speed of light in vacuum
gives the pseudorange between the satellite and the receiver. Note that the pseudor-
ange is almost like a range, except that it includes additional effects, e.g. clock errors
both from the satellite and the receiver. Two types of pseudoranges are obtained by
correlating the code in the received signal (code measurements), or the carrier phase
of the received signal (carrier phase measurements) to the replica from the receiver.
Code measurements are normally used for navigation purposes giving an accuracy of
a few metres. For applications demanding higher accuracies (centimetres or better),
carrier phase measurements are necessary because the phase can be measured to
1 % of the wavelength of the carrier signal, which is around 2 mm for L1 and L2.
A carrier phase measurement in units of length can be expressed as (Teunissen and
Kleusberg , 1998)
Φ = D + c (Tr − Ts)−4I +4L+ λN+ ² (2.24)
where Φ is the carrier phase observable and D is the true distance between the satel-
lite and the receiver; c is the speed of light in vacuum; Tr and Ts are the receiver
and satellite clock offsets relative to the GPS time; 4I is the ionospheric delay that
presents itself as a phase advance; 4L is the total delay in the neutral atmosphere;
N is the integer number of cycles referred as the phase ambiguity which can be
converted to length by multiplying by λ (the wavelength of the carrier frequency),
and ² is the sum of other unmodelled errors, e.g. signal multipath, antenna phase
centre variations, and radome effects.
In Equation (2.24), the clock error (Tr–Ts) can either be eliminated by using dou-
ble difference techniques (Blewitt , 1993), or be estimated by using the Precise Point
Position (PPP) method which processes data from one receiver at a time (Zum-
berge et al., 1997). Due to a frequency dependence, the main contribution of the
ionospheric delay (∼99.9 %) can be removed by forming the ionospheric free Linear
Combination (LC) using two carrier phase measurements at two different frequen-
cies (Herna´ndez-Pajares et al., 2007). The neutral atmospheric delay (4L) can be
estimated along with other unknown parameters. The phase ambiguity (N ) is ini-
tially unknown. It however will be the same for a given satellite to a given receiver,
as long as the receiver can keep tracking the satellite. Hence, it is constant as long
as the receiver is phase locked on signals from the satellite. For unmodelled errors
(²), the antenna related errors (i.e. antenna phase centre variations and radome ef-
fects) can be significantly removed using calibration models in the data processing.
However, signal multipath is difficult to model since it is highly coupled to the sur-
rounding environment of the antenna. One method to reduce multipath impact is
to implement microwave absorbing material below the antenna plane (see Paper B).
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Figure 2.9: The GPS site (ONSA) located at the Onsala Space Observatory is a
site in the International Global Navigation Satellite System (GNSS) Service (IGS),
formerly the international GPS service, network (http://igscb.jpl.nasa.gov/
network/site/onsa.html). The antenna is protected by a hemispheric radome
and microwave absorbing material is attached to the antenna.
The total delay (4L) due to the neutral atmosphere is normally referred to the
Zenith Total Delay (ZTD), which is given by the sum of the ZHD and the ZWD.
In this thesis, the ZTD was estimated by GIPSY/OASIS II v.5.0 (Webb and Zum-
berge, 1993) using the PPP strategy. The model for the ZTD consists of an a priori
ZHD obtained using the model given by Saastamoinen (1973) (i.e. 2287 mm for the
Onsala site shown in Figure 2.9) and an a priori ZWD (100 mm). Corrections to
this a priori ZTD and the horizontal delay gradients were estimated using a random
walk model. The ZHD was calculated from ground pressure using Equation (2.14)
and subtracted from the ZTD to give the ZWD. A detailed discussion on the GPS
data processing is given in Paper A.
The time series of the IWV calculated from the ZWD, using the Q-value shown
in Figure 2.4, estimated for the Onsala GPS site (Figure 2.9) are shown in Fig-
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Figure 2.10: The IWV derived from the observations acquired at the GPS site
(ONSA) at the Onsala Space Observatory shown for (a) the month of June, 2002,
(b) the year of 2002, (c) the time period from January 1997 to December 2006, and
(d) the 1-σ uncertainty for the corresponding time period.
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ure 2.10. The GPS data were interpolated to a 2 h time interval from the original
5 min resolution. Note in Figure 2.10, the 1-σ uncertainty of the IWV was simply
obtained by the formal error of the ZWD, given by the GIPSY processing, divided
by Q. Therefore, no uncertainties due to the conversion, e.g. the error from the
ground pressure and the mean temperature, were included. This is same for Fig-
ures 2.6 and 2.8. A detailed discussion on the uncertainty of the GPS-derived IWV
is given in Section 3.2.
Because of the increasing number of applications, the reliable operation, and
the continuous updating of the system, the number of continuously operating GPS
ground sites keeps growing. For example, globally the number of sites from IGS
is now (April 2012) over 360 (Figure 2.11a). Since April 2005, Denmark is host-
ing the EIG EUMETNET GNSS water vapour programme (E-GVAP) to provide
EUMETNET members with water vapour estimates for operational meteorology in
near real-time. Currently, the E-GVAP network consists of more than 1500 GNSS
sites, which are mainly in Europe (Figure 2.11b). In Sweden, the national network
of permanent reference sites for GPS (SWEPOS r©, Figure 2.11c) has been in opera-
tion since 1993, used for land surveying and geophysical research (Johansson et al.,
2002). From 20 sites in the autumn of 1993, the total number of SWEPOS sites is
now (April 2012) 274.
2.3 Summery of Paper A
The goal of Paper A is to assess the accuracy of the different techniques that can be
used to infer the ZWD. The results from the comparisons of 10-year-long time series
of the ZWD, estimated using GPS, geodetic VLBI, a WVR, radiosonde observations,
and the reanalysis product of ECMWF are presented. In order to compare the data
sets with each other, the different temporal resolutions of all ZWD time series were
matched using a temporal filter. Comparisons between three co-located techniques
(GPS, VLBI, and WVR) result in mean values of the ZWD differences at a level of a
few millimetres and the standard deviation of less than 7 mm. The best agreement
is seen in the GPS−VLBI comparison with a mean difference of −3.4 mm and a
standard deviation of 5.1 mm. Comparisons of radiosonde-derived ZWD show larger
scatter due to distance between the sites. A wet bias of up to 7 mm is obtained for
the ECMWF reanalysis product with respect to other techniques. In addition, we
find that the GPS−WVR comparison shows a much smaller seasonal variation in
the monthly standard deviation of the ZWD difference than the GPS−RS and the
GPS−ECMWF comparisons. It indicates that uncertainties of the ZWD inferred
from the GPS and WVR data do not depend on the ZWD value.
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Figure 2.11: (a) The IGS global covered tracking network (source: http://igscb.
jpl.nasa.gov/network/complete.html), (b) the map of the E-GVAP network
with different color showing the status of the site (source: http://egvap.dmi.dk/),
and (c) the SWEPOS network and a number of Norwegian and Finnish sites that
are used in SWEPOS. Blue squares are sites of Class A type with geodetic qual-
ity. Blue dots are sites of Class B type, established for real time kinematic pur-
poses (source: http://www.clge.eu/documents/events/93/swepos.pdf).
28 CHAPTER 2. MEASUREMENT TECHNIQUES
Chapter 3
Uncertainty Analysis of the IWV
from GPS
All GPS measurements are subject to error sources that influence the uncertainty
of the estimated ZWD. Additionally, the conversion from the ZWD to the IWV will
also add uncertainties, e.g. due to imperfect determination of the ground pressure
and the mean temperature of the atmosphere. All those uncertainties shall be in-
cluded when we calculate the final uncertainty of the GPS-derived IWV.
Errors in GPS measurements can be random or systematic, or a mixture of the
two, depending on the time scale studied. Random errors vary in an unpredictable
way causing stochastic variations in GPS measurements. Since the expected (mean)
value of random errors is zero, the impact of such error can be minimized as the
number of measurements increases. Systematic errors tend to shift all GPS mea-
surements in a systematic way introducing an non-zero offset between the measured
value and expected (true) value, and cannot be averaged out as the length of mea-
surements becomes longer. Systematic errors in GPS measurements can however
change at a specific time epoch. For example, a change of the GPS antenna or
an attachment of microwave absorbing material to the antenna may introduce such
an offset. Systematic errors may also change slowly with time, e.g. the impact of
signal multipath on a given GPS site varies due to growing vegetation in the area
surrounding the site.
In order to interpret GPS measurements correctly and draw valid conclusions on
the quality of the IWV estimates, the uncertainty of the GPS-derived IWV must be
carefully evaluated and dealt with properly.
3.1 Statistical analysis
A statistical analysis can be used to evaluate the uncertainty of the GPS-derived
IWV if independent estimates obtained from at least three co-located techniques,
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measuring the same true variability of the atmospheric water vapour, are available.
The Standard Deviation (SD) of the IWV difference between techniques A and B
including N data points can be expressed as:
SA−B =
√√√√ 1
N − 1
N∑
i=1
(
VA(i) − VB(i) − VA − VB
)2
(3.1)
where the overline denotes the mean value of the difference. The individual IWV
estimates from each technique have associated errors:
VA(i) − VA = Vi − V + EA(i) (3.2)
VB(i) − VB = Vi − V + EB(i) (3.3)
where Vi is the true value of IWV and E terms are the errors which have a zero
mean. If we combine Equations (3.2) and (3.3), and input into Equation (3.1), we
will have:
SA−B =
√√√√ 1
N − 1
N∑
i=1
(
EA(i) − EB(i)
)2
(3.4)
If EA and EB are uncorrelated, Equation (3.4) becomes:
SA−B ≈
√
E2A + E
2
B (3.5)
where E terms can be solved by forming the equation above three times for pairwise
comparisons from three techniques.
Since the E terms only address the random errors, in order to determine the total
uncertainty of the IWV, caused by both random and systematic errors, the mean
IWV difference (MA−B) between two techniques is needed. MA−B is determined
by the possible biases in the IWV estimates for both techniques (BA and BB) and
expressed as:
MA−B =
1
N
N∑
i=1
(
VA(i) − VB(i)
)
=
1
N
N∑
i=1
(
V(i) +BA − (V(i) +BB)
)
= BA −BB (3.6)
where the meaning of BA and BB is highly depending on the length of time scale
studied. For a short time period where the length of measurements is not long
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enough to average out random errors, the bias (B) is a mixture of random and sys-
tematic errors. For a longer time period giving a zero mean of random errors, the
bias (B) is only caused by systematic errors.
As we can see from Equation (3.6), the bias of the IWV for one technique can
only be obtained when it is compared to a technique with a known IWV bias or no
bias at all, and for a long time period. After obtaining the values for E and B, the
total uncertainty of the IWV can be calculated:
σV =
√
E2 +B2 (3.7)
One example of a statistical analysis can be found in Paper A. We presented
the results from comparisons of 10-year-long time series of ZWD, estimated using
GPS, geodetic VLBI, and a WVR. The three techniques are co-located at Onsala
Space Observatory with a horizontal distance shorter than 100 m. Since the VLBI
antenna has a very high directivity, the VLBI-derived ZWD is much less effected
by signal multipath. Meanwhile, there was no instrument changes occurring on the
Onsala VLBI antenna for the last 30 years. Therefore, the VLBI-derived ZWD
for the 10-year-long time period can be considered as having only a small bias.
Using Equations from (3.5) to (3.7), we calculated the total uncertainties in the
ZWD and in the corresponding IWV, for each technique after assuming a bias of
+2 mm, 0 mm and −2 mm in the VLBI-derived ZWD. The results are summarized
in Table 3.1.
3.2 Theoretical analysis
A statistical analysis requires several independent techniques observing the atmo-
spheric water vapour at the same location and at the same time. This method is
difficult to apply for the IWV estimates obtained from a globally distributed GPS
network. Therefore, a theoretical analysis is desired, where the total uncertainty of
the GPS-derived IWV (σV ) is calculated from independent sources of uncertainties
associated with the input variables according to the rule of uncertainty propagation
for uncorrelated input quantities. The equation used for a theoretical analysis was
presented by Immler et al. (2010):
σV =
√√√√ M∑
i=1
(
∂f(v1, ..., vM)
∂vi
σi
)2
(3.8)
where f(v1,...,vM) is the functional relationship between the GPS-derived IWV and
the input variables; σi is the uncertainty of the corresponding variable.
The GPS-derived IWV is converted from the ZWD via the conversion factor Q
using Equation (2.19) where the ZWD is given by the subtraction of the ZHD from
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the ZTD (denoted as 4Lz):
4Lzw = 4Lz −4Lzh (3.9)
Combination of Equations (2.19) and (3.9) gives the functional relationship:
V =
4Lz −4Lzh
Q
(3.10)
Inputting Equation (3.10) into Equation (3.8) gives the expression for the prop-
agation of the uncertainties from different sources to the total IWV uncertainty:
σV =
√(
σZTD
Q
)2
+
(
σZHD
Q
)2
+
(
V
σQ
Q
)2
(3.11)
In order to calculate σV , we first need to study and determine values for σZTD,
σZHD, and σQ.
3.2.1 Error budget of the GPS-derived ZTD
Ionospheric delay
Due to ionizing radiation, the Earth’s ionosphere contains electrons in sufficient
quantities to significantly delay the propagation of GPS signals. The ionospheric
delay is dependent on the total amount of free electrons along the propagation
path, named Total Electron Content (TEC), and the carrier frequency of GPS sig-
nals (Klobuchar , 1978). Normally, in order to remove the ionospheric impact, a
ionosphere-free linear combination is used:
Φion free =
f 21
f 21 − f 22
Φ1 − f
2
2
f 21 − f 22
Φ2 (3.12)
where Φ1 and Φ2 are carrier phase measurements from two different frequencies (L1
and L2). Since this virtual measurement can only eliminate the ionospheric delay
to the first order (∼99.9 % of the total delay), smaller contributions from higher
order terms remain, which however have more dramatic impact during strong solar
activities, e.g. ionospheric storms (Pireaux et al., 2010).
Fritsche et al. (2005) carried out an investigation on the impact of including
corrections of the ionospheric delay for higher-order terms on GPS estimates us-
ing a global network, and with a focus on the last solar maximum (2001–2003).
They found a linear dependency between the difference in the estimated vertical po-
sition and the peak electron densities (varying approximately from 2 mm to 12 mm
when the daily means of the TEC unit increase from 25 to 175) when no corrections
were applied for 2nd and 3rd-order terms. If we approximate the ZTD difference as
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a factor of three smaller than the vertical position difference (Hill et al., 2009), the
corresponding ZTD difference would be from 0.6 mm to 4 mm. This is consistent
to the result reported by Fritsche et al. (2005) where a ∼2 mm difference in the
ZTD were observed when the TEC unit reaches 150. A similar study was performed
by Petrie et al. (2010) but for a longer time period from 1995 to 2008. Using ap-
proximately 60 globally distributed GPS sites, they found that the mean difference
in the vertical component, after applying 2nd and 3rd-order terms, was in a range
from −0.3 mm to 0.5 mm for individual sites with minimum 10 year’s data.
Satellite orbits
Errors in the estimates of the satellite coordinates will propagate directly to the
estimates of the GPS parameters. If we use the PPP strategy to process the data
obtained from a permanent GPS site where the site coordinates are usually kept
fixed (one estimate per day), eliminate the ionosphere delay for the first order, and
use the final IGS clock product, the impact of orbit errors on the estimated ZTD
can be presented in a simplified analytical expression (Dousˇa, 2010):
1
cos ziA
σZTD = cosΨ
i
AσXiRad + sinΨ
i
AσXiTan (3.13)
with
ΨiA = arcsin(sin z
i
ARA/R
i) (3.14)
where ziA is the zenith angle seen from the ground receiver A to the satellite i ; RA
and Ri are the distances from the top of the receiver to the geocentre, and the geo-
metrical distance from the satellite to the geocentre, respectively; σXiRad and σXiTan
are the radial and the tangential (along-track + cross-track) orbit errors. Based on
Equation (3.13), Figure 3.1 depicts the impact of different components of the orbit
errors on the estimated ZTD as the function of zenith angle. It is evident that
the radial orbit error dominates the resulting ZTD error and the maximum impact
factor of 1 is seen when the satellite is in the zenith direction. The maximum im-
pact factor of the tangential orbit errors (0.13) is observed at a zenith angle of 45◦.
Figure 3.1 also indicts that it is difficult to give a general value to the uncertainty
of the ZTD associated to the orbit errors due to the fact that different satellite
constellations are seen from different GPS sites.
Nowadays, five GPS satellite orbit products are provided by IGS with the highest
accuracy of about 2.5 cm (1D mean Root-Mean-Square (RMS) values over the three
XY Z geocentric components) for the final orbit products with a 12–18 days latency.
Table 3.2 presents the orbit accuracy for each component using the IGS reprocessed
orbit product, which should be comparable to the operational final orbits. The mean
and standard deviation were calculated based on satellite position repeatability for
each pair of consecutive days. The tangential orbit errors are around 72 % larger
than the radial error.
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Figure 3.1: The impact factor of the radial and the tangential orbit errors on the
estimated ZTD.
Table 3.2: Accuracy of IGS reprocessed orbitsa
Along Track Cross Track Radial
[mm] [mm] [mm]
Mean −0.3 −1.7 0.6
Standard deviation 36.8 38.6 21.3
aThe table was taken from http://igscb.jpl.nasa.gov/mail/igsmail/2010/msg00001.html.
Signal multipath
The impact of signal multipath can be investigated using two co-located GPS sites,
where the multipath effects should be considered as the major effects causing the
difference in the estimated ZTD between the two sites. Paper B carried out such
an investigation using two GPS sites at Onsala Space Observatory with a 12 m
baseline. Using nearly 80 days of GPS data we found a mean RMS difference of
∼0.7 mm in IWV (corresponding to ∼4.5 mm in ZTD) caused by multipath effects.
Such difference can be significantly reduced by using microwave absorbing material,
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e.g. ECCOSORBr, attached below the antenna plane.
It should be noted that the results presented in Paper B cannot be applied
globally since signal multipath is highly dependent on the local environment, which
varies in time due to surrounding changes, e.g. different soil moisture (Larson et al.,
2010) and vegetation growing (Granstro¨m and Johansson, 2005). An example is
shown in Figure 3.2 which depicts the carrier phase postfit residuals from the Onsala
GPS site for March, April, May, and June 2010 in a polar plot. It is evident that
larger residuals (for March and April) are observed at the area towards the west,
which was covered by many trees. During the month of May, those trees were cut
and the residuals (for May and June) from same area are now much smaller.
Antenna related errors
In order to obtain the highest accuracy in ZTD estimates, antenna related errors,
i.e. Phase Centre Variations (PCV) and radome effects, need to be removed. There-
fore, the absolute calibration of PCV for all the GPS satellite transmit antennas
and the ground antenna (Schmid et al., 2007) is necessary to be implemented in the
data processing. The difference in the ZTD estimated with and without applying
the PCV correction can vary from 2 mm to 10 mm (Byun and Bar-Sever, 2008 and
Thomas et al., 2011).
To avoid the accumulation of snow and for a general protection, many GPS
antennas are equipped with radomes. Different shapes of radomes yield different
impacts on the phase of the GPS signal. Emardson et al. (2000) found that the
IWV offset introduced by a conical radome can be up to 1 mm (about 6.5 mm in
ZTD). A smaller impact (less than 2 mm in ZTD) was observed from the use of
a hemispheric radome (see Paper B). Given that many different radome types are
used globally, applying a radome calibration in the data processing is necessary.
Meanwhile, for the application of climate monitoring/research, changes should be
avoided and during all circumstances be well documented.
Mapping functions
In GPS data processing, the slant path delay is converted to the equivalent ZTD (sum
of the ZHD and the ZWD) using hydrostatic and wet Mapping Functions (MFs):
4L = mh(²) · 4Lzh +mw(²) · 4Lzw (3.15)
where ² is the elevation angle seen from the ground receiver to the satellite. Stoew
et al. (2007) evaluated the accuracy of the New Mapping Functions (NMF) (Niell ,
1996) and Improved Mapping Functions (IMF) (Niell , 2000) using ray tracing of
radiosonde data. The resulting mean (M) and standard deviation (σ) of the slant
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Figure 3.2: The carrier phase postfit residuals from the Onsala GPS site for March,
April, May, and June 2010. Note the improvement at low elevations towards the
west for May and June.
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Table 3.3: Mean (M) and standard deviation (σ) of the slant delay errorsa
NMFh NMFw IMFh IMFw
Elevation M σ M σ M σ M σ
angle [mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm]
5◦ 10.6 24.87 −3.3 3.91 1.0 13.68 −2.5 1.87
7◦ 3.5 9.60 −1.0 1.20 0.4 4.50 −0.8 0.65
10◦ 0.7 2.30 −0.2 0.21 0.1 0.85 −0.1 0.13
15◦ 0.0 0.21 −0.0 0.01 0.0 0.05 −0.0 0.00
aCorresponding values for M0, σ0, ²M , and ²σ used in Equations (3.16) and (3.17) were taken
from Table 1 in Stoew et al. (2007).
delay errors were modeled by:
M(²) =M0 · e−²/²M (3.16)
σ(²) = σ0 · e−²/²σ (3.17)
Values calculated from Equations (3.16) and (3.17) for four elevation angles (5◦;
7◦; 10◦; 15◦) are summarized in Table 3.3. It is clear that the accuracy of MFs is
highly elevation dependent and the MF induced errors on slant delays are insignifi-
cant when the elevation angle is getting larger.
Summary of the ZTD uncertainty
Since there is no unique method to combine all error sources to calculate the uncer-
tainty of the GPS-derived ZTD, we simply take the claimed 1-σ uncertainty (4 mm)
from the IGS ZTD product as a lower threshold value. This accuracy can only be
achieved if the following conditions are fulfilled:
• If corrections of the ionospheric delay for 2nd and 3rd-order are not applied,
measurements acquired during strong solar activities should not be used in the
data processing.
• Use final orbit/clock products from IGS or equivalent.
• Both absolute antenna PCV and radome calibrations need to be implemented.
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• The signal multipath effects need to be minimized either by implementing mi-
crowave absorbing material to the antenna, or by locating the GPS antenna
in an empty place. The impact of multipath effects would be smaller if we
use high elevation cutoff angles, which however will degrade the geometry and
increase the formal error of the ZTD estimate. Nevertheless, this may still be
desired, e.g. for applications where long-term trends are estimated, and the
formal error is not the limiting factor (see Paper C).
• An elevation cutoff angle of 10◦ or larger is recommended in order to minimize
the impact of MFs.
3.2.2 Uncertainty of the ZHD
The ZHD for a given GPS site can be calculated using the ground pressure (Equa-
tions (2.14)). The variation of f(λ,H), for different latitudes and different site
heights, are shown in Figure 3.3. Since the impact of the uncertainties in the lati-
tude and the height is negligible, the uncertainty of the ZHD is mainly determined
by the uncertainty of the ground pressure (σP0) and the uncertainty of the con-
stant (σc). Using Equation (3.8), we have the uncertainty of the ZHD in mm:
σZHD =
√(
2.2767σP0
f(λ,H)
)2
+
(
P0 σc
f(λ,H)
)2
(3.18)
where σc equals to 0.0015.
Since not all GPS sites are equipped with barometers, direct pressure measure-
ments are not always available. The uncertainty of the ground pressure obtained
−80 −60 −40 −20 0 20 40 60 80
0.995
1
1.005
Latitude [degree]
F(λ
,
 
H
)
 
 
H = 10 m
H = 100 m
H = 1000 m
H = 5000 m
Figure 3.3: Values of f(λ,H) calculated from different latitudes and from four dif-
ferent site heights.
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from other methods was investigated by many studies. Wang et al. (2007) found
an averaged RMS difference of 1.7 hPa given by comparisons between the ground
pressure interpolated, both spatially and temporally, from nearby surface synoptic
observations and local ground measurements at globally distributed 48 GPS sites
covering a 8 year time period. Similar comparisons were carried out by Heise et al.
(2009), but using the interpolated ground pressure from the ECMWF meteorologi-
cal analysis at more than 60 global GPS sites. Using 1 year of data, they obtained
a better agreement with an overall mean bias and a standard deviation of 0.0 hPa
and 0.9 hPa, respectively. We did a similar test, but only for the GPS site at the
Onsala Space Observatory, using over 10 years of data. The result shows a mean
bias and a standard deviation of 0.1 hPa and 0.6 hPa, respectively.
3.2.3 Uncertainty of the conversion factor Q
The conversion factor Q is defined by Equation (2.20) where the uncertainties of the
density of liquid water (ρw) and the specific gas constant for water vapour (Rw) are
0.002 kg/m3 and 0.008 J/(kg·K), respectively (see text in Section 1.2). Since the
impact of the uncertainties from these two parameters is insignificant (less than
0.1 % of the total Q uncertainty), the uncertainty of Q is mainly determined by the
uncertainties in Tm, k3, and k
′
2. Implementing Equation (2.20) to Equation (3.8)
gives:
σQ = 10
−6 ρw Rw
√(
σk3
Tm
)2
+ σ2k′2
+
(
k3
σTm
T 2m
)2
(3.19)
In order to evaluate the impact of the uncertainty in each variable on the total
uncertainty of Q, we need to specify values and uncertainties for the constants k3
and k′2, which are presented in Table 2.1. Figure 3.4 depicts the uncertainty of Q as
a function of the uncertainty in Tm assuming that the value of Tm is 279 K (taken
from Table 3.4 for the MEDI site). Three groups of values were used for the uncer-
tainties of the constants k3 and k
′
2, the nominal value (see Table 2.1), the double of
the value and the half of the value. It is evident that when the uncertainty of Tm
is sufficiently large, it tends to dominate the uncertainty of Q. Furthermore, the
uncertainty of k3 has a larger impact compared to the uncertainty of k
′
2.
As shown in Equation (2.16), Tm can be calculated from vertical profiles of wa-
ter vapour pressure (pw) and physical temperature (T ). If a GPS site is co-located
with a radiosonde site, the profiles can be obtained from radiosonde measurements.
Otherwise, globally they are usually derived from Numerical Weather Prediction
(NWP) analyses. An RMS difference of 1.3 K in Tm was claimed by Wang et al.
(2005) based on global comparisons between the NCEP/NCAR reanalysis and the
radiosonde measurements using 6 years of data (NCEP=National Centers for En-
vironmental Prediction of the US weather service; NCAR=National Center for At-
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Figure 3.4: The uncertainty of the conversion factor Q as a function of the uncer-
tainty in the mean temperature (Tm) and for three groups of the uncertainties in
the constants k3 and k
′
2, the nominal value (blue line), the double of the value (red
line), and the half of the value (green line) for (a) a fixed uncertainty of k′2 and (b)
a fixed uncertainty of k3.
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mospheric Research). Tm can also be calculated using a linear relation with surface
temperature (Ts) (Bevis et al., 1992):
Tm = 70.2 + 0.72Ts (3.20)
This approach however shows a low accuracy in Tm at middle and high lati-
tudes (Tm overestimated up to 5 K) and at low latitudes (Tm underestimated up to
6 K) (Wang et al., 2005).
3.2.4 Summary of the uncertainty of the GPS-derived IWV
Now we can calculate the total uncertainty of the GPS-derived IWV after substi-
tuting Equations (3.18) and (3.19) to Equation (3.11):
σV =
√(
σZTD
Q
)2
+
(
2.2767 σP0
f(λ,H)Q
)2
+
(
P0 σc
f(λ,H)Q
)2
+
(
V
σQ
Q
)2
(3.21)
where σQ is given by Equation (3.19).
Table 3.4 summarizes the calculated total uncertainties of the GPS-derived IWV
for three sites: COCO (96.8 ◦E, −12.2 ◦N), MEDI (11.7 ◦E, 44.5 ◦N), and EURK
(−85.9 ◦E, 80.0 ◦N) representing different climates: moist, average, and dry. The
heights above the mean sea level for the three sites are 4 m, 9 m, and 17 m, re-
spectively. The corresponding absolute values for IWV, ZTD, ground pressure, and
mean temperature were given using the mean values of the data from the year of
2004 for each site and obtained from the NCAR global, 2-hourly ground-based GPS
IWV data set (Wang et al., 2007). The values of the conversion factor Q were cal-
culated using Equation (2.20).
As shown in Table 3.4, the uncertainties in the ZTD and the ZHD dominate the
error budget of the resulting IWV contributing with over 94 % of the total IWV
uncertainty. The impact of the uncertainty associated with the conversion factor Q
is relative to the amount of water vapour and increases slightly when the weather
conditions are getting moist.
3.3 Summary of Paper B
At the Onsala Space Observatory on the west coast of Sweden, an experimental
pillar was constructed for flexible mounting of GPS antennas (see Figure 3.5). A 3-
dimensional positioning adjustment was mounted below the antenna. Hence the
antenna can be moved in different directions with respect to the radome and the
pillar. Meanwhile, an arrangement was implemented to be able to move the radome
up or down relative to the pillar. GPS observations were obtained with different
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Figure 3.5: Schematic drawing and photograph of the experiment station (ONTE).
geometries of the microwave absorber and the radome, i.e. with or without radome,
and with or without the absorber below or around the antenna. The experimental
station was first used to investigate the effects on the estimated coordinates due to
the geometry of the installation of the antenna and the equipment with the radome.
The results show that the effects due to a change of the eccentric position of the
antenna are not significant. The use of a properly placed radome does not affect
the estimated results. Neither does a small (a few cm) misalignment of the radome.
However, a large vertical change in the position of the radome (e.g. the radome
raised by 10 cm) causes significant errors in the vertical coordinate (centimetres),
which are possibly caused by the fact that GPS signals propagate through the in-
terface of the hemispheric top and the conical base of the radome.
Paper B first demonstrates the positive impact of using the absolute antenna
PCV calibration when analyzing GPS data. Thereafter, the effects from the imple-
mentation of microwave absorbing material below the antenna plane and around the
sides of the antenna, and a properly centred radome on the estimates of the relative
site coordinates and the atmospheric water vapour, are investigated. The results
show that the use of the absorber decreases the change in the vertical component of
the baseline from∼27 mm to∼4 mm when the elevation cutoff angle varies from 5◦ to
20◦. The horizontal components are much less affected. The corresponding offset in
the estimates of the IWV decreases from ∼1.6 kg/m2 to ∼0.3 kg/m2. Two different
configurations of the absorber on the antenna give similar results. Small offsets are
seen, less than 5 mm and 0.4 kg/m2, in the estimates of the vertical component of
the baseline and the IWV, respectively, for all five elevation cutoff angle solutions
when the antenna is covered by a hemispherical radome.
Chapter 4
GPS Meteorology for Climate
Applications
4.1 Detection of climate changes using GPS data
As discussed in Section 1.1.3, the long-term measurement of the IWV is of great
importance due to its role as an independent data source to assess possible global
warming scenarios.
Traditionally, radiosondes have been used to observe long time series of the
IWV (Gaffen et al., 1992; Ross and Elliot (1996, 2001)). The limitation of ra-
diosonde data for climate research is that the derived IWV is not homogeneous over
long time periods due to calibration uncertainties and sensor changes.
A WVR can also be used to provide IWV estimates (Elgered and Jarlemark ,
1998). However, the WVR has not been proven to be sufficiently stable in terms of
determining the long time series of the IWV. Furthermore, the WVR is not a com-
monly used instrument and it is inaccurate when the drop size is not significantly
smaller than the observed wavelength, i.e. during rain.
The poor temporal and spatial resolutions of the VLBI-derived IWV limit the
role of the VLBI technique for climate applications, except as an external data source
for validation at selection locations, where it can be extremely useful.
Working under in principle all weather conditions with increasing spatial resolu-
tion locally and globally, the GPS technique seems to be superior to provide stable
long time series of the IWV compared to the other techniques mentioned above.
45
46 CHAPTER 4. GPS METEOROLOGY FOR CLIMATE APPLICATIONS
0 1 2 3 4 5
0
10
20
30
40
50
60
70
80
Frequecny [year−1]
Po
w
er
(a)
0 1 2 3 4 5
0
5
10
15
20
25
Frequecny [year−1]
Po
w
er
(b)
Figure 4.1: Lomb-Scargle periodograms for the IWV time series for (a) REYK and
(b) BRAZ for the time period from January 1997 to December 2011.
4.1.1 Estimation of long-term trends in IWV
Linear trends of the IWV time series can be obtained using a model, which considers
the seasonal variations in the IWV. For a GPS data set, the components needed to
describe the seasonal variations can be investigated using the method of Lomb-
Scargle periodograms (Hocke, 1998). Two examples are shown in Figure 4.1 for
two GPS sites: REYK (−18.96 ◦E, 64.14 ◦N) and BRAZ (−47.88 ◦E, −15.95 ◦N).
The results indicate that the most marked IWV variations are at the frequencies
centring on the annual and the semi-annual terms. The diurnal and the semi-
diurnal variations are observed in the high frequency range (not shown), which
however have much smaller amplitudes causing insignificant impact on the resulting
trend. Therefore, it is sufficient to use an annual and a semi-annual term to describe
the seasonal variations in the IWV. The model used for the trend estimations is
expressed as:
y = y0 + a1t+ a2 sin(2pit) + a3 cos(2pit) + a4 sin(4pit) + a5 cos(4pit) (4.1)
where y is the IWV and t is the time in years. The parameters y0 and a1 are the
mean offset and the linear trend of the IWV, respectively; a2 and a3 are the annual
component coefficients, and a4 and a5 are the semi-annual component coefficients.
All unknown coefficients are determined through the method of least squares.
Using Equation (4.1), IWV trends for 42 globally distributed GPS sites were esti-
mated using 15 years of data (1 January 1997 to 31 December 2011) from the NCAR
global, 2-hourly ground-based GPS IWV data set (Wang et al., 2007). Two exam-
ples of the IWV time series together with the fitted seasonal components and the
linear trends are shown in Figure 4.2 for REYK and BRAZ. It is evident that the
model fits the seasonal pattern of the IWV well, while there are short-term varia-
tions with a time scale of a few weeks or less which are not described by the model.
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Figure 4.2: Examples of the time series of the IWV for (a) REYK and (b) BRAZ
for the time period from January 1997 to December 2011. Displayed are also the
fitted linear trends and the seasonal components.
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Figure 4.3: Linear IWV trends estimated for 42 global GPS sites for the time period
from 1 January 1997 to 31 December 2011. The red circles mean positive trends
and the blue circles mean negative trends.
Figure 4.3 depicts the geographical pattern of the obtained linear IWV trends, which
are also given numerically in Table 4.1, for all sites. The trends are in the range
from −1.65 kg/(m2·decade) to +2.32 kg/(m2·decade). In order to interpret these
trends properly, the uncertainty of the trend needs to be discussed.
4.1.2 Uncertainty of the estimated IWV trend
The uncertainty of a linear trend is determined by many factors, i.e. the time
span of available data, the magnitude of variability and the autocorrelation of the
noise (Weatherhead et al., 1998). Correspondingly, the uncertainty of our estimated
IWV trend is determined by the length of IWV time series, the magnitude of the
uncertainty of individual GPS-derived IWV, and the short-term variations in the
IWV, which are not described by the model in Equation (4.1). Weatherhead et al.
(1998) also pointed out that the detection of the true trend can be difficult when
sudden changes occur in the data, such as when an instrument is changed. This could
also happen to our GPS data set, e.g. due to antenna or radome changes, or an
implementation of microwave absorbing material. Impacts from the above factors
on the resulting IWV trend will be discussed in this section.
Uncertainty due to the short-term variation in IWV
In order to see how well the model (Equation (4.1)) fits the IWV time series, we used
the chi-square statistic to investigate the residuals after the model fit. The quantity
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Figure 4.4: Covariance of the residuals after the model fit for two GPS sites: (a)
REYK and (b) BRAZ.
is given as:
χ2 =
N∑
i=1
[Vi − V̂i]2
σ2i
(4.2)
where N is the number of data points; Vi and σi are the GPS-derived IWV and the
corresponding uncertainty, respectively; and V̂i is the model fit.
If the model fits the IWV time series adequately, the variance of the residuals (s2)
should agree well with the uncertainty of the GPS-derived IWV (σ2) and the ratio
of s2/σ2 should be around 1. The ratio can be estimated by the reduced chi-square
error (χ2/v), where v is the number of degrees of freedom, usually given by N -n-1,
and n is the number of unknown coefficients in Equation (4.1). Table 4.1 summarizes
the reduced chi-square errors calculated for all 42 sites. For simplification, a com-
mon value of 0.76 kg/m2, taken from Table 3.4, for the total IWV uncertainty (σ)
was used in Equation (4.2) for all IWV estimates and for all sites. As shown in
Table 4.1, all reduced chi-square values significantly deviate from 1, varying from
4 to 196, and tend to increase with decreasing absolute latitude. This implies that
the residuals after the model fit are actually not white noise, due to the fact that
the true short-term variability in the IWV is not modelled by Equation (4.1), and
therefore residuals are correlated over several days. Two examples of such correla-
tions are shown in Figure 4.4, where covariances calculated from the residuals after
the model fit are demonstrated for REYK and BRAZ. A longer decorrelation time
is seen for the BRAZ site, which is located at a lower latitude. In order to calculate
the trend uncertainty after taking these short-term variations into account, a model
which can describe the covariance between IWV values V1 and V2 observed at the
time epochs t1 and t1 was used (Nilsson and Elgered , 2008):
Cov [V1(t1), V2(t2) ] = a1 2
−|t1−t2|/T1 + a2 2−|t1−t2|/T2 (4.3)
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Table 4.1: Reduced chi-square errors, estimated IWV trends, and corresponding
uncertainties, for all 42 GPS sites, sorted by decreasing absolute latitude
GPS Longitude Latitude χ2/v Trend Uncertaintya
Site [◦E] [◦N] [kg/(m2·decade)] [kg/(m2·decade)]
THU2 −68.83 76.54 8 0.38 0.24
TIXI 128.87 71.63 18 0.78 0.29
SYOG 39.58 −69.01 4 0.59 0.21
DAV1 77.97 −68.58 4 0.13 0.21
CAS1 110.52 −66.28 8 0.41 0.22
REYK −21.96 64.14 33 −0.16 0.31
CHUR −94.09 58.76 36 0.21 0.32
MORP −1.69 55.21 44 0.18 0.33
MAC1 158.94 −54.50 36 0.16 0.26
JOZE 21.03 52.10 51 0.61 0.40
WROC 17.06 51.11 48 −0.12 0.36
BRUS 4.36 50.80 52 −0.29 0.37
GLSV 30.50 50.36 46 0.46 0.44
KERG 70.26 −49.35 49 0.41 0.29
BRST −4.50 48.38 56 −0.95 0.41
STJO −52.68 47.60 99 0.51 0.49
MEDI 11.65 44.52 52 −0.11 0.40
CHAT −176.57 −43.96 63 −0.74 0.43
URUM 87.60 43.81 32 0.90 0.35
CHUM 74.75 43.00 37 −0.47 0.54
HOB2 147.44 −42.80 47 −0.06 0.28
VILL −3.95 40.44 43 −0.32 0.37
USNO −77.07 38.92 148 0.63 0.55
SUWN 127.05 37.28 112 0.78 0.51
AUCK 174.83 −36.60 81 0.23 0.43
TSKB 140.09 36.11 121 0.54 0.54
NICO 33.40 35.14 43 0.40 0.43
VNDP −120.62 34.56 62 0.19 0.47
SIO3 −117.25 32.86 74 0.41 0.55
BRMU −64.70 32.37 118 −1.65 0.48
SHAO 121.20 31.10 196 0.78 0.98
ALIC 133.89 −23.67 143 −0.25 0.90
HNLC −157.86 21.30 72 0.73 0.71
HILO −155.05 19.72 74 0.19 0.84
TOW2 147.06 −19.27 161 0.91 1.42
THTI −149.61 −17.58 96 −0.85 0.73
BRAZ −47.88 -15.95 71 −0.37 0.64
GUAM 144.87 13.59 104 1.41 0.65
IISC 77.57 13.02 88 0.08 0.72
DARW 131.13 −12.84 134 2.32 1.52
COCO 96.83 −12.19 154 0.25 1.23
NTUS 103.68 1.35 42 1.23 0.46
aThe 1-σ formal uncertainty of the IWV trend after taking the short-term variations into
account.
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Figure 4.5: Uncertainties of the IWV trends for all 42 GPS sites after taking short-
term variations into account.
In order to obtain the coefficients a1, a2, T1, and T2, the covariance of the resid-
uals after the fit of the IWV to the model was first calculated. These were then
used in a nonlinear least squares fit to obtain all the coefficients in Equation (4.3).
From the covariance model, the covariance matrix (C ) can be used for computing
the trend uncertainty:
Cerror = (X
T X)−1XT C X (XT X)−1 (4.4)
where X is the design matrix of Equation (4.1), and Cerror is the covariance matrix
for the uncertainties of the estimated parameters. The resulting trend uncertainties
for all 42 GPS sites are shown in Figure 4.5 and summarized in Table 4.1. The uncer-
tainties vary in the interval 0.21–1.52 kg/(m2·decade), and large values are observed
at latitudes between approximately −30 ◦N and +30 ◦N. Figure 4.6 depicts the ratio
of the estimated IWV trends and corresponding trend uncertainties. It is evident
that most of trends are insignificant given the magnitude of the uncertainty.
Uncertainty due to errors in the IWV estimate
The impact of the uncertainty in the individual IWV estimate (σIWV ) on the re-
sulting IWV trend can be approximated using the error covariance matrix expressed
as:
Cerror = (X
T X)−1XT σ2IWV X (X
T X)−1 (4.5)
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Figure 4.6: The ratio of the estimated IWV trends and corresponding trend uncer-
tainties. Two solid red lines show the ± 3-σ.
Equation (4.5) is same as Equation (4.4), except assuming that the residuals
after the model fit are described by white noise. If we still set the common value
of σIWV as 0.76 kg/m
2, the resulting trend uncertainties for all 42 sites are less
than 0.01 kg/(m2·decade), which is much smaller than the trend uncertainties after
taking the short-term variations of the IWV into account.
A complication in the IWV trend estimation is that changes during the opera-
tion of a GPS site may cause systematic effects in the IWV time series which may
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Figure 4.7: The IWV time series and linear trends for the ONSA site with and
without applying an offset correction for the time period before the change of the
radome (1 February 1999). The GPS-derived IWV were obtained using an elevation
cutoff angle of 10◦.
change the resulting trend. For example, the GPS site ONSA at the Onsala Space
Observatory had a radome change on 1 February 1999, which may introduce an
offset in the IWV time series. The magnitude of the offset can be determined from
the IWV comparison between the GPS data and the one acquired from a co-located
technique which is homogeneous. For the ONSA site, this was done by comparing
the GPS-derived IWV to the IWV estimated from the VLBI data, which were ac-
quired 78 m away from the GPS site. The IWV trends for ONSA estimated with
and without applying an offset correction for the time period before the change of
the radome are shown in Figure 4.7, where the corresponding trend changes from
−0.2 kg/(m2·decade) to +0.2 kg/(m2·decade).
Signal multipath can also cause systematic errors in the GPS-derived IWV. Mul-
54 CHAPTER 4. GPS METEOROLOGY FOR CLIMATE APPLICATIONS
tipath effects are not fixed in time since they are sensitive to the surrounding envi-
ronment which reflective properties may change, e.g. growing vegetation (Granstro¨m
and Johansson, 2005) and/or different soil moisture (Larson et al., 2010). The mul-
tipath impact is larger for observations at low elevation angles, which are included
in order to improve the geometry and reduce the formal error of the individual IWV
estimate. Therefore, higher elevation cutoff angles are desired for the IWV trend
estimation due to the fact that the formal error of the IWV has much smaller impact
on the resulting trend (see Paper C).
In summary, due to the relative short time period of the GPS-derived IWV
(15 years), the short-term variations in the IWV dominate the uncertainty of the
estimated linear trends. It should also be pointed out that the impact from the
systematic error due to the specific change related to an instrument cannot be
ignored. The correction for such errors is necessary.
4.2 Summary of Paper C
In GPS data sets, errors caused by atmospheric mapping functions (Stoew et al.,
2007), antenna PCV (Schmid et al., 2007), and signal multipath (Elo´segui et al.,
1995) all depend on the elevation angle. The systematic errors due to the first two
factors can be significantly reduced by using new mapping functions and including
a model for the correction of the antenna PCV (Fang et al., 1998). For estimating
the long-term trend of the IWV, systematic errors due to signal multipath would be
insignificant if they were constant over the whole time series. However, this is not
always true since the signal multipath is also sensitive to the surrounding environ-
ment (Granstro¨m and Johansson, 2005; and Larson et al., 2010). The multipath
effects are larger for observations at low elevation angles. Therefore, higher elevation
cutoff angles may be desired for the IWV trend estimation due to the fact that the
formal error of the IWV is not the limiting factor for this application (Nilsson and
Elgered , 2008).
In Paper C, 14 years of data from 12 GPS sites in Sweden and Finland were used
to estimate the IWV trends for 8 different elevation cutoff angles, from 5◦ to 40◦,
for the observations used in the analyses. The resulting GPS-derived IWV trends
were compared to the corresponding trends obtained from radiosonde data at 7
nearby (< 120 km) sites. The highest correlation coefficient of 0.88 is obtained for
the 25◦ solution, whereas the smallest RMS differences between the IWV estimates
themselves are obtained mainly for elevation cutoff angles of 10◦ and 15◦. The results
show that elevation-angle-dependent systematic errors vary with time. Therefore,
the elevation cutoff angle giving the best agreement between radiosonde and GPS
for individual IWV estimates is not necessarily the optimum when estimating linear
trends.
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4.3 Evaluation of climate models using GPS data
The Earth’s climate system involves a variety of processes operating on different
temporal and spatial scales. Global simulations of the most of these processes are
given by Global Climate Models (GCMs) which are able to simulate the climate sys-
tem including its changes over time. The simulations for the past and the present
are of great importance for us to understand the Earth’s climate system and causes
for climate change. GCMs are also used to simulate the response of the climate sys-
tem to current and future changes in radiative forcing (Meehl et al., 2007), e.g. the
increase of the greenhouse gas. These responses are normally referred to as climate
feedbacks.
Based on the comparison of the global climate feedback processes for several
GCMs, Bony et al. (2006) found out that the water vapour feedback is the most
important climate feedback. In addition, as discussed before, the movement of water
vapour through the hydrological cycle is strongly coupled to precipitation and soil
moisture, and redistributes energy. The vital role of water vapour in the climate
system requires that climate models can represent these atmospheric processes for
different spatial resolutions (from scales of micrometres up a few thousands of kilo-
metres). However, typically a GCM operates on a spatial resolution of 100–300 km.
In order to obtain a finer spatial resolution, the local climate is often simulated
using Regional Climate Models (RCMs) which operate on a horizontal resolution,
typically from 10 km to 50 km (Rummukainen, 2010). Running with appropriate
boundary conditions RCMs have been shown to reproduce many important features
of the regional/local climate (Christensen et al., 2010). Over the western Arctic
Ocean, Wyser et al. (2008) evaluated eight RCMs using the same boundary con-
ditions. They found that vertically integrated water vapour are reasonably well
simulated at monthly and daily timescales, but with considerable differences be-
tween individual models.
The regional Rossby Centre Atmospheric (RCA) climate model is developed at
the Swedish Meteorological and Hydrological Institute (SMHI) in order to provide
regional climate scenarios. The RCA model versions have been run using the Eu-
ropean Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis data
as boundary conditions. The IWV from the RCA simulation will differ from the
ECMWF reanalysis due to the the data assimilation done in ECMWF, which keeps
the model closer to the observations. Meanwhile, the stability of the IWV time series
from the ECMWF data is limited due to changes in the observing systems (Bengts-
son et al., 2004). Therefore, evaluation of the IWV simulated by climate models
using independent observations of the IWV with a high accuracy is necessary.
Given the ability of operating under almost all weather conditions and the long-
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term stability, the GPS technique has a superiority to measure long time series of
the IWV with a temporal resolution as high as a few minutes (Wang and Zhang ,
2009). As GPS receivers are increasing in numbers globally and locally, the spatial
resolution of the GPS-derived IWV will also be improved. Meanwhile, as discussed
in Section 3.2, the uncertainty of the GPS-derived IWV is possible to be below
1 kg/m2. In addition, different to the radiosonde data, the GPS data have not yet
been assimilated in any climate reanalysis products, which makes them an indepen-
dent data set suitable for the evaluation of climate models.
The IWV time series inferred from the ground-based GPS measurements can be
used to assess climate models in term of the following aspects:
• Evaluation of the representation of the IWV in the models by comparing the
model simulation to the GPS-derived IWV. Using the IWV obtained from
GPS networks can identify model deficiencies for different weather systems,
land, and coastal areas.
• The diurnal cycle is one of the most obvious and reliable signals of the climate.
Therefore, given its high temporal resolution, GPS-derived IWV is desired to
evaluate the ability of climate models to simulate the diurnal cycles of the
IWV. One example is shown in Figure 4.8 where the diurnal cycles for 14 con-
secutive summer months (from 1997 to 2010): June, July, and August, were
estimated at 42 GPS sites using the GPS-derived IWV and the simulation from
the RCA model. A detailed discussion about the IWV obtained from the GPS
data and the RCA simulation is given in Paper D. The result shows a good
agreement between the GPS and the model data in term of diurnal phases.
The amplitude for the GPS data varies from 0.05 kg/m2 to 1.48 kg/m2 while
a smaller amplitude (from 0.07 kg/m2 to 0.62 kg/m2) is seen for the diurnal
cycle given by the model. This is consistent to the result presented by Pra-
mualsakdikul et al. (2007) where the IWV diurnal cycles estimated using the
GPS data (1998-2004) at 14 equatorial sites were compared to corresponding
estimates by two numerical weather models. Figure 4.8 also depicts an evident
increase of the amplitude along with the increase of the site latitude for the
GPS data, which however is not clear for the model simulation.
• Comparison of the GPS-derived IWV to the model simulation applying differ-
ent horizontal resolution can be used to investigate the sensitivity of the model
grid point chosen for the IWV representation. The vertical transport of water
vapour is sensitive to the model vertical resolution. Therefore, comparisons to
the model simulation run with different verticals resolution can also provide
useful information.
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Figure 4.8: Estimated amplitude and phase of the IWV diurnal cycle for 14 years
consecutive summers from the GPS data (red arrows) and from the simulation of
the RCA model (blue arrows). The phase is illustrated by the vector direction in a
clock-wise sense where up corresponds to midnight and down corresponds to noon.
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4.4 Summary of Paper D
This paper focuses on the use of ground-based GPS measurements for the evaluation
of the RCA climate model. We used GPS measurements with a maximum length
of 14 years (1 January 1997 to 31 December 2010) acquired at 99 European sites in
order to estimate IWV for the assessment. The RCA simulation was driven at the
boundaries by ECMWF reanalysis data (ERA Interim). The RCA horizontal resolu-
tion was 50 km and 24 vertical levels and the IWV value was stored every half-hour.
The IWV obtained from the ERA Interim reanalysis were also used for compar-
isons and were interpolated to the RCA grid. Model data were obtained from the
nearest gridpoint to each GPS site after the vertical interpolation to the GPS height.
The comparisons (model−GPS) show that monthly mean IWV differences of
0.47 kg/m2 and 0.39 kg/m2 are obtained for the RCA simulation and for the
ECMWF data, respectively. A larger standard deviation of the IWV difference
(0.98 kg/m2) is seen for the RCA−GPS comparison while the one for ECMWF−GPS
is 0.35 kg/m2. The IWV difference for the RCA model is positively correlated to
the difference for the ECMWF model. However, this is not the case for two sites
in Italy where a wet bias is seen for ECMWF while a dry bias is seen for RCA.
The RCA−GPS comparison shows a significant seasonal variation. RCA is too dry
in the summer. Models tend to give a larger IWV (more significant for the RCA
model) for the sites nearby sea where the surface tile of the model gridpoint has a
water coverage larger than 60 %. This is, however, expected since the IWV value
obtained from models is the mean for the gridbox depending on the surface type,
i.e. water, open land, forest, and snow. Since the evaporation is larger from a water
surface, it will dominate the mean value and can affect the IWV differences for such
points when comparing to a land based GPS data.
Chapter 5
Conclusions
The vital role of water vapour in the Earth’s climate system requires the measure-
ments of the atmospheric Integrated Water Vapour (IWV) with a long-term stability
and a high accuracy. This work presented different procedures, and methods which
are used by some of the techniques in order to infer IWV, with a main focus on the
Global Positioning System (GPS).
The advantages of the GPS measurements are that they can be performed in-
dependently on the weather and have a high temporal resolution (a few minutes)
on the IWV estimates. Meanwhile, along with densification and extension of per-
manent GPS site networks globally and regionally, a continuously improving spatial
resolution is expected. Therefore, using the GPS measurements to provide estimates
of the IWV above receivers on the ground is a promising application.
In order to assess the quality of the IWV estimates, two methods were presented
to calculate the final uncertainty of the GPS-derived IWV. A statistical analysis
was first presented using the results from the comparisons of a 10-year-long time
series of the atmospheric Zenith Wet Delay (ZWD) estimated using the Global
Positioning System (GPS), geodetic Very Long Baseline Interferometry (VLBI), a
Water Vapour Radiometer (WVR) which are co-located at the Onsala Space Ob-
servatory (see Paper A). The calculated uncertainty of the GPS-derived IWV varies
from ∼0.5 kg/m2 to ∼1 kg/m2 depending on the offset used in the VLBI-derived
ZWD. Using a theoretical analysis, the final uncertainty of the IWV can be cal-
culated using the uncertainties associated with different variables involved in the
procedure where the equivalent Zenith Total Delay (ZTD) estimated from the GPS
data is converted to the IWV. The result shows that it is the ZTD uncertainty that
dominates over other errors. The accuracy of the ZTD estimates depends on many
parameters, i.e. satellite orbit errors, ionospheric delay, signal multipath, antenna
related errors (e.g. phase centre variations), and mapping functions. The claimed 1-
σ uncertainty (4 mm) given by the International GNSS Service (IGS) ZTD product
is a good assumption for a low threshold and is supported by the results presented
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by our statistical analysis for the Onsala GPS site. Using the 4 mm ZTD uncer-
tainty and the uncertainties for other variables presented by many previous studies,
we found that globally an uncertainty of less than 1 kg/m2 is achievable for the
GPS-derived IWV.
The long-term measurement of the IWV is of great importance due to its role as
an independent data source to detect climate changes. Given its long-term stability
and high accuracy, the GPS-derived IWV is desired for the climate applications in
terms of the estimation of linear IWV trends. Using 15 years of data (1 January 1997
to 31 December 2011) from the National Center for Atmospheric Research (NCAR)
global, 2-hourly ground-based GPS IWV data set, the estimated IWV trends are in
a range from −1.65 kg/(m2·decade) to +2.32 kg/(m2·decade). These values, how-
ever, are comparable to the trend uncertainties, varying from 0.21 kg/(m2·decade)
to 1.52 kg/(m2·decade). The major part of the trend uncertainty is caused by the
true short-term variations of the IWV which cannot be modelled accurately. The
rest of part is due to the uncertainty in the individual IWV estimate caused by
random and systematic errors, where the latter one (if not fixed over time) has a
larger impact on the trend estimation and is normally elevation dependent (see Pa-
per B). The results from Paper C show that for the time period investigated and
for the region of Fennoscandia, an elevation cutoff angle of 25◦ used in the GPS
data analysis is optimum for the trend estimation, which gives the highest corre-
lation (0.88) to the corresponding trends obtained from radiosonde data at nearby
sites. However, the smallest root-mean-square differences between the IWV esti-
mates themselves are obtained mainly for elevation cutoff angles of 10◦ and 15◦.
The results show that elevation-angle-dependent systematic errors vary with time.
Therefore, the elevation cutoff angle giving the best agreement between radiosonde
and GPS for individual IWV estimates is not necessarily the optimum when esti-
mating linear trends. In addition, the correlation between the trends from the two
completely independent techniques is also strong evidence that the two techniques
provide information on the IWV trends although the true individual values are too
small to be uniquely detected.
As an independent data set and given that its uncertainty does not depend on
the absolute value of the IWV (see Paper A), the GPS-derived IWV is desired for
the evaluation of climate models. In Paper D, the IWV derived from the GPS
measurements with a maximum time period from January 1997 to December 2010
at 99 European sites were compared to the IWV simulated by the regional Rossby
Centre Atmospheric (RCA) climate model, which was driven at the boundaries by
the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis
data (ERA Interim). The focus of the comparison is on the monthly mean difference.
Overall, an IWV difference of about 0.5 kg/m2 was obtained by the RCA−GPS
comparison. A significant seasonal variation is seen in the IWV difference (RCA
is too dry in the summer). Meanwhile, the RCA model tends to underestimate
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IWV for two sites in Italy. This is in accordance with a cold temperature bias and
underestimate of temperature diurnal range for the model which leads to less surface
evaporation and hence an underestimate of IWV. In addition, the comparison for
the sites, where the surface tile of the model gridpoint has more than 60 % water
coverage, shows a larger IWV difference. This is, however, expected when comparing
the gridded model data (given by a mean value) to the GPS data from a specific land
based site. We also demonstrated the diurnal cycles of the IWV estimated using the
GPS data and the RCA simulation. Overall a good agreement was obtained for the
phase while a smaller amplitude is seen in the results from the model.
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