Internal diffusion-limited aggregation (IDLA) is a stochastic growth model on a graph G which describes the formation of a random set of vertices growing from the origin (some fixed vertex) of G. Particles start at the origin and perform simple random walks; each particle moves until it lands on a site which was not previously visited by other particles. This random set of occupied sites in G is called the IDLA cluster.
Introduction
The internal diffusion limited aggregation model (shortly IDLA or internal DLA) is a stochastic growth model introduced by DIACONIS AND FULTON in [DF91] . To formally define the process, let G be an infinite connected graph with a distinguished vertex o which will be called the origin. Then IDLA on G is defined as follows. For i = 1, 2, . . ., let X i (t) t≥0 be a sequence of iid simple random walks on G starting at o, where X i (t) represents the random position of the ith random walk at time t. The IDLA cluster is built up one site at a time, by letting the ith particle walk until it exits the set of sites already occupied by the previous i −1 particles. Denote by I (i) the IDLA cluster with i particles. Set I (0) = {o}, and for i ≥ 1 define the sequence of stopping times (σ i ) i≥0 , with σ 0 = o and
The IDLA cluster with i particles is defined inductively as
For i large, we are interested in the shape of the IDLA cluster I (i) after the ith particle stops. Does the random set I (i) exhibit a regular shape once i is large enough? On Z ball in [Luc14] ; the proof is based on an unfair divisible sandpile model. On other state spaces, there are several results concerning the IDLA limit shape: on discrete groups with exponential growth [BB07] , on non-amenable graphs [Hus08] , on supercritical percolation clusters on Z d [She10, DCLYY13] , and on comb lattices [HS12, AR16] .
In this work we investigate IDLA on the pre-fractal Sierpinski gasket graph, specifically the doubly infinite Sierpinski gasket graph SG, shown in Figure 1 . To construct SG, we consider in R 2 the sets V 0 = {(0, 0), (1, 0), (1/2, 3/2)} and E 0 = (0, 0), (1, 0) , (0, 0), (1/2, 3/2) , (1, 0), (1/2, 3/2) . Now recursively define (V 1 , E 1 ), (V 2 , E 2 ), . . . by V n+1 = V n + 2 n , 0 + V n 2 n−1 , 2 n−1 3 + V n and E n+1 = E n + 2 n , 0 + E n 2 n−1 , 2 n−1 3 + E n ,
where (x, y)+S := {(x, y)+s : s ∈ S}. Let V ∞ = ∪ ∞ n=0 V n , E ∞ = ∪ ∞ n=0 E n , V = V ∞ ∪{−V ∞ } and E = E ∞ ∪{−E ∞ }.
Then the doubly infinite Sierpinski gasket graph SG is the graph with vertex set V and edge set E. Set the origin o = (0, 0).
Our main result is the following spherical shape theorem for the IDLA cluster on SG, consisting of random walks launched successively from o. Denote by B o (n) the ball of radius n and center o in the graph distance of SG, and by b n :=| B o (n) | its cardinality.
Theorem 1.1 (Shape theorem for internal DLA) On SG, the IDLA cluster of b n particles occupies a set of sites close to a ball of radius n. That is, for all > 0, we have B o (n(1 − )) ⊂ I (b n ) ⊂ B o (n(1 + )) , for all n sufficiently large with probability 1.
Our proof of Theorem 1.1 combines relevant arguments from previous work on IDLA [LBG92, Law95, DCLYY13] and information about the geometry and the potential theory on SG [BP88, Bar98, Kig01] .
A key reason why we can prove Theorem 1.1 is because SG is a finitely ramified fractal, and this makes the analysis of random walks [BP88, Bar98] and quantities related to random walks, such as Green functions and harmonic functions [Kig01, Str06] , easier.
Let us remark that it is possible to prove Theorem 1.1 on the one-sided infinite Sierpinski gasket graph (where the origin o has degree 2) upon appropriate modification of the proofs.
The rest of the paper is organized as follows. In Section 2 we give the basic notions on random walks and related quantities such as Green function and harmonic function. In Section 2.2 we recall some well known properties and results on Sierpinski gasket graphs and random walks on them, which will be subsequently used in the proof of the limit shape for the IDLA cluster. Then in Section 3.1 and in Section 3.2 we prove, respectively, the inner bound and the outer bound of Theorem 1.1. We conclude with some remarks and open questions.
Preliminaries

Random walks
Let G be any infinite, locally finite, connected graph. We shall identify G with its vertices and for x, y ∈ G we write x ∼ y if (x, y) is an edge in G. We write d(x, y) for the natural graph distance in G, i.e. the length of the shortest path between x and y in G. Given a subset A ⊂ G, we define its boundary ∂A = {y ∈ G \ A : y ∼ x for some x ∈ A}. For x ∈ G and n ≥ 0, denote by B x (n) = {y ∈ G : d(x, y) < n} the ball of center x and radius n in G, and by ∂B x (n) = {y ∈ B x (n) c : y ∼ x for some x ∈ B x (n)} the boundary of B x (n). Denote by deg(x) the degree of x in G, that is, the number of neighbors of x.
The (discrete-time) simple random walk (SRW) X (t) t≥0 on G is the (time homogeneous) Markov chain with one-step transition probabilities given by
if y ∼ x, and 0 otherwise. The walk X (t) is reversible with respect to deg, since
We denote by P x and E x the probability law and the expectation of the random walk X (t) starting at x ∈ G, and omit the subscript if the random walk starts at the origin o ∈ G (some fixed vertex to be chosen later). The t-step transition probabilities are then defined as
and we have that
Green function. The Green function g is defined by
and represents the expected number of visits to y of the random walk X (t) started at x. If X (t) is a recurrent random walk, then g is not defined since every vertex is visited infinitely many times. A quantity of interest in the context of aggregation models is the stopped Green function g n upon exiting a ball in the graph. For some vertex x ∈ G, if
is the first time when the random walk X (t) exits B x (n), then
and represents the expected number of visits to y before time τ n (o), of the random walk X (t) starting at X (0) = x. We write τ n := τ n (o) if there is no risk for confusion. For y ∈ G define
to be the first time the random walk X (t) visits y ∈ G. By standard Markov chain theory, we have that
and
For a function h : G → R, the (probabilistic) graph Laplacian of h is defined as
We say that h is harmonic on S ⊂ G if ∆h = 0 (that is, the discrete mean value property holds) on S.
Definition 2.1 We say that the graph G satisfies an elliptic Harnack inequality (EHI) if there exists a positive constant C such that for all x ∈ G, n > 0, and functions h ≥ 0 which are harmonic on B x (2n),
Definition 2.2 A weighted graph (G, P) satisfies the condition (p 0 ) if there exists p 0 > 0 such that
where P is the transition matrix of the simple random walk (X (t)) on G.
We shall also use the connection between random walks and electrical networks. For a function f : G → R define its energy by
which represents the energy dissipation in the network G associated with the potential f .
Definition 2.3
The effective resistance between two (disjoint) subsets A, B ⊂ G is defined as
with the convention that inf = ∞.
We write R eff (x, y) for R eff ({x}, {y}). Moreover, R eff (x, y) defines a metric on G.
Sierpinski gasket graphs
For the rest of the paper, the state space is the doubly-infinite Sierpinski gasket graph denoted by SG; see Figure 1 . Let (X (t)) t≥0 be a simple random walk on SG starting at o, which is recurrent. Actually, it is strongly recurrent both in the sense of [BCK05, Definition 1.2]. We recall below some known facts about the growth of SG, the behavior of random walks and Green functions on SG.
Notation: For two sequences a n , b n of real numbers, we write a n b n , if there exist a constant C ≥ 1 such that for all n ∈ N 1 C b n ≤ a n ≤ Cb n .
On SG there are three main quantities of interest: the spectral dimension d s , the walk dimension β (sometimes denoted also d w ) and fractal dimension α (called sometimes also uniform volume growth and denoted d f ). Throughout this paper we shall use α and β for the two quantities mentioned above. They are given by d s = 2 log 3 log 5 , β = log 5 log 2 ≈ 2.32, α = log 3 log 2 ≈ 1.56,
and β − α ≈ 0.76.
Proposition 2.4
The following holds on SG:
1. Uniform volume growth: for every x ∈ SG and n ∈ N, the balls B x (n) around x of radius n have growth of order α: The uniform volume growth, called also Ahlfors regularity condition can be easily deduced on SG; for more details see [Bar98, Bar03] . Moreover, equation (VG) implies also the volume doubling condition: there exist c > 0 such that
Remark 2.5 If P is the transition matrix of the simple random walk X (t) on SG, the (p 0 ) condition is satisfied with p 0 = Lemma 2.6 Simple random walk on SG is subdiffusive or sub-Gaussian: the expected exit time from balls in SG has order β > 2, that is for every x ∈ SG and radius n ∈ N
where τ n (x) is defined as in (2).
In the proof of Theorem 1.1 we will need the expected exit time τ n (o) from balls B o (n) when starting the random walk at an arbitrary point x inside B o (n). The following upper bound is easily deduced from existing results.
Lemma 2.7 (Uniform upper bound for the exit time) There exists C > 0 such that for every n ≥ 1,
Proof. Since all the conditions from [BCK05, Proposition 3.4] are satisfied for SG with the function η(n) = n β , the bound follows immediately.
A corresponding lower bound holds, provided that x is not too close to the boundary of B o (n).
Lemma 2.8 (Lower bound for the exit time) For every ∈ (0, 1), there exists c = c( ) > 0 such that for every n ≥ 1 and every
Since a random walk started at x must exit B x ( n) before leaving B o (n), it follows that
for a constant C ≥ 1 independent of n and , where we used the lower bound in (E β ).
Remark 2.9
The function h(x) = E x [τ n ] solves the Dirichlet problem
On SG an exact expression of h can be obtained when n = 2 k for k ∈ N. Indeed, in the proof of Lemma 3.1 below, we will encounter a related Dirichlet problem with ∆h = 1 replaced by ∆h = 1 − |B o (n)|δ o , whose solution is fully addressed in [HSH17] . We believe it is possible to find sharper estimates of h for all radii n using harmonic splines [SU00] , see also the recent work [GKQS14] . In any case, the estimates contained in Lemmas 2.7 and 2.8 will suffice for the purposes of this paper. Since
where R eff (x, y) represents the effective resistance between x and y. 
The above inequality together with d(x, y) < 2n yield g n (x, x) ≤ Cn β−α for some constant C > 0, which proves the first part of the claim. Equation (5) implies that g n (o, x) ≤ g n (x, x), and this completes the proof.
Lemma 2.11
The stopped Green function g n (o, o) has growth of order β − α:
Proof. The upper bound Cn β−α follows from Lemma 2.10 by taking x = o. For the lower bound, from Equation (E β ), we have
and this finishes the proof.
IDLA on Sierpinski gasket graphs
In this section we prove the shape result in Theorem 1.1. This will be done in two parts: in Section 3.1 we prove the inner bound B o (n(1 − )) ⊂ I (b n ), and in Section 3.2 based on the inner bound, we prove the outer bound 
The inner bound for the IDLA cluster
The proof of the inner bound in Theorem 1.1, is based on understanding the divisible sandpile model and its shape on SG. This is done in [HSH17] , where the authors obtain the limit shape for the divisible sandpile cluster, by using a modified divisible sandpile process in waves, that behaves nicely due to the self-similarity of SG. The divisible sandpile model was introduced in [LP09] , and it was also used on comb lattices as in [HS12] in order to prove the shape result for the IDLA cluster. The next result is similar to [LBG92, Lemma 3], but the proof is based on the divisible sandpile model and the odometer function on SG, since no such fine estimates for the Green function and expected exit time from balls are available, like in the case of random walks on Z d .
Lemma 3.1 Fix > 0. For n sufficiently large and z ∈ B o (n(1 − )), we have
Proof. Define the function h n :
By using the linearity of the Laplace operator together with
we obtain that h n (z) solves the following Dirichlet problem on SG:
Recall now the definition of the divisible sandpile model and of the odometer function u on SG, whose Laplace satisfies equation (3) from [HSH17] , when starting with initial sand distribution µ 0 . That is, if we start with mass |B o (n)| at the origin o, then the odometer function satisfies
where S is the divisible sandpile cluster on SG, and the sandpile cluster is defined as the set of vertices z in SG where u(z) > 0. By [HSH17, Theorem 1.1], the shape of the sandpile cluster S when starting 
Define the function k n :
Applying both the minimum and the maximum principle to
The odometer function u(z) is strictly positive on S and decreasing in the distance from z to the origin o. This means that there exists a constant c , such
, and this yields h n (z) > 0 on B o (n(1 − )) as well, which proves the claim.
We first prove that for every > 0,
with probability 1. Recall that b n = |B o (n)|. Taking the intersection on both sides over all < , we get the inner bound
where
is the event that z does not belong to the IDLA cluster I (b n (1+ )). We want to show that the probability of this event decreases exponentially in n. Let us first fix z ∈ B o (n(1 − )) and look at the first b n (1 + ) random walks (X i (t)) t≥0 and i = 1, 2, . . . , b n (1 + ) which build the IDLA cluster. We let these b n (1 + ) walks evolve forever, even after they have left the IDLA cluster. We upper bound P[E z (b n (1 + ))] as follows. Let M be the number of walks that visit z before exiting the ball B o (n). Furthermore, let L be the number of walks that visit z before exiting the ball B o (n) but after leaving the occupied IDLA cluster. We have
Then for any given a ≥ 0
We choose a later so that the above two probabilities can be made sufficiently small. We have to show that M includes more walks on average while L includes fewer terms.
Consider the following stopping times:
= the time it takes the i-th walk to leave the IDLA cluster
= the time it takes the i-th walk to leave the ball B o (n)
= the time it takes the i-th walk to hit z.
Recall that all particles start their journey at the fixed origin o ∈ SG. In terms of these stopping times we can write
since the summands in M are iid. On the other hand
but the summands in L are not identically distributed and not independent, since after each walk exits the IDLA cluster, the shape of the cluster is modified. Thus E[L] is hard to determine, but a good upper bound for it would suffice. Note that only those walks that exit the IDLA cluster inside the ball B o (n) contribute to L, and for each y ∈ B o (n) there is at most one index i for which X i (σ i ) = y. Then the walks started at y that hit z after leaving the ball B o (n) are independent. So in order to get rid of the dependence of the summands in L, we enlarge the index to all y ∈ B o (n), start a random walk at y, and look if this walk visits z before leaving B o (n). That is, if we let
where the indicators 1 y correspond to independent random walks starting at y, we have that L ≤L and
The next step is to use a large deviation result in order to bound the sum of a large number of independent random variables, but we need to know more about
, and the relationship between them.
Using equation (5) together with the symmetry of the stopped Green function, we have
Then, by Lemma 3.1, we can write
Lemma 3.2 The expectation of the random variableL can be bounded from below by
where c > 0 depends on nothing but .
From Lemma 2.8 we know that there exists c = c( ) > 0 such Lemma 3.3 Let S be a finite sum of independent indicator random variables with mean µ. For any 0 < γ < 1/2, and for all sufficiently large µ,
Since both M andL are finite sums of indicator random variables, we can apply the above Lemma to both of them. Recall that we want to choose a number a such that the probabilities P[M ≤ a] and P[L ≥ a] can be made sufficiently small.
Proof of the inner bound in Theorem 1.1. Recall that in order to prove that
is sufficient to upper bound the probabilities P[M ≤ a] and P[L ≥ a] and to show that they are summable over n and z ∈ B o (n(1 − )).
Let us choose a = 1 + 4 E L and γ = 1 4 , and let us first show that for > 0 and n large enough we have
The first inequality in (12) comes from Lemma 3.2:
The second inequality in (12) is obtained using equation (11) and Lemma 3.2:
E L , for n large enough.
The last inequality follows from the fact that for n sufficiently large the quantity 1−
where c = c( ) > 0 is independent of n. The last two inequalities above follow from Lemma 3.3 and Lemma 3.2. Similarly for M, we use Lemma 3.3, (11), and Lemma 3.2 to obtain
Putting together the previous two inequalities and using (VG), we have that for > 0 there exists n ∈ N such that for all n ≥ n ,
with α = log 3 log 2 . By the Borel-Cantelli Lemma, we have proved that for > 0
for n large with probability 1, and this implies the inner bound in Theorem 1.1.
The outer bound for IDLA cluster
In order to prove the outer bound Green function which allow us to overcome some of those conditions mentioned above. Before going into details about the conditions required, we shall first set the notation about stopped IDLA clusters. We use the same notation as in [DCLYY13] .
Let S ⊂ SG be a finite subset of SG. In order to define the stopped IDLA clusters, we first define the aggregate I (S; x) when we start with an existing finite cluster S, and run a simple random walk X (t) starting at some vertex x ∈ S until it exits S. Let σ S be the first time when X (t) exits S. Then define
For the outer boundary, we will need a slightly more general process, where the growth of the IDLA cluster is stopped before exiting slightly bigger balls. For some radius r > 0 such that S ⊂ B o (r), denote by I (S; x → B o (r)) the cluster which is obtained as follows. For some x ∈ S start a simple random walk X (t) at x and let it run until it either exits S or reaches B o (r) c . If σ S is as above, and τ r = τ r (o) is the first time the random walk exits B o (r) as defined in (2),
We need to keep track of the paused particles, and their positions on B o (r) c ; the paused particles will all be at distance r from the origin. Define
where ⊥ indicates that the random walk attached to the existing aggregate S before exiting the ball B o (r), so there is no particle to be paused. For vertices x 1 , x 2 , . . . , x k in SG, a set S ⊂ SG, and a ball B o (r), define I S; x 1 , x 2 , . . . , x k → B o (r) to be the IDLA cluster when starting with the occupied set S and k random walks with starting points x 1 , x 2 , . . . , x k , respectively, and paused upon exiting B o (r). One can then inductively define I S; x 1 , x 2 , . . . , x k → B o (r) by taking S 0 = S, S j = I S j−1 ; x j → B o (r) for j ∈ {1, . . . , k}, and I S; x 1 , x 2 , . . . , x k → B o (r) = S k . Since some of the k particles may be stopped on B o (r) c before attaching to the existing cluster, we will keep track of these particles in the following way. Define P(S; x 1 , . . . , x k → B o (r)) to be the sequence of the paused particle in the process above. More precisely, if p j = P(S j−1 ; x j → B o (r)) for j ∈ {1, . . . , k}, then P(S; x 1 , . . . , x k → B o (r)) is just the sequence (p j : p j =⊥). If particles are not paused before exiting some ball, then the aggregate is simply denoted by I (S; x 1 , . . . , x k ). The reason for working with the paused IDLA process, before exiting bigger and bigger balls is because the IDLA process possesses the abelian property: the unstopped cluster I (S; x 1 , . . . , x k ) has the same distribution as I I (S; x 1 , . . . , x k → B o (r)); P(S; x 1 , . . . , x k → B o (r)) .
For details on this property see [DF91, LBG92] . As defined in Section 1, the IDLA cluster I (n) is built by starting n particles at the origin, and letting them run until exiting the previously occupied cluster. We are interested in the shape I (b n ) of IDLA cluster when we start b n = |B o (n)| particles at the origin which is a special case of the stopped process defined above. Nevertheless, in proving the outer bound in Theorem 1.1, the general stopped process will be used. In terms of the stopped process defined above, we have I (n) = I ; o, . . . , o n times and set also I n (x → r) := I ; x, . . . , x n times → B x (r) and P n (x → r) := P ; x, . . . , x n times → B x (r) .
Having set the notations, our aim is to prove a similar result to [DCLYY13, Theorem 1.2]. The condition weak lower bound (wLB) from [DCLYY13] , which says that when releasing |B x (n)| particles at x, the IDLA cluster contains B x (n) with noticeable probability, does not hold for every starting point x. We have such a lower bound on the IDLA cluster in Theorem 1.1, only when we start b n = |B n (o)| particles at the origin o ∈ SG. We believe that one should be able to adapt the proof of the inner bound for the IDLA cluster when releasing particles at vertices x ∈ SG other than o, and to get the same result with some additional technical difficulties on Green function estimates and expected exit time from balls for the random walks. Nevertheless, we are not going to do this here, but we will overcome the assumption (wLB) in [DCLYY13] , which is used only in [DCLYY13, Lemma 3.2], by giving a different proof of this Lemma. Our proof uses finer estimates on the stopped Green function, estimates which are not available in the general setting of [DCLYY13] . Our approach to this result is similar to the one in [Law95, Lemma 11].
The continuity assumption (C) [DCLYY13, Page 4/8] holds automatically, since the balls we work with are considered with respect to the graph metric, that is, ρ and d G coincide in our case. Moreover, the regular volume growth (VG) condition holds for any radius r and center x: |B x (r)| has growth of order α, as defined in (VG). The fractal growth α as defined in (7) will play the role of d in [DCLYY13] . We next prove an estimate for the infimum of the stopped Green function.
Lemma 3.4 Let u ∈ (0, 1). There exists c = c(u) > 0 such that for all sufficiently large radii r > 0 and all
where g r (x, y) is the stopped Green function as defined in (3).
Proof. We prove this lemma in two steps. First we show that (14) holds for u = 1 2 (and hence for all u ∈ 0, 1 2 ). Then we use a chaining argument to extend the estimate to any u ∈ 1 2 , 1 . The elliptic Harnack inequality (EHI) is used in both steps.
Step 1: To prove (14) for u = 1 2 , we need a related Harnack inequality for the stopped Green function stated in [Gri] . We say that the Green function satisfies the condition (HG) if there exist a constant C 1 ≥ 1 such that for all x ∈ SG, r > 0, and finite sets D ⊃ B x (r),
where g D (x, y) represents the expected number of visits to y before leaving the set D, when starting the random walk at x. It is shown in [Bar05, Theorem 2] that under the conditions (p 0 ) and (EHI), there
In particular this implies that (EHI) and (HG) are equivalent. Based on this equivalence, it can be further shown (see [Tel, Lemma 3 .7 and Proposition 3.7]) that under (p 0 ) and (EHI), there exists C 3 > 0 such that for any ball B x (ur) with u ∈ 0,
The conditions (p 0 ) and (EHI) hold on G; see Section 2.2. Furthermore the effective resistance estimate is known on Sierpinski gasket graphs SG; on account of [Tel, Proposition 2.3] there exist C ≥ c > 0 such that for all x ∈ SG and r > 0,
Altogether (16) and (17) yield
for all r > 0.
Step 2: We now extend the estimate to the ball B x (ur), for u ∈ 1 2 , 1 . Call h := g r (x, ·), which is a nonnegative harmonic function on B x (r) \ {x}. Let x 1 ∈ ∂B x (ur) be such that h(x 1 ) = inf y∈∂B x (ur) h(y).
For x, y ∈ SG, denote by γ(x, y) be the shortest path in SG connecting x and y. Let y 1 be the intersection point of γ(x, x 1 ) and ∂B x (r/2 − 1). Along the path γ(y 1 , x 1 ) we construct a minimal chain of intersecting balls B z k (r ) : k ∈ {1, 2, · · · , K} , where z k ∈ γ(y 1 , x 1 ) for every k, y 1 ∈ B z 1 (r ), and x 1 ∈ B z K (r ). In order to apply (EHI) to each ball B z k (r ) ⊂ B z k (2r ), we choose the radius r > 0 such that B z k (2r ) ⊂ (B x (r) \ {x}) for every k. An easy geometric reasoning shows that one can take r = (1 − u)r , and the chain consists of K balls with
as r → ∞. Applying (EHI) to the function h successively yields the comparison
In other words, there exists C 4 = C 4 (u) > 0 such that for all sufficiently large r,
Recall the maximum (or minimum) principle for harmonic functions, e.g. [Tel, Proposition 3.1]: if h is harmonic on a finite set A ⊂ Γ, then
where A = A ∪ ∂A. By taking A = B x (ur) \ {x}, we have ∂A = ∂B x (ur) ∪ {x}. By the minimum principle for the function h := g r (x, ·) on the set A
Since g r (x, y) ≤ g r (x, x) for all y ∈ SG, h := g r (x, ·) attains a maximum at x, which together with (23) implies inf
h.
Using (21) and (18), we deduce that for all sufficiently large r,
and this proves the claim.
We now prove that the probability that a random walk on SG hits a set whose complement has size at most r α is bounded away from zero. The proof is similar to [Law95, Lemma 11].
Lemma 3.5 Let x ∈ SG and (X (t)) be a simple random walk on SG started at x. For every > 0, there
where σ A is the first time X (t) hits A.
Proof. Without loss of generality we prove the inequality for all sufficiently large r > 0. Let V be the number of visits to A of the random walk X (t) started at x, and before leaving B x (r):
Then we have
Observe that on the event {V ≥ 1}, σ A < τ r (x) and V ≤ τ r (x)−σ A . Combine this with the Markov property and we get
where in the last line we used Lemma 2.7, which states that E y [τ r (x)] ≤ Cr β for all y ∈ A ⊂ B x (r).
Now we need a lower bound of order β for E x [V ] . Recall that the balls in SG have growth of order α; see (VG). Let > 0. Then we can find u = u( ) < 1 such that for all sufficiently large r > 0
Since |A \ B x (ur)| ≤ |B x (r) \ B x (ur)| and A ⊂ B x (r) with |A| ≥ |B x (r)|, we have
On the other hand,
g r (x, y).
Lemma 3.4 together with equation (VG) imply that there exists a constant c = c(u) such that
which together with (25) yields
whence the claim.
The statement of the next result is similar to [DCLYY13, Lemma 3.3]. Nevertheless, the proof there uses the (wLB) on IDLA which we do not have. We use instead Lemma 3.5.
Lemma 3.6 There exist ρ, η ∈ (0, 1] such that for large enough n and n 1 α(α+1) < r < n, the following holds. Let x ∈ B o (n) and let S ⊂ B o (n + r) be such that |S \ B o (n)| ≤ ρr α . Let X (t) be a simple random walk started at x, σ Q be the first time (X (t)) hits the set Q := B o (n+ r)\(S ∪B o (n)), and τ n+r (o) be the first time (X (t)) exits the ball B o (n + r) of radius n + r around the origin o. Then
Proof. For every path γ from inside B o (n) to outside B o (n + r), let y(γ) be the first vertex on this path for which d y(γ), B o (n) = r 2 . Let us denote by Y the set of all vertices y(γ) for paths γ. Moreover, every path from x ∈ B o (n) to outside B o (n+ r) must hit the set Y . Therefore by Markov's property, it suffices to prove the result for starting points y ∈ Y . Let us fix such a y ∈ Y , and consider the ball B y (r/3) of radius r/3 around y. By letting A = B y (r/3) \ S and using (VG), there exists C ≥ 1 such that
α in Lemma 3.5, we then deduce the existence of η > 0 (and, without loss of generality, it is understood that η ≤ 1) such that
Next, since d(y, B o (n)) = r/2, we have that d(y, SG \ B o (n + r)) > r/3 and B y (r/3) ⊂ B o (n + r) − B o (n). Then
The previous Lemma investigates the behavior of a single particle attaching to the IDLA cluster. The next Lemma, which claims that with high probability, a constant fraction of the IDLA aggregate is absorbed in a fine annulus of SG, resembles [DCLYY13, Lemma 3.3], with α (the volume growth of SG)
in place of d. For the reader's convenience, we state both the result and its proof adapted to our case and to our notation.
Lemma 3.7 There exist δ > 0 and p < 1 such that all n large enough, for all n 1/(α+1) < k < n α and x 1 , . . . , x k ∈ B o (n), and for all S ⊂ B o (n), the following holds:
Proof. Let r = k 1/α and fix ρ, η ∈ (0, 1] as in Lemma 3.6. Moreover, let X 1 (t), . . . , X k (t) be simple random walks that start at x 1 , . . . , x k respectively and stop when exiting B o (n+ r), and that generate the stopped IDLA cluster. Let k = ρk ≤ ρr α , and for j ∈ {1, . . . k }, denote
By construction, since only j vertices can add to the IDLA cluster, we have I j \ B o (n) ≤ j ≤ ρr α , so we are in the setting of Lemma 3.6, with I j ⊂ B o (n + r) instead of the set S, for all j ∈ {1, . . . k }. This implies that for all j ∈ {1, . . .
Thus |I (S; x 1 , . . . , x k → B o (n + r)) \ S| dominates a (k , η)-binomial random variable, which implies that there exist δ > 0 and p < 1 depending only on ρ, η such that
and this proves the desired.
We next show that the condition Lower bound (LB) from [DCLYY13] holds on SG. To do this, we first need to estimate the growth of the annulus
Lemma 3.8 For 1/n < < 1, the growth of the annulus B o (n) \ B o (n(1 − )) in SG satisfies the upper
Proof. To motivate the proof, we first carry out the estimate using closed balls, even though the statement calls for open balls. Let n = 2 k and = 2 −m for some positive integers k and m with m < k. Then 
For the actual proof, we consider the case when 2 k < n ≤ 2 k+1 and 2 −m−1 < ≤ 2 −m for positive integers m and k with m < k. Then the difference B o (n)\B o (n(1− )) can be covered by a union of at most 2·2 m+1 identical triangles each of side 2 k−m . Therefore the left-hand side in (26) is less than
Remark 3.9 If the center of the ball (or annulus) is an arbitrary vertex x of SG rather than o, then a similar argument shows that (26) holds with the constant 4 replaced by 8. This is due to the fact that for 2 k < n ≤ 2 k+1 , the ball B x (n) can be covered by two joint triangles of side 2 k+1 .
Proposition 3.10 Condition Lower bound (LB) holds on SG, that is,
On the other hand, from the inner boundary for IDLA cluster in Theorem 1.1 we have that for every > 0,
for n large with probability 1. Actually, the proof of the inner boundary implies the stronger result that
, since in the random variables M and L we count only particles that visit a point z ∈ B o (n(1 − )) before exiting B o (n). Therefore, for every > 0, we have
On the other hand, Lemma 3.8 yields
and the left hand side goes to 1 as goes to 0, which together with the first claim of the proof gives As in [DCLYY13, Theorem 1.2], we construct inductively a sequence of IDLA aggregates I j , by stopping the particles at different distances n j from the origin. If k j is the number of stopped particles, we choose the next distance n j+1 , at which we pause particles again, in terms of k j and n j . We iterate this procedure until there are fewer than n 1/(α+1) j particles, at which point there are too few particles to affect the limiting outer radius of the IDLA.
Proof of the outer bound in Theorem 1.1. To prove that for every > 0, I (b n ) ⊂ B o (n(1 + )) for n large enough with probability 1, we bound the event [I (b n ) ⊂ B o (n(1+ ))] by another event whose probability is exponentially decreasing in n, and then apply Borel-Cantelli.
As mentioned just above, we define recursively the sequence of aggregates I j and the quantities n j , P j , k j , j = 0, 1, . . . as follows. Fix first n > 0, and let
In words, we start the general internal DLA process with b n = |B o (n)| particles at o and build the cluster I 0 by stopping particles either when they attach to the existing cluster, or pausing them on
is, when they reach distance n from o. So I 0 is a subset of the unstopped IDLA cluster I (b n ) as defined in the introduction. Then P 0 gives the positions of the paused particles, which will continue their journey (only if there are enough particles to contribute to the behavior of the IDLA outer boundary) in order to build the next cluster I 1 . If they do not attach to I 1 before reaching the distance n 1 (still to be defined) from the root, then they are paused again and used for the subsequent aggregate. Formally,
I j+1 = I I j ; P j → B o n j+1
We continue this iterative construction as long as we have enough particles. Let J be the minimum value of j for which
with Lemma 3.8, for n large enough. Moreover, for every j = 1, . . . , J − 1, we can apply Lemma 3.7, by starting with the occupied cluster I j−1 ⊂ B o (n j−1 ), and the paused particles P j−1 ∈ ∂B o (n j−1 ). The number of paused particles k j−1 used to build I j fulfill the relation n 1/(α+1) j
. Then there exist δ < 1 and p < 1 such that
, for all j = 1, . . . , J. Since J ≤ n α , together with the union bound we obtain
In view of the inclusion of the events
we get that for any l ≤ J
Altogether equation (27) and the previous inequality imply that for some δ < 1 and p < 1
that is
.
In other words, with probability at least 1 − n α p n 1/(α+1) Finally, applying Borel-Cantelli to the events involved in the previous inequality, together with the bound in (28), and using that k 0 = b n − |I b n (o → n)| gives that for every > 0,
By Proposition 3.10, the event on the right-hand side above can happen only finitely many times. Therefore for every > 0, I (b n ) ⊂ B o (n(1 + )) for all sufficiently large n with probability 1. This concludes the proof of the outer bound in Theorem 1.1.
Questions
1. Rotor-router aggregation on Sierpinski gasket graphs. Rotor-router aggregation is a deterministic version of IDLA, which describes the growth of a cluster of particles, where the particles perform deterministic walks (called rotor-router walks) instead of random walks. In a rotor-router walk on a graph G, each vertex is equipped with an arrow (rotor) pointing to one of the neighbors. A particle performing a rotor-router walk first changes the rotor at the current position to point to the next neighbor, in a fixed order of neighbors chosen at the beginning, and then the particle moves to the neighbor the rotor is pointing towards. In rotor-router aggregation, for a fixed initial configuration of rotors, we start n particles at the origin of o, and let each of these particles perform rotor-router walk until reaching a site previously unvisited, where it stops. Then a new particle starts at the origin, without resetting the configuration of rotors. The resulting deterministic set R(n) of n occupied sites is called the rotor-router cluster. As in the case of IDLA, one of the questions here is to determine if the set R n of occupied sites has a limiting shape regardless of the initial configuration of rotors. 
IDLA on other fractal graphs. Another fractal graph with interesting properties is the graphical
Sierpinski carpet SC, where it may be very interesting to investigate the IDLA process. Most of the computations in the current paper can be carried over to Sierpinski carpet graphs, with the exception of Lemma 3.1 which is more delicate on SC. The proof of Lemma 3.1 uses the divisible sandpile model on SG, whereon explicit computations can be carried out thanks to the finite ramification of SG. In contrast, SC is infinitely ramified, and fine estimates of the solution to the corresponding Dirichlet problem are not known at the moment. According to computer simulations, there does not seem to exist a unique scaling limit for the IDLA clusters. Actually, the simulations suggest that there is a whole family of scaling limits, and that these scaling limits seem to have a fractal boundary. Figure 2 shows IDLA clusters on the graphical Sierpinski carpet SC in dimension 2, for 10000 up to 150000 random walks starting at the origin.
