The study of the de la Vallée Poussin means of analytic functions of the complex unit disk has provided significant contributions to geometric function theory, particularly to the theory of convex mappings. We consider the natural generalization of these means to holomorphic mappings of the Euclidean unit ball in C m and see that some results that hold for convex mappings of the disk can be extended to certain types of quasi-convex mappings of the ball.
Introduction
In a very influential paper [5] , Pólya and Schoenberg studied the de la Vallée Poussin means, a family of variation diminishing transformations of periodic functions defined on R. For any positive integer n, they showed that if ω n (t) = 2 n (n!) 2 (2n)! (1 + cos t) n , t ∈ R, then ω n is the kernel of a variation diminishing transformation in the following sense. Assume f is a real valued 2π-periodic function that is integrable on [0, 2π] . Define the nth de la Vallée Poussin mean of f to be V n f (t) = 1 2π
Given a finite sequence a = {a j } n j=1 , we define v c (a) to be the number of cyclic variations in sign of the sequence. That is, if a j = 0 for all j = 1, . . . , n, then v c (a) = 0. Otherwise, choose k so that a k ̸ = 0 and define v c (a) to be the number of changes in sign in the sequence {a k , a k+1 , . . . , a n , a 1 , a 2 , . . . , a k }. As pointed out in [5] , v c (a) is well defined (i.e. it is independent of the choice of the non zero element a k ), and v c (a) is an even number. For a function f as described above, let v c (f ) = sup v c ({f (t j )}), the supremum being taken over all sequences {t j } n j=1 , n ∈ N, that satisfy t 1 < t 2 < · · · < t n < t 1 + 2π. The main result of Pólya and Schoenberg in [5] is the following. 
where Z c (V n f ) denotes the number of real zeros of V n f within a period (including multiplicities).
For analytic functions on the unit disk ∆ = {z ∈ C : |z| < 1} given by f (z) = ∑ ∞ k=0 a k z k , the transformation becomes V n f (z) = 1 2π
Note that V n takes the space of analytic functions of the disk into the space of polynomials of degree ≤ n. The function V n f in (1.3) is called the de la Vallée Poussin mean of f of degree n. The Hadamard product of two analytic function on ∆ is defined by
and accordingly, the de la Vallée Poussin means of f are given by the Hadamard products V n I * f of f with the fixed functions V n I, where I(z) = 1/(1 − z) is the identity under the binary operation * . For a fixed analytic function f , the sequence of polynomials {V n f } converges uniformly to f on compact subsets of the disk. Now consider a line in the plane given by Ax + By + C = 0. Pólya and Schoenberg applied Theorem 1.1 as follows. Assume f is analytic in ∆, fix n ∈ N and 0 < r < 1, and set u(t) = Re f (re it ), v(t) = Im f (re it ), F (t) = Au(t) + Bv(t) + C, and P n (t) = A Re V n f (re it ) + B Im V n f (re it ) + C. Using the variation diminishing property of Theorem 1.1, since P n (t) = 1 2π
we conclude that the number of crossings of any straight line in the plane with the closed curve {V n f (re it ) : 0 ≤ t ≤ 2π} is less than or equal to the number of its crossings with the closed curve {f (re it ) : 0 ≤ t ≤ 2π}. The following result is now clear.
Theorem 1.2 (Pólya and Schoenberg).
If f is a univalent mapping of the unit disk onto a convex domain, then V n f has the same property, and, in addition, V n f ≺ f for each n. For clarity, we use m for the dimension of the space C m in order to avoid confusion with the degree n of the de la Vallée Poussin mean, which we define in higher dimensions as follows.
If f = ∑ ∞ k=0 P k is the expansion of f using homogeneous polynomials P k of degree k, then
As in the one variable case, V n takes holomorphic mappings of the ball to polynomials of degree ≤ n.
Convexity and some related properties in the ball
If f is an analytic function on the unit disk of the complex plane, the necessary and sufficient condition for f to be a univalent mapping of the disk onto a convex domain is that f ′ (0) ̸ = 0 and
Let K denote the family of univalent analytic functions on ∆ that are normalized by f (0) = 0, f ′ (0) = 1, and are such that f (∆) is convex. The following theorem was proved in [12] .
Theorem 2.1. If f is normalized and univalent in ∆, define
so the sufficiency of the inequality is easy. For holomorphic mappings f : B → C m , to determine whether f (B) is convex is somewhat complicated. We first require an analog of the Caratheodory functions, i.e. analytic functions with positive real part, see [13] and [1] . In what follows, we denote the identity operator in C m by I m to distinguish it from the identity under the Hadamard product introduced above. 
is analytic with nonnegative real part. The limit value as α → 0 is ⟨Dω(0)z, z⟩ = ⟨z, z⟩ = ∥z∥ 2 > 0. The result now follows from the fact that a nonconstant harmonic function cannot assume its minimum at an interior point.
Two analytic criteria that characterize holomorphic mappings of the ball B onto convex domains are the following. The first is given in [8] and also in [1] . It says that f (B) must be starlike with respect to each of its interior points.
A criterion that uses the second derivative is the following [1] .
for all z ∈ B \ {0} and all v such that Re⟨v, z⟩ = 0.
In Theorem 2.5, if v = iz, then (2.3) becomes the necessary condition given in Theorem 2.9 below. This is the m-dimensional version of the criterion for convexity in the unit disk. Of course, there are other choices for v when the dimension is ≥ 2.
To see some of the difficulties connected with convexity in higher dimensions, consider the following example.
) Then it is easy to check that the criterion (2.4), given below in Theorem 2.9, holds but F (B 2 ) may not be convex. For instance, 
) with x 2 < 1/2, and hence F (B 2 ) clearly does not contain the ray {(t, t) : t > 0}. In fact, it is known that, for F (z, w) = (f (z), g(w)) to be convex, f and g must be bounded [2] .
We now consider the analytic condition (2.1) and Theorem 2.1 in connection with convex mappings of the ball. We require the following lemmas that are extensions of results of Robertson [6] given in [14] . 
exists and is holomorphic in B, then ω ∈ N. 
exists and is holomorphic in B.
The extension of the inequality (2.1) is the following.
Theorem 2.9. Assume f is a holomorphic mapping of B onto a convex domain. Then
Outline of Proof. Apply Lemma 2.8 to
The limit function is
from which it follows that ω ∈ M.
Theorem 2.4 yields the following result.
Lemma 2.10. If f is a holomorphic mapping of B onto a convex domain
Proof. It is convenient to replace β by βα with β fixed |β| ≤ 1, β ̸ = 1. Then we know from Theorem 2.4 that Re H(α, αβ) > 0 when |β| < 1, and Re H(α, αβ) ≥ 0 when |β| ≤ 1. The limit value as α → 0 is 1 − β which has positive real part when |β| ≤ 1, β ̸ = 1. Thus, applying the minimum principle for harmonic functions, we conclude that for fixed β, |β| ≤ 1, β ̸ = 1, Re H(α, αβ) > 0 and the lemma now follows.
Given f : B → C m and a vector u ∈ ∂B, define
when this function exists. We have the following [8] .
Theorem 2.11. If f is a holomorphic mapping of B onto a convex domain and u
Outline of Proof. By Lemma 2.10, G f,u (α, β) exists when α ̸ = β. However, taking the limit as β → α, setting z = αu, the limit value is ⟨Df (z) −1 (D 2 f (z)(z, z) + Df (z)(z)), z⟩/∥z∥, which has positive real part by Theorem 2.9. Thus Re G f,u (α, β) is harmonic in both α and β, and has positive real part when |α| = |β|. By the minimum principle, Re G f,u (α, β) > 0 when |β| < |α| and also when |α| < |β|.
Definition 2.12. Consider three families of locally biholomorphic mappings f :
In this case, f is said to be quasi-convex of type A. If f has the property given in Theorem 2.9 (the extension of the necessary and sufficient condition for convexity in the plane), then f ∈ F. In this case, f is said to be quasi-convex of type B.
Remark 2.13. We summarize some of the properties and relationships among the families K m , G, and F. Proofs can be found in [8] .
(a) When m = 1, these three families are identical.
The containment is proper when m ≥ 2. This follows from the fact that if
, where each f j is a function of z j only that maps the unit disk onto a convex domain, then F lies in G but will not always lie in K m .
(c) G ⊂ F. This follows from the proof of Theorem 2.11 with β = α. It is not known whether this containment is proper.
(d) If f ∈ G, then f is starlike (of order 1/2). This is seen by setting β = 0.
(e) It is not known whether functions in the family F are starlike or, in fact, whether they are univalent.
and these inequalities are sharp even in the family K m . That is, the growth rates in the three families are identical.
Mappings in G and F share some of the same geometric properties as those in K m as well as the growth rate. Thus a study of these families could be worthwhile, especially since the condition for membership in one of these families is not as difficult to check as is the case for K m .
De la Vallée Poussin means of "planar" holomorphic mappings of the ball
Let h : ∆ → C be a normalized univalent function, i.e., h(0) = 0 and h ′ (0) = 1. Then it is easy to see that for a fixed u ∈ C m with ∥u∥ = 1, the mapping F : B → C m given by We consider somewhat more general mappings with similar properties. Let f : B → C, f (0) = 1, f (z) ̸ = 0 for z ∈ B, and define
We will assume that for fixed u, ∥u∥ = 1, the function g(ζ) = ζf (ζu) maps ∆ onto a domain with some geometric property such as convexity, starlikeness or close-to-convexity. Thus
For example, if h is a normalized univalent function with a desired geometric property and u ∈ C m is a fixed unit vector, then the function f (z) = h(⟨z, u⟩)/⟨z, u⟩ is of this type.
Definition 3.1. Given a unit vector u ∈ C m , let P (u) = {λu : λ ∈ C} denote the plane generated by u.
In the following, we treat z as a column vector and for f : B → C, Df (z) : B → C is realized as a 1 × m matrix. The proof of the following theorem is a straight-forward computation.
Theorem 3.2. Suppose F is given by (3.1). Then
(c) The inverse of DF (z) is given by
We now consider mappings F as described in (3.1) that have the property that ζ → ζf (ζu) is a convex mapping of ∆ for each choice of the unit vector u. By Theorem 3.2, this means that F (B) ∩ P (u) is convex for each u. One example of such an F is the well known Cayley transform generated by f (z) = 1/(1 − z 1 ), z ∈ B. This is a generalization of a "half-plane mapping," and F (B) is convex.
Convexity of F (B) ∩ P (u) for each u is not sufficient to yield convexity of F (B). In [3] , it was shown that if a ray {tv : t ≥ 0} is contained in the convex set F (B) then for every a ∈ F (B), a + tv ∈ F (B) for all t ≥ 0. If F is the generalization of the strip mapping given by (3.1) with
then for j ≥ 2, the jth coordinate of F tends to 0 as z 1 tends to ±1, z ∈ B. Thus, the property described above cannot hold. However, in general, F ∈ G does hold [8] . Using Theorem 3.2, one can show that the function G F,u in (2.5) is given by
and this has positive real part because α → αf (αu) is convex. From equation (1.5), the de la Vallée Poussin means of F are given as follows. Write
and thus
Setting z = ζu, u a fixed unit vector, and g(ζ) = ζf (ζu), ζ ∈ ∆, we see that
Theorem 3.3. Suppose that F is given by (3.1) and, for each u ∈ ∂B, the mapping g u : ∆ → C given by g u (ζ) = ζf (ζu) is convex, and let n ∈ N.
(a) The mapping V n F is of the form (3.1) and
(b) We have V n F ≺ F , and the associated Schwarz mapping w : B → B satisfies V n F (z) = f (w(z))w(z) for all z ∈ B and w(ζu) ∈ B ∩ P (u) for all ζ ∈ ∆ and u ∈ ∂B.
Proof. Part (a) is clear from (3.2) and (3.3). Part (c) then follows because functions of the form (3.1) lie in G.
To prove (b), begin by using Theorem 1.2 to see that V n g u = g u • ω u , where ω u : ∆ → ∆ is a Schwarz mapping. Then for ζ ∈ ∆ and u ∈ ∂B,
This gives that V n F ≺ F and the associated Schwarz mapping
The Hadamard product of an analytic function of the disk with a holomorphic function of the ball is given by
where P k is homogeneous of degree k. Then, as in the one-variable case, we have V n F = V n I * F , where I is the one-variable Hadamard product identity.
In [11] , Ruscheweyh and Suffridge extended the one variable de la Vallée Poussin operators V n , n ∈ N, to a continuum of operators V λ , λ > 0. As before, V λ f = V λ I * f for analytic functions f . 
(e) V λ I is expressed using a hypergeometric function as
which extends continuously to ∆, and
holds on the boundary.
Then Ω λ (t) ≥ 0 for all t and 1 2π
For a convex mapping F of B, define
It is also clear that we may use Theorem 3.4 to extend Theorem 3.3 to apply to V λ F as follows. 
for a convex function f j on the unit disk. The following corollary follows readily from Theorem 3.4.
Corollary 3.7. Both F and V
Given an analytic function that maps the disk onto a planar domain that is starlike with respect to the origin, there are corresponding holomorphic starlike mappings on the ball of C m . Further, if f is a close-to-convex function on the disk there are corresponding close-to-starlike mappings on the ball. The specific results use the mappings F given by (3.1) where ζ → ζf (ζu) is starlike for each unit vector u. Also see [4] . Proof. This follows readily from the fact that for z = ζu, F (z) = f (ζu)ζu = (ζf (ζu))u ∈ P (u), and
A close-to-starlike mapping F has the property that the complement of F (B) is the union of non-crossing rays in C m , as is the case for close-to-convex functions in the plane. The analytic condition for F to be close-to-starlike is that there exist a starlike mapping G with G(0) = 0 such that Re⟨DF (z) −1 G(z), z⟩ ≥ 0 for z ∈ B. We say that F is close-tostarlike with respect to G. The term "close-to-starlike" is used since there may not be a convex mapping associated with the starlike mapping G. The following theorem holds. Proof. The result follows using Theorem 3.2 to see that if z = ζu, then
.
As a special case, consider the following. For each unit vector v ∈ C m , define
for analytic functions f on ∆. Then the mapping F = P v (f ) is a special case of functions F given by (3.1) when f (0) = 0. The following corollary follows readily from Theorem 3.9. Proof. This result follows from the fact, shown in [4] , that
z.
A result for quasi-convex mappings
The following theorem is an extension of a result of Robertson [6] .
The following lemma [6, P.322] is needed for the proof of this theorem. For simplicity, we write 
Proof. Using induction on k, k < n, for fixed n, we calculate
by the induction hypothesis and the fact that S(k, n) < 1. This completes the proof.
We also require the following.
Proof. By dividing each factor by n, we find that
The denominator clearly has limit 1. The numerator is a polynomial of degree k in 1/n. The constant term is 0 and the coefficient of 1/n is k 2 . Therefore, after multiplying by the factor n + 1 the limit value is clearly k 2 .
Proof of Theorem 4.1. We apply Lemma 2.8 with t → 0 + replaced by 1/(n + 1), n → ∞. The result is
Now let K be a compact subset of B, and choose r < 1 so that K ⊂ {z ∈ B : ∥z∥ ≤ r}.
Choose ρ so that r < ρ < 1. Then ∥F (z)∥ ≤ M for some constant M when ∥z∥ < ρ. Therefore, since (n + 1)(1 − S(k, n))P k (z).
For any N , the first sum has limit ∑ N k=1 k 2 P k (z), while the last is bounded by
when z ∈ K, using Lemma 4.2, and this can be made arbitrarily small by choosing N sufficiently large. It follows, using Lemma 2. where ω ∈ M, and the proof is complete.
Some examples and conjectures
Example 5.1. Some nontrivial applications of Theorem 3.8 are the following.
(a) For m = 2, set f (z) = 1 (1 − z 1 ) (1 − z 2 ) .
(See [14] .) We have the following conjectures. In fact it is likely true that the continuous extension V λ F of the de la Vallée Poussin means also has that property, and the subordination property for convex mappings also likely holds. 
