ABSTRACT, Given r numbers s~, •.
I n t r o d u c t i o n
Given r numbers sl, • • • , s, we wish to find all possible combinations of these numbers which sum to M. This rather simply stated problem is at the root of several interesting problems in number theory, operations research, and polynomial faetorization. In the first case it is closely related to the classical number theory study of determining partitions. Phrased in our terminology, determining partitions of M would imply that s~ = i and sr = M. So here we arc concerned with a more general problem than partitions. In [7, p. 273] Hardy and Wright provide generating functions but no good computational scheme for generating such partitions. If we restrict the s,. and/11 to be integers and include an additional set of numbers P~ then we have an integer programming form of what is usually referred to as the knapsack problem. In its simplest form one wishes to find the most desirable set of quantities a hiker should pack in his knapsack given a measure of the desirability of each item (p~ or profit) subject to its weight (s~) and the maximum weight that the knapsack can hold (M). Th 9 partition problem is shown to be a special case of the 0-1 unidimensional knapsack problem and it will be shown how a method for speeding up the partition problem can be more generally used to speed up the knapsack problem. In [2] , Bradley shows how a class of problems can be reduced to knapsack problems. Thus, a more efficient method for knapsack solving algorithms is extremely useful. An implementation of this method has a wide variety of applications. In one reported case [15] , the motivation arose from capital budgeting problems in which invest-ment projects are to be selected subject to expenditure limitations in several time periods. After solving our original partition problem we will show how our new techniques can be incorporated into an efficient knapsack algorithm. A survey of algorithms for the different variations of the knapsack problem is given in [141. Much of the early work in the knapsack: problem was done by Gilmore and Gomory; see [4, 5] . Finally in [12] our original motivation for the partition problem arose as a subalgorithm for polynomial factorization where M is the degree of the given polynomial and the s~'s are suspected degrees of its irreducible factors. At the moment all known methods for the partition and knapsack problems take exponential time. In [3, 91 it is shown that both the 0-1 knapsack problem and the problem of finding one partition are p-complete, i.e. if one could find a polynomial time bounded algorithm for either of these problems then one would have polynomial algorithms for a wide variety of problems for which there is no known polynomial algorithm. Specifically this would lead to polynomial algorithms for the traveling salesman problem, multicommodity networks flows, simulation of polynomial time bounded nondeterministic Turing machines by deterministic ones, etc. A more complete list of p-complete problems can be found in [3, 9] . In view of this theoretical result, it is clear that finding a polynomial algorithm for the 0-1 knapsack or partition problem would be difficult (if such an algorithm exists). It is therefore of interest to obtain subexponential algorithms and to investigate the use of heuristics in an effort to improve the computing times for these problems. This is precisely the sort of development that this paper takes, first giving methods with reduced asymptotic bounds and then refining these algorithms with heuristics, special data structures, and testing.
In Section 2 we will precisely formulate the problem using the convenient concept of multisets. In Section 3 we will summarize the various algorithms that have been proposed, present our own refinements, and then analyze the resulting computing times and storage requirements. A new technique which substantially reduces the worst case asymptotic computing time will be given. Also we will examine the same algorithm using different data representations on the computer. Then in Section 4 empirical studies will be examined so as to determine the best overall algorithm. Finally in Section 5 it will be shown how these new techniques can be easily incorporated into the 0-1 knapsack problem so as to maintain the same advantages of efficiency. A new branch and search algorithm for the knapsack problem is also presented. Empirical studies indicate that it is significantly faster than the Greenberg-Hegerich algorithm [6] .
Problem Definition
We begin with the mathematical formulation of our problem.
Definition 1.
A multiset S is a collection of elements 1 si denoted by S = {s~}. Definition 2. A set S is a multiset whose elements satisfy si ~ s~. if i ~ j. Definition 3. The cardinality of a multiset S, denoted by I S I, is defined to be the number of elements in S. If I S I --r, then S will often be written as Sr. Example. $1 = {1, 9, 1, 5, 41 is a multiset but not a set. $2 = {1, 9, 5/ is both a set and amultiset. [ $ 1 [ --5 and IS21 = 3. ~ --11010 is a 15-partitionof S1. The 15-partitions of $1 are 11010, 01110, and 11101.
Definition 5. An algorithm will be said to enumerate the M-partitions of S, iff it generates all r-tuples ~ satisfying (1) and no other 5's.
1 Without loss of generality we shM1 restrict ourselves to the case where the s~ are positive integers. PROOF. (i) ~ only 2 ~ distinct r-tuples ~ for which ~ E (0, 1), 1 < i < r. (it) Let S~ = (2 °, 21, "'" ,2~-1).
Each of the ~'s in (i) is now the binary representation of the sum, ~ ~2 ~ and so represents a distinct sum from the other ~'s.
The Algorithms
We shall now look at several classical algorithms for enumerating M-partitions. Starting with the simple enumeration and branch and bound type algorithms, 1 (a) and (b), we shall go to the dynamic programming type algorithms, 2 (a), 3 (a), and 4 (a). We shall then show that by "splitting" the multiset S we can obtain algorithms that have a worst case computing time a square root of that for the dynamic programming algorithms. This is represented in Algorithms 2 (b), 3 (b), and 4 (b). Improvements in the average behavior of the algorithms are obtained through the use of heuristics. In Section 4 empirical results are given to allow for comparing the usefulness of the heuristics used. The empirical results will show that the new algorithms are significantly better than the ones without splitting over a wide range of input data.
Definition 6. Union. U*, Sr~ U* S~2 is a multiset such that x C Sr~ U* Sr2with n occurrences iff the number of occurrences of x in S~ z plus the number of occurrences in S~ is n. Definition 7. Ordered Union. *U*, Srz *U* Sr~ is a multiset such that x E S~, *U* S~ under the same conditions as in Definition 6 and in addition the elements of St, *U* Sr~ are ordered.
Example. If $3 = {1, 2,1} and S~ = {1, 2, 2, 3} , then Ss U* S4 = $7 = I1,2,1,1,2, 2,3}.IFS3 = 11,3, 5} andS4 = 12, 3,4, 4}, then S3*U* $4 = $7 = {1,2,3,3,4,4,5}.
Algorithm 1 (a). Here we generate all 2 ~ possible ~'s and determine which ones satisfy eq. (1). As we shall see from the empirical studies in Section 4, this method works extremely slowly for even small values of r. So despite the fact that its storage requirements are linear in the cardinality of the input set, its real effectiveness is severely limited because of time. We note that this algorithm could be somewhat speeded up through the use of heuristics as explained in [11] . However, we next give a backtracking or branch and bound algorithm, 1 (b) below, which is considerably superior to 1 (a), and so we shall not concern ourselves with further variations of 1 (a). Now we give a recursive algorithm which maintains the linear storage requirement and reduces the bound on the computation time from r2" to 2 ~. This method is well known and is perhaps the one most commonly employed for solving knapsack problems. = the set o f j such that ~ sj = s.
The algorithm is recursive and is initially invoked as PARTS (0, 1, ~<~< , s~, NULL).
1.
[Testheuristics] I f s + rein < M t h e n r e t u r n . I f s + rein = M t h e n output 5 U{i, i + 1, .-. , r} r e t u r n .
[Try next si]
I f s + s~ > M t h e n r e t u r n . I f s + s l = M t h e n D O ; output i U 5; I f i < r go to step 4;
else r e t u r n ;
I f i < r t h e n CALL PARTS (s + s~, i + 1, rein --s~, i IJ 5);
else r e t u r n .
R e t u r n .
Storage required: 0 (r). Computation time: 0 (2"). For each partition, this algorithm produces an r-tuple & Thus an additional time of rQ is required to print all the partitions, where Q is the total number of partitions. Though this met:hod is much better than 1 (a) in terms of the time requirements, let us now look at even faster methods.
In the next algorithm we compute the sums obtainable from all possible submultisets of S. Along ~ith each sum is kept an encoding of the indices used to obtain that sum. 5,Iultiple copies of sums are retained.
A l g o r i t h m 2 ( a ) .

Sr = ( s l , . . . ,sr).
A i s a m u l t i s e t o f 2 -t u p l e s (al,a2) w h e r e a l i s a partial sum, oa is an encoding of thej's such that ~(jJj-lea2) s~ = ax. The encoding used (111) is output corresponding to the partition (1 + 3 + 4). We note that while implementing the encoding scheme, above, one would use bit strings to represent the second component of the 2-tuples of A, with the jth bit set to 1 iff si was used in obtaining the corresponding sum. This has the advantage that no decoding is needed at the end to obtain the partition. THEOREM 1. In the worst case the computing time for Algorithm (2a) is 0 (max{2 r, rQ} ) and its storage requirements are 0 (2r).
PROOF. Let [ A I = k when i = j. Then the cardinality of A for i = j + 1 is less than or equal to 2k. The time taken for step 2 when i = j is k and for i = 1, k = 1. Therefore the total time is less than or equal to ~= ] 2 ~ = 0 (2 r) and the decode time per partition is 0 (r).
Though Algorithm 2 (a) has a much worse storage requirement than 1 (b), it actually remains fairly competitive with 1 (b) in terms of time. However, it is possible to make a significant improvement in method 2 by splitting the input into two sets as will be done in Algorithm 2 (b). The procedure of "splitting" is that rather than generate all possible sums for the given multiset Sr of cardinality r, we consider two smaller multisets T and U such that the union of the two gives Sr. Algorithm 2 (a) is now applied to both T and U. However now the multiset of obtainable sums is maintained in increasing order in terms of the first component of the 2-tuples. It is now possible to combine the results of the two applications of method 2 (a) to T and U to obtain all M-partitions, and in such a way that the entire process requires only a square root of the time and space required (in the worst case) if 2 (a) were directly used on Sr.
Algorithm 2 (b). The multiset S, is divided into two submultisets T, U such that 2
I T{ = t = tr/2), T = (sl, ... ,st); I Ul = u = r -t , U = ( s t + l , ' " ,st).
As in 2 (a), A and B are multisets of 2-tuples. Howcvcr now A and B are kept ordered, i.e. if (a;l, a~) E A and (a¢1, as,) E A then a~ < aj~ implies i~ < j2, and similarly for B. -{-(u~, IC) } ordered can be done in time proportional to I A I and I B I respectively. Therefore from Algorithm 2(a) the time for steps 1-4 is 0(2 t + 2 ~) --0(2rr/21).
Step 5 requires time 0 (max{ 2 ~/2, rQ} ). To see this consider the algorithm below, which realizes this step:
p~, q~ contain encodings of all combinations of elements that sum to a~, b~. Then The improvement in computing time exhibited by Algorithm 2(b), naturally, leads to the question of whether further improvements can be achieved by dividing the original set into more than two parts. If we divide the multiset into k parts then all the partial sums can be computed in O(k 2 r/~) time. However, there appears to be no way of combining the results of the k-parts in time less than 0 (£~/~) to get the partitions. For example if we chose k = 4 then we would obtain four lists of partial sums of maximum length 2 "/* each. To obtain a partition of M we would choose one element from list 1, say x~, and then determine all partitions of M --x~ from the remaining three lists. Such a process requires more than 0 (2 ~n) time. Alternatively we could combine pairs of lists obtaining two lists of size 0 (2~/~), but this just reduces to method 2 (b).
We have previously noted that a polynomially bounded algorithm for the partition problem would have important consequences on the existence of polynomially bounded algorithms for many other problems. Though the splitting technique cannot be iterated any further with a subsequent improvement it can be successfully applied to other pcomplete problems. Thus, 0(2 ~n) algorithms can be given for problems such as (1) finding an exact cover of a graph, (2) finding the hitting set of a graph. Now we study an entirely different approach to this problem which avoids the generation of all partitions as in 2 (a) and 2 (b). Instead it first produces r sets S (', • • • , S (~) so that S (° contains all possible combinations of s~, • .. , s~. Then a retracing procedure is used to find those combinations which give M in S (~. Definition 9. Ordered Union on Sets. S~ *U* S~ is a set such that x E S~ *U* S,~ iff x E S~ or x E S~ and the elements are ordered. 3. If n = 0, output J ; r e t u r n .
Computing Partitions with Applications to the Knapsack Problem
This algorithm differs from 2 (a) chiefly in the scheme used for obtaining the indices that sum to a particular number (binary encoding in the case of 2 (a) and trace back involving search in 3 (a)). It should be clear that the binary encoding scheme would be superior when the number of partitions is large. Algorithm 3 (b). This is essentially 3 (a) with S~ split into two parts as in 2(b). The worst case storage space is now 0(min (2 ~t2, rM) ) and the computation time is O(max (2 ~:, r2O} ).
There are two strategies that can be employed for implementing method 3. Musser's implementation of algorithm 3 (a) uses bit strings. The sets S (~) are bit strings in which the jth bit is a 1 iff j has a partition from the first i elements of the multiset. Such an implementation has a space requirement of O(rM) and also an asymptotic computing time bound of O(rM). This implementation is good when M is guaranteed to be small. However, the following example illustrates the drawbacks of this technique for large M.
Example. S = {1,10 ~,10~}, M = 10 ~-{-10 ~.
The storage needed to handle this problem by the bit string technique is about 3 × 10 ~ bits (careful programming could reduce this to around 106 bits). The computing time would be around 105 basic operations. However the implementation suggested by 3 (a) needs only 8 machine words and about 8 units of time. Thus the dependency of the bit approach on the magnitude of the number can severely affect its general usefulness.
Naturally, if we were writing an algorithm for general use we would avoid bit strings. The maximum storage gain that can be expected, for small M, through the use of bit strings is only a factor of/~ where ~ equals the number of bits/word in the machine. Finally, it is often the case that the number of combinations which are generated is considerably less than 2 ~. This will be reflected in our implementation by a decrease in storage needs whereas the bit approach is still dependent upon the magnitude of the number. Now we present the last pair of algorithms. Later we shall see that their asymptotic bounds will be at least as good as all of the previously described methods and actual tests indicate that they are far superior.
Algorithms 4(a), 4(b). These are the same as 2(a) and 2(b), respectively, with the E. HOROWITZ AND S. SAHNI exception that A and B are now sets rather than multisets. Eliminating multiple occurrences of the same sum at each stage easily overcomes the extra bookkeeping needed. Thus, encodings of all possible vectors resulting in a sum in A or B a r e k e p t in an auxiliary array with only one pointer, a pointer to the first partition of that sum. As for algorithms 2(a) and 2(b), the worst case storage and computing time bounds remain the same. However, in the next section we shall examine the extent to which these algorithms are an improvement.
T A B L E I. ASYMPTOTIC BOUNDS FOR PARTITION ALGORITHMS Q = the number of partitions; M = the desired sum; r ~-the number of elements
Storage required: 0 (2 lr/21 ).
Computing time: 0 (max{ 2 I'j21' rQ} ). Table I summarizes the upper bounds on the computing time and the storage requiremeats of Algorithms 1 through 4. Estimates of the storage constants involved are also giw;n.
Empirical Results
Algorithms 1 through 4 were programmed and tested extensively to determine their average relative performance as opposed to the theoretically obtained "worst case" computing time and storage requirements. The programs were written in FORTRAN G and tested on an IBM 360/65.
Tests were performed using the following data sets for S = {sl, "." , s~} and M: ]II. s~ = random numbers in [1, 1000] . M -~ m, 2m, 3m, ~s j 3 , ~s i / 2 . ]t should be noted that because of the heuristics used, the time to compute M-partitions for M = ~1_<i_<, s¢ is essentially zero for algorithms 1 (b), 2(a), 2(b), 4(a), and 4(b). The computing times reported for the cases where the s¢ were random numbers is the mean of times obtained for five such tests.
I. s~ = i, 1 < i < R. M = R, 2R, 3R, R ( R +
The computing times are reported in Tables I I -I V . Despite the simplicity of 1 (a) and the fact that it requires only linear storage, this method is far too slow for even small values of r. As Tables I I -] V show, an r of 15 took more than 21 seconds and higher values of r were subsequently much worse. Method 1 (b) is a considerable improvement over 1 (a), retaining the linear storage feature while its performance is superior to 1 (a) by a factor of 10 or more. The combination of the heuristics helps to account for its dramatic improvement over 1 (a). In the cases 2 (a) versus Examining all three tables we see that method 2 (b) was faster than 3 (b) in almost all circumstances showing the superiority of the binary encoding scheme. However, the ratio of improvement is not a constant but varies considerably with the input data. For instance, in Table I I I method 2 (b) is 10 times faster than 3 (b) for M = max, but both methods are about equal for M = sum/2. In any case method 2(b) is overall the more efficient, but its real difficulty is in storage. Note that in Table I I was modified to produce method 4 (b) by changing the multisets into sets. N o t only did this improvement allow 4 (b) to continue for much greater r but also decreased the computing time, so that 4 (b) is at least as good and often better than 2 (b). The empirical results also show that 4 (b) is considerably better than 3 (b) even in cases where there ate only a polynomial number of partitions.
Finally then we are left with Algorithms 1 (b) and 4(b). Looking at the tables we see t h a t the computing time becomes prohibitive much earlier in 1 (b) t h a n in 4 (b). In fact for r = 60, the m a x i m u m r that was tested, 4 (b) was able to obtain the answers in 1.4 seconds and needed no more than 30K words. So despite the fact that 2 r/~ is an upper bound on the number of partitions which may exist, empirical tests indicate that this limit is often not achieved. (Note that L e m m a 1 in Section 2 shows when this limit will be reached.) Therefore an outright "best m e t h o d " would probably be 4(b) although method 1 (b) has the virtue of guaranteed linear storage.
The Knapsack Problem
The general knapsack problem m a y be stated as the following integer optimization problem: let pi be the profits or returns gained by including project i; si the a m o u n t of resource required for project i; M the total amount of resource that can be allocated; and ~i the fraction of project i that is accepted. T h e n we wish to solve: where ~ is a nonnegativc integer. If we restrict ~ to be the integer 0 or 1 this is called the 0-1 knapsack problem. In this paper we shall be concerned only with this form of the problem. In particular we shall consider applying the methods of the previous sections fox' computing partitions to produce more efficient knapsack methods. I n terms of the knapsack problem we may formulate the partition _problem as max ~ s~i subject to ~ si~ < M, ~= 0 , 1 .
1<¢<r l_<~<r
Clearly, there is a partition of 31 in S = {sl, .-• , st} iff max ~x<~<~ s~$~ = M. If we want all the partitions then we look for all ~ for which ~ s~ attains its m a x i m u m of M.
Thus we see that the partitions problem discusscd earlier is really a vcry important instance of the 0-1 knapsack problem. Let us briefly examine the new complications produced by the knapsack. We now have a profit associated not only with each st, but subsequently with each partial sum. If we adopt Algorithm 4 (b), then at each iteration for every multiple occurrence of a partial sum we need only retain that one partition which yields the m a x i m u m profit. At least this eliminates having to keep multiple copies of either the partial sums or the profits. But in'Algorithm 3 (b) the approach of generating the sumsets and then tracing back to find all existing partitions now seems more attractive. Since we want only one solution to tile knapsack problem we can entirely eliminate the overhead of maintaining all possible partitions as we generate sums (as in 4 (b)) and instead use 3 (b) where we need only Times in milliseconds Parentheses indicate actual value of R. h Exceeded time limit.
Computing Partitions with Applications to the Knapsack Problem
More than 30K words required.
trace back oncc. Furthermore, in order to assure that the splitting procedure takes no longer than 0 (2 ~/~) we must now keep not only the sums but their associated profits in increasing order. This can clearly be done, for suppose that for some i we have sums a~ < a~+1 but profits p~ > p~+~. T h e n we can reject the pair (a~+~, p~+~) as not yielding a m a x i m u m profit. For, every further possible combination of s j , i + 2 < j ~ r which would be added to ai+l giving a sum less than or equal to M can just as well be added to a~ yielding as much profit at less expense. Therefore, the method we first suggest is an adaptation of Algorithm 3 (b), the dynamic programming approach where we initially split the set of weights and profits. This method is now given:
Step 1. Divide the multiset S, of weights, into two multisets T and U as in 2(b). Let the associated profit sets be P T and P U respectively. Set F0(i) = 0, 0 < i < M, and U0(i) = 0, 0 < i < 21I.
Step 2. C o m p u t e Fk(x) = max{Fk_~(x), Fk_~(x --tk) + PT~}, 1 < £ < It~21;
Step 3. [Find an optimal solution]. Search F>/=j and G~-t~/ej in a manner similar to Algorithm 2 (b) to find an optimal pair x, y such that x + y < 211 and Ftr/2 ' (x) .3 t-(.r~r_t,/2, (y) is a maximum.
While actually implementing step 2 we do not compute F and G for all a' E [0, M] but only at'those points x for which there is an x-partition in the weights currently considered; i.e. F4 (x) is computed only at those x which can be represented as the sum of a subraultiset of the weights t~, t2, ta, and t,t.
It follows immediately from the previous sections that the worst case time and storage requirements for KNAP (1) are 0 (mini2 r/2, rM} ). We note that previous dynamic programming algorithms for the Knapsack problem (see [5, [13] [14] [15] ) require 0 (rain{ 2 r, rM} ) time and space. Thus for large M our algorithm again represents a square root improvement.
For comparison purposes let us now consider the branch and search algorithms. We will see that their storage requirement will be guaranteed to be linear. This may prove to be the deciding factor, especially for a problem which generates a large number of intermediate possibilities using K N A P (1). We now present two branch and search algorithms that differ only in the heuristic employed by each. KNAP (2) is a new modification of of Kolesar's [10] Branch and Bound Algorithm so that it now requires only linear storage. Kolesar's original algorithm is a mixed breadth-wise and depth-wise tree search requiring exponential storage while KNAP (2) is a depth-first search. KNAP (3) is the popular Greenberg and Hegerich branch and search algorithm. The only difference between K N A P (2) and KNAP (3) is that in K N A P (2) branching is done in order of decreasing profit densities (i.e. decreasing pi/s~) while in KNAP (3) the noninteger variable, in the linear program solution to (2) with added constraints, is chosen as the next variable to branch on. In [6] Greenberg and Hegefich presented empirical results indicating that KNAP (3) was better than the Kolesar algorithm by a factor of two or three.
We now present these two branch and search algorithms. It is assumed that s~ < M, 1 < i < r and that ~[ si > 111 (if this is not the case then we either have a trivial solution or objects can be trivially deleted to obtain an equivalent problem in this form). It is also assumed that p~, s~ > 0, 1 < i < r. Empirical tests to determine the relative cfficiencies of KNAP (2) and KNAP (3) were carried out using random p~, s~ in the range [1, 100] and M = 100. This corresponds to the data used by Greenberg and Hegerich [6, p. 331] . The relevant section of the table in [6] together with our computing times for their method on our machine plus our times for KNAP (2) are presented in Table V . Table V indicates that KNAP (2) is uniformly better than KNAP (3) on this data set. Further results reported later in Table VI will show that KNAP (2) performs several times better than KNAP (3) on the other data sets tested as well.
We note that Algorithms KNAP (2) and KNAP (3) take at most 0 (r2 r) in computing time and so asymptotically KNAP (1) is certainly superior.
A variety of data sets were constructed to reflect the several degrees of freedom which are possible, i.e. we can choose the weights, the profits, and the size of the knapsack. The data sets considered are as follows:
random weights s~ and random profitsp~; 1 < s~, p~ < 100. I'(b) : random weights s~ and random profits p~ ; 1 < s~, p~ < 1000. II (a) : random weights s~, 1 _< s~ < 100, p~ = s~ -t-10. II (b): random weights s~, 1 < si _< 1000, pl = s~ + 100. III (a): random profits p~, 1 < p~ < 100, si = p~ + 10. III(b): random profits p~, 1 < p~ _< 1000, s~ = p~ + 100. IV: random p~, s~ = p~, 1 < i < r, and size M such that there is no M-partition in {s~} but ~s, > M. Table VI gives the total time needed to solve the fifty problems as described above for each data set. From this table it is clear that for each of the data sets KNAP (2) is significantly better than KNAP (3). KNAP (1) and KNAP (2) are highly competitive, with KNAP(1) generally being superior for M = ~/2. Tables VII-IX expand the computing times given in Table VI for data sets I(a), II(a), and III(a) with M = ~/2. Results are reported only for KNAP (1) and KNAP (2) since from Table VI it is clear that KNAP (3) is comparatively very poor on all the data sets tested. From these tables it becomes evident that KNAP (1) is relatively insensitive to the data and is thus a more stable algorithm. However, it suffers from large storage requirements and so while it may be expected to perform better than KNAP(2), as far as time required is concerned, storage limitations leave KNAP (2) as the only algorithm that may be feasible for certain problems. Finally in Table X we show what can happen if one tries to use KNAP(2) to solve partition problems. When several partitions exist, one may be found early and KNAP (2) terminates quickly. However, in case there is no partition KNAP (2) gets bogged down. This phenomenon may be expected to occur when the profit densities are cqual or nearly equal and the optimal solution does not fill the knapsack. Thus KNAP (1) becomes the more attractive method for this sort of data.
Finally we should like to mention that Ingargiola and Korsh in [8] have devclopcd a clever way to preprocess the input of a knapsack problem before applying the actual algorithm. Given r inputs which are already ordered according to decreasing profit densities (p~/s~ > p~+a/si+l), their method splits the variables into three groups: (a) those which must be contained in the optimal solution, (b) those which cannot be contained in the optimal solution, and (c) those which may or may not end up in the optimal solution. The method takes no more than O(r ~) time and can generally reduce an rquantity problem to a k-quantity problem where k is significantly smaller than r. After using the IngargiCa-Korsh preprocessor one can then use either a branch and search or a dynamic programming method to solve the remaining knapsack problem. 
Conclusion
We have considered the problem of finding all combinations of r numbers which sum to M and shown how to reduce the computing time and storage requirements for algorithms which solve this problem by a square root factor. Then we have studied additional improvements such as heuristics and special data structures. The resulting algorithms were then extensively tested and compared. Algorithm 4 (b) turned out to bc superior in almost every case and often far superior than all of the others. Also it is empirically establishcd that binary encoding as in 4 (b) is better than the conventional implicit encoding scheme of .Algorithm 3 (b). Only under special circumstances of the input will Algorithm 1 (b) even be competitive with 4 (b) and these cases are outlined. Then we have presented the 0-1 knapsack problem and shown how the square root improvement seen before can be directly generalized to its solution. A new branch and search method is presented which is a modification of the Kolesar branch and bound algorithm, but is guaranteed to rcquire only linear storage. The branch and search algorithm is shown to be superior to the Greenberg-Hegerich algorithm. Then the branch and search method (KNAP (2)) is tested against the dynamic programming method with splitting (KNAP (1)). KNAP (1) usually ran faster, often by a factor of two or better. Though for certain types of input KNAP (2) is extremely fast, for othcrs it is disastrously slow (data set IV), whereas KNAP(1) remains stable as a function of the size of the problem.
