We use nonstandard techniques, in the sense of Abraham Robinson, to give the exact Hausdorff outer measure.
Introduction
Developing a notion of dimension and measuring sets is foundational in mathematics (cf. [4, 7, 6, 8, 9, 10] ). Originally studied by B. Riemann, they have been further developed by H. Schwarz, F. Klein, D. Hilbert, H. Lebesgue, F. Hausdorff, and others.
In this manuscript, we focus on Hausdorff measure, which is well-defined for any set. That is, a d-dimensional Hausdorff measure of a measurable subset of R n is proportional to the dimension of the set. In particular, d-dimensional Hausdorff measure exists for any real number d ≥ 0 (so d is not necessarily an integer). This implies that the Hausdorff dimension of a set is greater than or equal to its topological dimension, and less than or equal to the dimension of the metric space imbedding the set (thus it is a refinement of an integral dimension).
We use a nonstandard approach to study Hausdorff measure since nonstandard techniques provide a richer insight to standard objects and sets. In particular, we show how discrete measure (cf. Definition 4.2) gives rise to Hausdorff outer measure, which is our main result: Theorem 1.1 introduces counting methods that calculate the correct Hausdorff measure. Other methods, such as Minkowski, i.e., box-counting, methods, have been proven to overestimate or underestimate the correct dimension of a set, particularly if it is irregular (cf. [11, 14] ). In fact, if a set or its complement is not self-similar, then the box-counting method fails since there is no dimension for which the limit converges.
Secondly, the nonstandard version is easier to compute than the standard Hausdorff version. This is because the discrete measure of H s (A) has a fixed δ, not a varying one. Also, taking the supremum over any δ is omitted to compute H s (A) (see Definition 3.3) since the process of taking the supremum over all δ's has already been applied when choosing our δ. So although this operation is omitted, we still obtain the accurate Hausdorff dimension, which is defined for any set.
Throughout this manuscript, we assume that the set N of natural numbers includes 0.
1.1. Summary of the sections. In §2, we introduce basic and key ideas in nonstandard analysis needed to prove Theorem 1.1. In §3, we give a background on Hausdorff measure. In §4, we develop a notion of computing measure in the nonstandard universe. We give a relation between H s (A) and Lebesgue outer measure λ(A) for nice sets A (cf. (4.1)), which provides an alternative (discrete) way to obtain Hausdorff outer measure. In §5, we prove Theorem 1.1. Finally, we conclude with an example in §6, showing that Theorem 1.1(a) cannot be replaced by an equality.
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Nonstandard analysis
We give a background on the theory of nonstandard analysis (also see, e.g., [17, 16, 1] (1) a finite subset of N, including the empty set, is not large, (2) the set of natural numbers is large, (3) two subsets of N are large, then all supersets of their intersection are also large, (4) its complement A c is not large. This notion of largeness is a special kind of filter called an ultrafilter. Let A ⊆ R be a set. The starred version * A of A is defined as A N /∼, where ∼ is the equivalence relation given above; we say * A is the nonstandard version of A. With a slight abuse of notation, we write a = [a 0 , a 1 , . . .] ∈ * R to denote the equivalence class of a = (a 0 , a 1 , . . .).
2.2.
Nonstandard real and natural numbers. Let * R be the set of nonstandard reals. The algebraic operations on * R are componentwise, and the partial order < on * R is defined to be a < b if and only if {i : a i < b i } ∈ U . Note that R ֒→ * R via the constant-valued sequence embedding r → * r = [r, r, r, . . .].
We will now describe hyperreal numbers. Suppose a = [a 0 , a 1 , a 2 , . . .] ∈ * R. Then for a large i ∈ N, a is a (1) positive infinitesimal if 0 ≤ a i < t for every positive real t, Remark 2.3. The number * 0 is the only number that is both an infinitesimal and standard.
We will also say a hyperreal number x ∈ * R is an infinite real number if x > * n for every * n = [n, n, n, . . .] ∈ * N. We will write x ∈ * R \ R or x > R to say that x is an infinite real number. Similarly, we will write N ∈ * N \ N or N > N to say that N is an infinite natural number.
Let V be the collection of all (pure) sets, i.e., elements of pure sets are hereditary, and let ∈ be the universal symbol the element of. Denote V = V , ∈ , the first-order structure in set theory. We define the ultrapower of V as
The * -transformation is a technique to convert a language from the standard universe to the nonstandard world. That is, if * proceeds an element, set, or function, then it represents that the element or set lives in the nonstandard world, or that the operation is computed in the nonstandard universe.
Theorem 2.4 ( Loś' Theorem). Let V = V , ∈ , the superstructure of V . Let θ(a 0 , a 1 , . . . , a n−1 ) be a first-order statement, and let θ( * a 0 , * a 1 , . . . , * a n−1 ) be its * -transformation. Then θ(a 0 , a 1 , . . . , a n−1 ) is true in V if and only if θ( * a 0 , * a 1 , . . . , * a n−1 ) is true in * V .
for a large subset of the natural numbers.
Sets which are not internal are called external. Since basic principles of mathematics are broken down for external sets when moving between standard and nonstandard worlds, they are rarely of our interest.
To see how the reals are embedded in the hyperreals, we introduce monads.
Definition 2.6. The standard part st(x) of a finite x ∈ * R is the unique a ∈ R that is closest to x, i.e., st(x) := inf{a ∈ R : * a ≥ x} = sup{a ∈ R : * a ≤ x}. The set consisting of x ∈ * R such that st(x) = a is called the monad of a, and is written as
Since the monad of 0 is not first-order definable, µ(0) is not internal. More generally, we have the following: Proposition 2.7. Let a ∈ R and let µ(a) be the monad of a. Then µ(a) is not internal.
2.5.
Overspill principle and saturation. In this section, we discuss two theorems frequently used in nonstandard analysis. Proof. Let A be a nonempty internal subset of * R. If A is unbounded, then A must contain at least one infinite element, and we are done. So suppose A is bounded. Let a be the least upper bound of A. Since A contains arbitrary large finite elements, a must be infinite. If there is no x ∈ A such that a − ε ≤ x ≤ a for some positive ε, then a − ε is the least upper bound of A, which is a contradiction. Thus, there is some x ∈ A such that a − ε ≤ x ≤ a, and we see that A contains an infinite element.
An alternative way to think of the overspill principle is that if a statement is true for all infinitesimals, then it is true for some standard positive number. Proposition 2.9. Let R be a domain in V = V , ∈ . Suppose A ⊆ * R is an internal subset and each x ∈ A is a finite element. Then A contains a least upper bound.
The overspill principle is also used to distinguish sets that are not internal to * V for if they were internal, then we would be assuming R = * R, which is clearly false.
Then i∈N A i = ∅. Theorem 2.10 is also known as ℵ 1 -saturation (cf. [3] ).
Hausdorff measure
We begin with some preliminary definitions. Also see [5, 12, 15, 18] for further background on Hausdorff measure. Let d :
A δ-covering of a set is chosen such that the differences i U i \ A and A \ i U i are negligible sets 1 . 
where the infimum is taken over every δ-cover {U i } i∈N of A.
We will simply write Hausdorff δ-measure as Hausdorff measure. An interpretation of the infimum in Definition 3.4 is as follows: if s is greater than the actual Hausdorff dimension of A, then H s (A) = 0, which is the reason for us to take the infimum over all such s. A similar argument holds for the second equality.
Nonstandard analysis techniques on Lebesgue and Hausdorff measure
In this section, we develop a notion of measure in the nonstandard world by using nonstandard analysis techniques to explore various ways to measure a set.
Consider the unit interval, and let Ω = {0, 1/N , . . . , i/N , . . . , 1}, where N ∈ * N \ N is a nonstandard natural. Note that the standard map for Ω sends all points to the interval [0, 1]. Recall from Proposition 2.7 that, for some set A ⊆ [0, 1], st −1 (A) ⊆ Ω is not necessary internal. In particular, studying the cardinality card(st −1 (A)) is meaningless. Hence we will approximate this set using internal sets.
4.1.
Lebesgue measure in the nonstandard universe. We refer to [13, 19, 2] for some background on Lebesgue measure. In this section, we define a nonstandard version of Lebesgue measure.
Let A ⊆ [0, 1] be a nonempty set. Let B be an internal subset of Ω such that B ⊆ st −1 (A). Note that there may be many internal B contained in st −1 (A). Each B has a discrete measure in Ω, which is the discrete probability measure, where each x ∈ Ω is equally likely. We define the discrete measure of B as for some constant c s that depends on s, and for nice sets A. That is, given a nice set embedded in R n with positive integral dimension s, we use Lebesgue outer measure to find the measure of A. We now give a discrete version of Hausdorff measure. 
where we take the minimum over all partitions
The finite L ∈ * N varies, depending on the partition. In the discrete space Ω, this definition is internal and since there are finitely-many nonstandard partitions to consider, the min in (4.2) is a true minimum. Moreover, since the V i 's are subsets of Ω which have been normalized, the need for renormalization is unnecessary.
Proof of Theorem 1.1
Proof. We will prove (a) first. Assume that the infinitesimal δ is fixed, and that h s δ (B) is finite for some internal B ⊇ st −1 (A). Let η > 0 be standard. Our strategy is to find an η-cover U i for i ∈ N such that i (diam(U i )) s ≤ st(h s δ (B)). Take an optimal partition {V j } K j=1 of B in the sense of h s δ (B). Using an internal induction in the nonstandard universe, modify {V j } K j=1 to some other partition {W k } L k=1 as follows. When defining some W k , given an internal interval I ⊆ Ω, consider the leftmost V i that is to the right of I. If I ∪ V i is also an interval, replace I with this interval and continue. This process stops when one of the following occurs:
(1) I ∪ V i is not an interval, or there is no further V i to the right of I,
If either (1) or (2) happens, we stop the construction and let W k = I. We then construct W k+1 starting with I ′ , the leftmost V i to the right of I if any.
At the end of this construction, we will have nonstandard finitely-many intervals W k of length at most η + δ partitioning B. This gives a countable η-cover U of our original A consisting of all sets U = st(W k ) for some W k such that the set U has nonempty interior.
To see that this does indeed cover A, consider a ∈ A. Then the monad of a is contained in B. By the overspill principle, this monad is contained in an interval J ⊆ B, where the length of J is not infinitesimal. But then, by construction, the monad of a is contained in either some set W k or else, in two neighboring sets W k and W k+1 (the latter case is when the construction of the set W k was "finished" whilst inside the monad of a). Moreover, W k (or in the other case both of W k and W k+1 ) have lengths that are non-infinitesimal, by construction and by choice of η. So a is either in the interior of st(W k ) or else is an endpoint of both st(W k ) and st(W k+1 ), as required. The cover U is countable because any set of intervals in the real number line, all with nonempty interior, must necessarily be countable. Finally, since without loss of generality, s ≤ 1 (since we are working on the unit interval) and hence (a + b) s ≤ a s + b s for a, b > 0, we have
We will now prove (b). We observe first that for 0 < δ < η, even if δ is not infinitesimal, then the argument just given shows that H s η (A) ≤ st h s δ (B) for all internal B ⊇ st −1 (A). Thus we only have to prove the other direction. It suffices to show that for each standard δ > 0 and each standard ε > 0, there is an internal B ⊇ st −1 (A) with H s δ (A) ≥ st(h s η (B)) − ε for a certain η depending only on δ and ε. Let λ = H s δ (A).
and assume without loss of generality that each U i is an interval. We "enlarge" U i by increasing its length by (ε/2) 1/s 2 −i/s on each side, obtaining intervals V i . By saturation, there is a sequence of intervals W i ⊆ Ω such that st(W i ) = V i and W i is defined for all i < K, where K > N. Then for any N > N, we have N i=1 W i ⊇ st −1 (A) because of the "enlarging". Moreover, for each N ∈ N, we have
By the overspill principle, there is an infinite N such that the above inequalities hold. Thus, some
Finally, note that the maximum diameter of any W j is δ + (ε/2) 1/s 2 −1/s , which may be made as close to δ as we like by choosing ε sufficiently small. This completes the proof.
Example to the main theorem
Unfortunately, it does not seem possible to replace the limit as δ → 0 over standard δ with an infinitesimal δ in Theorem 1.1(b). In other words, the inequality in Theorem 1.1(a) cannot be replaced by an equality, even for carefully chosen δ, as shown by the following example. Since 0 < s < 1 and δ is an infinitesimal, this value is infinite for all standard m ∈ N. Hence st(h s δ (B)) = ∞ for all internal B ⊇ st −1 (C). One can speculate that the problem is that for an infinitesimal δ, the function h s δ measures the size of B in terms of s < 1 , whereas the local structure of B shows that it has dimension 1. We leave it as future work to determine for which sets we have an equality in Theorem 1.1(a) for a suitably chosen infinitesimal δ.
