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The molecular mechanism of crystal growth is an essential step towards the study of 
crystal polymorphism (i.e. crystalline phases of the same composition but different molecular 
packing). Since the shape of a crystal influences its physical and chemical properties (e.g. 
dissolution rate, and hence bioavailability), polymorph prediction is of prime interest and 
importance to the pharmaceutical industry. However, it is difficult to predict if one 
polymorph will nucleate or grow faster than another when grown in the same liquid, even 
with knowledge of their internal structures and thermodynamic properties. As such, 
polymorph formation and discovery often depend on the random manipulation of external 
factors such as temperature, solvent, level of supersaturation, and solution purity. The exact 
molecular mechanism played by these external factors at the crystal interface, for example, is 
not fully understood. Thus crystal growth in solutions is an active area of research. 
In recent years, there has been a proliferation of experimental techniques to study 
crystal growth in solutions at the molecular level. However, there has been a lack of 
complementary computational approaches that would allow one to interpret experimental 
data and offer guidance for further experimentation. Whilst purely atomistic simulations can 
in principle be applied for such purposes, they are extremely time consuming and demand 
large computational resources. In view of this, we use a multi-scale approach that combines 
molecular dynamics simulation with thermodynamic analysis, and at the same time, we 
develop new algorithms and computational techniques to study crystal growth in solutions. 
Such an approach will greatly facilitate investigations at the atomic scale of resolution for 
bulk solutions and at crystal-solution interfaces. In particular, it will enable the study of pure 
and mixed solvents on crystal polymorphism. Our technique is computationally cheap, 
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reliable and robust. It can extend the results of desktop computer simulations to the 
thermodynamic limit. This, we hope, will convince computer simulationist to incorporate our 
technique and algorithms into their arsenal of tools. 
In the present work, we choose α- and -glycine due to its simple structure, and since 
glycine is an excipient for proteins with a large body of experimental data. Also, there has 
been an intense debate behind the mechanism for α- and -glycine crystal growth (i.e. 
monolayer vs. bilayer growth) and their associated growth units (i.e. monomer vs. cyclic 
dimers). We hope to contribute to this debate using our newly developed computational 
technique. We show that although cyclic dimers exist in solution, they are too unstable to 
constitute a growth-unit. We also show that both α- and -glycine crystal grow via a 
monolayer mechanism with single monomers acting as growth units. Hence, we hypothesize 
that the manifestation of α- and -glycine polymorphs in pure water and alcoholic solutions 
respectively, are due to the kinetics of nucleation and not due to the kinetics of crystal 
growth. 
 
  Keywords: Molecular dynamics, α- and -glycine polymorphism, Cyclic-dimers, Interface 
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API Active Pharmaceutical Ingredient  
MD Molecular Dynamics 
MI Morphologically Important  
BFDH   Bravais-Friedel-Donnay-Harker rule 
BCF Burton-Cabrera-Frank theory  
PBC Periodic Bond Chain analysis 
ISA Interface Structure Analysis  
SCF Self-Consistent Field  
SAM Self-Assembled Monolayer 
AFM Atomic Force Microscopy   
SPM Scanning Probe Microscopy 
SPC/E Extended Simple Point Charge model  
BLYP Becke exchange plus Lee-Yang-Parr correlation functional  
DNP Double-Numerical plus d- and p-Polarization basis set 
ESP Electrostatic Potential  
RESP Restrained Electrostatic Potential  
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TIP Transferable Intermolecular Potential Functions 
NPT Fixed pressure P, temperature T, and number of atoms N  ensemble 
NVT Fixed volume V, temperature T, and number of atoms N  ensemble 
MSD Mean-Squared Displacement 
DZP Double-Zeta plus Polarization 
SYMBOLS 
attE  attachment energy (kJ/mol) 
hkld  interplanar distance (m) 
hklR  growth rate (m/sec) 
*
hklC  surface scaling factor 
stepV  step speed (m/sec) 
hkl  width of the step (m) 
kink
hkl  kink density 
( )A hklX  concentration of interfacial solution molecules 
Bk   the Boltzmann constant (J/K) 
T                 temperature (K) 
( )hklG





A hklX  effective growth units concentration 
*
kinkG  desolvation activation energy (KJ) 
step
hkl  average step energy (KJ/mol) 
cr  radius of the two-dimensional nucleus 
  molecular volume (m
3
/mol) 
  supersaturation 
diss
hklH  3D local dissolution enthalpy (kJ/mol) 
hkln  coordination number 
hkl  crystallographic orientation factor 
slice
hklE  slice energy per molecule (KJ/mol) 
crE  lattice energy per molecule (KJ/mol) 
dissH  enthalpy of dissolution (KJ/mol) 
AX  concentration of solute in the bulk solution 
2R  the rate of transformation from F2 to F1 growth unit 
2
1R  the rate of transformation from F1 to F2 growth unit 
1 SR   the rate of transformation from F1 to S1 growth unit 
1
1
SR   the rate of transformation from S1 to F1 growth unit 
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(degree) 
 





CC  the azimuthal angle of the Cα→C dipole vector with reference to the surface 
normal (degree) 
 
totalE  the potential energy function (KJ/mol) 
bK  the force constant for bond 
K  the force constant for bond angle 
b  bond length (m) 
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nV  force constant 
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Polymorphism is the ability of a crystal to exhibit multiple habit, form or morphology. 
The importance of polymorphism is underscored by efforts in the chemical and 
pharmaceutical industries where polymorph discovery and characterization are vital in 
determining the viability of both processes and products. Certain crystal polymorphs are 
disliked in commercial crystals because they give the crystalline mass a poor appearance; 
others make the products prone to caking [1], induce poor flow characteristics or give rise to 
difficulties in the handling or packaging of material. Polymorphism of a crystalline material 
can also affect its solid-state properties. The dissolution rate and bioavailability of potential 
drugs, for example, are dependent on its final crystal habit [2]. In most industrial 
crystallization, some form of modification procedure is necessary to control the type of 
crystal polymorphs produced. Hence polymorph prediction and engineering is a very 
important field of research.  
 
The control of polymorphism, however, remains a central challenge. It has been well 
known for centuries that the final habits of crystals depend on its solution environment. 
However, the exact role played by solvent/mixed solvents in directing the type of crystal 
polymorphs is not well understood. There are two dominant ideas regarding the mechanism 
which affects polymorphism [3] – nucleation and crystal growth. The nucleation hypothesis 
posits that mature crystals grow from crystal nuclei, and that these nuclei already have the 
structures which resemble the mature crystalline form. That is, the final dominantly-observed 
crystal morphology depends on its nuclei achieving a critical size where the energetically 
favourable volume energy outweighs the energetically unfavourable surface energy (see 
Chapter 8 for more details). The crystal growth hypothesis posits that growth rates of the 
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crystals after nucleation determines the final dominantly-observed morphology. That is, 
although there may be nuclei belonging to different polymorphs at the initial stages of 
crystallization, only the fastest growing polymorph will eventually dominate. In this thesis, 
we will explore the crystal growth hypothesis. 
 
In the crystal growth hypothesis, solvent plays an important role at the crystal 
interface, and has a strong influence on crystal shape. However, it is not clear whether the 
solvent–solute interactions at an interface enhance or inhibit crystal growth [4]. Favourable 
interactions between solute and solvent on a crystal face, for example, reduce interfacial 
tension and consequently enhance crystal growth [5]. However, the preferential adsorption of 
solvent molecules on a crystal face may delay the removal of the solvation layer and the 
deposition of the next layer, and thus inhibit crystal growth [6]. The role of mixed solvent is 
also poorly understood. In general, cosolvents work by reducing the solubility of the solutes, 
and hence increasing the supersaturation of the solution [7]. However, it is not fully known at 
the molecular level, how cosolvents enhance/inhibit growth rates or how they behave at the 
crystal/solvent interface [8]. 
 
Figure 1-1: Different types of approach to study polymorphism. 
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The study of crystal polymorphism has been conducted by a multitude of physical 
experiments. Starting off as simple naked-eye observations, polymorphism experiments have 
evolved to using more sophisticated instruments [9]  involving microscopy and x-rays (Fig. 
1.1). As a result, detailed rule-of-the-thumb knowledge and heuristics are available on the 
relationship between crystal growth and parameters such as temperature, supersaturation and 
impurities. However, machine limitations still exist – physical experiments cannot study 
surfaces of rapidly growing crystals, and cannot investigate the time evolution of such 
surfaces [10]. Although there are lots of theoretical models [11, 12] predicting crystal growth, 
and compensating for experimental deficiency, they often underplay the role of solvent, or 
exclude them entirely. As such, crystal growth remains more art than science. Hence, it is 
very useful to complement experimental studies and theoretical work with molecular and 
atomic level simulations.  
 
Computer simulations (i.e. molecular dynamics and Monte Carlo simulations) enable 
brute-force computing power to be coupled with visual inspection, transforming the computer 
into a powerful ‘microscope’. Thus it allows crystal growth experiments to be conducted at 
an atomic scale of resolution, providing insights that cannot yet be obtained by physical 
experimentation. However, computer simulations in general suffer from timescale limitations 
and finite-size effects. This is especially true when studying surfaces such as those 
encountered in crystal growth experiments. Hence, various strategies must be employed to 
scale up the simulation towards the thermodynamic limit. Also, algorithms have to be 
implemented to parse the data, and make sense of the information.  
 
The aim of the present work is to introduce new computational tools and algorithms to 
study the surface of growing crystals, and address some of the important issues related to 
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crystal polymorphism from solution. In particular, computer simulations will be used to 
explore the effect of different solvents on growth units (i.e. monomers vs. dimers) and 
eventual crystal polymorph. In Section 1.1, the approach for studying crystal surfaces as well 
as the computational tools created and utilized will be explained. This is followed by the 
selection of system for crystal growth in Section 1.2. Finally, the structure of the thesis is 
described in Section 1.3.  
 
1.1 Approach Taken and Tools Created 
 
We choose to study crystal growth in solution via a multi-scale approach (Fig. 1.2) 
that combines ab initio quantum mechanical calculations with molecular dynamics and 
thermodynamic analysis. In particular, we use the GAUSSIAN [13] software together with 
GROMACS and AMBER molecular dynamics packages [14, 15] for computer simulations, 
and employ statistical mechanics [16] to scale up the simulation to the thermodynamic limit 
[17, 18]. In the process of studying the bulk glycine solution and the crystal-solution interface 
for a model glycine crystal slab [19, 20], we create several novel computational tools, 
namely; 
 Algorithms that search directly for the presence of cyclic-dimers and higher-
order n-mers in bulk solution and at the interface 
 Algorithms that carry an unsupervised search [21] for clusters/aggregates, 
growth-units or any other non-random structures in bulk solution and at the 
interface  
 Algorithms that make use of mathematical ‘strings’ [22] to calculate the 
energy barrier for crystallization in n-dimensional space 
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 Algorithms that can calculate the fraction of molecules at the crystal-solution 
interface that will eventually dock onto the bulk crystal  
By making use of the computational tools and algorithms above, and by conducting long-time 
molecular dynamics simulation via means of GPU-computing [23], we can examine the types 
of growth units present in the bulk phase and at the interface. We also hope to contribute to 
the debate on the growth-units for α and -glycine (i.e. monomer vs. cyclic-dimer) [24-27], 
their growth mechanism (i.e. monolayer vs. bilayer) [28, 29], and hence their eventual 




Figure 1-2: Multi-scale approach for the study of crystal growth in solutions. Ab initio 
calculations are conducted to compute the partial charges of the solute molecules. These are 
then fed into a molecular dynamics simulation where statistical mechanics will be used to 
scale up the simulation toward the thermodynamic limit. 
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1.2 Selection of Glycine as a Model to Study Crystal Polymorphism 
 
Amino acids are the building blocks of proteins. They can be used as a first 
approximation to model the thermodynamic behaviour of proteins in solution. Glycine 
(H2NCH2COOH) is an amino acid that crystallizes in the α-polymorph form in pure aqueous 





) in the aqueous and crystalline state [32]. We choose 
glycine as the model compound for our study because 
 it has a simple molecular structure 
 it is used as an excipient in proteins and pharmaceutical reagents 
 the H-bonding found in its crystal structure is similar to those found in protein crystal 
 the  pro-chiral property of its crystal structure gives it enantio-selectivity to chiral 
additives 








(a)                                                                                    (b) 
 
Figure 1-3  Glycine Polymorphism (a) α-polymorph is bypyramidal, (b) -polymorph is 




1.3 Structure of the Thesis 
 
The rest of the thesis is organized as follows. First a literature review (Chapter 2) of 
the approaches used to study crystal growth and the corresponding experimental tools will be 
described. We then highlight the state-of-the art computational tools and algorithms 
available, and show that they are insufficient for our purpose.  Then the controversy behind 
glycine polymorphism will be explained, and again, we show the need for new algorithms. 
The aim of the thesis is then elaborated as objectives in Chapter 3. In Chapter 4, we will 
discuss the tools which we developed as well as the techniques used. The molecular models 
used for simulation, as well as the types of force-fields and partial charges chosen and their 
corresponding results are discussed in Chapter 5. Further results and discussion will be 
explained in Chapters 6-7, whilst an outline of future work is proposed in Chapter 8. More 
















2 Literature Review 
 
2.1 Theories of Crystal Growth 
 
Most theories of crystal growth are variations of the Kossel model [35] or the kinked-
stepped-flat site model of Burton, Cabrera and Frank (BCF) [36] alongside the energy 
considerations of Hartman and Perdock [37]. That is, the growth of a crystal face occurs 
linearly along the direction normal to the crystal face via desorption and adsorption of solute 
molecules onto the crystal surface (Fig. 2.1), and the rate of growth is associated with the 
attachment energies at the different sites. 
 
 
Figure 2-1 Surface structure of a glowing crystal [38]. 
 
Accordingly, there are three basic types of sites, denoted by A, B and C in Figure 2.1 for 
molecules to get incorporated onto the crystal surface. These sites A, B and C are 
distinguished by the number of bonds an adsorbing molecule form with the crystal. At site A, 
a molecule gets attached on the surface of a growing layer, while at site B, the molecule 
adheres to the surface and as well as on a growing step. At site C, the kink site, the molecule 
has three adjacent surfaces, to which it can attach itself. In the view of energy, the kink site is 




number of neighbours. The general mechanism of formation is initially in the molecule’s 
adsorption onto the surface followed by active diffusion resulting in a step (B-type) or kink 
(C-type). The crystals grow on a layer-by-layer basis as facilitated by molecular adsorption to 
an existing step rather than a new step. The BCF model also includes continuous growth from 
screw dislocations (Fig. 2.2.) A simple schematic diagram is shown in Figure 2.2. Molecules 
adsorb on the crystal surface and diffuse to the top step of the two planes of the screw 
dislocation. The surface becomes like a spiral staircase. After the completion of a single 
layer, the dislocation moves to a layer just above.  
 
Figure 2-2 Development of a growth spiral from a screw dislocation [38]. 
 
 The first BCF model which incorporated the effects of solvent was due to Liu and 
Bennema [39].  This model is known as the Interface Structure Analysis (ISA) theory. The 
essential feature of this theory is the identification of the adsorbed growth unit in dynamic 
equilibrium with the crystal surface and to subsequently calculate their concentration. The 
Liu-Bennama model has two model parameters: Ghkl, the free energy associated with the 
transition of an adsorbed solute molecule to an effective growth unit, and Chkl, the surface 
scaling factor, which accounts for the solvent effect on the surface and both of them are face 
dependent. These two factors can be calculated using Self-Consistent Field (SCF) lattice 
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model calculations or molecular dynamics and/or Monte Carlo simulations. This model has 
been applied successfully to the prediction of morphology of urea crystals from solutions 
[17]. Another BCF-based method for modelling crystal growth is the hybrid approach of 
Piana and Gale [40-42]. This approach uses a combination of molecular dynamics and kinetic 
Monte Carlo simulations to predict crystal morphology, and thus, can be extended to the 
microsecond timescale. The limitation of this approach, however, is that it requires estimation 
of the rate constants for the crystallization and dissolution steps, and is thus sensitive to 
errors. In order to calculate a reliable rate constant for a reactive event, the event should occur 
at least a few times during the molecular dynamics simulation. However, the typical analysis 
duration currently accessible to a single molecular dynamics simulation is ~ 10
–7
 seconds. 
This might prevent the observations for some of the slowest steps. Hence calculating the 
parameters for the kinetic Monte Carlo simulations may not be accurate. Of the two BCF 
models for crystal growth, we prefer the model by Liu and Bennema – it has fewer 
parameters that require estimation and its clever use of molecular dynamics and 
thermodynamic analysis allows simulations conducted in short-time to be extrapolated to its 
thermodynamic limit. Having decided upon the model to use for morphology prediction, we 
now consider the general effect of solvent on crystal growth. 
 
2.2 Effect of Solvent on Crystal Growth 
 
Crystal growth happens at a molecular level via sequential addition of growth units 
onto the crystal surface. In a solution environment, the growth units are driven by the 
phenomenon of desolvation (rejection of solute from the surrounding solvent molecules) and 
adsorption of the solute onto the growing crystal surface. This process occurs by volume and 
surface diffusion in a stepwise manner as shown in Figure 2.3. The diffusion of the solute 
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molecule from the bulk liquid phase to the surface is referred as ‘volume diffusion’ and the 
two dimensional diffusion of adsorbed molecules on the surface before the molecules are 
integrated into the surface is defined as ‘surface diffusion’. Volume diffusion could be 
analyzed in a classical way; however, the quantification of the surface diffusion requires 
consideration of the interface structure along with the physical and chemical nature of the 
adsorption and diffusion processes. 
 
Figure 2-3 Important diffusion processes affecting crystal growth [38]. 
 
The role of solvent plays an important role in the nature of the crystal interface. The 
crystal interface is a quasi-static narrow region, with a thickness of ~ 10 Å to 100 Å. It 
bridges the bulk crystalline phase and the bulk liquid phase. During surface diffusion, bonds 
between the solute and solvent molecules break (i.e. desolvation) and the solute molecules 
are freed to form bonds with the surface molecules (i.e. adsorption). Thus solvent affects 
crystal growth as it influences the desolvation, surface diffusion, and adsorption process of 
the solute molecule. That is, crystal growth rate depends on the relative ease and speed at 
which desolvation, surface diffusion and final adsorption of the solute occurs. It is possible to 
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frame the desolvation, surface diffusion and final adsorption process in terms of free energy 
(Fig. 2.4). Hence, the process of crystal growth at the interface can be reduced to a reaction 
pathway with its unique kinetics and rate constants. 
 
Figure 2-4 Free energy barriers to be overcome during crystal growth (Gkink – Energy 
barrier for the integration to kink sites (i.e. final adsorption), Gs – Energy barrier for surface 
diffusion and Gdesolv – Energy barrier for desolvation)  [38] 
 
The behaviour of the solvent molecule itself at the crystal surface is best described by 
the relay mechanism [6] which posits that there are two types of sites on crystal surfaces – 
Type A, which favours repulsion of solvent and Type B, which favours adsorption of solvent 
(Fig. 2.5). Initially, Type B sites are blocked by solvent whilst Type A sites remain 
unsolvated, and thus provide an opportunity for solute molecules to easily fit in. Once the 






Figure 2-5 Scheme for the relay mechanism [6] 
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This process proceeds in a cyclic manner, and is considered a kind of relay mechanism. One 
of the appealing suggestions of the relay mechanism is that solvent adsorption onto a crystal 
surface prevents solute adsorption. Hence, the displacement of the adsorbed solvent 
molecules from the crystal surface is the rate limiting factor for crystal growth. We will show 
in Chapter 7 that solvent adsorption plays an important role in glycine crystal growth, and is 
responsible for the monolayer mechanism for both - and -polymorphs. 
 
2.3 Lack of Computational Tools for the Study of Crystal Growth 
There are many experimental tools to study crystal growth
†
. These include the 
traditional use of Atomic force microscopy (AFM) and Small-angle X-ray scattering 
microscopy (SAXS) to newer techniques such Fourier transform infrared spectroscopy 




                            
                                               (a)                                                                      (b) 
 
Figure 2-6 The use of microscopy has enabled experimentalists to probe the surface of the 
growing crystal. (a) Small-angle X-ray scattering microscopy (SAXS) (b) Atomic force 
microscopy (AFM) [43]. 
†
For a critical analysis of physical experiments used to study glycine crystal growth and solutions, see Appendix A.8. 
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However, there are few computational tools or techniques used to study crystal growth in 
solutions. Most computer studies of crystal growth employ a straightforward application of 
molecular dynamics (or Monte Carlo) simulation. Often brute-force computing power is 
coupled with visual inspection to turn the computer into a powerful ‘microscope’ with atomic 
level resolution. However, even with the direct application of computer simulations, 
computational tools and algorithms have to be implemented to parse the data, and make sense 
of the information. Also, because of timescale limitations and finite-size effects, various 
strategies and techniques have to be developed to extend the reach and validity of computer 
simulations. In the next few sections, we review the algorithms and computational techniques 
used to study crystal growth in solutions. 
 
2.3.1 Use of Kinetic Monte Carlo Methods 
Kinetic Monte Carlo methods have been used since the middle of 1960 [44-46]. 
However, its application to the study of crystal growth in solution is fairly recent. By making 
use of the Gillespie algorithm [44] and standard molecular dynamics simulation, Piana and 









Figure 2-7 Schematic illustration of the Kossel model used by Piana and Gale [33] 
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The approach by Piana and Gale [40-42] was as following: 
i. Conduct explicit molecular dynamics simulation 
ii. Assume that each type of solute chemical species present in solution is in some kind 
of dynamic equilibrium with another. For example, in the Kossel model which they 
used (Fig. 2.7), there were basically three types of solute chemical species - Ci, Ai and 
S - which are in equilibrium with one another. Ci represents the solute molecules in 
the crystalline phase and Ai represents the solute molecules adsorbed on the crystal 
surface and S represents the solute molecules in bulk solution. Si represents a vacant 
site on the crystal surface, and the subscript i represents the number of neighbours. 
The classification of molecules between Ci and Ai are somewhat arbitrary – those 
molecules with a CO dipole vector of within 25o of the surface normal are 
considered Ci whilst the rest are classified as Ai. 
iii. Using the data provided by molecular dynamics simulation, transition rate constants, 
k, are then computed for each process. For example, for the transition of a molecule 


















a bk   is the rate constant measured over an interval of 50 ps, 
50
a bn  is the number 
of events over an interval of 50 ps and a  is the average molecules of type a.  
iv. The system is then propagated in a Kinetic Monte Carlo simulation on the basis of the 




The strength of Kinetic Monte Carlo methods lies in its ability to extend simulation time 
into hundreds of microseconds. However, it is still a brute-force approach, and its use with 
molecular dynamics simulation as in the method proposed by Piana and Gale [41] suffers 
from several deficiencies: 
a. It uses a simplistic Kossel-like model [35] for crystal growth where a growth unit 
is a cube. 
b. It requires arbitrary classification to decide if a chemical species belongs to the 
crystalline phase or the adsorbed phase (i.e. CO dipole vector < 20o implies a 
crystalline unit, anything else is non- crystalline). 
c. It assumes that the rate processes are independent and non-interacting. 
d. It has lots of parameters (i.e. all the different rate constants). About 50 parameters 
were needed for a simple molecule such as urea (CO(NH2)2). These were 
determined by molecular dynamics simulation, and were subsequently fed into the 
Kinetic Monte Carlo simulation. 
Nevertheless, even with its deficiency, the Kinetic Monte Carlo method of Piana and Gale is 
able to give useful insights into crystal growth - especially for small, symmetrical molecules. 
Thus it should definitely be in the toolbox of the computer simulationist.  
 
2.3.2 Use of Interaction Energies 
Interaction energies can be used indirectly to study the surfaces of crystals in solution 
[47]. This is because in any computer simulation, the behavior of a particle ultimately 
depends on the forces it experience by surrounding particles. This in turn depends on the pair-
wise potential energy between particles (for a further discussion of force-fields, see Chapter 
5). Thus the interaction energy can be seen as a proxy for actual molecular behavior. It is 
35 
  
computationally cheaper, yet it can give qualitative insights into the behavior of solute and 
solvent at the crystal-solution interface. However, it is akin to running a heavily coarse-
grained molecular simulation and should not be the first tool of choice. A lot of information 
will be lost due to the averaging process, and atomic scale resolution will not be possible. 
Nevertheless, it is still useful, and can provide a first-approximation to the problem at hand. 
 
 
Figure 2-8: Solvent-crystal interaction energies for glycine crystal slab in contact with pure 
water and 50% v/v water-methanol solution [47]. (a) normalised based on surface area (b) 
normalised based on number of glycine molecules on crystal surface. Similar interaction 
energies for pure water and 50% v/v/ water-methanol solution suggest that methanol does not 
poison the surface. 
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2.3.3 Use of Statistical Mechanics 
Statistical mechanics provide a rigorous framework linking the microscopic to the 
macroscopic state.  It allows the prediction of observable static and dynamic properties of a 
many-body system starting from its individual particles and their interactions. An example of 
a macroscopic property that can be predicted from the collection of its individual particles is 
the Gibbs free energy. This is done via the following equation [16]: 
 ln[ ]BG k T W const    (2.2) 
Here G represents the Gibbs free energy, kB is the Boltzmann constant, T is the absolute 
temperature, and W is the multiplicity of the microscopic state. The multiplicity of the 
microscopic state, W, is the number of possible combinations between the particles of the 
system, and hence, measures the total number of system configurations (i.e. system 
ensemble). This can be provided readily by computer simulations. Hence, the phenomena of 
crystal growth in solutions can actually be studied by a combination of computer simulations 
and statistical mechanics.  
Liu et al. [17, 18, 39], for example, used explicit molecular dynamics simulation 
together with statistical mechanics to study the growth of urea crystals in solution. From their 
short-time molecular dynamics simulation, they were able to calculate the multiplicity of 
their system, W, in terms of the CO dipole angle the urea molecules make with the surface 
normal of the crystal slab. They then computed the Gibbs free energy (Fig. 2.9) for their 
system. Based on their model of interfacial analysis for crystal growth (see Appendix A.2), 
they were then able to extend their calculations towards the thermodynamic limit and 











Figure 2-9: Gibbs free energy diagram for urea crystals grown in solution [17].  The reaction 
coordinate, ,  is the angle the dipole vector CO of urea molecules make with the surface 
normal of the crystal slab. For such a simple, one-dimensional reaction coordinate, 
calculating the energy barrier (i.e. activation energy), G, is quite trivial. 
 
We find the multi-scale approach that combines molecular dynamics and statistical 
mechanics very interesting. The powerful relationship expressed by equation (2.2) provides 
not only information on the thermodynamic feasibility of chemical reactions, but it enables 
important parameters such as activation energy to be computed. However, its current use is 
limited as any energy barrier calculated will be path-dependent. Hence, other than the 
limiting case of a reaction coordinate with one spatial dimension (Fig. 2.9), changes in free 
energy will be difficult to compute for reaction coordinates in higher dimensions (Fig. 2.10). 
This is because in higher dimensions, there are alternate paths for the reaction to proceed. 
Each path will have its own energy barrier. For example, in Figure 2.10, the free energy is a 
function of two spatial dimensions. One possible reaction pathway from points A to B is a 
direct line along the ridge of the free energy surface. Along this pathway, computing the 
energy barrier between the two points becomes trivial as it reduces to the one dimensional 
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case. However, there are many other possible reaction pathways with lower activation 
energies. These include the reaction pathways along the contour lines and the reaction 










Figure 2-10: Free energy landscape with two spatial dimensions. Unlike the one dimensional 
free energy curve in Figure 2.9, there are many pathways for reaction A  B to occur. One 
such possibility is along the ridgeline (bottom). Another possibility is along the contours. 
Other possibilities include pathways that traverse the energy landscape. Hence, computing 
the overall energy barrier, G , for the reaction to occur is non-trivial. 
 
In reality, the overall activation energy, G , for a reaction AB is the weighted sum 
of all the energy barriers for all possible reaction pathways. Hence, as the number of 
dimensions for the free energy landscape increases, the number of possible reaction pathways 
will increase exponentially. Thus the problem becomes computationally intractable. We will 
show in a later part of the thesis, however, that it is possible to obtain reasonable solutions by 
making suitable approximations. In particular, we will develop a technique that uses a 
‘mathematical string’ to find the most likely set of possible reaction pathways and their 
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corresponding activation energies, G. Our technique can be extended to any n-dimensional 
energy landscape. Thus its use with equation (2.2) will enable computer simulationists to 
study the crystallization of complex molecules in solution, and whose reaction coordinates 
are in higher dimensional space.  
 
2.4 Glycine Polymorphism 
 
Glycine is a simple organic molecule with 10 atoms. In the solid and aqueous state, it 












Figure 2-11: Glycine Zwitterion. Label: Red-Oxygen, Blue-Nitrogen, Cyan-Carbon and 
White-Hydrogen. 
 
Glycine has three known polymorphs, α,  and , with thermodynamic stability  > α >  
[48]. The α-polymorph has a bipyramidal shape and is composed of centrosymmetric bilayers 
formed by strong NH---O hydrogen-bonding between pairs of cyclic-dimers (Fig. 2.12a). It is 
grown in supersaturated aqueous solution [30]. The -polymorph has a needle-like shape and 
is packed with a 2-fold screw symmetry axis perpendicular to the layer plane (Fig. 2.12c). It 
is grown in aqueous alcoholic solution [31]. The -polymorph has a 3-fold screw symmetry 
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axis. It is mainly grown in acidic solution [49]. In this thesis, we will only study the selective 




Figure 2-12 Packing arrangements of the a), b) α-polymorphs and c) -polymorph of glycine. 
a), b) α-glycine exposing either weak solvent-binding C-H bonds to the solution at the (010) 
surface (azure) or strong solvent-binding N-H bonds to the solution at the (010) surface 
(pink). c) -glycine exposing (010) “azure” and (0-10) “pink” surfaces, similar to that in α-
glycine, but at the two opposite poles of the crystal.  Note: Figure 2.12 was reproduced from 
Weissbuch et al. [29] 
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2.4.1 Link Mechanism and Controversy 
 
 The link-mechanism has a long and successful history in the crystallization of organic 
molecules [50-52]. In its simplest form, the link-mechanism posits that the dominant 
polymorph of the crystal obtained is related to the structure of the pre-nucleation aggregates 
present in solution. However, there has been some controversy in its applicability to the 
crystal polymorphs of glycine zwitterion. Weissbuch et al. [29] were the first to suggest that 
the dominance of the -polymorph in pure aqueous solutions but that of the -polymorph in 
alcoholic solutions were due to different growth-units present in these two types of solutions. 
Drawing on the work of Gidalevitz et al. [28], they suggested that the growth units for the -
polymorph were glycine cyclic-dimers (Fig. 2.13) but the growth-units for the -polymorph 









Figure 2-13 Glycine cyclic-dimer. Dashed line represents H-bonding. 
 
They then argued that the different types of growth-units would lead to different levels of 
solvent adsorption at the crystal-solid interface and hence, different growth kinetics (Fig. 
2.12). For the -polymorph, cyclic-dimers are the growth units. Hence, at the interface, the 
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weak solvent binding C-H bonds are exposed. However, for the -polymorph, monomers are 
the growth-units, thus strong solvent binding N-H bonds are exposed. Weissbuch et al. were 
able to show via physical experiments that interfaces with exposed C-H bonds tend to be fast-
growing but interfaces with exposed N-H bonds tend to be slow-growing. Hence they 
reasoned that differential growth kinetics along (010) and (0-10) planes were responsible for 
the - and -polymorphs. 
 
 However, there were a number of serious challenges to the link-mechanism as applied 
to glycine polymorphism. The first was a molecular dynamics simulation by Hamad et al. 
[24] of glycine zwitterions in bulk water. They showed that most of the glycine zwitterions 
existed as monomers, and if they existed as dimers, they were open-dimers, not cyclic-
dimers. Hamad et al. suggested that the link-mechanism did not apply to glycine zwitterions 
in pure aqueous solution because cyclic-dimers did not exist in the first place. Thus, they 
were not responsible for the centrosymmetric bilayers found in the -polymorph. A similar 
computer experiment was done by Chen and Trout [47] using similar charge-group concepts 
for the force-fields. Using the hydrogen-bond network of glycine zwitterions in bulk solution 
as an indirect metric for the amount of cyclic-dimers in bulk solution, they showed that if 
cyclic-dimers existed, they existed in the same proportion in pure water and mixed solvent. 
That is, there was no difference in the fraction of cyclic-dimers between pure water and 
water-methanol solution. Thus, as the growth-units would be the same, Chen and Trout 
suggested that the link-mechanism was not responsible for the selective crystallization of the 
- and -polymorphs in pure and mixed solvent. Arguments against the link-mechanism were 
also made after the physical experiments of Huang et al. [25]. Using vapour pressure 
calculations in supersaturated saturated solutions, Huang et al. found that only 18% of 
glycine exists as dimers in bulk solution at 25
o
C. They were, however, unable to deduce if the 
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dimers were open-dimers, cyclic-dimers or a mixture of both. Nevertheless, Huang et al. 
concluded that the link-hypothesis was not able to explain the -polymorphism of glycine 
zwitterions. This is because dimers were at most ~20% of the bulk solution and could not be 
the predominant solution species serving as units of crystal growth.  
 
Our computational work seems to agree with the molecular dynamics simulation of 
Chen and Trout [47], and the experiments of Huang et al.[25]. In fact, we extend their 
analysis in the bulk solution and into the crystal-solution interface, and show that crystal 
growth occurs via a monolayer mechanism for both pure and mixed solvents (See Chapter 7). 
Hence, - and -glycine polymorphism is not due to differential growth kinetics as suggested 
by Weissbuch et al. [29]. 
  
2.5 Lack of Algorithms to Investigate Glycine Molecules 
Besides the lack of computational tools to study generic crystal growth in solutions (see 
section 2.3), there is also a lack of specialized computer algorithms to study glycine 
molecules in solution. Our literature survey shows that most computer studies of glycine in 
solution [19, 24, 47, 53, 54] use standard, out-of-the-box algorithms found in molecular 
dynamics packages [14, 15, 55]. As such, they can only measure typical properties such as 
density, diffusivity, H-bond correlation and radial distribution function.  Whilst these 
properties may be useful and sufficient in the study of monomeric solute molecules in 
solvent, they are insufficient to study the behavior of glycine in solution. This is because 
glycine molecules can dimerize, and may even form higher order n-mers [25, 26]. Hence, its 
analysis requires non-routine algorithms that are not yet available in the standard toolkit of 
computer packages. However, as far as we know, no such algorithms have ever been reported 
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in literature. Even for the simplest case of cyclic-dimers, we were unable to find any 
algorithm that can directly detect and identify a pair of cyclic-dimers. The closest example of 
a working algorithm, for example, came from Chen and Trout [47] who studied the existence 
of cyclic dimers by indirect means. They were not able to identify unique cyclic dimers, but 
were able to approximate the overall fraction of cyclic dimers by counting the number of H-
bonds in the hydrogen bond network and making several assumptions. That is, 
 
total no. of H-bonds in cyclic dimers
cyclic dimer fraction = 
total no. of H-bonds formed among all glycine molecules
 (2.3) 
Chen and Trout’s method [47] is able to give correct approximations for some 
configurations (Fig. 2.14) but breaks down for others (Fig. 2.15a,b). Hence, it is not 
foolproof. This is because their method has two fundamental errors in assumption. First of 
all, it assumes that a cyclic-dimer is any pair of glycine molecules within a cut-off distance d. 
Here d is an order parameter that measures the average C---N bond distance between two 






  (2.4) 
They then counted the number of H-bonds belonging for such pairs, and put them into the 
numerator of equation (2.3).  However, this is incorrect – a cyclic dimer must not only have 
the correct distances, but they must also have the correct angles [24].  Hence, it is possible 
that a pair of glycine molecules be within the required distance d, but not constitute as a pair 
of cyclic dimers (Fig. 2.15). Hence the numerator of equation (2.3) will be inaccurate, 
resulting in a wrong estimate for cyclic dimer concentration. The second error is assuming 
that all the glycine molecules are linked together in the same cluster by a common H-bond 
network. Although this may be true at a high supersaturation, it is not always true. It is 
possible that some glycine molecules belong to another cluster, and / or exist individually, 
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and do not belong in any cluster (Fig. 2.16). Hence the denominator of equation (2.3) will be 
inaccurate, resulting in a wrong estimate for cyclic dimer concentration. Another 
disadvantage of the method of Chen and Trout [47] is that it cannot be scaled-up. That is it 
cannot detect higher-order n-mers, and cannot even provide an approximation. 
In order to rectify the problems mentioned above, we have developed an algorithm 
that is rigorous and mathematically precise. It can detect and identify not only cyclic-dimers, 
but higher order n-mers as well (Chapter 4). We implemented this algorithm in our work 
(Chapter 6-7), and were able to replicate the results of some physical experiments [25]. In 
order to complement our direct search, we also applied a method of unsupervised search [21] 
to look for other types of cluster and aggregates whose definitions we do not know a priori 
(Chapter 4) This, we hope, will contribute to the community. 
 
Figure 2-14: For this configuration of glycine molecules, the method of Chen and Trout [47]  
gives the correct cyclic dimer fraction of 0.5 as calculated by equation (2.3). Dashed red lines 
represent H-bonding. Here, each molecule is within the H-bonding cut-off radius. Hence, 
molecules 1 to 4 are all in the same hydrogen bonding network. Molecules 3 and 4 are a pair 
of cyclic-dimers as the order parameter, d = (d1 + d2) / 2, based on C---N distances is within 











Figure 2-15: For this configuration of glycine molecules, the method of Chen and Trout [47]  
gives an incorrect cyclic dimer fraction of 0.33 as calculated by equation (2.3). Dashed red 
lines represent H-bonding. The correct fraction of cyclic dimer is zero. This is because 
molecules 3 and 4 are not cyclic dimers due to incorrect angles for H-bonding. However, 
Chen and Trout’s method will mistakenly classify them as cyclic-dimers since the order 
parameter, d = (d1 + d2) / 2, based on C---N distances is within the cut-off distance. Hence the 
method will overestimate the number of H-bonds in the numerator of equation(2.3). 
 
 
Figure 2-16: For this configuration of glycine molecules, the method of Chen and Trout [47]  
gives an incorrect cyclic dimer fraction of 0.66 as calculated by equation (2.3). Dashed red 
lines represent H-bonding. The correct fraction of cyclic dimer is 0.5. This is because 
molecules 1 and 2 are in a separate cluster from molecules 3 and 4, and there is no H-bond 
network between the two clusters. Hence the method breaks down as the denominator of 















3 Aims and Objectives 
 
In this thesis, we will create computational tools and algorithms for use in molecular 
dynamics simulation and thermodynamic analysis. We will use these tools to study the effects 
of solvent on the - and -polymorphs of glycine zwitterions [20, 24, 47, 56]. In particular, 
we wish to investigate the claims that the presence of a cyclic dimers at the crystal-solid 
interface leads to the -polymorph, whilst a lack or absence of cyclic dimers leads to the -
polymorph [29]. Specifically, we will: 
 Use the GAUSSIAN software [13] to conduct quantum-mechanical 
calculations and compute partial charges for glycine molecules in pure water 
and 50% v/v water-methanol in bulk solution, and at the crystal-solution 
interface. 
 Choose appropriated force-fields, and water-model for the molecular 
dynamics simulation of glycine zwitterions in pure water, 50% v/v water-
methanol in bulk solution, and at the crystal-solution interface. 
 Propose a mathematically precise definition of cyclic-dimers, and create 
algorithms that directly search for the presence of cyclic-dimers and higher-
order n-mers in bulk solution and at the crystal-solution interface. 
 Create algorithms that carry an unsupervised search [21] for 
clusters/aggregates, growth-units or any other non-random structures in bulk 
solution and at the crystal-solution interface. 
 Create algorithms that make use of mathematical ‘strings’ [22] to calculate 
the energy barrier for crystallization in n-dimensional space. 
 Create algorithms that calculate the fraction of molecules at the crystal-
solution interface that will eventually dock onto the bulk crystal.  
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With our chosen computer model and developed algorithms, we will then 
 Use statistical mechanics to scale up our molecular dynamics simulation to the 
thermodynamic limit. 
 Identify the types of molecular aggregates present in bulk solution and at the 
crystal-solution interface for glycine in pure water 50% v/v water-methanol 
solution. 
 Show the absence of surface kinetics and substantial surface diffusion 
 Show that glycine crystal growth occurs via a monolayer mechanism and not a 
bilayer mechanism in both pure water and 50% v/v water-methanol solution. 
 Calculate the activation energy for monolayer growth for - and -crystal 
polymorphs 
 Calculate the relative growth rates for the (010) surfaces of the - and -
crystal polymorphs 
 Suggest that - and -polymorphs are due to nucleation kinetics and not via 













4 Tools Developed & Techniques Used 
 
Molecular dynamics simulation is a powerful technique that can be used to study 
molecules in solution. However, the interpretation and extraction of useful information from 
simulation data depends on the computational tools and algorithms used to analyze molecular 
configurations and calculate appropriate averages and correlation functions. Such tools must 
not only sample and reduce ‘noise’ in the data, but they must also compensate for the 
timescale limitations and finite-size effects of computer simulations. This is necessary in 
order to extend the reach of computer simulations towards the thermodynamic limit, and is 
often done by making use of the central limit theorem, statistical mechanics and other forms 
of statistical extrapolation techniques [57].  
In this chapter, we discuss several novel computational tools that we create and the 
techniques that we use in order to study glycine molecules in pure and mixed solvent in bulk 
solution and at the crystal-solution interface. These include algorithms that can directly and 
indirectly search for aggregates in solution, and a technique that uses mathematical ‘strings’ 
to identify crystal growth units and calculate its energy barrier for crystallization. Although 
these tools are primarily intended for glycine molecules in bulk solution and at the crystal-
solution interface, they can be applied to any other flexible organic molecule, and would be 
useful to anyone who wants to study the phenomena of self-assembly and crystallization. 
 
4.1 Algorithms for detecting self-assembly of molecules in solution 
Molecules may aggregate in solution [58]. A well-known example is the self-assembly 
of amphiphilic molecules, which have a polar ‘head group’ and non-polar ‘tail’, into 
structures in water that are of a much larger scale than the component molecules. Such self-
assembled systems come in a variety of simple geometric shapes, for example, layered 
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structures such as monolayers and bilayers, as well as curved surfaces such as micelles and 
vesicles (Fig. 4.1). An understanding of the factors that govern the formation of these states is 
of considerable commercial and scientific interest, especially in the food and detergent 
industry. 
 
Figure 4-1: Amphiphilic molecules can self-assemble into a variety of simple geometric 
shapes such as (a) bilayer or (b) micelles 
 
 
Figure 4-2: Self-assembly of glycine molecules. (a) monomer, (b) cyclic-dimers (c) higher-
order n-mer, where n = 6 for this case. Dashed lines represent H-bonding. Note that literature 
[3, 24, 25, 28, 29, 47] suggests only the presence of (a) and (b). This is further confirmed by 
our computer experiments. 
a. 
b. 
a. b. c. 
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In a similar vein, glycine molecules are thought to exist in various states of assembly 
which include monomers, cyclic-dimers and perhaps, even higher order n-mers [28, 29] (Fig. 
4.2). These aggregates may be responsible for - and -polymorphism of glycine crystals 
when grown in pure and mixed solvent respectively by inducing Langmuir-like bilayer and 
monolayer mechanism for crystal growth (see section 2.4.1 for more details). 
 
In this section we create two set of algorithms to detect self-assembly and identify its 
individual component. The first algorithm uses a direct search for the presence of monomers, 
cyclic-dimers and higher order n-mers whilst the second algorithm conducts an unsupervised 
search for any non-random structures. Both algorithms can be applied in the bulk phase, and 
at the interface. 
 
4.1.1 Direct search for self-assembly 
The direct search for self-assembly begins with a formal definition of what constitutes 
a molecular cluster, and retrospectively, how such a cluster can arise. In the context of 
glycine molecules, it is natural to assume that any association between molecules will occur 
via hydrogen bonding. This is because hydrogen bonding predominates over all other forms 
of Van der Waals forces, and is prevalent in amino acids such as glycine [59]. Thus, it is 
important that our calculations be based upon an agreed definition of what constitutes a 
hydrogen bond. For glycine molecules, the accepted criteria on what constitutes a hydrogen 
bond is given below [24]:   
a) NH ----O distance of   2.2 Angstrom 
b) NHO angle 140o 
That is, the distance between a hydrogen atom of the amino group of glycine molecule i and 
the oxygen atom of the carboxyl group of glycine molecule j involved in the hydrogen 
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bonding should be less than or equal to 2.2 angstrom, whilst the angle between the NH 
dipole vector and oxygen atom of the said molecules should be greater than or equal to 140
o
. 
Note that there six possible combinations for a single hydrogen bond between a pair of 
glycine molecules (i.e. NH1 ----OC1, NH2 ----O1, NH3 ----OC1, NH1 ----OC2, NH2 ----
OC2, NH3 ----OC2; see Fig. 2.11), and for a cyclic hydrogen bond, where there are two anti-
parallel hydrogen bonds between a pair of glycine molecules, there are thirty six 
combinations!  
 
Now that the criteria for what constitutes a hydrogen bond are clear, we are then left 
with the task of mathematically formalizing the definition of a cluster.  Drawing on the work 
of Stillinger and Stoddard for clusters of spherical particles [60, 61], we extend their method 
to clusters of non-spherical molecules like glycine. First we define two types of bonding - Rsgl 
and Rcyc. Rsgl linkage represents a single H-bond between a pair of glycine molecules, whilst 
Rcyc linkage, represents two anti-parallel H-bonds between a pair of glycine molecules (i.e. 
cyclic-bond). These two types of linkage
*
 between pairs of glycine molecules are necessary 
to investigate the different possible kinds of association between glycine molecules (Fig. 4.3).  
 
Figure 4-3: Using the Rsgl linkage, the open-dimer (a) and trimer (c) can be detected. 
However, only the Rcyc linkage can detect the presence of cyclic-dimers. Dashed lines 
represent H-bonding. 
a b c 
*
Note that these linkages should be able to last longer than the relaxation time of glycine in solution (~ 50-100 ps) to be considered 
stable. See Chapter 6 for glycine relaxation time as a function of supersaturation. 
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 We then define a generalised cluster, C (i.e. monomers, dimers, ... n-mers), to be the smallest 
set of particles satisfying the condition: If i  C and rij   Rlink then  j   C, where rij is a 
linkage between particles i and j, and Rlink is either Rsgl or Rcyc. More precisely, a cluster C of 
particles from the universe of the N particles of a system in a given configuration is defined 
as follows: 
C is a cluster if and only if it has the properties 
 
I. If i  C and rij  Rlink , then j  C 
II. If A is any set satisfying (I), and if i is in both A and C, then A  C = C 
 
The second property guarantees that a cluster C is not made up of two or more disjoint groups 
which are not linked by Rlink. Hence, clusters are disjoint and each particle belongs to exactly 
one unique cluster. A monomer, for example, is just cluster of size 1 whilst a dimer is a 
cluster of size 2. A n-mer will be a cluster of size n. Particle clusters are identified and stored 
in a list L of N members which has the property that Li = index of next particle in the cluster 
containing particle i. Thus, L consists of disjoint, circular sublists, each sublist containing the 
members of a distinct cluster. When identifying clusters, once the first member of a cluster is 
identified, all members are identified, before proceeding to other clusters. Thus, as clusters 
are disjoint, in seeking new members of a cluster it is sufficient to examine only those 
particles not yet identified as belonging to any cluster. The algorithm proceeds as follows: L 
is initialized so Li  i, for all i. Each particle is compared to other eligible particles to see if 
they belong in the same cluster. If they do, the list elements are swapped. For example, 
suppose i is linked by Rlink of both j and k (i < j < k). First, Li and Lj would be swapped to 
give: Li  j, Lj  i. Subsequently, Li and Lk would be swapped, giving: Lj  k, Lk  j, Lj  
i. Note that when a new member is added to a sublist, as above, it is always added 
immediately following the current member being processed. Sublist members are processed 
in the order in which they appear on the sublist; therefore, any member added at one step will 
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be processed in a succeeding step. A particle k is eligible for comparison only if Lk = k. This 
is so because if Lk  k, then either k is a member of a previously identified cluster or has 
already been identified as a member of the current cluster. In either case k should not be re-
examined. A Fortran-like pseudo-code is given below (Table 4.1): 
 
Algorithm step Step Number 
Initialize Li = i for i = 1, N 1 
  
DO 300 I = 1, N-1 2 
  
IF (I .NE. L(I)) GO TO 300 3 
  
J = I 4 
  
100 CONTINUE 5 
  
DO 200  K = I  + 1, N 6 
  
IF (L(K) .NE. K) GO TO 200 7 
  
IF (R(J, K) .. RLink) GO TO 200 8 
  
CALL SWAP (L(J), L(K)) 9 
  
200  CONTINUE 10 
  
J = L(J) 11 
  
IF (J .NE. I) GO TO 100 12 
  
300  CONTINUE 13 
 
 
Table 4-1: Pseudo-code for finding the number of clusters in a computer simulation. L is an 
array which contains N particles, and SWAP is a subroutine which exchanges its arguments. 
The main loop checks each particle i except i = N, which is either in a cluster by itself or with 
one of the first N - 1 particles. If Li  i (step 3), i is bypassed because it must belong to an 
earlier cluster. At step 4, Li = i and i is the least (i.e. least index) member of its cluster, for 
otherwise the value i in Li would have been swapped earlier. In steps 5-12, all of the members 
of the cluster containing i are found. As each new member is identified (step 8), it is pushed 
onto the sublist containing i (step 9) following the present member being processed, so it will 
be processed in a later iteration on the same cluster (step 11).  
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 Although the direct search algorithm described above is effective in searching for 
molecular aggregates, it suffers from several deficiencies, chief amongst them being the 
inability to describe the structure of molecular assemblies apart from the simplest cases of 
monomers, open-dimers and cyclic-dimers. For example, the direct search algorithm cannot 
distinguish between open-chain trimers and cyclic-trimers (Fig. 4.4), and will completely fail 
to describe the structure of more complicated n-mers (if they exist!). Also, the direct search 
algorithm requires an input parameter, Rlink, which requires a priori knowledge of the type of 
interaction between particles, and their corresponding criteria for existence. Hence, the direct 
search algorithm should be complemented by an unsupervised search algorithm that does not 
require any input parameter or a priori knowledge of the possible types of molecular 
assembly and their respective interaction force. 
 
Figure 4-4: (a) Open-trimers, (b) cyclic-trimers. The direct search algorithm can identify the 
presence of trimers but is unable to elucidate their structure. It cannot, for example, 
distinguish open-trimers from cyclic-trimers, and will not be able to describe the structure of 
any higher order n-mers. However, it can distinguish between monomers, open-dimers and 







4.1.2 Unsupervised search for self-assembly 
Unsupervised learning is a statistical technique that has been used in many diverse 
areas, such as biology, psychiatry, archaeology, geology, marketing, and others [62, 63]. 
However, to the best of our knowledge, it has never been used to study the self-assembly of 
molecules for crystal growth. The main idea behind unsupervised learning in the search for 
molecular aggregates is to look for patterns in the bulk solution, and at the crystal-solution 
interface. Unlike the direct search method in section 4.1.1, the unsupervised search method 
proposed in this section will examine computer simulation data without any pre-conceived 
definitions or arbitrarily-made criteria. Thus it impartially searches for any underlying 
structure(s) that can be provided by the phenomena being studied. It is important to note, 
however, that unsupervised search should be used in a complementary manner to direct 
search, not separately. 
 
The technical principle behind unsupervised search is clustering – a process of 
organizing a set of data into groups in such a way that observations within a group are more 
similar to each other than they are to observations belonging to a different cluster (Fig. 4.5). 
It is assumed that the data represent features that would allow one to distinguish one group 
from another. An important starting point in the process is choosing a way to represent the 
objects to be clustered. For example, in our study of glycine molecules, we have chosen to 
represent each glycine molecule by three co-ordinates, CC, CC, CN (see Chapter 7 for 
details). Hence, molecules with similar co-ordinates will be clustered together. However, 
most clustering methods will find some desired number of groups, but what we really want is 
some meaningful clusters that represent the true physical phenomena. Hence, we rely on the 
Gap-Statistics of Tibshirani et al. [21] to identify the correct number of clusters, and to 
determine the validity and strength of these clusters. Even then, we must look at the resulting 
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clusters in consultation with the direct search method, and determine whether or not they aid 









Figure 4-5: An example of clustering. Here, there are three clusters grouped together by their 
different colours – red, blue and yellow. Note that the user did not specify that the boxes be 
grouped according to colour. Rather, it was the unsupervised learning ability of the algorithm 





















Figure 4-6: The unsupervised search will correctly cluster and identify the structure of (a) 
monomers, (b) cyclic-dimers and (c) cyclic-trimers. However, it will incorrectly identify (d) 
open-trimers as monomers because the individual units of the trimer have the same 
orientation. Hence, the unsupervised search should be use judiciously, and in conjunction 







The Gap-Statistics require that we first create an arbitrary number of clusters k by 
some clustering algorithm [63]. We have chosen to use the kmeans algorithm for its 
simplicity and effectiveness [64]. The kmeans algorithm will partition n molecules (x1, x2, ..., 
xn), each having d-dimensions (for our case, d = 3), into k sets (k < n), C = {C1, C2, ..., Ck} so 











x μ  (4.1) 
where iμ  is the mean of points in iC .   
However, it is important to note that the groups obtained in the above step might be a result 
of the clustering method itself, and that we could be imposing a pattern on the dataset rather 
than discovering something that is physically there. Hence, we must compare the within-
cluster dispersion with what one might expect given a reference null distribution. This is first 
done by summing up the pairwise distances for all the points in each cluster. For example, a 





















  (4.3) 
 









gap k W W
B 
   (4.4) 
where B is the number of re-sampling *




For our work, we use a value of B = 10. This is reasonably accurate [65]. Also, as an added 
precaution against artefacts, we standardise all out data points such that they are of order ~ 1 
[66]. The ideal number of clusters k is then the value that will result in a maximum gap(k). 




































Figure 4-7: Example plots of the gap statistics showing the ‘elbow’ for artificially simulated 












Once the number of clusters have been determined, the structure of the molecular assemblies 
can be determined by finding the centroids, iμ , of the individual groups i. This is done by 







 μ x  (4.5) 
where mi is the number of molecules in cluster i, and jx  is a vector holding the coordinates 
of molecule j in i. 
 
 
4.2 Mathematical strings and the free energy in n-dimensional space 
 
Free energy is a quantity of great importance in chemical thermodynamics. Being 
related to the logarithm of the partition function, the free energy is the generator through 
which other thermodynamic quantities are obtained via differentiation [57]. The macroscopic 
free energy is related to the microscopic particles by the following relation [16]: 
 ln[ ]BG k T W const    (4.6) 
where G represents the Gibbs free energy, kB is the Boltzmann constant, T is the absolute 
temperature, and W is the multiplicity of the microscopic state. The multiplicity of the 
microscopic state, W, is the number of possible combinations between the particles of the 
system, and hence, measures the total number of system configurations (i.e. system 
ensemble). If we were to define our particles by n coordinates, 1, 2, …n; then the 
multiplicity of the system is simply the probability density of the particles in n-dimensional 
space. For example, if we specify each glycine molecules in terms of three dimensions, CC, 
CC, CN, then equation (4.6) becomes  
 ln[ , , ]
CC CC CNB
G k T p p p const      (4.7) 
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 Often, however, we are more interested in the free energy difference and the 
activation energy between two thermodynamic states than we are in the free energy itself. 
Free energy difference can tell us if a chemical reaction is thermodynamically spontaneous or 
if it requires input of work, whilst the activation energy can tell us about the rate of reaction, 
or if the reaction is kinetically feasible. However, although it is trivial to calculate the free 
energy difference between two states, it is difficult to calculate the associated activation 
energies because reaction coordinates are often unknown and have a high degree of 
degeneracy (see section 2.3.3 for details). The problem becomes more severe if the free 
energy is a function of n-dimensions (where n  3) and resides on a hypersurface. Hence, in 
order to overcome this difficulty, we will make use of the string-optimization component of 
the finite-temperature string method [22]. 
 
4.2.1 Modified Version of the Finite-Temperature String Method 
The Finite-Temperature String method (FTS) has been used in the past to study the 
transition mechanisms and transition rates between metastable states in systems with complex 
energy landscapes [22, 67, 68]. These are usually rare events with single energy barriers. 
Examples of such phenomena include the conformation changes in molecules, chemical 
reactions and phase transitions. In such cases, the FTS method is used to the generate free 
energy surfaces and calculate the minimum energy paths (in the implementation by Vanden-
Eijnden and Venturoli [22], for example, the free energy space is generated via sampling 
within the Voronoi cell associated with discretized points lying on a string). Because the FTS 
method samples the free energy surface in locally important regions, it is able to detect the 
metadynamics of the system, enabling the study of transition states in great detail. However, 
the FTS method has never been used in the study of crystal growth. This is because in crystal 
growth, reaction pathways are highly-dimensional, and are often degenerate with many 
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barrier-crossing events, making the generation of free energy surface via local importance 
sampling computationally expensive. Nevertheless, we will show that if the free energy 
surface can be generated via alternate means, it can be combined with the string optimization 
component of the Finite-Temperature String method to approximate the generalised reaction 
coordinate for crystal growth.  Therefore it can be used in cases where the free energy, and 
thus activation energy, reside on a hypersurface (i.e. where the free energy is a function of n-
dimensions, and n  3).  
 
The premise of the FTS method lies in finding the minimum energy path(s) (MEP) 
between two points ‘a’ and ‘b’ in a given energy landscape by repeatedly iterating an 
arbitrary curve called a string. That is, a string is an arbitrary path,  , connecting the initial 












Figure 4-8: Hypothetical two-dimensional energy landscape with energy minima, ‘a’ and ‘b’. 
String I is an initial arbitrary string that is repeatedly iterated in order to form String II. String 










Figure 4-9: Each string will undergo repeated iteration and reparameterization. The final 
evolved string will represent the minimum energy path. 
Each iteration of the string method brings the string closer towards the minimum energy path, 





  (4.8) 
 
where n is the number of iterations.  
 
Mathematically, given the energy landscape ( )V x , defined on a suitable vector space x , the 
FTS method seeks to find a string MEP  between points ‘a’ and ‘b’ such that the normal force 
experienced by the string ( )MEP

f   is zero everywhere. That is, 
 ( ) 0MEP V
   f  (4.9) 
 












        f f  (4.10) 
 
over all paths connecting ( ( ))a   to ( ( ))b  . Here  is a parameterization variable that 
increases monotonically from one end of the string such that ( ( ))a  denotes the start of the 
string and ( ( ))b  denotes the end of the string. 
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As already mentioned, the original purpose of the finite-temperature string method is 
to find a single minimum energy path that represents the reaction coordinate for a rare event 
with a single energy barrier. However, this procedure can be extended to finding multiple 
energy pathways. This is done by decomposing the energy phase space   into a collection of 
strings i . Each string starts from a different phase point i in   but ends at the same, final 













Figure 4-10: Projection of energy phase space   onto a 2-dimensional plane decomposed 
into 400 grid points. Each string starts at a different phase point but ends at the final phase 
point. The figure shows 4 strings but there are altogether 400 strings with each string 







4.2.2 Method to calculate the generalized activation energy 
In order to use the string-optimization component of the finite-temperature string to 
calculate activation energies in n-dimensional space, we have to make it more versatile. We 
do so by creating a function G(s) that maps directly onto  in -space. Note that G is the re-
parameterized curve of  based on a normalised, monotonically increasing variable s. This is 
represented mathematically by  
 
 { ( ) : [0,1]}G s s    (4.11) 
 
for some normalized reaction coordinate s so that it maps onto the real space  
 :[0,1]G   (4.12) 
Hence, the activation energy, Gi, for string i can be obtained from the direct visual 
inspection of a Gi vs. s plot (Fig. 4.11). Of course, if the number of strings are exceedingly 
high (as in our case), this process should be automated by some suitable algorithms [69, 70]. 
As a first approximation, however, we use a simple algorithm to compute Gi: 
 
max , ( ) ( )       for 
0                                        for s s
peak i peak i peak
i
peak








max , ( )peak i peakG s  is the maximum peak in free energy for string i at position peaks  and





Figure 4-11: Plot of Gi vs. s for a hypothetical string i. 
 
Once the activation energy, Gi,, associated with each string is obtained, it should be 
reconciled with the physical reality of the molecules which generated the free energy in the 
first place. That is, the overall activation energy is the weighted-average of all the energy 
barriers, where the weights are simply the density of the configuration multiplicity of the 
molecules. For a system of N molecules, for example, where each molecule is specified by a 












Here, m is the number of grid points used to approximate the phase space, , and N is related 





N n  (4.15) 
 
s 
Gi / kBT 
0 1 speak 
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4.2.3 Method to calculate the fraction of growth-units at the interface 
Liu et al. [17, 18] showed that at the crystal-solution interface, the fraction of 
molecules able to overcome a 1-dimensional energy barrier to become a crystal growth unit is 




exp[(1 ) / 2] [(1 ) / 2]
2
p G sech G d       (4.16) 
 
where  is the fraction of molecules that will eventually dock onto the crystal surface , p is 
the probability density function that describes the orientation configuration of the molecules 
in 1-dimension, and G (in units of Bk T ) is the energy barrier a molecule must overcome 
along a 1-dimensional reaction coordinate  in order to become a crystal. Later, 
Gnanasambandam and Rajagopalan [20, 56] applied the work of Liu et al. to a problem 
having more than 1-dimension. Although they obtained meaningful results, they used ad hoc 
estimates, and were not able to extend the work of Liu et al. beyond 1-dimension. In this 
section, however, we will extend the method of Liu et al. to an arbitrarily high n-dimension.  
 The difficulty in calculating  for cases in higher dimensions lies in the fact that G 
will be difficult to obtain in all other cases except for the 1-dimensional case (see section 
2.3.3). However, as seen in section 4.2.1, we can decompose a highly dimensional energy 
phase  into thousands of grid points m. Each grid point will then associate itself with a 
string i, and thus equation (4.16) can be decomposed to m 1-dimensional equations, where 






exp[(1 ) / 2] [(1 ) / 2]
2
i i ip G sech G ds       (4.17) 
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Here, Gi  is the activation energy for the molecules at grid point i and s is a 1-dimensional 
reaction coordinate. The total fraction of molecules that will eventually dock onto the crystal 








  (4.18) 
 
In this thesis, we will use standard molecular dynamics simulation (see Chapter 5) to 
study crystal growth. Although using standard molecular dynamics to study activated 
processes such as crystallization may result in reduced sampling efficiency, this drawback 
can be mitigated by using the theoretical framework of Liu et al. (discussed above). The 
morphology of crystals such as urea and glycine grown in solutions, for example, has been 
successfully predicted using standard molecular dynamics and a thermodynamic model 














5 Force-fields and Partial Charges 
 
5.1 Molecular dynamics simulation 
 
Molecular Dynamics (MD) simulation serves as an exact experiment which can be 
observed in great detail. It acts as a powerful microscope that allows theories and models to 
be tested. Unlike Monte Carlo methods (MC), MD attempts to follow the time evolution of a 
molecular system by generating the details of the molecular trajectories of the interacting 
molecules. It has the advantage over MC in that dynamical properties of the condensed phase 
can be calculated both at equilibrium and far from equilibrium. Thus molecular dynamics 
simulation is a useful tool in the interpretation and rationalization of experimental data on 
condensed phases [71]. In MD, the dynamics of the molecules are assumed to obey classical 
equations of motion, which is a satisfactory approximation for translational motion as the de 
Broglie wavelength of a typical molecule is much less than the average distance between the 












However, the main problem of molecular dynamics simulation is the a priori derivation of 
realistic and accurate force-fields that can represent the actual inter-atomic forces, and 
reproduce all the required empirical properties. Most force-fields are constructed by fitting 
over some desired molecular properties. [72, 73] For example, in third-generation force-
fields, [73] dipole moments for molecules in liquid systems are expressed by fixed atomic 
partial charges that are adjusted to take into account the polarizability in a particular 
condensed phase. The problem with such an approximation, however, is that it does not allow 
the charges to re-organise according to its locale, and thus it suppresses charge fluctuations 
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and, as a consequence, all properties that depend on these fluctuations (although polarizable 
force-fields can mitigate these fluctuations, they increase computation time by a factor of six 
[73], and are not practical for our work).  Hence, fixed partial charges derived for glycine 
zwitterions in pure water will not be accurate for glycine zwitterions existing in vacuum, the 
solid state or even in mixed-solvent due to the different extent of polarization and charge 
fluctuations in the different media. This has repercussions on the computer simulation of 
crystal growth in glycine solution which often involves different types of condensed states - 
pure solvent, mixed-solvent and solid state 
5.2 Force-fields for glycine simulation 
 
Glycine exists in the zwitterionic form in bulk crystal and aqueous solution [32]. 
Many different types of force-fields have been used to study glycine zwitterions in solution 
[20, 24, 47, 53]. These include OPLS, [74] GROMOS, [75] and AMBER. [72] These force-
fields differ in the values of the parameters chosen to represent the electrostatic, van der 
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where the partial charges between atomic particles i and j are represented by qi and qj (the 
absence of the dielectric constant  is due to the fact that it has been subsumed by the partial 
charges). Kb and Kθ are the force constants for the bond and bond angles for atoms in a 
molecule; b and θ are the bond length and bond angle; beq and θeq are the equilibrium bond 
length and bond angle;   is the dihedral angle and Vn is the corresponding force constant; the 
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phase angle γ takes values of either 0° or 180°. Aij and Bij  are constants associated with the 
Van der Waal’s and London dispersion forces. 
Sometimes these force-fields are used in conjunction with different permutations of 
models for water (e.g. TIP3P, SPC/E) [76, 77] and partial charges (e.g. Mulliken, ESP, 
RESP, CHELPG) – see Cheong and Boon [78] for a detailed comparison. Each potential has 
its merits – OPLS is good at preserving the lattice parameters for the three polymorphs of 
glycine (i.e. , , ) [47], GROMOS is good at reproducing the free energies of solvation and 
hydration of neutral amino acids [75], and AMBER is able to reproduce the crystal structures 
of the three polymorphs of glycine and correctly predict their relative energy ranking [54]. 
However, in each implementation of the force-fields above, partial charges (i.e. qi and qj) 
were chosen either to reproduce some bulk crystal properties ranging from the correct type of 
crystal polymorphs to lattice parameters and lattice energies, or as in the case of the 
GROMOS force-field, to reproduce the solvation energies of neutral molecules in solvent. 
This has serious repercussions because  
i. In the bulk crystal state, zwitterions are not as polarised as in the aqueous state.  
ii.  Partial charges for neutral molecules underestimate partial charges for zwitterions 
5.3 Partial charges  
 
 Atomic partial charges are the most important parameters in modelling crystal growth 
[47, 54, 79]. However, as mentioned above, partial charges, once calculated, remains fixed 
throughout the course of the simulation. Hence, it is important to know how they are 
calculated by various research groups, and for what purpose they serve. An atomic point 
charge model for glycine zwitterion cannot simply be constructed by fitting to the 
electrostatic potential around the ab initio charge density of the gaseous zwitterion because 
the charge density will, at the quantum-mechanical level, rearrange to give back the neutral 
form of the isolated molecule. That is, for glycine zwitterions to exist, it has to be stabilised 
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in a dielectric continuum of some sort. An exception to this case was made by Shankari et al. 
[19] who, because they were interested in obtaining correct crystal lattice energies and 
solubility data, used a single-point B3LYP gas-phase calculation to derive Mulliken charges 
(see Table 5.1(a)) based on a single conformation of a glycine zwitterion found in a crystal 
slab of the -polymorph. This was, in effect, an estimation of the partial charges at a 
dielectric of  = 1.0 – something that cannot be done at a purely quantum-mechanical level. 
Although their methods were unconventional and primarily suited to the glycine zwitterions 
in the bulk -crystalline phase, they were able to validate their force-fields against empirical 
solution properties such as density and solubility.  
 
Table 5-1: (a) Mulliken charges were derived in gaseous phase from single-point B3LYP/6-
31+G(d,p) quantum-mechanical calculations [19]. (b) RESP charges obtained using the 
charge group concept [24, 54] and the Cornell et al. force-fields [72]. These charges were 
used (incorrectly) by Hamad et al. to investigate cyclic dimers in solution. (c) RESP charges 
were derived in water by Wood et al. [80] by restrained fitting to the electric potentials 
(RESP) derived from IEF-PCM B3-LYP/cc-pVTZ//B3-LYP/6-31+G(d,p)  quantum-
mechanical calculations. We have decided to use the partial charges in 4.1(c) in bulk solution 
because they agree with the experiments of Huang et al.[25] 
 
       (a) Mulliken:  = 1.0                       (b) RESP Charge Group:   = 4.0                       (c) RESP:    = 78.4                
N -0.127 0.2943 -0.073 
H 0.199 0.1642 0.276 
H 0.218 0.1642 0.276 
H 0.224 0.1642 0.276 
C 0.007 -0.0786 0.001 
H 0.064 0.0698 0.069 
H 0.061 0.0698 0.069 
C 0.483 0.7231 0.758 
O -0.578 -0.7855 -0.826 
O -0.552 -0.7855 -0.826 
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Most force-fields, however, calculate its partial charges over a range of molecular 
conformation and most importantly, factor in some kind dielectric continuum. The Cornell et 
al. force-field, [72] for example, obtains its partial charges by fitting the gas-phase 
electrostatic potential calculated by HF/6-31* using RESP [81]. Because the charges derived 
from such an approach systematically overestimate dipole moments, they implicitly include 
the effect of solvent polarization. In fact, the polarization is akin to that induced by a solvent 
of dielectric  = 4. Third-generation force-fields studying biomolecules have partial charges 
explicitly derived in a polarisable medium of dielectric  = 4 [73]. Water, however, has a 
dielectric of  ~ 80. For large protein molecules, this is not an issue as the dielectric inside the 
protein is presumably  ~ 4 [59]. For small non-polar neutral molecules, this is also a non-
issue as their electron cloud is not easily distorted. However, if the same force-fields were to 
be used for highly polarisable zwitterions in solution, this poses a problem. In order to 
alleviate this problem, groups such as Hamad et al. [24] and Chen and Trout [47] resorted to 
the charge group concept for use in glycine solution. The charge group concept is a 
piecemeal, semi-empirical approach first used by Price et al. [54] to assign partial charges to 
glycine zwitterions. For example, in the charge group concept applied to the AMBER 




 terminal groups from the 
Cornell et al. terminal group database, whilst the charges for the CH2 group hydrogen atoms 
were taken from a separate Cornell et al. amino-acid residue database. But the charge on C, 
however, were arbitrarily adjusted to give a neutral zwitterion (see Table 5.1(b)). As a result, 
the charge group concept is able to maintain the correct polarity between charged terminal 




). However, as they are still derived in a dielectric  = 4, they 
do not show the correct polarity within groups. That is, the N-H bonds and C-O bonds of the 




) are not correctly polarised. As a result, the charge 
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group concept has problems accounting for hydrogen-bonds and the existence of cyclic 
dimers (see section 2.4.1). 
 
 Theoretically speaking, however, in order to simulate glycine zwitterions in bulk 
solution, the atomic partial charges must be re-calculated at the more appropriate solvent 
dielectric value of  ~ 80. In fact, such a calculation was done and validated by Wood et al. 
[80] for their study of neutral glycine molecules, glycine zwitterions and glycine radicals in 
aqueous solution. There, partial charges for glycine zwitterion in water solvent were obtained 
by restrained fitting to the electric potentials (RESP) derived from IEF-PCM B3-LYP/cc-
pVTZ//B3-LYP/6-31+G(d,p)  quantum-mechanical  calculations. This method of calculation 
is self-consistent with the AMBER force-field [73]. The charges are tabulated in Table 5.1 
(c).  As seen in Table 5.1, the RESP charges calculated by Wood et al. [80] are more 
polarised than the Mulliken charges calculated by Shankari et al.[19] That is, the sum of 
partial charges for the amino group = +0.755, and the sum of partial charges for the carboxyl 
group = -0.894 for the correctly calculated RESP charges, but for the Mulliken charges, the 
sum of partial charges are much less - the amino group has a charge of +0.514 whilst the sum 
of partial charges for the carboxyl group = -0.647. This, however, has implications for the 
lattice energies. Using the Mulliken charges given in Table 5.1 (a), the lattice energy obtained 
though energy minimization of glycine crystal structure = -306 KJ/mol, close to literature 
value [82] whilst the lattice energy obtained using the rigorously calculated RESP charges in 
Table 4.1 (c) = -600 KJ/mol, which is incorrect and about twice the acceptable value. As 
expected, using partial charges derived in a highly polarisable continuum solvent to calculate 
lattice energies for the bulk crystal phase where the zwitterions are not as polarised and 
where the bulk crystal dielectric is closer to  = 4 than  = 80 leads to a very large error.  
75 
  
It is also interesting to note that although the RESP charges in Table 5.1 (b) were 
calculated in a dielectric of  = 4, the terminal groups have similar values (See Table 5.2b,c) 
to those derived rigorously by Wood et al. at a dielectric of  ~ 80. This is due to the 
piecemeal approach of the charge group concept which is effective at maintaining the net 
polarity of terminal groups, but as explained earlier, does not give the correct polarity within 
the terminal groups. 
 
Table 5-2 Group charges and lattice energies for the different partial charges. The magnitude 
of the charge difference between the Hydrogen of the amino group and the Oxygen of the 
carboxyl group is given by Charge (H - - O), and can be interpreted as the strength the H-
bond. The lattice energies
ǂ  
were calculated by energy minimization using GROMACS [14]. 
 
5.4 Validation of force-fields for bulk solution 
 
As discussed in section 4.3, the bulk of force-fields chosen to study glycine crystal 
growth are based on partial charges for neutral molecules derived in vacuum or solvent of 
low dielectric, or are based on some charge group concept. These partial charges are 
convenient because they can reproduce bulk crystal properties (i.e. lattice energies, crystal 
polymorphs and lattice parameters). However, these partial charges are not suitable for 
simulating glycine zwitterions in bulk water. Thus, for bulk water simulation, one has to 
resort to the RESP charges of Wood et al. found in Table 5.1 (c). These charges are more 
appropriate. Not only have they been validated against solution and solvation properties such 
as H-bond distances, hydration number and pKa values [80], they can also explain the 







Charge  (H - - O) 
     
 (a) Mulliken:  = 1.0                       0.514 -0.647 -306 0.779 
     
(b) RESP Charge Group:   = 4.0                       0.7869 -0.8479 -679 0.9497 
     
(c) RESP:    = 78.4 0.755 -0.894 -600 1.102 
     
ǂ 




   
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experimental data of Huang et al. [25]. Using freezing-point depression and isopiestic 
measurements of water vapour pressure in supersaturated solutions, Huang et al. found that 
only 18% of glycine zwitterions exist as dimers at 25
o
C (see Appendix A.8 for a more critical 
analysis.). They were, however, unable to deduce if the dimers were open dimers, cyclic 
dimers or a mixture of both. It is in this vein that we find the use of appropriate partial 
charges to be important in molecular dynamics simulation. We conducted a molecular 
dynamics simulation using the Amber ff3 force-field [73], and TIP3P model for water [77], 
and found out that only the RESP charges of Wood et al. [80] in Table 5.1(c) were able to fit 
the experimental data of Huang et al. [25] (Fig. 5.1). Thus we can conclude that the dimers 
observed by Huang et al. were cyclic in nature. (See Chapter 6 for more details) 
 
 







Figure 5-1: Fraction of cyclic dimers as a function of glycine concentration for (a) RESP 
charges derived in water by Wood et al. [80], (b) Charge group RESP charges used by Price 
et al. and Hamad et al. [24, 54]. These charges are based on the Cornell et al. force-field 
which uses a dielectric of  = 4.0, and (c) Mulliken charges derived in vacuum [19]. Only the 







The RESP charges of Wood et al. were also able to give the best fit to the diffusion 
data [83] of glycine zwitterions in solution (Fig. 5.2). If we were to define the diffusion 








 r r  (5.3) 
where ( )tr  is the position of the molecules at time t, and the term 
2
( ) (0)t r r  represents 












Figure 5-2 Comparison between experimental self-diffusivity of glycine and those obtained 
by molecular dynamics simulation using different partial charges. (a) Mulliken charges,  = 
1.0 (b) Charge group RESP,  = 4.0, and (c) Experimental data [83], (d) RESP,  = 78.4.  The 
RESP charges calculated by Wood et al. [80] (Fig. 5.2d) gave the best fit to experimental 











5.5 Summary of force-fields for bulk water simulation  
 
 In conclusion, the best force-field, partial charges and water model for the simulation 
of glycine zwitterions in bulk water are: 
 Amber ff03 force-field [73] 
 RESP charges calculated in a dielectric  of   = 78.4 [80] 
 TIP3P model for water  [77] 
And this is because: 
 The force-fields, partial charges and water model are self-consistent [73] 
 They have been validated against bulk solution and solvation properties such as H-
bond distances, hydration number, pKa value by Wood et al. [80] 
  Our internal computer experiments show that they give the best fit to experimental 
data on diffusivity [83] and cyclic-dimer concentration [25] 
 
5.6 Extension of force-fields to binary mixtures and interfaces 
 
Partial charges reflect the level of polarization and charge fluctuations in a molecule, 
and hence, they depend on the surrounding dielectric. For a binary mixture, the dielectric can 
be estimated by [84] 
 1 1 2 2m       (5.4) 
 
where m is the dielectric of the mixture made up by pure solvents of dielectric 1 and 2, and 
1, 2 are the volume ratios. Hence for 50% v/v mixture of water (1 = 78.4) and methanol (2 




At the protein crystal interface, however, the dielectric is calculated differently. 
Electrostatics arguments [59] show that a charge q above the crystal surface at point 1 will 










   (5.5) 
 
where q’ is the image of the charge q below the crystal surface at point 0, and r12 and r02 are 

























Figure 5-3 : 2 is the electric field induced at position 2 by a charge q at position 1 above the 
protein surface and its reflection charge q’ at position 0 inside the protein. It can be shown 






















Bulk Solution Dielectric: m 
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where m is the bulk dielectric of the solution above the crystal surface and p is the bulk 
dielectric of the protein crystal. Now, everywhere at the interface 
 12 02r r r   (5.7) 
This implies that an electric field induced at a distance r from point charge q at the interface 















Hence the effective dielectric, eff , at the interface is simply the average of the bulk solution 








  (5.9) 
 
If we assume that the bulk crystal has a dielectric of p = 3.0, then the dielectric for glycine 
zwitterions at the interface for pure water and 50% v/v water-methanol mixture are eff,water = 
40.7 and eff,mixed = 29.3 respectively. (Table 5.3) 
Solution Type Dielectric 
Pure water in bulk 1 = 78.4 
Pure methanol in bulk 2 = 32.6 
Pure protein in bulk p = 3.0 
50% v/v water-methanol in bulk m = 55.5 
Pure water at Interface eff,water = 40.7 
50% v/v water-methanol at Interface eff,mixed = 29.3 
 
Table 5-3 Dielectric in the bulk and at the interface 
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Once the dielectric for the bulk solutions and interfaces for pure water and mixed 
solvent are known, the partial charges for glycine zwitterions can be computed. We use 
GAUSSIAN software [13] to implement the CPCM B3-LYP/cc-pVTZ//B3-LYP/6-31+G(d,p)  
quantum-mechanical  calculations using Bondi’s all-atom radii and all other parameters 
appropriate for the solvent water. We then restraint-fitted the partial charges to the 
electrostatic potentials (RESP) [81] using the antechamber module of the AMBER software 
[15]. This is a standard approach as demonstrated by Duan et al. [73] and Wood et al. [80] 





Partial Charges in 
50% v/v water-
methanol in bulk  
Partial Charges 
in pure water 
at interface 
Partial Charges in 
50% v/v water-
methanol at interface 
N -0.073 -0.050 -0.050 -0.051 
H1 0.276 0.269 0.268 0.267 
H2 0.276 0.269 0.268 0.267 
H3 0.276 0.269 0.268 0.267 
CA 0.001 0.004 0.007 0.004 
HA1 0.069 0.068 0.067 0.068 
HA2 0.069 0.068 0.067 0.068 
C 0.758 0.733 0.731 0.734 
OC1 -0.826 -0.815 -0.813 -0.812 
OC2 -0.826 -0.815 -0.813 -0.812 
 
Table 5-4 RESP charges for glycine zwitterions in the bulk and at the interface for pure and 
mixed solvents. Partial charges for glycine in bulk water were obtained by Wood et al. [80]. 
The rest of the partial charges were obtained by GAUSSIAN software [13] with the restraint-
fitting done by antechamber module of the AMBER software [15]. 
 
Thus with the partial charges above (Table 5.4), the Amber ff03 force-field [73] and 
the TIP3P model for water [77], we have a set of self-consistent force-fields appropriate for 
the molecular dynamics simulation of glycine in bulk water, mixed solvent and at the crystal-
solution interface. 
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6 Existence of Cyclic-Dimers  
 
6.1 Controversy over existence of cyclic-dimers 
 
There has been a long and intense debate on the existence of cyclic dimers in aqueous 
glycine solution. Gidalevitz et al. [28] were the first to suggest the existence of cyclic dimers 
in glycine solution (Fig. 6.1). By using AFM together with grazing-incidence X-ray 
diffraction, they showed that -glycine crystals grow in steps of 0.57  0.05 nm, 
corresponding to the size of cyclic, double-hydrogen-bonded dimers. This, they claimed, 
implies that cyclic dimers are crystal growth units, and hence exist predominantly in solution. 
Their arguments were bolstered further by the works of Myerson et al. [26, 27] which found 









Figure 6-1 Glycine cyclic-dimer. Dashed line represents H-bonding. 
 
Critics, however, countered that average size does not imply the existence of cyclic 
dimers, and a bilayer step-size does not prove the existence of cyclic dimers. Moreover, more 
sophisticated experiments and computer simulations tend to show otherwise – monomers, not 
dimers are the predominant species in solution. The first study to debunk the existence of 
cyclic-dimers was a molecular dynamics simulation by Hamad et al. [24]. They showed, 
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using H-bond correlation functions, that single H-bonds between glycine zwitterions are 
unstable, and suggested that cyclic dimers are too unstable to exist in large numbers, and if 
dimers do exits, they are open, non-cyclic dimers. The second study to debunk the existence 
of cyclic dimers was done by Huang et al. [25]. Using freezing-point depression and 
isopiestic measurements of water vapour pressure in supersaturated solutions, they found that 
only 18% of glycine exists as dimers at 25
o
C (see Appendix A.8 for a more critical analysis.). 
They were, however, unable to deduce if the dimers were open dimers, cyclic dimers or a 
mixture of both. It is in this vein that we find the use of molecular dynamics simulation to be 
useful. We will show, using the RESP charges of Wood et al. [80], the Amber ff03 force-
field [73] and the TIP3P model [77] for water (See Chapter 5 for details) that the dimers 
obtained by Huang et al. [25] are cyclic, and that Hamad et al. [24] were not able to observe 
cyclic dimers because they used inappropriate partial charges.  
 
6.2 Mathematical definition of a cyclic-dimer 
 
In order to look for cyclic dimers in solution, we must first come up with a 
mathematically precise definition for a cyclic dimer, and then implement an algorithm that 
can select these dimers from solution. We find useful the definition given by Stillinger for 
spherical clusters [60] and modified an algorithm given by Stoddard [61] so that it is 
applicable to non-spherical molecules like glycine. That is, we first define a cyclic-bond, Rcyc, 
to represent two anti-parallel H-bonds fulfilling the criteria below [24]: 
a) NH ----O distance of 2.2 Angstrom 
b) NHO angle 140o 
We then define a generalised cluster, C (i.e. monomers, dimers, ... n-mers), to be the smallest 
set of particles satisfying the condition: If i  C and rij   Rcyc  then  j   C, where rij is a 
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linkage between particles i and j. More precisely, a cluster C of particles from the universe of 
the N particles of a system in a given configuration is defined as follows: 
C is a cluster if and only if it has the properties 
 
I. If i  C and rij  Rcyc , then j  C 
II. If A is any set satisfying (I), and if i is in both A and C, then A  C = C 
 
Then a cyclic dimer is just a cluster of size 2. 
 
6.3 Results and discussion of molecular dynamics simulation in bulk 
water 
 
6.3.1 Existence of cyclic-dimers in bulk solution 
  
Molecular dynamics simulations were conducted for glycine in bulk water at different 
concentrations (see appendix A.3 for technical details).  We then calculated the fraction of 
cyclic-dimers as a function of glycine concentration, and plotted the curve in Figure 6.2. Our 
results not only agree with the experiments of Huang et al. [25], but suggest that the dimers 








Figure 6-2 Fraction of cyclic-dimers as a function of glycine concentration in bulk water. 
Our values agree with the experiments of Huang et al. [25] 
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6.3.2 Stability of cyclic-dimers 
 
The presence of cyclic dimers in solution, however, is a necessary but insufficient 
condition for it to be considered the growth unit. In order to be considered a potential growth 
unit, a cyclic dimer must have the stability to withstand the thermal noise found in the 
solution environment. That is, among other things, the hydrogen bonds must be strong 
enough to withstand disruption from water molecules. One way to measure the strength of the 
hydrogen-bonding between glycine zwitterions in solution environment is via the hydrogen-







  (6.1) 
Here c(t) is the probability that a hydrogen-bond in existence at time t = 0 is also in existence 
at a later time t. If a particular pair of glycine molecules is hydrogen bonded at time t, then 
h(t) = 1 otherwise h(t) = 0 . The denominator h
 
is the average number of hydrogen bonds 
between glycine molecules at equilibrium. The angular brackets represent an ensemble 
average over all pairs of glycine molecules. For a system with N glycine molecules, the 








  (6.2) 
 
The hydrogen-bond network of the entire glycine system can be described entirely by the Np 
values of h(t). By definition, c(0) = 1 and c() = 0, since any two molecules will become 
uncorrelated after a sufficiently long time. Thus the hydrogen correlation function is a useful 
indicator of the average strength of a hydrogen bond between glycine zwitterions in the 
system. A plot of the hydrogen correlation function as a function of time is given in Figure 
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6.3. It shows that after 300 ps, the hydrogen bond network becomes totally uncorrelated. That 












Figure 6-3 Hydrogen-bond correlation function for glycine zwitterions in bulk water at 
glycine mole fraction x = 0.07 
 
For short times, the hydrogen-bond correlation function is quadratic in time. This can be seen 
by a Taylor series expansion of the numerator in the right hand side of equation (6.1) about t 
= 0 (See appendix A.5 for detailed derivation): 
 2 2
1
(0) ( ) (0) (0) (0) ...
2
h h t h t h h    (6.3) 
For long times (i.e. t >> 1 ps), however, the hydrogen-bond correlation function can be 
approximated by an exponential decay function (See Figure 6.4): 
















   (6.5) 











Figure 6-4 The semi-log plot of the hydrogen-bond correlation function at a glycine mole 
fraction of x = 0.07 at long times (t >> 1 ps) The mean hydrogen-bond lifetime can be 











Figure 6-5:Mean hydrogen-bond lifetime as a function of glycine mole fraction in pure water.  
 
The hydrogen-bond lifetimes for different glycine concentrations in pure water are plotted in 
Figure 6.5. As seen in Figures 6.3 to 6.5, the memory of the averaged hydrogen-bond extends 
into hundreds of picoseconds. However, it is important to note that the hydrogen correlation 
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function is an indicator of hydrogen-bond strength across all glycine zwitterions – dimers and 
non-dimers. Thus specific information of hydrogen-bonding between cyclic dimers is 
partially destroyed by the averaging process.  
 
A more appropriate metric for the stability of cyclic dimers in solution is the cyclic 
dimer lifetime, L. The average lifetime of cyclic dimers in solution can be estimated by brute-
force tracking of pairs of glycine zwitterions in cyclic dimers throughout the course of the 




L x t   (6.6) 
Here L is the average lifetime of cyclic dimers throughout the simulation of duration M. x(t) 
is a binary variable at timestep t. If a pair of glycine zwitterions exists as cyclic dimers at 
timestep t, x(t) = 1, otherwise x(t) = 0. The angular brackets denote the averaging over all 
pairs of cyclic dimers. A plot of the cyclic dimer lifetimes as a function of glycine mole 
fraction is given in Figure 6.6.  As seen in Figure 6.6, the lifetime of a cyclic dimer at 












6.3.3 Cyclic-dimers vs. Open dimers 
 
As mentioned in Section 6.1, there is some controversy over the existence of cyclic-dimers. 
This is even true in the realm of computer simulations where some computer simulations 
show the existence of open-dimers instead of cyclic-dimers. However, it is important to re-
iterate that all studies that showed the existence of open-dimers were based on computer 
simulations, not physical experiments, and as such, the conclusions reached were sensitive to 
the statistical sampling method used as well as the initial choice of force-fields and partial 
charges (see sections 5.2-5.3). For example, most of these simulations were based on one pair 
of glycine particles in a box, and were not statistically averaged. Moreover, they showed only 
marginal stability of the purported open-dimer, and even then such stability is often disputed 
[87].  The one pair of glycine molecules in a box methodology would also not take into 
consideration the effect of excluded volume at higher glycine concentrations, and the 
instability of trajectories for molecular dynamics simulation. Chen & Trout [47], for example 
studied a pair of glycine molecules using the OPLS force-fields in pure and mixed solvent, 
and showed that the open-dimer is more stable than the cyclic-dimer by at most 3 kJ mol
-1
. 
However, this value is not statistically significant because it was based only on a pair of 
molecules, not the ensemble-averaged value. Also, because the difference in energy stability 
is quite small (~3 kJ mol
-1
), it is sensitive to the type of force-fields and partial charges 
chosen. Pascale & Lopez [87], for example, showed that if the partial charges for a pair of 
glycine molecules in the cyclic-dimer configuration were derived using the MP2 perturbation 
technique, the formation of cyclic-dimers would be an exergonic process with a free energy 
change of ∆G =-16.8 kJ mol-1. Hamad & Catlow [88], realizing the sensitivity of glycine 
cyclic-dimers to partial charges and force-fields decided to conduct an ab initio molecular 
dynamics simulation, and could not find the existence of cyclic dimers. However, it is 
important to note that their simulations were based on a pair of glycine molecules in a box 
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and were only conducted for 2-3 picoseconds. As such, their calculations are not valid at the 
thermodynamic limit. Moreover, ab initio molecular dynamics do not mean greater accuracy 
at the molecular time scale. For example, the generalized gradient approximation used in ab 
initio molecular dynamics is still an estimation. It may be accurate at the electronic timescale, 
but errors may accumulate at the molecular timescale. For a statistically averaged molecular 
dynamics simulation with large sample size, these errors will cancel out. For a sample size of 
two, they will not. (See Appendix A.8 where the thermodynamic model used by Huang et al., 
implicitly requires that dimers have lifetimes greater than the lifetimes of hydrogen bonds 
between water molecules (i.e. >> 2.6 ps). Thus all claims about open-dimers with lifetimes of 
1-2 ps cannot be validated at the thermodynamic limit. 
 
On the other hand, the molecular dynamics simulation of Campo [89] and Yani et al. 
[90] were based on an ensemble of molecules. Both reported the existence of open-dimers 
with lifetimes of 1-2 picoseconds. Unfortunately, both used inappropriate force-fields that 
severely underestimated the amount of cyclic-dimers. Yani et al., for example, based her 
simulation on the self-inconsistent force-fields and partial charges of Poornachary et al. [91]. 
Poornachary et al. used the same Mulliken charges derived by Shankari et al. [19] which 
were based on a 1-point quantum mechanical approximation in a dielectric of ε = 1.0. Such 
partial charges are not only unconventional, but they do not reflect the correct level of 
polarization in an aqueous medium, and will severely underestimate the strength of H-bonds 
and fraction of cyclic dimers (see section 5.3). In fact, when Yani et al. calculated the fraction 
of cyclic dimers based on the Mulliken charges, she had the same value as the fraction 
computed in this thesis using Mulliken charges (see Fig. 5.1c). However, as discussed in 
Sections 5.2-5.3, using Mulliken charges meant for the bulk crystal to study the bulk solution 
is not appropriate. 
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Another issue with the work of Campo & Yani et al. is that they are comfortable with 
lifetimes that span 1-2 picoseconds. Based on such lifetimes, they claim that open-dimers 
exist. In the current context, (and in our opinion), such claims are controversial. Bulk water, 
for example, has a relaxation time of 2.6 picoseconds [92], but are considered monomers in 
most molecular dynamics simulation, and at the thermodynamic limit. Moreover, the 
relaxation times for their thermostats and barostats (and most molecular dynamics 
simulation) is around 1-2 picoseconds. Hence, it does not make sense to consider the 
existence of moieties whose lifetimes are similar to the relaxation times of simulation 
parameters. (See Appendix A.8 where it is argued that the thermodynamic model used by 
Huang et al., implicitly requires that dimers have lifetimes greater than the lifetimes of 
hydrogen bonds between water molecules (i.e. >> 2.6 ps). That is, it does not make sense to 
talk about open-dimers that last less than 2 ps. 
 
6.4 Comparison of simulation in bulk water and mixed solvent 
 
In a similar vein to Section 5.3, we conduct molecular dynamics simulation in a 50% 
v/v water-methanol bulk solution and compare the results with bulk water. Since the 
solubility of glycine in pure water and water-methanol solution differ - for pure aqueous 
solution, solubility is around 0.06 whilst for 50% v/v water-methanol solution solubility is 







  (6.7) 
where x is the glycine molar fraction and xs is the glycine molar fraction of the saturated bulk 
solution.  Then, the fraction of cyclic-dimers as a function of supersaturation for pure water 












Figure 6-7 Fraction of glycine cyclic-dimers as a function of supersaturation in bulk solution. 
(a) Pure water. (b) 50% v/v water-methanol solution. In contrast to the hypothesis by 
Weissbuch et al. [29], the presence of alcohol does not significantly reduce the fraction of 
cyclic-dimers for the same levels of supersaturation. Note: Supersaturation in pure water is 
based on glycine solubility, xs = 0.06, whilst in mixed-solvent, xs = 0.009. See text in section 
6.4 for details. 
 
 
Figure 6-8: Fraction of glycine monomers as a function of supersaturation in bulk solution. 
(a) 50% v/v water-methanol solution. (b). Pure water. Note: Supersaturation in pure water is 
based on glycine solubility, xs = 0.06, whilst in mixed-solvent, xs = 0.009. See text in section 







In contrast to the hypothesis of Weissbuch et al. [29], the reduced solubility of glycine 
upon addition of methanol does not decrease the fraction of cyclic-dimers. In fact, the 
fraction of cyclic-dimers for pure water and mixed solvent are quite similar for the same level 
of supersaturation. We have shown in Section 5.3.1 that the fraction of cyclic-dimers 
decreases when the glycine molar concentration decreases in bulk water (Fig. 6.2). However, 
in the present case, the decrease in glycine molar concentration induced by the presence of 
alcohol is compensated by the decrease in solvent dielectric caused by the same alcohol. This 
decrease in solvent dielectric causes a stronger potential mean force between cyclic dimers in 
mixed solvent than in pure water. Hence, for the same absolute glycine molar concentration, 
the reduction of solvent dielectric leads to longer H-bond half-life (Fig. 6.9) and cyclic-dimer 
lifetime (Fig. 6.10). This means that for the same level of supersaturation, alcohols do not 









Figure 6-9 H-bond lifetimes as a function of glycine concentration. (a) 50% v/v water-
methanol solution. (b) Pure water. Addition of alcohol reduces the solvent dielectric. Hence, 
for the same concentration, attraction between glycine zwitterions increases, resulting in a 









Figure 6-10 Cyclic-dimer lifetime as a function of glycine concentration. (a) 50% v/v water-
methanol solution. (b) Pure water. Addition of alcohol reduces the solvent dielectric. Hence, 
for the same concentration, attraction between glycine zwitterions increases, resulting in a 
longer cyclic-dimer lifetime. 
 
Hence it becomes obvious that the link hypothesis [50-52] which tries to relate the final 
crystal morphology of glycine molecules in terms of prenucleation aggregates found in its 
bulk solution is unable to explain the cause behind α- and -polymorphism. This is because 
for the same level of supersaturation, glycine in pure and mixed solvent contains similar 
fractions of monomers and cyclic-dimers in bulk solution (i.e. the growth-units are the same). 
However, glycine in pure water ends up with the α-polymorph [30] whilst glycine in 
alcoholic solutions ends up with the -polymorph [31]. Nevertheless, it is still possible that 
the behaviour of glycine at the bulk crystal-solution interface differ from that at the bulk 







6.5 Results & discussion of molecular dynamics simulation at the interface  
 
6.5.1 Density profile at the interface 
 
Molecular dynamics simulation at the bulk-crystal-solution interface can give insights 
and yield information untenable to physical experimentation. Figures 6.11 (a) and (b) show 
the density profile normal to the (010) plane of a glycine crystal slab in quasi-equilibrium 
with its slightly supersaturated solution (=0.100) of glycine in pure water and 50% v/v 
water-methanol mixture respectively. They were obtained by taking the centers-of-mass of 
glycine, water and methanol molecules individually as locator points. The prominent peak at 
the interface (i.e. 3.5 nm to 4.0 nm) shows the accumulation of glycine molecules at the 
interface. By sampling this interface, information about the fraction of cyclic-dimers, number 
of clusters and orientation distribution of the glycine molecules can be obtained (see 






                          
(a)                                                                                           (b) 
Figure 6-11 (a) Density profile of an -glycine crystal slab in contact with its supersaturated 
solution of glycine zwitterions and water molecules. The interface is from 3.5 nm to 4.0 
nm.(b) Density profile of a -glycine crystal slab in contact with its supersaturated solution of 
glycine zwitterions, methanol molecules and water molecules. The interface is from 3.5 nm to 
4.0 nm. All subsequent sampling and analysis were done within the interface. The glycine 
supersaturation in both bulk pure water and 50% v/v water-methanol bulk solution is  = 
0.100. Note: Supersaturation in pure water is based on glycine solubility, xs = 0.06, whilst in 
mixed-solvent, xs = 0.009. See text in section 6.4 for details. 
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6.5.2 Absence of bilayer mechanism  
 
 The density profiles shown in Figure 6.11 were obtained at a molecular dynamics 
simulation time of 50ns. The single peak seen at the interface (i.e. 3.5 nm to 4.0 nm) 
represents the collection of glycine zwitterions that will eventually dock onto the crystal slab 
to eventually become the next layer in crystal growth. Gidalevitz [28] and Weissbuch [29] 
believed that the -glycine polymorph grows by a bilayer mechanism in aqueous medium. If 
that were true, we should see two peaks at the interface in Figure 6.11a. However, we see 
only one peak at the interface – an observation that suggests crystal growth follows a 
monolayer mechanism, not a bilayer mechanism. In order to confirm our hypothesis, we 
extended our molecular dynamics simulation time to 600ns by means of GPU-computing 
[23]. However, the density profile remained the same. There was no existence of a second 
peak. That is, the density profiles shown in Figure 6.11 had already reached steady state, and 
there was no evidence of a bilayer mechanism. On the contrary, the presence of a single peak 
at long times and for both pure water and 50% v/v water-methanol solution suggest a 
monolayer mechanism of crystal growth for both - and -polymorphs. 
 
6.5.3 Existence of cyclic-dimers at the interface 
 
 We can, however, show the existence of cyclic-dimers at the interface. In a similar 
manner to the bulk phase (see sections 6.2-6.3), the fraction of cyclic-dimers at the interface 
can be obtained from the sampling of a molecular dynamics simulation within the interface. 
By taking the orientation distribution of the molecules within an interface 5 angstrom above 
the crystal slab (Fig. 6.11), we determined that the fraction of cyclic-dimers at the interface 
for a bulk supersaturation of  = 0.100 is similar to that in the bulk phase itself. That is, for 
glycine zwitterions in pure water at a bulk supersaturation of  = 0.100, the fraction of cyclic-
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dimers at the interface is 0.20  0.05. For glycine zwitterions in 50% v/v water-methanol 
solution, the fraction of cyclic-dimers at the interface is 0.19  0.05. These fractions persist 










Figure 6-12 (a) Cyclic-dimer fraction for glycine zwitterions at an interface between bulk 
pure water and bulk -glycine crystal slab. (b) Cyclic-dimer fraction for glycine zwitterions 
at an interface between bulk 50% v/v water-methanol solution and bulk -glycine crystal 
slab. The glycine supersaturation in both bulk pure water and 50% v/v water-methanol bulk 
solution is  = 0.100. 
 
  
 Hence, we conclude that cyclic-dimers do exist – in the bulk solution and at the 
interface. However, they are present in much lower concentration as compared to monomers 
(Fig. 6.13). Also, at this stage, we do not know if either or both the monomers and cyclic-
dimers are considered growth units. That is, we do not know yet if the monomers or / and 
cyclic-dimers will eventually dock onto the crystal surface and become part of the bulk 
crystal, or do they constitute a misorientation that will inhibit crystal growth. We will discuss 














Figure 6-13: (a) Monomeric fraction for glycine zwitterions at an interface between bulk 
50% v/v water-methanol solution and bulk -glycine crystal slab. (b) Monomeric fraction for 
glycine zwitterions at an interface between bulk pure water and bulk -glycine crystal slab. 
The glycine supersaturation in both bulk pure water and 50% v/v water-methanol bulk 
solution is  = 0.100. Note: Supersaturation in pure water is based on glycine solubility, xs = 


















7 Growth Units & Interfacial Analysis  
 
7.1 Orientation configuration 
 
The orientation configuration of a simple molecule like glycine zwitterion in 3-
dimensional space can be specified by two dipole vectors [20]:  Cα→C and Cα→N (Fig. 
7.1a). These dipole vectors can create the necessary spherical coordinates to specify the 
orientation of the molecule in space – two angles with reference to the surface normal (i.e. 
θCC and θCN respectively), and one angle with respect to the azimuth (i.e. φCC ) (Fig. 7.1b). 
Hence, once the orientation of a glycine zwitterion is determined, we can then analyse and 




                           (a)                                                                                   (b) 
 
Figure 7-1 (a) Dipole vectors Cα→C and Cα→N of glycine zwitterion. (b) The dipole 
vectors can be converted into spherical coordinates - θCC, θCN, φCC – that specify the 







7.2 Gap-statistics and the types of growth units at the interface  
 
The types of potential growth units or misorientations on the growing crystal surface 
can be identified by a statistical procedure known as the Gap-Statistics [21]. The Gap-
Statistics is a statistical procedure for determining the ideal number of clusters (i.e. molecules 
of similar orientations) in a dataset. These clusters can then be attributed to the potential 
growth units or misorientations present at the bulk crystal-solution interface.  
 
In a molecular dynamics simulation, the individual trajectories of molecules 
throughout the simulation are kept in a data file. From these trajectories, useful information 
such as the orientation configuration of each glycine zwitterion can be obtained and compiled 
into a dataset. The glycine zwitterion dataset, for example, comprises three dimensions per 
molecule - CC, CC, CN (see section 7.1). Molecules with similar coordinates (i.e. CC, CC, 
CN) are said to belong to the same cluster. Hence, the number of clusters present at the 
interface represents the types of potential growth units or misorientations on a crystal surface.  
The challenge then is to find the correct number of clusters, and allocate each molecule to the 
appropriate cluster. This can be done by the Gap-Statistics.  
 
The Gap-Statistics works in a series of steps. First, we create an arbitrary number of 
clusters k by the kmeans algorithm [64]. The kmeans algorithm will partition n molecules (x1, 
x2, ..., xn), each having d-dimensions (for our case, d = 3, n = 100,000), into k sets (k < n), C 











x μ  (7.1) 
where iμ  is the mean of points in iC .   
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Then we compare the within-cluster dispersion with what one might expect given a reference 
null distribution. This is first done by summing up the pairwise distances for all the points in 





















  (7.3) 
 









gap k W W
B 
   (7.4) 
where B is the number of re-sampling *
kW from a null distribution.  
 
For our work, we use a value of B = 10. This is reasonably accurate [65]. Also, as an added 
precaution against artefacts, we standardise all out data points such that they are of order ~ 1 
[66]. The ideal number of clusters k is then the value that will result in a maximum gap(k). 
This is often denoted by an ‘elbow’ when gap(k) is plotted against k.  
 
7.2.1 Results and discussion of the Gap-Statistics  
 
We applied the Gap-Statistics to our dataset for both glycine in pure water and 50% 
v/v water-methanol solution. The dataset were obtained within the five angstrom interfacial 
layer (Fig. 6.10) between the (010) surface of the bulk crystal and the bulk solution of 
supersaturation =0.100. A total of ~ 100, 000 molecules were observed with each molecule 









          (a)                                                                                              (b) 
 Figure 7-2 Gap-Statistics at a supersaturation of  = 0.100 for (a) Glycine in pure water and 
(b) Glycine in 50% v/v water-methanol solution. For each solution, ~100,000 molecules were 
sampled at the interface, with each molecule having 3-dimensions: CC, CC, CN. The ‘elbow’ 
for both plots indicates that there are two clusters at the interface. Note: Supersaturation in 
pure water is based on glycine solubility, xs = 0.06, whilst in mixed-solvent, xs = 0.009. See 
text in section 6.4 for details. 
 
 
Note that the results in Figure 7.2 were based on aggregated trajectory data obtained from 10 
ns samplings of molecular dynamics simulation (see Appendix A.4 for details). In order to 
ensure that there is a direct correspondence between the informational space generated by the 
aggregated data and actual physical reality, we also performed a frame by frame analysis of 
the simulation trajectories. The frame by frame analysis of the trajectories gave results that 
were similar to those obtained in Figure 7.2, and showed that there was no anachronism 
between different time frames. That is, there were no physically impossible interactions that 
appeared only possible because the temporal dimension was removed (e.g. molecules from 
frame 1 appeared to react with molecules from frame 10,000 but these molecules are actually 
separated by 10ns and could not possibly interact). This is possibly because our samplings 
were done at a simulation time of 90 ns to 100 ns where the molecules at the interface have 
already reached a state of pseudo-equilibrium, and hence the temporal dimension naturally 
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vanishes. Another related possibility is that the molecules at the interface have already 
stopped translational motion due to the strong interaction with the crystal surface, and are 
hence, spatially invariant. This hypothesis is confirmed by an analysis of the mean-square-
displacement of the molecules at the interface (see section 7.7), where the molecules show 
little movement. 
 
The Gap-Statistics show that there are two distinct clusters of molecules at the 
interface for both glycine in pure water and mixed solvent. The clusters are of similar size but 
its centroids are anti-parallel with respect to CC (Table 7.1). This is most likely caused by the 
presence of cyclic-dimers at the interface whose molecules are anti-parallel with respect to 
each other and to CC. However, because the center of these clusters are all of the same 
distance above the bulk crystal surface (i.e. ~ 2.5 angstrom), we can exclude the bilayer 
mechanism of Gidalevitz et al. [28] which will require the center of one cluster to be above 
the center of the other. The fact that the ratio of the two separate clusters (i.e. cluster I : 
cluster II) is ~ 1 for both glycine in pure water and 50% v/v water-methanol does not suggest 
the presence of 100% cyclic-dimers. This is because molecules in each cluster have a large 
spread of orientation (Fig. 7.3). Although, the molecules between the clusters are anti-
parallel, they may not satisfy all the conditions for H-bonding (see section 6.2), and hence 
may not be cyclic-dimers. However, when used in conjunction with the results of direct 
search method in section 6.5.3 (i.e. ~80% monomers and 20% cyclic-dimers), the results of 
the Gap-Statistics do reaffirm the presence monomers and cyclic-dimers as potential growth 
units. The most important revelation of the Gap-statistics, however, is the absence of other 
types of molecular assemblies. That is, the Gap-statistics show the absence of cyclic-trimers, 
























the absence of any complex assemblies (except for monomers and cyclic-dimers) at the 
interface tend to suggest that glycine polymorphism is not due to any surface phenomena.  
 
Table 7-1 Types of clusters present at the (010) interface for bulk supersaturation  = 0.100. 
There are 2 clusters at the interface for both glycine in pure water and 50% v/v water-
methanol solution. The centroids - CC, CC, CN – of cluster I and II are anti-parallel with 
respect to CC. The clusters are all, however, the same distance above the crystal surface, and 
do not constitute a bilayer [28]. Note: Supersaturation in pure water is based on glycine 




















Figure 7-3: A sample of 500 observations taken at the interface for the -polymorph. Blue 
colour indicates molecules belonging to cluster I and red colour indicates molecules 
belonging to cluster II. Note that both these cluster are at the same level (2.5 angstrom) above 
the crystal surface, and hence, do not constitute a bilayer. 
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7.3 Interfacial Analysis 
 
Due to timescale limitations, the actual docking of molecules (i.e. monomers and 
cyclic-dimers) onto the crystal surface can only be studied by a combination of molecular 
dynamics and thermodynamic analysis. Such a technique was pioneered by Liu et al. [17, 
18], and was used by Gnanasambandam and Rajagopalan for glycine zwitterions in pure 
water and mixed solvent [20, 56] to calculate growth rates (see Appendix A.6). The main idea 
of such a technique is to calculate the fraction of molecules at the interface that are of the 









Figure 7-4 Schematic interface between crystal and bulk solution. F represents the molecule 
in bulk solution and SI represents the molecule on the bulk crystal surface. Vertical arrows 
represent the correct orientation. Horizontal arrows represent the wrong orientation. A 
molecule with the wrong orientation, F2 will be considered a growth unit, F1, only it can 
overcome an energy barrier. See Liu et al. [17, 18] for more details. 
 
Molecules that are of the correct orientation can easily dock onto the crystal surface 

















Figure 7-5 Arrangement of the glycine molecules in the α-polymorph. The (010) surface is 
indicated by a broken red line. It exposes molecule of Type 2. Type 3 molecules are 
considered the growth-units for this crystal slab. See appendix A.4 for more details. Label: 
Red-Oxygen, Blue-Nitrogen, Cyan-Carbon and White-Hydrogen  
 
Molecules of the wrong orientation, perhaps due to disruption from solvent molecules, must 
overcome an energy barrier to become growth-units. If the molecules are able to overcome 
the energy barrier, they are considered a growth-unit, otherwise they are called 
misorientations. The fraction of molecules able to overcome the energy barrier to become a 




exp[(1 ) / 2] [(1 ) / 2]
2
p G sech G d       (7.5) 
 
where  is the fraction of growth-units, p is the probability distribution function, and G (in 
units of Bk T ) is the energy barrier a molecule must overcome along reaction coordinate  in 
order to become a growth-unit. 
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7.3.1 Energy barrier for glycine crystal growth  
 
 In a molecular dynamics simulation, the individual trajectories of molecules are 
recorded throughout the simulation. From these trajectories, the orientation configuration of 
each glycine zwitterion (i.e. CC, CC, CN) can be obtained and compiled into a probability 
distribution. The free-energy landscape, G(CC, CC, CN), of the distribution can then be 
generated by using statistical thermodynamics [16]: 
 
 ( , , ) ln[ ( , , )]  constantCC CN CC B CC CN CCG k T p         (7.6) 
 
where ( , , )CC CN CCp     is the probability density of finding a glycine zwitterion of orientation 
, ,CC CN CC   .  
 
In the original work by Liu et al. [17, 18], the free-energy landscape was a 2-
dimensional plot (i.e. G vs. ) . Therefore, finding the energy barrier, G() , between two 
points was trivial. For our present work, however, the free energy landscape is a hypersurface 
involving four coordinates, , , ,CC CN CCG    . Hence, calculating the multivariable free-energy 
barrier, ( , , )CC CN CCG    , between two points is non-trivial. In a previous work involving 
the -glycine polymorph [20], ( , , )CC CN CCG     was estimated by looking at slices along 
the CN -coordinate and by estimating the coordinates of the energy basin in which 
orientations were considered favourable (Fig. 7.6). That approach was tedious and error-
prone as it was difficult to map out the possible paths a molecule took, and correspondingly, 
it was difficult to estimate its energy barrier. We thus developed a new approach that made 
use of the string-optimization component of the Finite Temperature String method (FTS) [22, 
67]. With this FTS method, there is no longer need to cut arbitrary slices. Furthermore, our 
work can be extended to free-energy landscapes of even higher dimensions. 
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                                (a)                                                                                       (b)                                            
 
Figure 7-6 (a) Gibbs free energy distribution for molecules at the (010) interface of the -
glycine polymorph as a function of CC  and CC  at 116
o
CN   (corresponding to a Type 3 
growth unit) and its associated contour plot (b). In a previous work, we examined slices about 
30
o
 thick in the CN  direction. The figures seen here are the juxtapositions of three slices 
centered around 116oCN  . The fraction of molecules with favourable orientations is then 
counted based on visual inspection of the energy basin. With the string-optimization 
component of the Finite-Temperature String method, this is no longer necessary.  
 
 
7.4 Finite Temperature String Method 
 
 The Finite-Temperature String method (FTS) has been used in the past to study the 
transition mechanisms and transition rates between metastable states in systems with complex 
energy landscapes [22, 67, 96, 97]. These include barrier-crossing events such as 
conformation changes in molecules, chemical reactions and phase transitions. However, it has 
never been used to study crystal growth before. It is herein that we make our contribution.  
By combining the string-optimization component of the Finite-Temperature String Method 
with the interfacial analysis of Liu et al. [17, 18], we obtain a powerful method to study 
crystal growth in solutions.  
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The premise of the FTS method lies in finding the minimum energy path(s) (MEP) 
between two points ‘a’ and ‘b’ in a given energy landscape by repeatedly iterating an 
arbitrary curve called a string. That is, a string is an arbitrary path,  , connecting the initial 
configuration ‘a’ to the final desired configuration ‘b’. Each iteration of the string method 






  (7.7) 
 
where n is the number of iterations. Mathematically, given the energy landscape ( )V x , 
defined on a suitable vector space x , the FTS method seeks to find a string MEP  between 
points ‘a’ and ‘b’ such that the normal force experienced by the string ( )MEP

f   is zero 
everywhere. That is, 
 ( ) 0MEP V
   f  (7.8) 
 












        f f  (7.9) 
 
over all paths connecting ( ( ))a   to ( ( ))b  . Here  is a parameterization variable that 
increases monotonically from one end of the string such that ( ( ))a  denotes the start of the 







7.5 Finite Temperature String Method and Interfacial Analysis 
 
The key step in employing the FTS method with the interfacial thermodynamics 
analysis method of Liu et al. is to decompose the energy phase space   into a collection of 
strings i  (Fig. 7.7.).  Each string starts from a different phase point i in   but ends at the 











Figure 7-7 An example of a single string i  along a minimum energy path connecting 
arbitrary starting configuration point ( )i i  to final configuration point ( )i f . Here f  is a 
point in   that corresponds to a Type 3 growth unit for the -polymorph (See Figure 7.5 and 
appendix A.4).   is eventually decomposed into thousands of such strings. 
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String i  in   space 





Here m  is the total number of points in discretized . iG  is the re-parameterized curve of i  
based on a normalised, monotonically increasing variable s. That is, iG  is a string in s-space 
the maps directly onto the string i  in  -space. Mathematically, this is represented by  
 
 { ( ) : [0,1]}i iG s s    (7.12) 
 
for some normalized reaction coordinate s  so that  
 
 :[0,1]iG   (7.13) 
 
The symbol tot  denotes the total fraction of molecules at the interface that will eventually 
become a bulk crystal, and iG  is the maximum energy barrier obtained in string i  between 
points [ ,1s ].  As a first approximation, we define 
 
 
max , ( ) ( )       for 
0                                        for s s
peak i peak i peak
i
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max , ( )peak i peakG s  is the maximum peak in free energy for string i  at position peaks  and
( )iG s is the free energy for string i  at position s . That is, we implicitly assume that a string 
will have only one significant peak (Fig. 7.8). We are aware of algorithms that can handle 
multiple peaks [69, 70] but these require additional, user-defined parameters and might be 
considered in future work if warranted. In the present context, our approximation here is 
sufficient to yield good results (see Appendix A.7 and [20]). 
























Figure 7-8 iG  is the parameterization of string i  along a normalized reaction coordinate s
The maximum peak occurs at 0.57s  . Any molecular orientation to the right of this peak 
will face no energy barrier, and will be automatically considered a crystal growth unit. 
 
 
7.6 Finite Temperature String Method and Activation energies 
 
The activation energy is defined as the energy that must be overcome for a reaction to 
occur. For the case of crystal growth in - and -glycine crystals, it is the energy barrier 
molecules must overcome to achieve the correct orientation for incorporation onto the crystal 
surface. For example, each molecule i at the glycine crystal-solution interface will be of a 
particular orientation configuration [CC, CC, CN]i. Hence, it must overcome an energy 
barrier, Gi, to achieve its final orientation configuration [CC, CC, CN]f (see section 7.5 for 
more details). This implies that the activation energy for monolayer growth is the weighted-
average of the energy barrier for all the molecules. That is, for an interface which contains N 
molecules of which ni molecules are of configuration [CC, CC, CN]i, the activation energy 
for monomeric / monolayer growth is given by 
             String iG   in s - space 



















N n  (7.16) 
Recall that as the energy barrier calculated will be path-dependent (section 2.3.3), the 
degree of accuracy depends on the number dimensions (i.e. number of co-ordinates) used in 
the simulation, where a higher number of dimensions will give greater accuracy. However, as 
with any numerical method, a compromise must be made between accuracy and 
computational efficiency. Molecular dynamics simulation, for example, even after employing 
efficient technique, has a computation time that scales to the order of N particles (i.e. O(N)). 
These N particles will have be distributed evenly into the m
d
 grid points used by the Finite-
Temperature String method. Here, d is the number of dimensions and m is the number of grid 
points along each dimension. Hence, if one were to increase the number of dimensions, d, 
and maintain the resolution, m, one would have to increase the molecular dynamics 
simulation time by an order that scales exponentially to the number of dimension d. 
 
7.7 Results and discussion of interfacial analysis 
 
 We analysed the interfacial layer for the (010) surfaces of the - and -polymorphs in 
bulk supersaturation of  = 0.100. We considered as potential growth-units, monomers and 
cyclic-dimers in our analysis. The fraction of molecules, ,  that will eventually dock onto the 






Table 7-2 Fraction of molecules at the (010) interface that will eventually dock onto the 
crystal surface. For both - and -polymorphs, the dominant growth units are monomers. 
  
 
Our analysis shows that most of the molecules present at the interface are 
misorientations. Only a fraction of the molecules are growth units that will eventually dock 
onto the growing crystal surface. The fraction of growth units for glycine in pure water is 
nearly doubled that of glycine in 50% v/v water-methanol solution (i.e. 0.211 vs. 0.112). This 
is probably due to stearic hindrance or some form of surface inhibition caused by methanol 
molecules in the 50% v/v water-methanol solution. However, for both glycine in pure water 
and 50% v/v water-methanol solution, the molecules at the interface that actually dock onto 
the crystal surface are predominantly monomers. Less than 5% of the molecules dock in the 
form of cyclic-dimers.  
 
 The evidence of monomers being the predominant growth unit at the interface (Table 
7.2) and the absence of a bilayer mechanism (section 6.5.2) strongly suggest that crystal 
growth for both - and -polymorphs follows a monomeric / monolayer mechanism. Hence, 
we also computed the generalized activation energies for the respective polymorphs on the 
assumption of monomeric / monolayer growth. The results are given in Table 7.3. 
 
Solution Type  Potential Growth Units    monomer / cyclic 
Glycine in Pure 
Water 
(-polymorph) 
Monomer 0.18 5.8  
Cyclic-dimers 0.031 









Table 7-3: Generalized activation energies for monomeric / monolayer growth at the (010) 
surface. The -polymorph was grown in pure water whist the -polymorph was grown in 
50% v/v water-methanol solution. Both had a supersaturation of  = 0.100. Note: 
Supersaturation in pure water is based on glycine solubility, xs = 0.06, whilst in mixed-
solvent, xs = 0.009. See text in section 6.4 for details. 
 
 We note that the -polymorph has a slightly higher activation energy than the -
polymorph for a similar bulk supersaturation of  = 0.100. This difference in activation 
energy can be attributed to surface inhibition by methanol molecules. Surface inhibition 
could be directly caused by stearic hindrance or indirectly caused by increased solvation of 
glycine monomers due to reduced solubility. That is, as in the case of lower fraction of 
favorable growth units for the -polymorph (Table 7.2), the presence of methanol molecules 
at the interface somehow makes it difficult for the proper docking of glycine molecules onto 
the crystal surface. Hence, more energy is required for glycine molecules to dock with the 
correct configuration. This is reflected by the higher activation energy for the -polymorph. 
 
In order to test this hypothesis, we conducted another set of computer simulations. 
This time, we swapped the bulk solutions. That is, we simulated the (010) surfaces of the -
polymorph in 50% v/v water-methanol solution and the -polymorph in pure water. Both, 
however, continued to have a bulk supersaturation of  = 0.100. We then calculated the 
fraction of favourable monomeric growth units at the respective interfaces as well as their 
activation energies. We used similar simulation protocols as described in Appendix A.4, and 
tabulated our values below: 
 
Polymorph-type Activation Energy / KJ mol
-1
 
-polymorph 21.5  0.5 




Table 7-4: Activation energies for monomeric / monolayer growth at the (010) surface. The 
-polymorph was grown in 50% v/v water-methanol solution whist the -polymorph was 
grown in pure water. Both had a supersaturation of  = 0.100. Note: Supersaturation in pure 
water is based on glycine solubility, xs = 0.06, whilst in mixed-solvent, xs = 0.009. See text in 
section 6.4 for details. 
 
We note that the fractions of favorable monomeric growth units are in a reverse order of 
those found in Table 7.2, whilst the values for activation energies in a reverse order of those 
found in Table 7.3. That is, the fraction of favorable growth units for the -polymorph is 
higher than the -polymorph whilst its activation energy is lower. Thus our calculations 
confirm our hypothesis – methanol molecules inhibit the docking of glycine molecules onto 
the crystal surface. This could be due to some form of stearic hindrance, and/or the fact that 
the reduced solubility of glycine in methanol-water solution causes a higher degree of 
solvation of glycine monomers which in turn creates an additional energy barrier of 
desolvation
†
 for docking to take place (see Fig. 2.4). As a result, the presence of methanol 
molecules at the interface will reduce the value of favorable growth units, , whilst increasing 
the activation energy for monomeric / monolayer growth. The effect, however, is not big. 
 
One of the implications of our findings is that for similar levels of saturation, the 
(010) surfaces of the -and -polymorphs grow at a faster rate in pure water than in mixed 
solvent. The other more important implication is that given the same bulk solution and 
supersaturation, (010) surfaces of both - and - polymorphs grow at the same rate. That is, 
if we were to grow the - and - polymorphs in pure water and at the same supersaturation, 
Polymorph-type  (monomers) Activation Energy / KJ mol
-1
 
-polymorph 0.12 25.9  0.5 
-polymorph 0.17 22.1  0.5 
It is technically possible to calculate the desolvation energy using the string-optimization component of the Finite-Temperature 
String method. However, that will require having 5 dimensions instead of 4, resulting in a molecular dynamics simulation that is 
computationally more intensive by an order. 
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the (010) surfaces will grow at the same rate. In order to validate this implication, we make 
use of the equation derived by Liu et al. [17, 18] to calculate growth rates for 
morphologically important crystal faces (see Appendix A.2 & A.6 for details): 
 
eff diss *
hkl hkl A( hkl ) hkl l( hkl )
hkl diss *
hkl l( hkl ) hkl B
n d X H C
R exp








nhkl is the coordination number within the two-dimensional crystal slice hkl,  
dhkl is the interplanar distance,  
ΔHdiss is the enthalpy of dissolution,  






   
slice
hklE  is the two-dimensional lattice energy per molecule for a crystal slice hkl,  
E
cry
 is the lattice energy per molecule,  
*













AX  is the concentration of solute in the bulk solution,  
( )
eff
A hklX  is the effective concentration of solute on the face hkl, 
( )A hklX  is the concentration of the solute on the face hkl  
 
 
XA(hkl) is defined by  
 ( ) ( )
eff
A hkl A hklX X  (7.18) 
whilst the lattice energy is defined by 
 




   (7.19) 
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The table of values for the variables and parameters discussed above is given below (Table 
7.5). 
Variable & Parameters -polymorph in pure water -polymorph in pure water 
nhkl 4 4 
dhkl 3.26 angstrom 3.42 angstrom 
ΔHdiss/ kBT 4.99 4.24 
ξhkl 0.93 0.92 
slice
hklE  -280 kJ/mol -276 kJ/mol 
E
cry
 -301 kJ/mol -299 kJ/mol 
 0.18 0.17 
*
( )l hklC  1.38 1.39 
AX  0.066 0.066 
( )
eff
A hklX  0.024 0.023 
( )A hklX  0.132 0.135 
Rhkl 0.093 0.120 
 
Table 7-5: Values for calculating the growth rates at the (010) surface in pure water and at 
bulk supersaturation of  = 0.100. The growth rate for - and -polymorphs are the same. 
Note: Supersaturation in pure water is based on glycine solubility, xs = 0.06, whilst in mixed-
solvent, xs = 0.009. See text in section 6.4 for details. 
Note that the lattice energy was calculated by energy minimization using GROMACS [14] 
whilst the dissolution enthalpy, ΔHdiss, was also obtained by GROMACS using the following 
relationship: 
  diss finalsystem Latt water glymoleqH E E E E      (7.20) 
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Efinalsystem is the total energy of the simulation box containing dissolved glycine molecules and 
water molecules, Ewater is the total energy of the water molecules (bonded and non-bonded) 
before addition of glycine, and Eglymoleq is the total bonded energy of the glycine molecules. 
We use Mulliken charges at a dielectric of  = 1 to calculate the glycine lattice and slice 
energy whilst RESP charges at a dielectric of   = 78.4 were used in the calculation of 
Efinalsystem in pure water (see chapter 5 for details). The interplanar distance, dhkl, was obtained 
from the peaks of the density profile of the crystals slabs (Fig. 6.10). Calculations involving 
the - and -crystal polymorphs in mixed solvent were done in a similar manner (Table 7.6). 
However, RESP charges at a dielectric of   = 55.5 were used to compute Efinalsystem for 
systems involving 50% v/v water-methanol solution. Also, the computation of the dissolution 
enthalpy, ΔHdiss, comprises an additional term to account for the bonded energy of methanol 
molecules. That is, 
  diss finalsystem Latt water glymoleq methanolH E E E E E       (7.21) 
 
Our results confirm that the (010) surfaces of both the - and -polymorphs grow at 
the same rate (i.e. 0.093 vs. 0.120) in pure water. Similarly, when calculations were done for 
the growth rates of the (010) surfaces of both the - and -polymorphs in 50% v/v water-
methanol solution, they also gave comparable rates (i.e 0.0020 vs. 0.0021.). It is interesting to 
note that the (010) surfaces of both - and -polymorphs grow about 50 times faster in pure 
water than in mixed solvent. However, within the same type of solvent, they grow at the same 
rate. Hence, it suffices to say that polymorphism between the - and - morphology cannot 
be explained by differential growth kinetics as claimed by Weissbuch et al. [29]. This is 
because for Weissbuch’s hypothesis to be valid, it would require that the -polymorph grow 
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much faster than the -polymorph in pure water whilst the -polymorph should grow much 
faster than the -polymorph in mixed solvent. This, however, is not true. 
 
Variable & Parameters -polymorph in 50% v/v 
water-methanol solution 
-polymorph in 50% v/v 
water-methanol solution 
nhkl 4 4 
dhkl 3.26 angstrom 3.42 angstrom 
ΔHdiss/ kBT 11.45 10.75 
ξhkl 0.93 0.92 
slice
hklE  -280 kJ/mol -276 kJ/mol 
E
cry
 -301 kJ/mol -299 kJ/mol 
 0.12 0.10 
*
( )l hklC  1.25 1.29 
AX  0.0099 0.0099 
( )
eff
A hklX  0.00316 0.00265 
( )A hklX  0.0263 0.0265 
Rhkl 0.0020 0.0021 
 
Table 7-6: Values for calculating the growth rates at the (010) surface in mixed solvent and 
at bulk supersaturation of  = 0.100. The growth rate for - and -polymorphs are the same. 
These rates, however, are much smaller in mixed solvent than in pure water. Note: 
Supersaturation in pure water is based on glycine solubility, xs = 0.06, whilst in mixed-
solvent, xs = 0.009. See text in section 6.4 for details. 
 
7.8 Absence of surface phenomena 
Although we have shown that the growth units for the - and -polymorphs in pure 
water and 50% v/v water-methanol solution respectively are predominantly monomers (see 
121 
  
section 7.6), and that there is no evidence of bilayer growth mechanism for any of these 
polymorphs (see section 6.5), there is still the likelihood that some sort of surface 
phenomenon is responsible for glycine polymorphism. In order to exclude this possibility, we 
use the mean square displacement of glycine molecules as a proxy for interfacial activity. 
Such an activity may include surface diffusion, aggregate formation or any other forms of 
positional interaction or dynamic interaction between molecules or between clusters of 
molecules at the interface. Our reasoning for such an association is simple - any mechanism 
involving surface kinetics must be reflected by the motion of molecules. Hence, the mean 
square displacement is a good indicator of such motion. The mean square displacement is 
given by the equation: 
  




   r r  (7.22) 
where r2(t) is the mean square displacement at time t and averaged over many time origins, 
N is the number of particles sampled, and ri(t) is the position vector for particle i at time t.  
 
For our experiments, we computed the mean square displacements for glycine 
zwitterions within the five-angstrom interfacial layer directly above the crystal slabs, and in 
the bulk solution far away from the interface (Fig 7.9-7.10). We did this for both the - and 
-polymorphs in equilibrium with its supersaturated solution of  = 0.100 in pure water and 
50% v/v water-methanol solution respectively. For the mean square displacement on the 
surface, only the motion of molecules parallel to the x-z plane was considered, and the 
position vector, ri(t), in equation (7.22) is in 2-dimensional space. Molecules moving out of 
the interfacial layer ceased to be counted the moment they leave the interface but will be 
recounted the moment they re-enter the interface. For the mean square displacement in the 
bulk solution, motion along the –xyz directions were considered, and the position vector, 
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ri(t), in equation (7.22) is in 3-dimensional space. For both the bulk and interfacial analysis, 
the mean square displacement, r2(t), in equation (7.22) was sampled over 50 time origins. 
The total number of particles sampled is given in Table 7.7. 
 
Polymorph Type No. of molecules sampled in the 
bulk 
Number of molecules sampled at 
the interface 
-polymorphs 25000 11000 
-polymorph 10000 2750 
 
Table 7-7: Number of particles sampled in the bulk and at the interface. 
 
 
 Our analysis (Fig. 7.9-7.10) shows that the mean square displacement of molecules at 
the interfacial layer of the - and -crystal slabs is negligible. That is, at the interface, there is 
no translational motion. One possible interpretation is that the molecules, once they enter the 
interface, get bounded by relatively strong electrostatic and van der Waals forces with the 
surface of the crystal slab [47] (Fig 7.11). Hence, it is difficult for them to move across the 
slab. This fits perfectly with the crystal-growth model of Liu et al. [17, 18, 39]  where surface 
diffusion is absent, and growth depends largely on the orientation configuration of the 
molecules. It also bolsters our earlier claims that glycine polymorphism cannot be due to 
surface kinetics or any other forms of surface phenomena, as for that to happen, translational 
motion is necessary. 
 
Far away from the interface and in the bulk solution, the glycine zwitterions are able to 
move freely. We observe that for the same supersaturation of  = 0.100, the diffusivity of 
glycine zwitterions in mixed solvent is higher than in pure water. This is probably due to the 
fact that in mixed solvent the number of glycine molecules per unit volume is an order less 
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than the number of glycine molecules in pure water at the same supersaturation. Hence the 
molecules of glycine in mixed solvent are not as densely packed, and are less constrained by 




Figure 7-9: Mean square displacement of glycine molecules for the -polymorph (a) in the 
bulk solution and (b) at the interface of the -crystal slab. The bulk solution contains glycine 
in pure water at a supersaturation of  = 0.100. Note that there is basically no translational 
motion of glycine molecules at the interface. Note: Supersaturation in pure water is based on 











Figure 7-10: Mean square displacement of glycine molecules for the -polymorph (a) in the 
bulk solution and (b) at the interface of the -crystal slab. The bulk solution contains glycine 
in 50% v/v water-methanol solution at a supersaturation of  = 0.100. Note that there is 
basically no translational motion of glycine molecules at the interface. Note: Supersaturation 
in pure water is based on glycine solubility, xs = 0.06, whilst in mixed-solvent, xs = 0.009. 











Figure 7-11: Snapshot at 100 ns for the -polymorph crystal slab in equilibrium with its 
saturated solution. Water molecules have been removed for visual clarity. The glycine 
molecules at the interface are bounded by strong electrostatic and van der Waals forces, and 
do not possess any translational motion. 
-polymorph crystal slab 
Interfacial layer 
Glycine molecules 






7.9 Error Analysis 
Computer simulations tend to suffer from systemic errors due to finite-size effects. This 
is especially true in the study of surfaces such as those encountered in crystal growth 
experiments. To remove this error, we extrapolated simulation results to large particle 
number N and large system volume V, with the density N/V held fixed. This extrapolation 
defines the thermodynamic limit [98]: 
 /  fixed
large
large





  (7.23) 
A mathematically precise technique to make such an extrapolation is via the finite size 
scaling method [99]. That is, if A is our desired property, we compute A using several 
simulation boxes of increasing sizes, and of increasing number of particles, N. We then fit the 
results to the relation 




   (7.24) 
using Ao, b, c as fitting parameters. Ao corresponds to the property at the thermodynamic 
limit, and should be taken as the most reliable estimate for the ‘true’ physical quantity. That 
is, 




  (7.25) 
 
Hence, for our experiments involving the - and -crystal slabs, we varied the size of our 
simulation boxes so that we can extrapolate the results to the thermodynamic limit. That is, 
for a fixed glycine supersaturation of  = 0.100, we varied the size of the crystal-slab 
supercell whilst maintaining the height of 10 nm for the supersaturated solution (see 
Appendix A.4) to be placed on top of the crystal-slab. For the -crystal slab, the crystal 
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supercells were a variation of ha x 3b x kc whilst for the -crystal slab, the crystal supercells 
were a variation of ha x 6b x kc. Here, h = k = {6, 9, 12, 18, 21}. Hence, for each polymorph, 
the experiments were repeated five times, covering a range of 4 nm x 14 nm x 4 nm to 10 nm 
x 14nm x 11 nm (Fig. 7.12). 
 
Figure 7-12: Computer experiments were conducted for crystal slabs of increasing size. For 
the -crystal slab, the crystal supercells were a variation of ha x 3b x kc whilst for the -
crystal slab, the crystal supercells were a variation of ha x 6b x kc. Here, h = k = {6, 9, 12, 
18, 21}. Hence simulation size ranged from 4 nm x 14 nm x 4 nm to 10 nm x 14nm x 11 nm. 
The results of the simulations were then applied to the finite scaling method and extrapolated 
to the thermodynamic limit. 
6a x 3b x 6c 9a x 3b x 9c 12a x 3b x 12c 
18a x 3b x 18c 
21a x 3b x 21c 
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The results of 100 ns simulation experiments were then plotted for the different system sizes 













Figure 7-13: The thermodynamic limit evaluated for the fraction of monomers and cyclic-
dimers at the interface for the -polymorph. Straight lines are least-square fits. 
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In Figure 7.13, the error bars are statistical uncertainties based on the standard deviations of 
the means for three replicates (see Appendix A.4). Note that for the same simulation run-time 
of 100 ns, the uncertainties decrease approximately as the root of N. The straight lines in the 
figure are least-squares fit. Our analysis of the extrapolation curves for the -polymorph at 
the thermodynamic limit shows that the fraction of monomers at the interface is 0.80  0.005 
and the fraction of cyclic-dimers is 0.20  0.005. These are similar to the values obtained by 
using a supercell of size 18a x 3b x 18c. Likewise, when the fraction of monomers and 
cyclic-dimers at the interface for the -polymorph were extrapolated to the thermodynamic 
limit (see Appendix A.4), the values obtained were similar to those obtained using a supercell 
of size 18a x 6b x 18c. Hence, for subsequent computer experiments, the analysis and 
discussion of the test-statistics will be based on a supercell of size 18a x 3b x 18c for the -
polymorph and a supercell of size 18a x 6b x 18c for the -polymorph. This is because they 
can provide good estimates for values obtained at the thermodynamic limit, but do so at a 
fraction of the computational cost.  
 
 Fraction Monomers Fraction Cyclic-dimers 
-polymorph at supercell size 18a x 3b x 18c 0.20  0.010 0.80  0.010 
-polymorph at thermodynamic limit 0.20  0.005 0.80  0.005 
-polymorph at supercell size 18a x 6b x 18c 0.19  0.010 0.81  0.010 
-polymorph at thermodynamic limit 0.19  0.005 0.81  0.005 
 
Table 7-8: Comparison of values obtained using a large crystal slab with the thermodynamic 
limit. It can be seen that simulations using such large sizes give comparable results to those 
obtained by extrapolation toward the thermodynamic limit. Hence, subsequent analysis and 
discussions will be based on these sizes. 
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8 Concluding Remarks  
 
The process of crystallization involves two steps – nucleation, followed by crystal 
growth. Advances in microscopy have enabled better understanding of the structural and 
kinetic aspects of the second step. In this work, we complement the work of microscopy by 
using molecular dynamics simulations and thermodynamics analysis to study molecular level 
interactions in solution and on crystal-solution interfaces. In particular, we investigate the 
claims that the polymorphism of - and -glycine in pure water and alcoholic solution is 
caused by differential growth kinetics at the crystal surface. That is, the -polymorph is due 
to a bilayer mechanism induced by the presence of cyclic-dimers, and the -polymorph is 
caused by a monolayer mechanism induced by the presence of monomers [28, 29]. 
Unfortunately, our work shows that the hypothesis for the bilayer vs. monolayer mechanism 
is not true. We investigated the interfacial layer for the - and -polymorphs during crystal 
growth and discovered that for both cases, crystal growth follows a monolayer mechanism 
with single monomers as growth units. That is, there is no evidence of a bilayer mechanism. 
We thus conclude that the - and - polymorphs are most likely caused by differential 
nucleation kinetics, and can be investigated by classical nucleation theory. 
 
8.1 Classical Nucleation Theory 
 
Classical nucleation theory (CNT) [100] treats the nucleus as if it were a macroscopic 
phase. The free energy of droplet formation is a competition between the bulk and surface 







         (8.1) 
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where   is the chemical potential of the phase the nucleus is forming in minus the chemical 
potential of the phase nucleating,    is the surface tension and l  is the density of the 
nucleating phase.  The radius of the critical nucleus, *R , can then be found by taking the 
















































Thus apart from supersaturation, if we can control the surface tension or density of the crystal 
droplet, we can control nucleation kinetics. That is, if we desire the -polymorph, we should 
choose conditions that favour the nucleation of the -polymorph, and if we desire the -
polymorph, we choose conditions that favour the nucleation of the -polymorph. In this way, 





8.2 Evidence of nucleation kinetics controlling - and - polymorphism 
 
 The best evidence that the polymorphism of - and -glycine is due to nucleation 
kinetics come from the nanoscale experiments of Hamilton et al. [101-103]. By growing 
glycine crystal in nanometre-scale cylindrical pores, they discovered the exclusive formation 



















Figure 8-1: (A) Formation of a nucleus is a competition between the favourable volumetric 
energy, ∆Gv, and unfavourable surface energy, ∆GA. (B) Under nanoscale confinement of 
pore diameter 22 nm, only the β-polymorph nucleates. As the pore diameter increases to 55 
nm, the α-polymorph starts to dominate [102]. 
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As the diameter of the pores were increased to 55 nm, the formation of the -polymorph 
starts to dominate. Hamilton et al. reasoned that the size of the pore places a constraint on the 
radius of the critical nucleus (see equation (8.3)). As the -polymorph requires a larger 
critical nucleus than the -polymorph, it will not grow under nanoscale confinement. The -
polymorph, on the other hand, requires a smaller critical nucleus, and will thus predominate 
under nanoscale confinement. Hamilton et al., however, were not able to explain the reason 
why the -polymorph requires a larger critical nucleus than the -polymorph. Instead, they 
believed that confinement causes the melting point of the crystalline phase to be much lower 
















  (8.6) 
where M is the molecular mass of the compound comprising the particle, ρ is the particle 
density, r is the particle radius, γnl is the surface tension between the condensed phase and the 
fluid surrounding it, θ is the interfacial angle between the condense phase and a contacting 
surface, ∆Hfus is the molar heat of fusion of the bulk condensed phase, Tm(r) is the melting 
temperature of the condensed phase of radius r, and Tm,bulk is the melting temperature of the 
condensed phase in the bulk (as r → ∞).  
 
A decrease in melting point for confined droplets would mean a greater difficulty in 
nucleation [105-107]. One possible consequence of this is that experiments involving 
confined liquids will see metastable polymorphs appear first, as described by Oswald’s Rule 
of Stages [108]. That is, when a system crystallizes from supersaturated solution, the first 
form to nucleate is the most soluble (i.e. least stable) polymorph. For the case of glycine, this 
means the metastable β-polymorph. However, Oswald’s Rule of Stages is just a heuristic 
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used by experimenters and may not always be true. Hamilton et al’s experiments, for 
example, showed that β-glycine grown in confined nanopores can be stable for a year, 
pushing the limits on what is defined by metastability. On the other hand, it is equally 
possible (at least to us) that classical nucleation theory is still valid, and that the stability of 
the β-polymorph under confinement can be explained by terms on the right hand side (e.g. 
surface tension, density) of equation (8.3). If this were true, than it is also plausible that the 
stability of glycine -polymorph in alcoholic solutions can be attributed to the same factors 
(i.e. surface tension and density). Hence, a way to investigate these claims is via molecular 
dynamics simulation.  
 
8.3 The problem with studying nucleation via molecular dynamics 
 
 Nucleation is a stochastic process by which droplets of a new phase are formed in the 
background of a metastable phase. The stochastic nature of the fluctuation means that the 
supersaturated system does not become the new stable state immediately. A nucleus will only 
grow if the random fluctuations result in an aggregate above a critical size (see equation (8.3)
). Anything smaller than the critical size, the aggregate will disintegrate. This energy barrier 
to nucleation ensures that the nucleation rate is very slow and the system can remain in a 
homogeneous metastable state for a long time. Conventional molecular dynamics simulation, 
however, has a time scale of nanoseconds. Hence, it is not possible to study nucleation using 
desktop or cluster computers. A way forward is to use GPU-computing [23] to extend the 
reach of simulation time. Using thousands of parallel computing cores on a single card, GPU-
computing currently offers ten to twenty times speedup over traditional CPU-computing. 
However, it still faces an upper bound of one microsecond on a typical workstation. In five to 
ten years’ time, however, we believe that GPU-computing should be able to extend 
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simulation time into hundreds of microseconds on a desktop computer. This should make it 
sufficient to study rare events like the nucleation of - and -glycine in aqueous solution. 
 
8.4 Outline of approach to study the nucleus 
 
Due to the limitations mentioned in section 8.3, there is currently little work studying 
the nucleation of glycine in aqueous solution. Most explicit, all-atom molecular dynamics 
simulation on nucleation are based on simpler molecules such as methane in water (i.e. 
methane hydrate) [109, 110]. On the other hand, there is plenty of current research done on 
model systems of hard spheres and Lennard-Jones potential [111, 112]. Most of these, 
however, are just variations and slight advancements of work done in the late ‘70s and early 
‘80s on colloids and the liquid drop [113-116]. In this section, we will give an outline on how 
to apply such techniques to the glycine nucleating drop. Of particular interest to us will be the 
calculation of the surface tension and density of the nucleating drop (or any precursors), since 
these will affect the size of the critical nucleus as predicted by equation (8.3). 
 
The simulation of the glycine nucleus begins by first performing a normal bulk 
simulation of glycine zwitterions in a system of solvent molecules (pure water or water-
methanol) under periodic boundary conditions. Once a nucleus is formed (Fig. 8.2), it is 
excised from the bulk and placed at the centre of a new periodic system with a larger central 
box [114]. The size of the central box must be big enough such that the periodic images of 
the drop do not interfere with one another (i.e. the box should be two to three times larger 
than the nucleating drop). Once the nucleus/drop stabilizes and does not dissolve, its density 
profile ρ(r) can be calculated by counting the number of molecules, N(r) in shells of thickness 













Figure 8-2: Illustration of a glycine nucleus/drop. Each sphere represents a glycine 















  (8.7) 














  (8.8) 
and the surface tension of the nucleating drop can be computed [114] from  
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      (8.9) 
where Pl and Pg are the pressures inside and outside the nucleating droplet, and PN is the 




Equations (8.7) and (8.9) when used with equation (8.3) enables the effect of solvent 
and mixed solvent on nucleation to be studied in quantitative detail. This can be very useful. 
Alcohols, for example, are known to lower the surface tension of bulk water. It could quite 
possibly also affect the surface tension of the nucleating drop, resulting in a lower critical 
radius for nucleation. If true, and when used in conjunction with the results of Hamilton et 
al., it will show that the α- and β-polymorphism are due to differences in nucleation kinetics. 
Other aspects of the droplet can also be studied. For example, we can make use of the Gap-
Statistics (see section 4.1.2) to study the composition of the nucleus to check the degree of 
crystallinity, and verify the validity of the classical nucleation theory or the much touted two-
step nucleation theory [117]. We can also make use of the string-optimization component of 
the Finite-Temperature String method (see section 4.2.1) to investigate the energy barrier and 
reaction pathway between the amorphous nucleus and the more crystalline nucleus (if any). 
However, all this is possible only if we can extend simulation time into the hundreds of 
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Appendix A.1: The Gillespie algorithm 
 
The crux of the algorithm [44] is the drawing of two random numbers at each time step, 
one to determine after how much time the next reaction will take place, the second one to 
choose which one of the reactions will occur.  
 
Suppose there are  = 1, 2, …, N reactions. The original Gillespie algorithm considers 
reactions with at most two reactant species. However, for the Kinetic Monte Carlo methods 
of Piana and Gale, only one reactant species is required [40, 41]. The quantity characterizing 
each reaction is the probability a(t)dt that given the state of the system at time t, reaction  
will occur per unit volume in (t, t+dt). a(t) is the product of two parts: the reaction rate 
constants k for a particular reaction , and the number of possible reactions  per unit 
volume. For example, if the reaction is   
 
 
i jA C  (A.1.1) 
Then 
 ( )ij ij ia t k A  (A.1.2) 
Suppose the system is known at time t, which means the number of molecules of each type is 
known, and consequently the quantities a(t) are known for each reaction. Call a0(t) the sum 
of all a(t). 
 
Then do the following steps: 
 
1. find the time  after t at which the next reaction will take place, by drawing a random 
number from an exponential probability density function of rate a0. That is,  
 
 0( ) exp( )op a a    (A.1.3) 
2. choose now at random the reaction which will occur at time t+ . Draw a random number 
from a uniform distribution between 0 and 1. If that number falls between 0 and a1/a0 reaction 
1 is chosen, between a1/a0 and (a1 + a2)/a0 reaction 2 is chosen and so on. 
 
3. the occurrence of the chosen reaction at time t +  changes the numbers for molecules 
involved in the reaction. Thus the values of the a which depend on any of these numbers 
change. One then goes back to point 1 of the algorithmic implementation with a new 
distribution of molecules at time t +  . The process is reiterated for as long as one wishes to 






Appendix A.2: Interfacial Analysis 
 
 The interfacial structure analysis (ISA) of Liu et al. [17, 18, 39] used to predict the 
morphology of crystals grown in solutions is based on the screw dislocation / spiral model for 
crystal growth. The growth rate of the crystal surface [118, 119] is defined as 
 
hkl step hkl hklR V d /   (A.2.1) 
 




                      (a)                                          (b)           (c) 
Figure A.2.1: Schematic representations to show (a) spiral dislocation, (b) crystal step, and 
(c) growing surface of a crystal.  
 
The speed Vstep depends on the concentration of interfacial solute molecules around the kinks
A( hkl )X , the kink density 
kink
( hkl ) and the corresponding activation free energy ( ( hkl )G
 ). With 
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hkl diss *
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Equation (A.2.2) can be used to predict crystal morphology in solutions [17, 18, 39]. The 
parameters nhkl, dhkl and ξhkl are internal parameters, and are determined by crystal geometry. 
The other parameters, ΔHdiss, XA and , are external factors, and are influenced by the 
solution environment. *
hklC is the surface scaling factor [120], and is also dependent on 
solution environment. 
 
The growth units at the interface can be classified into two types. The growth units 
having the same orientation as that of the crystal molecules are classified as F1 growth units. 
These molecules need to surpass an energy barrier, , to incorporate into a kink site on 
the surface. The remaining molecules are called F2 units. Some or all of these F2 units may be 




needed to become F1-like molecules. 
Thus the effective growth units comprise F1 growth units and the “F1-like” F2 molecules that 
( )
e ff













have negligible energy barrier ΔG* to become F1 units. These growth units are schematically 










Figure A.2.2: A Schematic representation for different states of structural units at the 
interface and equilibrium between different states. 
 




  (A.2.3) 
For F2 units, equilibrium is  
 
2 1
2 1 1F F S
    (A.2.4) 
Processes 3 and 4 correspond to the equilibrium between bulk fluid unit F with F1 and F2.  It 
is assumed that they are independent of growth kinetics and are not rate-determining [17, 18, 
39].  










The rate of transformation (R
2




BR v exp( G / k T )   (A.2.5) 




BR v exp(( G ) / k T )     (A.2.6) 
where 1v and 2v  denote the frequency of thermal vibration for F1 and F2 units. 
2 11 F F
     , 
refers to the differences in chemical potential between these units. Similarly, forward and 




kink BR v exp( G / k T )




s kink s BR v exp(( G ) / k T )

     (A.2.8) 
where sv is the frequency of thermal vibration for S1 units and the chemical potential 
difference is given by 
1 1s S F
      

















At equilibrium, the rate of transition from a solid unit to a fluid unit is constant. However, the 
dynamic behaviour for F1 and F2 units can be very much different. In order to quantify the 
transition between F2 to S1, effective factor (ζ) is introduced with reference to the transition 














ζ ranges from 0 to 1. ζ = 1 implies that all F2 units are considered as F1 units. 
 
The function of ISA is to identify the concentration of effective growth units, ( )
eff
A hklX , 
for the different crystallographic faces. These could then be used with equation (A.2.2) to 
evaluate the relative growth rates. The effective concentration of the growth units can be 
expressed as a fraction δ of the adsorbed molecules 
 ( ) ( )
eff
A hkl A hklX X  (A.2.11) 
which in turn and can be calculated from the probability p() of finding an adsorbed growth 
unit at state τ and from the factor (). That is, the fraction of favourable growth units, , 
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Appendix A.3: Simulation in Bulk Solution 
 
All simulations for glycine zwitterions in bulk solutions were done with the 
GROMACS [14] software using the Amberff03 force-field [73] with TIP3P model for water 
[77]. System sizes for the different glycine mole fractions in bulk pure water are given in 
Table A.3.1. System sizes for the different glycine mole fractions in bulk 50% v/v/ water-
methanol solution are given in Table A.3.2.  
 
The simulations were carried out for a period of 10 ns in the isothermal-isobaric 
(NPT) ensemble with periodic boundary conditions applied in the three coordinate directions. 
All sampling was done in the last 3 ns. Simulation boxes were coupled to a Berendsen 
thermostat at 298 K and a Berendsen barostat at 1 atm with a relaxation time of 1 ps. An 
isotropic pressure coupling was applied to the system. The time step for the simulations was 1 
fs. The particle-mesh Ewald (PME) method was used for treating the long-range electrostatic 
interactions, and a cut-off radius of 0.9 nm was chosen. For Lennard-Jones interactions, the 




Glycine mole fraction Number of Glycine molecules Number of water molecules 
0.0800 125 1438 
0.0713 125 1629 
0.0505 125 2350 
0.0383 125 3136 
0.0191 50 2573 
0.0126 50 3932 
0.006 25 11301 
 









Number of Methanol 
molecules 
Number of water molecules 
0.0126 50 1176 2743 
0.009 25 826 1927 
0.006 25 1243 2899 
 





























Appendix A.4: Simulation at the Interface 
 
Crystal slabs for the - and -polymorphs
ǂ
 were created by the Materials Studio 
software [55]. They were constructed in two stages. First, structures of the unit cell for the 
polymorphs were obtained from the Cambridge Structural Database and perpendicularly cut 
along the (010) plane. For the -polymorph, the cut was made such that the –CH2 group of 
the glycine zwitterion was exposed to the bulk solution (Fig. A.4.1). This was needed so as to 
conform to experimental evidence [28]. For the -polymorph, the (010) surface always 
exposes the -CH2 group of the glycine zwitterion whilst the (0-10) surface always exposes 


















Figure A.4.1: Arrangement of the glycine molecules in the α-polymorph. The (010) surface 
is indicated by a broken red line. It exposes molecule of Type 2. Type 3 molecules are 
considered the growth-units for this crystal slab. See Table A.4.1 for the orientation angles of 













Table A.4.1: Orientation angles for the different molecule types in the -polymorph 
 
 
Plane Molecule Type θCC / Degrees φCC /Degrees θCN / Degrees 
010 1 81 290 64 
  2 81 110 64 
  3 99 110 116 
  4 99 290 116 
ǂ
-glycine crystal belongs to the monoclinic space group P21/n with lattice constants a = 5.1054
o
A ,  b = 11.9688 
o
A , c = 5.4645
o
A , 90o    and 
111.697o   whilst -glycine crystal belongs to the monoclinic space group P21/n with lattice constants a = 5.0935
o
A ,  b = 6.274
o
A , c = 5.3847
o
A , 





Figure A.4.2: Arrangement of the glycine molecules in the -polymorph. The unit cell is 
bound by the black and red lines. There are only two types of molecules in the unit cell – 
Type 1 and Type 2. They are anti-parallel to each other. The (010) surface is indicated by a 
broken red line. It exposes molecule of Type 2. Type 1 molecules are considered the growth-
units for this crystal slab. See Table A.4.2 for the orientation angles of Type 1 and Type 2 













Table A.4.2: Orientation angles for the different molecule types in the -polymorph. 
 
 
The computer simulation of surfaces and interfaces tend to suffer from finite-size 
effects.  Hence, in order to mitigate any errors, the surface structure was tessellated to give 
large crystal slabs. These slabs were supercells of size ha x 3b x kc for the -polymorph 
whilst for the -crystal slab, the crystal supercells were a variation of ha x 6b x kc. Here, h = 
k = {6, 9, 12, 18, 21}. Additional vacuum slabs of size ~ ha nm x 10 nm x kc nm were placed 
on top of these crystal slabs so as to accommodate the bulk solutions (Fig. A.4.3). Hence, for 
each polymorph, the experiments were repeated five times, covering a range of 4 nm x 14 nm 
x 4 nm to 10 nm x 14nm x 11 nm. 
 
Plane Molecule Type θCC / Degrees φCC /Degrees θCN / Degrees 
010 1 81 290 64 











Figure A.4.3: 10 nm high vacuum slab placed on top of a 18a x 3b x 18c -glycine 
supercell. The vacuum slab will contain the bulk supersaturated simulation during the 
simulation. Note that the -polymorph supercell was cleaved to show the exposed –CH2 







10 nm  high 
vacuum slab 
Crystal slab 
Supercell cleaved to expose the –CH2 group 
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The system sizes for computer experiments conducted for the - and -crystal slabs in 
contact with glycine in pure water and 50% v/v/ water-methanol solution are given in Tables 
A.4.2 (I) – (V): 
 
System I -polymorph in 
Pure water 
-polymorph in 
50% v/v water-methanol 
Size of supercell 6a x 3b x 6c 6a x 6b x 6c 
Number of glycine molecules in crystal slab 432 432 
Number of glycine molecules in solution 56 22 
Number of methanol molecules 0 660 
Number of water molecules 745 1540 










System II -polymorph in 
Pure water 
-polymorph in 
50% v/v water-methanol 
Size of supercell 9a x 3b x 9c 9a x 6b x 9c 
Number of glycine molecules in crystal slab 972 972 
Number of glycine molecules in solution 125 50 
Number of methanol molecules 0 1485 
Number of water molecules 1661 3475 










System III -polymorph in 
Pure water 
-polymorph in 
50% v/v water-methanol 
Size of supercell 12a x 3b x 12c 12a x 6b x 12c 
Number of glycine molecules in crystal slab 1728 1728 
Number of glycine molecules in solution 222 90 
Number of methanol molecules 0 2640 
Number of water molecules 2960 6173 









Table A.4.2 I-III: System sizes for the - and -crystal slabs in equilibrium with their 
corresponding bulk solutions at supersaturation  = 0.100. Note: Supersaturation in pure 
water is based on glycine solubility, xs = 0.06, whilst in mixed-solvent, xs = 0.009. See text in 
section 6.4 for details. 
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System IV -polymorph in 
Pure water 
-polymorph in 
50% v/v water-methanol 
Size of supercell 18a x 3b x 18c 18a x 6b x 18c 
Number of glycine molecules in crystal slab 3888 3888 
Number of glycine molecules in solution 500 200 
Number of methanol molecules 0 5940 
Number of water molecules 6643 13860 









System V -polymorph in 
Pure water 
-polymorph in 
50% v/v water-methanol 
Size of supercell 21a x 3b x 21c 21a x 6b x 21c 
Number of glycine molecules in crystal slab 5292 5292 
Number of glycine molecules in solution 680 273 
Number of methanol molecules 0 8085 
Number of water molecules 9037 18903 









Table A.4.2 IV-V: System size for the - and -crystal slabs in equilibrium with their 
corresponding bulk solutions at supersaturation  = 0.100. Note: Supersaturation in pure 
water is based on glycine solubility, xs = 0.06, whilst in mixed-solvent, xs = 0.009. See text in 
section 6.4 for details. 
 
 
All simulations for glycine zwitterions involving the crystal slabs in contact with  
supersaturated bulk solutions were done with GROMACS [14] software for the first 10 ns. 
This is due to the ability of GROMACS to conduct anisotropic pressure scaling in the y-
direction for a system containing a fixed crystal-slab (AMBER software, for example, is 
unable to do this). That is, GROMACS was used to conduct NPT simulation for the first 10 ns 
so as to allow the y-dimension of the simulation box to equilibrate with the system 
parameters. Thereafter, the simulation boxes were transferred to the AMBER [15] software 
for NVT simulation. This is due to AMBER’s ability to harness the power of GPU-computing 
[23] and extend simulation time to hundreds of nanoseconds. The bulk concentration of 
glycine molecules were monitored and periodically replenished whenever it dropped below 
95% of its original concentration. This replenishment, however, occurred in GROMACS due 
to its ability to insert new glycine molecules but the simulation is afterwards transferred back 
to AMBER. For both NVT and NPT simulations, using GROMACS and AMBER respectively, 
the Amberff03 force-field [73] and TIP3P model for water [77] were used for the 
simulations. System sizes for the various - and -crystal slabs in contact with glycine in 




The simulations were conducted for a period of 100 ns in the canonical (NVT) ensemble. 
Periodic boundary conditions were applied in the three coordinate directions. Simulation 
boxes were coupled to a Berendsen thermostat at 298 K with a relaxation time of 1 ps. The 
time step for each simulation was 1 fs. The particle-mesh Ewald (PME) method was used for 
treating long-range electrostatic interactions, and a cut-off radius of 0.9 nm was chosen. For 
Lennard-Jones interactions, the cut-off was 1 nm. For long-time simulation, the simulations 
were conducted for a period of 600 ns in the canonical (NVT) ensemble with sampling done 
every 100 ns for a period of 10 ns. The other simulation parameters remained the same as 
discussed above. 
 
Samplings of the interface (Fig. A.4.4) were done in the last 10 ns of the 100 ns 
simulation-run. From such sampling, direct information about the fraction of monomers and 
cyclic-dimers can be obtained. Other derived properties such as diffusivity and free energy 








Figure A.4.4: (a) Simulation of a crystal slab in contact with its bulk supersaturated solution. 












Three replicates were conducted for each computer experiment involving crystal slabs 
of supercell size ha x 3b x kc for the -polymorph and ha x 6b x kc for the -polymorph. 
Here, h = k = {6, 9, 12, 18}. No replicates were conducted for supercells of size 21a x 3b x 
21c for the -polymorph and 21a x 6b x 21c for the -polymorph. This is because the 
experimental uncertainties were already starting to converge, and when using fraction 
monomers and cyclic-dimers as test-statistics, the values obtained were similar to those 
obtained using the 18a x 3b x 18c and 18a x 6b x 18c supercells for the - and -polymorphs 
respectively (Table A.4.3).  
 





  (A.4.1) 
Here, xSE is the standard error for the mean fraction of monomers (or cyclic-dimers), x . x  
is the sample standard deviation, and n is the number of samples (i.e. number of replicates). 
 
Interface Type Fraction Monomers  SEx Fraction Cyclic-dimers  SEx 
-polymorph in water 
6a x 3b x 6c 
0.78   0.06 0.22   0.06 
-polymorph in water 
9a x 3b x 9c 
0.79   0.04 0.21   0.04 
-polymorph in water 
12a x 3b x 12c 
0.79   0.03 0.21   0.03 
-polymorph in water 
18a x 3b x 18c 
0.80   0.01 0.20   0.01 
-polymorph in water 
21a x 3b x 21c 
0.80 0.20 
-polymorph in 
50% v/v water-methanol 
6a x 6b x 6c 
0.76   0.10 0.24   0.10 
-polymorph in 
50% v/v water-methanol 
9a x 6b x 9c 
0.79   0.07 0.21   0.07 
-polymorph in 
50% v/v water-methanol 
12a x 6b x 12c 
0.80   0.05 0.20   0.05 
-polymorph in 
50% v/v water-methanol 
18a x 6b x 18c 
0.81   0.03 0.19   0.03 
-polymorph in 
50% v/v water-methanol 
21a x 6b x 21c 
0.81 0.19 
 




The results of the computer experiments can be further extrapolated to the 
thermodynamic limit by making use of the finite-size scaling method [99] and fitting the 
results to the equation 
 




   (A.4.2) 
Here, Ao, b, c are fitting parameters. Ao corresponds to the property at the thermodynamic 
limit, and should be taken as the most reliable estimate for the ‘true’ physical quantity. That 
is, 
 




  (A.4.3) 
 
This limit is best reflected by A(N) vs. 1/N plots, where the y-intercept of such plots will give 
the limit value Ao. If we take the value A(N) to be the fraction of monomers or cyclic-dimers 
at the interface, then the extrapolated thermodynamic limit value, Ao, can be obtained from 




Figure A.4.5 I: Fraction of monomers at the interface for the -polymorph. Results are 
extrapolated to the thermodynamic limit. Error-bars represent statistical uncertainties. 




Figure A.4.5 II: Fraction of cyclic-dimers at the interface for the -polymorph. Results are 
extrapolated to the thermodynamic limit. Error-bars represent statistical uncertainties. 
Straight line represents the least-squares fit. 
 
 
Figure A.4.5 III: Fraction of monomers at the interface for the -polymorph. Results are 
extrapolated to the thermodynamic limit. Error-bars represent statistical uncertainties. 




Figure A.4.5 IV: Fraction of cyclic-dimers at the interface for the -polymorph. Results are 
extrapolated to the thermodynamic limit. Error-bars represent statistical uncertainties. 
Straight line represents the least-squares fit. 
 
 
The extrapolated results above can be summarised in Table A.4.4: 
 
 Fraction Cyclic-dimers Fraction Monomers 
-polymorph at supercell size 18a x 3b x 18c 0.20  0.010 0.80  0.010 
-polymorph at thermodynamic limit 0.20  0.005 0.80  0.005 
-polymorph at supercell size 18a x 6b x 18c 0.19  0.010 0.81  0.010 
-polymorph at thermodynamic limit 0.19  0.005 0.81  0.005 
Table A.4.4: Comparison of values obtained using a large crystal slab with the 
thermodynamic limit.  
 
It can be seen that simulations using such large sizes (i.e. 18a x 3b x 18c for the -
polymorph and 18a x 6b x 18c for the -polymorph) give comparable results to those 
obtained by extrapolation toward the thermodynamic limit. Hence, subsequent analysis, 




Appendix A.5: Further elaboration on equations  
 
Equation (6.3) was derived from a series expansion of the numerator in the right hand side of 




(0) ( ) (0) (0) (0) (0) (0) ...
2
h h t h t h h t h h     (A.5.1) 
 









   (A.5.2) 
 


















Appendix A.6: Calculating growth rates and 
predicting crystal morphology 
 




Figure A.6.1: Schematic diagram for morphology prediction 
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 (A.6.1) 




nhkl is the coordination number within the two-dimensional crystal slice hkl,  
dhkl is the interplanar distance,  
ΔHdiss is the enthalpy of dissolution,  






   
slice
hklE  is the two-dimensional lattice energy per molecule for a crystal slice hkl,  
E
cry
 is the lattice energy per molecule,  
*













AX  is the concentration of solute in the bulk solution,  
( )
eff
A hklX  is the effective concentration of solute on the face hkl, 
( )A hklX  is the concentration of the solute on the face hkl  
 
The effective concentration of growth units is expressed as a fraction δ of all the interfacial 
molecules. XA(hkl) is defined by  
 
  
 ( ) ( )
eff
A hkl A hklX X  (A.6.2) 
 δ is calculated from the following procedure: 
1. First, identify the growth unit based on the orientations of an interfacial solute 
molecule for a given crystal face. For example, in α-glycine zwitterionic molecules, 
we have considered the orientations of the Cα→C and the Cα→N dipole vectors with 
reference to the surface normal (θCC and θCN respectively), and the azimuthal angle of 
the Cα→C dipole vector (φCC).  
 
2. Then examine the orientation of the interfacial molecules from simulations and plot 
the probability density of the molecules, ( , , )CC CN CCp    , as a function of θCC , θCN  




3. From statistical thermodynamics, the Gibbs free energy distribution is calculated via 
the equation: 
  
 ( , , ) ln[ ( , , )]CC CN CC B CC CN CCG k T p const         (A.6.3) 
  
4. The fraction of growth units, δ , can then be visually identified from the Gibbs energy 
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Appendix A.7: Validation of our code for the Finite 
Temperature String Method  
 
In this section, we validate out implementation of the string-optimization component 
of the Finite-Temperature String method. As a trial function, we use the following analytic 





( , ) (1 )
y
V x y x y
x y
   

 (A.7.1) 







                           a                                                                                    b 
Figure A.7.1: (a) Energy landscape of the real-valued function ( , )V x y . (b) Contour plot of
( , )V x y . The black arc is the minimum energy pathway MEP  between the two energy 
minima A = (-1, 0) and B = (1, 0). 
 
 
The energy landscape has two minima at A = (-1, 0) and B = (1, 0). The exact 
minimum energy pathway MEP  between points A and B is given by the arc of the unit circle: 
2 2 1x y  . If we consider point B to be the desired final configuration state, each molecule 
will have to overcome a particular energy barrier V unique to its initial configuration to end 
up at B. This energy barrier can be projected onto the V-x plane. A few such curves 









Figure A.7.2: Energy barrier separating the two energy minima A = (-1, 0) and B = (1, 0) 
along different paths projected onto the V-x plane. The minimum energy path is given by 
2 1/2: (1 )MEP y x    
 
 
The minimum energy path is obtained by solving equation (7.9). This is done by 
expressing the functional in terms of equation (A.7.1). It is important to note that 
 
 ˆ ˆ( )V V V t t      (A.7.2) 
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If we represent the integrand of equation (A.7.4) by ( , , , ', ')f x y x y , a curve that will 



















with boundary conditions  
 ( ) ax a x  (A.7.7) 
 ( ) bx b x  (A.7.8) 
 ( ) ay a y  (A.7.9) 
 ( ) by b y  (A.7.10) 
Thus the minimum energy pathway MEP  can then be obtained from the resulting system of 
coupled first-order differential equations:  
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where c1 and c2 are constants of integration. 
 
Equations (A.7.11) and (A.7.12) are not trivial to solve. Nevertheless, together with 
equation (A.7.4), they can be used to algebraically verify that 2 2: 1MEP x y    is the 
minimum energy path. That is, the relationship between the variables x and y connecting 





21y x   (A.7.13) 
We use the Finite-Temperature String method to approximate the analytical solution given in 
equation (A.7.13). The results are compared in Figure A.5.3. We see a reasonable fit, and 
take it as evidence that our work is accurate. 
 
Figure A.7.3: (a) Analytical solution of the minimum energy path in V(x, y) connecting 
points A = (-1, 0) to B = (1, 0) is given by the curve
2 1/2(1 )y x  . (b) Numerical solution of 
the minimum energy path given by the FTS method with 10000 iterations, (c) Numerical 
solution of the minimum energy path given by the FTS method with 2000 iterations. 













Appendix A.8: A Review of Physical Experiments 
 
 
 In this section, we review the experiments of Gidalevitz et al. [28], Myerson et al. 
[26, 27] and Huang et al. [25] Our focus, however, should be on the work of Huang et al., 
since we benchmark our simulation results for monomer/cyclic dimers on their findings. 
 
 As briefly discussed in Section 2.4.1, there are two types of arguments used to 
propose the existence of cyclic dimers in solution as well as the bilayer mechanism for crystal 
growth. The first is based on the observations of Gidalevitz et al. on crystal growth. Using 
atomic force microscopy, they found that the smallest growth step of α-glycine has the height 
of two molecular layers (i.e. corresponding to the height of a cyclic dimer). Furthermore, 
when they applied grazing incidence X-ray diffraction onto the growing crystal surface, they 
found that the surface is terminated above or below a hydrogen-bonded bilayer, exposing no 
open hydrogen bonds. However, these studies do not reveal how glycine self-associates in 
solution. Moreover, it did not discuss the limitations of atomic force microscopy, and the 
errors involved in measuring growing surfaces. For example, as argued by Huang et al., the 
specific crystal/liquid interface observed may be due to the fact that the alternative structures 
have higher energies and lower probabilities of being observed at the time scale of 
measurement. 
 
 The second type of argument for the existence of cyclic dimers is based on time 
dependence of certain physical properties of supersaturated glycine solution. Myerson and 
co-workers, for example, used Guoy interferometry to measure mutual diffusion of glycine. 
They then used the Stokes-Einstein relationship to deduce the average size of the diffusing 
moiety as the solution aged to be 1.8 molecules, corresponding to the size of a cyclic dimer. 
However, diffusion coefficients calculated using the Guoy interferometry include the effects 
of convective solvent flow. As a result, at high glycine concentrations, Guoy interferometry 
will overestimate the diffusion coefficients at the earlier stage. However, as the solution ages, 
the diffusivity decreases, giving the impression that the particles have dimerized, when in fact 
it is due to the decrease in convective solvent flow / increase in solution viscosity.  When 
Huang et al. used a more sophisticated technique (i.e. Pulsed Gradient spin-echo NMR) to 
measure self-diffusion of glycine, they found the average particle size remained the same (i.e. 
~ 1) even as the solution aged. Even this method is not perfect. Because it makes use of the 
Stokes-Einstein relationship, it loses information due to the averaging process. That is, there 
may be cyclic dimers present. However, because they are a small fraction, they are subsumed 
by the greater fraction of monomers. Recognizing this, and in order to complement the results 
of the PGSE NMR, Huang et al. resorted to methods involving solution thermodynamics. 
These include taking both freezing-point depression measurements and isopiestic 
measurements of water vapour pressure. 
 
 The estimation of fraction dimers from freezing-point depression of water is based on 
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where xo is the composition of the water solution and γ is its activity coefficient. R is the 
molar gas constant, Tm = 273.15K is the freezing point of pure water, ∆Hm = 6010 J/mol is 
the heat of fusion of ice, and T is the depressed freezing point. In the work of Huang et al, 
they had assumed that the solution is ideal and γ = 1. We find that such an assumption is 
reasonable as the solubility of glycine is very low (i.e. xs = 0.06), and hence, the fraction of 
water is very high (i.e. xo → 1) such that γ → 1 and activity a → xo. However, let us do a 
sensitivity analysis and assume the solution is non-ideal, and γ ≠ 1. Furthermore, we assume 










  (A.8.2) 
where x is the purity of the water solution in mole fraction; m1 and m2 are the stoichiometric 
molality of monomeric and dimeric glycine (mol/kg of H2O) respectively, and the total 
amount of glycine is given by 
 1 22m m m    (A.8.3) 
Substituting the numerical values of the thermodynamic constants as well as equations 
(A.8.2) and (A.8.3) into equation (A.8.1), and using the data provided by Huang et al. (i.e. at 
m = 2.92 mol/kg of H2O, freezing depression, ∆T = -4.56 K), we have at 0
o
C,  
 40.0137 39.7606Fraction Dimers     (A.8.4) 
There are two significant points revealed by equation (A.8.4). The first is that the 
thermodynamic model works only if γ > 0.981. The second is that by assuming γ = 1.0, the 
fraction of dimers obtained at 0
o
C (i.e. 0.25) is a lower bound estimate. That is, if the solution 
is non-ideal, there will be a higher fraction of dimers!  
 
 A similar analysis can be done at 25
o
C. However, instead of using the freezing-point 
depression equation of (A.8.1), we use the definition of osmotic coefficient appropriate for 







   (A.8.5) 
where   is the osmotic coefficient, M is the molecular weight of water.  
 
Again, in the original work by Huang et al., they assumed the solution is ideal and γ = 1, a 
reasonable assumption since as xo → 1, γ → 1. However, let us do a sensitivity analysis and 
assume the solution is non-ideal, and γ ≠ 1. Substituting equations (A.8.2) and (A.8.3) into 
equation (A.8.5), and using the data provided by Huang et al. (i.e. at m = 3.33 mol/kg of H2O, 
M = 18 0.885   ), we have at 25oC, 
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 35.3333 35.1493Fraction Dimers     (A.8.6) 
Again, there are two significant points revealed by equation (A.8.6). The first is that the 
thermodynamic model works only if γ > 0.976. The second is that by assuming γ = 1.0, the 
fraction of dimers obtained at 25
o
C (i.e. 0.18) is a lower bound estimate. That is, if the 
solution is non-ideal, there will be a higher fraction of dimers!  
 
The work by Huang et al. seems accurate and is based on a strong thermodynamic 
footing. However, it is unable to tell if the dimers calculated are open, cyclic or a mixture of 
both. This provides an opportunity for the computer simulationist to complement 
experimental work. However, any benchmarking of simulation results to the work of Huang 
et al. should take into consideration their thermodynamic model. For example, equation 
(A.8.2) explicitly states that water molecules exists as monomers despite the fact that water 
molecules are bonded to one another via hydrogen-bonding with an average lifetime of 2.6 ps 
[92]. Hence, equation (A.8.2) implicitly requires the lifetime of dimers to be much greater 
than the relaxation time of hydrogen bonds between water molecules in order to be 
considered a stable entity. That is, if one wants to compare the fraction dimers obtained by 
simulation to any physical experiments or thermodynamic model, one must ensure that the 
lifetime of such dimers exceed the lifetime of hydrogen bonds between water molecules. We 
hope the readers will take this into consideration when evaluating claims of glycine open-
dimers with lifetimes of 1-2 ps [88-90]. 
 
 
 
