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1INTRODUCTION
1.1/ LA NUME´RISATION 3D
La nume´risation 3D est un domaine en constante e´volution qui inte´resse de plus en
plus le monde de la recherche et le grand public. Le concept de base consiste a` copier
nume´riquement un objet ou une sce`ne en trois dimensions a` l’aide d’un scanner 3D. Si
la nume´risation 3D est devenue un domaine aussi re´pandu, c’est en grande partie duˆ a`
la forte croissance du nombre et du type d’applications faisant appel a` cette technique
(figure 1.1). En effet, aujourd’hui la nume´risation 3D est devenue un outil tre`s utilise´ dans
de nombreux domaines comme la me´decine (simulation du re´sultat d’une ope´ration,
suivi me´dical, prothe`ses), l’arche´ologie (reconstitution d’objets abıˆme´s, duplication de
pie`ces anciennes), le patrimoine (de´formation des structures, e´volution des travaux,
archivage des baˆtiments), ou encore des applications industrielles (controˆle qualite´,
re´tro-conception). Chaque application a des exigences particulie`res, la re´tro-conception
demande une grande pre´cision la` ou` la chirurgie ne´cessite un syste`me portable pour
plus de souplesse. Le patrimoine, quant a` lui, ne´cessite un syste`me adapte´ aux ob-
jets de grande dimension afin de nume´riser l’objet ou la sce`ne beaucoup plus rapidement.
(a) Patrimoine (b) Me´dical (c) Controˆle qualite´
FIGURE 1.1 – Diverses applications faisant appel a` la nume´risation 3D.
De ce fait, il existe de nombreuses technologies diffe´rentes permettant de nume´riser
un objet en 3D et donc, autant de type de scanners (figure 1.2). Parmi ces diffe´rentes
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technologies, il y a entre autres les syste`mes a` temps de vol, les scanners a` de´calage
de phase ou encore les syste`mes a` triangulation. Chaque technologie a ses avantages
et ses inconve´nients, souvent lie´s a` son domaine d’application. Les syste`mes a` temps
de vol, par exemple, sont moins pre´cis que les autres technologies de scanners mais
ils permettent de reconstruire des objets de grande taille en un temps record, alors que
les scanners a` triangulation fournissent des donne´es beaucoup plus denses et pre´cises
mais leur champ de nume´risation est de l’ordre du centime`tre. Dans les cas industriels,
les scanners les plus re´pandus et les plus adapte´s aux diffe´rentes applications sont donc
les scanners a` triangulation.
(a) Comet (b) Minolta
(c) Kinect (d) Artec
FIGURE 1.2 – Diffe´rents types de scanner 3D.
1.2/ PROBLE´MATIQUE
Avec l’e´volution constante des technologies, les scanners 3D fournissent de plus en
plus de donne´es avec une pre´cision toujours plus grande. Cependant, l’augmentation
conside´rable de la taille des donne´es pose des proble`mes, les fichiers deviennent tre`s
lourds et il peut en de´couler des difficulte´s de transmission ou de stockage. La plupart
du temps, les donne´es obtenues par les scanners sont ensuite analyse´es puis traite´es.
Ine´vitablement, en augmentant la taille des donne´es, le temps d’analyse sera e´galement
augmente´.
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Actuellement, la chaine d’acquisition classique (figure 1.3) peut se de´composer en
plusieurs e´tapes se´quentielles faisant chacune appel a` des compe´tences particulie`res
bien distinctes, ce qui implique que chaque e´tape sera ge´ne´ralement traite´e par diffe´rents
ope´rateurs. Il y a donc tre`s peu d’interactions entre les diffe´rentes e´tapes de la chaine et
chaque partie va eˆtre analyse´e se´pare´ment, inde´pendamment de son utilisation future.
De ce fait, aujourd’hui, les scanners commerciaux fournissent des nuages tre`s denses
compose´s de plusieurs millions de points procurant ainsi la meilleure pre´cision possible
lors de l’acquisition, et ce quelle qu’en soit l’utilisation finale.
Si dans certains cas industriels cette quantite´ d’information semble justifie´e (re´tro-
conception), dans bien d’autres cas (controˆle des de´fauts, mesure de distance, ...)
calculer autant de points n’est pas force´ment ne´cessaire. Bien au contraire, le fichier
obtenu, tre`s volumineux, posera des proble`mes au niveau du stockage et du transfert
des donne´es. Le temps de calcul ne´cessaire pour analyser les donne´es va lui aussi eˆtre
conside´rablement augmente´ par rapport a` ce qu’il pourrait eˆtre. C’est pourquoi, avant
d’eˆtre traite´es, les donne´es vont eˆtre simplifie´es dans de nombreuses applications indus-
trielles, pour re´duire le nombre de points par des e´tapes de compression/simplification
tout en pre´servant le maximum d’informations.
FIGURE 1.3 – La chaine 3D classique : de l’acquisition a` la compression.
La figure 1.3 illustre le sche´ma classique que l’on rencontre souvent. Dans un premier
temps, l’ope´rateur va acque´rir un nuage de points le plus dense possible a` l’aide
d’un scanner. L’e´tape suivante consiste ge´ne´ralement a` calculer des informations
comple´mentaires aux points 3D, comme les normales a` la surface en chaque point, la
courbure ou encore l’extraction de primitives ge´ome´triques simples (plans, cylindres, ...).
Cette e´tape est ge´ne´ralement applique´e sur le nuage de points maille´, bien que l’on
trouve aujourd’hui de plus en plus d’approches permettant d’extraire ces informations di-
rectement sur le nuage de points brut non maille´. Enfin, en fonction de l’utilisation que l’on
souhaite faire des donne´es, la dernie`re e´tape consiste a` compresser/simplifier le nuage
de points en fonction des diffe´rentes informations extraites lors de l’e´tape pre´ce´dente.
La partie concernant l’extraction des informations et la partie concernant la simplification
sont aujourd’hui assez lie´es e´tant donne´ que la plupart des algorithmes de simplifica-
tion de donne´es tridimensionnelles ne´cessitent de calculer ces informations au pre´alable.
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Ce sche´ma classique permet ainsi d’obtenir des donne´es nettement moins volumineuses
et donc plus rapides a` traiter et plus simples a` utiliser. Cependant cette approche ame`ne
une question : connaissant l’utilisation finale des donne´es, pourquoi calculer autant de
points lors de l’acquisition s’il faut en re´duire le nombre par la suite ? N’est-il pas possible
d’agir directement sur l’acquisition pour adapter les donne´es a` leur utilisation finale ?
Nous proposons dans nos travaux une me´thodologie permettant de re´pondre positive-
ment a` cette dernie`re interrogation.
1.3/ CONTEXTE DE LA THE`SE
Avant de pre´senter nos contributions, il convient de situer le contexte dans lequel s’inscrit
cette the`se. Les travaux re´alise´s durant cette the`se s’inscrivent dans un projet, le projet
CreActive 3D, regroupant trois partenaires : le laboratoire I3S [1], le laboratoire le2i [2]
et la socie´te´ Noomeo [3]. Le projet se divise en deux parties distinctes. La premie`re
partie consiste a` guider l’acquisition a` partir d’une analyse du maillage et la seconde
partie, traite´e dans ce document, consiste a` extraire des informations depuis les images
du scanner en vue de simplifier les donne´es. La socie´te´ Noomeo de´veloppe et produit
des scanners commerciaux, principalement destine´s au domaine de l’ae´ronautique. De
ce fait, l’objectif final de ce projet consiste a` appliquer nos travaux a` l’un des scanners de
l’entreprise : l’OptiNum (scanner portable). Le domaine principal e´tant l’ae´ronautique, les
travaux que nous pre´sentons dans la suite du document sont exclusivement destine´s a`
des pie`ces manufacture´es.
1.4/ CONTRIBUTIONS
Ce me´moire pre´sente une approche qui permet de nume´riser les objets de manie`re
dynamique, en adaptant la densite´ de points en fonction de la complexite´ de la forme de
l’objet a` nume´riser, et ce sans a priori sur la forme de l’objet. L’inte´reˆt de cette approche
est d’e´viter de passer par le sche´ma classique, en adaptant la densite´ de points au
niveau de l’acquisition afin d’obtenir des donne´es simplifie´es directement a` la sortie de
l’acquisition, plutoˆt qu’en calculant un nuage de points dense, qu’il faudra simplifier par
la suite. Etant donne´ le contexte de la the`se, le syste`me de nume´risation pre´sente´ par la
suite a e´te´ de´veloppe´ pour fonctionner sur des objets manufacture´s. C’est pourquoi, ce
me´moire sera pre´sente´ de la fac¸on de´crite dans le paragraphe suivant, a` l’image de la
chaine 3D classique.
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Dans un premier chapitre, il sera pre´sente´ un e´tat de l’art de la chaine 3D classique,
e´tape par e´tape, en allant de l’acquisition a` la compression. Dans cette partie, nous
pre´senterons tout d’abord les diffe´rentes technologies de scanners qui existent aujour-
d’hui, ainsi que le fonctionnement du scanner mis a` notre disposition par la socie´te´
Noomeo. Etant donne´ que le syste`me dynamique pre´sente´ dans ce me´moire utilise des
donne´es du scanner, de nombreux points pre´sente´s dans cette partie seront re´-utilise´s
par la suite dans d’autres chapitres. La seconde e´tape de la chaine 3D traite de
l’extraction d’informations comple´mentaires aux points 3D. Ainsi, dans un second temps,
ce chapitre pre´sentera les diffe´rents attributs ge´ne´ralement extraits durant cette e´tape,
aussi bien sur le nuage de points que sur le maillage. Viendra enfin la dernie`re partie
concernant la simplification des donne´es et les diffe´rentes me´thodes qui permettent de
compresser/simplifier des donne´es tridimensionnelles.
L’objectif de ce me´moire est de pre´senter un syste`me permettant de simplifier les
donne´es durant l’acquisition. Le syste`me de´veloppe´ s’inspire des diffe´rentes e´tapes de
la chaine 3D. La diffe´rence principale, avec les syste`mes classiques, est que les donne´es
traite´es sont les images fournies par le scanner plutoˆt que le nuage de points de´termine´s
a` partir de ces images. Ainsi, dans un second chapitre, nous pre´senterons les me´thodes
de´veloppe´es pour extraire des informations comple´mentaires a` partir des images
fournies par le scanner. Ces informations sont les normales 3D, les discontinuite´s, ainsi
que des primitives ge´ome´triques.
Le troisie`me chapitre de ce me´moire pre´sente comment l’objectif de notre travail, qui
consiste a` obtenir des donne´es simplifie´es a` la sortie de l’acquisition en utilisant les
donne´es extraites lors de l’e´tape pre´ce´dente (normales, discontinuite´s, primitives), est
atteint. Le principe de fonctionnement complet de notre syste`me sera pre´sente´ dans un
quatrie`me chapitre, cette pre´sentation s’appuyant sur ce qui se fait traditionnellement en
3D dans la chaine classique.
Les re´sultats obtenus avec notre syste`me seront pre´sente´s et compare´s a` des me´thodes
classiques (passant par toutes les e´tapes de la chaine 3D) dans un cinquie`me chapitre.




Comme pre´sente´ en introduction, la chaine 3D peut se de´composer en trois parties dis-
tinctes : l’acquisition 3D, l’extraction d’informations sur le nuage de points et la simplifi-
cation/compression des donne´es. Dans ce chapitre sont pre´sente´es une e´tude biblio-
graphique et un e´tat de l’art de chaque e´tape de la chaine 3D : la nume´risation 3D
(introduction a` la chaine 3D), le fonctionnement d’un scanner (acquisition), l’extraction
d’informations et la simplification des donne´es.
2.1/ LA NUME´RISATION 3D
Au cours des dernie`res anne´es, le nombre de syste`mes d’acquisition 3D commerciaux
n’a cesse´ de progresser et leur imple´mentation ne cesse de s’e´tendre a` de nouveaux
domaines. De`s 1988, Paul Besl [4] pre´sentait de´ja` un e´tat de l’art sur les diffe´rentes
me´thodes d’acquisition 3D actives et optiques et comparait les diffe´rents syste`mes
existants a` l’e´poque. Par la suite, Brian Curless [5] de´crit les principes et les technologies
des diffe´rents syste`mes de nume´risation et pre´sente une arborescence permettant de
classer et d’ordonner les diffe´rentes techniques. En s’inspirant de ces travaux, nous
proposons une arborescence permettant de classer de manie`re non exhaustives les
diffe´rentes techniques de nume´risation nous concernant (figure 2.1).
Les diffe´rentes me´thodes peuvent eˆtre classe´es en deux cate´gories, avec et sans
contact. Actuellement, les me´thodes ayant la plus grande pre´cision sont celles avec
contact. Le principe des me´thodes avec contact consiste a` palper la surface a` l’aide
d’une bille en rubis monte´e sur un stylet. Lors du contact entre la surface de l’objet
et du palpeur, les coordonne´es de la machine sont me´morise´es. Ces syste`mes sont
ge´ne´ralement embarque´s sur une Machine a` Mesurer Tridimensionnelle (MMT). Cette
technique fournit des re´sultats avec une pre´cision de l’ordre du microme`tre. De ce fait,
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FIGURE 2.1 – Graphe non exhaustif des syste`mes d’acquisition 3D.
les palpeurs sont ge´ne´ralement utilise´s dans l’industrie pour obtenir une surface de
re´fe´rence. Cependant, l’inconve´nient majeur d’une telle technique re´side dans le temps
d’acquisition (quelques points par seconde) qui peut tre`s rapidement devenir tre`s long
en fonction de la taille de la pie`ce a` nume´riser et de la re´solution spatiale de´sire´e.
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Les syste`mes de nume´risation sans contact, quant a` eux, peuvent eˆtre classe´s en
deux cate´gories : les syste`mes conventionnels et non conventionnels. Les approches
conventionnelles peuvent eˆtre de´finies comme les me´thodes s’approchant du syste`me
de vision humain. Parmi les me´thodes non conventionnelles on retrouve 3 classes : les
me´thodes par re´flexion (interfe´rome´trie [6, 7, 8, 9], polarisation [10, 11, 12]), par e´mission
( scanning from heating  [13],  shape from fluorescence  [14]) et enfin la tomographie.
Dans ce chapitre nous pre´sentons un e´tat de l’art des diffe´rents syste`mes nous concer-
nant, a` savoir les me´thodes de nume´risation conventionnelles (figure 2.1), qui peuvent
eˆtre de´compose´es en deux branches : les me´thodes passives et les me´thodes actives.
Les techniques passives utilisent un ou plusieurs capteurs et ne ne´cessitent aucune
source de lumie`re commande´e pour obtenir des informations tridimensionnelles, a` l’in-
verse des me´thodes actives qui se servent de cette source pour obtenir des donne´es
3D.
2.1.1/ SYSTE`MES D’ACQUISITION OPTIQUE PASSIFS
Comme nous venons de le mentionner, les me´thodes passives ne ne´cessitent pas
d’e´clairage additionnel pour calculer des informations 3D. Ces syste`mes peuvent faire
appel a` un ou plusieurs capteurs (came´ra, appareil photographique) et utilisent diverses
caracte´ristiques pour obtenir des donne´es tridimensionnelles comme les mouvements,
les diffe´rents points de vue, la nettete´ de l’image, etc.
2.1.1.1/ STE´RE´OVISION
La ste´re´ovision est la me´thode la plus re´pandue et la plus e´tudie´e parmi les approches
passives. Il s’agit d’une me´thode de reconstruction de profondeur calcule´e par triangula-
tion a` partir de deux images de la meˆme sce`ne prise a` partir d’un point de vue diffe´rent.
Pour que le calcul des informations 3D soit possible, les came´ras doivent au pre´alable
eˆtre calibre´es, c’est a` dire que les parame`tres intrinse`ques (focale, position du centre
optique, ...) et les parame`tres extrinse`ques (position et orientation) doivent eˆtre connus.
La figure 2.2 illustre le principe de la ste´re´ovision. Pour tout point P visible depuis les deux
came´ras, il existe une projection de celui-ci dans les plans images Π1 et Π2, note´s res-
pectivement P1 et P2. Inversement, connaissant les points P1 et P2, ainsi que les centres
optiques des came´ras O1 et O2 (estime´s lors de l’e´tape de calibrage), il est possible
de remonter a` la position du point P qui se trouve a` l’intersection des droites (O1P1) et
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(O2P2). De ce fait, seules les surfaces visibles communes aux deux came´ras peuvent eˆtre
reconstruites avec ce proce´de´.
FIGURE 2.2 – Principe de la ste´re´ovision.
La principale difficulte´ de cette me´thode re´side dans la mise en correspondance des
points entre les diffe´rentes vues. En fonction de la sce`ne a` nume´riser, il est possible d’ap-
pliquer diffe´rentes techniques de mise en correspondance (texture, contrainte e´pipolaire,
...). Les travaux de the`se de Sylvie Chambon [15] pre´sentent un bon e´tat de l’art des
diffe´rentes approches permettant de faire de la mise en correspondance entre deux vues.
Pour pallier ces contraintes, il est e´galement possible de projeter une texture pseudo-
ale´atoire sur l’objet a` nume´riser [16] ce qui facilite grandement la mise en correspondance
entre les diffe´rentes vues. La lumie`re structure´e ajoute´e joue un roˆle important dans
la reconstruction en facilitant l’appariement, mais elle ne participe pas directement a` la
mesure de l’information tridimensionnelle. C’est la raison pour laquelle cette approche
reste classe´e comme une me´thode passive malgre´ l’utilisation d’une source de lumie`re.
2.1.1.2/ AUTRES SYSTE`MES
Il existe bien d’autres syste`mes de nume´risation passifs comme le  shape from tex-
ture  [17], le  shape from motion  [18], ou encore le  shape from focus  [19]. Cepen-
dant, dans le cadre de notre projet le syste`me utilise´ est un syste`me de ste´re´ovision a`
projection de lumie`re structure´e. C’est pourquoi, nous avons choisi de nous limiter a` ce
type de scanners dans cette partie.
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2.1.2/ SYSTE`MES OPTIQUE ACTIFS
Les syste`mes passifs sont fortement de´pendant des conditions d’e´clairage et des tex-
tures de l’objet. Malheureusement, dans bien des cas, ces e´le´ments ne peuvent pas eˆtre
maıˆtrise´s et les syste`mes d’acquisition 3D deviennent alors moins performants voire tota-
lement inope´rants. Pour reme´dier a` ces proble`mes, il est possible d’utiliser des syste`mes
actifs : l’e´clairage est maitrise´ et devient un e´le´ment important participant directement a`
la mesure tridimensionnelle. Il s’agit des me´thodes les plus utilise´es par les prestataires
de services de nume´risation 3D et par les fournisseurs de scanners commerciaux.
2.1.2.1/ LUMIE`RE STRUCTURE´E
Les scanners a` lumie`re structure´e projettent un motif lumineux connu sur l’objet a`
nume´riser. Ce motif va alors se de´former en fonction de la surface de l’objet. Le principe
d’un tel syste`me consiste a` analyser la de´formation du motif projete´ pour extraire la pro-
fondeur de la sce`ne. Ces syste`mes sont compose´s d’un ou plusieurs capteurs (came´ras)
et d’un projecteur, ils se rapprochent finalement d’un syste`me de ste´re´ovision classique ;
la diffe´rence majeure se situe dans l’appariement des points entre les diffe´rentes vues.
Dans le cas de la ste´re´ovision, c’est la texture et les informations pre´sentes sur les
images qui sont utilise´es alors que dans le cas de syste`mes a` lumie`re structure´e,
l’e´le´ment permettant la mise en correspondance entre diffe´rentes vues n’est autre que
le motif projete´. Ces syste`mes ont fait l’objet de tre`s nombreuses recherches lors de ces
dernie`res anne´es tant les motifs et leurs me´thodes d’analyse peuvent eˆtre varie´s. Salvi
et al. [20] proposent un e´tat de l’art des diffe´rentes me´thodes ainsi qu’une classification
de celles-ci en trois cate´gories distinctes : les motifs a` encodage temporel [21, 22, 23],
a` encodage spatial [24, 25] et a` encodage couleur [26, 27, 28] (figure 2.3). Chaque type
d’encodage a ses propres avantages et inconve´nients.
Les motifs couleurs utilisent un panel de couleurs pour encoder les points permettant
ainsi une mise en correspondance entre les diffe´rentes vues assez simple. Ce type d’en-
codage permet de n’utiliser qu’une seule projection mais il est tre`s sensible a` la texture de
l’objet a` nume´riser. A l’inverse, les motifs temporels sont compose´s d’une succession de
motifs en niveau de gris, rendant ainsi ce codage robuste a` la texture mais tre`s sensible
aux mouvements des objets. Le dernier type d’encodage, qui peut eˆtre en couleur ou en
niveau de gris, utilise le voisinage de chaque pixel qui a la particularite´ d’eˆtre unique dans
l’image. Cette me´thode a l’avantage d’eˆtre robuste a` la texture et aux mouvements mais
la complexite´ des algorithmes de de´codage peut parfois poser des proble`mes au niveau
du temps de calcul. Le choix du motif a` projeter de´pend donc beaucoup de l’utilisation
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(a) Encodage Couleur (b) Encodage Temporel (c) Encodage Spatial
FIGURE 2.3 – Motifs de lumie`re structure´e.
que l’on souhaite faire du scanner : objets statiques, mobiles, acquisitions rapides, etc.
Les syste`mes a` lumie`re structure´e sont les scanners les plus fre´quemment utilise´s par
les fabricants avec les syste`mes a` triangulation active.
2.1.2.2/ AUTRES SYSTE`MES
Tout comme pour les syste`mes passifs, seul les scanners a` lumie`re structure´e nous
concerne dans le cadre de ce projet. Il existe cependant bien d’autres techniques ac-
tives permettant de reconstruire un objet en 3D. Citions entre autres la triangulation laser
[29] ou encore les syste`mes a` temps de vol.
2.1.3/ SYNTHE`SE
Toutes les techniques qui viennent d’eˆtre pre´sente´es ont fait l’objet de nombreuses
recherches et la plupart sont utilise´es par les fabricants de scanner 3D. Comme cela a
e´te´ mentionne´ plusieurs fois, chaque syste`me a` ses avantages et ses inconve´nients.
Sansoni et al. [30] pre´sentent un tableau comparatif des avantages et inconve´nients des
diffe´rentes me´thodes (tableau 2.1).
Ce tableau permet de se faire une ide´e du type de technologie vers laquelle s’orien-
ter en fonction de l’application vise´e. D’un point de vue ge´ne´ral, les syste`mes optiques
pre´sentent des avantages tre`s inte´ressants : possibilite´ de nume´riser un objet sans
contact, portabilite´ du syste`me qui permet de l’utiliser n’importe ou`, bonne pre´cision
de mesure y compris pour des cas industriels, existence de diffe´rentes technologies
adapte´es a` la plupart des objets (objets de grande taille, objets de taille microscopique,
objets re´fle´chissants, ...).
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Technologies Avantages Inconve´nients
- Simple a` mettre en œuvre - Temps de calcul
Ste´re´ovision - Bonne pre´cision sur des - Donne´es e´parses
cibles bien de´finies - Limite´ a` certaines sce`nes
- Faible densite´ d’acquisition
- Simple a` mettre en œuvre - Temps de calcul
Photogramme´trie - Bonne pre´cision sur des - Donne´es e´parses
cibles bien de´finies - Limite´ a` certaines sce`nes
- Faible densite´ d’acquisition
Shape from Shading - Simple a` mettre en œuvre - Faible pre´cision
Shape from Texture - Simple a` mettre en œuvre - Faible pre´cision
- Moins bonne pre´cision
Shape from Motion - Simple a` mettre en œuvre que la ste´re´ovision
- Donne´es e´parses
- Simple a` mettre en œuvre - Se´curite´ lie´e au laser
Triangulation - Pas d’influence de - Volume de mesure limite´
Laser la lumie`re ambiante - Prix
- Bonne densite´ - Pre´sence d’occlusions, d’ombres
- Grand volume de mesure - Prix
Temps de vol - Pas d’influence de - Pre´cision plus faible
la lumie`re ambiante que la triangulation
- Bonne densite´
- Limite´ a` des surfaces
Interfe´rome´trie - Pre´cision infe´rieure au µm presque planes
- Prix
Franges de Moire´ - Simple a` mettre en œuvre - Limite´ a` des surfaces lisses
- Acquisition dense - Complexite´ du calcul
Lumie`re - Volume de mesure moyen - Pre´sence d’ombres, d’occlusions
structure´e - Performances peu influence´es - Prix
par la lumie`re ambiante
TABLE 2.1 – Tableau comparatif des diffe´rentes techniques optiques de nume´risation 3D
[30].
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2.2/ FONCTIONNEMENT D’UN SCANNER
Dans le cadre du projet qui englobe cette the`se, la socie´te´ Noomeo a mis a` notre dispo-
sition un scanner 3D. Ce scanner est un syste`me compose´ de deux came´ras et utilisant
le principe de la ste´re´ovision aide´e par une projection de texture pseudo-ale´atoire. Afin
de bien comprendre le fonctionnement d’un scanner, et plus pre´cise´ment de ce type de
scanner, ainsi que certaines notions qui seront utilise´es par la suite dans ce me´moire, il
convient de poser les bases du fonctionnement de ce scanner.
2.2.1/ LE MODE`LE DU STE´NOPE´
Un scanner 3D optique est ge´ne´ralement compose´ d’une ou plusieurs came´ras, qui sont
elles-meˆmes compose´es d’un capteur photographique (de type CMOS ou CCD), d’un
objectif optique et d’un zoom. Par souci de simplification, les came´ras sont ge´ne´ralement
mode´lise´es par un mode`le de´crivant le processus de formation des images. Le mode`le
le plus simple et le plus re´pandu en vision par ordinateur [31, 32] est le mode`le ste´nope´,
ou mode`le  pinhole , qui mode´lise une came´ra par projection perspective (figure 2.4).
Ce mode`le permet de transformer un point 3D Q de l’espace monde RM en un point image
q dans le repe`re image Ri. Cette transformation peut se de´composer en trois transforma-
tions e´le´mentaires successives symbolise´es par les fle`ches 1, 2 et 3 sur la figure 2.4. La
premie`re transformation s’effectue entre le repe`re monde RM et le repe`re de la came´ra
Rc, la deuxie`me transformation entre le repe`re came´ra Rc et le repe`re du capteur Rr et
enfin la dernie`re transformation entre le capteur Rr et le repe`re image Ri.
2.2.1.1/ DU REPE`RE MONDE AU REPE`RE CAME´RA
La transformation entre le repe`re monde RM et le repe`re came´ra Rc (dont l’origine est
situe´e au centre optique de la came´ra) est symbolise´e par la fle`che 1 sur la figure 2.4.
Cette transformation peut eˆtre de´compose´e par une rotation note´e [R] et une translation
note´e [t]. En vision par ordinateur, on utilise ge´ne´ralement les coordonne´es homoge`nes
car elles permettent d’exprimer le mode`le ste´nope´ par une relation line´aire. La relation
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Les parame`tres de la matrice de transformation T1 entre le repe`re monde et le repe`re
came´ra sont commune´ment appele´s parame`tres extrinse`ques.
2.2.1.2/ DU REPE`RE CAME´RA AU REPE`RE CAPTEUR
Le passage du repe`re came´ra Rc au repe`re capteur Rr est une projection perspective qui
permet de transformer un point 3D (Xc,Yc,Zc) en un point image (x, y). Cette transforma-
tion est repre´sente´e par la fle`che 2 sur la figure 2.4 et s’e´crit de la fac¸on suivante :







f 0 0 0
0 f 0 0
















avec f la distance focale de l’objectif de la came´ra. Le point q(x, y) est exprime´ en unite´
me´trique.
2.2.1.3/ DU REPE`RE CAPTEUR AU REPE`RE IMAGE
La troisie`me et dernie`re transformation, la fle`che 3 sur la figure 2.4, permet de convertir
un point q(x, y), exprime´ en unite´ me´trique dans le repe`re capteur Rr, en un point q(u, v)























• kx et ky de´signent la densite´ de pixels par unite´ de longueur selon les directions x et y
du capteur de la came´ra. Dans le cas ide´al, ou` les pixels sont carre´s, on a kx = ky.
• x0 et y0 sont les coordonne´es de l’intersection entre l’axe optique de la came´ra et le
plan image. Il s’agit donc de l’origine du repe`re capteur Rr. Dans un cas parfait, x0 et
y0 sont au centre de l’image.
• s, appele´  screw factor  en anglais, est le facteur de non-orthogonalite´ entre les lignes
et les colonnes des pixels du capteur de la came´ra. En ge´ne´ral, ce parame`tre est tre`s
faible et il est donc tre`s souvent ne´glige´.
2.2.1.4/ MODE`LE COMPLET
Le mode`le ste´nope´ complet consiste donc a` passer d’un point 3D Q(X,Y,Z) exprime´ dans
le repe`re monde RM a` un point image q(u, v) exprime´ dans le repe`re image Ri en pas-
sant par les trois transformations vues pre´ce´demment. Pour un point q(u, v) on peut alors
e´crire :
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La matrice K est compose´e exclusivement de parame`tres propres a` la came´ra, on parle
alors de parame`tres intrinse`ques. On trouve souvent le mode`le ste´nope´ e´crit sous la






















avec K la matrice des parame`tres intrinse`ques, [R|t] les parame`tres extrinse`ques. La
matrice Pc qui englobe les deux matrices K et [R|t] est appele´e matrice de projection. Un
syste`me de ste´re´ovision e´tant compose´ de deux came´ras, il convient de diffe´rencier les
diffe´rents repe`res et matrices de projection afin de ne pas les confondre (figure 2.5).
Ge´ne´ralement, pour les distinguer, on ajoute un indice diffe´rent pour chaque came´ra.
Ainsi dans le cas de la premie`re came´ra, la projection du point Q(X,Y,Z) dans le repe`re
image sera note´e q0, la projection du repe`re monde au repe`re image Pc0 et les diffe´rents
repe`res Rc0, Rr0 et Ri0. De la meˆme fac¸on, pour la seconde came´ra, les repe`res seront
note´s Rc1, Rr1 et Ri1, la matrice de projection Pc1 et la projection du point Q dans l’image
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FIGURE 2.5 – Mode´lisation d’un syste`me de ste´re´ovision.
sera note´e q1. Afin de simplifier les notations, le repe`re monde RM est ge´ne´ralement
confondu avec le repe`re came´ra Rc0. De ce fait, la matrice de projection Pc0 ne contient
plus que les parame`tres intrinse`ques de la premie`re came´ra, et la relation entre entre Rc0
et Rc1 correspond a` une rotation et une translation note´e [R|t] (a` ne pas confondre avec
les parame`tres extrinse`ques des came´ras qui sont de´sormais note´s [R0|t0] et [R1|t1]).
2.2.1.5/ LES DISTORSIONS
Dans tout syste`me optique, les objectifs cre´ent ine´vitablement des distorsions au niveau
des images. Le mode`le ste´nope´ que nous venons de pre´senter mode´lise une came´ra
ide´ale et ne tient donc pas compte des distorsions ge´ome´triques induites par l’objectif.
Cependant, Horst Beyer [33] a montre´ que dans le cas d’applications me´trologiques (ce
qui est le cas de la nume´risation 3D), il est indispensable de prendre en compte les
distorsions afin de les corriger.
Il existe plusieurs approches permettant de mode´liser les distorsions d’une came´ra.
Dans la plupart des cas, l’approche utilise´e est une approche parame´trique qui consiste
a` mode´liser la distorsion par des termes supple´mentaires. L’une de ces me´thodes,
pre´sente´e par Weng et al. [34], s’inspire des aberrations ge´ome´triques des syste`mes
centre´s en ajoutant au mode`le des termes correctifs correspondant a` diffe´rents types de
distorsions : radiales, prismatiques ou de de´centrage.
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Dans le mode`le ste´nope´, la distorsion peut eˆtre mode´lise´e par une quatrie`me transforma-
tion D qui consiste a` corriger l’image en fonction des termes correctifs lie´s a` la distorsion
induite par l’objectif. Le mode`le complet peut alors eˆtre sche´matise´ sous la forme sui-
vante :
Q(X,Y,Z)
T1−→ Qc(Xc,Yc,Zc) T2−→ q(x, y) D−→ q(x′, y′) T3−→ q(u′, v′),
ou` u′ et v′ repre´sentent les coordonne´es pixelliques corrige´es du point q. Toujours dans
le mode`le pre´sente´ par Weng, la distorsion D correspond a` la somme des distorsions
radiales, prismatiques et de de´centrage et peut s’e´crire sous la forme suivante :
δx = δxr + δxp + δxd, δy = δyr + δyp + δyd, (2.9)
avec δxr et δyr la distorsion radiale selon les axes x et y, δxp et δyp la distorsion pris-
matique, puis δxd et δyd la distorsion de de´centrage. Dans la mode´lisation pre´sente´e par
Weng, les diffe´rentes distorsions s’e´crivent de la fac¸on suivante :
δxr = k1x(x2 + y2)δyr = k1y(x2 + y2) , (2.10)δxp = s1(x2 + y2)δyp = s2(x2 + y2) , (2.11)δxd = p1(3x2 + y2) + 2p2xyδyd = 2p1xy + p2(x2 + y2) , (2.12)
avec k1, d1, d2, p1 et p2 les parame`tres de distorsions. Ces parame`tres peuvent eˆtre
estime´s par une e´tape d’e´talonnage de la came´ra. Il est alors possible d’effectuer la
transformation passant d’un point image distordu q(x, y) a` un point image non-distordu
q(x′, y′) et ainsi corriger la distorsion de l’image de la fac¸on suivante :
x′ = x + δx, y′ = y + δy. (2.13)
Il est important de noter que ce mode`le, bien que tre`s utilise´ n’est pas le seul mode`le
existant. Il est possible de trouver d’autres mode´lisations, notamment celles pre´sente´es
par Tsai [35] et Faugeras [36].
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2.2.1.6/ CALIBRAGE DU SYSTE`ME
Quel que soit le syste`me de nume´risation utilise´, pour pouvoir effectuer une reconstruc-
tion 3D il faut avant tout connaitre la matrice de projection Pc. Pour cela, il faut passer
par une e´tape de calibrage, qui permet de de´terminer les parame`tres intrinse`ques (y
compris les parame`tres de distorsion) et extrinse`ques de la came´ra. L’ide´e ge´ne´rale du
calibrage d’une came´ra consiste a` calculer directement la matrice de projection Pc ou
encore de calculer se´pare´ment les parame`tres intrinse`ques K et extrinse`ques [R|t] en
connaissant plusieurs points 3D Qi(Xi,Yi,Zi) et leur observation dans l’image qi(u′i , v
′
i).
Il existe actuellement de tre`s nombreuses me´thodes et toolbox [37, 38] permettant de
calibrer une came´ra. Salvi, Zhang et Remondino [39, 40, 41] propose un e´tat de l’art
ainsi qu’un comparatif des diffe´rentes techniques existantes.
2.2.2/ MISE EN CORRESPONDANCE
Une mesure tridimensionnelle avec un syste`me de ste´re´ovision s’e´tablit en trois e´tapes :
la calibration du syste`me, la mise en correspondance des points entre les images et le
calcul de la position du point 3D par triangulation. La mise en correspondance de pixels
consiste a` retrouver sur deux images d’une meˆme sce`ne, prises avec des points de vue
diffe´rents, les deux pixels qui correspondent a` la projection d’un point de la sce`ne. La
pre´cision de la mesure est directement de´pendante de la calibration et de la qualite´ de
l’appariement des points entre les images. Cette dernie`re e´tape peut s’ave´rer complique´e
car plusieurs difficulte´s peuvent entraıˆner des re´sultats errone´s comme le bruit de l’image,
les variations d’intensite´ ou encore les de´formations perspectives entre les deux images.
2.2.2.1/ RECTIFICATION DES IMAGES
Actuellement, il existe de nombreuses me´thodes permettant de mettre des points en
correspondance entre deux images. Cependant, la grande majorite´ des techniques vont,
au pre´alable, rectifier les images afin de faciliter la mise en correspondance ; on parle
de contrainte e´pipolaire. La notion de ge´ome´trie e´pipolaire est primordiale dans l’e´tape
de mise en correspondance des points. Chercher le correspondant d’un point dans toute
une image peut s’ave´rer extreˆmement couˆteux en temps de calcul si cette ope´ration est
effectue´e pour tous les pixels. La contrainte e´pipolaire permet de simplifier le proble`me.
En effet, Faugeras [36] a de´montre´ que le correspondant d’un point q0 dans une image
se trouve sur une ligne l1 (appele´e ligne e´pipolaire) dans la seconde image. De ce fait,
il est possible de re´duire la zone de recherche du correspondant de q0 dans la seconde
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image a` une ligne plutoˆt qu’a` l’image entie`re (figure 2.6). Les lignes e´pipolaires l0 et l1
sont obtenues par les relations suivantes :
l0 = E × Pc0 (2.14)
l1 = ET × Pc1, (2.15)
avec E la matrice essentielle, qui peut eˆtre obtenue lors de l’e´tape de calibrage. Le prin-
cipe de la rectification d’images consiste a` placer les e´pipoles e0 et e1 a` l’infini, ce qui
a pour effet de projeter les plans images dans un seul et meˆme plan : on parle alors
d’images rectifie´es. L’appariement des points se fait toujours selon la ligne e´pipolaire,
mais cette fois-ci cette dernie`re correspond a` une seule et meˆme ligne l dans les deux
images, ce qui simplifie fortement les calculs et les algorithmes (figure 2.7). De plus,
ge´ne´ralement les distorsions sont prises en compte lors de l’e´tape de rectification, per-
mettant ainsi de revenir a` un mode`le ste´nope´ classique sans distorsion, comme pre´sente´
pre´ce´demment.
FIGURE 2.6 – Illustration de la ge´ome´trie e´pipolaire. En rouge, les lignes e´pipolaires et
en bleu, le plan e´pipolaire.
La mise en correspondance ste´re´oscopique est un domaine qui a e´te´ fortement e´tudie´
ces dernie`res anne´es et de nombreuses techniques ont e´te´ propose´es. Il est possible
de regrouper les diffe´rentes techniques d’appariement en deux grandes familles : les
me´thodes locales et les me´thodes globales.
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(a)
(b)
FIGURE 2.7 – Rectification des images. a) Images non rectifie´es. b) Images rectifie´es.
2.2.2.2/ ME´THODES LOCALES CLASSIQUES
Ces me´thodes recherchent, par corre´lation, les points dont le voisinage local est le plus
ressemblant entre les deux images. Le candidat dont le score de corre´lation est le plus
e´leve´ pour un point donne´ q0 est retenu comme correspondant, note´ q1. L’utilisation des
images rectifie´es permet de re´duire la recherche du candidat a` une seule ligne de l’image.
Cependant, ces me´thodes ayant toujours un candidat (le meilleur score), les erreurs
peuvent eˆtre assez fre´quentes. Afin de les re´duire, la plupart des approches ajoutent
des contraintes afin d’e´liminer les candidats les moins fiables ne ve´rifiant pas certaines
contraintes :
• La contrainte sur le score de corre´lation : seuls les candidats ayant un score de
corre´lation supe´rieur a` un seuil sont retenus.
• La contrainte d’ordre : l’ordre des pixels dans l’image de re´fe´rence et des candidats
dans la seconde image doit eˆtre le meˆme.
• La contrainte d’unicite´ : un pixel ne peut eˆtre appaire´ qu’a` un seul pixel dans la seconde
image.
• La contrainte de syme´trie : les appariements trouve´s doivent eˆtre les meˆmes quelle
que soit l’image de re´fe´rence.
• La contrainte du gradient de disparite´ : les disparite´s ne doivent pas varier brusquement
entre deux pixels voisins.
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Les re´sultats des me´thodes locales classiques peuvent encore eˆtre affine´s en adaptant la
me´thode de corre´lation ainsi que la feneˆtre de corre´lation au contexte. Il existe beaucoup
de mesures de corre´lation diffe´rentes et chacune d’entre elles est plus ou moins robuste
en fonction des difficulte´s rencontre´es.
2.2.2.3/ ME´THODES LOCALES PAR PROPAGATION DE GERMES
Ces me´thodes sont un cas particulier des me´thodes locales classiques ou` la recherche
ne s’effectue plus sur toute la ligne e´pipolaire mais dans une zone encore plus re´duite.
En supposant que les pixels voisins ont des disparite´s proches, il est alors possible de
rechercher le correspondant d’un point, appele´ germe, dans un voisinage d’apparie-
ments fiables plutoˆt que sur toute la ligne e´pipolaire. Il s’agit de me´thodes de propagation
ite´ratives ou` les points ainsi appaire´s servent a` leur tour de germes lors de l’ite´ration
suivante. Il existe deux approches de propagation diffe´rentes :
• L’approche simultane´e : cette approche consiste a propager un ensemble de germes
a` chaque ite´ration. Les points appaire´s de cette fac¸on servent alors de nouveaux
germes pour l’ite´ration suivante.
• L’approche se´quentielle : a` chaque ite´ration, un seul germe sera propage´. Le germe
est se´lectionne´ par appariement de points d’inte´reˆt. Cette approche a pour avantage
de propager moins d’erreurs lorsqu’il existe un germe errone´, mais c’est une approche
qui demande plus d’ite´ration pour obtenir une reconstruction dense.
L’un des inconve´nients des me´thodes par propagation est le risque de propager des er-
reurs a` cause de germes incorrects. Pour limiter au maximum cet effet, la plupart des
me´thodes ajoutent des contraintes supple´mentaires qui empeˆchent la propagation si
les correspondances sont juge´es peu fiables. Ces contraintes sont la contrainte d’ho-
moge´ne´ite´, qui empeˆche la croissance de re´gion dans les zones homoge`nes (sources
d’erreurs importantes), et la contrainte de re´gion qui suppose que les pixels voisins ayant
des valeurs proches sont les projections de points d’une meˆme surface et ont des dispa-
rite´s proches. Cette hypothe`se permet de supposer que les discontinuite´s de profondeur
coı¨ncident avec les contours des re´gions.
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2.2.2.4/ ME´THODES GLOBALES
A l’inverse des me´thodes locales, les me´thodes globales ne tiennent plus compte du
voisinage de chaque point, elles ont pour objectif de minimiser une fonction de couˆt
repre´sentant l’erreur induite par les appariements trouve´s. Le principe de ces me´thodes
consiste donc a` trouver la fonction de correspondance m minimisant l’erreur globale de
mise en correspondance. Cette erreur est quantifie´e par une fonction de couˆt qui inte`gre
un terme ve´rifiant que les valeurs de deux pixels correspondants soient proches, et un
terme de lissage assurant la contrainte de la limite du gradient de disparite´. Une fois
la fonction de couˆt de´finie, il est alors possible de minimiser cette dernie`re a` l’aide de
techniques d’optimisation mathe´matique.
2.2.2.5/ TEXTURE ALE´ATOIRE
Les me´thodes locales e´tant base´es sur une corre´lation entre images, elles sont fortement
de´pendantes de la texture de l’objet. De`s que l’on souhaite obtenir une bonne pre´cision, il
est ne´cessaire que l’objet nume´rise´ soit suffisamment texture´, ce qui est rarement le cas
concernant les pie`ces industrielles. Pour pallier ce proble`me, il est possible de projeter
une texture connue (aussi appele´e mouchetis) a` l’aide d’une source lumineuse sur l’objet
a` nume´riser. Le motif le plus connu et le plus utilise´ est le bruit de Perlin [42, 43]. Le bruit
de Perlin est une fonction de bruit base´e sur des gradients pseudo ale´atoires. Un gradient
pseudo ale´atoire est applique´ a` une grille de points re´gulie`re (figure 2.8). Les valeurs
des pixels sont ensuite obtenus par interpolation du produit scalaire des gradients des
sommets voisins du pixel concerne´ (les gradients sont les vecteurs rouges sur la fi-
gure 2.8), ainsi que des vecteurs reliant le pixel concerne´ aux sommets proches (en vert).
FIGURE 2.8 – Conception d’un bruit de Perlin en deux dimensions. La valeur de chaque
pixel est de´termine´e a` partir des gradients de chaque sommet voisin. L’image de droite
est le re´sultat obtenu par cette me´thode.
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Un autre avantage a` l’utilisation d’un bruit de Perlin re´side dans le fait que ce dernier
posse`de un ensemble de parame`tres controˆlables (la taille des taches, le nombre de
niveaux de gris, l’intensite´, ...). Ces diffe´rents parame`tres peuvent eˆtre ajuste´s selon les
pie`ces a` nume´riser afin de faciliter encore plus la mise en correspondance pour des
pie`ces difficiles.
2.2.2.6/ SYNTHE`SE
Bien que le proble`me de la mise en correspondance ste´re´oscopique ait e´te´ e´tudie´ depuis
de nombreuses anne´es, il n’en reste pas moins une proble´matique encore d’actualite´. De
nouvelles techniques continuent d’apparaıˆtre permettant un appariement des pixels de
plus en plus pre´cis et de plus en plus robuste. Scharstein et al. [44] pre´sentent une e´tude
e´valuant et comparant les diffe´rentes me´thodes de mise en correspondance dense. Si les
me´thodes de corre´lation denses sont ge´ne´ralement destine´es a` appairer chaque pixel de
l’image, il est tout de meˆme possible de controˆler la densite´ de points que l’on souhaite
obtenir en appairant moins de pixels (un pixel sur deux par exemple).
2.2.3/ TRIANGULATION DES POINTS
La triangulation est une technique utilise´e depuis l’antiquite´ permettant de de´terminer la
position d’un point dans l’espace. Une fois les points appaire´s entre les deux images,
l’e´tape suivante d’un scanner consiste a` trianguler les points pour obtenir la position
tridimensionnelle de chaque point Q en connaissant la position de deux autres points de
re´fe´rence q0 et q1 ainsi que les angles α et β (figure 2.9).
FIGURE 2.9 – Principe de la triangulation. Connaissant q0, q1, α et β, il est possible de
calculer la position du point Q.
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Dans le cas nous concernant, les points de re´fe´rence sont les pixels appaire´s q0 et q1 lors
de l’e´tape de mise en correspondance et les angles sont pris en compte dans les matrices
de projection Pc0 et Pc1. De plus, les distorsions sont e´galement prises en compte dans
l’e´tape de rectification. Conside´rons un point q0(u0, v0) dans le repe`re de l’image rectifie´e













Supposons que q1(u1, v1) soit le correspondant de q0(u0, v0) et la projection du point













Etant donne´ qu’il s’agit du meˆme point Q, on peut alors e´crire le syste`me suivant en
de´veloppant les e´quations (2.16) et (2.17) (pour simplifier les notations on notera Pc0 et
Pc1, respectivement P et P′ dans cette partie) :

u0 = P11X + P12Y + P13Z + P14
v0 = P21X + P22Y + P23Z + P24
1 = P31X + P32Y + P33Z + P34






















qui peut e´galement se mettre sous la forme suivante :
(P11 − u0P31)X + (P12 − u0P32)Y + (P13 − u0P33)Z + (P14 − u0P34) = 0
(P21 − v0P31)X + (P22 − v0P32)Y + (P23 − v0P33)Z + (P24 − v0P34) = 0
(P′11 − u1P′31)X + (P′12 − u1P′32)Y + (P′13 − u1P′33)Z + (P′14 − u1P′34) = 0
(P′21 − v1P′31)X + (P′22 − v1P′32)Y + (P′23 − v1P′33)Z + (P′24 − v1P′34) = 0
(2.19)
Les matrices de projection P et P′ e´tant connues graˆce a` l’e´tape de calibrage et u0,
v0, u1, v1 graˆce a` l’e´tape de mise en correspondance, il est alors possible de re´soudre
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ce syste`me par la me´thode des moindres carre´s. Ainsi, on obtient X,Y,Z et donc la
position du point Q dans l’espace a` partir des donne´es de calibration et de la mise en
correspondance des points.
2.3/ EXTRACTION D’INFORMATIONS COMPLE´MENTAIRES
Dans la chaine 3D classique, l’e´tape suivant l’acquisition est l’e´tape d’extraction d’infor-
mations comple´mentaires aux points 3D. En effet, malgre´ l’e´volution des technologies,
la plupart du temps les scanners 3D se retrouvent limite´s en re´solution a` cause des
came´ras. Dans l’optique d’obtenir toujours plus d’informations, de nombreuses me´thodes
permettant d’extraire des informations comple´mentaires aux points 3D ont fait leur ap-
parition au cours des dernie`res anne´es. Les informations comple´mentaires les plus
fre´quemment calcule´es sont les normales a` la surface et la courbure. Ces diffe´rentes
informations permettent d’obtenir une plus grande pre´cision sur le mode`le 3D sans pour
autant qu’il soit ne´cessaire d’ajouter des points. De plus, ces attributs sont de plus en plus
fre´quemment utilise´s par les diffe´rents algorithmes permettant de simplifier les donne´es.
2.3.1/ NORMALE A` LA SURFACE
La normale a` la surface de´crit l’orientation locale de la surface. Il s’agit probablement
de l’information comple´mentaire la plus importante et la plus utilise´e, a` tel point que
de´sormais de plus en plus de fabricants de scanner 3D fournissent cette information
dans le fichier de sortie du scanner. De ce fait, un grand nombre d’algorithmes de
de´bruitage [45] ou de reconstruction de surface [46, 47] ne´cessitent en tous points un
vecteur unitaire normal a` la surface e´chantillonne´e pour fonctionner. Il existe diffe´rentes
approches permettant de calculer les normales a` la surface, soit directement sur le
nuage de points, apre`s avoir maille´ le nuage de points, ou encore directement depuis les
images fournies par le scanner.
2.3.1.1/ A PARTIR DU NUAGE DE POINTS
Hoppe et al. [48] pre´sentent l’une des me´thodes les plus connues et les plus utilise´es
pour estimer les normales a` la surface a` partir d’un nuage de points. Le principe de
cette me´thode consiste a` ajuster des plans locaux centre´s sur un point a` partir de
son voisinage. Conside´rons un point p du nuage de points dont on souhaite estimer la
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normale, et N(p) un ensemble de points voisins. Le voisinage N(p) peut eˆtre de´fini soit
en prenant les k plus proches voisins de p ou alors les points voisins contenus dans
une sphe`re de rayon r centre´e sur p. Si le voisinage de p est suffisamment petit et que
la surface est suppose´e localement lisse, il est possible de l’approximer par un plan. La
normale a` la surface peut alors eˆtre calcule´e comme le vecteur normal au plan s’ajustant
le mieux sur l’ensemble de points N(p).
L’ajustement de ce plan s’effectue par analyse en composantes principales (ACP). L’ACP
[49, 50] est une me´thode issue des statistiques permettant de calculer les axes qui
de´corre`lent le mieux les donne´es. Concre`tement, les axes se calculent comme e´tant
les vecteurs propres de la matrice de covariance de N(p). La normale est associe´e au
vecteur propre ayant la plus petite valeur propre. L’ACP fournit en plus une mesure de
dispersion des points le long de chaque axe via les valeurs propres de la matrice de
covariance, permettant ainsi d’e´valuer la plane´ite´ du voisinage N(p) et donc la fiabilite´
des normales calcule´es. Le proble`me majeur de cette approche re´side dans le choix du
voisinage. Si le voisinage est trop restreint, l’effet du bruit sur le nuage de points n’est
pas compense´ par la taille de la zone e´tudie´e et ne permet donc pas un ajustement
robuste du plan. A contrario, si ce dernier est trop grand, il permet effectivement de
re´duire l’effet du bruit mais il ne satisfait plus l’hypothe`se selon laquelle le voisinage est
assimilable a` un plan. Pour re´soudre ce proble`me, des me´thodes adaptatives ont e´te´
de´veloppe´es, permettant de choisir localement la taille du voisinage la plus approprie´e
[51]. Ces techniques sont cependant plus couˆteuses en temps de calcul.
Alexa et al. [52] pre´sentent e´galement une e´volution de ces techniques consistant a`
ponde´rer les points du voisinage N(p) de manie`re de´croissante en fonction de leur
distance a` p. Les points les plus e´loigne´s se voient ainsi attribuer une importance
moindre dans l’e´valuation du plan tangent a` N(p). Malgre´ tout, cette approche posse`de
un inconve´nient, elle favorise les points les plus proches sans tenir compte de leur
pertinence re´elle.
Les normales obtenues avec ces me´thodes souffrent d’un effet de lissage, induit par
l’ajustement des plans sur l’ensemble du voisinage. Ainsi, les normales de deux points
voisins ne peuvent pas eˆtre radicalement diffe´rentes e´tant donne´ qu’elles partagent un
voisinage commun important (les plans moyens seront donc proches). De ce fait, ces
techniques vont avoir tendance a` lisser les areˆtes saillantes. Berger et al. [53] pre´sentent
un e´tat de l’art des diffe´rentes me´thodes permettant de calculer les normales a` la surface
directement sur le nuage de points.
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2.3.1.2/ A PARTIR D’UN MAILLAGE
Un maillage 3D est la mode´lisation d’un objet dans un espace tridimensionnel, il est
forme´ d’un ensemble d’e´le´ments. Un maillage est compose´ de points (il s’agit des
points du nuage de points), d’areˆtes (c’est un segment qui relie deux points) et de
faces (c’est un polygone compose´ de plusieurs areˆtes). Dans la plupart des cas, les
faces sont triangulaires (figure 2.10) mais il existe e´galement d’autres repre´sentations
(quadrangles, etc). Dans le cas d’un maillage triangulaire, la surface du polygone est tre`s
souvent mode´lise´e par un plan, bien qu’il soit possible de la mode´liser par une surface
plus complexe comme des splines par exemple [54].
(a) Points (b) Areˆtes (c) Faces
FIGURE 2.10 – E´le´ments qui composent un maillage 3D.
Lors des e´tapes de post-traitement, la plupart des techniques existantes sont applique´es
sur des maillages plutoˆt que sur le nuage de points. En effet, un maillage posse`de une
information de voisinage ainsi qu’une repre´sentation surfacique a` l’aide des surfaces qui
le composent. De ce fait, on trouve de plus en plus de scanners commerciaux qui four-
nissent des donne´es maille´es a` la sortie de l’acquisition. Ces maillages e´tant tre`s souvent
irre´guliers (irre´gularite´ du voisinage), ils sont ge´ne´ralement remaille´s lors d’une e´tape
supple´mentaire. Roudet et al. [55] pre´sentent un e´tat de l’art des diffe´rentes me´thodes
de remaillage existantes pour des maillages triangulaires. A partir d’un maillage triangu-
laire re´gulier, il est e´galement possible de calculer la normale a` la surface. Chaque point
du nuage permet de mode´liser plusieurs triangles (plans). La normale a` ce point est alors
estime´e comme la moyenne des normales des plans voisins (plans forme´s par ce meˆme
point).
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2.3.1.3/ A PARTIR DES IMAGES
Ge´ne´ralement, les images fournies par le scanner sont utilise´es uniquement pour mettre
les points en correspondance et trianguler la position des points 3D correspondants. Ce-
pendant, certaines me´thodes permettant de calculer la surface a` la normale a` partir des
images sont apparues ces dernie`res anne´es. Song et al. [56] pre´sentent une me´thode
permettant d’extraire les normales a` partir des images en utilisant un syste`me projecteur-
came´ra a` lumie`re structure´e. Le principe de la me´thode de Song consiste a` e´tudier la
variation des tangentes locales a` chaque point. Pour ce faire, le projecteur illumine l’objet
avec une grille re´gulie`re compose´e de lignes et de points (les points e´tant l’intersection
des lignes). Les lignes vont alors se de´former en fonction de la forme 3D de l’objet. En
e´tudiant ces de´formations, capture´es par la came´ra, il est alors possible de remonter a` la
normale a` la surface uniquement a` partir des images et sans avoir a` calculer la position
des points 3D.
2.3.2/ COURBURE
La courbure est, au meˆme titre que la normale, une information comple´mentaire tre`s
utilise´e. Cette information permet de mesurer de manie`re quantitative si la surface est
plus ou moins courbe´e. Il existe diffe´rents types de courbures, cependant les deux types
de courbures les plus utilise´s sont les courbures gaussienne et moyenne. Le principe de
calcul est le meˆme pour ces deux types de courbure.
2.3.2.1/ DE´FINITION DE LA COURBURE
Conside´rons un plan tournant autour du vecteur normal a` un point M (figure 2.11). Ce
plan intersecte la surface en une multitude de courbes C. Pour chaque courbe est as-
socie´e sa courbure en M. Les valeurs minimales et maximales de ces courbes sont ap-
pele´es courbures principales et sont note´es respectivement γmin et γmax. Ce sont ces
valeurs qui sont utilise´es pour de´terminer les courbures gaussienne γg et moyenne γm,
de la fac¸on suivante :
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(a) De´finition (b) Re´sultats
FIGURE 2.11 – Courbure d’un objet 3D. a) Principe de mesure de la courbure. b) Cour-
bure moyenne obtenue sur un objet 3D.
2.3.2.2/ ME´THODES DE CALCUL
Il existe aujourd’hui de nombreuses me´thodes permettant d’estimer la courbure a`
partir d’un maillage triangulaire. Magid [57] et Gatzke [58] pre´sentent un e´tat de l’art
des diffe´rentes me´thodes permettant d’extraire une courbure pour chaque sommet du
maillage, ainsi qu’une comparaison de celles-ci. Les re´sultats qu’ils pre´sentent montrent
que selon le type de maillage e´tudie´, ce ne sont pas les meˆmes me´thodes qui sont
les plus efficaces. Les auteurs pre´sentent e´galement une classification des diffe´rentes
me´thodes en trois cate´gories : les me´thodes se basant sur une approximation par une
quadrique, les me´thodes utilisant les angles entre les triangles contenant le sommet et
enfin les me´thodes ou` l’on cherche a` calculer un tenseur de courbure.
Douros et al. [59] pre´sentent une me´thode permettant de calculer les courbures par une
approximation de quadrique. Une quadrique est une surface de l’espace euclidien de
dimension 3 ve´rifiant une e´quation carte´sienne de degre´ 2 :
Ax2 + By2 +Cz2 + 2Dyz + 2Exz + 2Fxy +Gx + Hy + Iz + J = 0. (2.22)
Le principe de la me´thode consiste a` estimer une quadrique locale sur le voisinage du
point conside´re´ par minimisation. Une fois la quadrique estime´e, il est alors possible de
de´duire les informations de la courbure gaussienne et moyenne de l’e´quation implicite
de la quadrique.
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Dong et al. [60] pre´sentent, quant a` eux, une me´thode ou` la courbure est calcule´e en
e´tudiant les normales des triangles adjacents a` chaque sommet. Pour un point P du
maillage, il est possible de calculer les courbures discre`tes graˆce a` l’e´quation suivante :
kn(t) =
< Pi − P,Ni − N >
‖Pi − P‖2 , (2.23)
ou` Pi, associe´ a` sa normale a` la surface Ni correspond a` un point appartenant au
voisinage de P, ayant pour normale N. t repre´sente la projection du vecteur (Pi, P) sur le
plan tangent a` P. Il est ainsi possible de calculer une approximation de la courbure dans
une direction. Les courbures principales sont ensuite obtenues a` partir des courbures
approxime´es pour chaque voisin.
Enfin, Gabriel Taubin [61] propose d’estimer le tenseur de courbure puis d’en extraire
les courbures et les directions principales. Les directions principales et les courbures
principales sont calcule´es en calculant les vecteurs et valeurs propres d’une matrice de
syme´trie, de´finie par des formules inte´grales, qui est tre`s proche de la repre´sentation
matricielle du tenseur de courbure.
Il existe de nombreuses autres me´thodes dont le principe consiste a` estimer la courbure
depuis un maillage. Cependant, aucune approche n’est efficace sur tous les types de
maillage : chaque me´thode est plus ou moins adapte´e a` un type particulier. Bien que
la courbure soit ge´ne´ralement estime´e sur le maillage, on retrouve aujourd’hui plusieurs
approches diffe´rentes permettant de calculer la courbure directement depuis le nuage de
points. Parmi ces me´thodes, citons entre autre la me´thode pre´sente´e par Lange et al.
[62]. Les auteurs estiment des courbures directionnelles a` partir du voisinage d’un point,
puis se servent de ces informations pour calculer les directions et courbures principales.
Berkmann et al. [63] proposent e´galement une approche dans laquelle ils calculent la
matrice de covariance des vecteurs normaux pour approximer un ope´rateur de surface
et ainsi obtenir la courbure a` la surface.
2.3.3/ SEGMENTATION 3D
Bien que la segmentation 3D ne soit pas une information comple´mentaire aux points
3D, contrairement a` la normale a` la surface et a` la courbure, elle n’en reste pas moins
une information importante pour de tre`s nombreuses applications, comme l’identification
de primitives par exemple. La segmentation consiste a` identifier et se´parer des parties
qui posse`dent des caracte´ristiques communes, en utilisant un crite`re de segmentation
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comme la courbure ou les normales a` la surface par exemple. Bien que la segmentation
de maillage soit une the´matique assez re´cente, il existe de´ja` e´norme´ment de me´thodes
de segmentation, dont les plus connues sont les me´thodes de segmentation en patchs
surfaciques. La segmentation en patchs surfaciques consiste a` cre´er des petites re´gions,
appele´s patchs, qui peuvent obe´ir a` certaines proprie´te´s ge´ome´triques telles que la
plane´ite´, la convexite´, la taille ou bien qui sont de´limite´es par des frontie`res de forte
courbure.
2.3.3.1/ CROISSANCE DE RE´GION
Les me´thodes par croissance de re´gion sont les me´thodes les plus intuitives pour seg-
menter un maillage ou un nuage de points. Le principe est le meˆme que dans le cas d’une
croissance de re´gion 2D : un point est pris ale´atoirement pour initialiser la zone, puis tous
les e´le´ments voisins compatibles (qui re´pondent a` un crite`re fixe´) sont ajoute´s a` cette
zone. Le crite`re utilise´ pour stopper la croissance varie selon les diffe´rents algorithmes
utilise´s. Par exemple, Zhang et al. [64] utilisent la courbure gaussienne comme crite`re
d’arreˆt.
2.3.3.2/ LIGNE DE PARTAGE DES EAUX
Une autre me´thode, bien connue en traitement d’image, est la ligne de partage des eaux.
Le maillage est conside´re´ comme un relief ou` chaque point est positionne´ a` une certaine
hauteur. Ce relief est ensuite plonge´ progressivement dans de  l’eau  et des inonda-
tions sont simule´es au niveau des minima formant ainsi des bassins d’eau. Lorsque deux
bassins se rencontrent, une ligne de partage des eaux est cre´e´e. Mangan et al. [65] pro-
posent deux strate´gies pour segmenter un maillage en utilisant la ligne de partage de
eaux, une approche ascendante et une approche descendante. L’approche ascendante
consiste a` inonder les minima jusqu’a` ce que les bassins voisins se rencontrent alors que
l’approche descendante consiste a` faire ruisseler une goutte d’eau le long de la pente
la plus forte pour atteindre un minimum. Le nombre de re´gions obtenues par les deux
me´thodes pre´ce´dentes de´pend fortement du nombre de graines pour la croissance de
re´gion et des minima pour la ligne de partage des eaux. En cas de sur-segmentation, il
est toujours possible d’utiliser des proce´de´s de fusion afin de regrouper plusieurs re´gions.
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2.3.3.3/ PARTITIONNEMENT DE GRAPHES
La segmentation de maillage s’approche des me´thodes de partitionnement de graphes
planaires. Il existe de nombreux outils de partitionnement de graphe, dont l’analyse spec-
trale, et leur application a` des maillages permet d’obtenir des re´sultats inte´ressants. Liu
et al. [66] pre´sentent une approche dans laquelle ils segmentent un maillage 3D a` partir
d’un partitionnement de l’espace spectral.
2.3.3.4/ SPHE`RE GAUSSIENNE
Yu et al. [67] proposent une me´thode qui repose sur l’e´tude de la sphe`re de Gauss, qui est
une repre´sentation particulie`re base´e sur les normales a` la surface, suppose´es unitaires.
La repre´sentation de la sphe`re de Gauss consiste a` placer les normales a` la surface au
centre d’une sphe`re de rayon unite´. L’e´tude de la trace laisse´e par les normales sur la
sphe`re de Gauss permet de de´duire la nature de la surface (figure 2.12). Pour segmenter
les donne´es a` partir de la sphe`re de Gauss, les auteurs proposent d’isoler les diffe´rentes
traces pre´sentes sur la sphe`re a` l’aide d’un algorithme de clustering de type Mean-Shift.
Il existe bien d’autres me´thodes permettant de segmenter un maillage. Delest et al. [68]
proposent un e´tat de l’art assez fourni sur les diffe´rentes me´thodes de segmentation.
FIGURE 2.12 – Image gaussienne (b) du nuage de points pre´sente´ en (a). Extrait de [67].
2.3.4/ SYNTHE`SE
A cause de la limitation physique des scanners commerciaux (re´solution des came´ras
principalement) et afin d’obtenir un mode`le 3D toujours plus proche de l’original, les
me´thodes d’extraction d’informations comple´mentaires n’ont pas cesse´ de croıˆtre ces
dernie`res anne´es. Les diffe´rentes me´thodes pre´sente´es dans cette partie ne sont que
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quelques unes de la liste exhaustive des principales me´thodes d’extraction d’informa-
tions. Il existe encore d’autres attributs qui peuvent eˆtre extraits sur le nuage de points ou
le maillage, mais ils sont nettement moins utilise´s que la normale et la courbure et c’est
pourquoi il n’en est pas fait mention ici.
2.4/ SIMPLIFICATION DES DONNE´ES
Comme cela a de´ja` e´te´ indique´ dans l’introduction, les technologies ne cessent d’e´voluer
et permettent d’obtenir de plus en plus de donne´es avec une pre´cision toujours plus
grande. Si a` premie`re vue une telle quantite´ d’informations peut sembler eˆtre une bonne
chose, dans certaines applications industrielles, elle s’ave`re redondante et augmente
conside´rablement le temps de traitement et d’analyse des donne´es. C’est pourquoi, dans
la chaine classique, il y a tre`s souvent une phase de simplification qui permet de re´duire la
taille des donne´es. Malgre´ tout, afin de conserver suffisamment d’informations sur l’objet,
certaines me´thodes de simplification vont chercher a` pre´server les areˆtes et les points
caracte´ristiques.
2.4.1/ SIMPLIFICATION D’UN NUAGE DE POINTS
Bien que la simplification des donne´es tridimensionnelles se fasse ge´ne´ralement sur un
maillage, on trouve aussi de nombreuses approches permettant de le faire directement
depuis le nuage de points. Simplifier les donne´es directement depuis le nuage de points
permet d’e´viter une e´tape de maillage voir de remaillage et permet ainsi d’acce´le´rer le
processus de la chaine. On trouve de nombreux travaux dans l’e´tat de l’art permettant de
simplifier un nuage de points. Ces diffe´rentes approches peuvent eˆtre classe´es en trois
cate´gories : les me´thodes de clustering, les me´thodes coarse-to-fine et les me´thodes
ite´ratives.
2.4.1.1/ ME´THODES DE CLUSTERING
Les me´thodes de clustering consistent a` subdiviser le nuage de points en plusieurs
patchs surfaciques (sous-ensemble de points) pour ensuite les remplacer par leur point
repre´sentatif, comme le centroı¨de du patch par exemple. Pauly et al. [69] proposent deux
strate´gies diffe´rentes pour la construction des patchs surfaciques. La premie`re strate´gie
utilise un algorithme de croissance de re´gion. La me´thode est classique, a` un point P
est associe´ un cluster C0 qui va croıˆtre jusqu’a` atteindre une certaine taille, ou que le
crite`re d’arreˆt soit atteint. La deuxie`me strate´gie de construction des patchs utilise un
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partitionnement binaire de l’espace. Le nombre et la taille des patchs sont controˆle´s en
utilisant l’attribut de courbure. Les me´thodes de clustering sont ge´ne´ralement rapides
mais produisent des nuages de points avec une erreur quadratique importante.
2.4.1.2/ ME´THODES COARSE-TO-FINE
Les me´thodes coarse-to-fine permettent d’extraire ale´atoirement un sous-ensemble
de points du nuage original, puis de faire appel a` un diagramme de Voronoi 3D pour
de´finir une fonction de distance. Par la suite, cette fonction de distance va eˆtre utilise´e
pour raffiner le nuage de points jusqu’a` atteindre l’erreur tole´re´e requise par l’utilisateur.
Moening et al. [70] pre´sentent une approche utilisant ce principe. Dans cette approche,
les auteurs raffinent le sous-ensemble de points en ajoutant les points qui se trouvent
a` une certaine distance de´finie par une fonction ge´ode´sique base´e sur le diagramme
de Voronoi calcule´ sur le nuage original. Cette me´thode permet de controˆler la densite´
du nuage de points final de telle sorte que les zones planes soient caracte´rise´es par
une densite´ de points plus faible que dans les zones de fortes courbures. Malgre´
tout, les re´sultats de ces approches sont fortement de´pendants de la distribution du
sous-ensemble, choisi ale´atoirement.
2.4.1.3/ ME´THODES ITE´RATIVES
Enfin, les algorithmes qui composent la troisie`me cate´gorie, les me´thodes ite´ratives,
cherchent a` re´duire de manie`re ite´rative le nombre de points du nuage, a` l’aide d’un
ope´rateur de de´cimation. A chaque point est associe´ un poids qui quantifie son impor-
tance dans son voisinage. Ces algorithmes recherchent le point ayant le poids le plus
faible dans un voisinage afin de le supprimer. Le voisinage est alors remis a` jour ainsi
que le poids attribue´ a` chaque point. Song et al. [71] proposent une me´thode faisant ap-
pel a` ce principe, ou` l’importance d’un point est e´value´e en ve´rifiant si ses voisins directs
peuvent le repre´senter. Dans le cas positif, le point est juge´ non pertinent et se voit alors
supprime´. L’inte´reˆt des me´thodes ite´ratives, contrairement aux me´thodes pre´ce´dentes,
re´side dans la conservation des points vifs et des areˆtes. Cependant, l’inconve´nient ma-
jeur de ces algorithmes est qu’ils sont couˆteux en me´moire et en temps de calcul.
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2.4.2/ SIMPLIFICATION D’UN MAILLAGE
Aujourd’hui, les maillages triangulaires sont la repre´sentation surfacique la plus simple
et la plus utilise´e par les diffe´rents logiciels de visualisation 3D. Certains maillages, qui
peuvent eˆtre compose´s de milliards de sommets, sont tre`s lourds a` visualiser et ne sont
pas force´ment ne´cessaires. De ce fait, la recherche pour simplifier les maillages trian-
gulaires s’est intensifie´e ces dernie`re anne´es afin de re´duire le nombre de sommets
tout en essayant de conserver le maximum d’informations pertinentes comme les areˆtes
saillantes. Il existe de tre`s nombreuses techniques permettant de simplifier un maillage
triangulaire, voici les plus connues d’entre-elles.
2.4.2.1/ REGROUPEMENT DE SOMMETS
Les techniques de regroupements de sommets, pre´sente´es par Rossignac et al. [72],
cherchent a` regrouper les sommets en clusters, pour ensuite les remplacer par un unique
repre´sentant. Pour ce faire, dans un premier temps, chaque sommet du maillage se voit
attribue´ un poids selon un crite`re pre´de´fini (courbure, taille des faces, angle entre les tri-
angles, ...) afin de donner plus d’importance aux points situe´s sur des zones courbes, qui
seront donc conserve´s plus longtemps que les autres sommets. L’e´tape suivante consiste
a` partitionner le maillage en plusieurs cellules. Par la suite, tous les points appartenant a`
une cellule sont regroupe´s au sommet ayant le plus grand poids dans cette meˆme cellule.
Low et al. [73] pre´sentent des ame´liorations permettant d’adapter localement la taille des
cellules et ainsi obtenir de meilleurs re´sultats. Cette technique a` l’avantage d’eˆtre tre`s
rapide et permet de fortement simplifier le maillage. Ne´anmoins, la topologie du mode`le
original n’e´tant pas pre´serve´e, les re´sultats visuels sont moins satisfaisants que ceux ob-
tenus par d’autres me´thodes. En effet, les techniques ne pre´servant pas la topologie du
maillage ont tendance a` lisser les areˆtes, ce qui affecte la silhouette du mode`le.
2.4.2.2/ TECHNIQUE DE DE´CIMATION
Comme leur nom l’indique, les techniques de de´cimation cherchent a` supprimer des som-
mets dans le maillage, comme le pre´sentent Schroeder et al. [74]. Les trous ainsi cre´e´s
sont remaille´s en employant diverses me´thodes, ce qui permet de re´duire le nombre final
de faces tout en pre´servant au maximum la topologie du mode`le. L’algorithme proce`de
en plusieurs passes en choisissant a` chaque fois si un sommet peut eˆtre supprime´ selon
deux crite`res : le sommet sera enleve´ si sa suppression pre´serve la topologie du maillage,
et si la re-triangulation du trou qu’il cre´e donne des faces a` une distance du maillage origi-
nel infe´rieure a` un certain seuil. En ge´ome´trie, on utilise souvent la caracte´ristique d’Euler
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pour ve´rifier si une ope´ration change la topologie de la forme modifie´e. La caracte´ristique
d’Euler est un invariant nume´rique, un nombre qui de´crit un aspect d’une forme, qui est
commune´ment note´ par χ et qui dans le cas de maillage peut se mettre sous la forme
suivante :
χ = s − a + t, (2.24)
avec s le nombre de sommets, a le nombre d’areˆtes associe´s aux sommets, et t le
nombre de triangles. Si la caracte´ristique d’Euler ne change pas, on conside`re que
l’ope´ration ne modifie pas la topologie du maillage. Il existe trois grandes me´thodes
pour simplifier un maillage par de´cimation : la suppression de sommets, la contraction
d’areˆtes et la contraction partielle d’areˆtes (figure 2.13).
FIGURE 2.13 – Les trois diffe´rentes me´thodes de de´cimation.
La premie`re approche, la suppression de sommets, consiste a` supprimer un point et
a` re-trianguler le trou. S’il y a k triangles associe´s a` un point, il n’en restera plus que
k − 2 apre`s cette ope´ration (figure 2.13). Le nombre d’areˆtes sera quant a` lui de k − 3
et le nombre de sommets sera re´duit de 1. On constate alors qu’avec cette me´thode, la
caracte´ristique d’Euler est bien invariante. La seconde approche, la contraction d’areˆte
ou  edge collapse  en anglais, consiste a` prendre deux sommets voisins p et q et a`
contracter les areˆtes communes en un seul et nouveau sommet r. Il s’agit e´galement
d’une ope´ration d’Euler. La dernie`re approche (half-edge collapse en anglais) est un
de´rive´ de la me´thode pre´ce´dente ou` l’on va de´placer le sommet p sur le sommet q. De
plus, la qualite´ des mode`les simplifie´s peut eˆtre ame´liore´e en de´plac¸ant les sommets
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cre´e´s pour qu’ils ame´liorent l’aspect visuel final, comme le pre´sentent Garland et al. [75].
Ne´anmoins, d’une part le fait de pre´server la topologie du maillage empeˆche une tre`s
grande simplification et d’autre part, ces algorithmes sont tre`s couˆteux en charge de
calcul.
2.4.2.3/ SURFACES ENVELOPPANTES
La simplification par surfaces enveloppantes [76] est une approche de´rive´e des me´thodes
de de´cimation. Le principe de cette me´thode consiste a` de´finir deux surfaces qui vont
envelopper le maillage, puis de simplifier celui-ci a` l’aide d’une me´thode de de´cimation
en forc¸ant la de´viation ge´ome´trique induite par la simplification dans l’espace fixe´ par
les deux enveloppes. Les deux surfaces, l’une a` l’inte´rieur et l’autre a` l’exte´rieur de la
surface du mode`le, sont cre´e´es en de´plac¸ant la surface originelle d’un petit intervalle ε
le long des normales des sommets : +ε pour la surface externe et −ε pour la surface
interne. Le processus de simplification est le meˆme que la de´cimation de maillage : des
sommets sont supprime´s, mais les choix des sommets sont faits de fac¸on a` ce que le
maillage re´sultant reste toujours compris entre les deux enveloppes. Cette me´thode a
l’avantage de conserver la ge´ome´trie du maillage d’origine. Ne´anmoins, cette approche
est tre`s couˆteuse en temps de calcul et n’est pas force´ment robuste pour tous les types
de maillages.
2.4.2.4/ MAILLAGE PROGRESSIF
Hoppe et al. [77] pre´sentent une technique originale permettant de simplifier un maillage
en minimisant une fonction d’e´nergie. Le principe de cette approche consiste a` de´finir
une fonction d’e´nergie qui permet de mesurer la qualite´ de chaque re´duction du maillage.
A chaque ite´ration, le maillage va eˆtre re´duit par une contraction d’areˆte (technique de
de´cimation). L’areˆte qui sera supprime´e sera celle qui induit la plus grande erreur sur la
fonction d’e´nergie. Cette me´thode a` l’avantage de conserver la topologie de la surface et
donne de bons re´sultats (figure 2.14) mais c’est une me´thode tre`s lourde en temps de
calcul.
2.4.2.5/ AUTRES ME´THODES
Il existent encore d’autres me´thodes permettant de simplifier un maillage, comme les
me´thodes base´es sur une de´composition en ondelettes. Ne´anmoins, pour obtenir de
bons re´sultats avec une me´thode utilisant des ondelettes, le maillage doit eˆtre re´gulier
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FIGURE 2.14 – Simplification de maillage par la me´thode pre´sente´e par Hoppe [77].
ce qui implique d’ajouter une e´tape supple´mentaire de re-maillage a` la chaine 3D. Cer-
tains travaux sont apparus ces dernie`res anne´es ou` les auteurs pre´sentent une me´thode
base´e ondelette pour simplifier des maillages irre´guliers [78]. Cependant, la plupart
des travaux sur la simplification de maillage base´e ondelette continue de se faire a`
partir de maillage re´gulier ou semi-re´gulier. Dans une autre approche, base´e sur un
e´chantillonnage en disque de poisson, les auteurs cherchent a` pre´server au maximum les
areˆtes saillantes tout au long du processus [79]. Pour plus d’informations, Cignoni et al.
[80] pre´sentent une e´tude comparative des diffe´rentes me´thodes existantes permettant
de simplifier un maillage 3D.
2.4.3/ PRIMITIVES 3D
Bien que l’extraction des primitives ne soit pas directement une me´thode de simplifica-
tion, elle peut s’en rapprocher. En effet, la plupart des objets industriels peuvent eˆtre
mode´lise´s par des primitives ge´ome´triques (plan, sphe`re, cylindre, coˆne), ce qui per-
met de remplacer des donne´es par une forme ge´ome´trique simple permettant ainsi
de re´duire conside´rablement la taille des donne´es. Ces formes ge´ome´triques sont tre`s
utiles lorsque l’on souhaite obtenir un mode`le CAO d’une pie`ce manufacture´e, mais elles
servent e´galement a` bien d’autres applications comme la segmentation par exemple. Les
primitives peuvent e´galement eˆtre utilise´es comme une information supple´mentaire aux
points 3D. Ces dernie`res anne´es, de plus en plus de me´thodes sont apparues permet-
tant d’extraire des primitives a` partir d’un nuage de points ou d’un maillage. Si certains
algorithmes vont extraire des primitives a` partir du nuage de points complet, la plupart
des approches pre´fe`rent d’abord passer par une e´tape de segmentation pre´alable.
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2.4.3.1/ RANSAC
L’algorithme du Ransac (RANdom SAmple Consensus), initialement propose´ par Fischler
[81], est une me´thode stochastique permettant de calculer un mode`le correspondant aux
donne´es observe´es. Le plus gros inte´reˆt de cette approche re´side dans sa robustesse
aux points aberrants, qui sont le plus gros proble`me des me´thodes de mode´lisation
au sens des moindres carre´s. Le Ransac permet d’identifier un mode`le correspondant
aux seules donne´es pertinentes, sans tenir compte des donne´es aberrantes, sous l’hy-
pothe`se que les donne´es pertinentes soient suffisamment nombreuses. Ge´ne´ralement,
ce type d’algorithme est utilise´ sans segmentation pre´alable, dans les cas ou` l’objectif
consiste a` chercher un mode`le dans l’ensemble du nuage de points.
On suppose qu’un mode`le peut eˆtre construit a` partir d’un ensemble de plusieurs
donne´es. Par exemple, Beder et al. [82] expliquent comment construire un cylindre a`
partir de 5 points, bien qu’il soit plus simple de le construire a` partir de 6 ou 7 points.
Le Ransac est un algorithme ite´ratif qui va, a` chaque ite´ration, construire un candidat
de k donne´es choisies ale´atoirement parmi l’ensemble des donne´es. La pertinence de
chaque candidat est e´value´e a` l’aide d’un score comptabilisant le nombre de donne´es
de´crivant correctement le mode`le parmi la totalite´ des donne´es. Ge´ne´ralement, le crite`re
permettant de de´finir si les donne´es sont  correctes  ou non est la distance euclidienne
entre un point et la forme du candidat. Si cette distance est infe´rieure a` un seuil ε
pre´de´fini, alors le point est conside´re´ comme un point de´crivant le mode`le. A l’issue des
N ite´rations de l’algorithme, seul le candidat ayant obtenu le meilleur score est conserve´.
Si le score maximal est supe´rieur a` un seuil t pre´de´fini, le candidat associe´ a` ce score
est valide´, sinon le candidat est rejete´ et on conside`re que la mode´lisation a e´choue´.
Ge´ne´ralement, lors des e´tapes de reconnaissance de primitives, on ne recherche pas
qu’une seule primitive. De ce fait, l’algorithme sera amene´ a` eˆtre re´pe´te´ plusieurs fois,
jusqu’a` ce qu’il e´choue (seuil t non atteint).
Le parame`tre le plus important lorsque l’on cherche a` identifier des primitives est le
nombre d’ite´rations N. Du fait que le proce´de´ est stochastique, plus N sera grand et plus
le test du Ransac sera robuste pour identifier la meilleure primitive. A titre d’exemple,
Schnabel et al. [83] montrent qu’il faut plus de 30 milliards de tentatives pour garantir a`
plus de 95% la de´tection d’un cylindre (cre´e´ avec k = 5 points) e´chantillonne´ par 10000
points au sein d’un nuage compose´ d’un million de points. Le nombre de points k, utilise´s
pour mode´liser la primitive, joue e´galement un roˆle essentiel car plus il sera grand et
plus il sera improbable de se´lectionner les points sur une meˆme primitive. C’est pour ces
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raisons, qu’en re`gle ge´ne´rale les algorithmes Ransac sont plutoˆt utilise´s pour identifier
des plans, qui ne sont construits qu’avec 3 points (k = 3). Bretar [84] propose d’ailleurs
un tirage des points base´ sur une similarite´ des normales a` la surface pour permettre la
ge´ne´ration de candidats plus pertinents.
2.4.3.2/ TRANFORME´E DE HOUGH
Paul Hough [85] propose une me´thode permettant la reconnaissance de lignes parmi des
donne´es 2D. Conside´rons qu’une droite est parame´tre´e par son angle vis-a`-vis de l’axe
des abscisses, l’ensemble des droites passant par un point correspond a` une sinusoı¨de
dans l’espace parame´trique des droites. Ainsi, un point de l’espace parame´trique ou` se
rencontrent plusieurs sinusoı¨des repre´sente une droite passant par plusieurs points (fi-
gure 2.15).
(a) Image d’origine
(b) Espace de Hough
FIGURE 2.15 – Principe de la transforme´e de Hough. A chaque point A,B et C correspond
une sinusoı¨de dans l’espace de Hough. Si les sinusoı¨des se croisent en un point, il existe
alors une droite qui passe par les trois points A,B et C dont l’orientation correspond a`
l’intersection des sinusoı¨des dans l’espace de Hough.
Cette approche peut eˆtre ge´ne´ralise´e pour permettre la de´tection de formes plus
complexes dans les images et dans les donne´es tridimensionnelles. Cependant, afin
d’identifier une forme plus complexe, il faudra explorer l’espace parame´trique autant de
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fois qu’il y a de parame`tres utilise´s pour de´finir la primitive. A titre d’exemple, dans le
cas d’un cylindre (k = 5) la recherche de celui-ci dans un nuage d’un million de points
ne´cessite 1014 ope´rations pour le calcul de la transforme´e de Hough et 1010 pour de´tecter
les intersections des sinusoı¨des. C’est pourquoi, tout comme l’algorithme Ransac, la
transforme´e de Hough est plutoˆt utilise´e pour identifier les plans pre´sents dans les
donne´es 3D.
Tahir Rabbani [86] pre´sente des travaux particulie`rement inte´ressants dans lesquels il
propose une me´thode permettant de de´tecter les cylindres dans un nuage de point en
se´parant le traitement des parame`tres de´finissant le cylindre. Au lieu de calculer une
transforme´e en 5 dimensions, les auteurs proce`dent en deux temps en calculant une
transforme´e en 2 dimensions puis en 3 dimensions. La premie`re e´tape consiste a` esti-
mer l’axe du cylindre (2 parame`tres) en utilisant la transforme´e de Hough sur la sphe`re
gaussienne. La deuxie`me partie consiste a` calculer le rayon et la position du cylindre (3
parame`tres) en projetant les points du nuage dont la normale est approximativement or-
thogonale a` l’axe, sur un plan perpendiculaire a` ce meˆme l’axe. Les points ainsi projete´s
de´crivent alors un cercle, dont il est possible d’extraire la position et le rayon du cylindre.
2.4.3.3/ ME´THODE DE BENKO˜ et al.
Les diffe´rentes me´thodes que nous venons de voir ne ne´cessitent pas de segmenta-
tion pre´alable pour extraire des primitives. De ce fait, ces me´thodes peuvent eˆtre parti-
culie`rement couˆteuses en temps de calcul, a` l’image de l’algorithme du Ransac. Benko˜ et
al. [87] pre´sentent une me´thode permettant d’extraire des primitives a` partir d’un maillage
en vue d’une mode´lisation CAO par la suite. Pour ce faire, les auteurs ont choisi de
segmenter les diffe´rents objets qui composent la sce`ne, puis de les soumettre chacun
leur tour a` des tests afin de de´terminer par quel type de primitives ceux-ci peuvent eˆtre
mode´lise´s. Ainsi, la premie`re e´tape de la me´thode de Benko˜ consiste a` segmenter les
diffe´rents objets en supprimant les triangles qui composent les areˆtes saillantes et les
conge´s (de´tecte´s a` l’aide de l’attribut de la courbure). Les auteurs proposent ensuite de
soumettre chaque objet segmente´ a` une se´rie de tests successifs pour de´terminer a` quel
type de primitive ils appartiennent. Voici les grandes lignes de l’algorithme :
• Test de plane´ite´ (plan, sphe`re).
• Test sur la direction de translation (cylindre, forme libre).
• Test s’il s’agit d’un coˆne (coˆne).
• Test sur l’axe de rotation (tore, forme libre).
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Les auteurs donnent de plus amples de´tails sur les diffe´rents tests mis en place dans
[87]. Le proble`me de cette approche est le nombre de tests effectue´s pour chaque objet,
et de ce fait le nombre de seuils diffe´rents qui interviennent a` chaque fois. Une fois les pri-
mitives identifie´es, les auteurs construisent la topologie des objets en utilisant un graphe
d’adjacence et d’intersections pour obtenir un mode`le CAO, qu’ils comple`tent avec des
conge´s entre les diffe´rentes formes en se basant sur la topologie. Cependant, cette ap-
proche effectue de nombreux tests, et de ce fait, utilise un nombre important de seuils,
ce qui peut s’ave´rer contraignant dans certains cas.
2.4.3.4/ ME´THODE DE SUNIL et al.
La me´thode pre´sente´e par Sunil et al. [88] est assez similaire a` celle de Benko˜ [87] :
l’ide´e est de segmenter les diffe´rents objets qui composent la sce`ne puis d’attribuer un
type de surface a` chaque objet en vue d’une mode´lisation CAO. La diffe´rence entre les
deux me´thodes se fait tout d’abord au niveau de la segmentation. Sunil propose dans un
premier temps de nettoyer le maillage pour obtenir un maillage uni-manifold (c’est a` dire
un maillage respectant certaines proprie´te´s). La segmentation des diffe´rents objets se
fait ensuite en fonction des areˆtes spe´cifiques (de´termine´es graˆce au fait que le maillage
soit uni-manifold).
L’ide´e pre´sente´e par les auteurs [88] consiste a` de´finir diffe´rents tests pour chaque objet
afin d’identifier la primitive pouvant mode´liser celui-ci. Dans le cas du plan par exemple,
les normales a` la surface sont toutes oriente´es dans la meˆme direction. De ce fait, les
auteurs proposent de de´terminer les plans en utilisant une croissance de re´gion avec
comme crite`re d’arreˆt l’angle entre deux normales voisines (tant que l’e´cart angulaire
respecte une certaine tole´rance, la zone continue de croıˆtre). La mode´lisation du cylindre
se fait ici de la meˆme fac¸on que pour l’approche de Yu et al. [67], qui est base´e sur
l’utilisation de la sphe`re gaussienne. Les autres surfaces sont quant a` elles identifie´es
a` partir de la structure et la connectivite´ du maillage. L’identification du type de surface
suit le principe suivant : en CAO, une surface peut eˆtre repre´sente´e par une densite´ de
triangles plus ou moins faible en fonction de la nature de la surface. Dans un maillage uni-
manifold, la structure et la connectivite´ de chaque surface sont particulie`res et peuvent
eˆtre utilise´es pour diffe´rencier le type de surface. L’inconve´nient de cette approche re´side
dans la difficulte´ d’obtenir un maillage manifold, notamment sur des pie`ces industrielles
ou` le maillage aura fre´quemment des parties  ouvertes .
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2.4.3.5/ ME´THODE DE BE´NIE`RE
Plus re´cemment, Roseline Be´nie`re [89] a propose´ une approche similaire a` celles de
Benko˜ et Sunil pour extraire des primitives. Le principe peut se re´sumer en trois points :
• De´finir la forme locale de chaque sommet en utilisant l’attribut de courbure.
• Extraire des zones (plusieurs sommets) correspondant a` un meˆme type de primitive.
• Estimer les parame`tres des primitives pour les mode´liser.
Dans ces travaux, les auteurs conside`rent que les primitives ge´ome´triques peuvent eˆtre
caracte´rise´es par la courbure. Comme l’illustre la figure 2.16, chaque type de primitive
posse`de des proprie´te´s spe´cifiques que les auteurs utilisent pour caracte´riser chaque
sommet et identifier leur appartenance a` un type de primitive.
FIGURE 2.16 – Proprie´te´s de courbure de diffe´rentes primitives simples. Les fle`ches
correspondent aux directions principales. Extrait de [89].
L’e´tape suivante consiste a` extraire des zones de points ayant des caracte´ristiques com-
munes en s’appuyant sur l’e´tape pre´ce´dente. En e´tudiant le voisinage de chaque point,
il est possible de faire croıˆtre une zone si les primitives associe´es aux sommets voisins
sont similaires. Le crite`re d’appartenance a` la zone est diffe´rent pour chaque type de
primitive. Enfin, une fois les zones de points extraites, il ne reste plus qu’a` mode´liser la
primitive. Pour cela, Be´nie`re utilise deux approches : par moyenne des valeurs de cour-
bure et par re´gression sur le nuage de points. Cependant, comme mentionne´ par les
auteurs, la discre´tisation influence beaucoup la qualite´ des re´sultats. Si l’on veut obte-
nir de meilleurs re´sultats, ce genre d’approche ne´cessite une e´tape de re-maillage au
pre´alable.
2.4.3.6/ SYNTHE`SE
Les diffe´rentes me´thodes pre´sente´es ci-dessus permettent toute d’extraire des primi-
tives, soit directement depuis le nuage de points, soit depuis le maillage. Les techniques
base´es sur le nuage de points ont tendance a` eˆtre assez couˆteuses en temps de
calcul, ce qui les rend assez contraignantes au niveau de leur utilisation. Re´cemment,
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Yu [67] a pre´sente´ une me´thode originale permettant d’obtenir une segmentation et
une identification des primitives directement depuis le nuage de points a` partir de la
sphe`re gaussienne. Cependant, cette approche ne permet d’identifier que les plans,
les cylindres, les formes ellipsoı¨dales et les formes coniques. Les me´thodes base´es
sur le maillage, quant a` elles, sont plus rapides et plus robustes mais elles ne´cessitent
d’avantage d’informations pour fonctionner correctement (courbure locale, maillage
re´gulier, etc.).
Que ce soit sur le nuage de points, sur le maillage ou par mode´lisation de primitives, la
simplification des donne´es est une the´matique qui a e´te´ et qui est toujours tre`s e´tudie´e.
Ceci met bien en avant le besoin de re´duire la taille des donne´es tout en pre´servant le
maximum d’informations. Ce qui ame`ne la question que l’on se pose dans ce document :
pourquoi chercher a` calculer un nuage tre`s dense lors de l’acquisition si les donne´es sont
destine´es a` eˆtre simplifie´es par la suite ?
3EXTRACTION D’INFORMATIONS DEPUIS
LES IMAGES
Dans ce me´moire nous cherchons a` de´velopper un syste`me de nume´risation dynamique
permettant d’adapter l’acquisition a` la forme de l’objet, en scannant grossie`rement la
pie`ce a` nume´riser puis en raffinant les zones juge´es importantes par la suite (on appelle
ce type de nume´risation :  coarse to fine ). L’inte´reˆt de cette approche est de simplifier
les donne´es finales tout en e´vitant de passer par la chaine 3D classique (figure 3.1),
que nous venons de de´crire e´tape par e´tape dans la partie pre´ce´dente. Ce travail peut
se de´composer en deux parties : la premie`re partie consiste a` extraire un maximum
d’informations comple´mentaires aux points 3D a` partir des images fournies par le
scanner, et la seconde partie consiste a` utiliser ces informations pour juger quelles sont
les parties pertinentes et ainsi raffiner l’acquisition en utilisant les images du scanner 3D.
FIGURE 3.1 – La chaine 3D classique : de l’acquisition a` la mode´lisation.
Dans ce chapitre, nous traitons la premie`re partie de ce travail, a` savoir l’extraction
d’informations comple´mentaires a` partir des images fournies par le scanner 3D dde
la socie´te´ Noomeo. Ce scanner (figure 3.2-a) fonctionne sur le principe d’un syste`me
de ste´re´ovision, comme pre´sente´ dans l’e´tat de l’art, en s’aidant d’une projection de
lumie`re structure´e (figure 3.2-b) pour appairer les points entres les deux images. Les
caracte´ristiques techniques du scanner sont les suivantes :
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• Nombre de points : 10.000 a` 500.000 par acquisition.
• Champ de vue : 150 × 165mm.
• Re´solution spatiale : 300µm
• Pre´cision : ±100µm.
• Taille de l’objet : de 10cm3 a` 1, 2m3.
• Re´solution des came´ras : 1024 × 728.
Si l’extraction d’informations tridimensionnelles a de´ja` e´te´ tre`s e´tudie´e sur le nuage de
points et les maillages, elle l’est beaucoup moins sur les images. L’objectif du syste`me
e´tant d’adapter l’acquisition a` l’objet, tout doit se faire en utilisant au maximum les
informations du scanner (images, parame`tres de calibration, ...) et donc en utilisant au
minimum les informations 3D.
(a) Scanner utilise´ (b) Lumie`re projete´e
FIGURE 3.2 – Scanner de la socie´te´ Noomeo.
La question qui se pose est donc la suivante : quelles informations peut-on extraire a`
partir des images et des donne´es de calibration fournies par le scanner ? Nous avons vu
qu’il existe de´ja` des me´thodes pour calculer les normales a` la surface a` partir des images
et des parame`tres de calibration. Nous avons e´galement vu que la segmentation et l’ex-
traction de primitives e´tait une e´tape importante dans la grande majorite´ des me´thodes
de simplification. Dans notre cas nous ne cherchions pas a` simplifier les donne´es, mais
plutoˆt a` adapter l’acquisition par un proce´de´ de  coarse to fine . Pour cela, il est possible
de calculer des informations comple´mentaires aux points 3D depuis les images : les nor-
males 3D a` la surface, les discontinuite´s et les primitives ge´ome´triques (plans, sphe`re,
cylindre et coˆne).
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3.1/ CALCUL DES NORMALES
Comme mentionne´ dans l’e´tat de l’art, il existe de´ja` des approches permettant de calculer
les normales a` la surface a` partir d’images. La me´thode la plus re´cente, et qui semble
donner les meilleurs re´sultats, est la me´thode propose´e par Song et al. [56] qui utilise un
syste`me projecteur-came´ra avec projection de lumie`re structure´e.
3.1.1/ ADAPTATION DE LA ME´THODE DE SONG
La me´thode [56] pre´sente´e par les auteurs permet d’obtenir la normale a` partir de la
projection d’une grille re´gulie`re, qui n’est autre que le motif de lumie`re structure´e, sur
l’objet a` nume´riser. L’objectif de cette partie consiste a` adapter la me´thode pre´sente´e par
Song a` notre syste`me de nume´risation.
La figure 3.3 illustre le principe de cette approche. Prenons un point de la grille du
projecteur Ap. La projection de ce point sur la surface d’un objet 3D forme un point A. La
capture du point A par la came´ra nous donne un point Ac dans l’image came´ra. Notons
e´galement les tangentes aux lignes de la grille au point Ap ; tpx et tpy, et les tangentes
correspondant aux lignes de la grille au point Ac (came´ra) ; tcx et tcy. Notons e´galement
le plan d’e´clairage du projecteur Π(Ap, tpx) forme´ par la tangente tpx et le point Ap (ainsi
que le centre de projection du projecteur Op). Ce plan de lumie`re est re´fle´chi par la
surface de l’objet au point A et devient le plan de projection Π(Ac, tcx) pour le plan image.
L’intersection des deux plans Π(Ap, tpx) et Π(Ac, tcx) de´finit en re´alite´ une tangente tx a` la
surface de l’objet au point A. Ap et tpx sont tout deux connus car ils font partie du motif
projete´, de meˆme que Ac et tcx qui sont observables a` partir de l’image. Connaissant
toutes les donne´es, il est alors possible de reconstruire les deux plans Π(Ap, tpx) et
Π(Ac, tcx). On peut alors facilement de´terminer leur intersection tx.
De la meˆme fac¸on, il est possible de de´terminer une autre tangente ty au point A a` partir
de deux autres plans Π(Ap, tpy) et Π(Ac, tcy) qui sont tous deux connus (a` partir du mode`le
projete´ et de son observation dans l’image). En d’autres termes, la me´thode propose´e par
les auteurs de [56], permet de de´terminer l’orientation de la surface n(x, y) de la surface de
l’objet associe´ au point 3D A, en prenant une image de la surface de l’objet e´claire´ par un
mode`le approprie´. Les tangentes 3D tx, ty peuvent eˆtre de´termine´es a` partir des donne´es
extraites de la came´ra et du projecteur, et la normale a` la surface est tout simplement
donne´e par la relation suivante :
n(x, y) = tx × ty. (3.1)
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FIGURE 3.3 – La ge´ome´trie permettant de de´terminer l’orientation de la surface a` un
point de la grille a` partir des lignes de cette grille.
L’inte´reˆt majeur de cette technique repose sur la possibilite´ d’extraire l’orientation de
la surface en utilisant uniquement les images et les parame`tres de calibration, ce qui
permet de fortement re´duire le temps de calcul (les donne´es 2D sont plus simples a`
traiter que les donne´es 3D et l’information de voisinage est fournie par l’image).
Dans le cas nous concernant, nous n’utilisons pas un syste`me projecteur-came´ra mais
un syste`me de ste´re´o-vision. La me´thode de mise en correspondance utilise´e est une
me´thode locale par propagation de germe. Ce que nous proposons ici est d’adapter la
me´thode de Song, pre´vue a` la base pour une grille re´gulie`re, au syste`me de´veloppe´.
Nous avons vu dans l’e´tat de l’art sur la mise en correspondance que les me´thodes lo-
cales par propagation de germes pouvaient suivre deux diffe´rentes fac¸ons de faire : l’ap-
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proche simultane´e et l’approche se´quentielle. L’approche se´quentielle ne nous inte´resse
pas car elle se base sur les points d’inte´reˆts pre´sents dans l’image. A contrario l’approche
simultane´e consiste a` propager un ensemble de germes. En choisissant ces germes de
manie`re re´gulie`re, il est possible de ge´ne´rer une grille de germes et ainsi revenir au cas
pre´sente´ par Song, en assimilant la came´ra de re´fe´rence du scanner 3D au projecteur
utilise´ dans sa me´thode (figure 3.4).
(a) Me´thode de Song (b) Approche utilise´e
FIGURE 3.4 – Adaptation de la me´thode de Song [56] au scanner utilise´. a) Grille utilise´e
dans la me´thode pre´sente´e par Song. b) Grille de germes (en vert) utilise´e pour adapter
la me´thode de Song.
Dans cette approche, la surface est suppose´e localement plane entre deux points suc-
cessifs. Cette supposition permet de calculer les tangentes comme une simple diffe´rence
finie entre deux points voisins. La figure 3.4 illustre la me´thode. Pour un point P (en vert),










Dans la me´thode originale pre´sente´e par Song, la normale 3D a` chaque point est calcule´e
a` partir de deux tangentes (symbolise´es en rouge sur la figure 3.4). Dans ce cas pre´cis, le
moindre bruit sur les tangentes peut affecter les re´sultats. Afin d’ame´liorer la robustesse
de cette me´thode, il est possible d’utiliser plus de tangentes en prenant en compte un
voisinage plus important toujours extrait a` partir de la grille, en l’occurrence les diagonales
(en jaune sur la figure 3.4-b). La figure 3.5 pre´sente les re´sultats obtenus avec la me´thode
de Song adapte´e au motif du scanner a` notre disposition.
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(a) Objet A (b) Objet maille´
(c) Normales 3D
FIGURE 3.5 – Re´sultats obtenus en adaptant la me´thode de Song avec le scanner 3D
utilise´.
3.1.2/ INFLUENCE DE LA DENSITE´ DE POINTS
Afin de ve´rifier la qualite´ des re´sultats obtenus, nous pre´sentons une comparaison de
notre me´thode, de´rive´e de [56], et utilisant deux tangentes puis quatre tangentes pour
calculer les normales a` la surface. La comparaison des re´sultats est faite en calculant
l’e´cart angulaire entre les normales de re´fe´rence (estime´es sur le nuage de points avec
30 voisins par la me´thode de Hoppe et al. [48]) et celles estime´es par notre me´thode
avec deux puis quatre tangentes, pour diffe´rentes densite´s de points sur trois objets
bien diffe´rents pre´sente´s en figure 3.6. Le premier objet est un plan dont la surface est
le´ge`rement irre´gulie`re, ce qui est conforme a` la supposition de de´part qui stipule que
la surface est localement plane. Le deuxie`me objet est compose´ de nombreuses zones
planes ainsi que de plusieurs areˆtes saillantes. Enfin, le dernier objet est quant a` lui plus
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complexe que les autres, la surface varie beaucoup et n’est pas compose´e de zones
planes. Il s’agit de l’objet respectant le moins la supposition sur laquelle repose le prin-
cipe de la me´thode. La figure 3.6 repre´sente l’erreur moyenne (la moyenne des e´carts
angulaires) entre les deux approches (avec deux puis quatre tangentes) et la me´thode
de Hoppe, en fonction du nombre de points total utilise´ pour repre´senter l’objet.
FIGURE 3.6 – Etude de l’influence de la densite´ de points et du nombre de tangentes
utilise´es.
Ces courbes montrent que le fait d’utiliser plus de tangentes pour estimer la normale
donne globalement de meilleurs re´sultats quelle que soit le nombre de points. Le gain en
terme de pre´cision est plus ou moins important en fonction de l’objet utilise´. On remarque
que dans le cas du troisie`me objet, ou` la supposition d’une surface localement plane est la
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moins ve´rifie´e, le fait d’utiliser plus de tangentes n’apporte qu’une tre`s faible ame´lioration.
Globalement les erreurs sur les normales restent faibles, de 0˚ a` 1˚ d’e´cart angulaire
entre les normales de re´fe´rence et celles calcule´es en adaptant la me´thode de Song au
syste`me.
3.1.3/ CARACTE´RISATION DU BRUIT SUR LES NORMALES
Comme dans tout syste`me de nume´risation, il existe du bruit dans les images et les
parame`tres de calibration sont le´ge`rement incorrects. De ce fait, les normales calcule´es
en adaptant la me´thode de Song sont elles aussi bruite´es. Dans cette partie, nous avons
cherche´ a` estimer le bruit sur les normales, a` partir d’un plan e´talon, comme l’e´cart entre
les normales calcule´es avec la me´thode de´crite pre´ce´demment et la normale the´orique
au plan de re´fe´rence (figure 3.7).
(a) Bruit (b) Histogramme
FIGURE 3.7 – Caracte´risation du bruit des normales.
A partir de l’histogramme (figure 3.7), le bruit semble suivre une loi normale. La loi nor-
male the´orique peut-eˆtre calcule´e directement a` partir des donne´es simplement en esti-
mant l’e´cart-type σ et la moyenne x0 des donne´es. Pour information, la moyenne du bruit













Sur la figure 3.8, on peut distinguer l’histogramme ainsi que la loi normale obtenue a`
partir des donne´es (courbe rouge). Il semble que le bruit suit bien une loi normale. Afin
de le ve´rifier, nous proposons d’effectuer le test du χ2.
3.1. CALCUL DES NORMALES 55
FIGURE 3.8 – Superposition de l’histogramme et de la loi normale estime´e a` partir de la
variance et la moyenne du bruit (courbe rouge).
Le test du χ2 est un test statistique permettant de tester l’ade´quation entre des donne´es
et une loi de probabilite´. Pour ce faire, on suppose une hypothe`se appele´e hypothe`se
nulle H0 qui est la suivante dans notre cas : les donne´es suivent une loi de probabilite´,
ici la loi normale. Le but du test consiste a` tester la validite´ de cette hypothe`se. Pour ce







avec J le nombre de classes, Nobsi et Nthi respectivement le nombre de donne´es
observe´es et le nombre de donne´es the´oriques pour chaque classe de l’histogramme.
Sous l’hypothe`se nulle, cette statistique suit une loi du χ2 a` (J − 1 − υ) degre´s de liberte´,
avec υ le nombre de parame`tres estime´s (dans notre cas, deux parame`tres : x0 et σ).
L’histogramme comportant 25 bins, nous avons donc 22 degre´s de liberte´s. La figure 3.9
illustre la loi du χ2 pour 22 degre´s de liberte´s. En autorisant une erreur α de 5% (standard
pris dans la plupart des cas), la valeur du χ2 ne doit pas de´passer 33.9244 pour ve´rifier
l’hypothe`se nulle, a` savoir que les donne´es suivent la loi gaussienne. Dans notre cas,
le χ2 vaut 22.1825, ce qui signifie que l’hypothe`se nulle n’est pas rejete´e. On peut donc
supposer que les donne´es suivent bien une loi normale d’e´cart type σ = −1, 56.10−3˚ et
de moyenne x0 = 33, 7.10−3˚.
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FIGURE 3.9 – Loi du χ2 pour 22 degre´s de liberte´s. Avec une erreur α = 5% autorise´e, le
χ2 doit eˆtre infe´rieur a` 33.9244 pour que l’hypothe`se nulle soit respecte´e.
3.2/ DE´TECTION D’AREˆTES SAILLANTES PAR IMAGERIE
Comme pre´sente´ dans l’e´tat de l’art, les deux principaux attributs comple´mentaires aux
points 3D sont la normale a` la surface et la courbure. Comme nous venons de le
pre´senter, l’extraction des normales est possible. Malheureusement a` notre connais-
sance, il n’existe pas de me´thode permettant de calculer une courbure 3D en chaque
point a` partir d’une paire d’images. Pourtant, l’attribut de courbure est utilise´ dans beau-
coup d’algorithmes et principalement dans les e´tapes de segmentation qui permettent de
fortement simplifier les e´tapes de simplification et de recherche de primitives. Pour cette
raison, nous avons dans un premier temps essaye´ d’extraire un attribut supple´mentaire
assez proche de la courbure a` partir des images fournies par le scanner : un rayon de
courbure local.
3.2.1/ ESTIMATION DU RAYON DE COURBURE
Dans cette partie, nous cherchons a` estimer un rayon de courbure directionnel a` partir
des images. Le principe de la me´thode est illustre´ en figure 3.10. Pour bien comprendre
le principe, prenons un cas particulier ou` l’objet est un cylindre. En projetant une ligne
a` l’aide d’un projecteur, on ge´ne`re un plan lumineux Πm qui va intersecter l’objet 3D.
Cette intersection forme un portion de cercle dans ce meˆme plan (dans le cas ou` le
plan lumineux est perpendiculaire a` l’axe du cylindre). La visualisation de la sce`ne par la
came´ra forme une portion ellipse dans le plan de l’image came´ra Πi. Ce proble`me peut
eˆtre vu comme la transformation projective d’une conique (qui est la forme ge´ne´rale d’une
ellipse) entre le plan Πm et Πi.
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FIGURE 3.10 – Sche´matisation de la proble´matique. (a) Principe utilise´ pour de´terminer
la courbure. (b) Relation entre le plan d’e´clairage (demi-cercle) et le plan de la came´ra
(ellipse).
La relation entre deux espaces de meˆme dimension, en l’occurrence le plan Πm et le
plan Πi, est une matrice de transfert commune´ment appele´ homographie. De manie`re
ge´ne´rale, pour deux points Xi et X′i appartenant respectivement a` Πm et Πi, on a :
X′i = HXi. (3.5)
Comme explique´ pre´ce´demment, ce proble`me peut eˆtre vu comme une transformation
projective de la conique AQ (estime´e depuis la portion de l’ellipse visible dans la came´ra)
entre le plan Πi et le plan Πm. On notera la nouvelle conique re´sultante dans le plan Πm :
A′Q. Prenons un point q = (x, y, 1)
T appartenant au plan Πi et sa projection q′ = (x′, y′, 1)T
appartenant au plan Πm. D’apre`s la de´finition d’une conique, on peut e´crire :
qT .AQ.q = 0, (3.6)
on sait que




′ = 0. (3.8)
De l’e´quation (1.6) vient :
(H−1Hq)T .AQ.H−1Hq = 0, (3.9)
(H−1q′)T .AQ.H−1q′ = 0, (3.10)
q
′TH−T .AQ.H−1q′ = 0. (3.11)
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De (1.8) et (1.11) on en de´duit :
A′Q = H
−T .AQ.H−1. (3.12)
AQ est connue e´tant donne´ qu’il s’agit d’une observation de l’image. Si l’on connait H,
a` l’aide d’une e´tape de calibrage supple´mentaire, il est alors possible de de´terminer la







De cette matrice, il est possible d’extraire diffe´rents parame`tres comme le centre de la
conique ou encore le rayon de courbure de la portion du cercle dans le plan Πm. Afin de
ve´rifier le bon fonctionnement et la robustesse de cette me´thode, nous avons compare´ le
rayon du cylindre ainsi obtenu avec le rayon mesure´ au pied a` coulisse.
RE´SULTATS
Le tableau 3.1 montre un exemple de courbure calcule´e avec cette approche sur
diffe´rents cylindres de diffe´rents diame`tres, mesure´s a` l’aide d’un pied coulisse. Pour
ces trois exemples, nous obtenons une erreur maximale de 3% du le rayon re´el de l’ob-
jet. Cependant, la qualite´ des re´sultats obtenus de´pend fortement du nombre de points
utilise´s pour estimer la courbure de l’objet comme le montre le tableau 3.2.
Objet test
Rayon mesure´ au Rayon estime´ par
pied a` coulisse notre me´thode
Cylindre 1 4,50 mm 4,37 mm
Cylindre 2 3,45 mm 3,41 mm
Cylindre 3 2,82 mm 2,75 mm
TABLE 3.1 – Re´sultats obtenus sur trois cylindres diffe´rents.
Rayon re´el
Rayon avec Rayon avec Rayon avec
100 points 50 points 20 points
4,50 mm 4,37 mm 4,85 mm 6,2 mm
3,45 mm 3,41 mm 3,65 mm 4,52 mm
2,82 mm 2,75 mm 2,74 mm 3,80 mm
TABLE 3.2 – Re´sultats obtenus en fonction du nombre de points utilise´s pour de´terminer
la conique AQ.
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On constate que cette approche reste tre`s de´pendante du nombre de points utilise´s pour
estimer la conique AQ depuis l’image, et ne fournit donc pas de re´sultats suffisamment
pre´cis pour eˆtre utilise´ sur un objet complexe. C’est pourquoi, nous avons cherche´ a`
estimer un autre parame`tre, diffe´rent de la courbure, mais qui peut eˆtre utilise´ de manie`re
similaire a` l’attribut de la courbure 3D pour segmenter les objets pre´sents dans la sce`ne :
les discontinuite´s.
3.2.2/ DISCONTINUITE´S
Ge´ne´ralement, on parle de discontinuite´ lorsqu’il y a rupture d’une forme continue,
comme une areˆte saillante. Cependant, limiter les discontinuite´s aux simples areˆtes
saillantes d’un objet serait trop re´ducteur par rapport aux mesures de courbure 3D qui,
quant a` elles, fournissent une information quantifie´e pour chaque point du nuage. Ici,
l’ide´e est donc de de´finir un coefficient de discontinuite´ pour chaque point du nuage afin
de segmenter les diffe´rents objets qui composent la sce`ne. Dans le cas d’une surface
plane, il n’y a pas de discontinuite´ et de ce fait le coefficient de discontinuite´ de chaque
point est e´gal a` 0. A contrario, plus la forme sera discontinue et plus le coefficient sera
important.
3.2.3/ PRINCIPE
Le principe utilise´ pour estimer les discontinuite´s est pre´sente´ en figure 3.11. Si on e´claire
l’objet avec une ligne (issu d’un laser ou d’un projecteur), celle-ci va se de´former en
fonction de la forme de l’objet. La came´ra va capturer cette de´formation qui sera alors
visible dans l’image. Un peu a` l’image du calcul des normales, ou` l’on estime la normale
a` la surface a` partir de vecteurs 2D, l’ide´e est d’e´tudier la variation des normales a` la
ligne vue dans l’image. En utilisant la meˆme grille de germe que dans la me´thode de
calcul des normales, il est possible de de´finir une ligne dans l’image de re´fe´rence, et de
visualiser la de´formation de celle-ci dans l’image de la seconde came´ra.
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FIGURE 3.11 – Principe utilise´ pour calculer les coefficients de discontinuite´. a) La ligne
projete´e va se de´former en fonction de la forme de l’objet. b) L’orientation des normales
a` la ligne varie en fonction de la forme 3D de l’objet.
A chaque point de la grille de germe, est associe´ un vecteur normal a` la ligne note´ n.
Le coefficient de discontinuite´ est alors calcule´ de la fac¸on suivante pour un point pi de
normale ni :
ci =
∣∣∣∣∣∣−→ni .−−→ni−1 + −→ni .−−→ni+12
∣∣∣∣∣∣ , (3.14)
avec n = [nx, ny]. Ainsi, pour chaque point de la grille, il est possible d’obtenir un
coefficient de discontinuite´ pour une direction donne´e. Cette e´tape est ensuite re´pe´te´e
pour d’autres directions ce qui permet d’obtenir des coefficients de discontinuite´ pour
chaque point dans quatre directions diffe´rentes (une ligne horizontale ci1, une ligne
verticale ci2 et deux lignes diagonales ci3 et ci4). Le coefficient final au point pi, note´ Ci,
est la moyenne des quatre coefficients ci1, ci2, ci3 et ci4.
Le calcul des coefficients de discontinuite´ se rapproche de celui utilise´ dans la me´thode
de Dong et al. [60], permettant de calculer la courbure sur un maillage a` partir des nor-
males a` la surface prises dans un voisinage de k points. La diffe´rence majeure entre les
deux approches re´side dans le fait que nous ne faisons pas appel au nuage de points
pour estimer les coefficients de discontinuite´, mais seulement aux coordonne´es image,
ce qui est nettement moins lourd en temps de calcul. De plus, les algorithmes de cour-
bure s’utilisent ge´ne´ralement sur des maillages complets et ferme´s, ce qui est rarement
le cas lorsque l’on ne prend qu’une seule acquisition. Enfin, cette me´thode est e´galement
applicable a` diffe´rentes densite´s de la grille. Dans le cas d’un faible e´chantillonnage (grille
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de points espace´s) les coefficients des discontinuite´ fourniront une information plutoˆt glo-
bale, permettant de de´tecter des variations brusques, comme les areˆtes. A contrario, si la
grille de points est serre´e, il est possible de quantifier les variations locales de la surface.
3.2.4/ RE´SULTATS
Pour chaque point appaire´, entre les deux images du scanner, est calcule´ un coefficient
de discontinuite´. La figure 3.12 pre´sente les re´sultats que l’on obtient avec cette me´thode
sur un objet compose´ de plusieurs formes homoge`nes (trois plans, un cylindre et une
sphe`re) et pre´sentant de fortes discontinuite´s entre les diffe´rentes formes. Les zones a`
forte courbure sont bien repre´sente´es par un fort coefficient de discontinuite´, alors que
les points qui composent les zones homoge`nes ont un faible coefficient.
FIGURE 3.12 – Calcul des coefficients de discontinuite´. a) Objet test. b) Coefficients de
discontinuite´ calcule´s pour chaque point image (la zone en bleu repre´sente les points
n’ayant pas de coefficients de discontinuite´). c) Re´sultats plaque´s sur le nuage de points
en fausses couleurs pour un meilleur rendu visuel.
Ces re´sultats mettent en avant la ressemblance visuelle entre cette me´thode et un calcul
de courbure classique sur un nuage de points, a` la diffe´rence que le calcul s’effectue
uniquement a` partir des images du scanner ce qui est beaucoup moins couˆteux en res-
sources.
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3.3/ PRIMITIVES
Comme nous l’avons vu dans l’e´tat de l’art, les primitives constituent une information
importante que ce soit pour la mode´lisation, la simplification de donne´es, ou bien encore
simplement comme information comple´mentaire aux points 3D. Si ces informations sont
ge´ne´ralement extraites depuis le nuage de points ou le maillage, nous avons pu voir
dans la me´thode pre´sente´e par Roseline Be´nie`re [89] qu’il e´tait possible d’extraire un
cylindre uniquement en utilisant les normales 3D (sans utiliser les points 3D) a` l’aide de
la repre´sentation des points sur la sphe`re gaussienne. Nous proposons dans ce qui suit
de ge´ne´raliser cette approche.
3.3.1/ LA SPHE`RE GAUSSIENNE
La sphe`re gaussienne est l’extension de la carte de Gauss [90] (ou Gauss Map en
anglais) en 2D. Cette dernie`re permet de repre´senter une courbe a` partir des normales
a` la surface en plac¸ant celles-ci au centre d’un disque de rayon unitaire, en supposant
que les normales a` la surface sont normalise´es (figure 3.13).
FIGURE 3.13 – Repre´sentation de la carte de Gauss. Toutes les normales a` la surface
sont place´es au centre d’un disque unitaire.
La sphe`re de Gauss ou sphe`re gaussienne est la repre´sentation de la carte gaussienne
en 3D. Les normales (nx,ny,nz) sont cette fois-ci place´es au centre d’une sphe`re unitaire.
L’inte´reˆt de cette repre´sentation apparaıˆt clairement quand on conside`re des formes
ge´ome´triques simples comme les primitives. En effet, certaines primitives (plans,
cylindres, coˆnes et sphe`res) posse`dent une repre´sentation particulie`re dans la sphe`re
gaussienne qui peut eˆtre exploite´e pour les identifier (figure 3.14). Par exemple, pour
un plan parfait toutes les normales a` la surface sont identiques, ce qui implique que sa
repre´sentation sur la sphe`re gaussienne sera un point (figure 3.14-a).
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FIGURE 3.14 – Repre´sentation de diffe´rentes primitives ge´ome´triques sur la sphe`re
gaussienne. a-d) Repre´sentation the´orique pour un plan, un cylindre, un coˆne puis une
sphe`re. e-h) Repre´sentation pratique pour les meˆmes primitives avec notre syste`me. La
repre´sentation est partielle car l’acquisition ne fournit qu’une portion de la primitive.
Sur la figure 3.14, on remarque que les repre´sentations des diffe´rentes primitives sont
tre`s diffe´rentes les unes des autres. Ici, l’ide´e consiste a` utiliser les informations calcule´es
a` partir des images (normales 3D et coefficient de discontinuite´) afin de de´terminer si
un objet pre´sent dans l’image correspond ou non a` une primitive. Comme nous l’avons
pre´sente´ pre´ce´demment, les normales a` la surface calcule´es par notre me´thode sont
le´ge`rement bruite´es, ce qui donne de le´ge`res variations au niveau de la repre´sentation
sur la sphe`re de Gauss. De plus, en pratique la repre´sentation sur la sphe`re gaussienne
est en ge´ne´ral partielle car seule une partie de la primitive est visible avec un syste`me
de ste´re´ovision (3.14-e a` h). Cependant, la re´partition ge´ne´rale des points sur la sphe`re
gaussienne reste tre`s spe´cifique a` chaque type de primitive.
3.3.2/ ANALYSE EN COMPOSANTES PRINCIPALES
Pour tenir compte de la nature bruite´e des donne´es nous proposons d’utiliser une
me´thode statistique pour de´tecter et identifier les primitives a` partir de la repre´sentation
sur la sphe`re de Gauss. L’analyse en composantes principales (ACP) est une me´thode
d’analyse statistique des donne´es qui permet de rechercher les axes qui de´corre`lent le
mieux les donne´es, autrement dit les axes qui  expliquent  le mieux la re´partition des
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points. Concre`tement, ces axes se calculent comme e´tant les vecteurs propres de la ma-
trice de covariance des donne´es. Dans le cas de la sphe`re gaussienne, les donne´es sont
les normales a` la surface de l’objet ni = (n1i, n2i, n3i)T que l’on peut rassembler dans une
matrice de la fac¸on suivante :
N =

n11 . . . n1i . . . n1K
n21 . . . n2i . . . n2K
n31 . . . n3i . . . n3K
 . (3.15)
Ge´ne´ralement, dans le calcul de l’ACP les donne´es sont centre´es par rapport a` la






ce qui donne :
N′ =

n11 − n1 . . . n1i − n1 . . . n1K − n1
n21 − n2 . . . n2i − n2 . . . n2K − n2
n31 − n3 . . . n3i − n3 . . . n3K − n3
 . (3.17)
La matrice de covariance s’e´crit alors :
C = N′N′T . (3.18)
L’analyse en composante principale permet donc de de´terminer les vecteurs propres λ
et les trois valeurs propres associe´es X de la matrice de covariance. De part la grande
diffe´rence qui existe entre les diffe´rents types de primitives, nous verrons que les vecteurs
et valeurs propres de la matrice de covariance sont tre`s diffe´rents d’une primitive a` l’autre.
Ce que nous proposons dans cette partie peut se diviser en deux parties : une partie
de classification par les valeurs propres X et une partie de mode´lisation en utilisant les
vecteurs propres λ.
3.3.2.1/ IDENTIFICATION DES PRIMITIVES
Afin de classer les diffe´rentes primitives, nous proposons une approche par apprentis-
sage. Pour ce faire, nous avons mode´lise´ diffe´rentes primitives ge´ome´triques, puis avons
ajoute´ un bruit gaussien sur les normales, ce bruit posse´dant les meˆmes proprie´te´s que
celui caracte´rise´ pre´ce´demment en section 3.1.3. Pour chaque primitive mode´lise´e de
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cette fac¸on, nous avons alors calcule´ les valeurs propres de la matrice de covariance de
la repre´sentation gaussienne. Le scanner utilise´ ne pouvant pas calculer de points sur
une surface ayant une inclinaison de plus de 60˚(donne´e constructeur) par rapport au
point de vue de la came´ra de re´fe´rence, nous avons limite´ la mode´lisation des primitives
a` un champ de vue de 120˚(de -60˚a` +60 ˚). Pour chaque type de primitives, nous avons
ge´ne´re´ dix primitives diffe´rentes en modifiant les diffe´rents parame`tres permettant de les
mode´liser :
• Plan : Un plan est ge´ne´ralement mode´lise´ par un point (position du plan) et un vecteur
normal a` la surface du plan (orientation).
• Cylindre : Le cylindre peut eˆtre de´fini par un rayon, un vecteur (orientation de l’axe) et
un point 3D situe´ sur l’axe du cylindre (position).
• Coˆne : Le coˆne est un cylindre particulier. Contrairement au cylindre, les normales a` la
surface du coˆne ne sont pas perpendiculaires a` l’axe de celui-ci mais forment un angle
fixe avec l’axe.
• Sphe`re : La sphe`re est de´finie, quand a` elle, par un centre et un rayon.
Le tableau 3.3 pre´sente les valeurs propres λ1, λ2 et λ3 obtenues pour chaque type de
primitives. La valeur moyenne correspond a` la moyenne des 10 valeurs propres obtenues
pour chaque type de primitives. A partir de ce tableau, nous montrons qu’il est possible
de re´partir les diffe´rents type de primitives en trois classes : une premie`re classe pour les
plans ou` les valeurs propres sont tre`s faibles, une deuxie`me classe pour les cylindres et
les coˆnes et une troisie`me classe pour les sphe`res.
Type de primitives Plan Cylindre Coˆne Sphe`re
Valeur moyenne
λ1 1, 52.10−4 2, 01.10−1 1, 98.10−1 1, 52.10−1
λ2 1, 49.10−4 1, 23.10−2 1, 42.10−2 1, 24.10−1
λ3 1, 38.10−4 2, 08.10−4 2, 12.10−4 1, 42.10−3
Valeur maximale
λ1 2, 01.10−4 2, 30.10−1 2, 25.10−1 1, 95.10−1
λ2 1, 87.10−4 2, 15.10−2 1, 91.10−2 1, 78.10−1
λ3 1, 70.10−4 2, 71.10−4 3, 23.10−4 1, 97.10−3
Valeur minimale
λ1 1, 21.10−4 1, 80.10−1 1, 72.10−1 1, 27.10−1
λ2 1, 32.10−4 5, 20.10−3 4, 81.10−3 1, 12.10−1
λ3 1, 19.10−4 1, 21.10−4 1, 09.10−4 7, 54.10−4
TABLE 3.3 – Valeurs propres de la matrice de covariance pour les diffe´rentes primitives
mode´lise´es.
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Tout objet pre´sent dans la sce`ne peut eˆtre classe´ en trois cate´gories de primitives, sim-
plement a` partir des valeurs propres de la matrice de covariance. Si les valeurs propres
d’un objet sont comprises dans l’intervalle [λmin, λmax], de´fini par les valeurs minimales et
maximales de chaque type de primitives, alors l’objet est conside´re´ comme appartenant
potentiellement a` cette classe, sinon il n’est pas identifie´ comme une primitive. Cette
me´thode d’identification a la particularite´ de classer rapidement les primitives en trois
cate´gories a` partir d’une simple analyse des normales 3D, elles meˆmes extraites direc-
tement depuis les images. Cependant, bien que classer les diffe´rentes primitives a` partir
des valeurs propres de la matrice de covariance permet de faire un premier tri, ce n’est
pas suffisant pour affirmer qu’il s’agit bel et bien d’une primitive. C’est pourquoi l’e´tape
suivante consiste a` mode´liser la primitive afin de ve´rifier que les points 3D appartiennent
bien a` la primitive suppose´e.
3.3.2.2/ MODE´LISATION DES PRIMITIVES
L’e´tape de mode´lisation de la primitive est une e´tape de ve´rification essentielle pour
e´viter de commettre une erreur. En effet, les valeurs propres e´tant tre`s diffe´rentes d’une
primitive a` l’autre, il est peu probable de commettre une confusion a` ce niveau. Malgre´
tout, il est possible qu’un objet qui ne soit pas une primitive puisse eˆtre identifie´ comme
telle. A` la diffe´rence des me´thodes pre´sente´es pre´ce´demment permettant d’extraire des
donne´es, l’e´tape de mode´lisation de primitives requiert des informations 3D.
Dans l’e´tat de l’art, il existe de´ja` diffe´rentes approches permettant de mode´liser des pri-
mitives a` partir d’un nuage de points, comme la me´thode pre´sente´e par Luka´cs [91] dont
le principe est d’approximer des primitives par une re´gression sur les moindres carre´s, la
me´thode de Schnabel et al. [83] permettant d’ame´liorer l’algorithme Ransac, ou encore
Bey et al. [92] qui proposent une me´thode reposant sur des informations a priori couple´es
a` une me´thode statistique pour approximer des cylindres. Cependant, ces approches sont
base´es sur l’e´tude du nuage de points et sont donc ge´ne´ralement couˆteuses en me´moire
et en temps de calcul. Il existe d’autres me´thodes pour mode´liser une primitive sur un
nuage de points, qui ont la particularite´ de ne pas utiliser directement le nuage de points
[93, 89]. Ces me´thodes sont base´es sur une utilisation la sphe`re de Gauss pour identifier
et mode´liser des cylindres. En nous appuyant sur les travaux de´ja` re´alise´s pour les cy-
lindres, nous proposons une me´thode permettant de mode´liser les diffe´rentes primitives
en utilisant les re´sultats fournis par l’ACP sur les donne´es de la sphe`re gaussienne. Nous
avons vu dans la partie pre´ce´dente que la matrice de covariance pouvait s’e´crire :
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C = N′N′T , (3.19)
avec N′ la matrice des donne´es centre´es. La matrice de covariance est par construction
syme´trique, ce qui implique que ses vecteurs propres forment une base orthonormale.
Supposons une surface de re´volution d’axe unitaire U = (u1, u2, u3)T . Notons α l’angle
entre les normales a` la surface ni et l’axe de la surface U, de telle sorte que le produit
scalaire entre la normale et le vecteur directeur U soit :
nTi U = U
Tni = cosαi. (3.20)
On cherche a` ve´rifier que U est toujours un des vecteurs propres de la matrice de co-
variance, ce qui nous permettrait d’utiliser le plan forme´ par les deux autres vecteurs
propres pour mode´liser nos primitives. U est un vecteur propre s’il respecte l’e´quation
suivante :
CU = λU. (3.21)
Afin de ne pas nuire a` la lisibilite´ du document, la de´monstration est effectue´e en Annexe
A. Dans le cas de donne´es bruite´es, nous sommes parvenus a` de´montrer que l’axe U
n’est pas un vecteur propre, mais qu’il est tre`s proche de celui-ci et peut eˆtre suppose´
comme tel. De ce fait, en utilisant les vecteurs propres de la matrice de covariance il est
possible de mode´liser une primitive approximative.
PLAN
Un plan peut eˆtre mode´lise´ a` partir d’un point et de sa normale au plan. En supposant
que U est un vecteur propre de la matrice de covariance, il correspond alors a` la normale
au plan. Les deux autres vecteurs propres forment un plan tangent a` la sphe`re, passant
par le barycentre des normales projete´es sur la sphe`re. Connaissant la normale au plan
(vecteur U extrait de la matrice de covariance) ainsi que son point 3D correspondant (le
barycentre des normales), il est alors possible de mode´liser un plan 3D en utilisant un
minimum d’informations 3D.
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CYLINDRE
Un cylindre peut se mode´liser par un rayon, un axe de re´volution et un point sur cet
axe. Dans [93], les auteurs proposent une me´thode pour approximer un cylindre sur un
nuage de points en deux temps, en utilisant la sphe`re gaussienne puis l’approximation
d’un cercle. En effet, la repre´sentation d’un cylindre parfait sur la sphe`re gaussienne
repre´sente un cercle dont le centre est le centre de la sphe`re, et dont le vecteur normal
au plan qui comprend ce cercle repre´sente l’axe du cylindre. Les auteurs proposent donc
d’extraire l’axe du cylindre depuis la sphe`re gaussienne, puis de projeter les points 3D
dans un plan perpendiculaire a` cet axe pour de´terminer le rayon (rayon du cercle) et un
point de l’axe (centre du cercle).
Dans notre cas, toujours en supposant que U est un vecteur propre de la matrice de
covariance, l’axe du cylindre peut eˆtre assimile´ au vecteur U. Les deux autres vec-
teurs propres forment ainsi un plan perpendiculaire a` l’axe e´tant donne´ que les vecteurs
propres forme une base orthogonale. La seconde partie de notre approche est identique
a` celle pre´sente´e par Thomas Chaperon [93], nous projetons les points 3D dans le plan
obtenu avec l’ACP, ce qui forme un arc de cercle. En ajustant un cercle sur ces points par
la me´thode des moindres carre´s, il est ainsi possible d’extraire un point sur l’axe (centre
du cercle) et le rayon, et donc de mode´liser un cylindre.
COˆNE
Le cas du coˆne est tre`s similaire a` celui du cylindre, la seule diffe´rence se situe au
niveau de l’angle entre les normales a` la surface et l’axe de la primitive. De ce fait, la
repre´sentation du coˆne au niveau de la sphe`re gaussienne est diffe´rente de celle du
cylindre, le cercle ne passe plus par le centre de la sphe`re. Cette distance est importante
car elle est directement lie´e a` l’angle du coˆne (figure 3.15).
FIGURE 3.15 – Calcul de l’angle du coˆne. a) Normale a` la surface et angle du coˆne. b)
Repre´sentation sur la sphe`re gaussienne et distance entre le centre du cercle et de la
sphe`re.
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Dans la partie pre´ce´dente, nous avons vu qu’il e´tait possible d’identifier trois cate´gories
de primitives a` partir des valeurs propres de la matrice de covariance ; les plans, les
sphe`res et les cylindres/coˆnes. C’est e´galement cette distance entre le plan, forme´ par les
vecteurs propres, et le centre de la sphe`re qui nous permet de diffe´rencier les cylindres
des coˆnes. Dans sa the`se, Thomas Chaperon [94] propose une me´thode pour mode´liser
un coˆne. La me´thode est identique a` celle du cylindre, avec en plus un calcul de l’angle.







avec r le rayon de la sphe`re (ici r = 1 car la sphe`re est unitaire) et d la distance entre le
centre du cercle et le centre de la sphe`re. En appliquant cette me´thode, il est possible
d’obtenir l’angle du coˆne et ainsi mode´liser la primitive.
SPHE`RE
La sphe`re se mode´lise a` partir d’un point (le centre de la sphe`re) et d’un rayon. Contraire-
ment aux autres primitives, la repre´sentation gaussienne d’une sphe`re n’apporte aucune
information par rapport a` la position des points. En effet, la repre´sentation gaussienne
d’une sphe`re est une sphe`re. De ce fait, la me´thodologie utilise´e pour estimer le centre
et le rayon de la sphe`re reste tre`s conventionnelle. Par de´finition, toutes les normales a`
la surface d’une sphe`re se coupent au centre de celle-ci. Les donne´es e´tant bruite´es, les
normales ne se coupent pas en un point unique. Pour reme´dier a` ce proble`me, Slabaugh
et al. [95] pre´sentent une me´thode dont le principe consiste a` de´terminer le point d’in-
tersection optimal de plusieurs lignes 3D en utilisant la me´thode des moindres carre´s,
permettant ainsi d’estimer le centre optimal de la sphe`re. Le rayon r de la sphe`re peut









avec pxi, pyi, pzi la position d’un point pi dans l’espace 3D et cx, cy et cz la position du centre
de la sphe`re. L’avantage d’utiliser l’ACP sur les donne´es de la sphe`re gaussienne re´side
dans le fait de pouvoir mode´liser des primitives en utilisant un minimum d’information 3D
et les me´thodes sont donc tre`s rapides et peu couˆteuses en me´moire.
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3.3.2.3/ VE´RIFICATION
Une fois les primitives mode´lise´es, la dernie`re e´tape consiste a` ve´rifier que les points
3D appartiennent effectivement a` ces primitives. Pour cela, la me´thode la plus re´pandue
consiste a` calculer la distance entre la surface mode´lise´e et le nuage de points. Il existe
diffe´rents crite`res de distance, bien que le plus utilise´ soit la distance entre un point et
son projete´ orthogonale sur la surface. Ainsi, si la distance entre les points et la surface
est infe´rieure a` un certain seuil de tole´rance, l’objet identifie´ pourra eˆtre retenu comme
appartenant a` un type de primitive.
3.3.2.4/ RE´SULTATS
(a) Valeurs propres (b) Primitives mode´lise´es
FIGURE 3.16 – Re´sultats sur une pie`ce test. a) Valeurs propres obtenues sur les
diffe´rents objets. Les valeurs propres qui correspondent a` un plan sont repre´sente´es
en vert, en bleu pour une sphe`re et en rouge pour un cylindre. b) Primitives mode´lise´es
a` partir des vecteurs propres.
La figure 3.16 pre´sente les re´sultats obtenus sur une pie`ce test compose´e de plusieurs
type de primitives. Dans cet exemple, on constate que les valeurs et vecteurs propres
obtenus a` partir de la repre´sentation gaussienne de l’objet permettent d’identifier les
diffe´rentes primitives, mais aussi de les mode´liser.
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Les figures 3.17 et 3.18 pre´sentent e´galement les re´sultats que l’on obtient sur des pri-
mitives qui ne sont pas parfaites. Malgre´ la pre´sence de petits de´fauts (pre´sence d’un
me´plat sur le cylindre et de rainures sur le coˆne), il est tout de meˆme possible d’identifier
et de mode´liser des primitives sur ces deux objets.
(a) Objet - Cylindre (b) Primitives mode´lise´es
FIGURE 3.17 – Re´sultats sur un objet test compose´ de deux cylindres et d’un me´plat. a)
Valeurs propres obtenues pour les deux cylindres. b) Primitives mode´lise´es a` partir des
vecteurs propres.
(a) Objet - Coˆne (b) Primitive mode´lise´e
FIGURE 3.18 – Re´sultats sur un coˆne. a) Valeurs propres obtenues. b) Primitive
mode´lise´e a` partir des vecteurs propres.
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3.4/ CONCLUSION
Dans cette partie, nous avons pre´sente´ plusieurs approches permettant d’extraire
diffe´rentes informations a` partir des images du scanner : les normales 3D, les disconti-
nuite´s et des primitives ge´ome´triques. L’approche utilise´e pour extraire les normales 3D
est inspire´e d’une technique existante pre´sente´e par [56] et adapte´e au scanner utilise´.
En s’inspirant de l’e´tat de l’art sur la chaine 3D, nous avons cherche´ a` extraire une
attribut proche de la courbure : le rayon de courbure. Cependant cette approche e´tant
soumise a` de trop nombreuses contraintes, il a fallu extraire un autre attribut permettant
de segmenter les diffe´rents objets pre´sents dans la sce`ne (principale utilisation de la
courbure 3D dans la chaine classique) : les discontinuite´s. Enfin, nous avons de´veloppe´
une approche base´e sur le calcul de l’ACP de la repre´sentation des donne´es sur la
sphe`re gaussienne, permettant d’extraire des primitives ge´ome´triques sans avoir a`
utiliser le nuage de points. Les diffe´rentes primitives ont e´te´ identifie´es et classe´es a`
l’aide d’une me´thode d’apprentissage base´e sur les valeurs propres de la matrice de
covariance obtenue par le calcul de l’ACP. Afin de ve´rifier et valider cette classification,
nous avons propose´ une deuxie`me approche, inspire´e de me´thodes existantes, pour
mode´liser les primitives en utilisant les vecteurs propres de la matrice de covariance.
L’inte´reˆt de cette approche re´side dans une utilisation limite´e des donne´es 3D, ce qui
permet d’obtenir une classification et une mode´lisation rapide des primitives.
Dans la chaine 3D classique, ces diffe´rents attributs sont utilise´s pour segmenter les
objets, identifier des primitives, aider a` la reconstruction de surface, etc. Dans notre cas,
les attributs extraits dans cette partie vont servir dans de nombreuses applications du
syste`me de nume´risation dynamique pre´sente´ dans la partie suivante.
4SYSTE`ME DE NUME´RISATION
DYNAMIQUE
Nous proposons d’adapter l’acquisition a` l’objet a` nume´riser afin de se rapprocher des
re´sultats que l’on pourrait obtenir en passant par les diffe´rentes e´tapes de la chaine 3D
classique pre´sente´e dans l’introduction, sans pour autant avoir a` passer par ces e´tapes.
Pour ce faire, nous proposons un syste`me de nume´risation dynamique qui cherche a`
adapter la densite´ de points calcule´s en fonction des informations qui peuvent eˆtre ex-
traites depuis les images. Dans la partie pre´ce´dente, nous avons pre´sente´ diffe´rentes
approches permettant d’extraire des informations a` partir des images qui peuvent eˆtre
utilise´es pour re´aliser notre syste`me de nume´risation dynamique. Nous allons mainte-
nant de´crire le fonctionnement global du syste`me et en de´crire les diffe´rentes e´tapes.
4.1/ FONCTIONNEMENT DU SYSTE`ME
Dans l’e´tat de l’art, nous avons pre´sente´ le sche´ma classique de la chaine 3D, allant
de l’acquisition a` la simplification des donne´es. Comme mentionne´ dans l’introduction,
ces e´tapes sont ge´ne´ralement inde´pendantes les unes des autres, et traite´es par
des ope´rateurs diffe´rents (notamment la partie acquisition et la partie traitement des
donne´es). Le principe que nous proposons ici, consiste a` obtenir directement a` la sortie
du scanner un nuage de points avec une densite´ adapte´e a` la forme de la pie`ce a`
nume´riser.
Comme mentionne´ dans la partie 2.2 de l’e´tat de l’art, un scanner a` ste´re´ovision n’a be-
soin que de deux images et des parame`tres de calibration pour calculer les points 3D. A
partir de celles-ci, il est possible de trianguler les points 3D en appairant des points com-
muns entre les deux images. Dans le cas du scanner que l’on utilise l’appariement se fait
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par une me´thode locale par propagation de germe (section 2.2.2.3), et plus pre´cise´ment
une approche simultane´e. Cette approche consiste a` propager un ensemble de germes
pour trouver les correspondants. Dans notre cas, ces germes ont e´te´ choisis de fac¸on
a` former une grille re´gulie`re ou` chaque germe est espace´ des autres d’une meˆme dis-
tance i. Cette distance i est directement lie´e a` la densite´ de points que l’on obtiendra a` la
sortie du scanner. En effet, si on choisit une distance i faible, la grille sera compose´e de
nombreux germes et le nuage de points en sortie sera dense. A partir de maintenant et






avec i la distance en pixels entre deux germes dans une direction donne´e. Ainsi une
densite´ de d = 13 signifie un germe (et donc un point appaire´ entre les deux images) tous
les 3 pixels selon les lignes et les colonnes. (figure 4.1).
(a) d=1/3 (b) d=1/2
FIGURE 4.1 – Exemple de positionnement des germes (en vert) dans l’image de
re´fe´rence dans le cas ou` d = 13 et d =
1
2 .
Le sche´ma pre´sente´ en figure 4.2 de´crit les diffe´rentes e´tapes du syste`me de fac¸on
simplifie´ (voir figure 4.3 pour le sche´ma de´taille´). Le principe du syste`me consiste donc,
dans un premier temps, a` calculer les points 3D pour une densite´ d = 1i fixe´e. A ce
moment, la question qui se pose est la suivante : quel crite`re peut-on utiliser pour
de´terminer les zones qui ont besoin d’eˆtre raffine´es ? Pour re´pondre a` cette question,
nous nous sommes inspire´s du fonctionnement de la chaine 3D classique, ou` la plupart
des me´thodes de simplification d’un nuage de points cherchent a` pre´server un maximum
de points dans les zones a` fortes courbures et un minimum de points dans les zones
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identifie´es comme des primitives. Dans la partie pre´ce´dente, nous avons montre´ qu’il
e´tait possible de de´terminer si un objet appartient ou non a` une primitive en utilisant la















FIGURE 4.2 – Principe de notre syste`me de nume´risation dynamique. L’ide´e est
d’acque´rir un nuage de points peu dense puis d’extraire diffe´rents attributs afin de
se´lectionner les zones qui ont besoin ou non d’eˆtre raffine´es. Le syste`me e´tant ite´ratif, il
permet d’adapter la densite´ de points a` la complexite´ de la pie`ce a` nume´riser.
En s’inspirant des me´thodes traditionnelles existantes dans l’e´tat de l’art, nous proposons
donc un syste`me qui va, dans un premier temps, calculer des points 3D avec une assez
faible densite´ de points et chercher a` extraire des primitives afin de de´finir les zones qui
ont besoin, ou non, d’eˆtre raffine´es.
ACQUISITION
Dans un premier temps, il est ne´cessaire de calculer les points 3D pour une densite´
d = 1/i fixe´e. L’objectif e´tant de partir d’un nuage de points grossier pour le raffiner par la
suite, on commencera avec une densite´ assez faible. A partir des images fournies par le
scanner, et en utilisant la grille de germes obtenue avec la densite´ d, il est alors possible
de calculer les informations comple´mentaires suivantes : normales a` la surface et coeffi-
cients de discontinuite´. En utilisant ces informations il est alors possible de segmenter la
sce`ne en plusieurs re´gions homoge`nes.
76 CHAPITRE 4. SYSTE`ME DE NUME´RISATION DYNAMIQUE
MARQUAGE DES RE´GIONS
Une fois la sce`ne segmente´e, il est alors possible d’identifier les diffe´rentes primitives, en
utilisant la me´thode que nous avons pre´sente´e en partie 3.3. Les primitives ge´ome´triques
e´tant des formes simples, lorsque une re´gion est identifie´e comme telle, on suppose
qu’il n’est pas ne´cessaire de calculer d’avantage de points dans cette re´gion. Dans la
suite, nous appellerons ces zones, des zones  marque´es . Cependant, si aucune zone
pre´sente dans la sce`ne ne peut eˆtre identifie´e par une primitive, le syste`me ne mar-
quera aucune zone et continuera de raffiner les donne´es jusqu’a` obtenir un scan de
densite´ maximum. Pour anticiper ce proble`me, nous proposons d’ajuster des surfaces
parame´triques sur les points 3D. Si la surface e´volue entre deux ite´rations, il est pertinent
de calculer de nouveaux points. A contrario, si la surface n’e´volue pas, ajouter de l’infor-
mation est inutile. Dans ce cas les zones sont e´galement marque´es. Le but de cette e´tape
consiste donc a` marquer les re´gions identifie´es comme appartenant a` une primitive, ainsi
que les re´gions dont la surface e´volue peu entre deux ite´rations du syste`me.
INCRE´MENTATION DU SYSTE`ME
Le syste`me va ensuite raffiner l’acquisition avec une densite´ plus importante d = 1/(i − 1)
sur toutes les zones non marque´es lors de l’e´tape pre´ce´dente. Ainsi, seules les zones
marque´es seront conserve´es avec une faible densite´ de points. Les ite´rations se pour-
suivent ainsi jusqu’a` atteindre la densite´ maximale du scanner, ou lorsqu’il ne reste plus
d’objets non marque´s dans la sce`ne, comme le pre´sente le sche´ma de´taille´ du syste`me
(figure 4.3).
4.2/ SEGMENTATION
Les premie`res e´tapes de notre syste`me de nume´risation consistent a` calculer les nor-
males et les discontinuite´s avec les me´thodes pre´sente´es dans le chapitre pre´ce´dent.
Une fois ces e´tapes effectue´es, la sce`ne est alors segmente´e en re´gions homoge`nes.
Comme cela a e´te´ mentionne´ dans l’e´tat de l’art, la plupart des algorithmes d’extrac-
tion de primitives cherchent d’abord a` segmenter les diffe´rents objets pre´sents dans la
sce`ne en utilisant des informations 3D telles que la courbure. Notre syste`me proce`de de















































FIGURE 4.3 – Principe de´taille´ du syste`me de nume´risation dynamique.
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La segmentation des images est une proble´matique qui a e´te´, et qui est encore, tre`s
e´tudie´e. La segmentation consiste a` partitionner une image en plusieurs re´gions sem-
blables. Pour cela, il est possible d’utiliser diffe´rents crite`res comme la texture, l’intensite´,
etc. Bien qu’il existe de nombreuses me´thodes, aucune me´thode ne permet de segmen-
ter tous les types d’images. Les diffe´rentes me´thodes de segmentation d’image peuvent
se classer en plusieurs cate´gories (figure 4.4).
FIGURE 4.4 – Classement par cate´gories des diffe´rentes me´thodes de segmentation
d’images.
4.2.1/ ME´THODES GLOBALES
La me´thode de segmentation globale la plus connue est la segmentation base´e sur
l’histogramme de l’image. Cette me´thode est conside´re´e comme globale au sens ou` la
de´cision d’appartenance d’un pixel a` une re´gion se fait a` partir de l’image entie`re. Le
principe, pre´sente´ par Ohlander et al. [96], consiste a` se´lectionner ite´rativement le pic le
plus significatif de l’histogramme et a` conserver uniquement les points correspondant a`
cette zone. Les re´gions ainsi obtenues sont ensuite supprime´es de l’image. L’algorithme
continue ainsi jusqu’a` ce que tous les objets de la sce`ne soient segmente´s ou conside´re´s
comme trop petits. Cette approche est particulie`rement rapide et efficace sur des images
couleurs ou des images contraste´es.
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4.2.2/ ME´THODES MIXTES
Les me´thodes mixtes sont des me´thodes plus re´centes qui ne fonctionnent pas de
manie`re globale, ni meˆme locale. Les techniques mixtes les plus connues sont le  Split
and Merge  [97] et les me´thodes d’optimisation type champs de Markov [98].
4.2.2.1/ SPLIT AND MERGE
L’ide´e de ces me´thodes est de partitionner l’image en petite re´gion puis de les re-
grouper par la suite pour segmenter les diffe´rents objets. Le principe, illustre´ en figure
4.5, consiste a` diviser re´cursivement l’image en parties e´gales tant qu’un crite`re
d’homoge´ne´ite´ n’est pas satisfait. Cette e´tape permet de ge´ne´rer un graphe qui sera
ensuite utilise´ dans un second temps pour regrouper les zones qui se ressemblent. Ces
me´thodes permettent d’obtenir de bons re´sultats sur des formes ge´ome´triques, mais a`
cause du de´coupage en quad-tree, les re´gions ainsi obtenues sont ge´ne´ralement de
formes carre´es.
FIGURE 4.5 – Principe du Split and Merge. La premie`re e´tape (en haut) consiste a` diviser
l’image en plusieurs parties e´gales tant que la zone n’est pas homoge`ne. La seconde
partie (en bas) consiste a` regrouper les graphes obtenus lors de la premie`re e´tape afin
de regrouper les zones qui se ressemblent.
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4.2.2.2/ OPTIMISATION
Le principe des me´thodes d’optimisation repose sur l’estimation d’une fonction f bidi-
mensionnelle qui respecte certaines proprie´te´s (constante par morceaux, re´gulie`re, ...)
tout en restant proche de l’image analyse´e. Le but est de trouver un compromis entre ces
diffe´rentes proprie´te´s en minimisant une fonctionnelle de couˆt K qui de´pend de l’image
analyse´e, des contours, de la segmentation calcule´e et de la fonction f recherche´e. L’une
des fonctionnelles les plus connues est la fonctionnelle de Mumford-Shah [99] compose´e
d’un terme de ressemblance a` l’image d’origine, un terme de re´gularite´ sur chaque re´gion
et un terme de simplicite´ ge´ome´trique (longueur des frontie`res). On peut distinguer deux
cate´gories de me´thodes permettant de minimiser efficacement cette fonction de couˆt :
les me´thodes variationnelles (qui s’apparentent a` des techniques de contours actifs) et
les me´thodes Markoviennes.
4.2.3/ ME´THODES LOCALES
Les me´thodes locales les plus re´pandues en segmentation d’images sont sans conteste
les me´thodes base´es sur la croissance de re´gion. Le principe est identique a` celui
pre´sente´ en section 2.3.3.1. Une zone est initialise´e a` partir d’un point, puis tous les
voisins respectant un certain crite`re sont ajoute´s a` la zone. Le choix du point, ainsi
que l’ordre dans lequel les re´gions sont construites peuvent fortement influencer les
re´sultats. Ces me´thodes sont ge´ne´ralement tre`s rapides et tre`s efficaces sur les images
qui pre´sentent des zones homoge`nes (en intensite´).
4.2.4/ APPROCHE UTILISE´E
Dans notre cas, les images fournies par le scanner (figure 4.6-a) sont difficilement exploi-
tables quelle que soit l’approche utilise´e a` cause de la projection de la texture ale´atoire.
Pour pallier ce proble`me, nous proposons d’utiliser la carte des discontinuite´s obtenue
avec notre me´thode pre´sente´e en partie 3.2 plutoˆt que les images fournies par le scanner
(figure 4.6-b). L’image ainsi obtenue est compose´e de zones plus ou moins homoge`nes,
ce qui permet d’utiliser les diffe´rentes me´thodes pre´sente´es pre´ce´demment.
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FIGURE 4.6 – Calcul des coefficients de discontinuite´ depuis les images du scanner. a)
Image de la came´ra de re´fe´rence. b) Coefficients de discontinuite´.
FIGURE 4.7 – Segmentation des diffe´rents objets qui composent la sce`ne a` partir des
coefficients de discontinuite´.
Les diffe´rentes re´gions e´tant tre`s homoge`nes, la me´thode la plus intuitive est l’approche
base´e croissance de re´gion. Le seul proble`me de cette me´thode est le choix des graines
permettant d’initialiser la zone a` faire croıˆtre. N’ayant pas de connaissances a priori sur
la sce`ne, nous proposons une me´thode re´cursive assez basique. Le premier pixel non
nul rencontre´ est choisi comme point d’initialisation. Une fois la croissance de re´gion ef-
fectue´e, la re´gion obtenue est supprime´e de l’image (tous les pixels formant cette re´gion
prennent une valeur nulle) et l’algorithme recommence avec une nouvelle graine. Le
proce´de´ s’arreˆte quand il ne reste plus que des pixels nuls dans l’image. En ne conser-
vant que les zones de taille suffisante, nous sommes ainsi capables de segmenter les
diffe´rents objets qui composent la sce`ne. La figure 4.7 pre´sente les re´sultats que nous
obtenons avec une densite´ d = 1/3 sur un objet test a` partir des coefficients de disconti-
nuite´ (figure 4.6). Chaque re´gion ainsi obtenue est repre´sente´e par une couleur diffe´rente.
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4.3/ EXTRACTION DES PRIMITIVES
Une fois la sce`ne segmente´e en plusieurs sous-parties, notre syste`me cherche a` identi-
fier les primitives potentielles pre´sentes dans la sce`ne pour de´finir les zones a` marquer,
qui ne seront pas raffine´es lors de l’ite´ration suivante. L’identification des primitives se
fait a` partir de l’image gaussienne, comme pre´sente´ en partie 3.3. Dans la meˆme partie,
nous avions montre´ qu’il e´tait possible d’identifier mais aussi de mode´liser les primitives
directement a` partir des valeurs et vecteurs propres.
En pratique, la segmentation que nous avons effectue´e depuis l’image a` partir des
coefficients de discontinuite´ ne sera jamais parfaite. La figure 4.8 illustre ce proble`me.
Dans ce cas particulier, la de´formation de la surface du cylindre (sur les bords) e´volue
lentement. De ce fait, l’algorithme de segmentation base´e sur l’e´volution des coefficients
de discontinuite´ ne va pas segmenter correctement la primitive. C’est pourquoi nous
proposons d’effectuer une nouvelle segmentation a` partir de la primitive mode´lise´e.
FIGURE 4.8 – Partie d’un cylindre avec une variation de la surface localise´e sur les bords.
Les diffe´rents parame`tres servant a` mode´liser la primitive ont e´te´ obtenus a` partir des
valeurs et vecteurs propres de la matrice de covariance, en supposant que le vecteur
propre associe´ a` la plus petite valeur propre e´tait l’axe du cylindre. Cependant, nous
avons pre´ce´demment de´montre´ que l’axe du cylindre n’est pas tout a` fait un vecteur
propre de la matrice de covariance, ce qui induit ine´vitablement une le´ge`re erreur entre
la primitive mode´lise´e de cette fac¸on et la primitive the´orique. Afin de segmenter correc-
tement, la primitive mode´lise´e doit eˆtre optimale. C’est pourquoi nous proposons dans un
premier temps d’ajuster la primitive obtenue sur les points 3D, c’est a` dire minimiser la
distance quadratique entre la primitive et les points, puis dans un second temps d’affiner
la segmentation.
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4.3.1/ AJUSTEMENT DES PRIMITIVES
A cause de l’e´cart qui existe entre l’axe de re´volution de la primitive et le vecteur propre
de la matrice de covariance, la primitive mode´lise´e a` partir de la sphe`re gaussienne est
le´ge`rement biaise´e. Ce que nous proposons ici consiste a` ajuster la primitive sur les
points en prenant comme initialisation le mode`le estime´ depuis la sphe`re gaussienne.
(a) Primitive ACP (b) Primitive ajuste´e
(c) Primitive ACP (d) Primitive ajuste´e
FIGURE 4.9 – Repre´sentation de la distance entre la surface mode´lise´e et les points 3D.
a-b) Distance primitive/points 3D dans le cas d’un cylindre avant et apre`s ajustement de
la primitive sur les points. c-d) Distance primitive/points 3D dans le cas d’un plan.
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Alistair Forbes [100] propose une me´thode permettant d’ajuster une forme ge´ome´trique
sur des donne´es tridimensionnelles par la me´thode de Gauss-Newton [90]. L’algorithme
de Gauss-Newton e´tant une me´thode de re´solution des proble`mes de moindres carre´s
non line´aire, le temps de calcul pour converger vers une solution peut parfois s’ave´rer as-
sez long, or la contrainte du temps de calcul est un crite`re important dans un syste`me dy-
namique. Dans le but de re´duire le temps de calcul, nous proposons d’utiliser la primitive
obtenue avec l’ACP sur les donne´es de la sphe`re gaussienne comme forme ge´ome´trique
initiale de l’algorithme. La primitive mode´lise´e e´tant tre`s proche de celle recherche´e, il est
possible de converger vers le re´sultat optimal en quelques ite´rations seulement. La figure
4.9 illustre l’e´volution de la distance orthogonale entre les points 3D et la surface de la pri-
mitive mode´lise´e avant et apre`s ajustement par la me´thode pre´sente´e par Alistair Forbes
[100]. On peut constater une ve´ritable ame´lioration suite a` l’ajustement de la primitive.
4.3.2/ AFFINAGE DE LA SEGMENTATION
L’identification de la primitive se fait a` partir d’une analyse statistique sur des objets
pre´alablement segmente´s. De ce fait, meˆme si la segmentation n’est pas parfaite, il
est malgre´ tout possible d’extraire et de mode´liser une primitive a` partir du moment
ou` celle-ci est repre´sente´e par une grande majorite´ des points. La figure 4.10 illustre
deux cas ou` il est possible d’extraire une primitive malgre´ la pre´sence d’e´le´ments mal
segmente´s n’appartenant pas a` la primitive (les bordures dans le cas du cylindre et la
pre´sence de rivets a` teˆte ronde sur un plan). On constate e´galement sur cette meˆme
figure que la distance entre la primitive mode´lise´e et les points 3D devient importante
dans les zones mal segmente´es.
Nous proposons de segmenter les objets pour lesquels la distance entre la surface et
les points 3D est supe´rieure a` une certaine tole´rance. Ainsi, ne seront conserve´s que les
points 3D appartenant effectivement a` la primitive. Les zones ainsi re-segmente´es forme-
ront alors de nouvelles re´gions qui seront raffine´es lors de l’ite´ration suivante du syste`me.
Toutefois, un proble`me persiste avec cette approche. En effet, a` aucun moment nous
ne ve´rifions que la primitive estime´e sur les donne´es est correcte. Supposons un sous-
nuage de points N(p) identifie´ comme appartenant a` une primitive. Apre`s ajustement de
la primitive, tous les points dont la distance a` la surface est supe´rieure a` une tole´rance
fixe´e sont alors rejete´s de la primitive. Cependant, dans le cas ou` le ratio entre le nombre
de points rejete´s et le nombre de points initiaux est important, il est alors judicieux de
penser que la primitive identifie´e ne correspond pas re´ellement aux donne´es. Ainsi, pour
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(a) (b)
(c) (d)
FIGURE 4.10 – Distance entre les points 3D et la primitive mode´lise´e sur des objets mal
segmente´s. a-b) Objets mal segmente´s. c-d) Distance entre la surface de la primitive et
les points 3D respectivement pour les objets a) et b).
re´soudre ce proble`me nous proposons d’ajouter un test qui permettra de ve´rifier si la





avec Nr le nombre de points rejete´s (points dont la distance a` la surface est supe´rieure a`
une certaine tole´rance) et Ni le nombre de points qui composent la primitive. La question
qui se pose alors est la suivante : quel ratio choisir pour de´cider si une primitive est
correcte ou non ?
• Dans le cas ou` le ratio r est important (on autorise peu d’outliers), en cas de mauvaise
segmentation (figure 4.10) il y a de fortes chances que la primitive soit rejete´e. De
ce fait, l’algorithme ne marquera pas la zone qui sera alors raffine´e. Autrement dit, un
seuil trop important rend notre syste`me de nume´risation moins performant en cas de
mauvaise segmentation.
• A contrario, si le ratio est faible (beaucoup d’outliers) il y a un risque d’identifier une
re´gion par une primitive qui ne correspond pas aux donne´es et du coup de sur-
segmenter cette zone. Un seuil trop faible implique donc une erreur potentielle sur
la primitive ainsi qu’une sur-segmentation de l’objet.
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Le choix du ratio r de´pend fortement de l’application vise´e. Si l’application finale consiste
a` obtenir un mode`le pre´cis, il faut e´viter au maximum les erreurs sur l’identification des pri-
mitives. Inversement, si l’objectif consiste a` obtenir un nuage peu dense ou de mode´liser
l’objet par un maximum de primitives, il faudra adapter le ratio r afin de ne pas rejeter
syste´matiquement les primitives.
4.3.3/ SYNTHE`SE
Le syste`me de nume´risation dynamique pre´sente´ jusqu’a` pre´sent proce`de de la fac¸on
suivante. Il calcule des points 3D depuis les images du scanner pour une densite´ d = 1/i,
puis extrait ensuite des informations comple´mentaires afin d’identifier des primitives. S’il
existe des primitives, celles-ci sont alors ajuste´es afin de ve´rifier que la primitive identifie´e
correspond bien aux donne´es. Dans ce cas, une nouvelle segmentation est effectue´e
si besoin afin de ne conserver que les points correspondant re´ellement a` la primitive
identifie´e. Le syste`me est ensuite re-boucle´ et calcule de nouveau des points 3D pour une
densite´ d = 1/(i−1) excepte´ dans les zones marque´es comme appartenant a` une primitive
lors de l’ite´ration pre´ce´dente. Le syste`me suit ce proce´de´ re´cursif jusqu’a` atteindre la
densite´ maximale d = 1/1 ou jusqu’a` ce qu’une condition d’arreˆt soit atteinte.
4.4/ SURFACES PARAME´TRIQUES
Bien que le syste`me s’applique avant tout a` des pie`ces manufacture´es, celles-ci ne
sont pas syste´matiquement compose´es de primitives ge´ome´triques simples. Dans ce
cas, le syste`me ne sera pas en mesure d’identifier des primitives et ne marquera alors
aucune zone, rendant ainsi notre syste`me inefficace. Comme mentionne´ pre´ce´demment,
pour re´soudre ce proble`me et ne pas limiter notre syste`me aux seules primitives
ge´ome´triques, il convient d’en introduire de nouvelles. N’ayant pas d’a priori sur la forme
de l’objet, nous avons choisi d’e´tudier des primitives pouvant s’adapter a` toutes les
formes : les surfaces parame´triques.
Le but est d’approximer des surfaces parame´triques sur les re´gions n’e´tant pas associe´es
a` une primitive puis de comparer l’e´volution de ces surfaces entre deux ite´rations succes-
sives de notre syste`me. Si la surface a e´volue´ entre deux ite´rations, le fait de calculer de
nouveaux points ayant permis de raffiner la re´gion, il est pertinent de continuer a` raffiner
la zone concerne´e. A l’inverse, si la surface d’une re´gion n’e´volue plus, calculer d’avan-
tage de points est inutile. Dans ce cas, la zone est alors marque´e et ne sera plus traite´e
par la suite.
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4.4.1/ SURFACES DE BE´ZIER
Il existe diffe´rentes surfaces parame´triques souvent utilise´es en 3D. Les plus connues
sont les surfaces de Be´zier [101], les B-splines et les NURBS [54]. Notre choix s’est
porte´ sur les surfaces de Be´zier, qui sont souvent utilise´es en conception assiste´e par
ordinateur (CAO). A noter qu’il est tout a` fait possible de remplacer les surfaces de Be´zier
par des B-splines ou des NURBS. Cependant, dans notre application les surfaces de
Be´zier e´tant largement suffisantes nous avons opte´ pour celles-ci.
4.4.1.1/ COURBES DE BE´ZIER
Les surfaces de Be´zier ont e´te´ invente´es par Pierre Be´zier [102, 103] afin de mode´liser
des pie`ces de carrosseries automobiles. Ces surfaces sont compose´es de courbes de
Be´zier (figure 4.11), qui sont des courbes polynomiales parame´triques permettant de
faire une approximation entre n points.
(a)
(b)
FIGURE 4.11 – Repre´sentation tridimensionnelle des courbes et carreaux de Be´zier. a)
Courbe de Be´zier. b) Carreau de Be´zier cubique.
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avec t ∈ [0, 1] et ou` les Bni sont les polynoˆmes de Bernstein. Dans la plupart des cas
industriels, les courbes de Be´zier sont d’ordre 3, cubiques (n = 3). Dans ce cas, on peut
e´crire la courbe sous la forme parame´trique suivante :
P(t) = P0(1 − t)3 + 3P1t(1 − t)2 + 3P2t2(1 − t) + P3t3 (4.4)
Une surface de Be´zier cubique (ordre 3) est compose´e d’un ou plusieurs carreaux de
Be´zier, qui sont eux meˆmes obtenus a` l’aide des courbes de Be´zier. Un carreau de Be´zier
cubique (figure 4.11) est compose´ de 4 × 4 points de controˆle Pi, j, avec 0 ≤ i ≤ 3 et






Pi, j(u).Bi,3(u).B j,3(v), (4.5)
avec u et v ∈ [0, 1], Bi,3 et B j,3 les polynoˆmes de Bernstein d’ordre 3 et Pi, j les points de
controˆle. On constate que si l’on connaıˆt les points de controˆle, on est alors capable de
re´soudre l’e´quation (4.5) et ainsi de de´terminer un carreau de Be´zier entre ces diffe´rents
points.
4.4.1.2/ ESTIMATION DES POINTS DE CONTROˆLE
En ge´ne´ral, l’approche classique pour construire un carreau de Be´zier consiste a` utiliser
des points 3D comme points de controˆle [104]. Cependant, en proce´dant de cette fac¸on,
on privile´gie certains points par rapport a` d’autres e´tant donne´ que les courbes de Be´zier
ne passent pas par les points de controˆle. Pour pallier ce proble`me, on retrouve parfois
une me´thode 2D, de´rive´e de l’algorithme de De Casteljau [105], permettant d’estimer
des points de controˆle a` partir de seulement deux points et de leur normale a` la surface
associe´e a` chaque point. La figure 4.12 sche´matise la me´thode permettant d’obtenir les
points de controˆle P1 et P2 a` partir des points P0 et P3 ainsi que des normales n0 et n3
pour une courbe quelconque C.
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FIGURE 4.12 – Estimation des points de controˆle d’une courbe de Be´zier d’ordre 3.
Connaissant les couples {P0, n0} et {P3, n3} on peut calculer les tangentes t1 et t2 (en vert
sur la figure 4.12) aux points P0 et P3. De meˆme, on peut calculer le segment [P0, P3] et
de´terminer les points A et B espace´s re´gulie`rement sur le segment [P0, P3] de la fac¸on
suivante :
A(x, y) = P0(x, y) +
P3(x, y) − P0(x, y)
3
, (4.6)
B(x, y) = P0(x, y) +
2 × P3(x, y) − P0(x, y)
3
. (4.7)
Il est alors possible d’estimer le point de controˆle P1 comme l’intersection de la tangente
t1 et de la droite perpendiculaire a` [P0, P3] au point A (en cyan sur la figure 4.12).
La meˆme me´thode est applicable pour le point P2 a` partir de la tangente t2 et de la
perpendiculaire a` [P0, P3] au point B. ar analogie, nous avons imple´mente´ cette me´thode
en l’adaptant a` la 3D. La figure 4.13 illustre la me´thodologie.
• On cherche les points de controˆle permettant d’approximer la courbe en rouge
(figure 4.13-a) a` partir de deux points P0 et P3, ainsi que de leur normale a` la surface
associe´e n0 et n3 (en noir). Connaissant les points et les normales, on peut alors
de´finir deux plans tangents a` la surface Π1 et Π2 (plans verts).
• L’e´tape suivante consiste a` de´terminer la position des points A et B (figure 4.13-
b). Pour cela, on proce`de de la meˆme fac¸on qu’en 2D, en prenant deux points a`
e´quidistance sur le segment (P0, P3) (symbolise´s par les cercles rouges). Il est alors
possible de de´finir deux nouveaux plans perpendiculaires au segment (P0, P3) et
passant respectivement par les points A et B (plans bleus).
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FIGURE 4.13 – Estimation des points de controˆle en 3D. a) Plans tangents a` la surface
aux points P0 et P3. b) Plans orthogonaux (P0, P3) et passant par les points A et B. c) Les
intersections des plans forment deux lignes l1 et l2. d) Les intersections des lignes avec
le plan Πr forment les points de controˆle P1 et P2.
• Une fois ces quatre plans connus, il est alors possible de calculer les intersections de
ces plans (figure 4.13-c). On obtient ainsi deux lignes l1 et l2 (en rouges), l’une pour
l’intersection des plans Π1 et ΠA et l’autre pour l’intersection des plans Π2 et ΠB.
• Les points de controˆle P1 et P2 (les cercles rouges sur la figure. 4.13-d) sont finale-
ment obtenus en calculant l’intersection entre les lignes l1 et l2 et le plan Πr (plan gris)
orthogonal a` ΠA et ΠB et passant par P0, A, B et P3.
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Avec cette approche, il est ainsi possible de de´finir deux points de controˆle uniquement
a` partir de donne´es connues : les points 3D et leur normale a` la surface. Il est ainsi
possible d’approximer un carreau de Be´zier a` partir de quatre points et de leur normale.
FIGURE 4.14 – Repre´sentation de l’erreur entre un nuage de points dense et des sur-
faces parame´triques obtenues depuis un nuage de points de densite´ d = 1/5. a) Surface
estime´e sur un cylindre avec le logiciel RapidForm. b) Surface de Be´zier avec prise en
compte des normales sur le meˆme cylindre. c) Surface RapidForm sur des objets non
identifie´s. d) Surface de Be´zier sur ces meˆmes objets.
L’inte´reˆt des surfaces de Be´zier re´side dans l’utilisation de points de controˆle qui peuvent
eˆtre calcule´s a` partir des normales 3D, ce qui permet d’obtenir une surface plus fide`le
qu’en utilisant d’autres me´thodes ne prenant pas en compte les normales, comme le
montre la figure 4.14. Un second inte´reˆt, toujours lie´ a` l’utilisation des normales pour
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de´finir les points de controˆle, se situe au niveau de la continuite´ entre plusieurs carreaux.
Du fait que l’on utilise les normales pour calculer les points de controˆle, la surface ainsi
obtenue sera continue, ce qui n’est pas toujours le cas autrement.
4.4.1.3/ DE´COMPOSITION DES OBJETS
Nous venons de voir qu’en connaissant quatre points 3D et leurs normales a` la surface,
il est possible de calculer une carreau de Be´zier. Pour repre´senter un objet en inte´gralite´
avec des carreaux de Be´zier, il faut donc de´composer celui-ci en plusieurs quadrilate`res.
Ce type de de´composition peut parfois s’ave´rer assez complexe suivant la forme des
re´gions. Roseline Be´nie`re [106] propose une approche permettant d’obtenir un maillage
quadrangulaire a` partir d’un maillage triangulaire, ce qui permet de calculer des surfaces
parame´triques a` partir du maillage ainsi obtenu. Cette me´thode pourrait fonctionner dans
notre cas, mais elle impliquerait dans un premier temps de mailler le nuage de points
puis de le re-mailler pour obtenir un maillage quadrangulaire. De plus, cette approche
serait trop couˆteuse en temps de calcul car on aurait alors e´norme´ment de carreaux.
La solution que nous proposons s’inspire d’une de´composition de l’objet en maillage
quadrangulaire. Nous proposons de de´finir une grille connue dans l’image et de l’adapter
aux donne´es (figure 4.15). Dans l’image, en adaptant la grille aux points 2D les plus
proches, il est possible de de´composer un objet quelconque en plusieurs quadrilate`res
et ainsi approximer une surface de Be´zier sur l’objet e´tudie´.
FIGURE 4.15 – Grille utilise´e pour de´composer les objets en quadrilate`res. a) Grille
re´gulie`re ge´ne´re´e dans l’image. b) De´formation de la grille en fonction des donne´es.
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4.4.2/ TEST DES SURFACES
Comme nous l’avons pre´sente´ dans la partie pre´ce´dente, lorsque qu’une primitive est
identifie´e nous calculons la distance entre les donne´es et la surface de la primitive
mode´lise´e depuis l’ensemble des donne´es. Concernant les surfaces parame´triques, il
n’est pas pertinent d’appliquer la meˆme approche car les surfaces e´tant extraites locale-
ment, la distance entre les points et la surface de Be´zier reste toujours faible. Nous pro-
posons de calculer la distance entre deux surfaces obtenues a` deux ite´rations diffe´rentes,
et donc a` diffe´rentes densite´s de points. Pour ce faire, nous proce´dons de la meˆme fac¸on
que dans le cas des primitives. Voici la proce´dure pour un objet quelconque :
• Premie`re ite´ration d = 1/i : Une surface de Be´zier est approxime´e sur un objet.
• Deuxie`me ite´ration d = 1/(i−1) : Si l’objet n’a pas e´te´ identifie´ comme une primitive, on
approxime alors une nouvelle surface de Be´zier.
• Calcul de la distance entre les deux surfaces de Be´zier obtenues a` deux ite´rations
diffe´rentes.
• En acceptant une certaine tole´rance t sur la distance entre les deux surfaces, on cal-
cule alors le ratio r entre le nombre de points dont la distance est infe´rieure a` t et le
nombre de points dont la distance est supe´rieure a` t.
• Si le ratio r est infe´rieur a` un certain seuil, on conside`re que la surface n’a que peu
e´volue´ entre deux acquisitions et que le fait de calculer d’avantage de points sur cet
objet n’a pas apporte´ d’informations supple´mentaires. Dans ce cas, on admet que la
zone est suffisamment e´chantillonne´e et qu’il n’est pas ne´cessaire d’ajouter de l’infor-
mation.
• Dans le cas contraire, on conside`re que la surface a e´volue´ et que le calcul de nou-
veaux points est utile. Cette e´tape sera alors re´pe´te´e a` la prochaine ite´ration.
4.5/ INCRE´MENTATION ET ARREˆT DU SYSTE`ME
Une fois que toutes les re´gions segmente´es ont e´te´ analyse´es, le syste`me est soit re-
boucle´ afin de raffiner toutes les re´gions non marque´es, soit arreˆte´. L’arreˆt du syste`me
ne se fait que dans deux cas distincts : lorsque toutes les zones sont marque´es ou bien
lorsque la densite´ d est e´gale a` d f . Si l’une de ces conditions est respecte´e alors le
syste`me s’arreˆte, sinon le syste`me est incre´mente´ et toutes les e´tapes sont re´ite´re´es
avec une densite´ de points d plus importante pour les zones non marque´es :
d =
1
i − 1 . (4.8)
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Lors de l’ite´ration suivante, afin de ne tenir compte que des zones non marque´es, nous
appliquons un masque sur la grille de germes servant a` l’appariement des points afin de
ne conserver que les germes situe´s sur des zones non marque´es (figure 4.16).
(a) (b) (c)
FIGURE 4.16 – Positionnement des graines servant a` la mise en correspondance. a)
Grille de germes. b) Zones marque´es lors de cette ite´ration. c) Grille de germes modifie´e.
La grille ainsi obtenue est alors utilise´e pour appairer les points lors de l’ite´ration suivante,
ce qui permet de ne pas raffiner les zones marque´es.
4.6/ CONCLUSION
Dans cette partie, nous avons pre´sente´ le principe du fonctionnement du syste`me de
nume´risation dynamique e´tape par e´tape. Le principe du syste`me consiste a` adapter l’ac-
quisition a` la complexite´ de la pie`ce a` nume´riser. Pour ce faire, le syste`me se de´compose
en 3 e´tapes majeures : l’acquisition, le marquage des re´gions et l’arreˆt ou l’incre´mentation
du syste`me. L’objectif d’un tel syste`me est de fournir des re´sultats proches de ceux que
l’on obtiendrait en passant par la chaine 3D classique. C’est pourquoi, dans la partie
suivante nous pre´sentons les re´sultats obtenus par ce syste`me e´tape par e´tape sur
diffe´rents objets. Ces re´sultats seront ensuite compare´s aux re´sultats obtenus avec des
me´thodes de simplification de maillage.
5RE´SULTATS
Jusqu’a` pre´sent, nous avons pre´sente´ les diffe´rentes parties qui composent notre
syste`me, ainsi que son principe de fonctionnement. Dans cette partie, sont pre´sente´s
les re´sultats obtenus avec ce meˆme syste`me de nume´risation dynamique sur diffe´rents
objets industriels. Dans un premier temps, nous pre´senterons les re´sultats obtenus
apre`s chacune des e´tapes, puis dans un second temps, nous e´tudierons l’influence des
diffe´rents parame`tres re´glables pre´sente´s pre´ce´demment sur le re´sultat final.
Par la suite, les re´sultats obtenus avec ce syste`me seront compare´s aux re´sultats qu’ils
est possible d’obtenir en passant par la chaine 3D classique : acque´rir un maximum
de points, mailler les donne´es, remailler les donne´es pour obtenir un maillage 2-manifold
(une areˆte ne partage pas plus de deux triangles) puis simplifier le maillage en pre´servant
au maximum les zones saillantes.
5.1/ OUTIL LOGICIEL
Afin de simplifier l’utilisation du syste`me de´veloppe´, nous avons de´veloppe´ un outil
logiciel permettant de re´gler les diffe´rents parame`tres pre´sente´s en amont a` l’aide d’une
interface pre´sente´e en figure 5.1. Cette interface permet de re´gler tre`s simplement
les diffe´rents parame`tres souhaite´s. L’interface est e´galement munie d’une feneˆtre
permettant d’afficher les diffe´rents re´sultats pre´sente´s dans ce manuscrit (primitives,
surfaces, segmentation), facilitant ainsi l’analyse des donne´es.
L’interface dispose de deux modes distincts : le mode automatique et le mode pas a` pas.
Le mode pas a` pas permet d’afficher les re´sultats obtenus a` chaque e´tape. Ce mode est
particulie`rement utile pour optimiser l’acquisition en raffinant les diffe´rents parame`tres en
fonction de l’application vise´e. Le second mode, le mode automatique affiche uniquement
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que le re´sultat final, ce qui permet d’obtenir un re´sultat final tre`s rapidement.
FIGURE 5.1 – Interface graphique du syste`me de´veloppe´.
5.2/ RE´SULTATS E´TAPE PAR E´TAPE
La condition principale pour obtenir une bonne simplification des donne´es avec notre
syste`me repose sur la pre´sence de primitives ge´ome´triques dans la sce`ne. De ce fait,
nous avons choisi de pre´senter les re´sultats sur trois objets ayant des caracte´ristiques
bien diffe´rentes (figure 5.2). Le premier objet est compose´ exclusivement de primitives
ge´ome´triques simples, ce qui devrait permettre de fortement simplifier les donne´es.
Le deuxie`me objet, quant a` lui, est un objet manufacture´ assez simple pre´sentant des
primitives (plans), des trous, ainsi qu’une zone plus complexe (un coude). Enfin, le
dernier objet que nous pre´sentons est plus complexe que les deux pre´ce´dents, il y
a moins de primitives ge´ome´triques simples, plus de discontinuite´s et plus de zones
courbes ne pouvant pas eˆtre identifie´es comme des primitives.
Afin de bien comprendre le re´sultat final, nous pre´senterons les re´sultats e´tape par
e´tape, selon le logigramme simplifie´ pre´sente´ en figure 5.3. On distingue trois e´tapes
distinctes (en gris sur la figure 5.3) : l’acquisition qui consiste a` extraire des informations
comple´mentaires et a` segmenter les donne´es, le marquage des re´gions permettant de
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(a) Objet 1 (b) Objet 2 (c) Objet 3
FIGURE 5.2 – Objets utilise´s pour tester notre syste`me de nume´risation.















FIGURE 5.3 – Principe du syste`me de nume´risation dynamique.
5.2.1/ ACQUISITION
La partie acquisition regroupe les premie`res e´tapes de la me´thode, a` savoir le calcul des
normales 3D, des discontinuite´s et la segmentation des diffe´rents objets qui composent
la sce`ne. Sans rentrer dans le de´tail de la me´thode, pre´sente´e dans la partie pre´ce´dente,
nous exposons ici les re´sultats obtenus lors de cette e´tape pour les trois objets test
pre´sente´s en figure 5.2. Pour ces trois objets, nous avons choisi les parame`tres suivants :
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• Distance tole´re´e entre la primitive/surface et les points 3D = 0.1 mm.
• Ratio primitive/surface = 90%.
• Densite´ initiale d0 = 1/5.
• Densite´ finale d f = 1/2.
Une fois le syste`me initialise´ d = d0, la premie`re e´tape consiste donc a` calculer les nor-
males et les discontinuite´s, afin de segmenter les diffe´rents objets a` partir de l’image
a` l’aide des me´thodes pre´sente´es dans la partie pre´ce´dente. Bien que ces diffe´rentes
e´tapes n’utilisent pas d’informations 3D, les re´sultats de l’e´tape d’acquisition (normales,
coefficients de discontinuite´, segmentation) seront repre´sente´s sur le nuage de points
pour un meilleur rendu visuel. Les figures 5.4, 5.5 et 5.6 pre´sentent les re´sultats que
nous obtenons lors de la premie`re e´tape pour les diffe´rents objets.
(a) (b)
FIGURE 5.4 – Premie`re e´tape de notre syste`me pour l’objet 1. a) Coefficients des
discontinuite´s plaque´s sur les points 3D. b) Segmentation des objets : les points gris
repre´sentent les points non segmente´s.
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(a) (b)
FIGURE 5.5 – Premie`re e´tape de notre syste`me pour l’objet 2. a) Coefficients des
discontinuite´s plaque´s sur les points 3D. b) Segmentation des objets : les points gris
repre´sentent les points non segmente´s.
(a) (b)
FIGURE 5.6 – Premie`re e´tape de notre syste`me pour l’objet 3. a) Coefficients des
discontinuite´s plaque´s sur les points 3D. b) Segmentation des objets : les points gris
repre´sentent les points non segmente´s.
5.2.2/ MARQUAGE DES RE´GIONS
Une fois les diffe´rentes zones segmente´es, l’e´tape suivante consiste a` marquer les
diffe´rentes zones. Pour cela, les valeurs propres de la matrice de covariance sont cal-
cule´es a` partir de la repre´sentation sur la sphe`re gaussienne de chaque zone. Les fi-
gures 5.7, 5.8 et 5.9 illustrent, pour les trois pie`ces teste´es, la repre´sentation gaussienne
de diffe´rentes zones segmente´es.
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(a) (b) (c)
FIGURE 5.7 – Repre´sentation sur la sphe`re gaussienne de deux zones segmente´es (ob-
jet 1). a) Repre´sentation 3D de deux zones segmente´es. b) Repre´sentation gaussienne
de la zone verte. c) Repre´sentation gaussienne de la zone orange.
(a) (b) (c)
FIGURE 5.8 – Repre´sentation sur la sphe`re gaussienne de deux zones segmente´es (ob-
jet 2). a) Repre´sentation 3D de deux zones segmente´es. b) Repre´sentation gaussienne
de la zone verte. c) Repre´sentation gaussienne de la zone orange.
(a) (b) (c)
FIGURE 5.9 – Repre´sentation sur la sphe`re gaussienne de deux zones segmente´es (ob-
jet 3). a) Repre´sentation 3D de deux zones segmente´es. b) Repre´sentation gaussienne
de la zone verte. c) Repre´sentation gaussienne de la zone orange.
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En nous appuyant sur les valeurs propres de la matrice de covariance, nous sommes
alors en mesure d’identifier si une re´gion peut eˆtre assimile´e a` une primitive. Les zones
dont les valeurs propres ne correspondent pas aux crite`res d’appartenance a` une pri-
mitive seront traite´es dans un second temps en approximant une surface de Be´zier sur
les donne´es. La figure 5.10 illustre les re´sultats de cette e´tape sur les trois objets teste´s.
Les zones vertes repre´sentent les zones identifie´es comme appartenant potentiellement
a` une primitive et les zones bleues, repre´sentent les zones sur lesquelles des surfaces
de Be´zier seront approxime´es.
(a) (b) (c)
FIGURE 5.10 – Test d’appartenance a` une primitive ge´ome´trique simple : en vert les
zones identifie´es comme des primitives et en bleu les zones qui ne le sont pas. a)
Re´sultats du test pour l’objet 1 : toutes les zones sont identifie´es comme des primitives.
b) et c) Respectivement, les re´sultats des objets 2 et 3 : certaines zones n’e´tant pas
identifie´es comme une primitive, une surface de Be´zier sera approxime´e sur celles-ci.
5.2.2.1/ CAS DES PRIMITIVES
Lorsque qu’une zone correspond aux crite`res d’appartenance a` une primitive, une
premie`re primitive est alors estime´e a` partir des valeurs et vecteurs propres de la
matrice de covariance puis est ensuite ajuste´e sur les points 3D par la me´thode de
Gauss-Newton [100]. Si le ratio r (nombre de points corrects/nombre de points total de la
zone) est supe´rieur au seuil de´fini pre´alablement (90% dans notre exemple), la primitive
est conside´re´e comme correcte et la zone est alors marque´e. Les points incorrects (dont
la distance a` la primitive est supe´rieure a` 0, 1mm dans notre exemple) sont, quant a` eux,
rejete´s de la zone.
Dans le cas de l’objet 1 (figure 5.7), les deux zones se´lectionne´es sont identifie´es
comme des primitives, respectivement comme une sphe`re et un cylindre. La figure 5.11
repre´sente la distance entre la primitive ajuste´e et les points 3D. On constate, dans le
cas de la sphe`re, que l’ensemble des points est a` l’inte´rieur de la tole´rance fixe´e. De ce
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(a) (b) (c)
FIGURE 5.11 – Distance entre la primitive ajuste´e et les points 3D pour les deux zones
se´lectionne´es sur l’objet 1. a) E´chelle des distances. b) Distance points/primitives pour la
premie`re zone (figure 5.7-b). c) Distance pour la deuxie`me zone (figure 5.7-c).
fait, la zone est entie`rement marque´e et ne sera plus raffine´e. Dans le cas de la seconde
primitive, la distance entre les points 3D et le cylindre est parfois supe´rieure a` la tole´rance
accepte´e, mais le ratio r est de 94, 412% et reste donc supe´rieur au seuil fixe´. Dans ce
cas, la primitive est conserve´e et seules les re´gions respectant la tole´rance fixe´e sont
marque´es, les autres re´gions ne seront pas marque´es et seront de nouveaux traite´es
lors de l’ite´ration suivante.
5.2.2.2/ CAS DES SURFACES PARAME´TRIQUES
Comme explique´ en section 4.4.1, une surface de Be´zier est estime´e sur toutes les zones
segmente´es ne remplissant par les crite`res d’appartenance a` une primitive ge´ome´trique
simple. Les surfaces ainsi obtenues sont alors compare´es aux surfaces obtenues lors
de l’ite´ration pre´ce´dente afin de de´cider si la zone peut eˆtre marque´e ou non. Dans
notre cas, s’agissant de la premie`re ite´ration, il n’existe pas encore de surfaces pour
effectuer une comparaison. De ce fait, aucune de ces zones n’est marque´e lors de la
premie`re ite´ration du syste`me. Dans le cas de l’objet 2 (figure 5.8), la premie`re des deux
zones se´lectionne´es est identifie´e comme un plan (figure 5.8-b), tandis que la seconde
(figure 5.8-c) ne remplit aucun des crite`res d’appartenance a` une primitive et une sur-
face de Be´zier est alors estime´e dans cette zone. La figure 5.12 repre´sente les zones
marque´es (en vert) et les zones non marque´es (en rouge) lors de la premie`re ite´ration du
syste`me pour les diffe´rents objets.
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(a) (b) (c)
FIGURE 5.12 – Repre´sentation sur la sphe`re gaussienne de deux zones segmente´es (ob-
jet 3). a) Repre´sentation 3D de deux zones segmente´es. b) Repre´sentation gaussienne
de la zone verte. c) Repre´sentation gaussienne de la zone orange.
5.2.3/ INCRE´MENTATION DU SYSTE`ME
L’e´tape suivante consiste a` incre´menter ou arreˆter le syste`me. Le syste`me de
nume´risation ne s’arreˆte que dans deux situations : lorsque toutes les zones sont
marque´es ou bien lorsque la densite´ d est e´gale a` d f . Dans notre cas, aucune de ces
conditions d’arreˆt n’est respecte´e. Le syste`me est alors incre´mente´ avec une nouvelle
densite´ d = 1/4. Les points 3D des zones marque´es sont, quant a` eux, stocke´s.
(a) (b) (c)
FIGURE 5.13 – Positionnement des graines servant a` la mise en correspondance pour
l’objet 1. a) Image capture´e par le scanner. b) Masque des zones marque´es a` la premie`re
ite´ration. b) Grille de graine (en rouge) utilise´e pour la mise en correspondance lors de
l’ite´ration suivante.
Lors de la nouvelle ite´ration du syste`me, seules les zones non marque´es et non traite´es
lors de l’ite´ration pre´ce´dente sont raffine´es. Pour cela, on applique le principe pre´sente´
en section 4.5 en appliquant un masque sur la grille de graines servant a` appairer les
points entre les deux images du scanner (figure 5.13).
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5.2.4/ RE´SULTATS
Le syste`me reprend le meˆme processus que celui que l’on vient de de´crire mais en ne
traitant que les zones non marque´es. Voici les re´sultats obtenus pour chaque objet a`




FIGURE 5.14 – Re´sultats pour les trois objets avec une densite´ d = 1/4. a), d) et g) Zones
segmente´es. b), e) et h) Identification des primitives (zones vertes) et des surfaces (zones
bleues). c), f) et i) Zones marque´es (vertes) et non marque´es (rouges).
On peut remarquer que pour l’objet 1, qui est principalement compose´ de primitives et de
zones a` fortes courbures, (figure 5.14) seules les zones identifie´es comme des primitives
sont marque´es. Dans les cas des deux autres objets, qui pre´sentent des formes plus
complexes (qui ne peuvent eˆtre repre´sente´es par des primitives), il est possible de re-
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marquer que plusieurs zones marque´es le sont par comparaison de la surface de Be´zier
obtenue a` cette ite´ration avec la surface parame´trique obtenue a` l’ite´ration pre´ce´dente.
En proce´dant de la meˆme fac¸on jusqu’a` la dernie`re ite´ration du syste`me (d = 1/2 dans ce
cas), ou jusqu’a` ce que tous les objets segmente´s soient marque´s, nous sommes en me-
sure d’obtenir des donne´es dont la densite´ de points sera repre´sentative de la complexite´
de la forme (figure 5.15) sans a priori sur la forme de l’objet. Afin d’obtenir un meilleur
rendu visuel, les donne´es ont e´te´ maille´es, cependant le mode`le obtenu en sortie du
syste`me est un nuage de points.
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(a) 55.796 points (b) 12.317 points
(c) 48.762 points (d) 17.921 points
(e) 38.236 points (f) 18.742 points
FIGURE 5.15 – Re´sultats finaux obtenus pour chaque objet. a), c) et e) Nuage de points
maille´ obtenu a` la densite´ maximale d = 1/2. b), d) et f) Nuage de points maille´ obtenu
avec notre syste`me. En vert on trouve les zones identifie´es comme des primitives et en
bleu les zones identifie´es comme des surfaces parame´triques. Les zones grises corres-
pondent aux points calcule´s pour d = d f qui n’ont pas e´te´ identifie´s par une primitive.
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5.3/ IMPACT DES DIFFE´RENTS PARAME`TRES
Comme cela a e´te´ mentionne´ dans la partie pre´ce´dente, pour chaque e´tape (acquisition,
marquage des re´gions) l’utilisateur a la possibilite´ d’agir sur les diffe´rents parame`tres in-
tervenant dans chaque e´tape. Le re´glage de ces parame`tres peut amener a` des re´sultats
tre`s diffe´rents. En choisissant un ratio faible pour les primitives, il est possible de re-
segmenter les objets plus pre´cise´ment au risque de commettre des erreurs sur les primi-
tives identifie´es. A contrario, un ratio important permet de ne de conserver que les zones
qui correspondent vraiment a` une primitive, et le moindre de´faut peut alors entraıˆner un
rejet de la primitive. Les figures 5.16 et 5.17 pre´sentent les re´sultats que l’on obtient sur
les diffe´rents objets en nous plac¸ant dans deux cas distincts. Dans le premier cas on
cherche a` obtenir les meilleures primitives possibles (ratio r = 95%), au de´triment de la
simplification et dans le second cas, nous avons choisi de rechercher le maximum de
primitives ge´ome´triques (ratio r = 75%) au risque de commettre une erreur. Les autres
parame`tres (distances tole´re´es, ratio sur les surfaces) restent inchange´s par rapport a`
ceux utilise´s pre´ce´demment.
(a) 20.532 points (b) 19.682 points
(c) 23.551 points
FIGURE 5.16 – Re´sultats obtenus sur chaque objet avec les parame`tres du premier cas.
Distance moyenne  entre les donne´es obtenues et les donne´es denses. a)  = 0, 01832
mm. b)  = 0, 02109 mm. c)  = 0, 01908 mm.
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(a) 12.317 points (b) 15.562 points
(c) 16.952 points
FIGURE 5.17 – Re´sultats obtenus sur chaque objet avec les parame`tres du second cas.
Distance moyenne  entre les donne´es obtenues et les donne´es denses. a)  = 0, 01844
mm. b)  = 0, 02195 mm. c)  = 0, 02506 mm.
Dans le cas des deux premiers objets, la figure 5.17 montre que l’utilisation d’un ratio
faible (75%) permet de re´duire le nombre de points final sans pour autant affecter
la pre´cision des donne´es. Ce re´sultat correspond a` ce qu’on pouvait attendre dans
la mesure ou` les objets en question sont compose´s de nombreuses primitives. En
revanche, concernant le dernier objet, l’utilisation d’un faible ratio entraıˆne des erreurs
bien plus importantes que dans le cas d’un ratio de 95%. L’objet e´tant compose´ de
formes plus complexes, le fait de les identifier par des primitives entraıˆne des erreurs
mais permet malgre´ tout de re´duire le nombre de points. La modification du ratio sur
les surfaces fonctionne de la meˆme fac¸on que le ratio sur les primitives. Plus celui-ci
est grand et plus les donne´es finales seront lourdes et plus le ratio sera faible plus les
erreurs engendre´es seront grandes.
La distance tole´re´e entre la primitive/surface et les points 3D affecte indirectement le ratio
de points corrects. Augmenter la distance tole´re´e revient finalement a` utiliser un ratio
plus important, a` une diffe´rence pre`s, l’erreur en sortie est controˆle´e, elle ne de´passera
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jamais la distance fixe´e. Comme nous venons de le voir, les re´sultats obtenus avec notre
syste`me sont comple`tement de´pendants de ces parame`tres. Ainsi, l’utilisateur devra
ajuster les diffe´rents parame`tres en fonction de l’utilisation finale des donne´es. Comme
illustre´ par les figures 5.18 et 5.19, si l’on cherche a` simplifier au maximum les donne´es,
il faudra tole´rer une erreur assez importante entre les primitives/surfaces et les points
3D. A` l’inverse, si les donne´es finales doivent eˆtre pre´cises, il faudra tole´re´e une erreur
plus faible sur la distance tole´re´e.
FIGURE 5.18 – Evolution du taux de compression en fonction de l’erreur tole´re´e.
FIGURE 5.19 – Evolution de l’erreur finale en fonction de l’erreur tole´re´e.
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5.4/ E´VALUATION DE NOTRE ME´THODE
Afin de ve´rifier le bon fonctionnement, et la pre´cision de notre syste`me, nous avons
cherche´ a` comparer notre me´thode avec celles de´ja` existantes. Cependant, a` notre
connaissance il n’existe pas d’approche permettant d’adapter l’acquisition en vue de
simplifier les donne´es de`s l’acquisition. De ce fait, nous comparons les re´sultats que
nous obtenons avec des me´thodes de simplification base´es sur le maillage a` partir d’un
scan dense, ce qui correspond finalement au cheminement classique de la chaine 3D.
Nous avons compare´ les re´sultats de notre syste`me avec les re´sultats de deux autres
me´thodes de simplification de maillage avec pre´servation d’areˆtes : QSlim [75] et ACVD
[107] pour un nombre de points final d’environ 15.000 points avec chaque me´thode.
(a) Notre me´thode (b) Notre me´thode (c) Notre me´thode
(d) QSlim (e) QSlim (f) QSlim
(g) ACVD (h) ACVD (i) ACVD
FIGURE 5.20 – Re´sultats obtenus par diffe´rentes me´thodes de simplification.
La figure 5.20 repre´sente la distance quadratique entre le nuage de points dense et le
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nuage de points simplifie´ obtenue avec les trois me´thodes sur chaque objet. Globalement,
les erreurs mesure´es sont similaires entre les trois me´thodes, et ce, quel que soit l’objet
e´tudie´. Les figures 5.21,5.22 et 5.23 montrent l’e´volution de l’erreur finale en fonction du
taux de compression pour les trois me´thodes (notre me´thode, ACVD et Qslim) sur les
trois objets pre´sente´s dans ce manuscrit.
FIGURE 5.21 – Objet 1 : Evolution de l’erreur finale en fonction du taux de compression.
FIGURE 5.22 – Objet 2 : Evolution de l’erreur finale en fonction du taux de compression.
Le syste`me de nume´risation dynamique pre´sente´ dans ce me´moire permet donc
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FIGURE 5.23 – Objet 3 : Evolution de l’erreur finale en fonction du taux de compression.
d’obtenir un mode`le simplifie´ de`s la sortie de l’acquisition sans avoir a` passer par les
diffe´rentes e´tapes de la chaine 3D, tout en assurant un re´sultat similaire a` ce que l’on
obtiendrait en passant par le cheminement classique. D’autres re´sultats obtenus sur
d’autres objets manufacture´s sont pre´sente´s en Annexe B.
5.5/ AME´LIORATION DU SYSTE`ME
Le syste`me pre´sente´ dans ce me´moire permet d’adapter la densite´ de points obtenus
en fonction de la forme de l’objet en recherchant des primitives 3D ou des surfaces
de Be´zier. Pourtant, il existe encore d’autres e´le´ments simples souvent pre´sents sur
des pie`ces manufacture´es, comme des trous de perc¸age par exemple, qui ne sont pas
exploite´s avec notre syste`me actuel. Malheureusement, le proble`me avec ce genre de
forme se situe au niveau de l’appariement qui ne peut se faire en utilisant le contour e´tant
donne´ que le motif projete´ n’est pas visible au niveau du trou. Pourtant, les contours
du trou sont visibles dans les images du scanner et peuvent eˆtre utilise´s en supposant
que la forme 3D correspond bien a` une forme circulaire. Ainsi, afin d’ajouter encore plus
d’informations, nous avons de´veloppe´ une approche sur l’objet pre´sente´ en figure 5.24
obtenu a` partir de donne´es de l’OptiNum.
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FIGURE 5.24 – Image fournie par l’Optinum sur un objet test.
5.5.1/ PRINCIPE DE LA ME´THODE
Ici, l’objectif est de calculer de nouveaux points 3D au niveau des contours du trou cir-
culaire. Pour cela, nous supposons que la forme 3D du trou peut eˆtre mode´lise´e par une
forme circulaire, ou elliptique. La projection de cette forme dans les images formera alors
des ellipses. L’ellipse est une conique, de´finie par l’e´quation suivante :
Ax2 + Bxy +Cy2 + Dx + Ey + F = 0 (5.1)
Le principe de notre approche peut eˆtre re´sume´ par le sche´ma pre´sente´ en figure 5.25.
La projection de la forme 3D elliptique forme deux ellipses visibles dans les images.
L’ide´e consiste a` segmenter la projection du trou dans les deux images afin d’en obtenir
le contour. A` partir des points du contour, il est possible d’estimer la meilleure conique
passant par ces derniers avec la me´thode des moindres carre´s et ainsi mode´liser les deux
ellipses dans l’image (en bleu sur la figure 5.25). Les images ayant e´te´ rectifie´es lors de
l’e´tape de calibration, en calculant l’intersection d’une ligne horizontale (en rouge) avec
les deux ellipses, il est possible de de´terminer des correspondants et ainsi de remonter
a` la forme 3D du trou.
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FIGURE 5.25 – Principe utilise´ pour de´terminer les contours d’un trou de perc¸age.
5.5.2/ EXTRACTION DES PARAME`TRES DES ELLIPSES
Les parame`tres des deux ellipses peuvent facilement eˆtre extraits depuis la conique
ajuste´e sur le contour de la forme. Le point central de l’ellipse (X0,Y0) ainsi que les rayons
des axes principaux r1 et r2 sont obtenus a` partir des parame`tres de la conique de la fac¸on
suivante :













L’e´quation parame´trique s’e´crit :
 x = X0 + r1.cos(θ)y = Y0 + r2.sin(θ) , (5.4)
avec x et y la position des points appartenant a` l’ellipse dans son propre repe`re. On peut
e´galement exprimer ces coordonne´es dans le repe`re image en effectuant une rotation de





avec x′ et y′ les points appartenant a` l’ellipse dans le repe`re image et R la matrice de
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avec φ l’angle entre les deux repe`res. Cet angle peut e´galement eˆtre obtenu a` partir de la
conique. Ainsi, simplement en segmentant le contour du trou dans chaque image, puis en
ajustant une conique sur ce contour, il est possible de mode´liser une ellipse pour chaque
image.
5.5.3/ RECONSTRUCTION DE LA FORME 3D
En de´veloppant l’e´quation 5.6 a` partir de 5.5, pour une image il est alors possible d’e´crire :
x′ = X0.cos(φ) + r1.cos(φ).cos(θ) − Y0.sin(φ) − r2.sin(φ).sin(θ), (5.7)
y′ = X0.sin(φ) + r1.sin(φ).cos(θ) + Y0.cos(φ) + r2.cos(φ).sin(θ). (5.8)
En calculant θ a` partir de 5.8 et en le re´-injectant dans 5.7, il est possible de trouver
l’intersection entre une ligne de l’image et l’ellipse estime´e a` partir des contours du trou.
En appliquant la meˆme me´thode dans l’autre image (pour la meˆme ligne), on trouve ainsi
les points correspondants. Les formes des ellipses e´tant mode´lise´es mathe´matiquement,
il est possible de calculer autant de points que l’on de´sire au niveau du contour, sans eˆtre
limite´ par la re´solution du scanner et ainsi obtenir un contour beaucoup plus dense que
ce que l’on pourrait obtenir avec un scan classique. La figure 5.26 illustre les re´sultats
obtenus sur l’objet test.
FIGURE 5.26 – Principe utilise´ pour de´terminer les contours d’un trou de perc¸age.
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Ces re´sultats montrent qu’en paralle`le du syste`me de nume´risation dynamique, il est
possible d’utiliser cette me´thode pour obtenir encore d’avantage d’informations a` partir
des images, notamment au niveau des contours. En utilisant le meˆme proce´de´, il est
e´galement possible d’identifier d’autres formes comme les lignes droites (bordures de
pie`ces me´caniques) par exemple.
Cependant, cette approche pre´sente une contrainte importante, qui se situe au niveau de
la segmentation du trou. Dans le cas ou` le trou est bien distinct comme dans l’exemple
pre´sente´ ci-dessus, il est assez simple a` segmenter. Malheureusement, dans la plupart
des cas traite´s, les trous sont beaucoup plus difficiles a` identifier a` cause de la projec-
tion du motif pseudo-ale´atoire et des conditions d’e´clairage changeantes. Bien que le
principe pre´sente´ dans cette partie soit fonctionnel sur cet objet test, nous ne l’avons
pas imple´mente´ directement dans le syste`me de nume´risation dynamique a` cause de la
difficulte´ a` segmenter le trou automatiquement.
6CONCLUSION ET PERSPECTIVES
Actuellement, la chaine 3D classique menant a` un mode`le compresse´, telle que
pre´sente´e dans ce document, est se´quentielle. Le principe de cette chaine 3D consiste a`
acque´rir un maximum de donne´es, d’en extraire diverses informations (courbure, nor-
males), puis de simplifier ces donne´es. Dans ce manuscrit, nous avons propose´ et
de´veloppe´ un syste`me de nume´risation dynamique, permettant de re´duire les donne´es
de`s l’acquisition et ainsi d’e´viter ce cheminement classique. Le syste`me de´veloppe´ per-
met d’adapter le nombre de points directement lors de l’acquisition en fonction de la com-
plexite´ de l’objet a` nume´riser. Dans ce chapitre, nous pre´sentons un bilan de nos travaux
de recherche re´alise´s dans le cadre du projet CreActive 3D ainsi que les perspectives
des travaux restants a` re´aliser.
6.1/ RE´SUME´ DE NOS CONTRIBUTIONS
Dans ce manuscrit, nous avons pre´sente´ un syste`me de nume´risation dynamique per-
mettant d’adapter la densite´ de point lors de l’acquisition pour obtenir des donne´es sim-
plifie´es, et ce sans avoir a` passer par les diffe´rentes e´tapes de la chaine 3D classique.
Pour cela, nous avons dans un premier temps chercher a` extraire un maximum d’infor-
mations comple´mentaires aux points 3D en exploitant les images fournies par le scanner.
Ces informations sont les suivantes :
• Les normales a` la surface :
Les normales 3D sont l’information comple´mentaire la plus fre´quemment utilise´e dans
l’e´tat de l’art. Afin d’estimer les normales depuis les images du scanner, nous nous
sommes inspire´ d’une me´thode existante [56] et l’avons adapte´ au motif du scanner a`
notre disposition.
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• Les discontinuite´s :
Dans la chaine 3D classique, le second attribut le plus fre´quemment utilise´ est la
courbure 3D. Malheureusement, nous ne sommes pas parvenu a` extraire une courbure
3D a` partir des images. Ge´ne´ralement, la courbure 3D est principalement utilise´e
pour segmenter les zones homoge`nes d’un objet. C’est pourquoi, nous avons cherche´
a` extraire un autre attribut depuis les images du scanner permettant une utilisation
similaire a` la courbure 3D. Dans ce manuscrit, nous proposons une approche pour
estimer les discontinuite´s d’un objet.
• Les primitives :
Bien que les primitives 3D ne soit pas un attribut comple´mentaire a` proprement parle´, il
s’agit ne´anmoins d’une information importante. En nous inspirant de travaux existants
sur des donne´es 3D, nous avons mis en place une me´thode permettant d’identifier et
de mode´liser des primitives a` partir d’une analyse en composantes principales depuis
la repre´sentation gaussienne des donne´es.
Syste`me de nume´risation dynamique Dans un second chapitre, nous pre´sentons
le fonctionnement du syste`me en lui meˆme. Le sche´ma pre´sente´ en figure 6.1 illustre
le principe ge´ne´ral du syste`me de nume´risation dynamique. Ce syste`me peut se
de´composer en 4 parties distinctes :
• Acquisition :
Cette e´tape consiste a` acque´rir des donne´es images a` partir d’un scanner a`
ste´re´ovision. En appairant des points entre les deux images ainsi obtenues a` partir
d’une grille de germe, il est possible d’obtenir un nuage de points d’une certaine
densite´.
• Extraction d’informations :
La seconde partie du syste`me consiste a` extraire diffe´rentes informations
comple´mentaires aux points 3D a` partir des images du scanner : normales a` la
surface et coefficients de discontinuite´. L’exploitation de ces attributs permet de
segmenter la sce`ne en plusieurs re´gions homoge`nes.
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• Marquage des re´gions :
Cette partie peut se de´composer en deux sous-parties : l’extraction de primitives et
l’approximation de surfaces parame´triques. Les diffe´rentes re´gions pre´alablement
segmente´es peuvent eˆtre identifie´es comme des primitives ge´ome´triques ou des
surfaces de Be´zier, a` partir de la l’image gaussienne de chaque re´gion. Lorsqu’une
re´gion est identifie´e comme appartenant a` une primitive, elle est alors marque´e et
ne sera plus traite´e par la suite. Les autres re´gions, n’ayant pas e´te´ identifie´es par
une primitive, sont approxime´es par une surface de Be´zier. Ces surfaces seront alors
compare´es avec d’autres surfaces, approxime´es lors des ite´rations suivantes. Si les
surfaces e´voluent entre deux ite´rations successives, la re´gion sera encore raffine´e.
A contrario, si les surfaces sont similaires la zone est alors marque´e et ne sera plus
traite´e par la suite.
• Incre´mentation et arreˆt du syste`me :
Lorsque toutes les zones ont e´te´ traite´es, le syste`me est alors incre´mente´ et recom-
mence depuis la premie`re e´tape en utilisant une grille plus fine pour appairer les points
entre les deux images. Toutes les zones non marque´es seront alors raffine´es (calcul
de nouveaux points). Le syste`me proce`de ainsi jusqu’a` ce qu’une des conditions
d’arreˆt soit atteinte.
Ce type de syste`me permet ainsi d’adapter l’acquisition a` la forme de l’objet directement
a` partir de l’acquisition, et fournit ainsi un nuage de points simplifie´ directement a` la
sortie du scanner de manie`re comple`tement automatique (a` l’exception des diffe´rents
parame`tres a` re´gler avant le de´but de l’acquisition), permettant ainsi d’e´viter de passer
par les diffe´rentes e´tapes de la chaine 3D classique.
6.2/ PERSPECTIVES
L’efficacite´ de ce syste`me de nume´risation dynamique repose en grande partie sur
les primitives pre´sentes dans la sce`ne. En effet, lorsqu’une primitive est identifie´e la
zone est alors marque´es et n’est plus raffine´e. De ce fait, plus il y aura de primitives
identifiables et plus le syste`me sera performant. Actuellement, le syste`me ne recherche
que quatre types de primitives dans la sce`ne a` nume´riser. Une ame´lioration de ce
syste`me consisterait a` e´largir la gamme de primitives en recherchant d’autres formes
plus complexes. Dans la litte´rature, il existe de´ja` des travaux permettant d’extraire
d’autres primitives ge´ome´triques a` partir d’un nuage de points, comme des tores [108].
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FIGURE 6.1 – sche´ma du syste`me de nume´risation dynamique.
Une autre ame´lioration du syste`me consisterait a` e´tendre le principe de de´tection des
trous a` d’autres formes comme les lignes et les contours. En appliquant le meˆme principe
a` ces nouvelles formes, il serait possible d’obtenir plus d’informations sur des zones ou`
les scanners classiques n’y parviennent pas. Cependant, le proble`me reste le meˆme que
dans le cas des trous, la segmentation des lignes et des contours s’ave`re tre`s complique´e
a` mettre en œuvre a` cause du motif pseudo-ale´atoire projete´. Une solution envisageable
consisterait a` acque´rir deux images sans le motif projete´ en plus des deux images avec
le motif, afin d’effectuer la segmentation des trous, lignes et contours directement depuis
cette image. Cependant, le scanner et l’objet a` nume´riser ne doivent absolument pas
bouger entre l’acquisition des images avec et sans le motif. C’est en partie pour ces
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Comme nous l’avons de´ja` mentionne´ pre´ce´demment, nous sommes en mesure d’iden-
tifier les diffe´rentes primitives dans la sce`ne en exploitant les re´sultats fournis par l’ACP
sur la sphe`re de Gauss. Dans cette partie, nous cherchons a` de´montrer que ces re´sultats
peuvent e´galement eˆtre utilise´s pour mode´liser les primitives. En effet, la matrice de
covariance est par construction syme´trique, ce qui implique que ses vecteurs propres
forment une base orthogonale. Comme pre´sente´ dans la section 3.3.2.2, nous cherchons
a` ve´rifier que U (axe unitaire d’une surface de re´volution) est toujours l’un des vecteurs
propres de la matrice de covariance, ce qui nous permettrait d’utiliser le plan forme´ par
les deux autres vecteurs propres pour mode´liser les primitives.
NOTATIONS
Dans un espace euclidien a` 3 dimensions muni d’un repe`re orthonorme´, on suppose














Ces vecteurs repre´sentant les K normales observe´es sont rassemble´s dans une matrice
de la fac¸on suivante :
N =

n11 ... n1i ... n1K
n21 ... n2i ... n2K
n31 ... n3i ... n3K
 . (3)
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pour former la matrice des normales centre´es :
N′ =

n11 − n1 . . . n1i − n1 . . . n1K − n1
n21 − n2 . . . n2i − n2 . . . n2K − n2
n31 − n3 . . . n3i − n3 . . . n3K − n3
 . (5)
Les coefficients de cette matrice peuvent donc se mettre sous la forme suivante :
n′i j = ni j − ni. (6)
L’analyse en composantes principales consiste a` calculer la matrice de covariance des
donne´es centre´es. De part sa de´finition, la matrice de covariance est de´finie par :
C = N′N′t. (7)







La matrice de covariance est par construction syme´trique, ses vecteurs propres forment
donc une base orthogonale. On note α l’angle entre la normale et le vecteur directeur de
l’axe de syme´trie soit
ntiU = U
tni = cosαi. (9)
L’objectif de l’analyse en composantes principales consiste a` chercher les trois valeurs
propres λ et les trois vecteurs propres X associe´s a` la matrice de covariance :
det(C − λI) = 0 (10)
CX = λX (11)
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CAS DES DONNE´ES NON BRUITE´ES
On cherche a` ve´rifier que U est toujours l’un de ces vecteurs propres, associe´ a` la plus






























(n11 − n1) u1 + (n21 − n2) u2 + (n31 − n3) u3
...
(n1i − n1) u1 + (n2i − n2) u2 + (n3i − n3) u3
...






cosα1 − (n1u1 + n2u2 + n3u3)
...
cosαi − (n1u1 + n2u2 + n3u3)
...
cosαK − (n1u1 + n2u2 + n3u3)

. (15)


















Remarque : dans le cas d’un coˆne toutes les normales font le meˆme angle avec l’axe de
syme´trie, on a alors :
N′tU = 0, (17)
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Dans ce cas, U est bien un vecteur propre associe´ a` la valeur propre 0. Dans le cas
ge´ne´ral CU s’e´crit :
CU =

n11 − n1 · · · n1i − n1 · · · n1K − n1
n21 − n2 · · · n2i − n2 · · · n2K − n2











n11 − n1 · · · n1i − n1 · · · n1K − n1
n21 − n2 · · · n2i − n2 · · · n2K − n2











Comme les donne´es sont centre´es, le deuxie`me terme est nul et il ne reste que :
CU =

(n11 − n1) cosα1 + · · · + (n1i − n1) cosαi + · · · + (n1K − n1) cosαK
(n21 − n2) cosα1 + · · · + (n2i − n2) cosαi + · · · + (n2K − n2) cosαK


















































Si le processus de mesure des normales est stochastique, le calcul de la somme des
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cosinus est un estimateur de l’espe´rance de ce cosinus. Si l’estimateur n’est pas biaise´,
l’espe´rance de la somme est la somme des espe´rances si les mesures peuvent eˆtre
suppose´es inde´pendantes les unes des autres. Dans ce cas l’espe´rance des cosinus
est le cosinus de l’espe´rance de l’angle, ve´rifiant ainsi que U est bien un vecteur propre
associe´ a` la valeur propre 0. Cependant, ce re´sultat est loin de pouvoir s’appliquer dans
le cas qui nous concerne, e´tant donne´ la nature bruite´e des donne´es.
CAS DU COˆNE OU DU CYLINDRE AVEC DES DONNE´ES BRUITE´ES
On se place dans le cas du coˆne (ou du cylindre). Si les normales sont mesure´es sans
erreur, l’angle α est constant et l’axe de syme´trie porte le vecteur propre associe´ a` la
valeur propre nulle.
Le repe`re des vecteurs propres e´tant orthogonal, les deux autres vecteurs propres
sont dans un plan perpendiculaire a` l’axe de syme´trie du coˆne dans la direction qui
maximise la variance pour l’un d’entre eux. Si les donne´es sont bruite´es, deux questions
se posent : l’axe de syme´trie est-il toujours un vecteur propre ? et si oui, qu’elle est la
valeur propre associe´e ?
Reprenons le calcul pre´ce´dent, en supposant que l’angle de chaque normale est mesure´
avec une petite erreur εi comprise entre −εm et εm suivant une loi d’espe´rance nulle. La
figure 2 pre´cise les notations utilise´es par la suite sur laquelle l’axe de syme´trie est porte´
par le vecteur unitaire U.
138 ANNEXE . A
FIGURE 2 – Repre´sentation de la normale par rapport a` l’axe de syme´trie.
On appelle Ai l’angle qui de´finit la position angulaire de la normale mesure´e autour de la
normale vraie, c’est aussi une variable ale´atoire qui est comprise entre 0 et pi et qui suit
une loi uniforme. L’angle βi repe`re la position de la normale vraie (sans erreur de mesure)
au point conside´re´. On admet que cet angle varie de fac¸on ale´atoire autour de ze´ro de
sorte que les points de mesure soient re´partis autour du plan qui sert d’origine pour le
repe`re. L’angle Ei est l’angle oppose´ (dans le triangle sphe´rique) de εi, c’est donc une
variable ale´atoire lie´e a` αi et εi. Les relations du triangle sphe´rique donnent :
cosαi = cosα cos εi + sinα sin εi cos Ai. (24)
Si on suppose que l’erreur de mesure εi reste petite, on peut faire un de´veloppement au
premier ordre :
cosαi ' cosα + εi sinα cos Ai. (25)
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n11 − n1 · · · n1i − n1 · · · n1K − n1
n21 − n2 · · · n2i − n2 · · · n2K − n2
































On suppose que le nombre de mesures est suffisant et qu’il n’y a pas de biais, de sorte
que la somme est un estimateur non biaise´ de l’espe´rance. La variable ale´atoire cos Ai
suit une loi de probabilite´ comprise entre −1 et +1 et qui est syme´trique (le cosinus est
une fonction paire), son espe´rance est donc nulle. Les deux variables εi et cos Ai sont
inde´pendantes donc l’espe´rance du produit est le produit des espe´rances. Les e´le´ments
du deuxie`me terme de l’e´quation pre´ce´dente sont donc nuls et on a :

















εi cos Aini. (31)
Remarque : ni et les deux variables cos Ai et εi ne sont pas inde´pendantes, il n’y a donc





εi cos Aini = λU. (32)




εi cos Aini est coline´aire avec U ?
On peut faire le calcul dans un repe`re unique lie´ au centre de la sphe`re de Gauss, le
repe`re orthonorme´ associe´ est tel que e3 est confondu avec l’axe de syme´trie U (repe`re










sinαi cos(Ei + βi)
− sinαi sin(Ei + βi)
cosαi
 . (34)
La trigonome´trie du triangle sphe´rique donne la relation suivante (figure2) :
sin Ei =








cos Ei = 1
(36)
donc
cos(Ei + βi) = cos Ei cos βi − sin Ei sin βi
cos(Ei + βi) = cos βi − εi sin Aisinα sin βi
(37)
et
sin(Ei + βi) = cos Ei sin βi + sin Ei cos βi












εi sinαi cos Ai
(












εi cosαi cos Ai

. (39)
Pour montrer que c’est un vecteur propre il faut montrer que les deux premie`res compo-
santes sont nulles. Si εi reste petit on peut faire, comme pour cosαi, une estimation au
premier ordre de sinαi. En effet
sinαi =
√
1 − cos2 αi
sinαi '
√
1 − (cosα + εi sinα cos Ai)2
sinαi '
√
sin2 α − 2εi cosα sinα cos Ai
sinαi ' sinα
√
1 − 2εi cosαsinα cos Ai
sinαi ' sinα
(
1 − εi cosαsinα cos Ai
)
donc finalement
sinαi ' sinα − εi cosα cos Ai. (40)
La premie`re composante s’e´crit ainsi
K∑
i=1
εi sinαi cos Ai cos(Ei + βi) '
K∑
i=1
εi (sinα − εi cosα cos Ai) cos Ai
(
cos βi − εi sin Aisinα sin βi
)











Les processus A, ε et β sont inde´pendants et de moyennes nulles, donc les termes en








2 Ai cos βi. (41)
Un calcul identique pour la deuxie`me composante conduit a`
K∑
i=1


















Le seul terme non directement nul est donc :
K∑
i=1
ε2i cos Ai sin Ai cos βi =
K∑
i=1
ε2i sin 2Ai cos βi
2
. (42)




εi cosαi cos Ai =
K∑
i=1
εi cos Ai(cosα + εi sinα cos Ai)
K∑
i=1
εi cosαi cos Ai = cosα
K∑
i=1










En re´sume´, si K est suffisamment grand et si le processus est ergodique, le premier
terme, proportionnel a` la variance du bruit, peut eˆtre suppose´ nul (voir ci-dessous) et le
deuxie`me est nul. En toute rigueur, la premie`re composante n’est donc pas nulle si
le bruit de mesure ne l’est pas. Donc l’axe de syme´trie du coˆne n’est pas un vecteur
propre. Cependant, le bruit sur les mesures e´tant faible, on peut ainsi admettre que U
est approximativement un vecteur propre et la valeur propre qui lui est associe´e est
λ = K sin2 αvar(ε). (43)
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CAS PARTICULIERS
Dans le cas particulier du cylindre, α = pi2 et
λ2 = Kvar(ε). (44)
Pour un plan, α = 0, l’axe de syme´trie est perpendiculaire au plan et est donc porte´ par
les normales, dans le repe`re de la sphe`re gaussienne, l’axe de syme´trie est donc porte´
par un rayon suivant la direction de la normale au plan et la valeur propre correspondante
est nulle comme dans le cas non bruite´. Les deux autres vecteurs principaux sont dans
un plan perpendiculaire a` ce rayon (paralle`le au plan tangent a` la sphe`re) passant par le
barycentre des normales projete´es sur la sphe`re.
λ = 0
CONCLUSION
En de´finitif, dans le cas de donne´es bruite´es, il s’ave`re que le vecteur propre associe´ a` la
plus petite valeur propre n’est pas coline´aire a` l’axe de la forme de re´volution. Cependant,
comme nous l’avons montre´ en section 3.1.3, dans notre cas le bruit de mesure est tre`s
faible. De ce fait, il est toutefois possible d’approximer le vecteur propre associe´ a` la plus
petite valeur propre comme e´tant l’axe de la surface de re´volution et ainsi utiliser les
vecteurs et valeurs propres pour mode´liser les primitives.

ANNEXE B
Dans cette partie, nous pre´sentons d’autres re´sultats sur d’autres objets manufacture´s.
Ces re´sultats sont pre´sente´s de la meˆme fac¸on que dans ce document, selon deux
parame´trages diffe´rents :
Cas 1
• Distance tole´re´e entre la primitive/surface et les points 3D = 0.1 mm.
• Ratio primitive = 90%.
• Ratio surface = 90%.
• Densite´ initiale d0 = 1/5.
• Densite´ finale d f = 1/2.
Cas 2
• Distance tole´re´e entre la primitive/surface et les points 3D = 0.1 mm.
• Ratio primitive = 75%.
• Ratio surface = 90%.
• Densite´ initiale d0 = 1/5.
• Densite´ finale d f = 1/2.
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(a) Objet (b) 21208 points
(c) Cas 1 : 9317 points (−56%) (d) Cas 2 : 9317 points (−56%)
FIGURE 3 – Re´sultats sur une pie`ce manufacture´e.
La figure 3 pre´sente les re´sultats obtenus sur un objet compose´ de nombreuses zones
planes. Dans ce cas de figure, le seuil sur le ratio de la primitive n’influence pas les
re´sultats.
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(a) Objet (b) 29133 points
(c) Cas 1 : 17622 points (−40%) (d) Cas 2 : 16530 points (−43%)
FIGURE 4 – Re´sultats sur une pie`ce manufacture´e.
L’objet pre´sente´ en figure 4 est compose´ de formes assez varie´es. Visuellement, on dis-
tingue assez peu de primitives. Dans ce cas, baisser le ratio des primitives (cas 2) permet
de de´tecter un peu plus de primitives et donc de simplifier un peu plus les donne´es.
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(a) Objet (b) 27071 points
(c) Cas 1 : 16229 points (−40%) (d) Cas 2 : 13758 points (−49%)
FIGURE 5 – Re´sultats sur une pie`ce manufacture´e.
Sur l’objet pre´sente´ en figure 5, le deuxie`me cas permet de de´tecter plus de primitives,
permettant ainsi de simplifier assez fortement les donne´es par rapport au cas 1.
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(a) Objet (b) 19847 points
(c) Cas 1 : 12472 points (−37%) (d) Cas 2 : 11728 points (−41%)
FIGURE 6 – Re´sultats sur une pie`ce manufacture´e.
Sur cet objet (figure 6), la plupart des primitives peuvent eˆtre extraites directement depuis
le cas 1. De ce fait, le cas 2 n’apporte qu’une faible simplification par rapport au cas 1.
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(a) Objet (b) 34282 points
(c) Cas 1 : 30256 points (−11%)
FIGURE 7 – Limite du syste`me.
L’objet illustre´ en figure 7 pre´sente les limites du syste`me. Lorsque l’objet n’est pas com-
pose´ de primitives, la simplification de points s’ave`re nettement moins efficace sur ce
type d’objet.
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Avec l’e´volution constante des technologies, les scanners 3D fournissent de plus en plus de donne´es
avec une pre´cision toujours plus grande. Cependant, l’augmentation conside´rable de la taille des
donne´es pose des proble`mes, les fichiers deviennent tre`s lourds et il peut en de´couler des difficulte´s
de transmission ou de stockage. C’est pourquoi, la plupart du temps les donne´es obtenues par les
scanners vont eˆtre analyse´es, traite´es puis simplifie´es ; on parle alors de chaine d’acquisition 3D.
Ce manuscrit pre´sente une approche qui permet de nume´riser les objets de manie`re dynamique, en
adaptant la densite´ de points de`s l’acquisition en fonction de la complexite´ de l’objet a` nume´riser,
et ce sans a priori sur la forme de l’objet. Ce syste`me permet d’e´viter de passer par la chaine 3D
classique, en ne calculant pas un nuage de points dense qu’il faudra simplifier par la suite, mais
en adaptant la densite´ de points au niveau de l’acquisition afin d’obtenir des donne´es simplifie´es
directement a` la sortie de l’acquisition, permettant ainsi de re´duire conside´rablement le temps de
traitement des donne´es.
Mots-cle´s : Chaine 3D, Acquisition, Simplification, Extraction de primitives
Abstract:
With constant evolution of technology, 3D scanners are providing more and more data with ever
greater precision. However, the substantial increase of the data size is problematic. Files become
very heavy and can cause problems in data transmission or data storage. Therefore, most of the
time, the data obtained by the 3d scanners will be analyzed, processed and simplify; this is called
3D acquisition chain. This manuscript presents an approach which digitize objects dynamically by
adapting point density during the acquisition depending on the object complexity, without informations
on object shape. This system allows to avoid the use of the classic 3D chain. This system do not
calculate a dense points cloud which will be simplify later, but it adapts the points density during the
acquisition in order to obtain directly simplified data to the acquisition output. This process allows to
reduce significantly processing time.
Keywords: 3D chain, Acquisition, Simplification, Primitives extraction
