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LIFE TESTING PROCEDURES AND RELIABILITY 
ANALYSIS 
P_R_E_F_A_C_E 
R e l i a b i l i t y i s a l a r g e f i e l d t h a t d e a l s with 
problems in many branches of s c i ence and e n g i n e e r i n g . 
The term r e l i a b i l i t y r e f e r s t o t h e f i e l d t h a t d e a l s with 
s tudy of p rope r f u n c t i o n i n g of equipments and sys t ems , 
a s wel l as d e s i g n and p r o d u c t i o n of such equ ipmen t s . 
The f i e l d or r e l i a b i l i t y i s of r e c e n t o r i g i n w i th wide 
spread manufacture and use of i n c r e a s i n g l y s o p h i s t i c a t e d 
mechan ica l , e l e c t r i c a l and e l e c t r o n i c equ ipments , du r ing 
the p r e s e n t c e n t u r y , q u e s t i o n of r e l i a b i l i t y became of 
i n t e r e s t . In r e c e n t yea r s r e l i a b i l i t y has been formulated 
a s the sc ience of p r e d i c t i n g e s t i m a t i n g or o p t i m i z i n g 
t h e p r o b a b i l i t y of s u r v i v a l , t h e mean l i f e , or more 
g e n e r a l l y , t h e l i f e d i s t r i b u t i o n of components or systems, 
S t a t i s t i c a l methods f o r l i f e da ta a n a l y s i s a re 
used t o measure , compare, and p r e d i c t c h a r a c t e r i s t i c s 
of the d i s t r i b u t i o n of t h e t ime t o some p a r t i c u l a r 
event or event of i n t e r e s t . F a i l u r e t ime da ta a r i s e when 
i tems a re p laced a t r i s k under va ry ing e x p e r i m e n t a l 
c o n d i t i o n s . New s t a t i s t i c a l methods a p p l i c a b l e t o r e l i a -
b i l i t y e s t i m a t i o n from f i e l d d a t a have been p r e s e n t e d , 
war ran ty da ta i s an impor tan t s p e c i a l c l a s s of f i e l d da ta , 
The t o p i c of t h i s d i s s e r t a t i o n ' L i f e t e s t i n g 
procedures and Reliabl l i t y a n a l y s i s ' was made more 
d i f f i c u l t by the rapid pace wJth which methodology in 
the ana lys i s of r e l i a b i l i t y and l i f e data has been deve-
loping. The ma te r i a l covered i s t o some extent a r e f l e c -
t ion of my own i n t e r e s t in t h i s f i e l d . My a t tempt , however, 
has been to present some spec ia l i zed developments t o the 
d i rec t ion in which I think the f i e ld is moving. 
Chapter I i s in t roductory and deals with the basic 
s t a t i s t i c a l and p r o b a b i l i s t i c methods. Chapter II presents 
the fundamental concepts of R e l i a b i l i t y theory and f a i l u re 
data a n a l y s i s . Many common f a i l u r e models for homogenious 
population and regress ion problems are p resen ted . Chapter 
I I I and IV deals Bayesian methods in r e l i a b i l i t y and 
accelera ted l i f e t e s t i n g r e s p e c t i v e l y . In chapter V 
l ikel ihood based methods are presented for the analysis 
of f ie ld performance s tud ies , with p a r t i c u l a r a t t en t ion 
focused on the es t imat ion of r egress ion coe f f i c i en t s in 
parameteric models. Estimation of l i f e time parameter 
from f ie ld data has been discussed considering warranty 
da ta , when f a i l u r e in an automobile occur wi th in the 
automotive warranty per iod. Methods for the ana lys i s and 
p red ic t ion of warranty claims have been d i scussed . 
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LIFE TESTING PROCEDURES AND RELIABILITY 
ANALYSIS 
CHAPTER - I 
SOME BASIC CONCEPTS 
Probability theory plays an important role in defining 
the reliability function. Probability theory is basically 
linked to the analysis of the concept like ''chance'* or 
'•random''. The life time of a particular unit of a product 
is a random phenomenon. The key idea here is that before a 
life test is conducted on a particular device the exact out-
come of the-test is impredictable. Some basic ideas of proba-
bility theory is presented here with reliability applications 
in mind, 
1.1 PROBABILITY 
Earliest definition of probability assumes that the 
sample space S is finite, and that each elementry event in 
S has the same chance of occurrence as in a single trial, 
probability of any event A (subset of S) is defined as 
p(A) _ number of cases favourable of the occurrence of A 
^ '' Total number of the equally likely outcomes 
1.1.1 Probability Axioms : 
Let (S, A) be a sample space. A set function P defined 
on A is called a probability measure (or simply probability) 
if it satisfies the following conditions. 
i) P(A) > 0 for all At A* 
ii) P(S) = 1 
iii) Let ? A-] » A.e A*, j = 1,2, .... be a disjoint 
sequence of sets, that is, A H A. = 9' fo^ J 1= ^ * 
Then P ( Z A.) = I P (A.) 
j=l J j=l J 
We call P(A) the probability of event A, 
1.1.2 Conditional Probability : 
* Let (S, A , P) be a p r o b a b i l i t y space, and l e t 
H£A with P(H) > 0 for any a r b i t r a r y A€A , we s h a l l 
wr i te 
p [A/H] = ^Hrf 
i s cal led the cond i t iona l p robab i l i t y of A given H, 
1.1.3 Multiplication Rule : 
* 
Let (S, A , P) be a probability space and A, ,A , 
» n-1 ^ ^ 
A^e A with P ( f) A.) > 0, Then 
" j=l J 
n 
pr 
n^ l 
'[ n Aj] = P(Ai) P(A2/Aj_)PCA3/A^A2) ..,, 
P[An/ 'r A ], 
j=l ^ 
1.1.4 Bayes' Rule : 
Let (.H } be a disjoint sequence of events such 
that PH^ > 0, n = 1,2, and Z H„ = S, Let B£ A 
with PCB) > 0. Then 
n=l -^  
PCH )P[B/H.] 
P [ Hj/B] = ^ ^ 3 , j=l,2,. 
Z P CH.) P(B/H.) 
• i=l ^ ^ 
suppose that H, ,H ... are all the ''causes'' that leads 
to the outcome of a random experiment. Let H. be the set 
of outcomes corresponding to the jth cause. Assuming that 
the probabilities PH., j=l,2 ... called the prior proba-
bilities, can be assigned. Now suppose that the experiment 
results in an event of B of positive probability. This 
information leads to a reassesment of the prior probabi-
lities. The conditional probability P[H./B] are called 
the posterior probabilities. 
1.2 HAMDOKi VAHIABLE AND PROBABILITY DISTFaBUTION 
1,2,1 Random Variable : 
Let (S,A ) be a sample space, A finite valued 
function which maps S "into R is called a random variable 
if the Inverse images under X of all Borel sets in R are 
events, that is, if 
X"''"(B) = [u:XCu)^ B]€ A*,for all Be B 
Let X ^  R, and consider the semiclosed interval C-oo, x] , 
Since (-".xJCB., it follows that if X is an r,v, then 
X" (-<», x] = [x(u)< x] is an event in A*, Also, if B is 
a Borel set in R, then B can be obtained by a countable 
number of operations of unions, intersections, and diffe-
rences of semiclosed intervals. Then following results 
be obtained. X i s an r-rv. i f f for each x^R 
[ u : X(u) < x] = L X < x ] ^ A* 
1.2.2 Probab i l i ty d i s t r i b u t i o n : 
Let X be are r . v . defined on (S, A , P ) , Define 
a point function F ( . ) on R by 
FCx) = P [u: X(u) < x ] , for a l l x^R 
The function F i s ca l led the d i s t r i b u t i o n function 
of r . v . X. 
A random v a r i a b l e X i s said to be d i s c r e t e i f i t s 
sample descr ip t ion space cons i s t s of a f i n i t e or a 
denumerably f i n i t e number of p o i n t s . 
I f a function fyCxj^ ) i s defined on A such t h a t 
1) P (X=x^) = f^ Cx^) 
ii) f^Cx^) > 0 
iii) 
or 
2 f^ /(x^ ) = 1 , if A contains a finite number of 
i=l ^ ^ 
elements, N 
^ f (x^) = 1 if A contains a denumerable 
i=l ^ ^ 
infinite number of elements, the fyCxj) is called 
a discrete probability distribution ^or probability 
mass function). The X in t Cx^) is often omitted 
when it is clear which X is under discussion. If a 
function fy(x) is defined on A such that 
i) P (a < X < b) = J^f Cx) dx, a < b 
a ^ 
ii) f^ Cx) > 0 
i i i ) / ~ f U ) dx = 1, then f ^ U ) i s c a l l e d 
a cont int tous p r o b a b i l i t y d i s t r i b u t i o n ( o r p r o b a -
b i l i t y d e n s i t y func t ion) and X i s termed a c o n t i -
n ious random v a r i a b l e , 
1 , 2 . 3 Sampling from a P r o b a b i l i t y D i s t r i b u t i o n : 
* 
For a g iven sample d e s c r i p t i o n space A , random 
v a r i a b l e X, and p r o b a b i l i t y d i s t r i b u t i o n fCx) d e f i n e d 
on (X, A ) , a p a r t i c u l a r sequence of n o b s e r v a t i o n s on 
X(n performances of exper iment) wi th outcomes, 
\ X = X1 , X = x^» • « , , X = ^n ~ * ^ 1 ' ^o> • • • ^r\) 
i s c a l l e d a sample from the p r o b a b i l i t y d i s t r i b u t i o n f ( x ) . 
The idea of t a k i n g a sample of s i z e n from a 
p r o b a b i l i t y d i s t r i b u t i o n C d i s c r e t e o r c o n t i n i o u s ) i s 
of fundamental impor tance to v i r t u a l l y a l l s t a t i s t i c a l 
methods , 
A p r o b a b i l i t y d i s t r i b u t i o n de f ined o n ' t h e c e r t e s i a n 
p r o d u c t of two o r more sample d e s c r i p t i o n space (and 
hence def ined for two o r more random v a r i a b l e s ) i s c a l l e d 
a j o i n t p r o b a b i l i t y d i s t r i b u t i o n . 
Random Sample : A sample of s i ze n t aken from a p r o b a -
b i l i t y d i s t r i b u t i o n fj,(x) i s c a l l e d a random sample i f 
t he j o i n t p r o b a b i l i t y d i s t r i b u t i o n of t h e n o b s e r v a t i o n s 
( x j ^ f X ^ f . • . x ^ ) i s 
n 
that is, the joint probability distribution is the pro-
duct of the (identical) individual probability distri-
butions. 
1.3 GENERATING FUMCTIONS AND SOME LIMIT THEOREMS ; 
1.3.1 Expectation : 
Let X be a random variable of the discrete 
type with probability mass function Pj^  = P [X = x> ], 
k = 1 if 
oo 
k=l ' ' ' ^ ' ^^ ^ " 
we say t h a t expec ted va lue e x i s t and can be w r i t t e n 
oo 
a s E(X) = t X, p. 
k=l ^ ^ 
I f X i s of t h e continCious type and has pdf f, 
t h e E(X) e x i s t s and equa l s / x f ( x ) dx provided 
/ I xl f(x)dx < ~. 
1 .3 .2 Moments : 
If X is a random variable then E(x''^ ),r > 0 can 
be defined as 
E(x^) = y^ . X^ dp , (measure Integral) 
= f^ X^ dp^ , (L-S integral) 
" loo ^^ ^ f^x), (R-S in t eg ra l ) 
provided these i n t e g r a l s e x i s t . Where r takes value 
0 , 1 , 2 , . . . , then ^ j , = E (X^) i s ca l led the r th raw 
moment of d i s t r i b u t i o n of X, \x , the r th cen t ra l 
moment of the d i s t r i b u t i o n i s defined by 
^^ = EtX- E(X) f 
1.3.3 Generating functions : 
The function defined by 
P^(t) = Z p. t ' ' 
^ k=0 '^  
which surely converges for | t | < 1 i s called the proba-
b i l i t y generating function of X. 
If X be an r V defined on (S , A , P) then function 
tx My(t) = E e i s known as the moment generating function 
of the r . v . X if the expectation e x i s t s . 
Suppose X^ . . . . X be n independent random v a r i a b l e s 
with p robab i l i ty generat ing funct ions 
p„ ^t) . . . . p„ ( t ) then a new var iable 
X n 
8 
n i n 
So the generat ing function 
p ( t ) = u p ( t ) 
^n i= l ^i 
for the n continuous random variables, the joint moment 
generating function 
MCt^,t2...t^) = E [ exp( Z tj^ Xj^ )] 
exists for all t^'s in the w interval -t" < t^ < t 
for some t . 
1.3.4 The Uniqueness Theorem : 
Let Xj_ and X- be two random variables, discrete 
or continious, with probability aensity (mass) functions 
fy Cx) and fy (x), respectively. Suppose that My (t) 
•^1 ^ 2 1 
and My (t) are moment generating functions of X, and X„ 
and that My (t) = My (t) for all t's in the interval 
^1 • ^2 
-t < t < t . Then f (x) = fy (x) for all x, except 
Xi -^ 2 
possible at points of discontinuity, if Xj_ and X^ are 
continious random variables, 
1.3.5 Continuity Theorem : 
Let {Fj^} be a sequence of d . f . ' s with correspon-
ding m . g . f . ' s {Mj^ } and suppose tha t '^^i^'''^ e x i s t s for 
I t] < t for every n. I f there e x i s t a d.f, F with 
corresponding m.g.f . M which e x i s t s for ] t | _< tj^ < t^» 
such tha t M_(t)—>M ( t ) as n > «> for every t €• 
[ - t j _ , t^] then Fr^"~^> ^* 
1.3.6 Chebychev's Inequa l i ty : 
I t i s often used to prove l i m i t theorems. This 
i nequa l i t y formally s t a t e s the fac t t ha t a small var iance 
impl ies that large dev ia t ions from the mean are impro-
bab le . 
Let X be a random var iab le ( d i s c r e t e or cont in ious) 
with a f i n i t e mean E(x) = \x and a f i n i t e variance H(X-iJ.) = 
a . Then for any t > 0 . 
P [ |X-nl > to] < - ^ 
t^ 
1.3,7 The Law of Large Number : 
Let {X }, n = 1,2 .... be a sequence of observa-
tions and )? , the average of the first n observations, 
n 
Under what conditions can we assert that 
5? > B tthe unknown quantity) 
in one or other modes of convergence. We shall generalize 
tbe problem further and ask for the conditions under 
which 
\ - Bn > 0 
Where {B }, n = 1,2,.... is a sequence of constants 
10 
sought to be measured by the sequence of observations 
{X }, n=l,2,... we shall say that the large numbers 
holds if the convergences as above takes place. When 
the convergence is '' in probability'' we shall say 
that the weak law of large numbers holds, and when it 
is '• with probability 1'' or almost surely, the strong 
law of large numbers holds. 
1*3.8 Central Limit Theorems : 
Central limit theorem play an important role in 
statistical inference. 
^et { X } be a sequence of independent random 
variables on a probability space (S,A ,P). 
Let us define 
s^ = x^ + x^ -*- ....+ x^ 
E U^) = E(Xj^  + + X^) = 2 ECX^) 
" i = l ^ 
we say t h a t c e n t r a l l i m i t theorem h o l d s fo r 
{Xf,} i f [S^ - ECSn)] / S^ ~ - ^ > B as n >~ 
where B i s a s t anda rd normal v a r i a b l e . The convergence 
h e r e i s convergence i n d i s t r i b u t i o n . 
So 
t^n " ^ ^^n^^/^n "^—^ ^ i m p l i e s t h a t 
11 
P[ (2^ - ECS^)( S^ < x] > P [ B < x] 
as n > « , But s i nce B i s a s t andard normal v a r i a b l e 
P [B < x] = / -j^ exp[ - y^ /^] dy 
= 9* Cx) (say) 
which I s contin)Uous a t a i l x. Hence {X^} obeys c e n t r a l 
l i m i t Theorem (CLT) i f 
P[ (S^ - E S^)I S^ < x] > 0 Cx) 
f o r a l l x € R as n > <» 
1.3.9 Characteristic function : 
Let X be a random variable on (S,A,P), and F i,^) 
be its distribution function. The characteristic function 
of X is defined as the complex valued function. 
P U) = r e^ *^  d F(x) 
—oo 
If the p.d.f. or p.m.f. of X is known, then characteristic 
function will be given by 
P (t) = y~ e^^^ f(x) dx 
and ^(t) = E e^tx 
all X i PCXJ i 
12 
1.4 THE THEORY OF POim ESTIN^AI ION 
1 ,4 .1 P o i n t e s t i m a t i o n : 
Suppose t h a t one i s g iven a sample from a popu la -
t i o n hav ing p r o b a b i l i t y d e n s i t y func t ion of known form. 
•If. 
Let X be an r . v . de f ined on a p r o b a b i l i t y space CS,A , P ) , 
suppose t h a t the d . f , F of X depends on certAin number of 
pa r ame te r s and f u n c t i o n a l form of F i s known except p e r h a p s 
fo r a f i n i t e number of t h e s e p a r a m e t e r s . Let Q. be the 
v e c t o r of (unknown) p a r a m e t e r s a s s o c i a t e d with F . 
Le t f (,x, ©) be the d e n s i t y f u n c t i o n of a random 
A 
v a r i a b l e X. Suppose a random sample of s i z e h w i l l be 
drawn from fAx,&), and l e t sample be denoted by X i , X „ . . 
X^. Let e^^, e . . . . be s e v e r a l f u n c t i o n s of the X. ' s 
An e s t i m a t e of 6 i s d e s i r e d . Let 6 t a k e va lue i n p a r a m e t e r 
set®. 
Some of impor tan t c r i t e r i a t h a t should be s a t i s -
f ied by a good e s t i m a t o r a r e : 
(a ) C o n s i s t e n c y (b) Unbiasedness 
(c) E f f i c i e n c y (d) S u f f i c i e n c y 
I n t r o d u c e the concep t of the l o s s func t ion and 
a r i s k f u n c t i o n . Let © be an e s t i m a t o r of ©, then the 
l o s s f u n c t i o n i s def ined a s a r e a l - v a l u e d nonnegat ive 
f u n c t i o n t h a t r e f l e c t s t he l o s s in choos ing § a s an 
13 
e s t i m a t o r of 6 , Since 6 i s random, i t f o l l o w s t h a t t he 
l o s s f u n c t i o n i s a random f u n c t i o n . The expected va lue 
of the l o s s func t ion i s known as t h e r i s k f u n c t i o n . 
The l o s s func t ion L ( e , 6) i s g iven by 
L (e, e) =kCe - e ) ^ , k > o 
where k i s c o n s t a n t p r o p o r a t i o n a l i t y . 
The r i s k func t ion R (6 , G) i s 
R (e,©) = E [ k (^ - 6 ) 2 ] = kE[(e - 9 ) 2 ] 
E[ (e - ©) ] i s known as the mean squared e r r o r . 
(a) Cons i s t ency : A sequence of e s t i m a t o r | e , y , i = 1 , . . . 
n i s sa id to be a squared e r r o r c o n s i s t e n t e s t i m a t o r 
of e i f 
E[ (6^ - 6 ) 2 ] = 0 for a l l 6 € (J) l im 
n—>oo 
The sequence [QA i s a simple c o n s i s t e n t e s t i m a t o r 
of e i f , f o r every 6> 0 
^^^ P[ e - ^ < 6 < 6 + ^ ] = 1 f o r a l l 6 e ( H ) 
n >oo " 
(b) Unbiasedness : An e s t i m a t e T (Xj_,-r.X ) = 6 i s de f ined 
to be an unbiased e s t i n i a t o r : of 6 i f 
E C '^ - <^ ) = 0 , f o r a l l e ^ @ 
(c) Efficiency : For the two sample of size n, an estimator 
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of e, Gf based on first sample is more efficent than another 
estimator Q , 
if E L (Bj^  - e )^ ]< [ (e^ - e)2] 
where the loss function i s to be squared e r r o r . 
Let the j o i n t dens i ty of sample observat ions be 
denoted by 
f(x-L.. .x^,e) = ^ (_2j, e) 
Then the information in the sample i s given by 
I (6) = E L^f- log52i b , e ) ] 2 
The e f f ic iency of any unbiased es t imator 9 i s defined or 
Var(e) 
(d) Sufficiency : 
e , an est imator of 6 i s a function of the n random 
v a r i a b l e s , 6 i s said to be a suf f ic ien t s t a t i s t i c of 9 
if i t conta ins a i l the information about 6 tha t i s in the 
sample. 
Let X-^f X . . . .X^ be a ranaom sample from f ^ x,6-| ».©j^), 
A A A 
Let ©1*^2* " ^ n ®^ funct ions of the X^ ' s . The s t a t i s t i c 
®1 * ®2 ***^n ^^^ ^^^° ^° ^ ^-'*' °^ j o i n t l y suf f ic ien t 
s t a t i s t i c s if the cond i t iona l p .d . f . of X^ '^s given the 
s t a t i s t i c s e^j '^s g{x^,.. . x^) / e , . . , e ) i s independent of 
parameters . '^  necessary ana su t f i c i en t condit ion for 
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e 1, 6^ . . . 6 to be a set of j o i n t l y s u f f i c i e n t s t a t i s t i c s 
i s t h a t the p .d . f . of the X J ' s be factored as 
^ fCxj_,e^...ej^) = hCe^,e2...e^, Q^fQ^^^^^^) 
1.4.2 f/inimum Variance Unbiased Estimation 
A s t a t i s t i c 6 i s the minimum var iance unbiased 
es t imator of 6 when l o s s i s k ( 6 - 6 ) ' ^ if 
Ci) E[ rn ce-e)] = o 
Cii) E[(e-e)2] = Var(e) i s l e s s than the var iance 
of any o ther unbiased es t imator of 6 . 
1.4.3 Asymptotic properties of Hstimators : 
A sequence of squared error constant estimator of 
e ' l®if ' i = •^ »2» • . .n i s called a squared e r ro r asymp-
t o t i c a l l y e f f i c i e n t e s t ima to r s of 6 i f the re i s no o ther 
sequence of squared e r r o r cons is ten t e s t ima to r s , {©jZ 
i = 1 , 2 . . . n for which 
lim E[Ce - 6)2] 
n ^ „ • -£ y C6" - e) 2] > 1 fo^ ^11 ^e 6 ) 
Ihe sequence of estimators \'^*\ » i = 1,2. ..n 
Is a best asvmtotJcally normal (BAN) estimators of 0 
if those conditions are satisfied, 
i) As n approches infinity, the distribution function of 
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yinC© -6) approaches a normal d i s t r i b u t i o n with mean 
n 
© and v a r i a n c e a C®) • 
( i i ) f o r every ^> 0 
lini P [ j e ^ _ el >f ] = 0 f o r a l l G e (g) 
n —>oo 
i i i ) There do not e x i s t a n o t h e r sequence of c o n s i s t e n t 
e s t i m a t o r s , \^A 1=1» 2, . . . . n f o r which the 
n 
d i s t r i b u t i o n of fn (,6 - ©) approaches a normal 
d i s t r i b u t i o n with mean 0 and v a r i a n c e a C©)» 
such t h a t 
- a - 1 ^ . ) — > 1 fo r a l l e ^ © 
l . b METHODS OF UBTAIMING POINT ESTlA'iAl ORS 
1 .5 .1 Method of Moments : 
T h i s method c o n s i s t s of equa t ing the d i s t r i b u t i o n 
momentenl = ECX'^ ) t o the sample moments m'. = Z )^ /n f o r 
j = l , 2 , . . . k . I f the p . d . f , f CX,©^* •'^ic^ c o n t a i n s k p a r a -
m e t e r s . The k equa t ion in k - unknowns 
E (X^) = E X^/n, j = 1 , 2 , . . . 1 
o r 
\x . = m'., j = 1 ,2 , . . . k a re solved f o r the k 
unknowns ©^...©j^ and the s o l u t i o n s ©j^  ,6 . . ,6 a re c a l l e d 
the e s t i m a t e s ob ta ined by the method of moments. 
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1 .5 .2 Method of Maximum l i k e l i h o o d : 
Let Xj_...X^ deno te a random sample from f ( x , e ) . 
The l i k e l i h o o d func t ion f o r the random sample i s t he 
j o i n t p . d . f of X2«««X^» which i s 
L ( e , x , . . . x ^ ) = ]? f ( x . e ) 
•^  " i = l ^ 
When considered as a function of 6 
If X.'s are discrete random variables with a proba-
bility mass function p(xj^ »6) 
n 
L = 71 p(x^, G) 
1=1 ^ 
The maximum l i k e l i h o o d e s t i m a t o r of 6 , say 6 , 
i s the v a l u e of 6 t h a t maximizes L o r Log L, 
MLE of e i s a s o l u t i o n of 
6 e 
The ML e s t i m a t e i s a func t ion of the observed 
random sample x - | , . . . . x . '.'/here 6 i s cons ide red to be a 
f u n c t i o n of the ranaom sample, Xi '««X,» then 6 i s an r . v 
and i s c a l l e d ML e s t i m a t o r of 6 . 
1 .5 .3 In fo rma t ion in a sample : 
The logar i thm of t h e l i k e l i h o o d f u n c t i o n i s an 
a d d i t i v e func t ion over independen t d a t a . I f x,Y a re 
i n d e p e n d e n t . 
L Ce, X,Y) = L^(B, X) L^ie, Y) 
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and so 
log L(e, X,Y) = log 1^{&,X) + log L^(e,Y) 
The log iikelinood tunction is called by some of the support 
of e. 
The statistic defined by 
L(e) 
Cal led th.e score s t a t i s t i c . The mean of score i s z e r o . 
The s t a t i s t i c V i s s u f f i c i e n t knowing i t s va lue i s e q u i v a l e n t 
to knowing the l i k e l i h o o d . 
The va r i ance of score func t ion i s some time c a l l e d 
the i n fo rma t ion (o r F i s h e r in fo rmat ion) in the exper iment 
t h a t y i e l d s the sample x. 
1^(6) = var V = E [ - ^ log f ( X , e ) ] 2 
I n f o r m a t i o n i s a d d i t i v e over independent expe r imen t s , 
1,6 INTERVAL ESTI '^ATION 
For i n t e r v a l e s t i m a t i o n , two type of t e c h n i q u e s have 
been c o n s i d e r e d . F i r s t i s conf idence i n t e r v a l s and second 
i s p r o b a b i l i t y i n t e r v a l s . 
For confidence i n t e r v a l s the idea i s to f ind two 
f u n c t i o n s of the d a t a , say L ( , ) and U ( , ) so t h a t p r i o r 
to o b s e r v i n g the sample t h e r e i s a known p r o b a b i l i t y 
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tha t the parameters of i n t e r e s t , say 0 i s contained in 
the i n t e r v a l [ L ( . ) , U ( . ) ] . 
That i s 
Pr [L(.) < e < U ( . ) ] = 1-Y, 0 < Y < 1 
i s a va l id statement based on the sampling d i s t r i b u t i o n 
of the d a t a . The i n t e r v a l (L,U) a two sided confidence 
i n t e r v a l of l eve l ( l - y ) or a 100 ( 1 - Y ) % confidence 
i n t e r v a l . Upper one sided confidence i n t e r v a l s or lower 
one sided confidence i n t e r v a l s which specify only an upper 
o r a lower l i m i t , r e s p e c t i v e l y . 
C la s s i ca l confidence in t e rva l where the parameter 
i s assumed to an unknown constant , 9 as an r . v . tha t has 
a known p r i o r p robab i l i t y d i s t r i b u t i o n say g ( u ) . Then any 
two values of the v a r i a b l e , 9 say u-^  and u_ such tha t 
^r ^^1 i ® i "o^ "= / g(u) clu = 1-Y 
i s a ( 1 - Y ) leve l two s ides Bayes p r o b a b i l i t y i n t e rva l 
for 9 . 
1.7 TESTS OF STATISTICAL HYPOTHESIS 
In Testing of hypothes is we use the data to d e t e r -
mine whether a given statement about a parameter i s acce-
p t a b l e . We define nul l hypothes is , denoted by Ho, as 
the stateriient being t e s t e d . Testing procedure can e i t h e r 
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r e j e c t or accep t the h y p o t h e s i s . 
I n b r i e f , the s t e p s of a t e s t of a s t a t i s t i c a l 
h y p o t h e s i s Ho a re as f o l l o w s 
i ) S t a t e the n u l l h y p o t h e s i s Ho : 6 = 0o 
and an a p p r o p r i a t e a l t e r n a t i v e h y p o t h e s i s , 
l i ) select y and define the test ( d e t e r m i n e the r e j e c t -
ing reg ion R) . 
i i i ) Observe the va lue of t e s t s t a t i s t i c t . 
Iv) I f t ^ Region R, r e j e c t Ho, o t h e r w i s e accep t Ho 
v) S t a t e any a p p r o p r i a t e c o n c l u s i o n . 
1 .7 .1 Neyman-Pearson Fundamental Lemma : 
I f one i s t e s t i n g Ho: 6 = So a g a i n s t H , : 6 = e , , 
where 0 i s some paran .e te r s of i n t e r e s t , then f o r f ixed 
Y, i t i s d e s i r a b l e to d e t e r m i n e the c r i t i c a l reg ion fo r 
which the power i s maximized. 
Let X•]_,X^...Xj^ deno te a sample of s i z e n from 
fCx,©) and l e t f (Xj_. . . x^l Ho) be the j o i n t p . d . f of the 
sample when Ho i s t r u e . Likewise f ( x i . . . x | H , ) i s the 
p , d , f of the sample v/here Hj^  i s t r u e . The b e s t r e g i o n , 
t h a t i s , the c r i t i c a l r e g i o n t h a t maximizes the power 
fo r f ixed y and n, i s t he s e t of a l l (x-j^,. .x ) such t h a t 
f ( x , , x ^ . . . x ^ / H o ) 
± ^ D <. c^ 
f ( X j ^ . x ^ ' • . Xj^|Hj_) " 1^  
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when Ho i s t r u e . That i s , Ho i s r e j e c t e d i f above 
r e l a t i o n h o l d s , 
1.8 ORDER STATISTICS AND THEIR DISTRIBUTION 
Let (Xi,X , . . . . X ) be an n d i m e n s i o n a l random 
v e c t o r , and ( x j ^ , . . . x^ ) be an n - t u p l e assumed by iy.^.».X^), 
Then l e t us a r range y.^,x^* * ,Xj^ i n i n c r e a s i n g o rde r of 
magnitude so t h a t 
X(l) < X(2) i < ^(n) 
Where XQ^ = min (x^jX . . . x ^ ) , x/2)» ^^ t h e second s m a l l e s t 
va lue in x^fX^»,,x and so on, x/ \ = max ( x j ^ , . . . x ) . 
X / j \ , ^(o)»***X/ N i s c a l l e d the s e t of o r d e r s t a t i s t i c s 
fo r (XjL» X^, • • • X ^ ) . 
The func t ion X/j^ v of (Xj^ , . , . x ) t h a t t a k e s va lue 
X(. X in each p o s s i b l e sequence ( X-L, x^* • • • x ) of v a l u e s 
assumed by (X^^X^ , . . . .X ) i s known a s the kth o rde r 
s t a t i s t i c s . 
The j o i n t p . d . f . of ( X Q W ^(2 )***^(n ) ^^ given 
by ^ 
, . J nl j? f ( x j , x/ , V < . . . < X( s 
g ( x ( l ) , . . . . X ( ^ ) ) = I .. i ^ i i U ) - - Cn) 
\_ 0 , o the rwise 
The p . d . f . of X/^ N i s g i v e n by 
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F i s the common d . f . of Xj. , X^f •••X^ 
1.9 THE SIMPLE LINEAR REGRESSION MODEL 
A model with a s i n g l e r e g r e s s o r x, and the r e l a t i o n -
ship between the response y and x a s t r a i g h t l i n e . Th i s 
simple l i n e a r r e g r e s s i o n model i s 
y = po + pj^x+- e 
'«Vhere t h e i n t e r c e p t p and s lope p , a r e unknown c o n s t a n t s 
and e i s a random e r r o r component. The e r r o r s a re assumed 
to have mean zero and unknown v a r i a n c e cr , 
The mean of t h i s d i s t r i b u t i o n i s 
E ( y | x ) = Po + Pix 
and the v a r i a n c e 
V ( y / x ) = VCp^+p^ x+e) = o^ 
Thus the mean of y is a linear function of x although the 
variance of y does not depend on the value of x. Further 
more, because the errors are uncorrelated, the responses 
are also uncorrelated. 
The parameters J3 and p, are usually called regre-
ssion coefficients. 
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Estimation of p^ and p^ : 
The metbod of least squares is used to estimate p 
and ^,. That is, we will estimate p and j3, so that the 
sum of squares of the differences between the observation 
yj and the straight line is a minimum. We may write 
^i " f^o •*" ^1 ^i + ^i' i = 1,2,...n 
The least squares criterion is 
The least squares estimators of p^^ and p, , say P and p, 
must satisfy 
AC n 
^ 'K'^x - - ' f=i^^i-VPi=<i) 
and dS ^ v^  c £ 5* \ r> 
°1'1 /p ,p^ 1 = 1 ^ ° - ^ ^ ^ 
we get the normal equations 
A ,^  n n 
np + p^ Z X. = Z y. 
° -^  i«=l ^  i=l ^ 
. f) . n n 
Po i^^ , >^i^Pl Ll'i i=l^i'i 
The so lu t ion to the normal equation i s 
C B yJC I x J 
i=l ^ i=l ^ 
p - - i - i 
P y^Xi 
S X 2 - I H L ' 
1=1 i " "^  
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Po = y - Pi^ 
n n 
- 1 " - 1 
where y = - i y. and x = - L x. 
"i=l ^ " i=l ^ 
The fitted simple linear regression model is then 
y = Po + Pi ^ 
This equation gives a point estimate of the mean of 
y for a particular x. 
* # ^ :^  
CHAPTER _ II 
FUNDAMENTALS OF RELIABILITY THEORY AND FAILURE TIME 
DATA ANALYSIS 
2.1 THE HAZARD RATE CONCEPT 
The failure rate function, or hazard function 
(hazard for short) may be described as the conditional 
probability of an equipment's failing at operating age t, 
having survived to that age. The reliabilities of a 
variety of electronic and machenical items are conveniently 
and naturally described in terms of the appropriate hazard 
function, and so is the longevity of human beings. The 
term force of mortality replaces hazard in the latter 
context. 
Let F(x) be the distribution function of the time 
to failure random variable X» and let f(x) be its proba-
bility density function. Then the hazard rate h(x) is 
defind as 
h(.) - fU] ....(2.1) 
n u ; - i_F( x) 
Let 
R(x) = l-F(x) 
= 1-P(X < x) = P(X > x) 
i.e. tb probability of failure free operation during time 
X. R(x) is called as the reliability function or survivor 
function as denoted by S( x) . 
26 
The interpretation of h(x) dx is th^t it is the 
conditional probability of failure in the interval (x» 
x+dx), given that there has been no failure upto age x. 
The hazard can be expressed as 
h(x) =-^ai2L.- ...(2.2) 
1 - F(x) 
h(x) dx = ^ ^ =-d [log [ l-F(x)]] 
it then follows after integration that 
F(x) = 1 - exp [-/ h(y)dy] - ...(2.3) 
o 
2 . 2 SYSTEM FAILURE PATTERNS 
I t i s r easonab le to th ink t h a t t imes s e r i e s of 
f a i l u r e in a system may invo lve these s t a g e s : 
(1) Early Failures : There may be a re la t ive ly large number 
of fa i lures soon af ter a system i s introduced because of 
design defects,production errors , or er rors stemming from 
maintenance personnel inexperience. This si tuation i s 
characterized by a hazard function that i s i n i t i a l l y large , 
but that decreases with time. Infant mortali ty is in « 
evidence. 
(2) Random failures : Following the early failure period 
there may be a period during which fa i lu res occur at an 
essent ia l ly constant ra te for a rather prolonged time. 
During th i s period the hazard function i s nearly constant. 
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so the times between f a i l u r e s are close to being exponen-
t i a l l y d i s t r i b u t e d . The e f fec t of wear out i s not yet 
apparent . 
(3) Wearout Fa i lures : Eventually following the period 
during which a constant hazard i s evident there i s l i k e l y 
to be a period of ever - increas ing f a i l u r e r a t e caused by 
wearout of system components. 
A graphical r ep resen ta t ion of a hazard function t h a t 
exh ib i t s the behaviour described i s given below. Note t h a t 
i t has the legendary ' ba th tub ' shape. 
h(x^ 
V. 
Fig . 1 ^ 
There are some corrjnents on the above as follows : 
(GAVER AND AGAR 1979). 
(i) The term 'failure' may refer to an event that is 
similar to human death, after which the entire system 
is replaced. On the other way^repair or component repla-
cement may occur after failure, the system is only 
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repaired, not entirely replaced. In the first case, a 
hazard function of the kind depicted in Fig, 1, applies 
to each system event ('death'), when the system is insta-
lled (or is born) that hazard operates starting from 
scratch at x = 0 until system failure (human death, for 
instance) after which a similar hazard goes into effect, 
starting once again from zero. In second case, in which 
repair of component occurs, a hazard function like that of 
Fig. 1 applies at x = 0, but after the first event 
('failure') at x,, a repair action is performed. The 
same hazard operates for x > XT until the next event at 
X > X, , and so on. Intermediate situation may be envi-
sioned, in which after event n at x the hazard governing 
system failure n + 1 starts at x^  ~'^n' ^  ^ "^ n ^ 'Vi* 
(ii) Although there is reason to assume that hazards 
some what like that of Fig.I occur in general for system, 
the possibility exists that the system hazard is 'bumpy' 
because wearout failures of components or subsystems may 
well occur at intermediate times. 
(iii) If the theory is applied to systems with little or 
no wearout propensity, as should be the case where dealing 
with computer software modules, then the hazard function 
may well exhibit the initial fall off of Fig. 1 but not 
the rlze at latter times. In fact, a constant decline as 
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bugs are found and ren)oved could be (optimistically) 
anticipated for software. The right hand side of the bath-
tub vanishes, and picture is that of a ski slope. 
2.3 BATHTUB HAZARD RATE MODEL 
Some hazard models are presented here as discussed 
by Gaver and Acar (1979). 
2.3.1 A Bathtub Model I : 
Define the random variable Z in terms of X, X being 
exponentially distributed with mean X" , as follows 
Z = G(x) = XL(X) R(X) ...(2.4) 
or = X 0 (X), 9'(X) = L (X) R (X) 
Where 
i ) L(X) i s concave i n x, L(0) < 1, L(~) = 1 
i i ) R(X) i s convex in x, R(0) = 1, R(0)>R(oo) 
The hazard of Z may be made to e x h i b i t a ba th tub shape, 
a s i n f i g . l , by p rope r cho i ce of f u n c t i o n L and R. 
2 . 3 . 2 A Decreasinc; F a i l u r e Rate Model : 
Define the random v a r i a b l e W in t e rms of X, X a g a i n 
being e x p o n e n t i a l with pa rame te r X" : 
W = X T(X) . . . ( 2 . 5 ) 
Where T(x) i s an i n c r e a s i n g func t ion of X,L(0) = 1 . Then 
the hazard may be made to e x h i b i t a d e c r e a s i n g b e h a v i o r . 
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2.3.3 An Alternative 'Bathtub' hazard model : 
Hjorth (1980) has given a new dis t r ibu t ion with a 
minimum of parameters at leas t as f lexible as the weibull 
d is t r ibut ion and with capacity to also describe bathtub 
curves. The dis t r ibut ion is defined by survival probabil i ty 
as r. 
R(x) = 1 - '^(x) = ~ 57R- , X > 0 . . . ( 2 . 6 ) 
( l+px)^ /P 
Where d, p, 6 > 0 and by the obvious limit of this proba-
bility when d = 0 , e = O o r p = 0 provided d + 6 > 0, A 
similar distribution with four parameters was given by 
Gaver and Acar(l979). 
Differentiation of equation (2.6) gives 
and since f(x) = P-( x) h(x) the failure rate is given by 
h(x) = dx +-ifj7- ...(2.8) 
special case of this increasing decreasing and bathtub 
(IDB) distribution are 
6 = 0 : The Rayleigh distribution (a weibull 
distribution) 
d=p=0 ; The exponential distribution (a weibull 
distribution) 
d = 0 : decreasing failure rate 
6> e p : increasing failure rate 
0 < d < e p : bathtub curve 
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2.4 SOME (CONTINUOUS) PARM^.ETBIC FAILURE TIME MODELS 
2.4.1 The E?^ponentlal distribution : 
The one parameter exponential distribution is 
obtained by taking the hazard function to be a constant, 
h(x) = X > 0, over the range of X. The instanteneous 
failure rate is independent of x so that the conditional 
chance of failure in a tirr.e interval of. a specified length 
is the regardless of how long the individual has been 
trial, this refer to as the memory-less property of the 
exponential distribution. The Reliability function(survivcr 
function) and density function of X are 
R(x) = e ~ ^ and f (x) = X e " ^ 
Fj^ (x) = 1 - e " ^ ...(2.9) 
A more g e n e r a l form of t h e e x p o n e n t i a l d i s t r i b u t i o n can 
be o b t a i n e d i f 
h ( x ) = 0 , 0 < x <A 
= X , X > A 
Then 
f (x) = X e - ^^ ^-^^ , X > A 
= 0 , X < A 
and 
F ^ ( x ) = 1 . e-^^>^-^> , X > A 
= 0 , X < A 
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often A referred to as thershold or the shift parameter 
2.4.2 The Weibull distribution : 
An important generalization of the exponential 
distribution allows for a power dependence of the hazard 
on time. This yields the two parameter Weibull distri-
bution with hazard function, 
h(x) = Xp(>o<)P"-^ 
for X» p > 0 
This, hazard (Figure 2) is monotone 
^-..s 
% 
Fig . 2 
/ '~ b - O - ^ 
Iw . 1 I * " • ' J : \ 
MA V/» ^1/^ ^ 
decreasing for p < 1, increas ing for p > 1, and reduce to 
the cons tant exponential hazard if p = 1, The p robab i l i t y 
dens i ty function i s 
f(x) = X P(X x)P-^ exp[-(X x)P] . . . ( 2 . 1 0 ) 
and 
R(x) = e-^ ^P 
2.4.3 The Normal Distribution 
The normal p.d.f, is given by 
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. / ^ ^ ^2) ^ _4 exp [ - \ - (x - ti)2] 
The standard rormal p .d . f , - oo < x '< « 
o 
rt/\ 1 / Z . \ 0 < u < o o 
a^ > 0 
—oo < Z < oo 
Thus 
f (x ,u , a2 ) =(? ( • ^ ) / a 
The standard normal c .d . f 
• - 0 0 
SO, R ( x , l i , a ^ ) = 1 - ^ ( ji=ix_) 
a 
and h ( x , n , a ) = a 
a-a ^ (x-u) 
0 
. . . ( 2 . 1 1 ) 
2.4.4 Extreme value D i s t r i b u t i o n s : 
This name app l ies to three types of l imi t ing 
d i s t r i b u t i o n , which approximate the shape of d i s t r i b u t i o n s 
of extreme values ( the l e a s t or g r ea t e s t ) in large samples 
The following d i s t r i b u t i o n s are widely used in r e l i a b i l i t y 
theory. 
Type I Extreme value ( l e a s t ) value d i s t r i b u t i o n : 
The d i s t r i b u t i o n function 
Fy(x) = exp [- e^'^^-^/^l^for - » < x < oo ^ 
e > 0 
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Let t~ '- ^ ''"'' "¥~ ^'^^ = ^ 
Then 
F ^ ( x ) = e x p [ - - e ^ ] ^ -oo< x < o o 
B > 0 
The hazard r a t e func t ion of t h i s d i s t r i b u t i o n 
h.^(x) = B e^'^ 
Gompertz and Makehani - Gonipertz D i s t r i b u t i o n : 
Type I extreme value d i s t r i b u t i o n i s de f ined 
f o r -00 < X < ~. Although fo r a p p r o p r i a t e l y s e l e c t e d 
p a r a m e t e r s , B and a, Pr \ -oo < x < 0 j might be ve ry smal l , 
i t i s more conven ien t to c o n s i d e r the co r re spond ing 
t r u n c a t e d from below a t % = ^t d i s t r i b u t i o n . I t s d i s t r i b u -
t i o n func t ion i s 
F^(x) = exp [ I (1 - e^ '^)3,x > 0 , E > 0 
a > 0 
Th i s i s known as the Gonpertz d i s t r i b u t i o n . 
I t ' s hazard ra+e i s 
h^{ x) = B e ax 
Weibull Distribution (Type 3 Extreme value) ; 
It's dis + ribution function is 
F^(x) = exp [-(-^)^], X > ^ i, e > 0, c > 0 
and the hazard rate is 
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Here \i and 0 a r e l o c a t i o n and s c a l e pa ran . e t e r s , respec-
t i v e l y , whereas c i s a shape p a r a m e t e r . 
2 . 4 . 5 Log-normal D i s t r i b u t i o n : 
The random v a r i a b l e X i s sa id to have a log-normal 
d i s t r i b u t i o n i f Y = log X has a normal d i s t r i b u t i o n . If 
\x and a a r e , r e s p e c t i v e l y , the mean and v a r i a n c e of Y, 
then the p . d . f . of ^ i s 
fx(x) = (f2n ax)"-*- exp [-^ ( l o g x - ii ) ^ ], x > 0 , a > 0 
0 
and h(x)= 0 (i-fi-g2i-=~l^) / ax - ox 0jf ^-^Qf-^-^) 
The d i s t r i b u t i o n func t ion 
F^(x) = 0 (loO-ZiiL ) . . . ( 2 : 1 2 ) 
and ,^ 
R( x) = 1 - (j) ( - i ^ a JL^^ ) 
a 
2 . 4 . 6 Gamma D i s t r i b u t i o n : 
The garrma d i s t r i b u t i o n i s a n a t u r a l e x t e n s i o n of 
the e x p o n e n t i a l d i s t r i b u t i o n . The g e n e r a l form f o r the 
p . d . f , of t h e d i s t r i b u t i o n i s 
fv(x) = - r r r - (x - n)^-^ exp ( - ^ " ^ ) , ' 
^ P^lTp) p 
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Where \i and p a r e l o c a t i o n p a r a m e t e r s , p d e t e r m i n e t h e 
shape of t h e p . d . f . 
Mean and v a r i a n c e are 
E(x) = pp , Var(x) = p^p 
and 
) - l 
^X^^'> = -t=;=: f ^^ exp(-t/p) dt. 
1 y." t P - ^ e-"^ d t . . . ( 2 . 1 3 ) 
"p x/p 
2.4.7 The Composite Distribution Model 
The main reason for considering a composite dist-
ribution is that it can some time provide flexibility in 
fitting and explaining failure data. 
An r component composite c.d.f. is defined as 
F^Cx) = Fj(x), S^ . < X < S^^^, j = 0, 1,^,,, r 
Hence F . ( x ) i s c a l l e d t h e j t h component of a composi te 
d i s t r i b u t i o n i n c . d . f form. The pa rame te r s S . a r e termed 
t h e p a r t i t i o n p a r a m e t e r s . An r component composi te 
p . d . f . i s s imply 
f^Cx) = f j ( x ) , Sj < X < Sj^j^, j = 0 , 1 . . . . r 
Where f . ( x ) i s t h e d e r i v a t i v e of F ( x ) . 
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2.4.8 The Competing Risk Model 
Suppose that a device exhibits K modes (risks^ of 
failure m-,, m . ....mj,, and that a random life time on this 
item occurs as follows : when the device begins operation, 
each failure risk simultaneously generates a random life 
time that is independent of the other modes. Thus, in effect 
K life times denoted by Xj^ , Xp....)C(. simultaneously begin. 
The life time X^^ corresponds to the ith mode of failure. 
Failure of the device occurs as soon as any one of the life 
time is realized. If the life length of the device is 
denoted by a random variable X, then 
X = min (Xj^ , X^ Xj^ ) = X^ ;^ ) 
If Fy (x) is the cumulative distribution function of 
-^i 
X^f the c.d.f. of X, Fj^ ( x) is given by, 
K 
Fx(x) = 1 - J^^ (^  - ^ X^ '^^ ^ ^ •••(2.14) 
The above derivation of the competing risk model not 
only is independent of the functional form of the Fv (x), 
^i 
but also allows for the Fy ( x) to be all different. Thus, this 
^i 
means that each failure model can have any failure distribu-
tion and that all the failure distribution need not be alike. 
Consider a device on which K risks (modes) are jointly 
but independently operating. If only the ith risk, with a 
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risk specific harzard rate hj(S), were effective, the 
probability that the device will survive to time x is 
1 - Fy (x) = exp [ - f^h. (S) dS] 
^i o ^ 
X 
where / h.(S) dS i s the cumulative harzard due t o r i sk i 
o 
at time x. 
From equation ( 2 . l 4 ) i t i s c l ea r tha t t he p robab i l i ty 
t h a t the device w i l l survive a l l t he K r i s k s i s 
K X xK 
1 - FyCx) = n exp [ - / (S) dS] = exp / Z h (S)dS] 
^ 1=1 o o i = l ^ 
This equation leades t o the inference t h a t t he t o t a l 
hazard to the device at time S, say h (S) , i s the sum of the 
K independent r i s k specif ic haza rds ' a t time S, t h a t i s 
h (S) = h_^  (S) h^{S) + + hj^(S) 
2.5 DISCRETE FAILURE Tim MODELS 
• Discrete failure models have largely been over-
looked or ignored in the literature. Discrete time 
models are worth greater consideration. A number of 
problems which occur with continuous time models are 
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overcome by using a d i s c r e t e time model ( e . g . t i e s are 
expected to a r i s e and are handled qui te s t r a i g h t forward 
no special procedures are necessa ry ) , 
2 .5 .1 The Basic K'odel : 
Let X be a random va r i ab l e represent ing f a i l u r e 
time, X i s a non-negative in teger-valued random var iab le 
with p robab i l i t y function p(x) and survivor ( R e l i a b i l i t y ) 
function R(x). This basic model has been discussed by 
Adames and V/atson (1989). 
The hazard mass function h(x) i s defined 9t as 
the p robab i l i ty of f a i lu re a t time x, condi t iona l upon 
survival u n t i l x i . e . 
h(x) = P^ jx- = x/X > x ] = p(x)/R(x). 
( X = 0 , 1 , . , , ) • 
One important considerat ion when modelling the hazard 
mass function h(x) i s t ha t , since h(x) i s a p r o b a b i l i t y , 
the range values tha t i t can take i s r e s t r i c t e d to 
the i n t e rva l [0 ,1 ] . 
The d i s c r e t e parametric model to be considered 
as follows. 
Let G(x) and g(x) denote the d i s t r i b u t i o n function 
and the p robab i l i t y densi ty function an a r b i t r a r y 
continuous d i s t r i b u t i o n which i s symmetric about zero 
i . e . g(x) = g ( x ) , GC x ) = 1 - ti (-x ), , . , ( 2 , l b ) 
- o o < x < oo 
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The hazard mass f u n c t i o n then de f ined by 
h(x) = G( 1^(x) ) , ( X = 0 , 1 , ) , • r . . ( 2 . l 6 ) 
where~^(x) is an unknown function of X. 
As a result of (2.15) and (2.16). 
1 - h(x) = 1-G(^(x)) = G(--^(x)) 
A wide variety of hazard mass functions can be obtained 
by assuming particular functions for'^(x), some of 
which may involve unknown parameters that will need to 
be estimated from the data. In particular, the choice 
of ^ (x) as a low order polynomial, 
^( x) = aQ+ aj^ x + .... + a^x = a' e ...(2.17) 
where a = (cto'***%^* "^^ ^ ® ~ (l,x,...x )' 
leads to a simple and useful parametric family of hazard 
functions. 
Polynomial models fo r con t inuous time hazard 
d e n s i t y f u n c t i o n h(x) have been examined by Krane (1963) , 
Bain (1974) and Clayton (1983) e t c . The models have the 
g e n e r a l form 
Ili(h(x)) = X Q + X ^ x + + ^m^"" . . . ( 2 . 1 8 ) 
where ^^(x ) i s a monotonic ' l i n k f u n c t i o n . The main 
models of t l i i s type a re the Rayle igh d i s t r i b u t i o n and 
Gompertz d i s t r i b u t i o n . 
The model (2 .18) i s capab le of g iv ing a wide 
v a r i e t y of hazard shapes . But t h e d i s a d v a n t a g e the 
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h (x ) have t h a t h (x ) i s not a u t o m a t i c a l l y c o n s t r a i n e d to 
be non-nega t ive with e i t h e r the l i n k f u n c t i o n o r the 
i n v e r s e l i n k f u n c t i o n of the P a r e t o d i s t r i b u t i o n . 
One problem with t h e model (2 .16 ) i s t h a t 
t h e r e i s no c o n v e n i e n t e x p r e s s i o n f o r the s u r v i v o r 
( R e l i a b i l i t y ) f u n c t i o n 
x-1 x-1 
R(x) = n ( l - h ( x ) ) = 71 G ( - ^ ( s ) ) . . . ( 2 . 1 9 ) 
s=o s=o 
2 .6 REGRESSION FAILURE MODELS 
Cons ider f a i l u r e t ime T > 0 and suppose a v e c t o r 
jj = ( x j _ , , . . x ) of e x p l a n a t o r y v a r i a b l e s ( o r c o v a r i a t e s ) 
has been observed jj may i n c l u d e both q u a n t i t a t i v e 
v a r i a b l e s and q u a l i t a t i v e v a r i a b l e s such a s t r e a t m e n t 
g roup , the l a t t e r can be i n c o r p o r a t e d through t h e 
use of i n d i c a t o r v a r i a b l e s . 
2 . 6 . 1 E>^ponential and Weibull Regress ion Models : 
The e x p o n e n t i a l d i s t r i b u t i o n can be g e n e r a l i z e d 
to o b t a i n a r e g r e s s i o n model by a l lowing the f a i l u r e 
r a t e to be a f u n c t i o n of the c o v a r i a t e s j j . The hazard 
a t time t f o r an i n d i v i d u a l with c o v a r i a t e s ^ can be 
w r i t t e n as 
h ( t , j i ) = h(^) 
h(^) may be parameterized in many ways. The 
hazard for a given ^ is a constant characterizing an 
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exponential failure time distribution, but failure 
rate depends on ^. 
h(t, x) = >C( jig) 
Where p' = (p-|...p ) is a vector of regression para-
meters, X is a constant and C is a specified functional 
form. 
Consider the model with hazard function 
h(t, ^) = >.e^P 
The conditional density function of T given ^ is 
that 
f(t,j<i = >e^P exp(->t e^^) ...(2.^) 
The eqs (2.2Q) spec i f i e s tha t the log f a i l u r e r a t e 
i s a l i nea r funct ion of cova r i a t e s j j . 
If Y = log T, then egs (2.2Q) can be wr i t t en 
as 
Y = a - ji^ + W . . . ( 2 .21 ) 
Where a = - log X and 'W has the extreme value d i s t r i -
but ion. 
The weibull d i s t r i b u t i o n can be generalized to the 
regression s i t u a t i o n in e s s e n t i a l l y the same way. If 
the condi t ional hazard 
h(t,_x) = p ( X t ) P - ^ e^P 
The condi t ional dens i ty of T Is 
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f ( t , x ) = X P ( X t ) P - ^ e^P X e x p [ - ( X t )P e>^P] . . ( 2 . 2 2 ) 
^f Y = log T, the irodel (2 .22) in the l i n e a r model 
Y = a + x£* + oW 
1 •* 
Where a =- log > , a = p~ and g = a g. 
2 . 6 . 2 The P r o p o r t i o n a l Hazard \''.odel : 
Let h ( t , i i ) r e p r e s e n t t h e hazaid f u n c t i o n a t t ime 
t f o r an i n d i v i d u a l with j^ The p r o p o r t i o n a l h a z a r d s model 
s p e c i f i e s t h a t 
h ( t , j i ) = h ^ ( t ) e^P . . . ( 2 . 2 3 ) 
Where h^(t) is an arbitrary unspecified base line 
hazard function for continuous T, In this model, the 
covariates act multiplicatively on the hazard function-
if h^(t) = X the equation (2.23) reduces to the expon-
ential regression model, the weibuH model is tbe 
special case hQ(t) = X p( \ t)^"-'-
The conditional density function of T given ^ 
corresponding to (2.23) is 
f ( t , ^ ) = h ^ ( t ) e^P exp( e-'^'^ / h ^ ( u ) d u ] 
o 
The c o n d i t i o n a l s u r v i v o r f u n c t i o n fo r T given ^ i s 
t 
Where SQ(t-' = exp[ ~ / h (u)du] . 
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Thus the survivor function of t for a covar ia te 
value j ^ , i s obtained by r a i s i ng the base- l ine survivor 
function S^( t^ to a power. 
o 
If h^Cti i s a r b i t r a r y , tUs model i s s u f f i c i e n t l y 
f l ex ib l e for many a p p l i c a t i o n s . There a r e , however, 
two important gene ra l i za t ions t h a t do not s u b s t a n t i a l l y 
complicate the es t imat ion of ^, F i r s t , the nuisance 
function h ( t ) can be allowed to vary in spec i f ic subset 
of the d a t a . Suppose the populat ion i s divided in to r 
s t r a t a and t h a t the hazard h . ( t , x ) in the j t h stratum 
depends on an a r b i t r a r y shape function '^o-?^^^ '^^ ^ 
can be wr i t ten hAt , j i ) = h . ( t ) exp (x C) 
for j = 1 , . . . , r . 
The second gene ra l i za t ion allows the regress ion var iab le 
jj to depend on i t s e l f . Such regress ion var iab le a r i s e 
in the hear t t r a n s p l a n t . 
2 .6 .3 The Accelerated Fai lure Time Model : 
Suppose tha t Y = log T i s re la ted to the 
covar ia te ^ via a l i nea r model Y = xg + W where W 
i s an e r ro r va r i ab l e with dens i ty f. Exponentiat ion 
g ives T = exp(x£)T' where T' = e^ > 0 has hazard 
function h ( f ) , say, that i s independent of g. I t 
follows tha t the hazard function for T can be wr i t t en 
in terms of the base- l ine hazard h ( , ) according to 
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h(t,j5) = h^(t e-^P) e-^^' . . . ( 2 . 2 4 ) 
The survivor function i s 
t expC-xlp) 
S"(t,js)= exp[~/ hQ(u)du . . . ( 2 . 2 5 ) 
o 
and the dens i ty funct ion i s the product of eqs (2.24) 
( 2 . 2 5 ) . 
2 .6 .4 Likelihood Construct ion for parametric Models : 
Consider n indiv idual to have been placed on 
t e s t a t time 0 and suppose tha t the r i sk of f a i l u r e 
a t time t i s determined by the hazard h(t ,x*®) where 
X. i s , as usual , a vec tor of fixed covar i a t e s measured in 
advance and 6 i s a vec tor of unknown parameters. The 
data of i t h ind iv idua l are t^ , d . , ^. , where t^ i s the 
f a i l u r e time ( d. = l ) or censored time ( dj= 0 ) , 
If the Censoring i s noninformative, the l ike l ihood 
on the data ( t . , d . , Xj|^ ), i = l , 2 . . . n i s 
L{e)ccn f (t^,G,Xi)^iS-"(tj^+0,e,x^)-^-^i . . . ( 2 . 2 6 ) 
The pairs (t, d^), i=l...n are. (given X2»..x ) independent. 
The likelihood is formed as L(e) = -jr L^(e) where L^(e) is 
f(t^ ,e,j<j.) for failure and S (tj^ +0,e, x^) for censored data 
p6int. 
The eqs (2.26) can be written as 
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1-6, 
L = n [ f(t, ,x. ,e)^i 2(t^,Xi,e) -°i^ 
i=l ^ ^ 
n d °° 
= IX h(t.,2j.,e) i exp[- / h(u,jse)du] ...(2.27) 
i=l ^ ^ o^eR(t) 
These eqs can be derived by considering the independent 
contribution of (t^,d^,Xj^) i=l,....n. 
However, the likelihood is formed as the product of condi-
tional contribution of the whole study group, over successive 
infinitesmal time intervals. Let H(t) represent the complete 
history of the study upto time t so that H(t) records all 
failure and censoring information as well as complete 
information on all covariates. Since H(t) is a Markov 
process, the likelihood can be constructed as a product of 
the conditional terms. 
P[H(t+dt)/H(t)] = P [D^(dt), C^(dt)/H(t)] 
= P[D^(dt)/H(t)] P[C^(dt)/H(t),D^(dt)] 
..* .. .(2.28) 
Where D.(dt) and C.(dt) are the set of l e v e l s associated 
with the ind iv idua l s t h a t have fa i led or are censored in 
( t , t + d t ) r e s p e c t i v e l y . I t then follows t h a t 
P[D. ( d t ) / H ( t ) ] = % h ( t , i i . , e ) d t . 
^ ^6D^(dt ) ^ 
X. Tx [ t , xji , e | d t ] 
i eR( t ) -D^(d t ) . . . ( 2 . 2 9 ) 
Assumptions is made t h a t 
(1) H ( t ) , the fa i lu re mechanisms act independently 
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Over [t,t+dt]^ 
(2) for each individual in R(t) and conditional on 
covariates x. 
P {failure in [t,t+dt]/H(t)3 = ^  [failure in 
[t,t+dt)/survival to tj 
Assumption 2 above is a kind of conditional independence 
between censoring and failure mechanisms. Censoring 
mechanisms that satisfy this are called independent and 
include, for example, type I and II censoring along with 
progressive type 11 censoring or indeed any censoring 
rule that, when applied at time t, depends only on H(t) 
and on random mechanisms external to failure process. It 
is required that conditional on x> "the items with drawn 
from risk at time t should be 'representative' of the 
items at risk. In particular items can not be censored 
because they appear to be at usually high or .low risk 
of failure. 
The total likelihood can now be written as a 
product integral 
L = P [H(0)] /"p[H(t+dt)/H(t)] 
o 
from eqs. 2.28 and assuming P [H(0)] = 1 
we have 
L = /P[D^(dt)/H(t)] ^°°P[C.(dt)/H(t), Dt(dt)] 
o o 
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The first factor on the right side arises from failure 
information and apart from differential elements, reduces 
to 
-n- h (t,x.,e) ^ 0°° z [1 - h (t,x^,e) dt] 
i=l 1 - 1 o f6R(t)-D^(dt) ^ 
The remaining factor in L is due to the censoring contri-
bution and can be written 
^"p [ C. (dt)lH(t), D,(dt)] ...(2.30) 
o ^ ^ 
If egs (2.30) depends on 6, the censoring machanism i s 
said to be informative, and otherwise non informat ive. 
An a l t e r n a t i v e der iva t ion of the l ikel ihood 
(2.27) which does not involve the censoring e x p l i c i t l y 
a r i s e s by considering the t o t a l hazard of f a i l u r e a t time t, 
N ( t , e ) = E h ( t , x £ , e ) 
i eR( t ) 
as tbe fa i lu re r a t e a t t ine t in a non-homogeneous 
poisson process. Standard arguments then show tha t the 
probab-ili ty of no f a i l u r e in ("^^.^''ti) i s 
exp [ ~ i N( t ,e) d t ] 
^ i - 1 
The p robab i l i ty tha t the items wixh covar ia t Xj^  f a i l s 
a t t^ i s h ( t . XT> 0) d t . . ihe l ike l ihood i s then b u i l t 
up as a product ot these terms. 
For time dependent cova r i a t e s , l e t Xi '^'^ '' denotes 
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the covar ia te vector a t time t for the i th ind iv idua l under 
study, Xj^ Ct) to denote the covar ia te path up to time 
t"» ^i<i^u)» 0 < u < t j , ana X. to denote the whole 
covariate process to the ces sa t ion of t e s t i n g . The data 
for the i th ind iv idua l are ( t , dj^,X^'.t^), i = l , 2 , . . . n 
Time dependent covar ia tes f a l l into two broad c l a s s i f i c -
a t i o n s , ^n ex t e rna l covar ia te i s one tha t i s not d i r e c t l y 
involved with the fa i lu re machanism, and an i n t e r n a l 
covariate has the property tha t i t requires tbe survival 
data of the ind iv idua l for i t s existence and thus ca r r i e s 
with i t s observed path information on the f a i l u r e time 
v a r i a t e , 
2.6,5 Regression Analysis of Life Time Data : 
'I he regress ion models used most with l i f e time 
data f a l l in to two c a t e g o r i e s . F i r s t most of the common 
parametric models are of the form Y = |i(X:(3_)+aZ, . . , ( 2 . 3 l ) 
-oo > Z < ~ where Y = log 1 represen t s log l i f e t i m e , liCx) 
i s a function of a vector of regressor va r i ab le X = (x^^., 
X ), 0 i s a pos i t i ve scale parameter and Z has a koown 
d i s t r i b u t i o n . The most widely used models are the extreme 
value, Z has p , d , f . exp(Z-e^), and the normal, where Z 
has a standard normal d i s t r i b u t i o n . These models co r res -
pond to l i f e t ime 1 given X having weibull and lognormal 
bO 
d i s t r i b u t i o n s r e s p e c t i v e l y . 
The second category of models used in the r e g r e -
ss ion analys is of biomedical l i f e t ime data i s the so-
ca l l ed propor t ional hazards family. The effect of regressor 
v a r i a b l e s i s assumed to be m u l t i p l i c a t i v e on the hazard 
function for T, which i s given by h ( t ) = f ( t ) /S ( ' t ) . The 
hazard function of T given x ^s assumed to be of t he form 
h ( t / ^ ) = h^(t,G) gCx,£), . . . ( 2 . 3 2 ) 
where G and £ are parameters. Hence, h ( t , 6 ) can be thought 
of as the basel ine hazard function for an item with 
gCy,^) = 1. Another way to wri te t h i s eqn. i s in terms of 
survivor function of T given y 3is 
S ( t / y ) = [S^( t ,G) ]g (^ '§ ) . . . ( 2 . 3 3 ) 
where S^( t ,e) i s now the survivor function of an item for 
which g(y,p) = 1. 
Fully parametric models of the form (2.32) are some-
t imes used by s e l e c t i n g a spec i f ic family of base l ine hazard 
funct ion h^ ( t ,©) . The model ( 2 . 3 l ) in which Z has an ex t -
reme value d i s t r i b u t i o n in fact t u r n s out to be of t h i s 
type and corresponds to T given X always having a welbull 
d i s t r i b u t i o n . A more corrmon approach to s t a t i s t i c a l 
a n a l y s i s with these models, however, i s semiparameter on 
due to CoxCl972) in which a parametr ic form i s assumed 
for g(^,p) but h ^ ( t , e ) i s l e f t completely a r b i t r a r y . 
b l 
Recjression nietDds based on b ina ry r e sponse models 
d i s c d e s e r v e s b r i e f ment ion, s i n c e these a r e f r e q u e n t l y 
used when one c o n s i d e r s only the f a i l u r e o r n o n f a i l u r e 
of equipnient over a s p e c i f i e d time p e r i o d . Such models 
have been used f o r a long time in connec t ion with dose 
response problems i n b i o l o g y . Most models used a r e 
a d a p t a t i o n of ( 2 . 3 l ) . In p a r t i c u l a r (2 .31) g i v e s , f o r a 
s e p c i f i e d time t o , +he p r o b a b i l i t y of f a i l u r e by time to 
a s 
Pr^T < t^) = rr( y-^ (-x>&) < log IsiMx^ ) 
= F ( loo %o - ^ (y , f i ) ) . . . ( 2 . 3 4 ) 
a 
Where F i s the cumulat ive d i s t r i b u t i o n f u n c t i o n of Z, 
F r e q u e n t l y |i()<',g) i s taken to be a l i n e a r f u n c t i o n in 
the case of a s i n g l e r e g r e s s o r v a r i a b l e t h i s would be 
lJ,(X»g.) = pQ + Pj_x and (2 .34) would become. 
P r ^ f a i l u r e b y to) = F (a + p x) . . . ( 2 . 3 5 ) 
Where a = ( l o g to - P Q ) / C and p = - ^-^/a 
The most g e n e r a l l y used models a re those f o r which F i s 
the c . d . f of a s tandard l o g i s t i c , s tandard normal , o r 
s tandard ext reme value d i s t r i b u t i o n . 
2 .7 LIFE TESTING SCHEMES 
The term ' L i f e T e s t i n g ' i s used to d e s c r i b e 
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experiments made to co l l ec t l i f e length d a t a . Such data 
are used to estirr.ate ce r t a in parameters, or to make 
decis ion as to whether to accept or to r e j e c t a l o t 
(batch) of i t ems . 
Most r e l i a b i l i t y es t imat ion methods assume the 
existance of f a i l u r e data obtained from l i f e t e s t i n n 
Let n devices i s placed on t e s t under spec i f i c environ-
mental cond i t ions . If each device tha t f a i l s i s replaced 
by a new one, the r e su l t i ng l i f e t e s t i s ca l led a t e s t 
with replacement, otherwise t e s t without replacement. The 
l i f e t e s t i s often truncated or censored. A t ime-truncated 
l i f e t e s t i s one which i s terminated a f t e r a fixed period 
of time has e lapsed, whereas an item censored l i f e t e s t 
i s one which i s terminated a f t e r a prespecif ied number of 
f a i l u re have occurred. Time-truncated l i f e t e s t s are 
often cal led to as Type I censored l i f e t e s t s , and item-
censored l i f e t e s t s are often cal led Type I I censored 
l i f e t e s t s . 
Epstein (1958, i960) considered severa l possible 
l i f e t e s t experiments, few are as follows. 
1) Test ing i s terrr.inated a f t e r a prespecif ied number 
of f a i l u r e s have occurred, f a i l u r e s are replaced 
(Type I I t e s t i n g ) . 
2) Test ing i s terminated a f t e r a prespecif ied number of 
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f a i l u r e s have occu r r ed , f a i l u r e s a re not r e p l a c e d 
(Type I I t e s t i n g ) . 
3) T e s t i n g i s t e rmina ted a f t e r a p r e s p e c i f i e d t ime has 
e lapsed f a i l u r e s a re r e p l a c e d . 
4) T e s t i n g i s t e rmina ted a f t e r a p r e s p e c i f i e d time has 
e l a p s e d , f a i l u r e s a r e not r e p l a c e d . 
Let T, < T < . , . , < T denote t h e r . v ' s co r r e spond ing to 
the observed sample of r o r d e r e d f a i l u r e t i m e s . If the 
number of f a i l u r e i s an r . v . i t i s denoted by R, Let n 
r e p r e s e n t the number of i t ems placed on t e s t and t > denote 
the t e i m i n a t i o n t i m e . Let T deno te -tthe t o t a l t e s t t ime 
accumulated on a l l i tems i n c l u d i n g those t h a t f a i l e d 
and those t h a t d id not f a i l p r i o r to t e s t t e r m i n a t i o n . 
Corresponding to each of f ou r c a s e s above, we have 
i ) T = n T , ( r s p e c i f i e d , T random) 
* r 
ii) T = E T. +(n-r)T , r <n (r specified, T random) 
i=l ^ ^ ~ ^ 
iii) T* = nt^, (t^ specified, R random) 
* R iv) T = Z T + (n-R) t ^ , R < nJ[t„ s p e c i f i e d R random) 
i = l ^ 0 - 0 
In c a s e s ( i ) and ( i i i ) r may even exceed n , 
2.8 SYSTEM RELIABILITY 
A system i s def ined a s a given c o n f i g u r a t i o n of 
subsystems a n d / o r comporents whose p roper f u n c t i o n i n g over 
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a stated i n t e r v a l of time determines whether the system 
wi l l perform as designed, 
2 .8 .1 Se r i e s systems : A s e r i e s system with n components, 
i s a system which requi res the functioning of a l l n 
components. If any one of +he n components f a i l , the system 
f a i l s . Let us denote R^{t) i s the r e l i a b i l i t y of the i t h 
component. I t i s assumed t h a t the l i f e times of n compon-
ents are independently d i s t r i b u t e d with d e n s i t i e s f j ( t ) 
i = l , 2 . . . > n and corresponding d i s t r i b u t i o n function i s 
F ^ C t ) . 
The system r e l i a b i l i t y i s given by R(t) = n Rj( t) and 
the f a i l u re time d i s t r i b u t i o n function of the system i s 
given by 
F ( t ) = 1 - S R . ( t ) 
i=l ^ 
= 1 - S ( l - F . ( t ) ) 
i=l ^ 
I t i s observed tha t the system r e l i a b i l i t y w i l l always 
be l e s s than or equal to the l e a s t r e l i a b l e component. 
Thus 
R(t) < min R^(t) 
and the system fa i lu re time dens i ty i s given by 
f ( t ) = I ^ f jC t ) . ? ^ C l - F j ( t ) ) . . . ( 2 . 3 6 ) 
55 
The hazard r a t e of se r i e s system is 
h ( t ) = B h . ( t ) . . . ( 2 . 3 7 ) 
i= l ^ 
2 .8 .2 P a r a l l e l system : 
A p a r a l l e l system with n independent components 
i s a system whose network represen ta t ion i s a p a r a l l e l 
s t ruc ture of order n. Consequently, if the i t h component 
has r e l i a b i l i t y R^( t ) , then the system r e l i a b i l i t y R(t) 
i s given by 
R(t) = 1 - S ( l - R . ( t ) ) . . . ( 2 . 3 8 ) 
i=l ^ 
If the ith component has failure time tj for i = 1,2...n, 
then, since the system will fail upon failure of all items 
components, it follows that the system failure T is given 
by 
T = max t^ , 1 < i < n 
Therefore, l e t t i n g F^(t-> denote the f a i l u r e d i s t r i b u t i o n 
of the i th component, the f a i l u r e time d i s t r i b u t i o n 
function of the system i s 
F ( t ) = P[T < t ) = n F ^ d ) 
hence the system fa i lu re time dens i ty i s given by 
f ( t ) = Z f , ( t ) ; F , ( t ) 
i= l ^ j= l J 
where f , ( t ) = ^ ^^^^^ for 1 < i < n 
^ d t 
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The system f a i l u r e r a t e i s thus equal to 
l -F ( t ) 
n ri 
2 f . ( t ) Ti F , ( t ) 
i= l ^ j= l J 
~ n 
n f > ( t ) 
i= l ^ 
. . . ( 2 . 3 9 ) 
Which i s not equal to the sum of the component f a i l u r e 
r a t e unless n = 1. 
To compute the system (mean tim.e before system fa i lu re ) 
MTBF = / R(t) d t . 
o 
2 .8 .3 Standby Redundant System : 
Standby redundant system i s one method of r e l i -
a b i l i t y . A standby redundant system with n components 
i s a system in which the components operate one a t a 
time and the o the r (n-1) units are kept as spa re s . When 
the operat ing un i t f a i l s , a u n i t from spare pool i s 
switched o n l i n e . Such a system i s also known as a sequen-
t i a l l y redundant system of order n. 
Gnedenko (1967) c l a s s i f i e d the stand-bys as hot , 
warm and cold . The c l a s s i f i c a t i o n based on how the un i t s 
are loaded in the standby s t a t e . If the u n i t s are loaded 
exact ly the same way as the un i t operating o n l i n e , they 
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a r e termed ho t s t a n d b y s . In o t h e r words the p r o b a b i l i t y 
of a hot s tandby f a i l i n g i s t h e same as t h a t of t h e 
u n i t o p e r a t i n g o n l i n e . Warm s tandbys may f a i l bu t the 
f a i l u r e r a t e i s l e s s than t h a t of a u n i t o p e r a t i n g o n l i n e 
and cold s t andbys can never f a i l while in the standby 
s t a t e . 
2 .9 REPAIRABLE SYSTEM 
As and when a u n i t f a i l s , i f i t can be creplaced 
by a new one , then the r e l i a b i l i t y of the system i n c r e a -
s e s . In a good number of c a s e s t h i s w i l l t u r n ou t to be 
expensive and i t w i l l be n e c e s s a r y to r e p a i r t h e f a i l e d 
u n i t s . Thus on t h e f a i l u r e of a u n i t , i t i s s e n t t o a 
r e p a i r f a c i l i t y (RF). If no RF i s f r e e , then t h e f a i l e d 
u n i t s queue up f o r r e p a i r and the r e p a i r s a r e noimal ly 
under taken i n f i r s t in f i r s t out (FIFO) o r d e r and 
assume t h a t t h e l i f e tinr.e of an o n l i n e u n i t , s tandby 
u n i t and the r e p a i r time of f a i l e d u n i t a r e a l l indepen-
d e n t random v a r i a b l e s and t h a t t h e d i s t r i b u t i o n func t ions 
of these random v a r i a b l e s a r e known and t h a t they admit 
t he p r o b a b i l i t y d e n s i t y f u n c t i o n s . 
2 . 9 . 1 Renewal p rocess : 
A renewal p rocess i s a sequence of independen t 
i d e n t i c a l l y d i s t r i b u t e o , n o n - n e q a t i v e random v a r i a b l e s , 
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not all 0 with probability 1, 
Let X|....X be a renewal process having a 
distribution function F ^md F ( x) be the ai sl.ri bution 
function of T^ = Xj^  + X„ + + X^, the time to rth 
renewal, 
If N ( t ) i s the number of renewals i n t ime ( 0 , t ) 
and N( t ) = 0 i f Xj^  > t , so 
P [ N ( t ) = nj = P ^ the t ime to nth renewal i s before 
t , and the t ime to be (n + 1) renewal i s a f t e r tj>. 
p f N ( t ) = n j =P fx^ + X^ + • ••+ X^ < t and Xj_+X2+... 
-^Vi>^) 
So t h a t 
P ( N ( t ) > n) = Fj^(t) 
The renewal f u n c t i o n K( t ) i s de f ined a s the expec ted 
number of r enewa l s in ( 0 , t ) 
oo 
K(t) = ^ [ N ( t ) ] = Z r P [N( t ) = r ] 
r = l 
= E F „ ( t ) . . . ( 2 . 4 0 ) 
n=l "" 
The renewal d e n s i t y func t ion K (t- ' i s 
K*(t^ = d t " ^^^^ 
= Z f^ ( t ) . . . ( 2 . 4 1 ) • 
n=l ^ 
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Where f i s the d e n s i t y of F , 
2.10 COHERENT SYSTEM 
Cons ide r a system of K components wi th t h e i t h 
component a s t a t e v a r i a b l e x^  such t h a t , a t any s p e c i f i e d 
t ime , 
1 , i f the i t h component i s i n a f u n c t i o n i n g 
s t a t e 
0 , i f the i t h component i s i n a f a i l e d s t a t e 
The i t a t e of a i l components i n the system w i l l be desc r ibed 
by the v e c t o r ^=ix^....x^) 
Thus , t h e s t a t e of system may be w r i t t e n as a func t ion of 
jS ' , t h a t i s 
w/ \ _ Cl , If the system i s i n a f u n c t i o n i n g s t a t e 
LO , i f the system i s in a f a i l e d s t a t e 
Some of t h e 2 d i f f e r e n t s t a t e correspond to the system 
in a f u n c t i o n i n g s t a t e , and o t h e r s correspond to the 
system in a f a i l e d s t a t e . 
The f u n c t i o n ^ i s c a l l e d s t r u c t u r e f u n c t i o n of 
the system. Any vec to r ^ f o r which p (^j) = 1 w i l l be 
c a l l e d a path f o r the s t r u c t u r e ^ . A minimal pa th i s 
a path jj such t h a t for every y < ji we have <?{)[) = 0 , 
where Y. "^ ^  means y^ < x^, i = l , 2 , . . . k , with y^ < x^^ 
f o r a t l e a s t one i . Any v e c t o r ^ fo r which ^i\) = 0 w i l l be 
c a l l e d a cu t f o r s t r u c t u r e 0 . ^ minimal cut i s a cut ^ 
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such that for every )[ > x we have 0 (y.) = 1. ^ subsystem i s 
said to be coherent af i t s s t r u c t u r e function i s such 
tha t 
i ) 0 ( 0 , 0 , . , . , 0 ) = 0 , 
i i ) 0 ( 1 , 1 , . . . , ! ) = 1 
i i i ) 0 ( Xj, x^. . ..X|^) i s non decreasing in each argu-
ment. 
A coherent system i s , t h e r e f o r e , a system which i s in a 
f i e ld s t a t e when a l l of i t s components are in fa i led 
s t a t e s , i s in a functioning t h a t when a l l of i t s components 
are in funct ioning s t a t e . 
******* 
CHAPTER - III 
BAYESIAN APPROACH IN RELIABILITY 
3.1 INTRODUCriON 
The Bayesian method of reasoning is much more 
direct, that is, detuctive. To achieve this direct app-
roach, the mean life 6 is assumed to be an r.v. with a 
priori or prior p.d.f<5(©). This distribution expresses 
the state of knowledge or ignorance about 0 before the 
sample data are analysed. It may be argued that it is 
reasnable to consider a parameter as the value of an 
r.v. as most parameters of real interest seldom become 
known. The priori uncertainty is modeled by appealing 
to the use of a prior distribution. 
The prior distribution, the probability model 
f(y/e) and the data y, Bayefe' theorem is used to calculate 
the so called posterior p.d.f. giQ/j) of(H)(parameter set) 
The prior distribution in a Bayesian analysis 
usually embodies a subjective notion of probability since 
the frequency of the values of the parameters such as 6 
rarely are known. 
A distinctive feature of Bayesian inference is that 
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it takes explicit account of prior information in the 
analysis. ThJs contrast with the approach based on 
sampling theory in which this information is considered 
only in an informal manner. The Bayesian and sampling 
theory approaches tend to yield the same result only under 
a rather restructive conditions and even then, there is 
usually a difference in the interpratation of the result. 
There are two distinctive difference between the 
sampling theory and Bayesian approaches. The statistical 
differences based on sampling theory are usually more 
restrictive than Bayesian's due to the exclusive use of 
sample data. The Bayes' use of relevant past experience, 
which is qualified by the prior distribution, results in 
more informative inferences in those cases where the prior 
distribution accurately reflects the variation in the 
parameter. The degree to which more informative inferences 
occur otberwise depends upon the quality of the assess-
ments embodied in the prior distribution. 
The second distinction is that the Bayesian method 
usually requires less sample data to achieve the same 
quality of inference than the method based on sampling 
theory. Bayesian method represents the practical advan-
tage in the use of prior information. 
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The non-Bayesian ( c l a s s i c a l ) approach considers 
can unknown parameter as f ixed. This means t ha t c l a s s i c a l 
i n t e r v a l es t imat ion and hypothesis t e s t i n g must lean on 
inductive reasoning through f ( s , G ) . In point es t imat ion , 
the c l a s s i c a l approach must depend on es t imates , the 
c r i t e r i a for which often are not based on the p r a c t i c a l 
consequence of the estimate.On the other hand Bayes' 
procedure assume a prior d i s t r i b u t i o n on the parameter 
space, t h a t i s , consider the parameter as a random va r i ab le , 
hence the pos t e r i o r d i s t r i b u t i o n i s ava i l ab l e . This crea tes 
tbe p o s s i b i l i t y of a whole new c l a s s of c r i t e r i a for 
est imation namely, minimization of expected l o s s , probabi-
l i t y i n t e r v a l s , and o the r s . 
3 .1 .1 E s s e n t i a l Elen.ents In a Bayesian R e l i a b i l i t y 
Analysis : 
There are several elements in a good Bayesian 
r e l i a b i l i t y a n a l y s i s , namely 
(1) A de ta i l ed j u s t i f i c a t i o n and analysis of the p r io r 
d i s t r i b u t i o n se lec ted , with a c l ea r understanding 
of the mathematical impl ica t ion of the p r i o r , 
(2) A thorough documentation of the data sources used in 
i d e n t i f y i r g and se lec t ing p r i o r , 
(3) A prepos te r io r analys is of the pr ior d i s t r i b u t i o n 
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with hypothe t ica l t e s t r e s u l t s , 
(4) A c l ea r ly defined pos t e r io r d i s t r i b u t i o n on the 
parameters (s) of i n t e r e s t , 
(5) An ana lys i s of s e n s i t i v i t y of the Bayesian inferences 
to the p r i o r model s e l ec t ed . 
3 .1 .2 Bayes' Estimate and Loss function : 
The es t imates ( the ac t ion) are the values of an 
est imator (a dec is ion func t ion) . The decision function 
e = 6 (ji) . . . ( 3 . I ) 
Where jj is observed value of x. The function 6^  is called 
a point estimator for 6^. The function 6(>j) can be evalua-
ted. The loss function L in an estimation problem is often 
assumed to be of the form, 
L (e,e) = h(e).Y (e.e) ..,(3.2) 
•/;/here Y i s a nonneqative function of the e r ro r 6 - 6 
such tha t Y ( 0 ) = 0 and h i s a non-negative weighting 
function tha t r e f l e c t s the r e l a t i v e ser iousness of a 
given e r ro r for d i f fe ren t value of ^ . In determining 
Bayes 'decis ion function based on t h i s loss funct ion , 
t h e function h can be considered as a component of the 
p r i o r d i s t r i b u t i o n g ( e ) . So i t i s assumed that the function 
h i s constant . 
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Where 6 i s one dimensional, the loss function in 
an estimation problem can often be expressed as 
L(e,e) = ale-ej-^ ...(3.3) 
where a > 0 and b > 0 . If b = 2, the loss funct ion is 
quadrat ic and i s cal led a squared-e r ro r - loss funct ion, 
^f tbe loss function i s squared-e r ro r - loss funct ion, the 
Bayes' es t imator , for any specif ied prior d i s t r i b u t i o n 
g(e),wiil be tha t es t imator tha t minimizes the p o s t e r i o r 
r i sk given by 
E [ a ({H)-e)Vx.] = / a (e-e)2gc®/x) de ...(3.4) 
For a squared-error loss funct ion, the Bayes' es t imator 
• is simply tbe pos t e r io r mean of (y) given x. The Bayes 
est imator 6 = E ((^Z^) i s an r . v . since x i s an r . v . 
The mean of the Bayes es t in .a tor , provided i t e x i s t s i s 
E(e) = E^[Ee/^((Hyx)] = E((H)) . . . ( 3 . 5 ) 
and the mean of the Bayes' estimator is the same as the 
prior mean under squared error loss. The Bayesian approach 
to interval estimation is much more direct than the 
classical approach based on confidence intervals. ^  symm-
etric IOO(I-Y) % two sided Bayes probability interval 
estimate of 6 is easily obtained by solving the two 
equations 
/ ^ g(e/x) de = Y/2 
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and 
oo 
/ g ( e / x ) dG = Y / 2 
2 
fo r t h e lower l i m i t G, and t h e upper l imi t 0 
so t h a t Pr(e-i^ < ® < ®2^i<) = ^-Y . . . ( 3 . 6 ) 
3 . 2 BAYESIAN ESTIMATORS OF THE PARAMETERS AND RELIABILCTY 
FUNCTION FROM MIXED EXPONENTIALLY DISTRIBUTHD TIME-
CENSORED LIFE TEST DATA 
In l i f e t e s t i n g problems one often comes 
a c r o s s a s i t u a t i o n where t h e under ly ing f a i l u r e t ime 
d i s t r i b u t i o n i s not homogeneous. The population model may 
be made up of mix tu re of s u b p o p u l a t i o n s f F . ( x / 0 ) | mixed 
i n unknown p r o p o r t i o n s ]PA\ t^ PA =1,1= l , 2 > . . . k . 
Each of t h e s e subpopu l a t i ons r e p r e s e n t s a d i f f e r e n t type 
o r cause of f a i l u r e , / . 'endenhall and Hader (1958) ob ta ined 
the MLE of t h e pcirameters ( 6 ^ , p . ) where the f a i l u r e t imes 
of i t h subpopu la t ion a re d i s t r i b u t e d as 
F ^ ( t / e . ) = 1 - exp ( - t / e ^ ) . . . ( 3 . 7 ) 
and the t e s t i s t e rmina ted a f t e r a f ixed t ime T hours. 
I t i s assuri.ed t h u t an item can be at tr ibuted to the 
Appropr ia te subpopu ld t ion a f t e r i t has f a i l e d . When 
K = 2 i s d i s c u s s e d . 
The d i s t r i b u t i o n func t ion f o r t h e popu la t ion i s g iven by 
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F (x) = p F-L(X) + q F2(x), where q = 1-p 
and F^ (x) = 1 - exp ( - x/e^) 
The reliability function R{X) is defined as 
R(f) = P (x >t) = P exp «/e^) + q exp (-f/e^ ) 
. . . ( 3 . 8 ) 
Suppose r u n i t s have failed during the i n t e r v a l (0 ,T) , 
r , un i t s from sp, and r un i t s from sp , r = r , + r 
and Cn-r) u n i t s are s t i l l funct ioning. 
Let t^. denote the f a i l u r e time of jth unit 
belonging to sp^^, t ^ . < T , j = l , 2 . . . r ^ , i = 1,2. 
The l ikel ihood function 
L it-^2.* ^12' ""^Ir '^ * 2 l ' ^22""'^2T^^^*^1*^2^ 
C C P V ^ l^ [l/e^^ exp ( - ^lj/Q^)j • 
. ^ 2 ^ 1 / e ^ exp ( - ^23^^2 )j 
^/"^(x) ^ 7 ...(3.9) 
wheief deno tes a d e n s i t y of F . Let x^. = " ' ^ i j ' ^ ' Pi= ®i/^ 
we have 
L ( X ; L 1 ' X 1 2 ' ""ir^^' ^ 2 l ' ^ 2 2 ' ^ 2 r 2 / P ' ^ l ' ^ 2 ^ 
r i r o P Q r *? n—r 
oc -^ ^^ — h exp ( - 1| PJL)+ q exp ( - 1/^2^-
Pi f^ 2 
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X {exp ( - Tj^xi/Pi - ^2 ^2/^2 ^i • • • (3 .10) 
r^ r . 
where r^ x^ = L^ x, . r x = Z^ x^. 
^endenhall and Hader (1958) used an i t e r a t i v e method 
for solving the set of maximum l ikel ihood equa t ions . 
p = rj^/n + k (n- r ) /n 
f^.|_ = xj^  -t k(n-r)/rj^ 
^2 = ^2 + (1-k) ( n - r ) / r 2 
where k = [1+ q/p exp (l/p-^ - 1/^2)]"'^ 
Sinha (1983) has proposed the Bayes es t imators of the 
parameters on the bas is of above models. 
3 . 2 . 1 Bayes' E s t i m a t o r s : 
For exponent ia l model ( 3 . I ) , we have 
Pi ( x ) = l / p ^ exp ( - x/Pj^) 
and the information i s 
I^ (p . ) = - E( d^log f i / 6 p . 2 ) = l /p^2 
Hence Jeff reys invar ian t p r io r i s 
91 ^P i ^ ^ \ ^ ( P i ) = l / ^ i » Pi > 0 
Bayes' es t imators of p, P^fP^ "^^ ^ ^('^) i s obtained 
assuming a unlforn. pr ior for p and Jaffreys' i nva r i an t 
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pr io r for pj^  » v i z . 
h(p) ^ 1 , 0 < p < 1 
and 
g^CPj) of 1/Pi , Pi > 0 
et _2j = \ x j^^ »'^ j^ o* * * *'^Ir ' ^o l ' ^22 ' * *' ^2r ) 
represent the d a t a . From Bayes' theorem i t follows tha t 
the j o in t pos t e r i o r of (pj^,fi ,p) i s given by 
Vlhere C i s a •normalizi-ng constari t , FxoTn(3.9) we obta in 
^ (. fi , / ^ ) - cp ^ l - p ) ' ' ^ ( _ i l J ^ l . l z ^ Z - ) 
- -1- - 2 P X P >-f P2 ^ 2 
in-r [_p expC-l/P;^) + (1-p) exp i-W^^f 
r r 
^P ' i j -P) ! , exp ( - ^ i V P l - ^ 2 V P 2 ) 
r , + l r +1 
Pi P2 
Z "" ( ^-'') [ (1-p) exp ( - I /P2)} 
n-r 
• E 
k=0 
\^ ex^ C - l / ^ l ) j ""'••"'' 
n-r „ , r^+k 
k=6 " 
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exp , ^ i x i _ + ( n - r - k ) ^ ^ ^r_^+l r , xi + ^ n - r - k ; r , -
( - - ^ . ) / P 
^2 
• in tegra t ing out p , the j o i n t m a r g i n a l p o s t e r i o r of 
pj^, p i s g iven by 
n - r 
•exp C 1 i ) / p r , + l 
Pi / Pi ^ 
. e x p ( - ^ f ^ V ^ / 2 - \ . . ( 3 . 1 , ) 
I n t e g r a t i n g out pj^, rr.arginal p o s t e r i o r of p i s g iven by 
itCp^/x) = c r C r ^ ) z" ( " - ^ ) BCn-k-r^-fl, r^fk-H) 
(rj^x^ + n - r - k ) 
• exp {-^-2l2ll)/ p r^-fl 
where C"! ^ ^ r J F ( r J z""" ( "-"•) 
^ ^ k=0 
B ( n - k - r ^ + l , r^+k^l ) 
1 - o 
( r ^ x ^ + n - r - k ) (r2X2-+-k) ^ 
I n t e g r a t i n g p i n ( 3 . l 2 ) , the m a r g i n a l p o s t e r i o r of 
p , i s g iven by 
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1 ""-^ 
r^xj_+n-r-k N ^ ^ .^ 
xp - ( n / / P i 
Pi 
1 
I n t e g r a t i n g {fi^,^^) i n ( 3 . 1 1 ) , the m a r g i n a l p o s t e r i o r 
of p i s g iven by 
JV" ' ^ ^ 2 ,^^0 k ( r^x_L+n-r -k) ' ' i ( r 
Under squared e r r o r l o s s f u n c t i o n , t h e co r re spond ing 
e s t i m a t o r s a r e given by 
p* =E(p/x) = C IT^p TTr ) E""" ( Y ) 
2 k=0 
B(n^k- r^42 , r^-hk^l) ^^^ ^3^ ,3) 
, - ^1 ^0 
(r_^ x_L + n-r_k) ( r x +k) 
Similarly 
•^  -^  ^ k=o ~ '^  
B ( n - k ~ r ^ + l , r^+k^-1) 
r , - l 1 1 
p* = c" i r r^ )TU -1) r ( V ) n - r E 
k=o 
B(n-k-r_^+l, r +k+l) 
(r2X2+k) 2 (r-^xj^+n-r-k) 
The COjhrespending p r i o r v a r i a n c e s a r e 
V(p /x) = [ (n+2)^ (n+3)5 E TTn^k-r^+l) C ( k , r ) l ^1'^ 
n - r . [ Cn+2) E l ( 7 - k - r +3) C ( k , r ) -
k=o ^ 
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0 - r _ 
. Z | ( n - k - r +1) C ( k , r ) -
k=o ^ 
. n - r ^2 
(n + 3) I L iu-k-T^+2) C(k,r)j ] 
where 
n-k. 
C (k,r) = ^ ^ ^ T(vk.-1) 
r , r , 
(rj^x;^ + n - r - k ) ( r^-x^+k) 
and s i m i l a r l y f o r V(j3-|_|x) and V ( p J x ) 
3,3 BAYESIAN INTERVALS FOR tHE PARAMETERS OF A MPaVRE 
OF EXPONENTIAL DISTRIBUTION : 
In p r e v i o u s s e c t i o n ( 3 . 2 ) Bayes e s t i m a t o r s of 
t h e parameters a r e o b t a i n e d . In t h i s s e c t i o n Bayes ian 
i n t e r v a l fo r (6 j^ , e_ ,p ) i s d i s c u s s e d , which has been 
proposed by Sinha (1985) . 
3 . 3 . 1 Bayesian I n t e r v a l : 
Having o b t a i n e d the p o s t e r i o r d i s t r i b u t i o n 
i t i ( e | x ) , t h e n , how 6 l i e s in t h e i n t e r v a l [Cj,,C I'i T h i s 
i s not the same as t h e c l a s s i c a l confedence i n t e r v a l 
i n t e r p r e t a t i o n for 6 . Since 6 i s c o n t a n t and it i s 
mean ing less t o make a p r o b a b i l i t y s tatenient about a 
c o n s t a n t . Bayes c a x l s t h i s i n t e r v a l based on t h e p o s t e r i o r 
d i s t r i b u t i o n a ' C r e d i b l e i n t e r v a l ' ; an i n t e r v a l which 
c o n t a i n s a c e r t a i n f r a c t i o n of t h e degree of b e l i e f . 
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The in t e rva l [ C-^,C ] i s said to be a (1-a) c red ib le 
i n t e r v a l for 6 . 
If 
/ 2 n ( e | x ) de = l_a . . . ( 3 . 1 ^ ) 
c 
for the shor t e s t creadible i n t e r v a l we have to minimize 
I = C„-C subject to condition (3.13) which r equ i r e s 
IX (C^lx) = Tt (C^lx) . . . ( 3 . 1 4 ) 
An i n t e r v a l [C,,C ] which simultaneously s a t i s f i e s 
( 3 . I 3 ) , (3 . I4) i s cal led the ' s h o r t e s t ' ( l - a ) - c r e d i b l e 
i n t e r v a l . 
An equal t a i l (1-a) - c red ib le i n t e r v a l [C,,C ] 
for 6 i s given by 
/ ^Ti(e|x) de = /"7i(e|x) de = a/2 
An interval which simultaneously satifies the following 
conditions. 
i) For a given probability content p the interval should 
be as short as possible. 
ii) The posterior density at every point inside the 
interval be greater 1han that for every point outside 
it so that the interval includes more probable values 
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of the pa ramete r and exclude l e s s probable v a l u e s , i s 
c a l l e d Highes t p o s t e r i o r d e n s i t y o r HPD - i n t e r v a l 
(Box and T i a o , 1973) . 
3 .4 BAYESIA :^ ANALYSIS AND IKTERVALS FOR THE RELIABILITY 
FUNCTION AND PARAMETERS OF WEIBULL DISTRIBUTION 
The p r o b a b i l i t y d e n s i t y func t ion f, i n case of 
two parameter w e i b u l l i s g iven by 
f(x/e,p) = p/e x^ "-^  exp(-xP/e), p, e > o . . .(3.15) 
for all x > 0. The parameter p is reffered to as shape 
n:arar'eter and as the intensity parameter of the process. 
Let a sample of n independent observations on x 
be given by x = (x^fX^ ...x ), The likelihood based on 
X is such that 
^ ccp" e-" ( n x^ P"-^ ) exp ( - S x^^je ) ...(3.16) 
Suppose l i t t l e i s known a - p r j o r i about 6 and p so t h a t 
J e f f r e y s ' ( l 9 6 l ) vague p r i o r , say h ( 6 , p ) i s a p p r o p r i a t e 
fo r t h i s s i t u a t i o n , t h a t i s 
h (e,p) cc 1/ep .. .(3.17) 
From ( ? . l b ) and ( 3 . 1 7 ) , we have t h e be j o i n t p o s t e r i o r 
of (P ,p ) i s ciiven x> by 
n ( e , p / x ) c c e - ^ " " ' ^ ) p " - ^ X ^ " ^ exp (-Z X i P / e ) , X = n Xi 
. . . ( 3 . 1 8 ) 
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Using the eqs ( 3 . 1 7 ) and (3 .18 ) Sinha and Guttman 
(1988) have proposed i n t e r v a l e s t i m a t e s for t h e 
R e l i a b i l i t y f u n c t i o n and paranieteis. 
3 . 4 . 1 P o s t e r i o r of the shape parameter and s h o r t e s t 
c r e d i b l e I n t e r v a l : 
I n t e g r a t i n g e q s , (3 .18 ) w . r . t G, we have t h e 
marg ina l p o s t e r i o r of p 
IX,(P1X) = K ^ p"~^ >P"V(£x P ) " , p > 0 . . . ( 3 . 1 9 ) 
where 
K 
P \ = / V - \ P ~ ^ / (Zx P)" . . . ( 3 . ^ ) 
Using the squared-error-loss function in eqs (3 .19) , 
Bayes' e s t i m a t o r 
E(p/xl = Kp^^ fp"" ; P - V ( rx^P) ' ' dp . , . ( 3 . 2 1 ) 
A loo ( l - a ) % c r e d i b l e i n t e r v a l fo r p , -(c^P , C^P^j i s 
found by de t e rn i in ing C^ P^-^  and C^P'^  such t h a t 
c(p) 
; Kj^  ( p / x ) dp = / / V ^ iCp /x ) dp = a / 2 . . . ( 3 . 2 2 ) 
o C^^' 
The s h o r t e s t c r e d i b l e i n t e r v a l [hj^P , ^\F I ° f Box a 
T iao (197?) v.'here h[P^ and h^P^ s a t i s f y 
nd 
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as w e l l as 
• ' (p ) ^'1 ^^h^ ^P = ^-^^ . . . ( 3 . 2 3 ) 
If p has aunimodal pos t e r io r , the in t e rva l { h S ^ ^ h^^^j 
i s called the Hi(;ihest Pos te r io r Density or HPD i n t e r v a l 
or MPD i n t e r v a l (Box and Tiao (1972)) . 
3 .4 .2 Pos te r io r of the I n t e n s i t y parameter and Shortest 
cxe-diable In te rva l : 
From equation (3 .17) , i n t e g r a t i n g out p, the 
marginal p o s t e r i o r of 6 i s given by 
ir (e /x )= Kg ^ e-^'^'"^) / > - ^ vP-^ exp(-Zx P/e)dp 
' o 
. . . ( 3 . 2 4 ) 
where K"^^ = KTi) fp''-^/Ux^)''dp . . . ( 3 . 2 5 ) 
o , n Q X 
^qa in , r e so r t ing to numerical i n t eg ra t i on , Ko and 
^ "^  y, n 
the Bciyos' estii . iator can be determined by 
E(®/><) = Kg ^ /e -" fp""^ A^ "^  ^^ P (-2x.P/e) dp de 
O 
oo 
26) 
Numerical i n t e g r a t i o n allows to t abu la te ii (9/x) and 
E(B/_x) given in (3.24) y ( 3 . 2 5 ) , so mode cein be numeri-
ca l l y determined* Compute |C-[ \ ^o f » "^^  equa l - t a i l ed 
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c r e d i b l e i n t e rva l of confidence ( 1-a) where 
.(e) 
f ^ii^iQ/x)6e = ^^^ n^Ce/x) dQ = a/2 . . . ( 3 . 2 7 ) 
and the shor tes t c red ib le (or the HPD i f the p o s t e r i o r 
of fe i s unimodal) i n t e r v a l / h | ^ , h^ V » where 
h^®\h^®^ are such t h a t 
^2H^V.x] = .,[hCeV,j 
ind / 2 u_(e,x) de=: 1-a 
K(e) 2 ' 
. . . ( 3 . 2 8 ) 
3 . 4 . 3 The R e l i a b i l i t y R = R. (x > t ) And The Shor tes t 
credible I n t e r v a l : 
R e l i a b i l i t y R of a process , defined as 
R = H ^ = P ( x > t ) , t > 0 
for a weibull process (3 .15) , tb r e l i a b i l i t y funct ion 
as given by (3.18) 
R = exp ( - tP /e ) 
Since (3.18) i s a function of p and 6 and hence i s a 
parameter i t s e l f with a pos te r io r d i s t r i b u t i o n g (R/x ) . 
To der ive p o s t e r i o r , f i r s t transforj^-^^^!©^At^i;" 
R = exp ( - tP /e ) and / ^ / K^ 
where 
',V = P . > 
•.v:^ 
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The Jacobian transformation 
|J| = t^ / [R(log R)2] 
using (3.17), the joint posterior of (R,VO 
g(R,W/x) cCdog l / R ) " ' ^ w""^ A^^^ R (SYi'"^ - l ) / t " ^ 
. . . ( 3 . 2 9 ) 
^ i "" ^i^"^' ° < R < 1 , W > 0 
i n t e g r a t i n g (3.29) with respect to W yie lds the marginal 
p o s t e r i o r of R as 
gi(R/x) = Kp^^^(log 1/R)":^ 
wh 
•/ w^-^A^-^R^^^i -^Vt"^dw..C3.30) 
ere K"^^ = / ( l o g 1/R) ""^ ( / ' ? - ^ A " " ^ R(i:yi ' ' - l)/ tnw)dR 
* o o 
= / w n - l ^ n - l / ^ n w r y . [ ^ ^ g 1/R) ^ - V 2 y r - l ) d R ] dw 
o ' ^ o -* 
. . . . ( 3 . 3 1 ) 
If in the Inner integral (3.3I), let u = log 1/R, we have 
Kp^  ^ =]^(n) j W A /t (ZVj,) dw 
=nn) y>-^A"-V ( Zx,^ )" d, 
3 . 4 . 4 R e l i a b i l i t y function ; A P red ic t i ve d i s t r i b u t i o n 
aporoach : 
Let f(y/6) be a densi ty function where 6 may be a 
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vec to r valued. Let g(e) be the p r io r d i s t r i b u t i o n and 
7t(e/x) be the p o s t e r i o r d i s t r i b u t i o n of 6. The p r o b a b i l i t y 
dens i ty function 
h(y/x) oc/ f(y/e).7i(e/x) de , . . (3.3?) 
where S denotes the range space of 6 i s called the dens i ty 
of a future observat ion y or the pred ic t ive d i s t r i b u t i o n 
of y. 
^nder the squared-e r ro r - loss funct ion 
Ee (R^/x) = EQ[P (y>t ) /x] 
" { PCy > t) n (e/x) de 
= ; / f(y/e) K (e/x) dy de 
St 
00 
= / h(y/x) dy,from (3.32) . . . ( 
t 
= R e l i a b i l i t y function of the p red ic t ive 
d i s t r i b u t i o n of a fu ture observation y. 
From (3.15) and (3.17) 
h(y/x) ocffp/Q yP-^ exp (-yP/e)e-^""*"^) A ^"^ 
o o 
. p""-'- exp (-2x^^/9) de dp 
o ( iXi^ + y^) 
where 
pvn+1 
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K;^, = J I o"xP-^p-^ dv do 
o o 
; ~ - P ^ - ^ ^ P - ^ dp 
o r,( Ex^P)" 
Restorino the normalizinq constant K 
^ y,n 
n / P Y^ A^ dp 
(Ex P+y^) 
h(y/x) = ^ n - l ^ p - 1 . . . ( 3 . 3 3 ) CX3 
/ _ E .^ dp 
° (Sx/)" 
Hence from eqs, ( 3 . 3 3 ) , Bayes 'es t imator of R. i s 
given by 
E (R^/x) = /~h(y |x) dy 
t 
,~ „n- l vp-1 ,„ 
( j :x iP+ t P ) ^ 
r P""'AP-'2^ 
° (Ex^P)^ 
Sinha (19G6) considered Bayesian es t imator of the f a i l u r e 
r a t e of r e l i a b i l i t y function of the weibull process (3 .15) , 
using Lindley's expension (1980) of the ra t io of the two 
i n t e g r a l s . 
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3 .4 .5 Class ica l I n t e r v a l s ; 
Let ( A , * ) => (MLE,Bayes es t imate) from (3.18) 
the mle of. the r e l i a b i l i t y function i s given by 
R^  = exp ( - tP / e ) , t , p, e > 0 
The l imi t ing var iance 
V ar ( \ ) = iV^g^^)' 
n 1 + 
[ l + n - l o g log(l /R)j 
2^ - n ' 
where 
Y2 = J ( log u) exp (-u) du 
Y = j ( log u) exp (-u) du 
"^  o 
. . (Ha lpe r in 1952) 
from the r e s u l t s of Halperin i t follows 
. . . ( 3 . 3 4 ) 
thdt 
f ^ r (H^) 
i s asymptot ica l ly 
normally d i s t r i b u t e d with zero mean and unit va r i ance . 
Thus 95^ 1 confidence l im i t s of R. may be approximated by 
R. + 1.96 f ^ ,^ . , 
t - * V (R^)/n 
Sin.ilcirly, the 9^% confidence l i m i t s of p and & may be 
approximated by 
p + 1.96 V'^ar(^) and 
e + 1.96 V^  Vcir (0) 
* * • « • * • ) < - * • ) • • * * • ) ( • 
CHAPTER _ IV 
ACCELERATED LIFE TESTING 
4 . 1 IKTRODUCrriON 
A c c e l e r a t e d l i f e t e s t i n g of a product i s o f t e n 
used t o o b t a i n i n fo rma t ion on i t s performance under normal 
usage c o n d i t i o n s . The aim i s t o obse rve t h e performance 
of a p a r t a t a h igh s t r e s s l e v e l and p r e d i c t i n g t h e 
performance of t h e p a r t a t the normal s t r e s s l e v e l . Such 
t e s t i n g invo lves s u b j e c t i n g t e s t i tem t o c o n d i t i o n s more 
s e v e r e than u s u a l l y ecountered i n normal u s e . T h i s r e s u l t s 
i n d e c r e a s i n g t h e i t ems 'mean l i f e t i m e ' and l e a d s t o 
s h o r t e r t e s t t i m e s and reduced e x p e r i m e n t a l c o s t s . In 
e n g i n e e r i n g a p p l i c a t i o n s a c c e l e r a t e d t e s t c o n d i t i o n s a r e 
produced by t e s t i n g i tem a t h i g h e r t han normal t e m p e r a t u r e , 
v o l t a g e , p r e s s u r e , load e t c . In b i o - a s s a y problems, a c c e l e -
r a t e d l i f e t e s t s a r i s e when l a r g e dose s of some chemical 
o r r a d i o l o g i c a l agen t a r e g i v e n . In both cases t h e da t a 
a r e c o l l e c t e d a t h igh s t r e s s e s a r e used t o e x t r a p o l a t e t o 
some lower s t r e s s where t e s t i n g i s not f e a s i b l e . In 
most e n g i n e e r i n g a p p l i c a t i o n s a usage or des ign s t r e s s i s 
known. In b i o l o g i c a l a p p l i c a t i o n s an a d d i t i o n a l problem 
i s e s t i m a t i n g a s a f e dose l e v e l f o r t h e a g e n t . Data c o l l e -
c t ed a t such a c c e l e r a t e d c o n d i t i o n s i s used t o o b t a i n 
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es t imates of parameters of s t r e s s t r a n s l a t i o n function 
which i s then used to make inference about the products 
performance under normal cond i t ions . Accelerated l i f e 
t e s t s in engineering sciences are usual ly modeled as 
follows : Let f ( t , ^ ) be the p .d . f of the time to f a i l u r e 
of an item at r i sk , in an environment character ized by 
constant app l i ca t ion of s t r e s se s y . Suppose that ^ = g ( v , a ) , 
where g i s known except for a vector ^ of unknown cons-
t a n t s . The effect of changing V i s to change p only , not 
the underlying d i s t r i b u t i o n form f. In most cases i t i s 
assumed tha t f follows a weibull , normal or exponent ia l 
form. 
Suppose, under the constant appl ica t ion of a 
s ing le s t r e s s V^^ , t ha t i s V: a device has an exponent ia l ' 
f a i l u r e d i s t r i b u t i o n given by 
f ( t , ^^) = Ai e ' - ^ i ^ , Ai > 0 , t > 0 
= 0 , otherwise . . . ( 4 . 1 ) 
^ . i s the constant f a i l u r e ra te under a s t r e s s V. and 
if ^j = 1/X» then p. i s the mean time to f a i l u r e under 
the s t r e s s V^ .^ 
Four r e l a t i o n s h i p s between A* and VJ have been 
suggested in the l i t e r a t u r e as follows ; 
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(1) The Power Rule Model : 
This model has found application for accelerated 
life tests of paper impregnanted diele capacitors, Here 
p^ = C/ V^. , C > 0 ...(4.2) 
i s the model, and t h i s implies t h a t the mean time of 
f a i l u r e , p, decreases as tfeepth power of applied vol tage 
V increases . I t i s designed to obta in est imates of C and 
P and then to use these es t imates to make inference about 
8 a t use voltage V . 
(2) The Arrhenius Reaction Rate model : 
This model expresses the time ra te of degradat ion 
of some device parameter as a funct ion of opera t ing 
temperature . Here 
Xi = exp (A - B/Vj^ ) . . . ( 4 . 3 ) 
i s the model, where V^^ i s the temperature s t r e s s and A 
and B are unknown parameters tha t must be es t imated, 
(3) The Evring Model for a Single S t r e s s : 
This model der ives from p r i n c i p l e s of quantum 
machanics, expresses the time r a t e of degradation of 
some device parameter as a function of the opera t ing 
temperature . Here the model i s 
X i = V^  exp (A - B/V^) , , , ( 4 , 4 ) 
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(A) The Genera l i zed Eyrlng Model : 
Model I s a p p l i c a b l e If t h e d e v i c e under c o n s i d e r a -
t i o n i s sub jec t t o t h e cons t an t a p p l i c a t i o n of two t y p e s 
of s t r e s s e s , a t h e r m a l and a non t h e r m a l s t r e s s . Here 
X ^ = AT^ [ exp (B/KT^)][exp(CV^+DVi/ia^)] 
. . . ( 4 . 5 ) 
i s t h e model, where T . i s t he t h e r m a l and VJ i s t h e 
non- the rmal s t r e s s . Also A,B,C and D a re unknown p a r a -
m e t e r s to be e s t i m a t e d and K i s t h e u n i v e r s a l B o l t z m a n ' s 
c o n s t a n t . 
4 . 2 CONDUCTING THE ACCELERATED LIFE TESTS 
(Some b a s i c R e s u l t s ) 
Suppose t h a t i t has been dec ided t o conduct l i f e 
t e s t s a t K a c c e l e r a t e d va lues of t h e s t r e s s V.»j = l , . . k , 
which under a s t r e s s V. has an e x p o n e n t i a l d i s t r i b u t i o n 
wi th a sca l e pa ramete r \ . = 1 / ^ ^ . A value V^ i s next 
chosen , a t random, from t h e K v a l u e s V . , i = l , 2 . . . k , and 
T\j i t ems a re put an a l i f e t e s t , which i s conducted under 
c o n s t a n t a p p l i c a t i o n of the s t r e s s V^, The t e s t i s t e r m i -
na ted a f t e r r . f a i l u r e s have o c c u r r e d , and t h e r e s p e c t i v e 
t i m e s to f a i l u r e t j ^ ^ , t . , . . . . t ^ ^ a r e r eco rded . T h i s 
p rocedure i s r e p e a t e d for a l l K v a l u e s of V . , each t ime 
choos ing a y. a t random from t h e remain ing v a l u e s of 
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V. . The K l i f e t e s t s y ie ld , as d a t a , the se t 
VVj^ »n. , r ^ , p . ? , i = l , 2 , . . . K , when: p . i s an es t imator of 
p . . The unique minimum variance unbiased e f f i c i e n t e s t i -
a to r of ^Afhi i s given as (Epstein and Sobel , i954) 
r 
.^  __ .i j^i * ("1 - -i) \ i 
. . . ( 4 . 6 ) 
^ i 
The p .d . f . of is $. i s a garrma dens i ty function with a 
shape parameter r . , so 
. exp ( - V J P ^ ) ; • r r . 1 
0 < p^ ^ < oo , r ^ > 1 
. . . ( 4 . 7 ) 
c l e a r l y 
£(3^) = ^^ and Var (p^) = ^^V^^ 
Since the models presented here are given items of the 
f a i l u r e ra te X^» thus est imation of X . i s necessary 
to p resen t . Let X^^ = i-/^^ be an est imator of X ^ . Then 
s ince g(p^) i s known and since X . i s monotone in p. , 
t he re fo re the p .d . f , of X J * i s given by 
exp ( -R. /P . X . ) R. ^ R.+l 
g ( X i ) = — = = ^ - ^ — ^ (Ri /P i ) ' ( 1 / X i ) ^ ' 
X i > o» Ri > 1 
. . . ( 4 . 8 ) 
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I f fo l low t h a t 
E ( X i ) = --R , 1 - f f o r R^ > 1 . 
ana 
2 R 
Var ( > . ) = \ . i - - for R. > 2 
A A 
Thus X ^ i s b i a s e d , however i f f{^ i s l a r g e , X ^ t e n d s t o 
be unbiased and a l s o 
Var ( "Xi) = yf Mi 
4 . 3 ESTIK'ATION FF.OM ACCELERATED LIFES TESTS 
( p a r a m e t r i c methods) 
The exponen t i a l f a i l u r e d i s t r i b u t i o n i s assumed 
and t h e e s t i m a t i o n p rocedure for d i f f e r e n t models a re 
d i s c u s s e d . 
(1) The Power Rule Model : 
The power r u l e model 
pj = C/^J^^ , C > 0 
for a l l va lues of V^ wi th in a c e r t a i n r ange . 
Suppose t h a t an a c c e l e r a t e d l i f e t e s t y i e l d s a s 
d a t a , the se t V^^ »'^i »^i »Pi i = l , 2 , . . . k . 
In o r d e r to o b t a i n , e s t i m a t o r s of C and P t h a t t h e 
a s y m p t o t i c a l l y i n d e p e n d e n t , we amend t h e power r u l e model 
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slightly to 
i^ = C/(V^/V)^ 
for all values of V^ within the specified range, 
k . r^/ ^ r^ 
V = n QV^; 1=1 is the weighted geometric 
mean. 
Since the p^d^f, of ^ j r ^^l^^) ^^ known and since the 
randomization scheme ensures independence of the ^^, 
i = l , 2 , . . . k , the l ike l ihood function of C and P, 
L(C,P/p) can be wr i t t en as 
L(C,P/P)= n_ 1/ r^ [ r ^ / c iV^/\ff]'^i$^)''^'' 
<\ _ 
exp [ - ""i h/C iyjvr ] . . . ( 4 . 9 ) 
Where p i s the vector [ ^^,B^ "*'^^lf The maximum l i k e l i -
hood es t imators of P and C are 
C = 
ana 
S r p (V./V)^ 
i=l ^ ^ ^ 
Z r p (V./V)^ log V./V = O 
i = l -^  1 
The so lu t ion of these egs can be numerically obtained 
( 2) The Arrhenius Reaction Rate Model : 
As 
X^ = exp (A _ B/V^), for V^  
A 
within a specified r ange . The set of data [V^»n.,r . ,p . ) , 
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1 =1,2, . . . k , i t i s des i red to p red ic t a value of X» 
sav X , under some use conditions s t r e s s V . 
' -^  u u 
To obtain es t imator of the parameter A and B t h a t 
are asymptot ica l ly incependent the mode i s amended 
s l i g h t l y to 
X ^ = exp [ A - B ( V"-^  - V)] 
for a l l values of V^^ within specified range. 
E 
i= l ^ ^i 
is the weighted mean of V^ "^ 's. 
Since the randomization scheme ensure the independence of 
the > j^ ' s and p.d.f. of >^  ^^  is given in section (4.2), 
the likelihood function of A and B, 
L(A,B/ X ) = n l/H^i) [r^ exp [A-BCV"^ - V)]]. ^  
.(5^ )"''i~-^  exp r^/>s^ exp[A-B(v;;-^ -V3] 
... (4.10) 
'^ere > =[ \^ X ] 
The MLE's of A and B, A and B are given by solution of 
two eqs. 
I T^ - Z (i-i/>i) exp [ A-B (V~-^  - V)l = 0 
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Z ( r^/X^) (V-^ - V) exp [A-B(V~^ _ V ) ] = 0 
4.4 LIFE TESTING AND ESTIMATING SAFE DOSE LEVELS 
4.4.1 Safe Dose Estimation : 
A related problem is the estimation of the time 
tumor distribution of an animal sybjected to low doses 
of some carcinogen. At very low doses of such an agent it 
is often impossible to observe enough tumors to make 
meaningful estimates of the time to tumor distribution. 
Hence animals are tested at much higher then usual doses 
to induce more tumors. 
The definition considered is that a safe dose 
should not increase the cancer incedence rate by more 
than an 'acceptable' low risk levels, the increase being 
defined by comparison with the so called 'spontaneous 
cancer incedence rate' i.e. zero dose cancer incedence 
with regard to the* acceptable increase in the risk level 
there has been a recent tendency to set this extremely low 
e.g. 10" (1 in 100), to allow for the possibility that 
the so called spontaneous rate is already the consequence 
of cumulative effects of a larcje number of 'safe' (or 
for the matter 'unsafe') doses of other materials or 
hazards. The definition of 'acceptable is left to regula-
tory aqencles and will no doubt be revised from time to 
time. Statistical problem of the estimation of safe doses, 
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we are clearly faced with a serious problem which is 
characteristics of the area of 'accelerated testing to 
attain high level of reliability.* Experiments attempting 
to measure the minute differential risk increments direc-
tly by using only extremely small residual doses are 
forced in the face of statistical errors, to use astrono-
mically large number of animals. On the other hand, if the 
experiments are conducted at adequately high - doses 
(accelerated doses) the problem of extrapolating (or 
interpolating) the experimentally determined cancer risk 
increments to residual dose levels arises, 
4.4.2 The general Product Model for Carcinogenic 
hazard rates : 
Let T denote the time to tumor of an animal exposed 
to a dose V of a carcinogen. Let h(t,V,a,g^) be the hazard 
rate of T where ^ , p_ are vectors of unknown parameters. 
Hartley and Sielken (1977) proposed a product model 
h(t,V,a,^) = g (t,a) x(V,g) ,.,(4.11) 
So the effect of a change in the dose level V on the time 
dependent hazard rate his merely a multiplication by a 
factor X(V,§) applicable to the full time range. While 
the reasonableness or otherwise of this assumption will 
depend on the experimental protocol for dose scheduling 
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I t i s now almost un ive r sa l l y accepted p a r t i c u l a r l y for 
experiments in which an agent i s applied at a constant 
r a t e continuously over t ime, 
Peto , Lee and Paige (1972^ proposed a wfeibull 
farrm of git,^), while Har t ley and Slelken (1977) proposed 
a polynomial model 
t 
G ( t , a ) = / g (u , a )du 
o 
A 
= E t a^ , a^ > 0 . . . ( 4 . 1 2 ) 
r = l ^ ^ 
Several models have been proposed for X(v,p) based 
on biological grounds. In particular Hartley and Sielken 
(197?) proposed the model 
B 
X(V,p) = E 6 V^ ' ^ s > ° ...(4.13) 
s=o 
The model implies t h a t 
X ( V , p ) > 0 , '^^> (-^tP) > 0 
- - dV^ " 
4 . 4 . 3 V.aximum l ikeJihood Estimation of the Parameters 
in the Time to Tumor Dis t r ibu t ion : 
In a c h a r a c t e r i s t i c animal experiment the suspected 
carcinogen i s applied in D doses with ny animals exposed 
to the dth dose. On order to deal with the case of deaths 
from independent cause the following simplifying 
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assumptions wi l l be made in the computation of the l i k e l i -
hood. I t is assumed tha t each experimental animal has 
assoc ia ted '.^dth if ( i ) the dose V^ ( i i ) the prespec i f ied 
time T at which i t i s to be sac r i f i ed (V^ and T are known 
parameters for each animal) ( i i i ) t he time to cancer t 
i f observable ( iv) the time of death "X provided ^ > T. 
Tho basis, of l ike l ihood in r e l a t i o n to experimental 
protocol as given in t a b l e . 
E xperimental 
Pro tocol of 
animals 
Assumption abotit 
Data 
Factor of l i k e l i -
hood wHich involves 
1. Direct observat ion t i s random var iab le 
of time to cancer from uncensored 
t without necropsy range t < T ( e . g . p a l p a b i l i t y ) 
p ( t , V , a , p ) 
2 . Negative necropsy 
at termination T 
Time to cancer t 
occurs some time 
a f te r T 
Q(T,V,a»P) 
3. Negative necropsy Death is from causes Q("t ,V,a»p) 
at death "^  independent of cancer 
t is censored at random 
value from life 
distribution. 
5. 
Positive necropsy Estimated value,of P( t;V,a,p) 
termination T or t, denoted by t , 
at death x ,t can is equivalent to 
be estimated from random observation 
necropsy Informa- from time to cancer 
tion. distribution. 
Positive necropsy The fact that t can not P(T,V,a,^) 
at termination T be estimated at necropsy Q^ . 
or deathT but t <T means that its value on 
or t<T is all tRat t < T or t < t is P( "^  ,V,a,p) 
is known about t. essentially""random 
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n , animals at each dose level are divided into three 
categories with 
"dl ~ "^^^ number of animals for which the time to 
tumor is either recorded or estimated on the 
basis of a positive necropsy (protocol 1 and 4), 
n ._ = The number of animals with a positive necropsy 
but no known time to tumor or estimated time to 
tumor (protocol 5) and 
n ,-. = the number of animals with a negative necropsy 
(protocol 2 and 3) 
The likelihood is then 
D r> ,1 n, n,„ 
L = u [ ix^ ^ p(t.) n'^Mx.) 11^ 3 Q^-^ ) 3 
d=l i=l ^ j=l J k=l ^ 
...(4.14) 
The method of maximum l ikel ihood i s used to obtain 
es t imators of Q_ and a. when the observat ions are censored 
(Type I or randomly censored by a d i f f e ren t cause of 
death) . 
Life t e s t s of t h i s type are used to es t imate 
'Safe dose' l eve ls of a carcinogen. The safe dose, "^ , 
i s defined by the so lu t ion of the equation 
n = F (T*, -^  , a, ^) - F ( T * , 0 , a , | ) . . . ( 4 . 1 5 ) 
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Where T i s the maximum exposure time and ix I s maximum 
poss ib le increment in the cancer r a t e over the spontaneous 
cancer r a t e . Usually n i s of the order of 10" , MLE of 
E can be obtained by subs i tu t ing t h e MLE of a and p in 
( 4 . I 5 ) and solving for ^ , 
4 . 4 . 4 General Model : 
Basu and Klein (1985) presented a model which 
includes the standard accelerated l i f e t e s t models as well 
as the safe dose t e s t i n g models as specia l cases . Let 
T be a pos i t ive random var iable with hazard r a t e h(t ,V,a, /3) 
in an environment charac te r i sed by a s t r e s s V. 
We assume that 
h ( t ,V ,g ,g ) = g ( t , s ) A(V,6.) . . . ( 4 . 1 6 ) 
Thus 
t 
P (T > t / V , a , g ) = exp ( - (v,&) / g(u,a) du 
o 
So that "the affect of changing stresses is to effectively 
change the scale of T, For X consider the model 
B 
XV,p) = exp ( E B^Gjj(v) ), ...(4.17) 
Where 6^ (V) = 1 and ©^(V), ^=1, ...B are function of 
the stress V. This model includes all the standard 
accelerated life testing stress translation functions, 
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such as, the power rule (arising from kinetic theory) 
the Arrhenias Reaction Rate model ( arising from heat 
transfer theory), and, the Eyring space model (arising 
from quantum machanics). It also generalizes Hartley 
and Sielken's model in that it allows for non-polynomial 
dose translation functions. Their model (4.13) is a 
first order approximation to (4.17) in the sense that 
when ©^(V) = V, ^  = 1, ...B (4.13) is the first order 
Taylor approximation to (4.17). This dose translation 
function can also be derived from tl^ e interpretation of the 
effects of a carcinogen on a cell proposed by Armitage 
and Doll (1961). To produce cancer in a single cell it 
is assumed that B independent events must occur. The 
effect in an increase in dose is to increase the rate at 
which these event occur. If this increase is assumed 
to be of the form exp (pf©^(V)), -f^ l B then the 
model (4.17) holds. 
For g(t,a) one can assume several forms such 
as the exponential with g(t,a) = 1, weibull with g(t,a) = 
at°^~^, a > 0 or the polynomial hazard (4.17). By approp-
riate choice of ©g(.) and g(t,a) this model also includes 
the class of linear hazard rate type distributions pxp 
proposed by Shaked. 
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4 . 4 . 5 Estimation of Parameters of General Model : 
This model has been used in obtaining es t imates 
of parameters In the accelerated l i f e t e s t i n g by Klein 
and Basu ( I 9 8 l , i 9 8 2 ) . In the case of estimating safe 
dose l eve l s maximum l ikel ihood es t imates of the parameter 
of general model can be obtained as in Klein and Basu 
(1981) . These es t imates must be obtained numerical ly. 
For Har t ly and S i e l k e n ' s model maximum l ikel ihood 
es t ima tes of the parameters must a lso be obtained numeri-
c a l l y , but the ana ly s i s i s much more complex due t o t he 
non-negat iv i ty c o n s t r a i n t s of t h e i r parameters, 
4 .4 .6 legitimation when there are mul t ip le d i seases 
( e . g . type of tumors) : 
Consider an animal exposed to dose V of a 
carcinogen. The animal i s at r i sk to m independent 
d i seases of type of tumor with onset times ^"^ it"^ 2'''"^ m^ 
For each of the m d i seases , we assume a mode of the 
form (4.13) for the hazard ra te of the time to occurrence 
of the j th type of d i sease . That i s 
h^ ( t ,X, 3yi^) = Qj (^ '^ j ) >-^^»gj) 3=^f'*^ 
To obtain estimates of J. and _a we select D dose levels 
V,....Vn at which to test the carcinogen. At dose V 
I ' D 
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we put N . animals on test and keep them on test until 
the animal is sacrified. For each animal a necropsy 
is performed to determine whch diseases are present on 
removal from study. 
Consider an animal removed from the study at 
time t after being subjected to a dose V of carcinogen. 
The information contributed to the likelihood of disease 
j comes in three categories. 
Category 1 : The disease was present on removal and 
the onset time is known or estimated by 
the pathologist to be T^ < t. The contri-
bution to the likelihood is probability 
function f,( T ^ .V,^. ,_p . ) . 
Category 2 : The disease is not present on removal from 
the study time t. The contribution to the 
likelihood is the survival function, 
Fj (t,X,aj,_Pj). 
Category 3 : The disease is present upon removal at time 
T but the time of tumor onset is unknown. 
The contribution to the likelihood is the 
cumulative distribution function 
F.(T,X,a.,p.). To find the maximum likeli-
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hood est imators a . , J j note t ha t the l ikel ihood 
of i n t e r e s t i s the product of D l ike l ihood , one f? 
for each dose l e v e l . 
***** 
CHAPTER - V 
RELIABILITY ANALYSIS OF FIELD PERFORMANCE STUDIES 
5 . 1 INTRODUCTION 
The a r e a in which s t a t i s t i c s has had i t s g r e a t e s t 
impact i n r e l i a b i l i t y i n t h e a n a l y s i s of l a b o r a t o r y and 
f i e l d d a t a on l i f e t imes and f a i l u r e . Li fe t ime da t a a r e 
commonly ana lysed under p a r a m e t r i c models such as t h e 
lognormal and w e i b u l l d i s t r i b u t i o n . F i e ld d a t a provide 
more r e l i a b l e in fo rma t ion concern ing the l i f e d i s t r i b u t i o n 
of equipment i n a c t u a l use t h a t do in l a b o r a t o r y l i f e 
t e s t d a t a . Care should be g i v e n t o t h e c o l l e c t i o n of f i e l d 
d a t a . As Lawless (1983) has po in ted o u t . Good f i e l d d a t a , 
can g ive mo3 e t o r e l a t e equipment or system r e l i a h - i l l t y 
t o t h e environment in whibh i t o p e r a t e s . Data on f a i l u r e 
may incomple te number o r d a t a l i t t l e i n f o r m a t i o n may be 
c o l l e c t e d on t h e environment i n which t h e equipment was 
o p e r a t i n g , t h e r e may be b i a s i n t h e r e p o r t i n g of f a i l u r e s . 
V,anufactured p r o d u c t s r e q u i r e an e x t e n s i v e r e l i a -
b i l i t y assessment dur ing t h e i r development and sometimes 
du r ing t h e i r manufac ture , comprehensive a n a l y s i s of product 
performance in t h e s e r v i c e of cus tomers . F i e l d performance 
d a t a have t h e p o t e n t i a l t o be v a l u a b l e i n t h e sys temat ic 
improvement of r e l i a b i l i t y p r e d i c t i o n s , i n t h e comparison 
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of products, in the design of worxanty programe, and in 
planning the supply of replacement par t s . 
Kaibfleisch and Lawless (1988) have suggested 
procedures for the collection of field performance or 
r e l i a b i l i t y data and proposed some methods of analysis . 
S t a t i s t i c a l methods for l i f e data analysis are used 
to measure, compare, and predict character is t ic of the 
dis t r ibut ion of the time to some part icular event or event 
of i n t e r e s t . There are many reasons for collect ing l i fe 
data. Rel iab i l i ty engineers always face the problem of" 
predicting, estimating and improving the r e l i a b i l i t y of 
products with chemical, mechanical and electronic compo-
nents. As Meeker (Discussion Lawless 1983) pointed out that 
r e l i a b i l i t y prediction usually involves some combination 
of extrapolations fonri, 
i) Accelerated tes t conditions to use conditions, 
i i ) Component and sybsystem r e l i a b i l i t y information to 
complete system behaviour or 
i i i ) laboratory l i fe t es t performance to field performance. 
Laboratory l i f e t e s t s have been most useful for 
i) identifying and correction failure modes related 
to poor design or manufacturing methods. 
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i i j obtaining a rough idea on the effect that environ-
ment s t r ess will have on l i f e length 
l i i ) and comparing design and manufacturing al ternat ive 
with respect to par t icu la r r e l i a b i l i t y questions. 
If we want to know how a product will behave in the f ield, 
we had be t te r t e s t in the f i e ld . Field t r i a l s , field 
tracking Studies, and warranty data can provide useful 
information on field r e l i a b i l i t y except tha t 
1) Field t r a i l s based on early production uni ts use 
re la t ive ly small samples (compound with the future 
population size 1, making i t very d i f f i cu l t to d i s -
cover any but the most severe problems, 
i i ) Careful controlled field tracking studies a-f-e very 
expensive. 
i i i ) Warranty data are often incomplete and are generally 
unavailable beyond the end of the warranty period, 
iv) Field data are usually not available when important 
decision need not be made. 
Also, there are situation in which i t i s desired to combine 
laboratory and field information to predict r e l i a b i l i t y . 
Relatively l i t t l e has been done about the collection of 
field data exception (Amster, Brush and Saperstain (1982)). 
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S i m i l a r l y t h e r e has not been much study of s p e c i a l s t a t i -
s t i c a l problems t h a t can a r i s e i n such s t u d i e s , a l though 
as excep t ion ( e . g . Hahn and Meeker (1982)» Suzuki (1985) . 
K a l b f e i s c h and Lawless (1988) cons ide red t h r e e 
a s p e c t s of d a t a t h a t can be c o l l e c t e d i n f i e l d - p e r f o r m a n c e 
s t u d i e s a r e a s fo l lows : 
A) I n f o r m a t i o n on type of f r e q u e n c i e s of problems ( e . g . 
f a i l u r e s , r ep lacements e t c ) and on t ime p a t t e r n s of 
problems ( e . g . t ime t o f a i l u r e , perfoimance d e g r a d a t i o n 
Over t ime l i f e of t h e p roduc t e t c ) . 
B) Manufac tur ing c h a r a c t e r i s t i c s of i t ems i n use ( e . g . 
model, p l a c e or t ime of manufacture e t c ) 
C) Environmenta l c h a r a c t e r i s t i c s ( e . g . p e r s o n a l «„iiarac-
t r i c s of u s e r s , c l i m a t i c c o n d i t i o n s , e t c ) . 
They proposed t h e g e n e r a l methods and o u t l i n e d 
s p e c i f i c fo rmulas fo r v a r i o u s l i k e l i h o o d based methods. 
5 . 2 ESTIMATION FROM FAILURE - RECORD DATA : 
Suppose t h e N i t ems a r e i n f i e l d use and t h a t a s s o -
c i a t e d with t h e i t h i tem i s a t ime t o f a i l u r e t ^ and a 
vec to r r e g r e s s i o n v a r i a b l e Xj^. Suppose t h a t ( t j^ ,X^) , 
i = 1 , 2 , . . . N a r i s e as a random sample from a d i s t r i b u t i o n 
wi th j o i n t p r o b a b i l i t y d e n s i t y func t ion ( p . d . f . ) 
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f ( t / y ; e) g(x) 
Where the condi t ional p . d . f of T given X , f ( t / x , e ) i s 
completely specified up t o a vector of parameters 9 
t o be estimated and g(X) i s the p .d . f . of X. Let F 
?it/X,e) = ^^\j < t /X ,e} be cumulative d i s t r i b u t i o n 
function ( c . d . f ) of T given X and S( t /X,e) = 1-F(t/X,G) 
be survivor function ( S f ) , To avoid making any assump-
t i o n s about g(X), common regress ion modeling i s p re -
fered to est imate ©, and thus condition d i s t r i b u t i o n 
of f a i l u r e t ime, given X. 
Fa i lu re record data are those in which t h e time to 
f a i l u r e and regression v a r i a b l e are observed only 
for those items that f a i l in some prespeci f ied follow-
up or warranty period ( 0 , T ] , 
Estimation of 6 can be based on t h e truncated 
cond i t iona l l ikelihood funct ion, i f only the f a i l u r e 
o 
record data up to time T are available 
f(t^/Xi,G) 
Lp(e) ^ n 0 ...C5.1) 
i:t^_^ F(T/Xi,e) 
which comes from conditional distribution of the failure 
time T^ give T^ < T The eqs (5.1) does not depend on 
N, suitable inference is possible if N is unknown. For 
known N, it does not use the information that item not 
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included in (5.1) did not f a i l by time T ° . If the 
values of Xa were known for a l l N items in populat ion, 
then we could use the f a m i l i a r fcensored da ta l ikel ihood 
Lp(e) = T: f ( t . / X . , G ) n S ( T ° / x . , e ) . . . ( 5 . 2 ) 
very rarely such information may be available. 
Although X's are not known for items that do not 
fail in (0,T], occasionally, the p,d,f.g(X)is known or 
can be specified up to a few unknown parameters. The 
marginal probability of surviving past T is then 
Pr [T^ > T] = fS (T°/X,e) g(X) dX ... (5.3) 
Though l ike l ihood , inference can be made from the fu l l 
data { ( t j ,X^) for i.-t^ < T ° , and t^ > T° for a l l others 
item?: t h i s gives 
IQ{Q) = n { f ( t^ /Xi , e )g (Xi ) j n Fr(Ti > T°) . . ( 5 . 4 ) 
i :tj^< T i:tj^>T 
In most cases the d i s t r i b u t i o n X i s unknown. 0 
a parsimonious parametric model can not be represented. 
An a l t e r n a t i v e approach t o tha t taken and one tha t a lso 
would avoid modeling g(X) would be to attempt nonpara-
metric es t imat ion of g(X) j o i n t l y with 6 , via the l i k e l i -
hood . 
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The eqs. (5.2) and (5.4) are i d e n t i c a l when f a i l u r e 
times are exponential ly d i s t r i b u t e d and no covar ia tes 
are p r e s e n t . 
So f ( t , G) = e e"^ ( t > 0 ) , 
and eqs. (5.1) and (5.2) w i l l be 
l^ie)=n { § e - ® ^ i / ( l - e - ^ ° ) > . . . . ( 5 . 5 ) 
i : t , ^ 
and 
L (e) = n ee-®^i n 6-®"^ ° ,^ ,. 
^ i : t i < r ° i:t^>TO . . . ( 5 . 6 ) 
Since covariates are not present, inference will be 
made by the censored data likelihood Lp(G) and there 
is no need to use truncated data likelihood Lp(e). 
The asymptotic variances of the estimators 
associated with (5.5) and (5.6) can be obtained by direct 
procedures involving direct computation of Fisher 
information. 
and 
a s a r (Vn (6^ _ 9)) = " ^ p — ...(5.8) 
l-e" 
The asymptotic r e l a t i v e efficency of Lp(6) and Lp(e) 
defined as r a t i o of the asymptotic var iance of the 
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maximum l i k e l i h o o d e s t i m a t o r ©p from L (G) t o t h a t of 
t h e MLE Qj from LjC©). 
The r e l a t i v e e f f i c i e n c y depends upon F(T°,G) 
The expec ted p r o p o r t i o n of i t ems f a l l i n g b y T ° , u n l e s s 
t h i s p r o p o r t i o n i s h igh , t h e r e l a t i v e e f f i c i e n c y of 
l-j-(6) i s very low. The in fo rma t ion needed t o use (5 .2 ) 
i s not a v a i l a b l e so t h e supplementing f a i l u r e record 
d a t a w i l l be used . But N a i r (1988, K a l b f l e i s c h Lawless 
d i s c u s s i o n ) proposed t h e way t o e s t i m a t e t h e pa rame te r s 
from f a i l u r e record d a t a . He showed t h a t , i n simple 
s i t u a t i o n t h e maximum l i k e l i h o o d can do b e t t e r j o b . 
He i l l u s t r a t e d through a two-sample problems with two 
e x p o n e n t i a l p o p u l a t i o n . Let t h e N u n i t s on t e s t s be 
made up of N u n i t s f ron an e x p o n e n t i a l p o p u l a t i o n with 
pa ramete r e , and N ( l - ^ ) u n i t s from an e x p o n e n t i a l 
p o p u l a t i o n wi th pa ramete r 6 , Let A = A i and l - / \ = / ^ 2 
Let mj d e n o t e t h e number of u n i t s t h a t f a i l i n t h e 
i n t e r v a l (0 ,T] from p o p u l a t i o n i , and l e t t ^ 2 » " » 
t j „ be t h e f a i l u r e t i m e s . The censored sampling 
i,m^ ^ ^ 
p r o c e s s can view as a two . s t a g e p rocedure : ( a ) t h e 
m j ' s a r e determined from b inomia l d i s t r i b u t i o n s with 
—6 T pa rame te r s M A ^ ""TICI s u c c e s s p r o b a b i l i t y ( 1 - e i ) and 
(b) m^^ u n i t s a r e sampled from t h e e x p o n e n t i a l ^ d i s t r i -
bu t ion t r u n c a t e d a t T . T h e r e f o r e , t h e l i k e l i h o o d of 
(A ,e^ , e^ ) is 
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i j = l -^ 
exp [ - e ^ T(N^^-mj^)] . , . . ( 5 . 9 ) 
When ^ i s known, t h e f i r s t term i s non i n f o r m a t i v e and 
i g n o r e d . At p r e s e n t , A i s unknown, and t h e l i k e l i h o o d L 
can be used t o e s t i m a t e t h e parameter ( A , 6 i , 6 ) 
s i m u l t a n e o u s l y . There i s d i r e c t r e l a t i o n s h i p between 
L and L^. L^^ i s ob t a in from L by t a k i n g i t s e x p e c t a t i o n 
with r e s p e c t t o an assumed supe rpopu la t ion d i s t r i b u t i o n 
of X. 
5 , 3 SUPPLEMENTING FAILURE-RECORD DATA : 
The f a i l u r e - r e c o r d d a t a a r e supplemented by 
s e l e c t i n g a sample of t h o s e i tems t h a t do not f a i l by 
t ime T and , fo r each sampled i t em, d e t e r m i n i n g t h e 
co r r e spond ing X, Any sampling scheme can be used , most 
o f ten s imple random sampling without rep lacement i s used 
of n = P^Nr, i tems fo r N i t ems s u r v i v i n g a t T , where 
p i s p r e s p e c i f i e d and t y p i c a l l y s m a l l . Let Dj^  i s t h e 
se t of i t e m s f a i l i n g by T° and D- t o devo te t h e s u p p l e -
mentry sample . For i tem i n D we observe Xj^  and know 
t h a t t . > T ° . Th i s sampling scheme i s r e s p o n s e s e l e c t i v e 
i f T. < T ° , an item sampled with p r o b a b i l i t y 1 and 
T. > T ° , i t i s sampled wi th p r o b a b i l i t y p . T h i s sampling 
scheme a l s o desc r ibed as ' s t a n d a r d s t r a t i f i e d s amp l ing ' . 
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Through Pseuuolikelihood inference may be possible 
for the described scheme. For o ther supermentry samplJnq 
plan, l ikel ihood es t imat ion may be used. 
5 .3 .1 Exact Likelihood : 
Using Bernu i l l i scheme for a supplementry sample 
of those tha t do not f a i l . Let Dj represent the s e t of 
items tha t f a i l and R^^ = I ( i6Dj^) , where I (A) i s 
the i n d i c a t o r for event A, Each item in D, i s chosen for 
inc lus ion in the supplementry sample with p robab i l i t y 
p idependent ly . Let D. the set of i tems in the supple-
mentry sample, and R . = I ( i ^ D ) , At l a s t l e t 
R = R.^ + R^  be the i nd i ca to r of the event ' • the i t h 
item is siirnpled''. For the 1th item, the d i s t r i b u t i o n 
of observed data given R,. and X^  t o obtain the exact 
condi t ional l ike l ihood 
R R 
N f ( t . / X i , e ) ^^[p^S(T°/X.,e) 2i 
I, = n _ _ _ i . . . ( 5 . 1 0 ) 
i= l R [F(T°/Xi,e)+p2S(T°/Xi,G)] i 
Where i th item i s 1 i f R. = 0 and otherwise gives the 
condi t ional p r o b a b i l i t y densi ty of Rj^ ^ = 1 and t^ or R^^=i 
and t^ > T° given Rj, = 1 and X^ .^ The con t r ibu t ion to 
eqs (5.10) from d i f f e ren t i nd iv idua l s are independent, 
no 
and standard maximum likelihood procedures can be 
applied to the estimation of 6, 
For other sampling plans, Barnoutli sampling 
is not often used. Otbers sampling plans, the likeli-
hood is so complicated as to be interactable. Also it 
is not clear how to generali2e it to handle varying 
•'entry'' times. 
A pseudolikelihood has developed to use for 
estimation in G with standard stratified sampling and other 
types of supplementary observational plans. 
5.3.2 A Pseudoliklihood : 
A pseudolikelihood is defined as a function of 
8 that, when maximized, yields an estimator 6 with 
properties like those of an ordinary MLE. Suzuki (1985a) 
and Prentice (1986) has used pseudolikelihood. 
-Ve may use the pseudolog-likelihood for the 
standard stratified sampling. 
-^ (6) = Z log f(t./X.,e) + /p E 1< 
P 16 D^ ^ ^ ^ ie D 
S(T°/Xi,e) ...(5.11) 
This can be preassumed of as an estimate of the logarithm 
I l l 
of t h e l i k e l i h o o d funct ion ( 5 . 2 ) t h a t con.es I f t h e 
X J ' S for a l l N i t e m s in the p o p u l a t i o n a re known, 
p = i^V'^ Q i s t h e p r o b a b i l i t y t h a t any i n d i v i d u a l 
u n f a i l e d item i s inc luded in t h e supplementry sample 
D_. P s e u d o l i k e l i h o o d i s same as Godambe and Thompson 
(1986) used of weighted l e a s t square e s t i m a t o r s i n 
r e g r e s s i o n a n a l y s i s . 
To put m i l d l y c o n d i t i o n s , t h e e s t i m a t o r 6 
ob ta ined by maximizing (5 .11) i s c o n s i s t e n t a s N—>oo 
wi th p f i x e d , and Y^n (0-©) has a l i m i t i n g normal 
d i s t r i b u t i o n with mean v e c t o r 0 and covar i ance m a t r i x 
v(e) = /^ (a)"-^+A(e)~-^c(G) A(e)-^ 
V(e) = A(e -^ ) + A(e)"--'- C(e) A(e)"-^ where 
A(e )^ g = l im 1/N E [ - i _ i i i i : a - j (1 .12) 
r s 
C(e) = I - P V P O lim 1/N-
^^ ^ -^  N —>oo 
2 ( ' " IT ' - m-*,) (m. -m ) 2 ' * i ^ Q i r r IS s 
^ . . . (5 .13) 
m ^ ^ = d/60^ log S(T° /X^,e) and ^yT^^^ " ' i i ^ " 2 
V(e) i s c o n s i s t e n t l y es t imated by r e p l a c i n g A(e) and 
C(G) with A,^(e) and C ^ ( e ) . 
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V(e) i s c o n s i s t e n t l y e s t i m a t e d by r e p l a c i n g A(e) 
and C(e) with Aj^(e) and ( ^ ( 6 ) , 
Where „ 
d-^log L 
; ^ ( e ) ^ ^ = . i / N ^ 
de ae 
r s 
d^iog f ( t . / x . , e ) 
d log S (T° /x , ,G) (^ , V 
- lAIPo 2 . . . ( 5 . 1 4 ) 
. . . ( 5 . 1 5 ) 
The pseudo- log l i k e l i h o o d ( 5 . 1 1 ) i s e q u i v a l e n t t o 
t h e log l i k e l i h o o d from a censored sample except t h a t 
censored i tems have case weigh ts P,^-^ ^nd uncensored 
ones have case weight 1 a v a i l a b l e Cxj(e) i s t h e sample 
cova r i ance m a t r i x of m^ , = d/dG log S(T/X^,6) ( i e D ) . 
I t seems t h a t e s t i m a t e s f rom(5.11) o f ten have h igh 
e f f i c i e n c y when compared with Lp(©) and Ljj(©) in ( 5 . 1 1 ) 
and ( 5 . 4 ) . 
The p s e u d o l l k e l i h o o d ( 5 . 1 1 ) can a l s o be used 
wi th Be rnok i l i supplementary sampling as (5 .10 ) p r o c e -
d u r e s but ( b . l l ) i s c o m p u t a t i o n a l l y much e a s i e r t o 
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h a n d l e t han ( 5 . 1 0 ) . For B e r n o u l l i sampling we have 
t o r e p l a c e C(e) and Cj^(9) i n eqs (5 .13) and ( 5 . 1 5 ) with 
C(®)r , s = ^ -P2 /P2 ^ ^l^ ' " i r "^is 
S ^ ^ ^ r s = I - P 2 / P 2 l^^ ' " i r ' " i s . . . ( 5 . 1 6 ) 
5 . 4 FOLLOW-UP STUDIES OR CASE-COHORT DESIO^ 
Suzuki (1985a) has d e s c r i b e d fo l low up s t u d i e s 
i n which a random sample of say n i tems ac t of t h e N in 
t h e p o p u l a t i o n a r e followed up ove r a per iod of t i m e , 
and o b s e r v a t i o n s a r e t aken on any i t ems among t h e remaininc 
N-n t h a t f a i l s , Suzuki (1985a) has cons idered au tomobi le 
f a i l u r e s . When au tomobi le f a i l u r e occur w i t h i n t h e 
au tomat ic w a r r a n t y p e r i o d , a manufac tu re r can deve lop 
a record of mi l eage t o f a i l u r e from onwers' r e q u e s t 
f o r r e p a i r . When no f a i l u r e occu r s dur ing t h e w a r r a n t y 
pe r iod the owner n a t u r a l l y w i l l not r epo r t t h e mileage 
and i t may be i n f e r r e d t h a t ' • no record of f a i l u r e s ' ' 
means ' • no f a i l u r e s . By us ing a fo l low-up survey or 
p o s t a l r ep ly c a r d s , d a t a can be acqu i r ed t o i n c l u d e a 
p a r t i a l record of n o n f a i l u r e s . 
The random censor ing model i s of ten used t o achieve 
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t h e o r e t i c a l r e s u l t s In the area of r e l i a b i l i t y ana lys i s 
in engineering and in the area of survival ana lys i s 
in medical a p p l i c a t i o n s . This model i s d iscr ibed as 
follows : Let (Xj^^Yj^), i = 1 ,2 , . . . .N be independent, 
i d e n t i c a l l y d i s t r i b u t e d pa i r s of random v a r i a b l e . X^  
the var iable of i n t e r e s t ( e . g . the l i f e time of an item, 
the age at death e tc) and Y. i s some independent censor-
ing var iable ( e . g . , the period of an observat ional of 
follow up study, the warranty per iod, e t c . ) The observed 
quant i ty i s the p a i r (Z^^,6.), when 
Z^ = min (X^,Y^) 
Oi = ^ [ ^ < ^ i ] , i = 1,2, . . .N 
Here I [.] denotes the indicator function of the set 
from these pairs (Zj|^ ,d^ )i = 1,2,...N The life time 
distribution of X^  is estimated. 
In some observational studies, not all of the 
data(z^,6.), i=l,2..,.N ar.e observed, that is, for some 
data pair, only dj is observed without the additional 
information about ZJ . Therefore the data set consists of 
{Z^ = obs, 6^  = obs), i=l,2....n^ 
(Z^ = ?, 6^  = obs) j = n^+1 ... N 
where 'obs' means ''is observed' and 7 means '' the is 
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no, information about Z . . This type of data w i l l c a l l 
p a r t i a l l y observable censored d a t a , 
5 ,4 .1 Notation and assumption : 
Let f ( y ) , S(x) Is the p robab i l i t y dens i ty function, 
of the random v a r i a b l e X and i t s corresponding surv iva l 
funct ion. 9 i s a vec tor of unknown parameters, t ak ing on 
values in the parametersu^« D^ = 1 i f the 1th item i s 
of followed up otherwise D^  = 0 ( i = 1,2.. .N) DJ i s a 
known constant , non random v a r i a b l e . Let U^ z Ld^, the 
number of automobiles tha t fa i led in warranty pe r iod . 
The subscript u on n means uncensored, n^  = z(1-6^)0^ 
i s the number of automobiles without f a i l u r e in the 
warranty per iod, but for which mileage was determined 
through followup. The subscript c on n means censored, 
n. = Z (1-6 . ) (1-D.) Is the number of automobiles without 
f a i l u r e that have not been followed up in the warranty 
per iod . The mileage, for these automobiles have not been 
observed. The subscript-£on n^ means l o s t , N = n + 
n +n£ i s the t o t a l number of automobiles and p = (lA^) 
Z D. i s the percentage of automobiles . followed-up. 
Assumptions : 
1. X^  and Y^  (1=1, . . .N) are independent for a l l 1, the 
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distribution form of X is known and that of Y Is not 
specified. 
2. The time sca le the r.v.'s X and Y i s assumed t o be 
operating time ( e . g . mileage, frequency e tc) whereas 
the observat ional period of the study i s measured by 
calendar time ( e . g . month, year , e t c ) , 
3 . The p robab i l i t y for the f a i l u r e of an item depends 
only on i t s operat ing t ime, 
4 . Al l f a i l u r e s during the warranty period wi l l be 
reported to the manufacturer. This i s e s s e n t i a l for 
obtaining the mileage of the f a i l u r e s . If t h e r e i s 
no f a i l u r e , the owner wi l l not report the mileage 
in tha t per iod . Consequently, 'no record of f a i l u r e ' 
means there has been no f a i l u r e . 
5 . The percentage of follow-ups in the study, p i s 
not equal to ze ro . Moreover, n ^ 0 and n / 0 , 
6. Individual automobiles to be followed up are selected 
randomly, and the correct mileages of followed up 
automobiles are observed with p robab i l i ty 1, even if 
they have not f a i l e d . 
5 . 4 . 2 Estimator 6 
Sampling d i s t r i b u t i o n of the observed quant Jtioi> 
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(Z4»d. ) i = l , 2 , . . . N i s given by 
x [ P r (d i=0 ) j ( l - ^ i ) ( ^ -D i ) 
Changing s u b s c r i p t s , t h e l i k e l i h o o d func t ions 
, < - ^ w ^ " 
L = [ n"" f ( Z . ) G ( Z . ) ] [ n^ g ( Z . ) S ( Z . ) ] 
i = l ^ ^ 1=1 J J 
X [Pr (X > Y] * . . . . ( 5 . 1 7 ) 
Where Z^( i = l , . . . n^ ) i s t h e Z^ cond i t i oned on X^^ < Y^^ 
(6^ = 1) and Z . ( j = l , . . . n ) i s t h e cond i t ioned on 
1 J C 
^ i ^ ^± ^^ i " °^ ^'^^ ^1 "= •"•• ^^^^ ^ ^^ ^^" ^ ° ^ ^® ®^~ 
p r e s s e d in simple c losed from except f o r s p e c i a l 
d i s t r i b u t i o n a l c a s e s of X and Y. The d i s t r i b u t i o n of 
t h e Ujp u n i t s t h a t d id not f a i l and f o r which no m i l e a g e 
f r e q u e n c i e s a r e a v a i l a b l e i s t h e same as t h a t of Z . . 
n^ unobserved non f a i l u r e mi l eages es t imated and n^ 
obse rva t ed r e d i s t r i b u t e d e q u a l l y t o t h e n observed 
v a l u e s of the Z , . T h e r e f o r e , i n s t e a d of [Pr (X > Y)] 
n _ _ " c / n 
[ n g (Z . ) S ( Z . ) ] has used t o maximizing L. 
j = 1 J ^ 
Then p s e u d o l i k e l i h o o d 
L = [ n" f ( Z i ) G ( Z i ) ] [ n ^ [ g ( Z . ) S ( z . ) ^ ' '] 
i = l j = l ^ J J ^ 
. . . . ( 5 . 1 8 ) 
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Observed nonfai lure data has the add i t i ona l mass of 
nj)/n along with i t s own observed mass of 1. If 
G(Z) and g(Z) do not involve any parameter of I n t e r e s t 
L has wr i t t en 
• n,, \ ^ n^ _ ^1+no/n^ 
i ^ l , j=--i -J 
« * 
The proposed e s t ima to r i s 9 in -'^ at which L i s 
* * 
maxln.ized. 6 i s expected to have p roper t i e s of 6 
as good of an MLE 6 of 6, 
Prent ice( l986) called t h i s study a Case-Cohort 
des ign , in l i ne with common terminology in medicine 
and epidermiology, Epidormiologlc cohort s tud ies end 
d i sease preventat ion t r i a l s t y p i c a l l y requir ing the 
follow up of severa l thousand subjec ts for a number of 
yea r s , re la ted to t h e analysis of raw mater ia l s in order 
to assemble covar i a t e h i s t o r i e s for . individual cohort 
members; A syn the t i c case control design can be used 
to reduce the nun,ber of subjects for whom covaria te 
data are requi red . In t h i s approach each subject deve-
loping d i sease is matched to one or more subjects 
without d isease at the same point in ' t i m e ' . Whence 
r e l a t i v e r i sks are estimated using a matched case 
control a n a l y s i s . Oakes (1981) proposed tha t the case 
control ana lys i s possesses a p a r t i a l l ike l ihood ana lys i s 
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more qenera l ly , provided con t ro l s are sampled of 
independently and randomly from the r isk s e t s a t d i s -
t i n c t f a i l u r e t imes . 
P ren t ice (1986) discussed t h a t a Cohort of 
individual i s to be followed in order to r e l a t e f a i l u r e 
r a t e s to preceding covaria te h i s t o r i e s . A design has 
been proposed which involves covar ia te data only for 
case experiencing f a i l u r e and for numbers of randomly 
selected subcohort . Odds r a t i o and r e l a t i v e r i sk e s t i -
mation procedures has been presented for such a ' case 
cohort des ign , A small simulation study compares case-
cohort r e l a t i v e r i sk es t imat ion procedures to fu l l -cohor t 
and synthet ic case-cont ro l analysed. Relevance to e p i -
demiologic cohort s tudies and d isease prevent ion t r i a l 
has been d i scussed . P r inc t i ce showed how to car ry out 
a semiparametric ana lys is for propor t ional hazard and 
more aeneral Cox models, Kalbf le ish and Lawless has 
used the methods, based on the pseudolikelihood L , 
apply qui te genera l ly to a r b i t r a r y parameter models and 
so apply beyond the propor t ional hazards family . 
For the case of p ropor t iona l hazard models and 
the case-cohort design, Kalbf le ish and Lawless (1988) 
given the r e l a t i o n s h i p s and made comparison between L 
and the pseudolikelihood given by Prent ice (1986) . 
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5.5 METHODS FOR THE ANALYSIS AND PREDICTICN OF 
WARRANTY CLAIMS 
With products under warranty, manufacturers often 
collect detailed claims data. These data are used for 
the prediction of future warranty claims and the making 
of comparisons of claim rates and costs for different 
product lines, different components of a product, units 
manufactured at different times and so on. One practical 
problem which often arises, is the presence of reporting 
delays between the time a claim occurs and the time that 
it is entered into the data base used for prediction 
and analysis. Kalbfleisch, Lawless and flobinson (1990) 
have proposed basic statistical model considering the 
products to be automobiles. 
The basic statistical model considered is as 
follows : Let that cars enter service (are sold) on 
days X t 0 < X <_X ^.nd that once a car is service, 
the number of repairs t days later (at age it) is 
assumed to be Poisson (•^t), (t = 0,1,,,., independently) 
In most applications/\t is small and can be interpreted 
as the probability of repair at age t. Let p. be the 
probability that the repair claim enter the data 
base used for analysis (is'reported* ) i days after 
it takes place (i = 0,1,...). Let N cars are put into 
l2l 
service on day x and let n j . . be the number of repairs 
at age t and with a report lag 1, for cars put into 
service on day x. The distribution of n . . is 
% t i ^ P ° i ^ ^ ° " ^^ x^ti) ...C5.19) 
where 1^  + i = ^  y^+ P±» ^^ ^s convenient also to 
define A+ = ^ X „ the expected number of repairs 
u=o 
for a car up to and including age t. 
Individual cars almost certainly have varying 
repair rates, but the counts n x. obtained from the 
superposition of the repair processes of many cars should 
be close to Poisson when repair rates are small. 
The parameter/L in (5.19) can be interpreted 
as the marginal or average rate of repair at age t. 
Xi. is assumed to be independent of when the car was 
manufactured or put into service and p^ is assumed 
independent of when the repair occurred. 
The average number of repairs at age t or up 
to age t, for cars put into service over period 0,1,..X 
are respectively 
T 
^ ^ "xti 
•"^ ^^  = ^=° ^=° ,t = 0,1.... (5.20) 
I N 
x=o ^ 
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0 
TIJB not yet observed 
Figure 3 
Claim numbers n^a up to day T (no reporting lags) 
age of car 
n ^ 's not yet observed 
iirt 's observed 
age 
Figure 4 
Claim numbers n^i up to day T 
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and 
t 
M(t) = Z m(u) . . . ( 5 . 2 l ) 
u=o 
These are simple measure of q u a l i t y and tha t t he t o t a l 
number of r e p a i r s t o age t r e l a t e s d i r e c t l y t o c o s t . I t 
has been supposed tha t data are avai lable over the time 
period 0 to T, Thus, a l l claims reported by day T are 
included so t h a t the counts n .^ for x , t , i such t h a t 
0 < x + t + i < T are observed. Estimation of m(t) and 
M(t) i s then a p red ic t ion problem, we predic t those 
n fj^ig in (5.19) and (5.20) t h a t are not yet observed. 
F i g . 3 por t rays the s i t ua t i on when the re are no repor t ing 
lags ( i . e . p = 1) and Fig 4 the general s i t u a t i o n . 
5 .5 .1 Est imating Repair Rates and the Number of 
Warranty claims 
( i ) Reporting lag P r o b a b i l i t i e s Known : 
^et the p r o b a b i l i t i e s p^ are known and l e t P^ = 
p + + P4• Throughout i t i s a l so supposed t h a t N , 
the number of cars enter ing se rv ice on day x, i s known 
for X = 0 . . . , min (T ,T) where T i s the current d a t e . 
The data comprise the frequencies n .^, where x+t+i < T 
and X <X ,and give r i s e to the l ikel ihood 
l 2 4 
x+ t+ i< T X t 1 x t i . 
X <T . . . ( 5 . 2 2 ) 
The maximum l i k e l i h o o d e s t i m a t e s o b t a i n e d from ( 5 . 2 2 ) 
a r e 
} , ^ = n 'Wf^X_t , t = 0 , . . . T . . . C 5 . 2 3 ) 
Where 
n .t» = Z 2 n . 4 
x+i <T-t ^^^ 
is the total number of repairs which have been observed 
on cars of age t days, and 
min( T,T-t) 
R-r + = 2 N P^- . ...(5.24) 
is an adjusted count of the number at risk a day t. 
N , the number of cars entering service on day x, is 
adjusted by a multiplicative factor which is the proba-
bility that, for a car in this group, a repair at age 
t would be reported by time T, 
The corresponding estimates of m(t) and M(t) are 
m(t) = \ , M(t) = Z >,^ = A ^ ...(5.25) 
and to obtain prediction limits, consider the variation 
in m(t) - m(t) or M(t) - M(t). 
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Let N = £ N be the total number of cars entering 
o ^ 
service by day . We presume that N is known. It then 
follows that 
E [m(t) - in(t)] = 0 
and 
var fm(t) - m(t)? = ( '^"^ ) A t 
If follows that E {M(t) - W(t)] = 0 ...(5.26) 
^ t N-R-. 
Var fW(t) - M(t)? = E ( i-=^) A„ ...(5.27) 
u=o NRj_ " 
Variance estimates are obtained by replacing A„ with 
^ in (5.27) and normal approximation provide appro-
ximate confidence intervals for M(t). For large samples, 
this approximation is very accurate, in small sample 
problems, more accurate approximations could be derived. 
The following remarks are based on above results. 
(Kalbfleisch. Lawless and Robinson,1990). 
(1) If there is no reporting lag or if it is ignored, 
then estimates are given by the formulas above with 
all of the Pj|^ 's(i = 0,1,.,.) equal to one. In 
this case, Rj . is the total number of cars in 
service that have an age of at least t at time T. 
If the reporting lag is ignored when there is a 
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delay in r e p o r t i n g , the es t imates of A+ a^e biased 
downwards, as are predic t ion of c la ims, 
(2) from (5.24) tha t if T-t >X and P^ = 1 for 
i > T_t-"C then N = Ry ^ and, by (5 .26) , var 
^m(t) - m(t)] = 0, In t h i s case , m(t) = m(t) i s 
fu l ly known. 
(3) 'Ve have assumed that these i s no repor t ing lag 
associated with the N , . I f the re are small 
X S 
reporting lags then a simple adjustment is tn 
scale up the N values reported close to the curr-
ent date T using estimates of the lag probabilities. 
Another approach is to eliminated from the set of repairs 
considered any that are on cars not yet reported 
as in service. If this is done, and the delay in 
reporting cars entering service is not related to 
the failure rates, then estimation of^. would 
st ill be valid . 
(4) If T < T then to estimate the variance (5.26) or 
(5.27) we have to estimate Nj^ -j^  +...,+ N , one 
can always selectT<Ti.e. estimate eventual claims 
only for cars having entered service by current 
data . 
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(5) Estimation of the eventual number of claims m(t) 
orM(t) is a finite-sample prediction problem for 
Poisson random variables. In the numberator of 
(5.20), the n^ i^^ 's with x +t + i ^  T are observed 
by the current time T and the remaining n ^ ^'s 
are future values to be predicted. 
(6) Confidence levels associated with prediction inter-
vals refer to repeated occurrences of the entire 
process. As a consequence, sequences of predictions 
which are made as new data are reported are not 
independent. This is a well known problem with 
multiple prediction statements but does not materi-
ally affect their usefulness. 
(7) If the warranty involves both a mileage and age 
A 
l im i t , X*- w i l l be an underest imate of the t r u e 
repai r r a t e at age t . This i s because some of the 
cars w i l l have exceeded the mileage l i m i t , they 
A 
are still counted in the denominator of A^ but 
cannot contribute to the numerator. The bias will 
be small for small t but increase as t increases. 
It should be noted, however, that ^ ^ is a valid 
estimate of the probability of a warranty claim 
at aqe t and so predictions of eventual warranty 
claims are still valid. Similarly, random events 
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tha t r e s u l t in the temporary or permanent with-
drawal of ca rs from service do not a f fec t the 
v a l i d i t y of warranty claim es t ima tes . 
5 .5 ,2 Concurrent Estimation of the Reporting Lag 
D i s t r i bu t i on : 
I t i s poss ib le to est imate simultaneously t he 
repor t ing lag d i s t r i b u t i o n p^ • For t h i s purpose, 
we maximize (5.22) j o i n t l y with respect "to ^^ . ? 
and 5 p^? . The l ikel ihood equat ions are 
5 1 o a _ L ^ J [ u t ^ ^ 2 N o . = 0 . ( 5 . 2 8 ) 
dA^ A t x+i^T-t ^ ^ 
X <,T 
olog L _ n. . i 
P i " X4 
X £X 
dB = ~B - ^ ^ '^yAt = ° . . . ( 5 . 2 9 ) 
"^Pi P i x + t ^ T - i ^^ ^ 
where n . t . = Z Z n ^.^ 
x+ii T_t ^^^ 
and n . . i i s the number of observed lags of 
durat ion i days . 
From the form of the l ikel ihood (5.22) i t i s c l e a r 
t h a t ( A t ^ "^^ ^ ^Pif ^^" ®^ est imated only up to a 
constant of p ropo r t i ona l i t y C since T c A t ] , [ C ~ pA 
l 2 9 
have the same l ikel ihood as 5"/\ + ] , fPi? f 
To obtain unique solut ion t o (5.28) and (5.29) we 
T 
assume tha t PT = 2 p . = 1 . In most a p p l i c a t i o n s , 
^ i=o ^ 
T i s large enough tha t t h i s i s a reasonable assumption, 
if T were not l a r g e , an a l t e r n a t i v e approach would be 
t o assume tha t Pj were known. Simple methods are 
ava i lab le t o es t imate the repor t ing lag d i s t r i b u t i o n , 
^et h^ = P^/Pj^ = Pr [ L = i /L ^ i j where L r ep resen t s 
the report ing l a g . Then hj i s estimated by 
T-i i ^^  
"h^ = n , , i / 2 2 x\^^ , . . ( 5 , 3 0 ) 
s=o i'=o 
^ min(T ,T- i ) 
where n ^ = Z n , s - x , i , i s the number of 
x=o 
observed r e p a i r s on day s with lag i . The denominator 
of (5.30) i s thus the number of r e p a i r s tha t occur on 
or before T-i with a repor t ing lag of i days or l e s s . 
The estimate of pj then i s 
T 
"pi = l^ t^  ^ ( l - h J » 1 = 0, , , ,T . . , ( 5 . 3 1 ) 
j = i + l J 
The est imates (5.30) and (5 .3 l ) a r i s e as maximum l i k e -
lihood es t imates under a l ike l ihood formed by using 
data on the t runca ted d i s t r i b u t i o n of repor t ing l a g s . 
Thus, a r e p a i r on day s with repor t on day s + i con-
t r i b u t e d the term '?J^j_^ "to the l i ke l ihood . Estimates 
l 3 0 
of the repor t ing lag can a l so be r e s t r i c t e d t o use 
only a part of the d a t a . For example, in c e r t a i n i n s -
t ances , one may wish t o use only the most recent data 
in est imating p . . Res t r i c t ing the sums for the numera-
t o r and denominator of (5.30) t o include only frequencies 
n ;^ with x+t > T-a would r e s t r i c t the es t imates of 
x t i 
p . to depend only on the r e p a i r s observed with in the 
most recent a days . Variance es t imat ion of 'p'j^  can be 
accomplished using a Kalpan-Aleier est imate or using a 
var iant on Greenwood's formula for the l i f e t a b l e 
(Lagakos e t . a l . l 9 8 8 ) . Variance es t imates in (5.26) and 
(5.27) could be adjusted for uncer ta in ty in the est ima-
t i o n of p . . For p r a c t i c a l purposes, however, the va r i a -
t i o n in N'.(t) - f/i(t) can be est imated using (5.27) with 
p . replaced by p'j . This i s a s l i gh t under es t imate since 
i t does not account for uncer ta in ty in the es t imat ion 
of p j . 
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