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Abstract—The near-field effect of short-range multiple-input
multiple-output (MIMO) systems imposes many challenges on
direction-of-arrival (DoA) estimation. Most conventional scenar-
ios assume that the far-field planar wavefronts hold. In this
paper, we investigate the DoA estimation problem in short-range
MIMO communications, where the effect of near-field spherical
wave is non-negligible. By converting it into a regression task, a
novel DoA estimation framework based on complex-valued deep
learning (CVDL) is proposed for the near-field region in short-
range MIMO communication systems. Under the assumption of
a spherical wave model, the array steering vector is determined
by both the distance and the direction. However, solving this
regression task containing a massive number of variables is
challenging, since datasets need to capture numerous complicated
feature representations. To overcome this, a virtual covariance
matrix (VCM) based on received signals is constructed, and
thus such features extracted from the VCM can deal with the
complicated coupling relationship between the direction and the
distance. Although the emergence of wireless big data driven by
future communication networks promotes deep learning-based
wireless signal processing, the learning algorithms of complex-
valued signals are still ongoing. This paper proposes a one-
dimensional (1-D) residual network that can directly tackle
complex-valued features due to the inherent 1-D structure of
signal subspace vectors. In addition, we put forth a cropped VCM
based policy which can be applied to different antenna sizes.
The proposed method is able to fully exploit the complex-valued
information. Our simulation results demonstrate the superiority
of the proposed CVDL approach over the baseline schemes in
terms of the accuracy of DoA estimation.
I. INTRODUCTION
With the advances of key enabling technologies in the
fifth generation (5G) mobile communications, such as mil-
limeter wave (mmWave), small cell, and massive multiple-
input multiple-output (MIMO), the direction-of-arrival (DoA)
estimation problem [1] in the context of massive MIMO
systems has attracted substantial research in recent years
[2]. In past decades, many DoA estimation methods have
been proposed, varying from subspace-based techniques [3]–
[5], maximum-likelihood estimators [6], compressed sensing
methods [7], to hybrid methods [8]–[10]. Efficient and accurate
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DoA estimation algorithms are crucial to massive MIMO
systems [11]–[13]. Specifically, accurate DoA information is
shown to be critical for beamforming design in massive MIMO
systems [14].
Most of DoA estimation methods mentioned above assume
far-field planar wavefront. However, this assumption may be
invalid for future mobile systems. As a promising enabling
technique for 5G-and-beyond mobile networks, mmWave mas-
sive MIMO is expected to support high data-rate commu-
nications. However, the short wavelength and large antenna
aperture induce challenges in the modeling of propagation
patterns. When the Rayleigh distance is considered, the last-
order scatterers fall within the near-field region of the receive
antenna, where spherical wave propagation is applicable [15].
On the other hand, the near-field DoA estimation appears to be
vitally important in many other applications, including vehicle-
to-everything (V2X) communications [16], [17], virtual reality,
smart home, and automated driving. Particularly, the DoA
estimation of signals from landmarks is the core technology
of vehicle positioning [18], which is an important branch in
the Internet of Vehicles (IoV).
A. Related Work and Motivation
In near-field DoA estimation, the joint estimation of the
distance and the angle is inevitable, which extends the search
space and increases the search overhead. To overcome this
issue, a subspace method without multidimensional search
is proposed in [19]. These subspace methods require many
snapshots and high signal-to-noise ratio (SNR) to improve
the spatial resolution. Furthermore, a maximum-likelihood-
based approach [20] by iterative estimation is proposed for the
case of a small number of snapshots and low SNR. However,
as the parameter dimension increases, the iterative methods
inevitably face the predicament of slow processing speed.
Meanwhile, wireless networks are generating a massive
volume of data, from which we can extract useful information
using the state-of-the-art machine learning (ML) techniques
[21]–[24]. There have been some efforts exploring the appli-
cations of ML in DoA estimation. In [25], the near-field DoA
estimation is modeled as a classification problem based on the
support vector machine (SVM) approach. The authors of [26]
extend the application of deep neural networks (DNNs) to a
general far-field acoustic DoA estimation problem, which is
modeled as a classification problem and not suitable for near-
field estimation. Although these ML-based classification meth-
ods are interesting, their accuracy depends on the quantization
2resolution of angles. In [27], a support vector regression (SVR)
method is proposed for estimating the DoAs of near field
sources. Popular deep learning (DL) methods are also used in
far-field DoA estimation such as in the field of acoustic source
direction finding [28]. However, such models of acoustic DoA
estimation cannot be directly applied to signal processing in
wireless systems. In addition, a real-valued DNN (RVNN) for
estimating DoA in hybrid massive MIMO channels is designed
in [29]. Traditionally, complex-valued signals are split into the
real and imaginary parts, which are real values and fed into
the network [26], [29]–[31]. Nonetheless, this treatment may
fail to capture the correlation between the real part and the
imaginary part, thus incurring the phase information loss.
Most of the existing DL methods focus on the real domain.
However, many wireless communications problems to be
solved are in the complex domain. Merging the conception of
complex-valued neural network (CVNN) with wireless signal
processing may provide a further thrust to enable smart radio.
The complex-valued deep learning (CVDL) methods refer to
the DNNs that can perform complex arithmetic, and the weight
parameters of CVNNs are complex-valued [32], [33]. The
authors of [34]–[36] explored the applications of CVDL in
image and speech processing. These network architectures
are all designed to account for image classification, music
transcription or speech spectrum prediction. Against the above
backdrop, our motivations can be explained from the following
aspects:
• Since the conventional near-field methods require high
SNR and snapshots or online iterative estimation, it is
unlikely to estimate DoA in real time. Moreover, there is a
very limited study about designing DL methods for near-
field DoA estimation. As DL is a powerful tool to solve
intractable nonlinear problems, it would be interesting to
improve the performance robustness if training an end-
to-end network to solve the near-field DoA estimation.
• Both spatial spectrum search and classification-based ML
methods cannot meet the precision requirements when
using coarse grids. Besides, RVNNs may destroy the
structure of complex data via splitting real and imaginary
parts. Thus, a CVNN-based regression model is expected
to address these issues.
• When near-field signals are concerned, the CVDL-based
DoA estimation is not straightforward due to the coupling
between the DoA and range parameters. How to design
input features, activation functions and loss metrics moti-
vates us to pursue a general CVDL-based DoA estimation
framework.
B. Main Contributions
In this paper, a novel CVDL-aided DoA estimation approach
is proposed for near-field MIMO systems, where the DoA
estimation is viewed as an end-to-end regression task rather
than a classification problem. First, to decouple the distance
and the direction, we design a new feature representation based
on the reconstructed virtual covariance matrix (VCM). This
representation can eliminate the learning obstacles in DoA
estimation. Then, a complex-valued residual network (ResNet)
is proposed to learn complex features of the input data.
Compared with the RVNN, the proposed network circumvents
the trivial split and splice between real and imaginary parts.
To the best of our knowledge, it is the first time that the phase
mapping activation function is developed for the CVNN. How
to introduce CVDL into massive MIMO systems has not been
well addressed before.
The main contributions of this paper are summarized as
follows:
• From an ML perspective, we investigate the near-field
DoA estimation problem, which is considered as a phase
feature extraction process of input data. Without the need
for tedious grid-based classification, we train an end-to-
end deep network for angle estimation. This network is
capable of processing complex-valued tasks directly.
• New features, based on the reconstructed VCM instead
of the whole or half covariance matrix, are designed as
the inputs of the CVNN. Therefore, the computational
complexity of our deep networks is greatly decreased.
Moreover, the joint two-dimensional (2-D) parameter
estimation problem in the near-field is transformed into a
one-dimensional (1-D) DoA estimation problem, where
the designed input features are able to eliminate the
complicated coupling relationships between the distance
and the direction.
• A 1-D convolutional complex-valued ResNet is proposed
to process 1-D complex features. We design a residual
block architecture with a shortcut connection to ensure
the training stability. To map the real-valued angles from
the complex-valued output, we devise a phase mapping
activation function specifically for the DoA estimation
task. Besides, we also carefully select different complex-
valued activation functions in the corresponding neuron
layers according to the distribution of the dataset.
• For our specific regression task, we compare the training
results of different loss metrics and determine the suit-
able loss function through comparison. As a result, the
prediction precision is enhanced.
• To realize a general CVNN model which can be appli-
cable to different antenna sizes, we put forth a cropped
VCM based scheme. This scheme can be deployed for
arbitrary antenna size without the need for redesigning
new networks. Moreover, it can reduce the computational
cost since the inputs are cropped to a fixed shape.
The remainder of this paper is organized as follows. In
Section II, we establish the received signal model for the near-
field region. In Section III, the VCM reconstruction method
is proposed to remove the corruption of range parameters on
the signal subspace; and the feature preprocessing scheme is
proposed based on the VCM. In Section IV, we present the
CVDL-aided DoA estimation framework and introduce the
complex ResNet with specific model settings. Our simulation
results are provided in Section V, which demonstrates that the
CVNNs outperform the baseline methods. Our conclusions are
offered in Section VI.
Notations: Lower-case boldface symbols indicate column
vectors, and upper-case boldface symbols refer to matrices;
3(·)∗, (·)T, and (·)H represent the conjugate, the transpose, and
the conjugate transpose; [·]p,q represents the entry on the p-th
row and q-th column of a matrix; j =
√−1 stands for the
imaginary unit; ⌊·⌋ denotes the floor function; E(·) represents
the expectation of random variables; ℜ(·) and ℑ(·) indicate
the real and imaginary parts of complex numbers; and ⊛
represents the convolution operator.
II. SYSTEM MODEL
A. Near-Field Propagation Model
We consider a short-range communication system composed
of multiple mobile terminals (MTs) and an access point (AP)
equipped with multiple antennas. As shown in Fig. 1, each
MT transmits the source signal to the AP through independent
paths. Since the dense deployment of small cells is a key
feature of 5G networks, the distance between an AP and its
associated terminal devices is typically no longer than 10 m
[37]. On one hand, it can provide high-quality communication
services within a small area, such as offices, homes, and
stadiums; on the other hand, this system of small coverage
area may give rise to a high probability of line-of-sight
(LoS) propagation [38]–[40]. Moreover, in massive MIMO
scenarios, due to the large array size, it is necessary to identify
the radiation pattern by calculating the Rayleigh distance
dRay = 2D
2/λ, where D denotes the length or diameter of
an antenna, and λ is the carrier’s wavelength. It is obvious
that the large-scale antenna array tends to result in a large
Rayleigh distance range. As a result, the far-field assumption
may become invalid in short-range MIMO communication
scenarios. Instead, a near-field spherical wavefront model is
more reasonable.
As illustrated in Fig. 1, there areM signal sources commu-
nicating with a receive-array antenna in the near-field region.
The distance between them-th MT and the receiver is denoted
by rm (m = 1, 2, · · · ,M ). The MT is located in the Fresnel
zone (radiative near field) of the array when rm satisfies
0.62(D3/λ)1/2 < rm < 2D
2/λ [41]. By denoting the k-th
snapshot of the m-th signal as sm(k), the received signal at
the k-th sample snapshot is written as
y(k) = asm(k) + z(k), (1)
where a is an array steering vector and z(k) is a random noise
vector. Note that the multipath effect is not considered since
we assume the LoS propagation in the small-coverage system.
B. Received Signal Model
As far as DoA estimation is concerned, uniform linear array
(ULA), uniform planar array (UPA), and uniform circular
array (UCA) are widely used in traditional massive MIMO
systems [12]. Their array steering vectors are denoted by
aULA, aUPA, and aUCA, respectively. The specific expressions
of these array steering vectors depend on the specific antenna
array geometry and the phase delay of the array elements. By
introducing the interpolation method to form a virtual array,
any array geometry can be transformed into a ULA for signal
processing [42]. However, this is out of the scope of the current
manuscript.
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Fig. 1. Near-field signals impinging at the AP equipped with an
MIMO antenna.
In other words, the antenna arrays of arbitrary geometry
are mathematically equivalent. Here and after, for ease of
exposition, the ULAs are considered and let aULA = a. We
first formulate the received signals affected by the near-field
effect. To elaborate a little further, we set the center of the
N -element ULA as the reference point (RP). Without loss of
generality, when N is an odd number, the nc-th element (i.e.,
the center element) is set as the RP of the receive antenna. In
contrast to the plane-wave model, the amplitude difference of
the spherical-wave signals received at different array elements
cannot be ignored, thus the simple time-delay relationship
among different array elements no longer holds true.
Fig. 2(b) intuitively illustrates the near-field geometric prop-
agation model in a 2-D plane, where the center of the receive-
array antenna is placed at the origin of the Cartesian coordinate
system. Here, the nc-th element is set as the RP. In this
diagram, the distance from the source to the RP is denoted
by rnc,m, and d is used to denote the element spacing. Due to
the existence of resolvable paths inM different directions, the
model contains M spherical-wavefront signals. Here, we use
θm to represent the corresponding DoA from the m-th target
source to the receiver, where θm ∈ (−pi/2, pi/2).
For notational convenience, we introduce rnc,m = rm, and
the array steering vector of the m-th source can be written as
am(θm, rm) =
[
a1,m, · · · an,m, · · · aN,m
]T
, (2)
where
an,m = κn,m exp
[
−j 2pi
λ
(rn,m − rm)
]
. (3)
In (3), rn,m is the distance from the n-th array element to the
m-th source, and κn,m =
rm
rn,m
is the corresponding amplitude.
According to the law of cosines, we have
rn,m =
√
r2m + δ
2
nd
2 − 2rmδnd sin θm, (4)
where δn = n − nc. Applying the Taylor series expansion to
the right-hand side of Eq. (4), we can further get
rn,m = rm − δnd sin θm + δ2n
d2 cos2 θm
2rm
+ o
(
d2
r2m
)
,
= rm − δnd sin θm +∆n,m, (5)
where ∆n,m = δ
2
n
d2 cos2 θm
2rm
+ o
(
d2
r2m
)
is the second-and
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Fig. 2. The incident wave associated with the m-th signal source: (a)
the far-field geometric propagation model with plane wavefront; (b)
the near-field geometric propagation model with spherical wavefront.
higher-order Taylor polynomial term introduced by the near-
field effect. Note that, in the far-field case of planar wavefront
shown in Fig. 2(a), we have κn,m = 1 and ∆n,m = 0.
The results of the analysis above reveal that the far-field
array response model is expressed in a compact form where the
phase difference between different antennas is a linear function
of DoA. The near-field array response model is characterized
by a complicated function via nonlinear coupling the range-
DoA parameter pair. Both amplitude and phase difference
between different antennas are corrupted by range parameters.
Thus, we reformulate (3) as
an,m(θm, rm) =
1
ψn(θm, rm)
exp
[
−j 2pi
λ
Φn(θm, rm)
]
, (6)
where
ψn(θm, rm) =
1
κn,m
=
√
1 +
(
δnd
rm
)2
− 2δnd sin θm
rm
, (7)
and Φn(θm, rm) = rm [ψn(θm, rm)− 1]. Then, the array
manifold matrix A(θ, r) ∈ CN×M can be expressed as
A(θ, r) = [a1(θ1, r1), a2(θ2, r2), · · · , aM (θM , rM )] , (8)
where θ = [θ1, · · · , θM ] and r = [r1, · · · , rM ].
In practice, DoA is estimated using noisy observations.
Assume that we receive K snapshots of the observed signal
per unit time. Therefore, the k-th snapshot of the complex-
valued baseband signal y(k) = [y1(k), · · · , yN(k)]T ∈ CN
received at the MIMO array can be derived as
y(k) =
M∑
m=1
am(θm, rm)sm(k) + z(k)
= A(θ, r)s(k) + z(k), k = 1, · · · ,K, (9)
where s(k) = [s1(k), · · · , sM (k)]T represents the source
signal vector, and each element of z(k) = [z1(k), · · · ,
zN(k)]
T ∈ CN follows the complex Gaussian distribution
CN (0, σ2) with zero mean and variance σ2.
III. PRE-PROCESSING AND FEATURE EXTRACTION
A. Problem Formulation
For the near-field signal model shown in (9), the conven-
tional DoA algorithm decomposes the signal covariance matrix
into the noise subspace and the signal subspace. The spatial
correlation matrix R ∈ CN×N is given by
R = E
[
y(k)yH(k)
]
= ARsA
H +Rz, (10)
where Rs = E
[
s(k)sH(k)
]
denotes the covariance matrix of
the incident source signal, andRz = E
[
z(k)zH(k)
]
represents
the covariance matrix of the noise. After executing the singular
value decomposition (SVD), we rewrite Eq. (10) as
R = ΞsΛsΞ
H
s +ΞzΛzΞ
H
z , (11)
where Ξs is the signal subspace and Ξz is the noise subspace;
Λs and Λz represent the eigenvalue matrices of the signal
subspace and the noise subspace, respectively. The space
spanned by the array steering vectors is equivalent to that
spanned by the columns of Ξs. In far-field DoA estimation, we
can easily find T (Ξs) : Ξs 7→ θ, which converts the direction
finding problem into a regression problem. As indicated in
Eq. (6), however, it should be noted that the near-field array
steering vector am is the complex coupling result of two
parameters θm and rm. In practice, the mapping relation
T −1 : {θ, r} 7→ Ξs is revealed to be a major obstacle for
learning, since tiny changes of the direct distance factor rm
can result in relatively great differences of Ξs. In [31], the
authors use a DL-based scheme that exploits training datasets
from different incident DoAs for the fixed rm, which cannot
be generalized to the signals of other distances. Furthermore, it
is impractical to acquire intensive samples with varying ranges
and DoAs to build an effective dataset in the real environment.
This poses a negative impact on the parameter learning task
regarding distance factors with continuous intensive variables,
not to mention the explosive growth of the large-scale data set.
To circumvent this problem, we propose a signal preprocessing
scheme, as discussed in the sequel.
5B. Preprocessing and Feature Selection Scheme
The automatic feature extraction of DL methods is only
effective in some specific areas. Actually, deep networks can
only automatically combine and transform low-level features,
so as to obtain high-level features. In digital image processing,
the pixels are used as low-level feature inputs, and efficient
high-level feature representations can be obtained by deep
models. However, in some areas, such as natural language
processing, the input word features are discrete values, which
are different from continuous and dense image features. The
high-level features obtained by raw data become no longer
effective. Moreover, it is helpful to use a priori knowledge
to redesign features. Therefore, feature engineering is still
necessary for solving DL tasks. Due to the involvement of the
parameter coupling, the direct application of neural networks
to near-field DoA estimation is not straightforward. This is
mainly because the coupling of parameters makes the DNN
learning difficult to carry out. Here, we aim to propose
an ingenious solution to preprocess the signals so that the
obtained features contain only the DoA information, while
eliminating the coupling effect of rm.
According to Eq. (9), the received signal at each array
element is given by
yn(k) =
M∑
m=1
an,msm(k) + zn(k). (12)
Considering the fact that the far-field array manifold function
has no coupling effect of range parameters, in order to
facilitate analyzing the inherent far-field properties of near-
field propagation, we rewrite (9) as
y(k) =

aˇH1
aˇH2
...
aˇHN
 s(k) + z(k), (13)
where aˇHn = [an,1, an,2, · · · , an,M ] denotes the n-th row of
the array manifold matrix A(θ, r). The entries of R can be
calculated as the covariance between two array elements as
follows:
[R]p,q = E
[
yp(k)y
∗
q (k)
]
= aˇHpRsaˇq + σ
2δ(p− q), (14)
where p, q ∈ {1, 2, · · · , N} and δ(·) is the Kronecker delta
function.
Recalling (5) and (6), we find that by the Taylor series
Φn(θm, rm) can be expressed in a tractable Fresnel approxi-
mation [41] form as
Φn(θm, rm) = −δnd sin θm + δ2n
d2 cos2 θm
2rm
. (15)
Substituting (15) into (6) yields
an,m = κn,me
j
(
δn
2pid
λ
sin θm−δ
2
n
pid2
λrm
cos2 θm
)
. (16)
Then, (12) can be directly reframed as
yn(k) =
M∑
m=1
κn,me
j(δnαm−δ2nβm)sm(k) + zn(k), (17)
where αm =
2pid
λ sin θm and βm =
pid2
λrm
cos2 θm.
It should be noted that βm is corrupted by the distance factor
rm, while αm is not corrupted. We know that αm reflects the
phase delay of the far-field mode. The associated far-field array
steering vectors are given by
am(θm) =
[
1, ej
2pid
λ
sin θm , · · · , ej 2pi(N−1)dλ sin θm
]T
. (18)
Substituting (17) into (14), we have
[R]p,q =
M∑
m=1
κp,mκq,m[Rs]m,me
j(p−q)αm
e−j(δ
2
p−δ
2
q)βm + σ2δ(p− q), (19)
where δp = p − nc and δp ∈ { 1−N2 , · · · , 0, · · · , N−12 }. From
Eq. (19), we can obtain the corresponding expression of far-
field sources with identical incident DoAs group as follows:
[R¯]p,q =
M∑
m=1
[Rs]m,me
j(p−q)αm + σ2δ(p− q), (20)
where R¯ indicates the ideal far-field signal covariance matrix.
By comparing (19) and (20), the distinguishing amplitude
feature for the m-th source between far field and near field
can be calculated as
κp,mκq,m ≈ 1 + d sin θm
rm
(δp + δq). (21)
For q = p+ t where t ∈ {−(N − 1),−(N − 2), · · · , N − 1},
the squared magnitude of the element-wise differences in the
far-field and near-field patterns is given by (22) (at the top
of the next page), which represents the approximation error.
Then, for the purpose of minimizing the approximation error
in (22), a VCM approximating the far-field covariance matrix
can be constructed according to the Hermitian and Toeplitz
properties of the far-field covariance matrix. It is easily seen
that if t/2 is an integer, (22) achieves the minimum error at
xp = −t/2; otherwise, if (t− 1)/2 is an integer, (22) reaches
the minimum value at δp = −(t − 1)/2 or δp = −(t+ 1)/2.
In light of the above observation, the VCM is constructed as
R̂ according to
[R̂]p,p+t =
[R]χl(t),χl(−t) + [R]χr(t),χr(−t)
2
, (23)
where χl(t) = ⌊nc − t2⌋ and χr(t) = ⌊nc − t−12 ⌋.
Fig. 3 shows the beam patterns obtained based on R
and R̂, respectively. We can see that, compared with the
original covariance matrix based scheme, the reconstructed
VCM based scheme exhibits sharper peaks at the DoAs and
lower sidelobes. Applying SVD to the reconstructed VCM
(23), we readily obtain
R̂ = Ξ̂sΛ̂sΞ̂
H
s + Ξ̂zΛ̂zΞ̂
H
z , (24)
where Ξ̂s = [ξ1, ξ2, · · · , ξM ] ∈ CN×M is the eigenvector ma-
trix of the signal subspace and Ξ̂z is the eigenvector matrix of
the noise subspace; Λ̂s and Λ̂z denote the eigenvalue matrices
of the signal subspace and the noise subspace, respectively.
In far-field array signal processing, the subspace spanned by
the far-field array steering vectors is equal to the eigenvector
6∣∣∣∣[R]p,p+t − [R¯]p,p+t∣∣∣∣2 ≈ M∑
m=1
∣∣∣[Rs]m,m∣∣∣2
[(
(t+ 2δp)
d sin θm
rm
)2
+
(
κp,mκq,mt (t+ 2δp)
pid2
λrm
cos2 θm
)2]
. (22)
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Fig. 3. Beam patterns of original and reconstructed covariance
matrices with two signals, which are propagated from −30◦ and 45◦.
matrix Ξ̂s, i.e.,
span [ξ1, · · · , ξM ] = span [a1(θ1), · · · , aM (θM )] , (25)
where span[·] stands for the span of a set of vectors.
IV. PROPOSED DEEP COMPLEX NETWORK
ARCHITECTURE
A. Deep Complex Network Architecture
In signal processing, for the convenience of signal repre-
sentation, we usually deal with complex-valued signals that
contain both the amplitude and phase information. Inspired
by [34] and [35], we design a deep complex network for
meaningful information extraction, which is used to carry out
the DoA estimation.
The proposed complex-valued network is able to simulate
the complex arithmetic operations in an internal mechanism.
Let c denote a complex number in the form of c = u+jv with
u, v ∈ R. Assume that the input of the l-th layer of the network
is a complex vector cl = ul + jvl, where ul and vl are real
vectors. In the l-th layer of the proposed CVNN model, the
complex weight matrix Wl and complex bias vector bl are
expressed as
Wl =WlR + jW
l
I, b
l = blR + jb
l
I, (26)
whereWlR andW
l
I correspond to the real and imaginary parts
ofWl, respectively; blR and b
l
I denote the real and imaginary
parts of bl, respectively.
Empirically, the depth of the network plays an important
role in classification or regression tasks from a training point of
view. However, deeper networks may result in more intractable
issues, such as the gradient exploding or vanishing. Inspired
by the ResNet proposed in [43], we develop a residual block
architecture consisting of several blocks, where a shortcut
connection is added to realize the linear superposition of the
input itself and its nonlinear transformation in each block. The
specific components of each block are shown in Fig. 4.
Input data sequence
MaxPooling
Conv1D Residual Block
MaxPooling
Conv1D Residual Block
Flatten
Affine Layer
Csigmoid + Phase Mapping
shortcut
Padding
Ctanh
Conv1D
Ctanh
Conv1D
Affine Layer
Affine Layer
Output
Fig. 4. The deep complex ResNet model. The network is shown on
the left side, and the right side represents the Conv1D residual block
diagram.
As shown in Fig. 4, the architecture of the proposed com-
plex ResNet is composed of two alternations of convolutional
and pooling layers, a flatten layer, and three affine layers. In
our proposed deep complex network, two 1-D convolution
(Conv1D) layers are contained in a convolutional residual
block. We mainly employ 2 residual blocks to learn the
phase-related features of the input complex-valued data. The
residual block is followed by a pooling layer, which extracts
the critical features. The results after pooling are flattened
into a column and fed into a complex affine layer, whose
outputs are mapped to real-valued phases by specially devised
activation functions. Finally, since we define the near-field
DoA estimation as a regression problem, several real affine
layers must be connected to the end of network to predict the
continuous phase variable. The details of each type of layer
representation are listed in the following.
1) Affine layer: Affine means that the neurons between adja-
cent layers are fully connected. The complex-valued arithmetic
process is expressed as[ℜ(Wlcl)
ℑ(Wlcl)
]
=
[
WlR −WlI
WlI W
l
R
] [
ul
vl
]
. (27)
The signal flow diagram of the complex-valued affine layer is
shown in Fig. 5.
2) Convolution layer: The convolution operation of the
CVNN, analogous to affine layer, is expressed as
Wl ⊛ cl =(WlR ⊛ u
l −WlI ⊛ vl)
+ j(WlI ⊛ u
l +WlR ⊛ v
l). (28)
Additionally, the Conv1D filters are employed in 1-D input
features analysis. If the size of the input matrix is Li × Fi,
where Li is the length of the input vector and Fi is the number
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Fig. 5. The schematic model of the affine layer of the proposed
CVNN.
of the feature channels, then the required filter has a dimension
of Lc ×Fi ×Fc × Sc, where Sc is the stride used to describe
the step size of the convolution operation and Lc is the length
of the filter. In addition, Fc represents the number of filters,
and it determines the number of output channels. A filling-up
convolution method, known as “SAME” padding, is conducted
to avoid losing information from the original data. Then, the
dimension of the output after Conv1D will be ⌈Li/Sc⌉×Fc =
Lco×Fc for “SAME” padding. After applying the 1-D pooling
layer with the Lp × Sp kernel, the final size of the output
becomes ⌈Lco/Sp⌉ × Fc, where Lp denotes the length of the
pooling kernel and Sp is the stride of the pooling kernel.
3) Pooling layer: In convolutional neural networks (CNNs),
the pooling layer is often placed behind the convolution layer
to incorporate the features from small neighborhoods. As a
result, the key features for prediction can be obtained, while
sparse and valid information can be retained. In this paper,
the max-pooling layers are applied to the real and imaginary
parts, respectively.
B. Activation Function and Backpropagation
For CVNNs, the activation function is the most critical part,
since it directly determines the nonlinear fitting ability and the
convergence of the back propagation (BP) algorithms [30].
Generally speaking, complex activation functions should be
analytic and bounded. In other words, the functions should
satisfy the Cauchy-Riemann (C-R) equation. In the complex
analysis, Liouville’s theorem states that complex functions that
are both analytic and bounded must be constant functions
[36]. However, in existing literature, many researchers prefer
bounded functions to analytic functions. Simultaneously, due
to the fact that the phase information is determined by both
the real and the imaginary parts, we consider an activation
function that affects the magnitude to indirectly achieve the
phase learning. To this end, a split complex function is
employed in convolution layers, and it is given by
Ctanh(c) = tanh(u) + j tanh(v). (29)
Although the activation function f(c) = Ctanh(c) is non-
analytic, it is bounded in the complex domain. The bound-
edness of the activation function eliminates the appearance
of singular points. Considering that our training targets have
values in the interval (−pi/2, pi/2), it will cause a large angle
Predicted DoAs
Subspace vector 1 Subspace vector M?
CVNN CVNN
covariance matrix
crop
Fig. 6. The CVDL based DoA estimation framework.
error in degrees even when the small training loss is reached.
Rescaling from the target values in radians does not work.
Note that the mean of the target data is zero. To make the
model focus more on small differences, we adopt the tanh
function in affine layers since it has the highest slope at the
zero point. Such a design can cause the gradient boosting with
small prediction differences.
We also devise a special activation function for a mapping
from the complex domain to the real domain, thus facilitating
the measurement of prediction errors. To be specific, after
the complex affine layer we define the following activation
functions:
Csigmoid(c) = sigmoid(u) + jsigmoid(v), (30)
ρ = arctan
ℑ(c)
ℜ(c) = arctan
(
c− c∗
c+ c∗
)
, (31)
where ρ is the real-valued phase corresponding to the output
of complex affine layer. To avoid the invalid division in (31),
we employ the sigmoid function in (30) to keep the real part
of the output greater than 0.
In CVNNs, the derivable function L regarding the real and
imaginary parts of parameters can also be applied to BP,
respectively [44]. The derivative processing for the real and
imaginary parts is written as
∂L
∂c
= ℜ(∇L(c)) + jℑ(∇L(c)), (32)
∂L
∂W
= ℜ(∇L(c))
(
∂u
∂WR
+ j
∂u
∂WI
)
+ ℑ(∇L(c))(
∂v
∂WR
+ j
∂v
∂WI
)
. (33)
Accordingly, the network parameters WlR and W
l
I are iter-
atively updated by means of the stochastic gradient descent
(SGD) algorithm [30].
C. Training Strategy
We intend to propose a strategy which can be applied to
different numbers of antennas at the receiver array, instead of
training special DNNs with different input dimensions corre-
sponding to various numbers of antenna elements. Different
8from the existing methods, we design new input features for
a general deep network in our DoA estimation framework.
The training strategy can be seen from Fig. 6. Above all, the
VCM derived from any N -element antenna is cropped to a
fixed size so as to retain the key features. The cropped VCM
is constructed as
R =
[
R̂
]
N−Nin
2 +1:N−
N−Nin
2 +1,
N−Nin
2 +1:N−
N−Nin
2 +1
= ΞsΛsΞ
H
s +ΞzΛzΞ
H
z , (34)
where Nin × Nin(Nin < N) is the cropped block size of
the original VCM. Given the signal subspace vectors Ξs =[
ξ
1
, · · · , ξ
M
]
, the input features are constructed as
cinput = ξm ∈ CNin , m = 1, 2, · · · ,M. (35)
Finally, independent subspace vectors are adopted as training
samples to perform the learning task.
Algorithm 1 The proposed CVDL-aided DoA estimation
method
Input:
The received signals y(k), k = 1, 2, · · · ,K;
The number of near-field sources M ;
Output:
The estimates of DoA, θˆ;
1: Calculate the covariance matrix R based on the samples y(k)
according to (10);
2: Reconstruct the VCM R̂ according to
[R̂]p,p+t = {[R]δl(t),δl(−t) + [R]χr(t),χr(−t)}/2;
3: Crop the VCM R̂ obtained by (23) to acquire the compressed
signal subspace Ξs based on (34);
4: Devise the input feature representations cinput based on (35) to
build the training samples;
5: Feed the data into the proposed CVNN depicted in Fig. 4, and
perform forward propagation to obtain the network output θˆ;
6: return θˆ;
In this paper, more attention is paid to angle prediction in
regression tasks. Both mean squared error (MSE) and mean
absolute error (MAE) are popularly used for regression loss
metrics [45]. Although the MSE loss is easy to compute the
gradient, large errors have relatively greater influence on the
MSE than the small errors due to the square. Compared with
the MSE, the MAE loss is more robust to outliers since it
does not use square. Moreover, the MAE is more useful if we
are concerned about small errors such as subtle radian errors.
Therefore, a typical MAE loss function is defined as
L(θˆ, θ) = 1
BM
B∑
b=1
‖θˆb − θb‖1, (36)
where B is the total number of data samples. The true and
estimated DoAs for the b-th sample are denoted by θb and θˆb,
respectively.
For the purpose of extending to multi-source DoA estima-
tion, we employ a training strategy that only uses the signal
subspace vector as training samples. As such, the subspace
vectors associated with multi-DoA are fed into the network
Table I: CVNN Hyperparameters
Layer Name Configuration
Input Nin × 1
Residual Block 1
Conv1D ×2 3× 1× 8× 1
Conv1D ×2 3× 8× 8× 1
MaxPooling 2× 2
Residual Block 2
Conv1D ×2 3× 8× 4× 1
Conv1D ×2 3× 4× 4× 1
MaxPooling 2× 2
Flatten Nflat
Affine (Csigmoid + Phase Mapping) 20
Affine 10
Affine 10
Output 1
Table II: RVNN (TDNN [30]) Architecture
Layer Name Layer Specification
input layer input dim = N ′in
hidden layer 1 context size = 5, filter num = 8
hidden layer 2 context size = 5, filter num = 8
hidden layer 3 context size = 5, filter num = 4
hidden layer 4 context size = 5, filter num = 2
hidden layer 5 context size = 5, filter num = 1
dense layer output dim = 10
dense layer output dim = 10
output layer output dim = 1
separately to train and predict. The proposed CVDL-aided
DoA estimation method is summarised in Algorithm 1.
D. Complexity Analysis
We use the total number of floating-point operations
(FLOPs) to measure the computational complexity of the
proposed network. The computational complexities of both
the convolutional and dense layer operations are 4 times more
expensive than their real counterparts but with the same order
[35]. According to [46], in real-valued networks, the FLOPs
of a conv1D layer is given by 2Li(FiL
2
c+1)Fc and the FLOPs
of a dense layer is given by (2I−1)O, where I and O denote
the input and output dimensions, respectively.
Regarding the deep complex model, the hyperparameters of
the CVNN are detailed in Table I. These parameters are listed
according to the order of the layers depicted in Fig. 4, and
the network configuration Lc × Fi × Fc × Sc corresponds to
the numerical expression of the Conv1D kernels in the third
column of Table I. For the training and test sets, each sample of
the dataset contains Nin entries taken from the signal subspace
Ξs generated by using (34). The number of neurons in the
flatten layer is denoted as Nflat.
The time delay neural network (TDNN) architecture pro-
posed in [30] has been taken as the RVNN-based baseline
scheme for regression prediction, and its structure and param-
eter settings are shown in Table II. Since the RVNN cannot
directly deal with the complex-valued features, according to
9[30], the real and imaginary parts of (35) are concatenated as
the input tensor, i.e.,
uinput =
[ℜ(cinput)
ℑ(cinput)
]
∈ RN ′in , (37)
where N ′in = 2×Nin indicates that the input size of the RVNN
is twice as the input size of the CVNN.
For the case of Nin = 33, the total number of FLOPs of the
proposed CVNN is about 0.24 million. In this case, we have
N ′in = 66 for the real TDNN and its total number of FLOPs
is about 0.34 million. Note that the proposed CVNN can
keep operations within complex structures while conventional
RVNNs achieve brute-force fitting by increasing network depth
and dimensions.
Table III: Parameters of the Near-Field Source Dataset
Parameters
Value and Range
Training Set Test Set
Distance (in λ) (200, 1800) step: 25 (200, 1800) step: 25
Direction (◦) (-90, 90) step: 0.01 (-90, 90) step: 0.1
Snapshots 100 100
SNR (dB) 10 10
V. SIMULATION RESULTS AND DISCUSSIONS
A. Simulation Setup
In this section, the CVDL-aided DoA estimation approach is
evaluated by numerous simulations. All parameter settings are
in accordance with the near-field region. The implementation
of our deep network is based on TensorFlow [47]. The
estimation results are compared with the MUSIC method in
[19], the SVR method in [27] and the real TDNN scheme in
[30]. The root mean square error (RMSE) is used to evaluate
our proposed model.
To elaborate a little further, the transmitted signals with
carrier frequency of fc = 28 GHz are used. The corresponding
wavelength is λ = 0.0107 m. We consider a ULA with
N = 65 array elements, thus the position of the reference
array element is nc = 33. We set the array spacing as d = λ/2.
Then, the array aperture is D = 32λ, and the Fresnel region
is between 112λ and 2048λ [41].
For the dataset, the received signals are collected by using
(9), and the input datasets are generated according to the
scheme proposed in Section III-B. In attempting to capture the
impact of multiple factors, the dataset should cover a variety
of conditions, such as snapshots, directions and distance from
the reference array element, which are summarized in Table
III. Note that we train the CVNN offline by employing the
raw data with additive noise as the training samples, where
the SNR and the number of snapshots are fixed at 10 dB
and 100, respectively. Then we will test the performance of
online deployment under various SNRs and snapshots. Based
on our CVNN framework, the learning model of multi-source
scenarios can be trained via adding subspace vector samples
associated with multi-DoA. As an initial work and for the sake
of simplicity, we take M = 1 as an example.
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Fig. 7. Model training results for different loss functions. (a) Learning
curve of 200 epochs in the offline training phase. (b) Comparing test
errors trained with different loss metrics.
During the training process, the SGD method is employed
to speed up the training, and the adaptive moment estimation
(Adam) algorithm [48] is used to update the parameters. To
investigate the loss functions that are appropriate for our
regression predictive modeling problems, Fig. 7 analyzes the
effects of different loss metrics (i.e., MAE and MSE) on
learning behavior and test performance. Fig. 7(a) shows that
both models converge to a steady state and the MSE loss
are declining faster than the MAE loss. This is because the
gradient of the MSE loss is high for larger loss values at initial
epochs. The spikes appearing in the learning curve are the
unavoidable consequences of the mini-batch GD methods. We
plot Fig. 7(b) to compare the test errors (in rad) trained with
the MAE and MSE loss metrics. It is seen that the MAE-
based test error can reach far below 0.05 after convergence,
but the MSE-based test error is above 0.1. This validates the
effectiveness and suitability of the MAE loss for our regression
predictive task.
In addition, we also study the impacts of residual blocks on
the whole network performance. We train different networks
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Fig. 8. Residual block’s impact on learning.
with different numbers of residual blocks. Fig. 8 compares
the MAE loss achieved by different networks. We see that the
convergence rate improves with the number of residual blocks
increasing from 1 to 3. The train error achieved by the 1-block
network is worse than that of the other two networks. Although
the 3-block network exhibits faster convergence than the 2-
block network, the error performances of both two networks
are comparable.
B. Numerical Results
In the following simulations, we mainly compare the per-
formance of the proposed CVNN with that of the baseline
methods under different conditions.
First, a box plot is shown in Fig. 9 to explore the near-field
DoA estimation performance in details, such as the distribution
of predictive error. We select 6 representative directions from
(−90◦, 90◦), and obtain the corresponding 6 groups of test
results by real and complex networks. The SNR and the
number of snapshots for all test samples are kept at 10 dB
and 100, and these samples are placed on the circumference
having a radius of 1000λ and centred on the reference array
element. In Fig. 9, the boxes represent the interquartile range
(IQR), and the red line on each box denotes the median.
The whiskers (dashed lines outside the box) indicate the non-
outlier range. The outliers beyond the whiskers are shown as
blue “+” symbols. The box plots for both networks show the
ranges and distributions of the degree errors obtained with
500 realizations. We can see that the mean of degree errors
achieved by the CVNN is closer to zero than that achieved by
the TDNN in all directions. Compared to the proposed CVNN
method, there are significant large outliers for the TDNN
estimates. Besides, the IQR of the CVNN in each direction
is narrower than that of the TDNN, which demonstrates that
the CVNN is superior to the RVNN in terms of estimation
robustness. It should be noted that the RVNN does not take
into account the correlation between the real and imaginary
parts of the input features. In contrast, the internal structures
of the complex-valued data are fully exploited by the proposed
CVNN.
To test the generalization of the proposed model, we eval-
uate the RMSE performance under different distances and
numbers of antennas. Fig. 10 shows the RMSE performance
of the DoA estimation performed in 200 Monte Carlo simula-
tions. In Fig. 10(a), the signal sources are placed at different
distances, including 600λ, 800λ, 1000λ, and 1200λ. It is seen
that, at different distances, there is almost no difference in the
prediction performance of CVNN, which demonstrates that
our proposed parameter decoupling method is effective. The
RMSEs of DoA decrease with the increasing SNR. Even at
the worst SNR of -10 dB, it can still achieve the RMSE of
about 0.4. It is noted that the CVNN model offline trained
at a fixed SNR of 10 dB can work well under other SNRs.
Next, Fig. 10(b) investigates the estimation performance of our
scheme applied to different numbers of antennas. We observe
that the RMSEs for all cases exhibit the same performance.
This indicates that the cropped VCM based scheme is feasible
and flexible, since we do not need to redesign new networks
for different input shapes with arbitrary antenna size.
Fig. 11(a) shows that the estimation performance tends to
become better as the number of snapshots increases. It is worth
pointing out that the CVNN model offline trained with 100
snapshots can work well under the other number of snapshots.
We also notice that, with only 64 snapshots, the estimation
performance can achieve the similar precision as that derived
from more snapshots, which greatly reduces the latency in
signal processing. Further, Fig. 11(b) explores the performance
of the CVNN scheme with respect to the input size Nin based
on the received data sampled from the MIMO system with 129
antennas. We observe that, when the input size increases, the
RMSE of our method decreases significantly. This is because
the larger input size means that the received information of
more antennas is utilized, thus avoiding the loss of original
features. Moreover, the performance results in Fig. 11 reveal
that the DoA estimation precision is no longer sensitive to
SNR when SNR is greater than -4 dB.
Fig. 12 compares the performance between the proposed
method and the baseline estimators. In the first case shown
in Fig. 12(a), we set K = 100. Clearly, as the SNR varies
from -10 to 10 dB, the RMSEs of all methods are gradually
decreasing. Note that the proposed CVNN outperforms the
baseline schemes, because they call for relatively high SNRs
to reach the low RMSE, while the RMSE of the proposed
CVNN method can reach below 0.5 even at the worst SNR of
-10 dB. The RMSE comparison among different techniques
at a fixed SNR of 5 dB is illustrated in Fig. 12(b). We
see that the CVNN has the competitive performance when
compared with the baseline methods with the same number
of snapshots. Moreover, the CVNN method requires only 50
snapshots to reach the same level achieved by 100 snapshots.
In conclusion, these results demonstrate the robustness of the
proposed method to low SNR environments and the small
number of snapshots.
VI. CONCLUSION
In this paper, a deep complex-valued network has been
designed for near-field DoA estimation, which is modeled
as an end-to-end regression problem. The proposed CVDL-
aided DoA estimation framework can deal with complex-
valued features directly. A VCM has been reconstructed to
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Fig. 10. The RMSE performance versus SNR for (a) different
distances; (b) different numbers of antennas.
decouple the distance parameter from the angle parameter so
that the angular variation information in the regression task
can be learned smoothly. The 1-D convolutional ResNet with
MAE loss has been designed for our specific regression task
to enhance the training effects. Our simulation results have
demonstrated that the CVDL model is superior to the baseline
methods in terms of the performance of near-field direction
finding. Furthermore, the proposed approach can work well
when generalized to other SNRs and numbers of snapshots.
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Fig. 11. RMSE performance versus SNR for (a) different numbers
of snapshots; (b) different input sizes.
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