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ABSTRACT
A numerical model was developed based upon the Cubic-Interpolated Pseudo-particle
(CIP) Combined Unified Procedure (CIP-CUP or C-CUP) method equipped with a Large
Eddy Simulation (LES) model and a re-initialisation method. The model was validated and
applied to the laminar dam-break flow problem, the turbulent dam-break flow problem and
the tidal bore flow with a weak breaking front.
In the laminar dam break flow problem the model resolved the free surface profiles,
and the flow calculations were in good agreement with the experiment studies of Martin
and Moyce (1952) and the experimental and numerical test of Koshizuka et al. (1995) and
Koshizuka and Oka (1996). In the turbulent dam break flow problem, the model included a
LES turbulence model and it was applied to a dam break wave in a relatively long channel.
The shape of the leading edge was compared with the experimental studies, e.g. Dressler
(1952, 1954); Cavaille´ (1965) and theoretical studies, e.g. Chanson (2005, 2006). In the
tidal bore flow with a weak breaking front, the model equipped with a LES turbulence
model reproduced accurately the large deformation of the free surface immediately after
gate closure and the bore generation. The free-surface profile and surge front celerity data
were in good agreement with the experimental data of Koch and Chanson (2005). At a
fixed sampling location, the numerical results showed the existence of some short-lived flow
reversal next to the bed immediately after the bore front passage. This flow feature was
documented by Koch and Chanson (2005) and Chanson (2007). By applying the method to
these complex flows, it was shown that the numerical technique was effective for the analysis
of various flows in civil engineering applications.
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NOTATION
The following symbols are used in this report :
Cs Sound velocity [m/s];
Cs,air Sound velocity in the air [m/s];
Cs,water Sound velocity in the water [m/s];
Csmg Smagorinsky coefficient;
Dij Strain-rate tensor;
D¯ij Strain-rate tensor by the grid scale (GS) expression;
d Flow depth measured normal to the invert [m];
d0 Initial flow depth measured normal to the invert [m];
d1 Flow depth measured normal to the invert (Fig.17) [m];
d2 Flow depth measured normal to the invert (Fig.17) [m];
g Gravitational acceleration constant;
h Gate opening height after closure [m];
N Number of grids;
Nsurface Number of grids at the free surface;
P¯ Modified pressure (macropressure) [Pa];
p Pressure [Pa];
p¯ Pressure by the grid scale (GS) expression [Pa];
t Time [s];
U Surge front celerity [m/s];
u Horizontal velocity component [m/s];
ui Velocity for i direction [m/s] ;
u¯i Velocity by the grid scale (GS) expression [m/s];
Vx Velocity component for in x-direction [m/s];
Vy Velocity component for in y-direction [m/s];
V0 Initially steady velocity [m/s];
V1 Mean velocity (Fig.17) [m/s];
V2 Mean velocity (Fig.17) [m/s];
V∗ Shear velocity [m/s] (=0.044 [m/s] for the experiments of Koch and Chanson
(2005));
v Vertical velocity component [m/s];
x Leading edge position [m];
x0 Initial leading edge position [m];
xi Space for i direction [m];
yu Vertical position of u from the bed [m];
yv Vertical position of v from the bed [m];
iv
Greek symbols
γ Specific heat rate (=1.4);
∆ Filter width (in LES model);
δij Kronecker delta, if i = j then δ = 1, else δ = 0 ;
µair Dynamic viscosity in the air [Pa · s] (= 1.82× 10−5 at 20◦C and atmospheric
pressure);
µwater Dynamic viscosity in the water [Pa · s] (= 0.001002 at 20◦C);
ν Kinematic viscosity [m2/s];
νe Sub Grid Scale (SGS) eddy viscosity [m
2/s];
ρ Density [kg/m3];
ρair Air density 1.166 [kg/m
3];
ρwater Water density 998.2 [kg/m
3];
τij Residual stress;
φ Shape function, means physical conditions. ;
Superscript
n Time step;
n + 1 Time step after ∆t from time step n;
∗ Middle time step after non-advection phase calculation;
∗∗ Middle time step after pressure calculation;
orig Original value;
rini Value after re-initialised;
Subscript
i, j Direction (i.e. 1 means x direction and 2 means y direction) ;
l, m Grid points;
surface At the surface ;
x X-direction;
y Y -direction;
Abbreviations
AD Amount of differential value of φ;
AMR Adaptive Mesh Refinement method;
CIP Cubic Interpolated Pseudo-particle method;
C-CUP CIP-Combined Unified Procedure;
CSF Continuum Surface Force;
CSL Conservative Semi-Lagrangian;
GS Grid Scale (in LES modelling);
LES Large Eddy Simulation;
SGS Sub Grid Scale (in LES modelling);
SMAC Simplified Marker and Cell method;
SPH Smoothed Particle Hydrodynamics method;
TCAS Toyama CoAstal flow Simulator;
VOF Volume of Fluid method.
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1 INTRODUCTION
1.1 PRESENTATION
Free surface flows constitute an important practical problem in civil engineering (e.g.
ocean, coastal and river engineerings). Their numerical prediction is required on many
designs of coastal structures, and prevention disasters (e.g. tsunami and high tide). The
advantage of the numerical study is the low cost, the ease to re-build the experiments and
the ability to obtain pressure and velocity distributions for the whole calculated area with
a fine resolution and small time step intervals.
There are several methods to solve the free surface flows: Volume of Fluid (VOF) method
[Hirt and Nichols (1981)], Level-Set method [Sussman et al. (1994)], Particle-based method
[e.g. Smoothed Particle Hydrodynamics (SPH), Monaghan (1988)] and Cubic Interpolated
Pseudo-particle Combined Unified Procedure (CIP-CUP or C-CUP) method [Yabe and
Wang (1991)].
The VOF method is a typical technique for the free surface flow simulation [Hirt and
Nichols (1981); Lin and Liu (1998)]. The method dealt with only liquid-phase, the set-
tings of the boundary condition at the surface was often complex, and the method did not
consider the interaction effect between the liquid and the gasMizutani et al. (2002). Re-
cently the method has an ability to solve the multi-phase flow including another method,
[e.g. Simplified Marker And Cell (SMAC), CIP, level-set method etc. Phung et al. (2004)].
The level-set method considers the interaction between gas and liquid at the free-surface
[Sussman et al. (1994); Negishi et al. (2005)]. The method sets a level-set function at the
arbitrary points. That function is related to the distance from the arbitrary point to the
free-surface. In particle-based methods represented by the SPH method [Monaghan (1988);
Gingold and Monaghan (1982); Koshizuka and Oka (1996)], the setting of the free surface
boundary condition is easier than with the VOF and level-set methods. The particle-based
method needs however a large number of particles for good accuracy, and the method re-
quires a search process to find the neighbor cells. Its computational complexity becomes
O(N2) where N is a number of particles. The C-CUP method [Yabe and Wang (1991)] uses
the Cubic Interpolated Pseudo-particle (CIP) method [Yabe et al. (1991)] for the advection
phase of governing equation. By definition, the fluid is compressible fluid and the Poisson
equation for pressure is derived. The equation is solved in terms of the local sound velocity
in each phase (i.e. gas and liquid phases). The method has the ability to be solved using an
unified procedure even if the phases are different. Though the method solves the interaction
between the gas and the liquid, the complex boundary conditions are not necessary at the
free surface [Yabe et al. (2005)].
In civil engineering applications, there are some difficult problems to simulate the free
surface flow, including:
1. Large deformation of fluid with numerical diffusion,
2. Air-water interaction at the free surface.
In general, the numerical methods have some numerical diffusion problem near the step
(discontinuity) region of the physical value. The reproduction of the flow with large defor-
mations of the fluid is a difficult problem. The free surface flow simulation must overcome
this problem. For the second application, the reproduction of the phenomenon is very dif-
ficult with the traditional Eulerian method. The method needs the boundary conditions at
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Figure 1: Tidal bore of the Dordogne river in front of Saint-Pardon (France) (Courtesy of
Antony COLAS)
the contact region of liquid and gas, and the condition settings are not simple. When there
are some requirements of calculation for the water drops and the air entrainment (i.e. wind
wave with the breaking waves etc.), the settings become very complex.
It is believed that the C-CUP method is a reasonable choice for the free surface flow
modelling in many civil engineering applications. There are some previous studies which
applied the C-CUP method to civil engineering applications. Mizutani et al. (2002) devel-
oped a numerical scheme to solve gas and liquid mixing flow-field based C-CUP method.
They applied the scheme to the dam break problem. They improved the numerical dif-
fusion at the air-water interface by using a complete conservation algorithm. Yokoi and
Xiao (2002) used the C-CUP method for analyzing the circular hydraulic jumps with a
Continuum Surface Force (CSF) model. Momoki and Yoneyama (2005) used the C-CUP
method to calculate the impulsive breaking wave force that acts on coastal structures with
the conservative CIP method [i.e. Conservative Semi-Lagrangian (CSL) method Nakamura
et al. (2001)]. Hong et al. (2005) tested the C-CUP method with the level-set method in the
dam breaking problem and applied it to analyze the breaking phenomena of ships’ waves in
narrow and shallow waterways. Kawasaki (2005a,b); Kawasaki and Hakamata (2006) devel-
oped DOLPHIN-2D/3D numerical model based on the CIP method with LES turbulence
model and they solve the solid-gas-liquid interactions.
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Figure 2: Definition sketch of an instantaneous dam break wave in a horizontal channel
(Top) Flow field before and after dam break (Bottom) Instantaneous free-surfaced profile -
Comparison between RITTER’s solution (thin dashed line) and real-fluid flow (thick solid
line)
1.2 OPEN CHANNEL APPLICATIONS
A number of hydraulic engineering applications cannot be solved analytically because
of the complexity of the relevant equations. Two examples are the tidal bore and the dam
break wave flow. Both applications are unsteady open channel flows characterized by a
rapidly changing free-surface.
In macro-tidal estuaries, a tidal bore may form during spring tide conditions when the
flood tide is confined to a narrow funneled channel. The bore is a series of waves propagating
upstream as the tidal flow turns to rising . The most powerful tidal bores are probably those
of the Qiantang river (China) and the ”pororoca” of the Amazon river (Brazil). Smaller tidal
bores occur on the Severn river near Gloucester, England, on the Garonne and Dordogne
rivers, France, at Turnagain Arm and Knik Arm, Cook Inlet (Alaska), in the Bay of Fundy
(at Petitcodiac and Truro), on the Styx and Daly rivers (Australia), and at Batang Lupar
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(Malaysia) . Figure 1 illustrates the tidal bore of the Dordogne river. The occurrence
of tidal bores has a significant impact on river mouths and estuarine systems [Chanson
(2007)]. Bed erosion and scour take place beneath the bore front while suspended matters
are carried upwards in the ensuing wave motion. The process contributes to significant
sediment transport with deposition in upstream intertidal areas. The existence of tidal
bores is based upon a fragile hydrodynamic balance, which may be easily disturbed by
changes in boundary conditions and freshwater inflow [e.g. Malandain (1988)]. Man-made
interventions led to the disappearance of several bores with often adverse impacts onto the
eco-system : e.g., the mascaret of the Seine river (Fra.) no longer exists and the Colorado
river bore (Mex.) is drastically smaller after dredging. Although the fluvial traffic gained in
safety in each case, the ecology of estuarine zones were adversely affected. The tidal bores
of the Couesnon (Fra.) and Petitcodiac (Ca.) rivers almost disappeared after construction
of an upstream barrage. At Petitcodiac, this yielded the elimination of several diadromous
fish species, including the American shad, Atlantic salmon, Atlantic tomcod, Striped bass
and Sturgeon [Locke et al. (2003)].
There are numerous visual accounts of tidal bores, and most occurrences showed well-
defined undulations behind the leading wave, that is an undular bore process. The other
type of bores is the breaking bore. Field measurements in tidal bores are very limited and
most studies recorded a limited number of parameters with relatively coarse resolutions in
terms of time scales, spatial resolutions and velocity magnitudes. Further all field studies
were fixed-point measurements, but a tidal bore is a very dynamic process which extends
over several kilometers, sometimes tens of kilometers. The bore shape and characteristics
evolve rapidly with time in response to change in bathymetry. Previous studies rarely
encompassed turbulence except in a few limited studies [Horung et al. (1995); Koch and
Chanson (2005)].
Some numerical simulations were applied to the bore problem. Hirt and Nichols (1981)
applied the VOF method to reproduce the bore, but the numerical results were simply tested
in terms of the free-surface elevation. Madsen et al. (2005) applied their models to a case
study of the tidal bore in Huangzhou Bay and Qiantang River. Their models involved the
upwind treatment of convective terms, the central differences combined with the dissipative
interface, the forward time-centering and the various combinations of these techniques. The
model results are shown to be in good agreement with field data.
Another rapidly-varied flow is the dam break wave. This applications is directly rele-
vant to disaster prevention. Dam break waves have been responsible for numerous losses of
life. Related situations include flash flood runoff in ephemeral streams, debris flow surges
and tsunami run up on dry coastal plains. In all cases, the surge front is a sudden dis-
continuity characterized by extremely rapid variations of flow depth and velocity. Dam
failures motivated basic studies on dam break wave, including the milestone contribution
by Ritter (1892) following the South Fork (Johnstown) dam disaster (USA, 1889). Physical
modelling of dam break wave is relatively limited despite a few basic experiments. For the
last 40 years, there have been substantial efforts in dam break research. These efforts were
associated with the development of numerous numerical models and a few physical model
studies. But, at a few exceptions, there has been no new theoretical developments since the
basic works of Dressler (1952), Whitham (1955) and Chanson (2006) for horizontal channel
and Hunt (1982, 1984) for sloping channel. There have been also contradictory arguments
on flow fundamentals. For example, some measurements highlighted a boundary layer re-
gion in the surging wave leading edge while others obtained quasi-ideal vertical velocity
distributions Chanson (2006). Most studies were restricted to turbulent flows of Newtonian
4
fluid, but there were a few non-Newtonian fluid studies [e.g. Piau (1996); Chanson et al.
(2006); Chanson (2008)]. Figure 2 illustrates a typical dam break wave situation.
The dam-break problem has been used to test the validity of the numerical model. An
experimental study of Martin and Moyce (1952) is often referenced from numerical modelling
study of free surface flow. Stansby et al. (1998) studied dam-break flows where a thin plate
separating water at different levels and they compared with the shallow water model [Stoker
(1957)]. When Hirt and Nichols (1981) proposed the VOF method, they confirmed the free-
surface shape of the dam-break flow, and Phung et al. (2004) tested the VOF method under
the dam-break flow condition. Violeau and Issa (2007) confirmed the SPH method with
k −  turbulence model under the dam-break flow. Koshizuka and Oka (1996) compared
their SPH model with their experiment data, and a lot of researchers have referenced the
data for the confirmation of the validity of their model. Mizutani et al. (2002); Hong et al.
(2005); Negishi et al. (2005) tested the C-CUP method for dam-break flow and their works
were good agreement with the experiment of Koshizuka and Oka (1996); Martin and Moyce
(1952).
1.3 STRUCTURE OF THE REPORT
This report describes a numerical simulation method Toyama CoAstal flow Simulator
(TCAS) and the results for the free-surface flow in the civil engineering applications. The
TCAS includes the C-CUP method for the base numerical method and equips the LES for
the turbulence model. The model simulates the flow field of the laminar and turbulent
dam-break flow and tidal bore flow with weak breaking flow. They are compared with
experimental or theoretical data by Martin and Moyce (1952); Dressler (1954); Koshizuka
and Oka (1996); Koch and Chanson (2005); Chanson (2006).
Section 2 detail the numerical method. In the Section, the C-CUP method and addi-
tional techniques for the stable calculation are described. Numerical results are presented
in Section 3, and they are discussed in Section 4.
The program code (TCAS20080104A.c) in this study is attached in the Appendix A,
and this code is available to download from
http://www.toyama-cmt.ac.jp/~shoichi/TCAS/ , and
http://espace.library.uq.edu.au/ .
The short discussion of the numerical modelling of the free-surface flows with the large
free-surface deformations is attached in the Appendix B.
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2 METHODOLOGY
2.1 GOVERNING EQUATIONS
The two-dimensional continuity (incompressible & compressible fluid), momentum and
pressure equations are:
∂ ui
∂xi
= 0 (continuity equation for incompressible fluid) (2-1)
∂ ρ
∂t
+ ui
∂ ρ
∂xi
= −ρ∂ ui
∂xi
(continuity equation for compressible fluid) (2-2)
∂ ui
∂t
+ uj
∂ ui
∂xj
= −1
ρ
∂ p
∂xi
+
∂
∂xi
(2νDij)− gδi2 (momentum equation) (2-3)
∂ p
∂t
+ ui
∂ p
∂xi
= −ρC2s
∂ ui
∂xi
(pressure equation) (2-4)
where i, j = 1 and 2 correspond to the coordinates x and y respectively. Here ui (i = 1 and 2)
are the velocity components in the x and y directions, ρ is the density, t is the time, ν is
the kinematic viscosity, g is the gravitational acceleration constant, Cs is the local sound
velocity and Dij represents the strain-rate tensor, defined as
Dij =
1
2
(
∂ ui
∂xj
+
∂ uj
∂xi
)
(2-5)
2.2 LARGE EDDY SIMULATION (LES)
The governing equations [eq.(2-1)∼eq.(2-5)] are modified into the filtered equations for
the Large Eddy Simulation (LES) modelling [Lesieur et al. (2005, pp.39-49)]:
∂ u¯i
∂xi
= 0 (2-6)
∂ ρ
∂t
+ u¯j
∂ ρ
∂xj
= −ρ∂ u¯i
∂xi
(2-7)
∂ u¯i
∂t
+ u¯j
∂ u¯i
∂xj
= −1
ρ
∂ P¯
∂xi
+
∂
∂xi
(
2
(
ν + νe)D¯ij
))− gδi2 (2-8)
∂ P¯
∂t
+ ui
∂ P¯
∂xi
= −ρC2s
∂ u¯i
∂xi
(2-9)
D¯ij =
1
2
(
∂ u¯i
∂xj
+
∂ u¯j
∂xi
)
(2-10)
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where u¯i means the Grid Scale (GS) value of the velocity component ui, νe is the Sub Grid
Scale (SGS) eddy viscosity and P¯ is defined as:
P¯ = p¯ +
1
3
ρτii (2-11)
where τij = ¯uiuj − u¯iu¯j is called the residual stress. The p¯ value is deduced from the
modelling of the stress. In this study, P¯ is calculated coupling with eq.(2-8) and eq.(2-9)
(i.e. p¯ is not calculated). The method applies the Smagorinsky model [Smagorinsky (1963)]
for the SGS eddy viscosity coefficient νe:
νe = (Csmg∆)
2
∣∣D¯∣∣ (2-12)
where ∆ is the filter width (i.e. the grid size in this case ) and Csmg is the Smagorinsky
constant. In general Csmg = 0.10 ∼ 0.15 is used for the turbulent shear flows.
∣∣D¯∣∣ means
the absolute value of the strain-rate tensor on GS:∣∣D¯∣∣ = √2D¯ijD¯ij (2-13)
where the strain-rate tensor on the grid point (i.e. D¯ij ) was defined in eq.(2-10).
2.3 CUBIC-INTERPOLATED PSEUDO-PARTICLE - COMBINED
UNIFIED PROCEDURE (C-CUP) METHOD
The Cubic-Interpolated Pseudo-particle (CIP) method was proposed by Yabe et al.
(1991). In the method, each grid point has the gradient information of the physical values,
as well as the interpolated values between a grid and the neighbor grid. Hence the CIP has
an ability to solve the advection phase with high accuracy and stability.
A notable feature of CIP method is to split the governing equations to the advection
phase and the non-advection phase, and then the method solves each phase equation inde-
pendently. In the case of eq.(2-7) to eq.(2-9), these equations are split as:
∂ ρ
∂t
+ u¯j
∂ ρ
∂xj
= 0 (Advection phase for density) (2-14)
∂ ρ
∂t
= −ρ∂ u¯i
∂xi
(Non-advection phase for density) (2-15)
∂ u¯i
∂t
+ u¯j
∂ u¯i
∂xj
= 0 (Advection phase for velocity) (2-16)
∂ u¯i
∂t
= −1
ρ
∂ P¯
∂xi
(Non-advection phase for velocity: pressure term) (2-17)
∂ u¯i
∂t
=
∂
∂xi
(
2
(
ν + νe)D¯ij
))− gδi2
(Non-advection phase for velocity: diffusion and gravity term) (2-18)
∂ P¯
∂t
+ ui
∂ P¯
∂xi
= 0 (Advection phase for pressure) (2-19)
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∂ P¯
∂t
= −ρC2s
∂ u¯i
∂xi
(Non-advection phase for pressure) (2-20)
The CIP method is coupled with the unified procedure for the flow field calculation of the
two or more phases. It is called the CIP-Combined Unified Procedure (CIP-CUP or C-
CUP) method. The method introduces a time dependent Poisson equation for pressure. By
definition of the sound speed in both gas and liquid phases, the method solves the Poisson
equation. Combining eq.(2-17) and eq.(2-20), P¯ is solved by the following Poisson equation:
∇ ·
(∇P¯ ∗∗
ρn
)
=
P¯ ∗∗ − P¯ n
ρnC2s ∆t
+
1
∆t
∇ · un (2-21)
where the superscript n is a current time step and the superscript ** is the time step after
the pressure calculation (i.e. P¯ ∗∗ is the iteration solution after the pressure calculation and
P¯ n is the known pressure value at the time n), and Cs is the means sound celerity that is
function of the physical properties (e.g., liquid or gas phase). That is, a function of physical
conditions is needed. The following shape function is a popular way to estimate the physical
conditions:
∂ φ
∂t
+ u¯j
∂ φ
∂xj
= 0 (2-22)
where φ represents the physical property (i.e. air or water) and defined at each grid points
(l, m) as follows,{
φl,m = 0 for air
φl,m = 1 for water
(2-23)
In other words, φ is the local and instantaneous liquid fraction. Eq.(2-22) is an advection
equation. The CIP method solves the advection equation in high accuracy.
Eddington (1970) studied the sound velocity in a two-phase (liquid-gas) tunnel. He
showed the isothermal speed of sound in an air-water mixture as a function of the gas-to-
liquid volume ratio. In his study, a definite minimum could be seen for gas-to-liquid volume
ratio of 1.0 corresponding to the sound speed is 19.8 [m/s] ( 65 [fps] ). For simplification,
Shimizu et al. (2001) defined the sound velocity as:
C2s = (1− φ)C2s,air + φC2s,water (2-24)
where Cs,air and Cs,water are estimated as:
Cs,air =
√
γ
P¯
ρair
(2-25a)
Cs,water =
√
κ
P¯ + B
ρwater
(2-25b)
where γ is the specific heat rate, P¯ is the pressure, ρair is the air density and ρwater is the
water density. Here κ and B are experimental coefficients equal respectively to 7.15 and
304.9 [M Pa] [Shimizu et al. (2001)]. In this study, the speed of sound is calculated by a
similar method. Eq.(2-21) is solved by the Successive Over Relaxation (SOR) method [e.g.
Kajishima (2003, pp.64-69)] and the staggered grid (Figure 3) is used for the preventing the
pressure oscillation [e.g. Kajishima (2003, Section 3.4)].
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xy
Δx
Δy
scalar
velocity v
velocity u
Figure 3: Staggered Grid - definition point of u, v and scalar values
The equations (2-14)∼ eq.(2-19) and eq.(2-22) are expressed by the time differential
expression. Here the n and n + 1 means a time step. The n + 1 is the time step after the
∆t from the time step n. The C-CUP method needs 3 steps calculation for ∆t integration,
i.e.,
1. the pressure calculation,
2. the non-advection phase calculation,
3. the advection phase calculation.
The time step after the pressure calculation is denoted as ** and * after the non-advection
phase calculation. The superscripts are used in eq.(2-26) ∼ eq.(2-32) and in Figure 4. In
these equations and the figure, p¯∗∗ means the value after the pressure calculation (e.g. the
box of Pressure Calculation) and the u¯∗∗ means the value after the non-advection phase
calculation using the pressure value (p¯∗∗) (e.g. the box of CIP : non-advection Phase in
Figure 4). The equations defined by these time steps expression are:
ρ∗ − ρn
∆t
= −ρn ∂ u¯
n
i
∂xi
(Non-advection phase for density) (2-26)
u¯∗∗i − u¯ni
∆t
= − 1
ρn
∂ P¯ ∗∗
∂xi
(Non-advection phase for velocity: pressure term) (2-27)
u¯∗i − u¯∗∗i
∆t
=
∂
∂xi
(
2
(
ν + νe)D¯
∗∗
ij
))− gδi2
(Non-advection phase for velocity : diffusion and gravity term) (2-28)
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ρn+1 − ρ∗
∆t
+ u¯∗j
∂ ρ∗
∂xj
= 0 (Advection phase for density) (2-29)
¯un+1i − u¯∗i
∆t
+ u¯∗j
∂ u¯∗i
∂xj
= 0 (Advection phase for velocity) (2-30)
¯P n+1 − P¯ ∗∗
∆t
+ u∗i
∂ P¯ ∗∗
∂xi
= 0 (Advection phase for pressure) (2-31)
φn+1 − φn
∆t
+ u¯∗j
∂ φn
∂xj
= 0 (2-32)
2.4 STABILITY AND CONSERVATION TECHNIQUES
Some technical methods were added to the original C-CUP method for stable and conser-
vative calculations. The density values are only the water density and the air density under
the theoretical condition in this simulation. In the numerical study, some grid points may
have intermediate values. Because the CIP method implies the calculation of the advection
equation at high order, the density was calculated from the shape function eq.(2-22) which
is the advection equation.
The order of ∆t is restricted by the sound speed (about 10−5 ∼ 10−4[s]). In many
civil engineering applications, a huge number of time steps is required. With such long
integration times, numerical errors (i.e. numerical diffusion error) influence the calculation
results. A re-initialisation method is generally used [e.g. Yokoi and Xiao (2002); Hong et al.
(2005); Mizutani et al. (2002)]. This method defines a gas region (φ = 0), and liquid region
(φ = 1), and a surface region (φ = 0.5). First the grid points including φ = 0.5 are found
and the number of grid points are counted (Nsurface). At the other points, the following
conditions are applied,{
φ = 0 if φ < 0.5
φ = 1 if φ > 0.5
(2-33)
Figure 5 shows a schematic of the re-initialisation method. There is the numerical diffusion
area with grid points across the free-surface, before applying the re-initialisation method
[(Figure 5 (Left)]. The re-initialisation method keeps the numerical diffusion area within 1
grid points using eq.(2-33) as shown in Figure 5 (Right).
The amount of differential (AD) value in the whole simulated region between the re-
initialised φrinil,m value and the original φ
orig
l,m value is calculated as:
AD = Σl,m
(
φorigl,m − φrinil,m
)
(2-34)
Most of AD value comes from the grid points of the contact surface region, i.e., the numerical
diffusion area in Figure 5 (Left). It is the effect of the numerical diffusion at the discontinuity
contact surface of φ (water-air contact region). The value that divided AD by a number of
the contact surface grid (i.e. Nsurface) is calculated as:
AD
Nsurface
(2-35)
and the value is add to φ at the contact surface grid points [ i.e. the numerical diffusion area
in Figure 5 (Right) ]. This technique induces a stable calculation for the shape function for
φ hence for ρ. The C-CUP method is not a conservative technique, but the method satisfied
the conservative law using the re-initialisation method.
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Set Initial Conditions
Pressure Calculation  (SOR method)
p**
pn
un
ρn
CIP : non-advection Phase
ρn ρ*
un
ρn
un
p**
u** u*
CIP : Advection Phase
u*
Φn
pn+1
ρn+1
un+1
Φn+1
ρ*
u*
u*
p**
u*
eq.(2-21)
eq.(2-26)
eq.(2-27)&(2-28)
eq.(2-29)
eq.(2-30)
eq.(2-31)
eq.(2-32)
END
Figure 4: Flowchart of all model in this study
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Φ =0.5
Φ
ΦAir
Water
Numerical Diffusion
Area
Surface
=1.0
=0.0
Φ0< <1
Φ=0.5
Φ
ΦAir
Water
Numerical Diffusion
Area
Surface
=1.0
=0.0
Φ0< <1
Δy
re-initialisation ofΦ
Figure 5: Re-initialisation method: before applying the method (Left) and after applying
the method (Right)
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3 RESULTS
In the study, three models were used for open channel flow applications. Table 1 shows
the method for each model.
MODEL LES Re-initialisation Experiment Section
TCAS20071011A - - Dam-break 3.1
TCAS20071123B © - Dam-break 3.2
TCAS20080104A © © Weak surge 3.3
Table 1: Model parameter specifications
3.1 LAMINAR DAM-BREAK FLOW
(MODEL: TCAS20071011A)
Martin and Moyce (1952) studied the collapse of liquid columns on a ridged horizontal
plane (i.e. dam-break flow). Their experimental data are used for the confirmation of the
numerical modelling validity.
x
Water Column
0d
x0
L
H
x
y
Figure 6: Laminar dam break flow - initial condition & geometries
Figure 6 shows the experimental setup. In the study, the initial height and width of the
water column are defined d0 and x0 respectively with d0 = 2×x0. x means the leading edge
position from the left wall. The bed and side walls are characterized by a no-slip condition
because of the TCAS aims to solve the velocity profiles in the viscous sublayer Kajishima
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Parameters
∆x, ∆y 0.00375 ∼ 0.03[m] (see Table 3)
∆t 1.0× 10−5 ∼ 10−4 [s] (see Table 3)
Num. of Grids 25, 600 ∼ 400 (see Table 3)
Size of calculation area ([L]ength× [H]eight) 0.6 [m] × 0.6 [m]
Initial water column size depending on the grid size. see Table 3.
Residual for SOR & A Num. of Max. Iterations 10−12, 10, 000 times
Specific heat rate 1.4
Water viscosity µwater 1.002× 10−3 [Pa· s]
Air viscosity µair 1.82× 10−5 [Pa· s]
Water density ρwater 998.2 [kg/m
3]
Air density ρair 1.166 [kg/m
3]
Gravitational acc. coef. g 9.8 [m/s2]
Table 2: Laminar dam break flow - parameters of the model TCAS20071011A
Case A B C D
∆x, ∆y[m] 0.00375 0.0075 0.015 0.03
A Num. of Grids 25, 600 6, 400 1, 600 400
(160× 160) (80× 80) (40× 40) (20× 20)
Initial Water Column Length (x0) [m] 0.1490625 0.148125 0.14625 0.1425
Initial Water Column Height (d0) [m] 0.298125 0.296250 0.292500 0.285000
∆t[s] 10−5 10−4
Table 3: Laminar dam break flow - dependency parameters of grid size
(2003). Table 2 shows the parameters for the calculations. The grid size of this studies were
varied from 0.00375 [m] ∼ 0.03 [m]. The simulation parameters depend on the grid size, and
the specifications are shown in Table 3. 4 different grid size conditions were tested. Case A
(Table 3) is the finest grid size condition, and Case D is the coarsest grid size condition. The
initial water column size and the time step ∆t depend on the grid size. The selection of ∆t
depends on the convergence status of the pressure calculation. The size of the calculation
area is set 0.6 [m] × 0.6 [m], which is almost the same condition as Koshizuka and Oka
(1996); Mizutani et al. (2002); Negishi et al. (2005). The convergence for the pressure
calculation is set at 10−12. When the calculation does not converge, the iteration process
for the pressure calculation is stopped at 10,000 times (i.e. max. iterations).
Figure 7 shows some instantaneous free surface profiles of the study. This simulation
was calculated with a 80× 80 grid (Table 3 Case B). The top-left figure is at t = 0.0 [s] and
the figure shows at the every 0.05 second intervals to t = 0.5 [s]. The blue region shows
water and the white region shows the air. The green line means φ = 0.5 and it represents
the free surface.
Figure 8 shows the location of the leading edge of the dam-break wave for several
grid sizes. The horizontal axis is the non-dimensional time
(
t
√
g/d0
)
and the vertical
axis is the non-dimensional position of the leading edge (x/d0). The graph compares the
TCAS20071011A model (case A ∼ D in Table 3) and the experiments of Martin and Moyce
(1952) (2 cases).
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Figure 7: Laminar dam break flow - free-surface profile; t = 0.0 ∼ 0.5 [s]
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Figure 8: Laminar dam break flow - grid size dependency for the non-dimensional leading
edge position.
Figure 9: Laminar dam break flow - motion of the leading edge
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Figure 10: Turbulet dam break flow - initial condition & geometries
Figure 9 shows the position of the leading edge. The horizontal axis is the non-dimensional
time
(
t
√
g/d0
)
and the vertical axis is the non-dimensional position of the leading edge
(x/d0). The graph compares the results of the TCAS model (this study), experiments of
Martin and Moyce (1952) (2 cases), and the experiment and the numerical test result by
Koshizuka et al. (1995) and Koshizuka and Oka (1996).
3.2 TURBULENT DAM-BREAK FLOW
(MODEL: TCAS20071123B)
The shape of leading edge for the turbulent dam-break flow was studied by the exper-
imental studies, e.g. Dressler (1952, 1954); Cavaille´ (1965) and theoretical studies, e.g.
Chanson (2005, 2006). Herein the TCAS model including the LES turbulence model is
applied to a turbulent dam break wave in a relatively long channel and compared with their
experimental and theoretical study.
Figure 10 shows the initial conditions and geometry for the numerical experiment of
turbulent dam-break flow. In the study, x0 = 3.59250 [m] and d0 = 0.1425 [m] correspond
to the initial flow conditions (Figure 10). When t = 0.0 [s], the dam wall is suddenly
removed. The calculations are started and continued until t = 3.5 [s]. In this study the non-
slip condition is applied to the walls and the bottom bed because of the TCAS aims to solve
the velocity profiles in the viscous sublayer Kajishima (2003). Table 4 shows the parameters
of the calculations. The grid size (∆x and ∆y) and ∆t are set as 0.015 [m] and 1.0× 10−4
[s] respectively. The size of calculation area is 9.6 [m] (length) and 0.3 [m] (height), The
convergence for the pressure calculation is set at 10−12 and the iteration process is stopped
at 10,000 times if the convergence is not achieved (i.e. max. iterations). The turbulence
parameter (i.e. Smagorinsky parameter) is set to 0.1.
Figure 11 and 12 show the free-surface profile in 0.5 second interval from t = 0.0 to
t = 3.5 [s]. The blue and white region means water and air areas respectively.
Figure 13 shows the pressure distribution in the wave tip region at t=0.5 [s]. The pressure
contour lines are shown from 102476.5 to 101503.9 [Pa].
Figure 14 shows the velocity distribution in the wave tip region and the air velocity
profile at t=0.5 [s]. The length of the vector represents the speed of the flow.
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Figure 11: Turbulent dam break flow - free-surface profiles: t = 0.0 ∼1.5[s]
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Figure 12: Turbulent dam break flow - free-surface profiles: t = 2.0 ∼3.5[s]
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Parameters
∆x, ∆y 0.015 [m]
∆t 1.0× 10−4 [s]
Num. of Grids 12, 800 (= 640× 20)
Size of calculation area (Length×Height) 9.6 [m] × 0.3 [m]
Initial water column size (Length×Height) 3.5925 [m] × 0.1425 [m]
Residual for SOR & Num. of max. iterations 10−12, 10, 000 times
Specific heat rate 1.4
Water viscosity µwater 1.002 ×10−3 [Pa· s]
Air viscosity µair 1.82 ×10−5 [Pa· s]
Water density ρwater 998.2 [kg/m
3]
Air density ρair 1.166 [kg/m
3]
Gravitational acc. coef. g 9.8 [m/s2]
Smagorinsky Coefficient Csmg 0.1
Table 4: Turbulent dam break flow - parameters for model TCAS20071123B
Figure 13: Turbulent dam break flow - pressure profile: t=0.5[s]
Figure 14: Turbulent dam break flow - velocity profile: t=0.5[s]
Figure 15 shows the comparison with other works. The horizontal and vertical axis shows
x/(t
√
gd0) and d/d0 respectively. The red-line is Ritter’s solution for an ideal dam-break
wave [Ritter (1892)], the watercolor-line is Chanson’s solution (smooth bed, t
√
g/d0 = 24.9)
[Chanson (2006)], the violet-diamonds are Dressler’s data (smooth bed, t
√
g/d0 = 42)
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Figure 15: Turbulent dam break flow - instantaneous free-surface profile: comparison be-
tween the present calculation, experiments and theories.
[Dressler (1954)], the brown-triangles are Cavaille´’s data (smooth bed, t
√
g/d0 = 21.5)
[Cavaille´ (1965)] and the blue-squares-line are the TCAS results (no-slip bed, t
√
g/d0 =
24.9).
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3.3 TIDAL BORE FLOW WITH A WEAK BREAKING FRONT
(MODEL: TCAS20080104A)
Koch and Chanson (2005) studied the turbulence in tidal bores and positive surges.
Their experimental data was used for the validation of the numerical model.
5.625 [m]
0.
3 
[m
]
Water Outlet
Height: 0.0125[m]
Velocity: 1.89[m/s] fixed
0.
08
75
[m
]
Monitoring Line
0.2[m]
3.90[m]
Water Inlet
Uniform velocity distribution
1.0[m/s]
Air Inlet
Uniform velocity distribution
1.0[m/s]
Figure 16: Tidal bore - initial condition & geometries
Figure 16 presents the initial flow field conditions and the dimensions of the calculation
domain. The initial steady flow motion (depth=d0) is from the channel right to the left with
an initially steady velocity V0 at t < 0.0 [s]. At t = 0.0 [s] the gate is partially shut, with a
gate opening after closure of h = 0.0125 [m]. Table 5 shows the details of the calculations.
The grid size (∆x and ∆y) is 0.0125 [m] and ∆t is set to 1.0× 10−4. The number of grids
d
d
1
2
V
V2
1
h
Figure 17: Tidal bore - evaluation of the outlet velocity
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Parameters
∆x, ∆y 0.0125 [m]
∆t 1.0× 10−4 [s]
Num. of Grids 12, 600 (= 450× 28)
Size of calculation area (Length×Height) 9.6 [m] × 0.3 [m]
Inlet height (d0) 0.0875 [m]
Inlet velocity 1.0 [m/s]
Outlet height (h) 0.0125 [m]
Outlet velocity 1.89 [m/s] fixed
Residual for SOR & Num. of Max. Iterations 10−12, 10, 000 times
Specific heat rate 1.4
Water viscosity µwater 1.002×10−3 [Pa· s]
Air viscosity µair 1.82×10−5 [Pa· s]
Water density ρwater 998.2 [kg/m
3]
Air density ρair 1.166 [kg/m
3]
Gravitational acc. coef. g 9.8 [m/s2]
Smagorinsky Coefficient Csmg 0.1
Monitoring line x = 0.2 [m] & x = 3.9 [m]
from the gate (i.e. left wall)
Table 5: Tidal bore - parameter specifications
is 12,600 in the study. The boundary conditions at the right wall are the upstream flow
conditions. The initial water depth is d0 = 0.0875 [m] and the initial velocity is 1.0 [m/s].
The velocity of the inlet air flow is 1.0 [m/s] above the water. In this study the non-slip
condition is applied to the walls and the bottom bed because of the TCAS aims to solve
the velocity profiles in the viscous sublayer Kajishima (2003). The discharge velocity is
estimated by the integral form of the Bernoulli equation,
d1 +
V 21
2g
= d2 +
V 22
2g
(3-1)
where d1 and V1 is the depth and the mean velocity of the right side of the gate, and d2
and V2 is the depth and the mean velocity of the left side of the gate (Figure 17). In
the studies of Koch and Chanson (2005), d1 = 0.18 [m], V1 = 0.44 [m/s], d2 = 0.012 [m]
and V2 ≈ 1.89 [m/s]. d2 is about 60 % of the gate opening height (h) as observed by
Koch and Chanson (2005, Table 4-2). In the TCAS, the outlet condition is defined as
the boundary condition. The outlet height is defined 0.0125 [m] which is lower than the
gate opening height (h = 0.02 [m]) by the studies of Koch and Chanson (2005), and the
outlet velocity condition is fixed in the calculation. The bottom bed is fixed and no-slip
condition applied. The open boundary condition is applied to the top of the calculation
domain. The convergence for the pressure calculation is set at 10−12, and the iteration
process is stopped at 10,000 times if convergence is not achieved (i.e. max. iterations). The
turbulence parameter (i.e. Smagorinsky parameter) is set to 0.1.
The two main sampling locations are set at x=0.2 [m] and x=3.9 [m] from the left wall.
Figure 18 illustrates the data sampling points of u (blue triangle) and v (green triangle).
The definition points of u and v are different, because of the staggered grids are used in
TCAS (see Section 2.3 and Figure 3). A set of sampling point of u and v is expressed the
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Figure 18: Tidal bore - sampling layer
Layer Position of u : yu [m] yu/d0 Position of v : yv [m] yv/d0
1 0.00625 0.071429 0.01250 0.142857
2 0.01875 0.214286 0.02500 0.285714
3 0.03125 0.357143 0.03750 0.428571
4 0.04375 0.500000 0.05000 0.571429
5 0.05625 0.642857 0.06250 0.714286
6 0.06875 0.785714 0.07500 0.857143
Table 6: Tidal bore - layer specification at the sampling locations. yu and yv is the sampling
height from the bottom bed for u and v respectively. yu/d0 and yv/d0 is the ratio of the
sampling height and d0.
Layer like as Figure 18. A bottom layer is defined as Layer 1, and the top layer is defined as
Layer 6. In Table 6, the height of the layer and the ratio of the layer and the d0 are shown.
Figure 19 illustrates the generation of a weak positive surge by a rapid partial gate
closure for t=0.0 to 0.42 [s]. The blue and the white region shows the water and the air
respectively.
Figure 20 and Figure 21 illustrate the propagation of a weak positive surge by a rapid
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Figure 19: Tidal bore - initial free-surface flow around the left wall: t=0.00[s] (left top),
t=0.16[s] (right top), t=0.30[s] (left bottom) and t=0.42[s] (right bottom)
partial gate closure from t=0.0 to 9.0 [s]. The blue and the white region shows the water
and the air respectively.
Figure 22 show the pressure profile at the positive surge at t=7.0 [s]. The contour lines
shows the pressure from 101519.86 to 103055.36 [Pa]. The blue and white regions show the
water and the air respectively.
Figure 23 shows the pressure profiles for vertical direction at x=0.0 (red), 0.2 (blue),
3.9 (violet), 5.0 (watercolor) [m] at t=7.0 [s]. The horizontal axis is pressure [Pa] and the
vertical axis is the height from the bed.
Figure 24 shows the velocity profile at the positive surge at t=7.0 [s]. The length of the
vectors represent the speed of the flow. The blue and white regions show the water and the
air respectively.
Figures 26∼25 show the dimensionless instantaneous water depth d/d0 (red line) and
velocity components Vx/V∗ (black line), Vy/V∗ (green line) as functions of dimensionless
time t
√
g/d0 beneath a weak surge at x = 0.2 [m] from the gate in the layer 1 ∼ layer 6
(layers are specified in Table 6). Here V∗ is the shear velocity and V∗ = 0.044 [m/s] is used
in this study. The value was estimated by Koch and Chanson (2005, Section 3.4).
Figures 28∼27 show dimensionless instantaneous water depth d/d0 (red line) and velocity
components Vx/V∗ (black line), Vy/V∗ (green line) as functions of the dimensionless time
t
√
g/d0 beneath a weak surge at x = 3.90 [m] for the layer 1 ∼ layer 6 ( layers are specified
in Table 6).
In Figure 29, the Vx/V∗ values of TCAS model and the data of Koch and Chanson (2005,
Fig.4-2) are compared. In the figure, Layer 1 (yellow solid line), 4 (blue solid line) and 6 (red
solid line) were chosen for the comparison with the experiment data of Koch and Chanson
(2005) (dotted lines), and the Black line shows d/d0.
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Figure 20: Tidal bore - free-surface profiles: t=0.0∼4.0[s]
26
Figure 21: Tidal bore - free-surface profiles: t=5.0∼9.0[s]
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Figure 22: Tidal bore - pressure profile: t=7.0[s], around x=3.9[m]
Figure 23: Tidal bore - vertical pressure profile: t=7.0[s], x=0.0 (red), x=0.2 (blue), x=3.9
(violet), x=5.0 (watercolor) [m] from the left wall
28
Figure 24: Tidal bore - velocity profile: t=7.0[s], around x=3.9[m]
29
Figure 25: Tidal bore - dimensionless instantaneous water depth d/d0 and velocity compo-
nents Vx/V∗ and Vy/V∗ as functions of dimensionless time t
√
g/d0 beneath a weak surge at
x = 0.2 [m] from the gate. Layer 6 ∼ Layer 4.
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Figure 26: Tidal bore - dimensionless instantaneous water depth d/d0 and velocity compo-
nents Vx/V∗ and Vy/V∗ as functions of dimensionless time t
√
g/d0 beneath a weak surge at
x = 0.2 [m] from the gate. Layer 3 ∼ Layer 1.
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Figure 27: Tidal bore - dimensionless instantaneous water depth d/d0 and velocity compo-
nents Vx/V∗ and Vy/V∗ as functions of dimensionless time t
√
g/d0 beneath a weak surge at
x = 3.90 [m] from the gate. Layer 6 ∼ Layer 4.
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Figure 28: Tidal bore - dimensionless instantaneous water depth d/d0 and velocity compo-
nents Vx/V∗ and Vy/V∗ as functions of dimensionless time t
√
g/d0 beneath a weak surge at
x = 3.90 [m] from the gate. Layer 3 ∼ Layer 1.
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Figure 29: Tidal bore - dimensionless instantaneous water depth d/d0 and velocity compo-
nents Vx/V∗ as functions of dimensionless time t
√
g/d0 beneath a weak surge.
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4 DISCUSSION
4.1 LAMINAR DAM-BREAK FLOW
(MODEL: TCAS20071011A)
The free surface profiles were shown in Figure 7, in which the water column collapses
and the water flows on the dry bed, before hitting the right side wall and overshot. The
flow calculations were in good agreement with the experiment studies of Martin and Moyce
(1952) and the experimental and numerical test of Koshizuka et al. (1995) and Koshizuka
and Oka (1996). TCAS has the ability to solve the large free-surface deformations. The
sharp peak at the top right corner of the water column (t = 0.10) was observed by Mutsuda
et al. (2004) and Mizutani et al. (2002). They discussed that the phenomenon was brought
by the liquid surface instability at the immediately after the gate open. The liquid surface
instability was caused by the large gradient of velocity at the surface region i.e., boundary
region between air and water. However Mutsuda et al. (2004) showed that the effect of the
phenomenon was very small and the volume of water was conserved in the situation.
Martin and Moyce (1952) discussed the non-dimensional position of the leading edge of
dam-break flow. In Figure 8, their results are plotted and the results of TCAS are shown.
The grid size was varied from ∆x, ∆y = 0.0035 [m] to ∆x, ∆y = 0.03 [m]. The results
show the large effect of the grid size. In the case of finer grid, the speed of the leading
edge increased and diverged from the experimental data. This problem was pointed out by
Mizutani et al. (2002); Negishi et al. (2005). They discussed that this phenomena was caused
by the modelling accuracy of the dry bed. In the case of coarse grid, there is the large error
comes from the numerical diffusion, and the error behaves like as an numerical viscosity.
Consequently the result of the good agreement with the experimental is provided in the case
of the coarser grid. Figure 9 showed the experimental data of Martin and Moyce (1952), the
numerical results (particle-based) of Koshizuka and Oka (1996) and of TCAS (finest grid
case, i.e. 160×160 grids). The experimental results suggest that, as the magnitude of d0
increases, the non dimensional length (x/d0) decreases because of that the effect of the gate
opening delay is relatively larger in the case of the higher water column (d0). Koshizuka
and Oka (1996) suggested that the head is linked to the friction between the fluid and the
bottom wall. They showed that the shape of leading edge is rounded in the experiments,
but it becomes sharp in the numerical simulation. The findings emphasis the importance
to consider not only the use of finer grids but also the inclusion of a suitable friction model
between the dry bed and the water.
4.2 TURBULENT DAM-BREAK FLOW
(MODEL: TCAS20071011A)
The free surface profile calculations are shown in Figure 11 and 12, in which the col-
umn of water collapses on the dry bed. The shape of the leading edge was compared with
the experimental studies, e.g. Dressler (1952, 1954); Cavaille´ (1965); Estrade (1967) and
theoretical studies, e.g. Chanson (2005, 2006). There are few numerical models for the
dam break problem with turbulence model [e.g. Violeau and Issa (2007)], and most nu-
merical studies were applied to small dam-break problems (like as the case of Figure 6).
TCAS includes a turbulence model (LES) and is applied to the larger dam-break problem
comparable to the experiments of Dressler (1954).
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Figure 30: Turbulent dam break flow - instantaneous free-surface profile: comparison be-
tween the present calculation, experiments and theories.
Figure 11 and 12 show the free surface profiles at t = 0.5, t = 2.0, t = 3.0 and t = 3.5 [s].
Note that the leading edge is split in small water drops. This phenomenon linked with the
grid size and the effect of the air flow. The grid size (∆x and ∆y) is 0.015 [m]. If the water
depth at the leading edge becomes smaller than the grid size, the contact surface between air
and water cannot be captured by the numerical method. At that region, some intermediate
material (i.e. not-air and not-water) exists in the numerical method. In Figure 11 and 12,
the green area shows the material [i.e. shape function φ is in the range of 0 < φ < 1.0,
see eq.2-23]. TCAS solves the air flow field, which is shown in Figure 14. In this Figure,
large and strong eddies in the air flow are observed next to the leading edge. At the
leading edge the material is lighter than the water ( and heavier than the air). Figure 15
shows the instantaneous free-surface profile of the model (t=3.0 [s]) and other works [Ritter
(1892); Dressler (1954); Chanson (2006)]. The split drops of water were ignored to plot the
graph. The leading edge position of the numerical model shows a faster propagation than
in experimental data and theory.
Figure 30 is the enlarged figure of the Figure 15. The difference among the experimental
data of Dressler (1954) and the theoretical data of Chanson (2006) is caused by the difference
of non-dimensional time (t
√
g/d0=42 for Dressler (1954) and t
√
g/d0=24.9 for Chanson
(2006)). Chanson (2006) showed the good agreement result with the experimental data of
Dressler (1954) at non-dimensional time t
√
g/d0 = 42. For the TCAS model result, the first
6 data points are labeled A to F in Figure 30. The points C, D and E of the TCAS results
are good agreement with Chanson (2006), but the points A and B are ahead of the results
of Chanson (2006). The points A and B (and C) are located in the bottom grid, which is
very difficult to model because of the fluid is thiner than the grid size, and the effects of
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air flow are significant. Except for the point A, the other points are close to the solution of
Ritter (1892).
4.3 TIDAL BORE FLOW WITH A WEAK BREAKING FRONT
(MODEL: TCAS20080104A)
Figure 19 illustrates the generation of a weak positive surge by a rapid partial gate
closure, and the conditions are those of Koch and Chanson (2005, Figure 4-2). TCAS
reproduced the large deformation of the free surface profile at the gate. Figure 20 and 21
show the free surface profile of the tidal bore. The celerity of the bore is about 0.588 [m/s]
at t=5.0 [s] and the bore front position is 2.94 [m]. In the study of Koch and Chanson
(2005, Table 5-1), the surge front celerity U was 0.541 [m/s]. The result of TCAS is in
agreement with the experimental result. Figure 23 shows the vertical pressure distribution
at the x =0.0, 0.2, 3.9 and 5.0 [m] from the gate. The non-hydrostatic pressure profile is
represented at the gate (i.e. x=0.0 [m]), and the hydrostatic pressure profile is represented
at the other points. It shows the validity of the pressure calculation and the validity settings
of boundary condition at the outlet.
Some flow reversal was observed on the bed at both x = 0.20 [m] and x = 3.90 [m].
This is seen in Figures 26 and 28 with some negative instantaneous Vx velocity component
data about t
√
g/d0 = 7 (Figure 26, Top graph) and t
√
g/d0 = 77 (Figure 28, Top graph).
Next to the free-surface, no such flow reversal was observed (Figure 25 and 27). The surge
front passage was associated with a rapid flow deceleration. Overall the numerical results
were in close agreement with the experimental measurements of Koch and Chanson (2005,
Figure 5-2), also presented in Chanson (2007). (Note the difference in notation. Koch and
Chanson (2005) defined Vy as the transverse horizontal velocity component. Herein Vy is the
vertical velocity component.) Similarly, the numerical data indicated some relatively large
velocity components during the front passage. Koch and Chanson (2005) did not record the
vertical velocity component, but their transverse velocity data showed trends that were in
agreement with the present numerical investigation.
Figure 29 shows specifically a comparison between numerical and experimental data in
terms of the longitudinal velocity component. While the overall trend shows a close agree-
ment between the two approach, it is important to note that the experimental data provide
the instantaneous velocity in a small sampling volume (cylinder of water with a diameter of
4.2 [mm] and a height of 6.2 [mm]). In contrast, the numerical results provided a vertical-
averaged velocity over the grid element (12 [mm] high). The vertical depth was modelled
with only 7 grid elements. Hence the numerical results did not capture the rapid, fluctuating
nature of the instantaneous velocity field nor the details of the turbulent structures.
Further the present results at x = 0.2 [m] correspond to a sampling location very close to
the gate. That is, the positive surge was not fully-developed and the flow field was strongly
affected by the presence of the undershoot gate. At x = 3.9 [m], the bore was fully-developed
and the results were comparable to the flow conditions investigated by Koch and Chanson
(2005).
More, in the TCAS model, a 2nd order finite-difference method was used, but Kajishima
et al. (1997) and Kajishima (2003, p.216, Figure 7.14) showed some improvement of the nu-
merical results using a 4th order finite-difference method. They argued that the 2nd order
finite-difference method does not reproduce accurately the high frequency wave components
in the GS. In future works, a finer grid size together a more sophisticated turbulence model
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may be required to improve the accuracy of the numerical model : e.g., Dynamic Smagorin-
sky Model (DSM) [Germano et al. (1991)], Lagrangian dynamics SGS model [Meneveau
et al. (1996),Porte-Agel et al. (2000)], Dynamic Mixed Model (DMM) [Zang et al. (1993),
Vreman et al. (1994)], Dynamic Localization Model (DLM) [Ghosal et al. (1995), Piomelli
and Liu (1995)] and Structure Function (SF) model [Me´tais and Lesieur (1992), Lesieur and
Me´tais (1996)].
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5 CONCLUSION
In the present study, a numerical model (TCAS) was developed based upon the C-CUP
method and equipped with a LES model and a re-initialisation method. The model was
validated and applied to some open channel flows.
In the laminar dam break flow problem (Sections 3.1 and 4.1), the model resolved the
large deformations of the free surface, and it was compared with some experimental data
and numerical results. Some problem was linked with an accurate estimate of the position
of the leading edge. In numerical studies, the dam break wave front advanced faster than
the experimental data, and this is linked with the selection of the bed friction model.
In the turbulent dam break flow problem (Sections 3.2 and 4.2), the model included a
LES turbulence model and it was applied to a dam break wave in a relatively long channel.
The shape of the wave tip region was compared successfully with experimental data and
theoretical analysis. However, the position of the leading edge was adversely affected by the
existence of water droplets and splashing ahead of the model. When the height of the leading
edge became thinner than the grid size ∆y, the intermediate material (droplet, splashing)
was split, and carried quickly by the air flow, ahead of the main flow. The problem will
need to be addressed in the future.
In the tidal bore flow with a weak breaking front, the model equipped with a LES tur-
bulence model reproduced accurately the large deformation of the free surface immediately
after gate closure and bore generation. The free-surface profile and surge front celerity data
were in good agreement with the experimental data of Koch and Chanson (2005). At a fixed
sampling location, the numerical results showed the existence of some short-lived velocity
reversal next to the bed immediately after the bore front passage. This flow feature was
documented by Koch and Chanson (2005) and Chanson (2007).
In the future, the present model can be applied to a range of civil engineering appli-
cations. The C-CUP method has ability to solve the interactions between gas, liquid and
solid. It can solve accurately free-surface flow situations with large free-surface deformations
such a the tidal bore flow. The model could be applied also to scour simulation and sand
migration problem, as well as wind-water interaction [e.g. Giri and Shimizu (2006), Sumer
(2007)].
The numerical model may be used for disaster prevention (i.e. tsunami disaster, high tide
surge, flooding etc.). However the effects of calculation resources, including computational
memory, computational time, and boundary condition fitting, are important practical pa-
rameters. Ultimately the introduction of detailed topography data might become the critical
element for accurate disaster prevention simulations [e.g. Begnudelli and Sanders (2007)].
Some effective grid generation method like as Adaptive Mesh Refinement (AMR) method
[e.g. Furuyama et al. (2006), Furuyama and Matsuzawa (2003)] may be effective means to
decrease the calculation time and improving the accuracy.
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APPENDIX A - TCAS20080104A PROGRAM CODE
/*********************************************************************/
/* Title : Toyama CoAstal flow Simulator (TCAS) */
/*********************************************************************/
/* */
/* Author: Shoichi FURUYAMA */
/* */
/* Affiliation : Toyama National College of Maritime Technology */
/* JAPAN */
/* */
/* - Visiting Scholar at University of Queensland */
/* Australia (March 2007 - March 2008) */
/* */
/* E-mail: shoichi@toyama-cmt.ac.jp */
/* */
/* WWW: http://www.toyama-cmt.ac.jp/~shoichi/ */
/* */
/* Version: Ver. TCAS20080104A */
/* */
/* Development Environment: */
/* - OS: Redhat Linux 2.4.21-32.EL */
/* - Compiler: Intel(R) C Compiler for */
/* Intel(R) EM64T-based applications, Version 8.1 */
/* */
/* Copyright 2008, Shoichi FURUYAMA */
/*********************************************************************/
/*********************************************************************
.......................................................................
..... Conditions of the calculation ...................................
.......................................................................
0.30m +-------Open boundary --------+
(24) | |
| |
| <- air flow
0.0875m +-----------------------------+ 0.0875m(7)
| <- inlet
0.0125m| Water <- inlet
(1) <- outlet <- inlet
1.89 +-----------------------------+
[m/s] 5.625m(450)
+ dx=dy=0.0125 [m]
+ IMAX=450 JMAX=24
+ Smagorinsky Coefficient: Cs=0.1
+ MUwater 0.001002 water viscosity [Pa s]
+ RHOwater 998.2 density of water [kg/m^3]
+ RHOair 1.166 density of air [kg/m^3]
+ dt=5.0e-4 [s]
........................................................................
..... Visualization (examples for visualization on GNUPLOT) ............
........................................................................
.. file ..
’./Data/avs????.dat’
.. Free-surface profile (example) ..
gnuplot> set size ratio -1
gnuplot> set dgrid3d 50,80
gnuplot> set pm3d map
gnuplot> splot "avs0002.dat" every::2 using 1:2:7
.. vector profile (example) ..
gnuplot> vs=0.1
gnuplot> plot "avs0004.dat" every::2 using 1:2:($5*vs):($6*vs) w vec
**********************************************************************/
#include<stdio.h>
#include<math.h>
#define DX 0.0125
#define DY 0.0125
#define IMAX 450
#define JMAX 28
/* INLET & OUTLET geometry. The number of meshes, NOT LENGTH! */
#define INLET 7
#define OUTLET 1
#define TMAX 20. /* [sec] */
#define STPMAX 5 /* in the STPMAX=1000 case of dt=5.0e-4, the end of calculation is T=0.5 */
#define RT 0.1
#define OUTPUT 40 /* In the case of 50[Hz], OUTPUT*dt is set to 0.02(=2.0*10e-2).
If dt is 10e-5, the similar condition is that the OUTPUT is set to 2000,
If dt is 10e-4, the similar condition is that the OUTPUT is set to 200,
=> If dt is 5.0*10e-4, the similar condition is that the OUTPUT is set to 40,
If dt is 10e-3, the similar condition is that the OUTPUT is set to 20. */
#define RCOUTP (OUTPUT*10)
#define OUTPUT_ITE 2
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#define OUTPUT_CAV 200
#define OUTP_MIN 2000 /* Change OUTPUT to 1 */
#define ALPHA 0.5
#define BETA 1.0
#define EPS (1.e-12) /* residual for SOR */
#define C99 0.99
#define MITE 10000 /* maximum iteration count for SOR */
#define GAMMA 1.4 /* specific heat rate */
#define KAPPA 7.15 /* experimental value */
#define B (3049.*100000) /* [Pa] experimental value */
#define MUair (1.82e-5) /* air viscosity [Pa s] */
#define MUwater (1.002e-3) /* water viscosity [Pa s] */
#define VKC 0.4 /* von Kerman const. */
#define Cs 0.1 /* Smagorinsky const. 0.1 - 0.2*/
#define CVIS 0.0 /* artificial viscosity effection coef.*/
#define Patm 101325. /* pressure of atmosphere [Pa] or [N/m^2] or [kg.m/s^2] */
#define RHOair 1.166 /* density of air [kg/m^3] */
#define RHOwater 998.2 /* density of water [kg/m^3] */
#define G 9.8 /* gravitational acc. */
#define TANFAC 0.9
#define RNOISE 0.8
#define CP 50
#define PI 3.141592
/* INLET condition */
#define IN_RHO RHOwater
#define IN_PHI 1.
#define IN_U -1.0
#define V0 IN_U
#define D0 (INLET*DY)
#define IN_V 0.
#define OUT_U -1.89
#define OUT_V 0.
#define N 7 /* smooth turbulence */
#define DD0R 0.75 /* delta / d0 */
#define Vmax (V0/( 1.-( DD0R/(N+1) ) ) )
/* monitorling line x */
#define X1 17
#define X2 167
#define X3 213
#define X4 263
#define X5 313
#define X6 413
enum true_false{TRUE=-2, FALSE};
double T, DT, ITVLM;
double max(double x, double y){
return( (x > y) ? x : y);
}
double min(double x, double y){
return( (x < y) ? x : y);
}
double set_dt(double u[IMAX][JMAX], double v[IMAX][JMAX]){
double dt;
dt=5.0e-4;
return(dt);
}
double dphi_digit(double phi){
//double dphi(double phi){
// phi (0<= phi <=1 ) is transformed to tangental space value dphi */
double ddphi;
// if(phi<0. || phi>1.){
// printf("(dphi)INVALID phi value(=%16.8e)\n",phi);
// exit(-1);
// }
ddphi=tan(C99*PI*(phi-0.5));
return(ddphi);
}
//double dphi_ND(double phi){
double dphi(double phi){
/* for nondigitizing method, same value returning.. */
// phi (0<= phi <=1 ) is transformed to tangental space value dphi */
double ddphi;
// if(phi<0. || phi>1.){
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// printf("(dphi)INVALID phi value(=%16.8e)\n",phi);
// exit(-1);
// }
// ddphi=tan(C99*PI*(phi-0.5));
ddphi=phi;
return(ddphi);
}
double iphi_digit(double phi){
//double iphi(double phi){
/* digitizing */
double iiphi;
// phi (tangental space) is transformed to normal value (0<= iphi <=1) */
iiphi=atan(phi)/(C99*PI)+0.5;
// if(iiphi>1. || iiphi<0.){
// printf("(iphi) INVALID iiphi value(=%16.8e)\n",iiphi);
// exit(-1);
// }
return(iiphi);
}
double iphi(double phi){
//double iphi_ND(double phi){
/* for non-digitizing, only return same value */
double iiphi;
iiphi=phi;
return(iiphi);
}
int velo_calc(double u[IMAX][JMAX], double v[IMAX][JMAX],
double u_s[IMAX][JMAX], double v_s[IMAX][JMAX],
double u_v[IMAX][JMAX], double v_u[IMAX][JMAX]){
int i,j;
/*
u_s : u at scalar point
v_s : v at scalar point
u_v : u at velocity v point
v_u : v at velocity u point
*/
for(i=0; i<=IMAX-2; i++){
for(j=0; j<=JMAX-2; j++){
u_s[i][j]=0.5*(u[i][j]+u[i+1][j ]);
v_s[i][j]=0.5*(v[i][j]+v[i ][j+1]);
}
}
for(i=1; i<=IMAX-2; i++){
for(j=1; j<=JMAX-2; j++){
u_v[i][j]=0.25*(u[i][j]+u[i+1][j ]+u[i ][j-1]+u[i+1][j-1]);
v_u[i][j]=0.25*(v[i][j]+v[i ][j+1]+v[i-1][j ]+v[i-1][j+1]);
}
}
return(0);
}
int advection_rcip(double f[IMAX][JMAX], double fx[IMAX][JMAX], double fy[IMAX][JMAX],
double u[IMAX][JMAX], double v[IMAX][JMAX], double fn[IMAX][JMAX]){
/* rcip.... from sample */
int i, j, isx, jsy;
double a1, a2, a3, a4, a5, a6, a7, a8, a9;
double b1, b2, b3, b4;
double c1, c2, cx1, cy2;
double xi, yi, fxj, fyi;
double au, av;
double ddx, ddy, fxdd, fydd, rxd, ryd;
double fxn[IMAX][JMAX], fyn[IMAX][JMAX];
double sx, sy, theta;
double oldf;
theta=1.;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
fn[i][j]=f[i][j];
fxn[i][j]=fx[i][j];
fyn[i][j]=fy[i][j];
}
}
for(i=1; i<IMAX-1; i++){
for(j=1; j<JMAX-1; j++){
au=u[i][j];
av=v[i][j];
rxd=1.;
ryd=1.;
43
if(au <= 0.0){
ddx=DX;
isx=1;
}
else{
ddx=-DX;
isx=-1;
}
if(av <= 0.0){
ddy=DY;
jsy=1;
}
else{
ddy=-DY;
jsy=-1;
}
xi=-au*DT;
yi=-av*DT;
sx=(fn[i+isx][j]-fn[i][j])/ddx;
fxj=fxn[i+isx][j]-sx;
if(fabs(fxj)<=1.0e-10){
fxj=1.0e-10;
fxn[i][j]=sx;
}
sy=(fn[i][j+jsy]-fn[i][j])/ddy;
fyi=fyn[i][j+jsy]-sy;
if(fabs(fyi)<=1.0e-10){
fyi=1.0e-10;
fyn[i][j]=sy;
}
fxdd=fxn[i+isx][j]*fxn[i][j];
fydd=fyn[i][j+jsy]*fyn[i][j];
b1=sx-fxn[i][j];
b2=fxj;
c1=(fabs(b1/b2)-1.)/ddx;
if(fxdd <= 0.0) c1=c1*theta*rxd;
else c1=0.0;
cx1=1.+c1*ddx;
b3=sy-fyn[i][j];
b4=fyi;
c2=(fabs(b3/b4)-1.)/ddy;
if(fydd <= 0.0) c2=c2*theta*ryd;
else c2=0.0;
cy2=1.+c2*ddy;
a1=fxn[i][j]+c1*fn[i][j];
a2=fyn[i][j]+c2*fn[i][j];
a7=(cy2*fyn[i][j+jsy]-sy*cy2+fyn[i][j]-sy)/ddy/ddy;
a6=(cx1*fxn[i+isx][j]-sx*cx1+fxn[i][j]-sx)/ddx/ddx;
a9=(cy2*fn[i][j+jsy]-fn[i][j]-a2*ddy)/ddy/ddy-a7*ddy;
a8=(cx1*fn[i+isx][j]-fn[i][j]-a1*ddx)/ddx/ddx-a6*ddx;
a3=cy2*fxn[i][j+jsy]/ddy+cx1*fyn[i+isx][j]/ddx
+c1*fn[i][j+jsy]/ddy+c2*fn[i+isx][j]/ddx
+(fn[i][j]-(1.+c1*ddx+c2*ddy)*fn[i+isx][j+jsy])/ddx/ddy
+a6*ddx*ddx/ddy+a7*ddy*ddy/ddx+a8*ddx/ddy+a9*ddy/ddx;
a5=cx1*fyn[i+isx][j]/ddx/ddx+c2*fn[i+isx][j]/ddx/ddx
-a2/ddx/ddx-a3/ddx;
a4=cy2*fxn[i][j+jsy]/ddy/ddy+c1*fn[i][j+jsy]/ddy/ddy
-a1/ddy/ddy-a3/ddy;
f[i][j]=fn[i][j]+a1*xi+a2*yi+a3*xi*yi+a4*xi*yi*yi
+a5*xi*xi*yi+a6*xi*xi*xi+a7*yi*yi*yi+a9*yi*yi
+a8*xi*xi;
if((1.+c1*xi+c2*yi)==0.){
printf("0 divide in advection c1=%8.4f c2=%8.4f xi=%8.4f yi=%8.4f at (%d,%d)\n",c1,c2,xi,yi,i,j);
exit(-1);
}
f[i][j]=f[i][j]/(1.+c1*xi+c2*yi);
fx[i][j]=a1+a3*yi+a4*yi*yi+2.*a5*xi*yi+3.*a6*xi*xi
+2.*a8*xi-c1*f[i][j];
fx[i][j]=fx[i][j]/(1.+c1*xi+c2*yi);
fy[i][j]=a2+a3*xi+a5*xi*xi+2.*a4*xi*yi+3.*a7*yi*yi
+2.*a9*yi-c2*f[i][j];
fy[i][j]=fy[i][j]/(1.+c1*xi+c2*yi);
}
}
for(i=2; i<IMAX-1; i++){
for(j=2; j<JMAX-1; j++){
oldf=fn[i][j];
fn[i][j]=f[i][j];
f[i][j]=oldf;
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fxn[i][j]=fx[i][j]
-fx[i][j]*(u[i+1][j]-u[i-1][j])*0.5*DT/DX
-fy[i][j]*(v[i+1][j]-v[i-1][j])*0.5*DT/DX;
fyn[i][j]=fy[i][j]
-fx[i][j]*(u[i][j+1]-u[i][j-1])*0.5*DT/DY
-fy[i][j]*(v[i][j+1]-v[i][j-1])*0.5*DT/DY;
}
}
return(0);
}
int advection(double f[IMAX][JMAX], double GX[IMAX][JMAX], double GY[IMAX][JMAX],
double u[IMAX][JMAX], double v[IMAX][JMAX], double fn[IMAX][JMAX]){
/* normal CIP */
int i, j, isgn, jsgn, im1, jm1;
double XX, YY;
double A1, A2, A3, A4, A5, A6, A7, A8, TMP;
double GXt[IMAX][JMAX], GYt[IMAX][JMAX];
for(i=1; i<IMAX-1; i++){
for(j=1; j<JMAX-1; j++){
XX=-u[i][j]*DT;
YY=-v[i][j]*DT;
if(u[i][j]>=0.)isgn=1;
else isgn=-1;
if(v[i][j]>=0)jsgn=1;
else jsgn=-1;
im1=i-isgn;
jm1=j-jsgn;
A8=f[i][j]-f[im1][j]-f[i][jm1]+f[im1][jm1];
TMP=GY[im1][j]-GY[i][j];
A1=((GX[im1][j]+GX[i][j])*DX*isgn-2.*(f[i][j]-f[im1][j]))/(DX*DX*DX*isgn);
A2=(-A8-(GX[i][jm1]-GX[i][j])*DX * isgn)/(DX*DX*DY*jsgn);
A3=(3.*(f[im1][j]-f[i][j])+(GX[im1][j]+2.*GX[i][j])*DX*isgn)/(DX*DX);
A4=(A2*DX*DX-TMP)/(DX*isgn);
A5=(-2*(f[i][j]-f[i][jm1])+(GY[i][jm1]+GY[i][j])*DY*jsgn)/(DY*DY*DY*jsgn);
A6=(-A8-TMP*DY*jsgn)/(DX*DY*DY*isgn);
A7=(3.*(f[i][jm1]-f[i][j])+(GY[i][jm1]+2.*GY[i][j])*DY*jsgn)/(DY*DY);
fn[i][j]=((A1*XX+A2*YY+A3)*XX+A4*YY+GX[i][j])*XX
+((A5*YY+A6*XX+A7)*YY+GY[i][j])*YY+f[i][j];
GX[i][j]=(3.*A1*XX+2.*(A2*YY+A3))*XX + (A4+A6*YY)*YY+GX[i][j];
GY[i][j]=(3.*A5*YY+2.*(A6*XX+A7))*YY + (A4+A2*XX)*XX+GY[i][j];
}
}
return(0);
}
int err_output(double p[IMAX][JMAX], double rho[IMAX][JMAX], double u[IMAX][JMAX], double v[IMAX][JMAX], double phi[IMAX][JMAX],
int count, double time){
// for microAVS
FILE *fpfld, *fpdat;
int i, j;
int stp;
char avsfld[25]= "./Data/err????.fld";
char avsdat[25]= "./Data/err????.dat";
char avsfldl[25]= "./err????.fld";
char avsdatl[25]= "./err????.dat";
stp=count/OUTPUT;
avsfld[10] = ’0’ + stp/1000;
avsfld[11] = ’0’ + (stp%1000)/100;
avsfld[12] = ’0’ + ((stp%1000)%100)/10;
avsfld[13] = ’0’ + ((stp%1000)%100)%10;
avsdat[10] = ’0’ + stp/1000;
avsdat[11] = ’0’ + (stp%1000)/100;
avsdat[12] = ’0’ + ((stp%1000)%100)/10;
avsdat[13] = ’0’ + ((stp%1000)%100)%10;
avsdatl[5] = ’0’ + stp/1000;
avsdatl[6] = ’0’ + (stp%1000)/100;
avsdatl[7] = ’0’ + ((stp%1000)%100)/10;
avsdatl[8] = ’0’ + ((stp%1000)%100)%10;
avsfldl[5] = ’0’ + stp/1000;
avsfldl[6] = ’0’ + (stp%1000)/100;
avsfldl[7] = ’0’ + ((stp%1000)%100)/10;
avsfldl[8] = ’0’ + ((stp%1000)%100)%10;
if ((fpfld=fopen (avsfld,"w+")) == NULL){
printf("%s was not opened!\n",avsfld);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
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fprintf(fpfld,"# AVS field file\n");
fprintf(fpfld,"#\n");
fprintf(fpfld,"ndim = 2\n");
fprintf(fpfld,"dim1 = %d\n",JMAX);
fprintf(fpfld,"dim2 = %d\n",IMAX);
fprintf(fpfld,"nspace = 2\n");
fprintf(fpfld,"veclen = 5\n");
fprintf(fpfld,"data = double\n");
fprintf(fpfld,"field = irregular\n");
fprintf(fpfld,"label = pressure density u v phi\n");
fprintf(fpfld,"\n");
fprintf(fpfld,"coord 1 file=%s filetype=ascii skip=2 offset=0 stride=7\n",avsdatl);
fprintf(fpfld,"coord 2 file=%s filetype=ascii skip=2 offset=1 stride=7\n",avsdatl);
fprintf(fpfld,"variable 1 file=%s filetype=ascii skip=2 offset=2 stride=7\n",avsdatl);
fprintf(fpfld,"variable 2 file=%s filetype=ascii skip=2 offset=3 stride=7\n",avsdatl);
fprintf(fpfld,"variable 3 file=%s filetype=ascii skip=2 offset=4 stride=7\n",avsdatl);
fprintf(fpfld,"variable 4 file=%s filetype=ascii skip=2 offset=5 stride=7\n",avsdatl);
fprintf(fpfld,"variable 5 file=%s filetype=ascii skip=2 offset=6 stride=7\n",avsdatl);
fclose(fpfld);
if ((fpdat=fopen (avsdat,"w+")) == NULL){
printf("%s was not opened!\n",avsdat);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
fprintf(fpdat,"t=%16.8e\n",time);
fprintf(fpdat,"%16s %16s %16s %16s %16s %16s %16s\n","x","y","pressure","density","u","w","phi");
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
fprintf(fpdat,"%16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e\n",
(i-2)*DX,(j-2)*DY,p[i][j],rho[i][j],u[i][j],v[i][j],iphi(phi[i][j]));
}
}
fclose(fpdat);
return(0);
}
int output1(double f[IMAX][JMAX], int count){
FILE *fp;
int i, j;
int stp;
char svname[25]= "./Data/ot1????.dat";
stp=count/OUTPUT;
svname[10] = ’0’ + stp/1000;
svname[11] = ’0’ + (stp%1000)/100;
svname[12] = ’0’ + ((stp%1000)%100)/10;
svname[13] = ’0’ + ((stp%1000)%100)%10;
if ((fp=fopen (svname,"w+")) == NULL){
printf("%s was not opened!\n",svname);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
printf("in %d steps, data outputted to %s...........",count, svname);
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
fprintf(fp,"%2d %2d %30.22e\n",i,j,f[i][j]);
}
}
printf("Done\n");
fclose(fp);
return(0);
}
int output2(double f[IMAX][JMAX], int count){
FILE *fp;
int i, j;
int stp;
char svname[25]= "./Data/ot2????.dat";
stp=count/OUTPUT;
svname[10] = ’0’ + stp/1000;
svname[11] = ’0’ + (stp%1000)/100;
svname[12] = ’0’ + ((stp%1000)%100)/10;
svname[13] = ’0’ + ((stp%1000)%100)%10;
if ((fp=fopen (svname,"w+")) == NULL){
printf("%s was not opened!\n",svname);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
printf("in %d steps, data outputted to %s...........",count, svname);
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
fprintf(fp,"%2d %2d %30.22e\n",i,j,f[i][j]);
}
}
printf("Done\n");
fclose(fp);
return(0);
}
int output3(double f[IMAX][JMAX], int count){
FILE *fp;
int i, j;
int stp;
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char svname[25]= "./Data/ot3????.dat";
stp=count/OUTPUT;
svname[10] = ’0’ + stp/1000;
svname[11] = ’0’ + (stp%1000)/100;
svname[12] = ’0’ + ((stp%1000)%100)/10;
svname[13] = ’0’ + ((stp%1000)%100)%10;
if ((fp=fopen (svname,"w+")) == NULL){
printf("%s was not opened!\n",svname);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
printf("in %d steps, data outputted to %s...........",count, svname);
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
fprintf(fp,"%2d %2d %30.22e\n",i,j,f[i][j]);
}
}
printf("Done\n");
fclose(fp);
return(0);
}
int output4(double f[IMAX][JMAX], int count){
FILE *fp;
int i, j;
int stp;
char svname[25]= "./Data/ot4????.dat";
stp=count/OUTPUT;
svname[10] = ’0’ + stp/1000;
svname[11] = ’0’ + (stp%1000)/100;
svname[12] = ’0’ + ((stp%1000)%100)/10;
svname[13] = ’0’ + ((stp%1000)%100)%10;
if ((fp=fopen (svname,"w+")) == NULL){
printf("%s was not opened!\n",svname);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
printf("in %d steps, data outputted to %s...........",count, svname);
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
fprintf(fp,"%2d %2d %30.22e\n",i,j,f[i][j]);
}
}
printf("Done\n");
fclose(fp);
return(0);
}
int output5(double f[IMAX][JMAX], int count){
FILE *fp;
int i, j;
int stp;
char svname[25]= "./Data/ot5????.dat";
stp=count/OUTPUT;
svname[10] = ’0’ + stp/1000;
svname[11] = ’0’ + (stp%1000)/100;
svname[12] = ’0’ + ((stp%1000)%100)/10;
svname[13] = ’0’ + ((stp%1000)%100)%10;
if ((fp=fopen (svname,"w+")) == NULL){
printf("%s was not opened!\n",svname);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
printf("in %d steps, data outputted to %s...........",count, svname);
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
fprintf(fp,"%2d %2d %30.22e\n",i,j,f[i][j]);
}
}
printf("Done\n");
fclose(fp);
return(0);
}
int output1d(double f[IMAX][JMAX], int count){
FILE *fp;
int i, j;
int stp;
char svname[25]= "./Data/1dp????.dat";
stp=count/OUTPUT;
svname[10] = ’0’ + stp/1000;
svname[11] = ’0’ + (stp%1000)/100;
svname[12] = ’0’ + ((stp%1000)%100)/10;
svname[13] = ’0’ + ((stp%1000)%100)%10;
if ((fp=fopen (svname,"w+")) == NULL){
printf("%s was not opened!\n",svname);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
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printf("in %d steps, data outputted to %s...........",count, svname);
for(j=0; j<JMAX; j++){
fprintf(fp,"%16.8e\n",f[IMAX-4][j]);
}
fclose(fp);
printf("Done\n");
return(0);
}
int output1d_cav(double u[IMAX][JMAX], double v[IMAX][JMAX], int count){
FILE *fpu, *fpv;
int i, j;
int stp;
char dcau[25]="./Data/cau????.dat";
char dcav[25]="./Data/cav????.dat";
stp=count/OUTPUT_CAV;
dcau[10] = ’0’ + stp/1000;
dcau[11] = ’0’ + (stp%1000)/100;
dcau[12] = ’0’ + ((stp%1000)%100)/10;
dcau[13] = ’0’ + ((stp%1000)%100)%10;
dcav[10] = ’0’ + stp/1000;
dcav[11] = ’0’ + (stp%1000)/100;
dcav[12] = ’0’ + ((stp%1000)%100)/10;
dcav[13] = ’0’ + ((stp%1000)%100)%10;
if ((fpu=fopen (dcau,"w+")) == NULL){
printf("%s was not opened!\n",dcau);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
if ((fpv=fopen (dcav,"w+")) == NULL){
printf("%s was not opened!\n",dcav);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
fclose(fpu);
fclose(fpv);
return(0);
}
int set_initial_condition(double rho[IMAX][JMAX], double gxrho[IMAX][JMAX], double gyrho[IMAX][JMAX],
double rhon[IMAX][JMAX], double gxrhon[IMAX][JMAX], double gyrhon[IMAX][JMAX],
double u[IMAX][JMAX], double gxu[IMAX][JMAX], double gyu[IMAX][JMAX],
double un[IMAX][JMAX], double gxun[IMAX][JMAX], double gyun[IMAX][JMAX],
double v[IMAX][JMAX], double gxv[IMAX][JMAX], double gyv[IMAX][JMAX],
double vn[IMAX][JMAX], double gxvn[IMAX][JMAX], double gyvn[IMAX][JMAX],
double phi[IMAX][JMAX], double gxphi[IMAX][JMAX], double gyphi[IMAX][JMAX],
double phin[IMAX][JMAX], double gxphin[IMAX][JMAX], double gyphin[IMAX][JMAX],
double p[IMAX][JMAX], double gxp[IMAX][JMAX], double gyp[IMAX][JMAX],
double pn[IMAX][JMAX], double gxpn[IMAX][JMAX], double gypn[IMAX][JMAX]){
int i,j;
double zz, dlt;
dlt=DD0R*D0;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
/* water area */
if(j<=INLET+1){
/***** for phi *****/
phi[i][j]=dphi(IN_PHI); /* water */
phin[i][j]=dphi(IN_PHI); /* water */
/***** for rho *****/
rho[i][j]=IN_RHO;
rhon[i][j]=IN_RHO;
/***** for pressure *****/
p[i][j]=RHOwater*G*(INLET-(j-1.5))*DY+Patm;
pn[i][j]=p[i][j];
u[i][j]=IN_U;
v[i][j]=IN_V;
un[i][j]=u[i][j];
vn[i][j]=v[i][j];
}
else{
/* air area */
/***** for phi *****/
phi[i][j]=dphi(0.); /* air */
phin[i][j]=dphi(0.); /* air */
/***** for rho *****/
rho[i][j]=RHOair;
rhon[i][j]=RHOair;
/***** for pressure *****/
p[i][j]=Patm;
pn[i][j]=p[i][j];
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/***** for velocity *****/
u[i][j]=IN_U;
v[i][j]=0.;
un[i][j]=u[i][j];
vn[i][j]=v[i][j];
}
}
}
/***** for gradient *****/
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
gxrho[i][j]=0.;
gyrho[i][j]=0.;
gxp[i][j]=0.;
gyp[i][j]=0.;
gxphi[i][j]=0.;
gyphi[i][j]=0.;
gxu[i][j]=0.;
gyu[i][j]=0.;
gxv[i][j]=0.;
gyv[i][j]=0.;
gxrhon[i][j]=0.;
gyrhon[i][j]=0.;
gxpn[i][j]=0.;
gypn[i][j]=0.;
gxphin[i][j]=0.;
gyphin[i][j]=0.;
gxun[i][j]=0.;
gyun[i][j]=0.;
gxvn[i][j]=0.;
gyvn[i][j]=0.;
}
}
/***** for gradient *****/
for(i=2; i<IMAX-1; i++){
for(j=2; j<JMAX-1; j++){
ITVLM+=iphi(phi[i][j]);
}
}
return(0);
}
int re_calc_output(double t, int count, double rho[IMAX][JMAX], double gxrho[IMAX][JMAX], double gyrho[IMAX][JMAX],
double rhon[IMAX][JMAX], double gxrhon[IMAX][JMAX], double gyrhon[IMAX][JMAX],
double u[IMAX][JMAX], double gxu[IMAX][JMAX], double gyu[IMAX][JMAX],
double un[IMAX][JMAX], double gxun[IMAX][JMAX], double gyun[IMAX][JMAX],
double v[IMAX][JMAX], double gxv[IMAX][JMAX], double gyv[IMAX][JMAX],
double vn[IMAX][JMAX], double gxvn[IMAX][JMAX], double gyvn[IMAX][JMAX],
double phi[IMAX][JMAX], double gxphi[IMAX][JMAX], double gyphi[IMAX][JMAX],
double phin[IMAX][JMAX], double gxphin[IMAX][JMAX], double gyphin[IMAX][JMAX],
double p[IMAX][JMAX], double gxp[IMAX][JMAX], double gyp[IMAX][JMAX],
double pn[IMAX][JMAX], double gxpn[IMAX][JMAX], double gypn[IMAX][JMAX]){
FILE *fp;
int i,j;
if ((fp=fopen ("./Data/ContCalcData.dat","w+")) == NULL){
printf("’./Data/ContCalcData.dat’ was not opened!\n");
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
fprintf(fp,"%10d\n",count);
fprintf(fp,"%16.8e\n",t);
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
fprintf(fp,"%16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e\n",
rho[i][j], gxrho[i][j], gyrho[i][j], rhon[i][j], gxrhon[i][j], gyrhon[i][j],
u[i][j], gxu[i][j], gyu[i][j], un[i][j]);
fprintf(fp,"%16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e\n",
gxun[i][j], gyun[i][j], v[i][j], gxv[i][j], gyv[i][j],
vn[i][j], gxvn[i][j], gyvn[i][j], phi[i][j], gxphi[i][j]);
fprintf(fp,"%16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e\n",
gyphi[i][j], phin[i][j], gxphin[i][j], gyphin[i][j], p[i][j],
gxp[i][j], gyp[i][j], pn[i][j], gxpn[i][j], gypn[i][j]);
}
}
fclose(fp);
return(0);
}
int update(double rho[IMAX][JMAX], double rhon[IMAX][JMAX],
double u[IMAX][JMAX], double un[IMAX][JMAX],
double v[IMAX][JMAX], double vn[IMAX][JMAX],
double p[IMAX][JMAX], double pn[IMAX][JMAX],
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double phi[IMAX][JMAX], double phin[IMAX][JMAX]){
int i,j;
double oldp[IMAX][JMAX];
/* -- for printf old pressure -- */
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
oldp[i][j]=p[i][j];
}
}
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
rho[i][j]=rhon[i][j];
if(rho[i][j]<=RHOair){
rho[i][j]=RHOair;
phi[i][j]=dphi(0.);
}
if(rho[i][j]>=RHOwater){
rho[i][j]=RHOwater;
phi[i][j]=dphi(1.);
}
phi[i][j]=phin[i][j];
if(iphi(phi[i][j])<0.){
rho[i][j]=RHOair;
phi[i][j]=dphi(0.);
}
if(iphi(phi[i][j])>1.){
rho[i][j]=RHOwater;
phi[i][j]=dphi(1.);
}
u[i][j]=un[i][j];
v[i][j]=vn[i][j];
p[i][j]=pn[i][j];
if(p[i][j]<=0.){
printf("(update) Negative Pressure %16.3e oldp=%16.3e at (%d,%d)\n",p[i][j],oldp[i][j],i,j);
printf("%16.3e %16.3e %16.3e\n",p[i-1][j+1],p[i][j+1],p[i+1][j+1]);
printf("%16.3e %16.3e %16.3e\n",p[i-1][j ],p[i][j ],p[i+1][j ]);
printf("%16.3e %16.3e %16.3e\n",p[i-1][j-1],p[i][j-1],p[i+1][j-1]);
printf("--- oldp ---\n");
printf("%16.3e %16.3e %16.3e\n",oldp[i-1][j+1],oldp[i][j+1],oldp[i+1][j+1]);
printf("%16.3e %16.3e %16.3e\n",oldp[i-1][j ],oldp[i][j ],oldp[i+1][j ]);
printf("%16.3e %16.3e %16.3e\n",oldp[i-1][j-1],oldp[i][j-1],oldp[i+1][j-1]);
return(-1);
}
}
}
return(0);
}
int check(double rho[IMAX][JMAX], double p[IMAX][JMAX], double tmp1[IMAX][JMAX], double tmp2[IMAX][JMAX]){
int i,j;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
if(rho[i][j]<=0.){
printf("(check) Negative density %16.8e at (%d,%d)\n",rho[i][j],i,j);
printf(" %16d %16d %16d %16d %16d\n", i-2,i-1,i,i+1,i+2);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j+2,rho[i-2][j+2],rho[i-1][j+2],rho[i][j+2],rho[i+1][j+2],rho[i+2][j+2]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j+1,rho[i-2][j+1],rho[i-1][j+1],rho[i][j+1],rho[i+1][j+1],rho[i+2][j+1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j ,rho[i-2][j ],rho[i-1][j ],rho[i][j ],rho[i+1][j ],rho[i+2][j ]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j-1,rho[i-2][j-1],rho[i-1][j-1],rho[i][j-1],rho[i+1][j-1],rho[i+2][j-1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j-2,rho[i-2][j-2],rho[i-1][j-2],rho[i][j-2],rho[i+1][j-2],rho[i+2][j-2]);
printf("----- pressure -----\n");
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j+2,p[i-2][j+2],p[i-1][j+2],p[i][j+2],p[i+1][j+2],p[i+2][j+2]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j+1,p[i-2][j+1],p[i-1][j+1],p[i][j+1],p[i+1][j+1],p[i+2][j+1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j ,p[i-2][j ],p[i-1][j ],p[i][j ],p[i+1][j ],p[i+2][j ]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j-1,p[i-2][j-1],p[i-1][j-1],p[i][j-1],p[i+1][j-1],p[i+2][j-1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j-2,p[i-2][j-2],p[i-1][j-2],p[i][j-2],p[i+1][j-2],p[i+2][j-2]);
printf("----- tmp1 -----\n");
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j+2,tmp1[i-2][j+2],tmp1[i-1][j+2],tmp1[i][j+2],tmp1[i+1][j+2],tmp1[i+2][j+2]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j+1,tmp1[i-2][j+1],tmp1[i-1][j+1],tmp1[i][j+1],tmp1[i+1][j+1],tmp1[i+2][j+1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j ,tmp1[i-2][j ],tmp1[i-1][j ],tmp1[i][j ],tmp1[i+1][j ],tmp1[i+2][j ]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j-1,tmp1[i-2][j-1],tmp1[i-1][j-1],tmp1[i][j-1],tmp1[i+1][j-1],tmp1[i+2][j-1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j-2,tmp1[i-2][j-2],tmp1[i-1][j-2],tmp1[i][j-2],tmp1[i+1][j-2],tmp1[i+2][j-2]);
printf("----- tmp2 -----e\n");
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j+2,tmp2[i-2][j+2],tmp2[i-1][j+2],tmp2[i][j+2],tmp2[i+1][j+2],tmp2[i+2][j+2]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j+1,tmp2[i-2][j+1],tmp2[i-1][j+1],tmp2[i][j+1],tmp2[i+1][j+1],tmp2[i+2][j+1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j ,tmp2[i-2][j ],tmp2[i-1][j ],tmp2[i][j ],tmp2[i+1][j ],tmp2[i+2][j ]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j-1,tmp2[i-2][j-1],tmp2[i-1][j-1],tmp2[i][j-1],tmp2[i+1][j-1],tmp2[i+2][j-1]);
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printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",
j-2,tmp2[i-2][j-2],tmp2[i-1][j-2],tmp2[i][j-2],tmp2[i+1][j-2],tmp2[i+2][j-2]);
exit(-1);
}
if(p[i][j]<=0.){
printf("(check) Negative Pressure %16.3e at (%d,%d)\n",p[i][j],i,j);
printf(" %16d %16d %16d %16d %16d\n", i-2,i-1,i,i+1,i+2);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j+2,p[i-2][j+2],p[i-1][j+2],p[i][j+2],p[i+1][j+2],p[i+2][j+2]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j+1,p[i-2][j+1],p[i-1][j+1],p[i][j+1],p[i+1][j+1],p[i+2][j+1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j ,p[i-2][j ],p[i-1][j ],p[i][j ],p[i+1][j ],p[i+2][j ]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j-1,p[i-2][j-1],p[i-1][j-1],p[i][j-1],p[i+1][j-1],p[i+2][j-1]);
printf("%3d : %16.8e %16.8e %16.8e %16.8e %16.8e\n",j-2,p[i-2][j-2],p[i-1][j-2],p[i][j-2],p[i+1][j-2],p[i+2][j-2]);
exit(-1);
}
}
}
return(0);
}
double sound_velocity(int i, int j, double rho[IMAX][JMAX], double p[IMAX][JMAX], double phi[IMAX][JMAX]){
double cair2, cwater2, c2, csrho;
//----- original -----
// cair2=GAMMA*p[i][j]/rho[i][j];
// cwater2=KAPPA*(p[i][j]+B)/rho[i][j];
//----- improved -----
cair2=GAMMA*p[i][j]/RHOair;
cwater2=KAPPA*(p[i][j]+B)/RHOwater;
//--------------------
if(iphi(phi[i][j])<0. || iphi(phi[i][j])>1.){
printf("(sound_velocity) INVALID iphi value (=%16.8e) at (%d,%d)\n",iphi(phi[i][j]),i,j);
exit(-1);
}
c2=(1.-iphi(phi[i][j]))*cair2 + iphi(phi[i][j])*cwater2;
if(c2<=0.){
printf("Negative Sound Speed =%16.8e at (%2d,%2d), iphi=%16.8e, cair2=%16.8e, cwater2=%16.8e\n",
c2, i,j,iphi(phi[i][j]),cair2, cwater2);
exit(-1);
}
return(c2);
}
int bc_p(double pn[IMAX][JMAX]){
int i,j;
/********** B.C. for Pressure & Sound speed *****************************/
/* LEFT side */
/*... outlet ...*/
for(j=2; j<=OUTLET+1; j++){
pn[0 ][j]=pn[2 ][j];
pn[1 ][j]=pn[2 ][j];
}
/*... wall ...*/
for(j=OUTLET+2; j<=JMAX-3; j++){
pn[0 ][j]=pn[3 ][j];
pn[1 ][j]=pn[2 ][j];
}
/* RIGHT side */
/*... inlet&open boundary ...*/
for(j=2; j<=JMAX-3; j++){
pn[IMAX-1][j]=pn[IMAX-3][j];
pn[IMAX-2][j]=pn[IMAX-3][j];
}
/* BOTTM */
for(i=2; i<=IMAX-3; i++){
/* bottom */
pn[i][0]=pn[i][3];
pn[i][1]=pn[i][2];
}
/* TOP */
for(i=0; i<=IMAX-1; i++){
pn[i][JMAX-1]=Patm;
pn[i][JMAX-2]=Patm;
}
/* corner */
/* left & bottom */
pn[0][0]=pn[3][3];
pn[0][1]=pn[3][2];
pn[1][0]=pn[2][3];
pn[1][1]=pn[2][2];
/* right & bottom */
pn[IMAX-1][0]=pn[IMAX-4][3];
pn[IMAX-1][1]=pn[IMAX-4][2];
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pn[IMAX-2][0]=pn[IMAX-3][3];
pn[IMAX-2][1]=pn[IMAX-3][2];
/********** B.C. for Pressure *****************************/
return(0);
}
int psor(double rho[IMAX][JMAX], double u[IMAX][JMAX], double v[IMAX][JMAX], double phi[IMAX][JMAX],
double p[IMAX][JMAX], double pn[IMAX][JMAX], int rtt){
int i, j;
int ite=0;
double oldp[IMAX][JMAX], op;
double res=10., rhs=0., bnm=0.,npt;
double fdx, fdy, fdx2, fdy2, DT2, fDT, fDT2;
double b0, b1, b2, b3, b4, b;
double div;
double rhol, rhor, rhou, rhod;
double dx2, dy2, cs2, rhoav;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
oldp[i][j]=p[i][j];
}
}
dx2=DX*DX;
dy2=DY*DY;
fdx=1./DX;
if(DX<=0.){
printf("invalid fdx(=%16.8e). aborted! in psor()\n",fdx);
exit(-1);
}
fdy=1./DY;
if(DY<=0.){
printf("invalid fdy(=%16.8e). aborted! in psor()\n",fdy);
exit(-1);
}
fdx2=1./dx2;
if(pow(DX,2)<=0.){
printf("invalid fdx2(=%16.8e). aborted! in psor()\n",fdx2);
exit(-1);
}
fdy2=1./dy2;
if(pow(DY,2)<=0.){
printf("invalid fdy2(=%16.8e). aborted! in psor()\n",fdy2);
exit(-1);
}
DT2=pow(DT,2);
if(DT2<=0.){
printf("invalid DT2(=%16.8e). aborted! in psor()\n",DT2);
exit(-1);
}
fDT=1./DT;
if(DT<=0.){
printf("invalid fDT(=%16.8e). aborted! in psor()\n",fDT);
exit(-1);
}
fDT2=1./DT2;
if(fDT2<=0.){
printf("invalid DT2(=%16.8e). aborted! in psor()\n",DT2);
exit(-1);
}
while ( (res>EPS) && (ite<MITE)){
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
p[i][j]=ALPHA*pn[i][j]+(1.-ALPHA)*p[i][j];
/*
sample
pp p
p pn
yp oldp
*/
}
}
ite++;
res=0.;
for(j=2; j<=JMAX-3; j++){
for(i=2; i<=IMAX-3; i++){
cs2=sound_velocity(i,j,rho,oldp,phi);
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rhol=(rho[i][j]+rho[i-1][j ])*0.5;
rhor=(rho[i][j]+rho[i+1][j ])*0.5;
rhod=(rho[i][j]+rho[i ][j-1])*0.5;
rhou=(rho[i][j]+rho[i ][j+1])*0.5;
rhoav=0.25*(rhol+rhor+rhou+rhod);
if(rhol<=0.){
printf("Negative Density at [%d][%d] rhol=%30.22e\n",i,j,rhol);
exit(-1);
}
if(rhor<=0.){
printf("Negative Density at [%d][%d] rhor=%30.22e\n",i,j,rhor);
exit(-1);
}
if(rhod<=0.){
printf("Negative Density at [%d][%d] rhod=%30.22e\n",i,j,rhod);
exit(-1);
}
if(rhou<=0.){
printf("Negative Density at [%d][%d] rhou=%30.22e rho=%30.22e rho(j+1)=%30.22e\n",i,j,rhou,rho[i][j],rho[i][j+1]);
exit(-1);
}
/*
sample
pp p
p pn
yp oldp
*/
/* original sample SOR ( not included sound speed ) */
// div=1.0+GAMMA*oldp[i][j]*DT*DT*((1.0/rhor+1.0/rhol)/dx2+(1.0/rhou+1.0/rhod)/dy2);
// pn[i][j]=(oldp[i][j]-GAMMA*oldp[i][j]*DT*((u[i+1][j]-u[i][j])/DX - (p[i+1][j]/rhor+p[i-1][j]/rhol)*DT/dx2
// +(v[i][j+1]-v[i][j])/DY - (p[i][j+1]/rhou + p[i][j-1]/rhod)*DT/dy2))/div;
/* (improved) sample SOR, including sound speed */
div=1.0+cs2*rho[i][j]*DT*DT*((1.0/rhor+1.0/rhol)/dx2+(1.0/rhou+1.0/rhod)/dy2);
pn[i][j]=(oldp[i][j]-cs2*rho[i][j]*DT*((u[i+1][j]-u[i][j])/DX - (p[i+1][j]/rhor+p[i-1][j]/rhol)*DT/dx2
+(v[i][j+1]-v[i][j])/DY - (p[i][j+1]/rhou + p[i][j-1]/rhod)*DT/dy2))/div;
if(pn[i][j]<=0.){
printf("Negative Pressure at [%d][%d] p=%30.22e\n",i,j,pn[i][j]);
return(-1);
}
res+=pow(p[i][j]-pn[i][j],2);
}
}
if(ite%200==0)printf("--(SOR)%4d st.ite., res.=%16.8e (%6.1f t.l.t. EPS)...(SOR)\n",ite,res,(res/EPS));
/* B.C. */
bc_p(pn);
/* ... end of pressure iteration loop ... */
}
if(ite==MITE)printf("--not converged within %4d steps iterations, residual=%16.8e....(SOR)\n",MITE,res);
else printf("--converged in %4d steps iterations. res=%16.8e...(SOR)\n",ite,res);
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
p[i][j]=oldp[i][j];
}
}
return(0);
}
int isoentro_rho(double rho[IMAX][JMAX], double rhon[IMAX][JMAX],
double p[IMAX][JMAX], double pn[IMAX][JMAX],
double phi[IMAX][JMAX],
double un[IMAX][JMAX], double vn[IMAX][JMAX]){
int i,j;
double cs2;
double pnl, pnr, pnd, pnu, pna;
double pl, pr, pd, pu, pa;
// --------------------------------------------------------------------------------
printf("(isoentro_rho) this function is NOT CONSIDERED to use....\n");
exit(-1);
// --------------------------------------------------------------------------------
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
// ----- shimizu2001 ---------------------------------------------------------------------
// cs2=sound_velocity(i, j, rho, p, phi);
// rhon[i][j]=rho[i][j]+1./cs2*(pn[i][j]-p[i][j]);
// ---------------------------------------------------------------------------------------
// ----- mizutani2002 --------------------------------------------------------------------
rhon[i][j]=rho[i][j]-rho[i][j]*((un[i+1][j]-un[i][j])/DX+(vn[i][j+1]-vn[i][j])/DY)*DT;
if(rhon[i][j]<=RHOair)rhon[i][j]=RHOair;
if(rhon[i][j]>=RHOwater)rhon[i][j]=RHOwater;
// ---------------------------------------------------------------------------------------
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}}
return(0);
}
int rho_from_phi(double rhon[IMAX][JMAX], double phin[IMAX][JMAX]){
int i,j;
double tmpphi[IMAX][JMAX];
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
rhon[i][j]=iphi(phin[i][j])*RHOwater + (1.-iphi(phin[i][j]))*RHOair;
if(rhon[i][j]<=0.){
printf("(rho_from_phi) Negative Density(=%8.4f) at (%d,%d), phin=%8.4f\n",
rhon[i][j], i, j, phin[i][j]);
exit(-1);
}
}
}
return(0);
}
int rho_from_phi_filtered(double rhon[IMAX][JMAX], double phin[IMAX][JMAX]){
int i,j, mgc=0, agc=0, wgc=0;
double tmpphi[IMAX][JMAX];
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
tmpphi[i][j]=0.2*(iphi(phin[i][j])+iphi(phin[i][j])+iphi(phin[i][j+1])+iphi(phin[i+1][j])+iphi(phin[i+1][j+1]));
}
}
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
if(tmpphi[i][j]<=0.2){
phin[i][j]=dphi(0.);
rhon[i][j]=RHOair;
agc++;
}
else if(tmpphi[i][j]>=0.8){
phin[i][j]=dphi(1.);
rhon[i][j]=RHOwater;
wgc++;
}
else{
rhon[i][j]=iphi(phin[i][j])*RHOwater + (1.-iphi(phin[i][j]))*RHOair;
phin[i][j]=dphi(0.5);
mgc++;
}
if(rhon[i][j]<=0.){
printf("(rho_from_phi) Negative Density(=%8.4f) at (%d,%d), phin=%8.4f\n",
rhon[i][j], i, j, phin[i][j]);
exit(-1);
}
}
}
printf("(rho_from_phi) Air=%d Water=%d Mid=%d\n",agc,wgc,mgc);
return(0);
}
int correct_phi(double phin[IMAX][JMAX]){
/* original */
int i,j,nom=0;
double mixture[IMAX][JMAX], vlm=0., tvlm=0., difvlm, bi;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
if(iphi(phin[i][j])<0.){/* air cell */
phin[i][j]=dphi(0.);
}
else if(iphi(phin[i][j])>1.){/* water cell */
phin[i][j]=dphi(1.);
}
if(i>=2 && i<IMAX-1 && j>=2 && j<JMAX-1) vlm+=iphi(phin[i][j]); /* total volume */
}
}
return(0);
}
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int correct_phi_isoentro(double phin[IMAX][JMAX]){
int i,j;
int na=0, nf=0, nm=0;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
if(iphi(phin[i][j])<=0.){
phin[i][j]=dphi(0.);
na++;
}
else if(iphi(phin[i][j])>=1.){
phin[i][j]=dphi(1.);
nf++;
}
else{
phin[i][j]=dphi(0.5);
nm++;
}
}
}
printf("Air:%3d(%8.4f%%) Water:%3d(%8.4f%%) Mix:%3d(%8.4f%%)\n",
na,(double)na/(double)(IMAX*JMAX)*100., nf,(double)nf/(double)(IMAX*JMAX)*100, nm,(double)nm/(double)(IMAX*JMAX)*100.);
return(0);
}
int correct_phi_adv(double phin[IMAX][JMAX]){
int i,j;
int na=0, nf=0, nm=0;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
if(iphi(phin[i][j])<0.5){
phin[i][j]=dphi(0.);
na++;
}
else if(iphi(phin[i][j])>0.5){
phin[i][j]=dphi(1.);
nf++;
}
else{
phin[i][j]=dphi(0.5);
nm++;
}
}
}
printf("Air:%3d(%8.4f%%) Water:%3d(%8.4f%%) Mix:%3d(%8.4f%%)\n",
na,(double)na/(double)(IMAX*JMAX)*100., nf,(double)nf/(double)(IMAX*JMAX)*100, nm,(double)nm/(double)(IMAX*JMAX)*100.);
return(0);
}
int isoentro_phi(double phi[IMAX][JMAX], double phin[IMAX][JMAX], double rho[IMAX][JMAX],
double p[IMAX][JMAX], double pn[IMAX][JMAX],
double un[IMAX][JMAX], double vn[IMAX][JMAX]){
int i,j;
double cs2;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
// ----- shimizu2001 ---------------------------------------------------------------------
// cs2=sound_velocity(i, j, rho, p, phi);
// phin[i][j]=phi[i][j]+phi[i][j]/(rho[i][j]*cs2)*(pn[i][j]-p[i][j]);
// ----- shimizu2001 ---------------------------------------------------------------------
// ----- mizutani2002 ---------------------------------------------------------------------
phin[i][j]=phi[i][j]-DT* phi[i][j]*((un[i+1][j]-un[i][j])/DX+ (vn[i][j+1]-vn[i][j])/DY);
// ----- mizutani2002 ---------------------------------------------------------------------
}
}
correct_phi(phin);
return(0);
}
int isoentro_update(double u[IMAX][JMAX], double un[IMAX][JMAX],
double v[IMAX][JMAX], double vn[IMAX][JMAX],
double rho[IMAX][JMAX], double rhon[IMAX][JMAX],
double phi[IMAX][JMAX], double phin[IMAX][JMAX]){
int i,j;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
u[i][j]= un[i][j];
v[i][j]= vn[i][j];
rho[i][j]=rhon[i][j];
phi[i][j]=phin[i][j];
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}}
return(0);
}
int diffusion_update(double u[IMAX][JMAX], double un[IMAX][JMAX],
double v[IMAX][JMAX], double vn[IMAX][JMAX]){
int i,j;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
u[i][j]=un[i][j];
v[i][j]=vn[i][j];
}
}
return(0);
}
int sc_update(double scn[IMAX][JMAX], double sc[IMAX][JMAX]){
int i,j;
for(i=0; i<IMAX; i++){
for(j=0; j<JMAX; j++){
sc[i][j]=scn[i][j];
}
}
return(0);
}
//---------- Boundary Condition ----------
int bc_scalar(double sc[IMAX][JMAX], double dvalue){
int i,j;
/***** LEFT SIDE *****/
/*... outlet ...*/
for(j=2; j<=OUTLET+1; j++){
/* left */
sc[0 ][j]=sc[2 ][j];
sc[1 ][j]=sc[2 ][j];
}
/*... wall ...*/
for(j=OUTLET+2; j<=JMAX-1; j++){
/* left */
sc[0 ][j]=sc[3 ][j];
sc[1 ][j]=sc[2 ][j];
}
/***** RIGHT SIDE *****/
/*... inlet ...*/
for(j=2; j<=INLET+1; j++){
sc[IMAX-1][j]=dvalue;
sc[IMAX-2][j]=dvalue;
}
/*... openboundary on inlet ...*/
for(j=INLET+2; j<=JMAX-1; j++){
sc[IMAX-1][j]=sc[IMAX-3][j];
sc[IMAX-2][j]=sc[IMAX-3][j];
}
/***** BOTTOM *****/
for(i=2; i<=IMAX-3; i++){
/* bottom */
sc[i][0]=sc[i][3];
sc[i][1]=sc[i][2];
}
/***** TOP (open boundary) *****/
for(i=2; i<=IMAX-3; i++){
/* top.. wall b.c. */
sc[i][JMAX-1]=sc[i][JMAX-3];
sc[i][JMAX-2]=sc[i][JMAX-3];
}
/* corner */
/* left & bottom
| | | | |
+---+---+---+---+--
3 | | | B | A |
+---+---+---+---+--
2 | | | D | C |
+---+---+---+---+--
1 | C | D | | |
+---+---+---+---+--
0 | A | B | | |
+---+---+---+---+--
0 1 2 3
*/
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sc[0][0]=sc[3][3]; /* A */
sc[0][1]=sc[3][2]; /* C */
sc[1][0]=sc[2][3]; /* B */
sc[1][1]=sc[2][2]; /* D */
/* right & bottom
| | | |
-+---+---+---+---
3 | B | A | |
-+---+---+---+---
2 | D | C | |
-+---+---+---+---
1 | | | C | D
-+---+---+---+---
0 | | | A | B
-+---+---+---+---
-4 -3 -2 -1
*/
sc[IMAX-1][0]=sc[IMAX-4][3]; /* B */
sc[IMAX-1][1]=sc[IMAX-4][2]; /* D */
sc[IMAX-2][0]=sc[IMAX-3][3]; /* A */
sc[IMAX-2][1]=sc[IMAX-3][2]; /* C */
/* left & top (wall condition)
-1 | A | B | |
+---+---+---+---
-2 | C | D | |
+---+---+---+---
-3 | | | D | C
+---+---+---+---
-4 | | | B | A
+---+---+---+---
0 1 2 3
*/
sc[0][JMAX-1]=sc[3][JMAX-4]; /* A */
sc[0][JMAX-2]=sc[3][JMAX-3]; /* C */
sc[1][JMAX-1]=sc[2][JMAX-4]; /* B */
sc[1][JMAX-2]=sc[2][JMAX-3]; /* D */
/* right & top (wall condition)
-1 | | | D | C
-+---+---+---+---
-2 | | | A | B
-+---+---+---+---
-3 | B | A | |
-+---+---+---+---
-4 | C | D | |
-+---+---+---+---
-4 -3 -2 -1
*/
sc[IMAX-1][JMAX-1]=sc[IMAX-4][JMAX-4]; /* C */
sc[IMAX-1][JMAX-2]=sc[IMAX-4][JMAX-3]; /* B */
sc[IMAX-2][JMAX-1]=sc[IMAX-3][JMAX-4]; /* D */
sc[IMAX-2][JMAX-2]=sc[IMAX-3][JMAX-3]; /* A */
return(0);
}
int bc_velo(double un[IMAX][JMAX], double vn[IMAX][JMAX]){
int i,j;
double zz, dlt;
/* Ref. MOLESKINE 26/06/07 */
/***** LEFT SIDE *****/
/*... wall ... */
for(j=OUTLET+2; j<=JMAX-1; j++)
un[2 ][j]=0.;
/***** BOTTOM *****/
for(i=0; i<=IMAX-1; i++)
vn[i][2 ]=0.;
/***** un for LEFTSIDE *****/
/* ... outlet ... */
for(j=2; j<=OUTLET+1; j++){
un[0 ][j]=OUT_U;
un[1 ][j]=OUT_U;
un[2 ][j]=OUT_U;
}
/* ... wall ... */
for(j=OUTLET+2; j<=JMAX-1; j++){
un[0 ][j]=-un[4][j];
un[1 ][j]=-un[3][j];
}
/***** un for RIGHTSIDE *****/
/* ... inlet ... */
for(j=2; j<=JMAX-1; j++){
un[IMAX-1][j]=V0;
un[IMAX-2][j]=un[IMAX-1][j];
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}/***** vn for LEFTSIDE *****/
/* ... outlet ... */
for(j=3; j<=OUTLET+1; j++){
vn[0 ][j]=vn[2 ][j];
vn[1 ][j]=vn[2 ][j];
}
vn[0 ][OUTLET+2]=0.;
vn[1 ][OUTLET+2]=0.;
/* ... wall ... */
for(j=OUTLET+3; j<=JMAX-1; j++){
vn[0 ][j]=-vn[3 ][j];
vn[1 ][j]=-vn[2 ][j];
}
/***** vn for RIGHTSIDE *****/
/* ... inlet ... */
for(j=3; j<=INLET+2; j++){
vn[IMAX-1][j]=IN_V;
vn[IMAX-2][j]=IN_V;
}
/* ... openboundary on inlet ... */
for(j=OUTLET+2; j<=JMAX-1; j++){
vn[IMAX-1][j]=vn[IMAX-3][j];
vn[IMAX-2][j]=vn[IMAX-3][j];
}
/***** un for BOTTOM *****/
for(i=3; i<=IMAX-3; i++){
un[i][0 ]=-un[i][3 ];
un[i][1 ]=-un[i][2 ];
}
/***** un for TOP (open boundary) *****/
for(i=0; i<=IMAX-1; i++){
un[i][JMAX-1]=un[i][JMAX-3];
un[i][JMAX-2]=un[i][JMAX-3];
}
/***** vn for BOTTOM *****/
for(i=3; i<=IMAX-4; i++){
vn[i][0 ]=-vn[i][4 ];
vn[i][1 ]=-vn[i][3 ];
}
/* vn for TOP */
for(i=0; i<=IMAX-1; i++){
vn[i][JMAX-1]=vn[i][JMAX-3];
vn[i][JMAX-2]=vn[i][JMAX-3];
}
/* corner */
/* left & bottom
for u
+---+---+---+---+
3 | | | > ?
+---+---+---+---+
2 | | | x *
+---+---+---+---+
1 * x | | |
+---+---+---+---+
0 ? > | | |
+---+---+---+---+
0 1 2 3 4
for v
4 +---+---+->-+-?-+
| | | | |
3 +---+---+-x-+-*-+
| | | | |
2 +---+---+---+---+
| | | | |
1 +-*-+-x-+---+---+
| | | | |
0 +-?-+->-+---+---+
0 1 2 3
*/
un[0][0]=un[4][3]; /* ? */
un[1][0]=un[3][3]; /* > */
un[0][1]=un[4][2]; /* * */
un[1][1]=un[3][2]; /* x */
vn[0][0]=vn[3][4]; /* ? */
vn[1][0]=vn[2][4]; /* > */
vn[0][1]=vn[3][3]; /* * */
vn[1][1]=vn[2][3]; /* x */
/* right & top
for u
-1 | | | ?
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+---+---+---+-
-2 | | | *
+---+---+---+-
-3 | * | |
+---+---+---+-
-4 | ? | |
+---+---+---+-
-4 -3 -2 -1
*/
un[IMAX-1][JMAX-1]=un[IMAX-3][JMAX-4]; /* ? */
un[IMAX-1][JMAX-2]=un[IMAX-3][JMAX-3]; /* * */
/*
for v
| | | |
-1 +---+---+->-+-?-
| | | |
-2 +---+---+---+---
| | | |
-3 +-?-+->-+---+---
-4 -3 -2 -1
*/
vn[IMAX-2][JMAX-1]=vn[IMAX-3][JMAX-3]; /* > */
vn[IMAX-1][JMAX-1]=vn[IMAX-4][JMAX-3]; /* ? */
/* right & bottom
for u
+---+---+---+---+-
3 | | * | |
+---+---+---+---+-
2 | | ? | |
+---+---+---+---+-
1 | | | | ?
+---+---+---+---+-
0 | | | | *
+---+---+---+---+-
-5 -4 -3 -2 -1
*/
un[IMAX-1][0]=un[IMAX-3][3]; /* * */
un[IMAX-1][1]=un[IMAX-3][2]; /* ? */
/*
for v
| | | |
4 +->-+-?-+---+---
| | | |
3 +-x-+-*-+---+---
| | | |
2 +---+---+---+---
| | | |
1 +---+---+-*-+-x-
| | | |
0 +---+---+-?-+->-
-4 -3 -2 -1
*/
vn[IMAX-1][0]=vn[IMAX-4][4];/* > */
vn[IMAX-2][0]=vn[IMAX-3][4];/* ? */
vn[IMAX-1][1]=vn[IMAX-4][3];/* x */
vn[IMAX-2][1]=vn[IMAX-3][3];/* * */
/* left & top
for u
-1 * x | | |
+---+---+---+---+
-2 ? > | | |
+---+---+---+---+
-3 | | | > ?
+---+---+---+---+
-4 | | | x *
+---+---+---+---+
0 1 2 3 4
*/
un[0][JMAX-1]=un[4][JMAX-4]; /* * */
un[1][JMAX-1]=un[3][JMAX-4]; /* x */
un[0][JMAX-2]=un[4][JMAX-3]; /* ? */
un[1][JMAX-2]=un[3][JMAX-3]; /* > */
/*
for v
| | | | |
-1 +->-+-?-+---+---+
| | | | |
-2 +---+---+---+---+
| | | | |
-3 +---+---+-?-+->-+
| | | | |
0 1 2 3
*/
vn[0][JMAX-1]=vn[3][JMAX-3]; /* > */
vn[1][JMAX-1]=vn[2][JMAX-3]; /* ? */
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return(0);
}
int bc_sc_grad(double gxscn[IMAX][JMAX], double gzscn[IMAX][JMAX]){
int i,j;
/* bottom & top, parallel direction for gx, normal direction for gy */
for(i=2; i<=IMAX-3; i++){
gxscn[i][0 ]= gxscn[i][3 ];
gxscn[i][1 ]= gxscn[i][2 ];
gxscn[i][JMAX-1]= gxscn[i][JMAX-3];
gxscn[i][JMAX-2]= gxscn[i][JMAX-3];
gzscn[i][0 ]=-gzscn[i][3 ];
gzscn[i][1 ]=-gzscn[i][2 ];
gzscn[i][JMAX-1]=0.;
gzscn[i][JMAX-2]=0.;
}
/* sidewall, parallel direction for gy, normal direction for gx */
/***** LEFT *****/
/*... outlet ...*/
for(j=2; j<=OUTLET+1; j++){
gxscn[0 ][j]=0.;
gxscn[1 ][j]=0.;
gzscn[0 ][j]= gzscn[2 ][j];
gzscn[1 ][j]= gzscn[2 ][j];
}
/* ... wall ...*/
for(j=OUTLET+2; j<=JMAX-1; j++){
gxscn[0 ][j]=-gxscn[3 ][j];
gxscn[1 ][j]=-gxscn[2 ][j];
gzscn[0 ][j]= gzscn[3 ][j];
gzscn[1 ][j]= gzscn[2 ][j];
}
/***** RIGHT *****/
for(j=2; j<=JMAX-3; j++){
/*... inlet ... */
gxscn[IMAX-1][j]=0.;
gxscn[IMAX-2][j]=0.;
gzscn[IMAX-1][j]= gzscn[IMAX-3][j];
gzscn[IMAX-2][j]= gzscn[IMAX-3][j];
}
/* corner */
/* left bottom */
gxscn[0][0]=-gxscn[3][3];
gxscn[0][1]=-gxscn[3][2];
gxscn[1][0]=-gxscn[2][3];
gxscn[1][1]=-gxscn[2][2];
gzscn[0][0]=-gzscn[3][3];
gzscn[0][1]=-gzscn[3][2];
gzscn[1][0]=-gzscn[2][3];
gzscn[1][1]=-gzscn[2][2];
/* right bottom */
gxscn[IMAX-1][0]=-gxscn[IMAX-4][3];
gxscn[IMAX-1][1]=-gxscn[IMAX-4][2];
gxscn[IMAX-2][0]=-gxscn[IMAX-3][3];
gxscn[IMAX-2][1]=-gxscn[IMAX-3][2];
gzscn[IMAX-1][0]=-gzscn[IMAX-4][3];
gzscn[IMAX-1][1]=-gzscn[IMAX-4][2];
gzscn[IMAX-2][0]=-gzscn[IMAX-3][3];
gzscn[IMAX-2][1]=-gzscn[IMAX-3][2];
/* left top */
gxscn[0][JMAX-1]=-gxscn[3][JMAX-4];
gxscn[0][JMAX-2]=-gxscn[3][JMAX-3];
gxscn[1][JMAX-1]=-gxscn[2][JMAX-4];
gxscn[1][JMAX-2]=-gxscn[2][JMAX-3];
gzscn[0][JMAX-1]=-gzscn[3][JMAX-4];
gzscn[0][JMAX-2]=-gzscn[3][JMAX-3];
gzscn[1][JMAX-1]=-gzscn[2][JMAX-4];
gzscn[1][JMAX-2]=-gzscn[2][JMAX-3];
/* right top */
gxscn[IMAX-1][JMAX-1]=-gxscn[IMAX-4][JMAX-4];
gxscn[IMAX-1][JMAX-2]=-gxscn[IMAX-4][JMAX-3];
gxscn[IMAX-2][JMAX-1]=-gxscn[IMAX-3][JMAX-4];
gxscn[IMAX-2][JMAX-2]=-gxscn[IMAX-3][JMAX-3];
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gzscn[IMAX-1][JMAX-1]=-gzscn[IMAX-4][JMAX-4];
gzscn[IMAX-1][JMAX-2]=-gzscn[IMAX-4][JMAX-3];
gzscn[IMAX-2][JMAX-1]=-gzscn[IMAX-3][JMAX-4];
gzscn[IMAX-2][JMAX-2]=-gzscn[IMAX-3][JMAX-3];
return(0);
}
int bc_velo_grad(double gu[IMAX][JMAX], double gv[IMAX][JMAX],
double u[IMAX][JMAX], double v[IMAX][JMAX], int Xderiv){
int i,j;
double sgn;
/* NOTICE.. definition points are different between u and v ! */
if(Xderiv==1)sgn=1.;
else if(Xderiv==0) sgn=-1.;
else{
printf("(bc_velo_grad) UNDEFINED Xderiv value (%d)\n",Xderiv);
exit(-1);
}
/********** for u **********/
/********** for u **********/
/***** LEFT SIDE *****/
for(j=2; j<=OUTLET+1; j++){
/*... outlet ...*/
gu[0][j]=-(Xderiv-1)*gu[3][j];
gu[1][j]=-(Xderiv-1)*gu[3][j];
gu[2][j]=-(Xderiv-1)*gu[3][j];
}
for(j=OUTLET+2; j<=JMAX-3; j++){
/*... wall ...*/
gu[0][j]=sgn*gu[4][j];
gu[1][j]=sgn*gu[3][j];
gu[2][j]=Xderiv*(u[3][j]/DX); /* in the case of Yderiv, gu[2][]=0. because u[2][]=0.*/
}
/***** RIGHT SIDE *****/
for(j=2; j<=JMAX-3; j++){
gu[IMAX-1][j]=-(Xderiv-1)*gu[IMAX-4][j];
gu[IMAX-2][j]=-(Xderiv-1)*gu[IMAX-4][j];
gu[IMAX-3][j]=-(Xderiv-1)*gu[IMAX-4][j];
}
/* BOTTOM & TOP */
for(i=3; i<=IMAX-3; i++){
/* bottom */
gu[i][0]=-sgn*gu[i][3];
gu[i][1]=-sgn*gu[i][2];
/* top */
gu[i][JMAX-1]=Xderiv*(-sgn*gu[i][JMAX-4]);
gu[i][JMAX-2]=Xderiv*(-sgn*gu[i][JMAX-3]);
}
/* corner */
/* left bottom */
gu[0][0]=-gu[4][3];
gu[0][1]=-gu[4][2];
gu[1][0]=-gu[3][3];
gu[1][1]=-gu[3][2];
/* right bottom */
gu[IMAX-1][0]=-gu[IMAX-3][3];
gu[IMAX-1][1]=-gu[IMAX-3][2];
/* left top */
gu[0][JMAX-1]=-gu[4][JMAX-4];
gu[0][JMAX-2]=-gu[4][JMAX-3];
gu[1][JMAX-1]=-gu[3][JMAX-4];
gu[1][JMAX-2]=-gu[3][JMAX-3];
/* right top */
gu[IMAX-1][JMAX-1]=-gu[IMAX-3][JMAX-4];
gu[IMAX-1][JMAX-2]=-gu[IMAX-3][JMAX-3];
/********** for v **********/
/********** for v **********/
/*... LEFT SIDE ...*/
for(j=2; j<=OUTLET+1; j++){
/* outlet */
gv[0][j]=-(Xderiv-1)*gv[2][j];
gv[1][j]=-(Xderiv-1)*gv[2][j];
}
for(j=OUTLET+2; j<=JMAX-1; j++){
/* wall */
gv[0][j]=sgn*gv[3][j];
gv[1][j]=sgn*gv[2][j];
}
/*... RIGHT SIDE ...*/
for(j=2; j<=JMAX-3; j++){
/* inlet & open boundary, same condition..*/
gv[IMAX-1][j]=-(Xderiv-1)*gv[IMAX-3][j];
gv[IMAX-2][j]=-(Xderiv-1)*gv[IMAX-3][j];
}
/* bottom & top */
for(i=3; i<=IMAX-3; i++){
/* bottom */
gv[i][0]=-sgn*gv[i][4];
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gv[i][1]=-sgn*gv[i][3];
gv[i][2]=(1-Xderiv)*(v[i][3]/DY);
/* top */
gv[i][JMAX-1]=-(Xderiv-1)*gv[i][JMAX-3];
gv[i][JMAX-2]=-(Xderiv-1)*gv[i][JMAX-3];
}
/* corner */
/* left bottom */
gv[0][0]=-gv[3][4];
gv[0][1]=-gv[3][3];
gv[1][0]=-gv[2][4];
gv[1][1]=-gv[2][3];
/* right bottom */
gv[IMAX-1][0]=-gv[IMAX-4][3];
gv[IMAX-1][1]=-gv[IMAX-4][2];
gv[IMAX-2][0]=-gv[IMAX-3][3];
gv[IMAX-2][1]=-gv[IMAX-3][2];
/* left top */
gv[0][JMAX-1]=-gv[3][JMAX-3];
gv[1][JMAX-1]=-gv[2][JMAX-3];
/* right top */
gv[IMAX-1][JMAX-1]=-gv[IMAX-4][JMAX-3];
gv[IMAX-2][JMAX-1]=-gv[IMAX-3][JMAX-3];
return(0);
}
int bc_velo_sc(double sc[IMAX][JMAX], double dvalue){
/* boundary condition for the velocity at Scaler point */
int i,j;
/* LEFTSIDE */
/*... outlet ...*/
for(j=2; j<=OUTLET+1; j++){
sc[0 ][j]=sc[2 ][j];
sc[1 ][j]=sc[2 ][j];
}
/*... wall ...*/
for(j=OUTLET+2; j<=JMAX-3; j++){
sc[0 ][j]=-sc[3 ][j];
sc[1 ][j]=-sc[2 ][j];
}
/* RIGHTSIDE */
/*... inlet & open boundary ...*/
for(j=2; j<=JMAX-3; j++){
sc[IMAX-1][j]=sc[IMAX-3][j];
sc[IMAX-2][j]=sc[IMAX-3][j];
}
/* BOTTOM */
for(i=2; i<=IMAX-3; i++){
/* bottom */
sc[i][0]=-sc[i][3];
sc[i][1]=-sc[i][2];
}
/* UPPER */
for(i=2; i<=IMAX-3; i++){
/* upper */
sc[i][JMAX-1]=sc[i][JMAX-3];
sc[i][JMAX-2]=sc[i][JMAX-3];
}
/* corner */
/* left & bottom */
sc[0][0]=sc[3][3];
sc[0][1]=sc[3][2];
sc[1][0]=sc[2][3];
sc[1][1]=sc[2][2];
/* right & bottom */
sc[IMAX-1][0]=sc[IMAX-4][3];
sc[IMAX-1][1]=sc[IMAX-4][2];
sc[IMAX-2][0]=sc[IMAX-3][3];
sc[IMAX-2][1]=sc[IMAX-3][2];
/* left & top (wall condition) */
sc[0][JMAX-1]=sc[3][JMAX-4];
sc[0][JMAX-2]=sc[3][JMAX-3];
sc[1][JMAX-1]=sc[2][JMAX-4];
sc[1][JMAX-2]=sc[2][JMAX-3];
/* right & top (wall condition)*/
sc[IMAX-1][JMAX-1]=sc[IMAX-4][JMAX-4];
sc[IMAX-1][JMAX-2]=sc[IMAX-4][JMAX-3];
sc[IMAX-2][JMAX-1]=sc[IMAX-3][JMAX-4];
sc[IMAX-2][JMAX-2]=sc[IMAX-3][JMAX-3];
return(0);
}
/******** YOU SHOULD ALSO CONFIRM BOUNDARY CONDITION FOR PRESSURE!! ’int bc_p()’ **********/
/******** YOU SHOULD ALSO CONFIRM BOUNDARY CONDITION FOR PRESSURE!! ’int bc_p()’ **********/
/******** YOU SHOULD ALSO CONFIRM BOUNDARY CONDITION FOR PRESSURE!! ’int bc_p()’ **********/
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//---------- Boundary Condition ----------
int correct_phi_mizutani(double phin[IMAX][JMAX], double un[IMAX][JMAX], double T){
/* mizutani2002 conservative type */
int i,j,m=0,negative=0,mix[IMAX][JMAX];
double phi_n, phi_s, phi_w, phi_e;
double phi_se, phi_sw, phi_ne, phi_nw;
double vinitial=0., vcurrent=0., vcorrect=0., vcalc=0.;
double correctv=0.;
double in_u=0.;
/* initial volume */
vinitial=((IMAX-4)*INLET)+T*INLET*(-IN_U/DX)-T*OUTLET*(-OUT_U/DX);
// vinitial=((IMAX-4)*INLET)+T/DX*in_u-T/DX*OUTLET*(-OUT_U);
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
vcalc+=iphi(phin[i][j]);
// printf("(%3d,%3d) phin:%8.4f iphi(phin):%8.4f\n",i,j,phin[i][j],iphi(phin[i][j]));
}
}
printf("Vtheory=%8.4f Vcalc=%8.4f Vc/Vt=%6.2f%%\n",vinitial,vcalc,fabs(vcalc/vinitial*100.));
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
/*
+------+------+------+
im,jp i,jp ip,jp
+------NW-----NE-----+
im,j | i,j | ip,j
+------SW-----SE-----+
im,jm i,jm ip,jm
+------+------+------+
*/
phi_se=0.25*( iphi(phin[i][j]) + iphi(phin[i+1][j]) + iphi(phin[i+1][j-1]) + iphi(phin[i][j-1]) );
phi_ne=0.25*( iphi(phin[i][j]) + iphi(phin[i+1][j]) + iphi(phin[i+1][j+1]) + iphi(phin[i][j+1]) );
phi_sw=0.25*( iphi(phin[i][j]) + iphi(phin[i-1][j]) + iphi(phin[i-1][j-1]) + iphi(phin[i][j-1]) );
phi_nw=0.25*( iphi(phin[i][j]) + iphi(phin[i-1][j]) + iphi(phin[i-1][j+1]) + iphi(phin[i][j+1]) );
/* definition of mix.(air and water) cell */
if(
iphi(phin[i][j])==0.5 ||
(phi_sw< 0.5 && phi_ne> 0.5) ||
(phi_sw> 0.5 && phi_ne< 0.5) ||
(phi_se< 0.5 && phi_nw> 0.5) ||
(phi_se> 0.5 && phi_nw< 0.5)
){
mix[i][j]=1;
m++; /* count of mix. cells */
}
else{
if (iphi(phin[i][j])>0.5) phin[i][j]=dphi(1);
else if(iphi(phin[i][j])<0.5) phin[i][j]=dphi(0);
mix[i][j]=0;
}
}
}
if(m==0){
printf("no correction..... really?? \n");
return(0);
}
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
/* current volume */
vcurrent+=iphi(phin[i][j]);
}
}
correctv=(vinitial-vcurrent)/(double)m;
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
if(mix[i][j]==1) phin[i][j]=phin[i][j]+dphi(correctv);
vcorrect+=iphi(phin[i][j]);
if( iphi(phin[i][j])<0. || iphi(phin[i][j])>1.){
negative=1;
}
}
}
if(negative==1){
printf("WARNING(correct_phi_mizutani).....correct_phi(phin) was executed....\n");
correct_phi(phin);
}
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bc_scalar(phin,dphi(1.));
return(0);
}
int new_gradient(double pvn[IMAX][JMAX], double pv[IMAX][JMAX], double gx[IMAX][JMAX], double gy[IMAX][JMAX]){
int i, j;
for(i=1; i<=IMAX-2; i++){
for(j=1; j<=JMAX-2; j++){
gx[i][j]=gx[i][j]+(pvn[i+1][j ]-pvn[i-1][j ]-pv[i+1][j ]+pv[i-1][j ])*0.5/DX;
gy[i][j]=gy[i][j]+(pvn[i ][j+1]-pvn[i ][j-1]-pv[i ][j+1]+pv[i ][j-1])*0.5/DY;
}
}
return(0);
}
void bodyforce(double w[IMAX][JMAX], double wn[IMAX][JMAX]){
int i,j;
for(i=2; i<=IMAX-3; i++){
for(j=3; j<JMAX; j++){
wn[i][j]=w[i][j]+(-G)*DT;
}
}
}
int output(double p[IMAX][JMAX], double rho[IMAX][JMAX], double u[IMAX][JMAX], double v[IMAX][JMAX], double phi[IMAX][JMAX],
int count, double time){
// for microAVS
FILE *fpfld, *fpdat;
int i, j;
int stp;
char avsfld[25]= "./Data/avs????.fld";
char avsdat[25]= "./Data/avs????.dat";
char avsfldl[25]= "./avs????.fld";
char avsdatl[25]= "./avs????.dat";
double us[IMAX][JMAX],vs[IMAX][JMAX],uv[IMAX][JMAX],vu[IMAX][JMAX];
stp=count/OUTPUT;
avsfld[10] = ’0’ + stp/1000;
avsfld[11] = ’0’ + (stp%1000)/100;
avsfld[12] = ’0’ + ((stp%1000)%100)/10;
avsfld[13] = ’0’ + ((stp%1000)%100)%10;
avsdat[10] = ’0’ + stp/1000;
avsdat[11] = ’0’ + (stp%1000)/100;
avsdat[12] = ’0’ + ((stp%1000)%100)/10;
avsdat[13] = ’0’ + ((stp%1000)%100)%10;
avsdatl[5] = ’0’ + stp/1000;
avsdatl[6] = ’0’ + (stp%1000)/100;
avsdatl[7] = ’0’ + ((stp%1000)%100)/10;
avsdatl[8] = ’0’ + ((stp%1000)%100)%10;
avsfldl[5] = ’0’ + stp/1000;
avsfldl[6] = ’0’ + (stp%1000)/100;
avsfldl[7] = ’0’ + ((stp%1000)%100)/10;
avsfldl[8] = ’0’ + ((stp%1000)%100)%10;
if ((fpfld=fopen (avsfld,"w+")) == NULL){
printf("%s was not opened!\n",avsfld);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
fprintf(fpfld,"# AVS field file\n");
fprintf(fpfld,"#\n");
fprintf(fpfld,"ndim = 2\n");
fprintf(fpfld,"dim1 = %d\n",JMAX-4); /* remove boundary region */
fprintf(fpfld,"dim2 = %d\n",IMAX-4); /* remove boundary region */
fprintf(fpfld,"nspace = 2\n");
fprintf(fpfld,"veclen = 5\n");
fprintf(fpfld,"data = double\n");
fprintf(fpfld,"field = irregular\n");
fprintf(fpfld,"label = pressure density u v phi\n");
fprintf(fpfld,"\n");
fprintf(fpfld,"coord 1 file=%s filetype=ascii skip=2 offset=0 stride=7\n",avsdatl);
fprintf(fpfld,"coord 2 file=%s filetype=ascii skip=2 offset=1 stride=7\n",avsdatl);
fprintf(fpfld,"variable 1 file=%s filetype=ascii skip=2 offset=2 stride=7\n",avsdatl);
fprintf(fpfld,"variable 2 file=%s filetype=ascii skip=2 offset=3 stride=7\n",avsdatl);
fprintf(fpfld,"variable 3 file=%s filetype=ascii skip=2 offset=4 stride=7\n",avsdatl);
fprintf(fpfld,"variable 4 file=%s filetype=ascii skip=2 offset=5 stride=7\n",avsdatl);
fprintf(fpfld,"variable 5 file=%s filetype=ascii skip=2 offset=6 stride=7\n",avsdatl);
fclose(fpfld);
velo_calc(u,v,us,vs,uv,vu);
bc_velo_sc(us,1);
bc_velo_sc(vs,0);
/* no-slip case
bc_velo_sc_ns(us);
bc_velo_sc_ns(vs);
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*/
if ((fpdat=fopen (avsdat,"w+")) == NULL){
printf("%s was not opened!\n",avsdat);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
fprintf(fpdat,"t=%16.8e\n",time);
fprintf(fpdat,"%16s %16s %16s %16s %16s %16s %16s\n","x","y","pressure","density","u","w","phi");
for(i=2; i<IMAX-2; i++){/* remove boundary region */
for(j=2; j<JMAX-2; j++){/* remove boundary region */
fprintf(fpdat,"%16.8e %16.8e %16.8e %16.8e %16.8e %16.8e %16.8e\n",
(i-2)*DX,(j-2)*DY,p[i][j],rho[i][j],us[i][j],vs[i][j],iphi(phi[i][j]));
}
}
fclose(fpdat);
return(0);
}
int output_monitor(double p[IMAX][JMAX], double rho[IMAX][JMAX], double u[IMAX][JMAX], double v[IMAX][JMAX], double phi[IMAX][JMAX],
int count, double time, int ml){
FILE *fp;
int i, j, d, ymax;
double mx, depth,d0,va=0.044;
char fpfld[25]= "./Data/x????.dat";
if(ml>9999 || ml>=IMAX){
printf("(output_monitor) Monitoring line definition ERROR. Limit is 9999 or %d(=IMAX), but your definition is %d.\n",IMAX-1,ml);
exit(-1);
}
fpfld[8] = ’0’ + ml/1000;
fpfld[9] = ’0’ + (ml%1000)/100;
fpfld[10] = ’0’ + ((ml%1000)%100)/10;
fpfld[11] = ’0’ + ((ml%1000)%100)%10;
if ((fp=fopen(fpfld,"a")) == NULL){
printf("%s was not opened!\n",fpfld);
printf("’Maybe you should make ’Data’ directory....\n");
exit(1);
}
mx=(ml-1.5)*DX;
d=0;j=2;
while(iphi(phi[ml][j])>=0.5){
d++; j++;
}
depth=d*DY;
ymax=INLET*2.5;
d0=INLET*DY;
if(T<=0.){
fprintf(fp,"%16s","d0=");
fprintf(fp,"%16.8e\n",d0);
fprintf(fp,"%16s","g=");
fprintf(fp,"%16.8e\n",G);
fprintf(fp,"%16s","V*=");
fprintf(fp,"%16.8e\n",va);
fprintf(fp,"%16s","x=");
fprintf(fp,"%16.8e",mx);
fprintf(fp,"%32s"," ");
for(j=2; j<ymax; j++)fprintf(fp, "%16s%16s%16s%16s","u-at(y=)","u/V*-at(z/d0=)","v-at(y=)","v/V*-at(z/d0=)");
fprintf(fp,"\n");
fprintf(fp,"%16s"," Time");
fprintf(fp,"%16s"," t.sqrt(g/do)");
fprintf(fp,"%16s"," Depth");
fprintf(fp,"%16s"," d/d0");
for(j=2; j<ymax; j++)fprintf(fp, "%16.8f%16.8f%16.8f%16.8f",(j-1.5)*DY,(j-1.5)*DY/d0,(j-2)*DY,(j-2)*DY/d0);
fprintf(fp,"\n");
}
fprintf(fp,"%16.8e",T);
fprintf(fp,"%16.8e",T*sqrt(G/d0));
fprintf(fp,"%16.8e",depth);
fprintf(fp,"%16.8e",depth/d0);
for(j=2; j<ymax; j++)fprintf(fp, "%16.8e%16.8e%16.8e%16.8e",-u[ml][j],-u[ml][j]/va,v[ml][j],v[ml][j]/va);
fprintf(fp,"\n");
fclose(fp);
return(0);
}
int diffusion_velo_MIXINGLENGTH_NOTFIXED(double u[IMAX][JMAX], double v[IMAX][JMAX],
double rho[IMAX][JMAX], double phi[IMAX][JMAX],
double qu[IMAX][JMAX], double qv[IMAX][JMAX]){
/* WARNING NO_FIXED version : Mixing Length */
int i,j;
double u_s[IMAX][JMAX], v_s[IMAX][JMAX], u_v[IMAX][JMAX], v_u[IMAX][JMAX];
double lmbx, lmx[IMAX][JMAX];
double lmby, lmy[IMAX][JMAX];
double dudx_u, dudy_u, dvdx_u, dvdy_u;
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double dudx_v, dudy_v, dvdx_v, dvdy_v;
double xDxx, xDxy, xDyx, xDyy;
double yDxx, yDxy, yDyx, yDyy;
double etax, etay;
double rsux[IMAX][JMAX], rsuy[IMAX][JMAX], rsvx[IMAX][JMAX], rsvy[IMAX][JMAX];
double ud, vd, mu;
printf("WARNING! WARNING! WARNING! NO-FIXED mixing length version for diffusion_velo()\n");
velo_calc(u,v,u_s,v_s,u_v,v_u);
bc_velo(v_u, u_v);
for(i=0; i<=IMAX-1; i++){
for(j=0; j<=JMAX-1; j++){
lmx[i][j]=VKC*(j-2+0.5)*DY;
lmy[i][j]=VKC*(j-2)*DY;
}
}
/* lmx,y 0 - i - IMAX-1 , 1 - j - JMAX-2 */
for(i=1; i<=IMAX-2; i++){
for(j=1; j<=JMAX-2; j++){
/* dudy and dvdx at cell-center */
dudx_u=(u[i+1][j]-u[i-1][j])/(2.*DX);
dudy_u=(u[i][j+1]-u[i][j-1])/(2.*DY);
dvdx_u=(v_u[i+1][j]-v_u[i-1][j])/(2.*DX);
dvdy_u=(v_u[i][j+1]-v_u[i][j-1])/(2.*DY);
dudx_v=(u_v[i+1][j]-u_v[i-1][j])/(2.*DX);
dudy_v=(u_v[i][j+1]-u_v[i][j-1])/(2.*DY);
dvdx_v=(v[i+1][j]-v[i-1][j])/(2.*DX);
dvdy_v=(v[i][j+1]-v[i][j-1])/(2.*DY);
/* Dij = 0.5*(@ui/@xj + @uj/@xi) */
/* for ud */
xDxx=0.5*(dudx_u+dudx_u);
xDxy=0.5*(dudy_u+dvdx_u);
xDyx=0.5*(dvdx_u+dudy_u);
xDyy=0.5*(dvdy_u+dvdy_u);
/* for vd */
yDxx=0.5*(dudx_v+dudx_v);
yDxy=0.5*(dudy_v+dvdx_v);
yDyx=0.5*(dvdx_v+dudy_v);
yDyy=0.5*(dvdy_v+dvdy_v);
etax = 0.5*(rho[i][j]+rho[i-1][j])*pow(lmx[i][j],2)
*sqrt( 2.*(xDxx*xDxx + xDxy*xDxy + xDyx*xDyx + xDyy*xDyy));
etay = 0.5*(rho[i][j]+rho[i][j-1])*pow(lmy[i][j],2)
*sqrt( 2.*(yDxx*yDxx + yDxy*yDxy + yDyx*yDyx + yDyy*yDyy));
rsux[i][j]=etax*dudx_u;
rsuy[i][j]=etax*dudy_u;
rsvx[i][j]=etay*dvdx_v;
rsvy[i][j]=etay*dvdy_v;
}
}
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
ud=(u[i-1][j]-2.*u[i][j]+u[i+1][j])/pow(DX,2)+(u[i][j-1]-2.*u[i][j]+u[i][j+1])/pow(DY,2)
+(rsux[i+1][j]-rsux[i-1][j])/(2.*DX) + (rsuy[i][j+1]-rsuy[i][j-1])/(2.*DY);
vd=(v[i-1][j]-2.*v[i][j]+v[i+1][j])/pow(DX,2)+(v[i][j-1]-2.*v[i][j]+v[i][j+1])/pow(DY,2)
+(rsvx[i+1][j]-rsvx[i-1][j])/(2.*DX) + (rsvy[i][j+1]-rsvy[i][j-1])/(2.*DY);
if(iphi(phi[i][j])<0. || iphi(phi[i][j])>1.){
printf("(diff_velo_ML) INVALID iphi value (=%16.8e) at (%d,%d)\n",iphi(phi[i][j]),i,j);
exit(-1);
}
mu=(1.-iphi(phi[i][j]))*MUair+iphi(phi[i][j])*MUwater;
if(mu<MUair || mu>MUwater){
printf("INVALID MU value(=%16.8e) at (%d,%d)\n",mu,i,j);
exit(-1);
}
qu[i][j]=mu/(0.5*(rho[i][j]+rho[i-1][j ]))*ud;
qv[i][j]=mu/(0.5*(rho[i][j]+rho[i ][j-1]))*vd;
}
}
/* for i: 0,1, IMAX-2, IMAX-1 <- not yet calculated.... */
/* for j: 0,1, JMAX-2, JMAX-1 <- not yet calculated.... */
return(0);
}
int diffusion_velo_MixingLength20071116(double u[IMAX][JMAX], double v[IMAX][JMAX],
double rho[IMAX][JMAX], double phi[IMAX][JMAX],
double qu[IMAX][JMAX], double qv[IMAX][JMAX]){
/* Mixing Length (20071116-:SF)*/
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int i,j;
double u_s[IMAX][JMAX], v_s[IMAX][JMAX], u_v[IMAX][JMAX], v_u[IMAX][JMAX];
double dudx, dvdy, dudy, dvdx, ddudyy;
double J, lm;
double nut[IMAX][JMAX], nu[IMAX][JMAX];
double d11[IMAX][JMAX], d12[IMAX][JMAX], d21[IMAX][JMAX], d22[IMAX][JMAX];
double nuyp, nutyp, d12yp, nuym, nutym, d12ym;
double nuxp, nutxp, d21xp, nuxm, nutxm, d21xm;
/* redefine velocity points from cell-boundary to cell-venter */
velo_calc(u,v,u_s,v_s,u_v,v_u);
/* boundary condition for redefined velocity points */
bc_velo(v_u, u_v);
for(i=0; i<IMAX-1; i++){
for(j=1; j<JMAX-1; j++){
if(iphi(phi[i][j])>1 ||iphi(phi[i][j])<0 ){
printf("INVALID define of phi(=%8.4f, iphi=%8.4f) at (%d,%d) in diffusion_velo()\n",
phi[i][j],iphi(phi[i][j]),i,j);
exit(-1);
}
/* Kinematic Eddy Viscosity : NUT= lm^2 * J */
/* dudy and dvdx at cell-center */
dudx=(u[i+1][j]-u[i][j])/DX;
dvdy=(v[i][j+1]-v[i][j])/DY;
dudy=(u_v[i][j+1]-u_v[i][j])/DY;
dvdx=(v_u[i+1][j]-v_u[i][j])/DX;
/* for J */
J=sqrt( 2.*pow(dudx,2) +2.*pow(dvdy,2) +pow(dvdx+dudy,2));
/*............ for lm : mixing length .............................*/
// ddudyy=fabs((u[i][j+1]-2.*u[i][j]+u[i][j-1])/pow(DY,2));
// if(ddudyy<=0.)ddudyy=1e-10;
// lm=VKC*fabs(dudy/ddudyy);
// if j is 2, ycdn(cell-center) is DY/2..
lm=VKC*(j-2+0.5)*DY;
/*............ for lm : mixing length .............................*/
/*............ for NUT .........................*/
nut[i][j]=pow(lm,2)*J;
// nut[i][j]=iphi(phi[i][j])*pow(lm,2)*J;
// nut[i][j]=0.0;
/*............ for NUT .........................*/
/* for Dij */
d11[i][j]=0.5*(dudx+dudx);
d12[i][j]=0.5*(dvdx+dudy);
d21[i][j]=0.5*(dudy+dvdx);
d22[i][j]=0.5*(dvdy+dvdy);
/* for NU */
nu[i][j]=((1.-iphi(phi[i][j]))*MUair+iphi(phi[i][j])*MUwater)/rho[i][j];
}
/* 0; i; IMAX-2 */
/* 1; j; JMAX-2 */
}
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
nuyp=0.5*(nu[i][j+1]+nu[i-1][j+1]);
nutyp=0.5*(nut[i][j+1]+nut[i-1][j+1]);
d12yp=0.5*(d12[i][j+1]+d12[i-1][j+1]);
nuym=0.5*(nu[i][j-1]+nu[i-1][j-1]);
nutym=0.5*(nut[i][j-1]+nut[i-1][j-1]);
d12ym=0.5*(d12[i][j-1]+d12[i-1][j-1]);
qu[i][j]= 2.* ((nu[i][j]+nut[i][j])*d11[i][j]-(nu[i-1][j]+nut[i-1][j])*d11[i-1][j])/DX
+ 2.* ((nuyp+nutyp)*d12yp-(nuym+nuym)*d12ym)/(2.*DY);
nuxp= 0.5*( nu[i+1][j]+ nu[i+1][j-1]);
nutxp=0.5*(nut[i+1][j]+nut[i+1][j-1]);
d21xp=0.5*(d21[i+1][j]+d21[i+1][j-1]);
nuxm= 0.5*( nu[i-1][j]+ nu[i-1][j-1]);
nutxm=0.5*(nut[i-1][j]+nut[i-1][j-1]);
d21xm=0.5*(d21[i-1][j]+d21[i-1][j-1]);
qv[i][j]= 2.* ((nuxp+nutxp)*d21xp-(nuxm+nuxm)*d21xm)/(2.*DX)
+ 2.* ((nu[i][j]+nut[i][j])*d22[i][j]-(nu[i][j-1]+nut[i][j-1])*d22[i][j-1])/DY;
}
}
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/* for i: 0,1, IMAX-2, IMAX-1 <- not yet calculated.... */
/* for j: 0,1, JMAX-2, JMAX-1 <- not yet calculated.... */
return(0);
}
int diffusion_velo(double u[IMAX][JMAX], double v[IMAX][JMAX],
double rho[IMAX][JMAX], double phi[IMAX][JMAX],
double qu[IMAX][JMAX], double qv[IMAX][JMAX]){
/* Smagorinsky model (20071122-:SF)*/
int i,j;
double u_s[IMAX][JMAX], v_s[IMAX][JMAX], u_v[IMAX][JMAX], v_u[IMAX][JMAX];
double dudx, dvdy, dudy, dvdx, ddudyy;
double D, DLT;
double nue[IMAX][JMAX], nu[IMAX][JMAX];
double d11[IMAX][JMAX], d12[IMAX][JMAX], d21[IMAX][JMAX], d22[IMAX][JMAX];
double nuyp, nueyp, d12yp, nuym, nueym, d12ym;
double nuxp, nuexp, d21xp, nuxm, nuexm, d21xm;
/* redefine velocity points from cell-boundary to cell-venter */
velo_calc(u,v,u_s,v_s,u_v,v_u);
/* boundary condition for redefined velocity points */
bc_velo(v_u, u_v);
for(i=0; i<IMAX-1; i++){
for(j=1; j<JMAX-1; j++){
if(iphi(phi[i][j])>1 ||iphi(phi[i][j])<0 ){
printf("INVALID define of phi(=%8.4f, iphi=%8.4f) at (%d,%d) in diffusion_velo()\n",
phi[i][j],iphi(phi[i][j]),i,j);
exit(-1);
}
/* Kinematic Eddy Viscosity : NUT= lm^2 * J */
/* dudy and dvdx at cell-center */
dudx=(u[i+1][j]-u[i][j])/DX;
dvdy=(v[i][j+1]-v[i][j])/DY;
dudy=(u_v[i][j+1]-u_v[i][j])/DY;
dvdx=(v_u[i+1][j]-v_u[i][j])/DX;
/*............ for Delta .............................*/
DLT=sqrt(DX*DY);
/*............ for Delta .............................*/
/*............ for Dij ...............................*/
d11[i][j]=0.5*(dudx+dudx);
d12[i][j]=0.5*(dvdx+dudy);
d21[i][j]=0.5*(dudy+dvdx);
d22[i][j]=0.5*(dvdy+dvdy);
/*............ for Dij ...............................*/
/*............ for |D| ...............................*/
D=sqrt(2.*d11[i][j]*d11[i][j]
+2.*d12[i][j]*d12[i][j]
+2.*d21[i][j]*d21[i][j]
+2.*d22[i][j]*d22[i][j]);
/*............ for |D| ...............................*/
/*............ for NUe .........................*/
nue[i][j]=pow(Cs*DLT,2)*D;
/*............ for NUe .........................*/
/*............ for NU .........................*/
nu[i][j]=((1.-iphi(phi[i][j]))*MUair+iphi(phi[i][j])*MUwater)/rho[i][j];
/*............ for NU .........................*/
}
/* 0; i; IMAX-2 */
/* 1; j; JMAX-2 */
}
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
nuyp=0.5*(nu[i][j+1]+nu[i-1][j+1]);
nueyp=0.5*(nue[i][j+1]+nue[i-1][j+1]);
d12yp=0.5*(d12[i][j+1]+d12[i-1][j+1]);
nuym=0.5*(nu[i][j-1]+nu[i-1][j-1]);
nueym=0.5*(nue[i][j-1]+nue[i-1][j-1]);
d12ym=0.5*(d12[i][j-1]+d12[i-1][j-1]);
qu[i][j]= 2.* ((nu[i][j]+nue[i][j])*d11[i][j]-(nu[i-1][j]+nue[i-1][j])*d11[i-1][j])/DX
+ 2.* ((nuyp+nueyp)*d12yp-(nuym+nuym)*d12ym)/(2.*DY);
nuxp= 0.5*( nu[i+1][j]+ nu[i+1][j-1]);
nuexp=0.5*(nue[i+1][j]+nue[i+1][j-1]);
d21xp=0.5*(d21[i+1][j]+d21[i+1][j-1]);
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nuxm= 0.5*( nu[i-1][j]+ nu[i-1][j-1]);
nuexm=0.5*(nue[i-1][j]+nue[i-1][j-1]);
d21xm=0.5*(d21[i-1][j]+d21[i-1][j-1]);
qv[i][j]= 2.* ((nuxp+nuexp)*d21xp-(nuxm+nuxm)*d21xm)/(2.*DX)
+ 2.* ((nu[i][j]+nue[i][j])*d22[i][j]-(nu[i][j-1]+nue[i][j-1])*d22[i][j-1])/DY;
}
}
/* for i: 0,1, IMAX-2, IMAX-1 <- not yet calculated.... */
/* for j: 0,1, JMAX-2, JMAX-1 <- not yet calculated.... */
return(0);
}
int diffusion_velo_Laminarflow(double u[IMAX][JMAX], double v[IMAX][JMAX],
double rho[IMAX][JMAX], double phi[IMAX][JMAX],
double qu[IMAX][JMAX], double qv[IMAX][JMAX]){
/* Laminar */
int i,j;
double mu;
double dudx, dudy, dvdx, dvdy;
double sxx, syy, sxy, syx;
double sgm_xx[IMAX][JMAX], sgm_yy[IMAX][JMAX], sgm_xy[IMAX][JMAX], sgm_yx[IMAX][JMAX];
double sig_xx, sig_xx_e, sig_xx_w;
double sig_yx, sig_yx_e, sig_yx_w;
double sig_xy, sig_xy_u, sig_xy_b;
double sig_yy, sig_yy_u, sig_yy_b;
double dsigxxdx, dsigyxdx, dsigxydy, dsigyydy;
double dhi;
printf("WARNING! WARNING! WARNING! Laminar Flow (TURBULENCE MODEL HAS *NOT* BEEN INSTALLED) for diffusion_velo()\n");
for(i=1; i<=IMAX-2; i++){
for(j=1; j<=JMAX-2; j++){
if(iphi(phi[i][j])<0. || iphi(phi[i][j])>1.){
printf("(diff_velo) INVALID iphi value (=%16.8e) at (%d,%d)\n",iphi(phi[i][j]),i,j);
exit(-1);
}
mu=(1.-iphi(phi[i][j]))*MUair+iphi(phi[i][j])*MUwater;
if(mu<MUair || mu>MUwater){
printf("INVALID MU value(=%16.8e) at (%d,%d)\n",mu,i,j);
exit(-1);
}
/*
+---------+---------+
| | |
| U3 |
| | |
+----V2--siz---V3---+
| | |
U1 sxj * sxj U2
| | |
+----V1--siz---V*---+
| | |
| U0 |
| | |
+---------+---------+
u* : u[i][j]
V* : v[i][j]
dudx at * : (U2-U1)/(2*DX);
dudy at * : (U3-U0)/(2*DY);
dvdx at * : (0.5*(V3+V*) - 0.5*(V2+V1))/DX
dvdy at * : (0.5*(V2+V3) - 0.5*(V1+V*))/DY
*/
/* for Sigma_xx */
dudx=(u[i+1][j ]-u[i][j])/DX;
dvdy=(v[i ][j+1]-v[i][j])/DY;
sxx=(dudx+dudx)/2.;
syy=(dvdy+dvdy)/2.;
sgm_xx[i][j] = 2.*mu*sxx-2./3.*mu*(sxx+syy);
/* for Sigma_xy */
dudy=(u[i][j]-u[i ][j-1])/DY;
dvdx=(v[i][j]-v[i-1][j ])/DX;
sxy=(dudy+dvdx)/2.;
sgm_xy[i][j] = 2.*mu*sxy;
/* for Sigma_yx */
dvdx=(v[i][j]-v[i-1][j ])/DX;
dudy=(u[i][j]-u[i ][j-1])/DY;
syx=(dvdx+dudy)/2.;
sgm_yx[i][j] = 2.*mu*syx;
/* for Sigma_yy */
dvdy=(v[i ][j+1]-v[i][j])/DY;
dudx=(u[i+1][j ]-u[i][j])/DX;
sxx=(dudx+dudx)/2.;
syy=(dvdy+dvdy)/2.;
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sgm_yy[i][j] = 2.*mu*syy-2./3.*mu*(sxx+syy);
}
}
/* 0,1, IMAX-2, IMAX-1 */
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
sig_xx_e=sgm_xx[i ][j ];
sig_xx_w=sgm_xx[i-1][j ];
sig_xy_u=sgm_xy[i ][j+1];
sig_xy_b=sgm_xy[i ][j ];
sig_yx_w=sgm_yx[i ][j ];
sig_yx_e=sgm_yx[i+1][j ];
sig_yy_u=sgm_yy[i ][j ];
sig_yy_b=sgm_yy[i ][j-1];
dsigxxdx=(sig_xx_e-sig_xx_w)/DX;
dsigyxdx=(sig_yx_e-sig_yx_w)/DX;
dsigxydy=(sig_xy_u-sig_xy_b)/DY;
dsigyydy=(sig_yy_u-sig_yy_b)/DY;
qu[i][j]=1./(0.5*(rho[i][j]+rho[i-1][j ]))*(dsigxxdx+dsigxydy);
qv[i][j]=1./(0.5*(rho[i][j]+rho[i ][j-1]))*(dsigyxdx+dsigyydy);
}
}
/* for i: 0,1, IMAX-2, IMAX-1 <- not yet calculated.... */
/* for j: 0,1, JMAX-2, JMAX-1 <- not yet calculated.... */
return(0);
}
int isoentro_velo(double u[IMAX][JMAX], double un[IMAX][JMAX],
double v[IMAX][JMAX], double vn[IMAX][JMAX],
double rho[IMAX][JMAX], double rhon[IMAX][JMAX],
double p[IMAX][JMAX], double pn[IMAX][JMAX],
double phi[IMAX][JMAX], double phin[IMAX][JMAX]){
int i,j;
double dltu, dltv, xvis[IMAX][JMAX], yvis[IMAX][JMAX];
double pnxd, pnyd;
double rhoavim1, rhoavjm1;
double qu[IMAX][JMAX], qv[IMAX][JMAX];
diffusion_velo(u,v,rho,phi,qu,qv);
for(i=2; i<=IMAX-3; i++){
for(j=2; j<=JMAX-3; j++){
pnxd=(pn[i][j]-pn[i-1][j ])/DX;
pnyd=(pn[i][j]-pn[i ][j-1])/DY;
un[i][j]=u[i][j]-DT*(pnxd/(0.5*(rho[i][j]+rho[i-1][j ]))-qu[i][j]);
vn[i][j]=v[i][j]-DT*(pnyd/(0.5*(rho[i][j]+rho[i ][j-1]))-qv[i][j]+G);
//----- non diffusion term -----
// un[i][j]=u[i][j]-DT*(pnxd/(0.5*(rho[i][j]+rho[i-1][j ])));
// vn[i][j]=v[i][j]-DT*(pnyd/(0.5*(rho[i][j]+rho[i ][j-1]))+G);
}
}
return(0);
}
int main(void){
int count=0, wfp, lfp;
int i,j;
double rho[IMAX][JMAX], gxrho[IMAX][JMAX], gzrho[IMAX][JMAX], rhon[IMAX][JMAX], gxrhon[IMAX][JMAX], gzrhon[IMAX][JMAX];
double u[IMAX][JMAX], gxu[IMAX][JMAX], gzu[IMAX][JMAX], un[IMAX][JMAX], gxun[IMAX][JMAX], gzun[IMAX][JMAX];
double w[IMAX][JMAX], gxw[IMAX][JMAX], gzw[IMAX][JMAX], wn[IMAX][JMAX], gxwn[IMAX][JMAX], gzwn[IMAX][JMAX];
double phi[IMAX][JMAX], gxphi[IMAX][JMAX], gzphi[IMAX][JMAX], phin[IMAX][JMAX], gxphin[IMAX][JMAX], gzphin[IMAX][JMAX];
double p[IMAX][JMAX], gxp[IMAX][JMAX], gzp[IMAX][JMAX], pn[IMAX][JMAX], gxpn[IMAX][JMAX], gzpn[IMAX][JMAX];
double u_s[IMAX][JMAX],w_s[IMAX][JMAX],u_w[IMAX][JMAX],w_u[IMAX][JMAX];
double rt=0.;
double csmax, cs;
int mi,mj;
double mrho, mp, mphi;
char a;
DT=set_dt(u, w);
set_initial_condition( rho, gxrho, gzrho, rhon, gxrhon, gzrhon,
u, gxu, gzu, un, gxun, gzun,
w, gxw, gzw, wn, gxwn, gzwn,
phi,gxphi, gzphi, phin, gxphin, gzphin,
p,gxp, gzp, pn, gxpn, gzpn);
//----- Runnning Up time process for pressure -----
// while(rt<RT){
// printf("..... RUNNING UP TIME (%8.4f) .....\n",rt);
// psor(rho,u,w,phi,p,pn);
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// bodyforce(w,wn);
// bc_velo(un,wn);
// update( rho, rhon, u, un, w, wn, p, pn, phi, phin);
// rt+=DT;
// }
//----- output of Initial condition -----
output(p,rho,u,w,phi,count,T);
output_monitor(p,rho,u,w,phi,count,T,X1);
output_monitor(p,rho,u,w,phi,count,T,X2);
output_monitor(p,rho,u,w,phi,count,T,X3);
output_monitor(p,rho,u,w,phi,count,T,X4);
output_monitor(p,rho,u,w,phi,count,T,X5);
output_monitor(p,rho,u,w,phi,count,T,X6);
// output1(pn, count);
// output2(rho, count);
// output3(un, count);
// output4(wn, count);
// output5(phin, count);
//----- output of Initial condition -----
// while(count<STPMAX){
while(T<=TMAX){
count++;
printf("***** %d steps, T=%8.4f (dt=%16.8e) ***************\n",count,T,DT);
DT=set_dt(u, w);
T+=DT;
/********** ISO-ENTROPHIC PHASE **********/
/*- pressure calc. by SOR method -*/
if(psor(rho,u,w,phi,p,pn,0)==-1){
err_output(p,rho,u,w,phi,count,T);
}
/* pn means p(**), p means p(n) */
/*- velocity update -*/
isoentro_velo(u,un,w,wn,rho,rhon,p,pn,phi,phin);
bc_velo(un,wn);
/* un and wn mean u(*) and w(*), u and w mean u(n) and w(n) */
/*- rho density update -*/
// isoentro_rho(rho,rhon,p,pn,phi,un,wn);
// bc_scalar(rhon,RHOwater);
/* rhon means rho(*), rho means rho(n) */
/*- phi update -*/
isoentro_phi(phi,phin,rho,p,pn,un,wn);
bc_scalar(phin,dphi(1.));
rho_from_phi(rhon, phin);
/* phin means phi(*), phi means rho(n) */
/*- updating process, ex. u <- un, u=un -*/
isoentro_update(u,un,w,wn,rho,rhon,phi,phin);
/* u <- un, w <- wn, rho <- rhon, phi <- phin */
/********** ISO-ENTROPHIC PHASE **********/
check(rho,p,u_s,w_s);
/********** ADVECTION PHASE **********/
/* pressure update, after that p and pn mean p(**) */
sc_update(pn, p);
// new_gradient(rhon, rho, gxrho, gzrho);
new_gradient(un, u, gxu, gzu );
new_gradient(wn, w, gxw, gzw );
new_gradient(pn, p, gxp, gzp );
new_gradient(phin, phi, gxphi, gzphi);
bc_velo_grad(gxu, gxw, u, w, 1);
bc_velo_grad(gzu, gzw, u, w, 0);
// bc_sc_grad(gxrho, gzrho);
bc_sc_grad(gxp, gzp);
bc_sc_grad(gxphi, gzphi);
velo_calc(u, w, u_s, w_s, u_w, w_u);
bc_velo(w_u, u_w);
bc_velo_sc(u_s,1);
bc_velo_sc(w_s,0);
/* no-slip case
bc_velo_sc_ns(u_s);
bc_velo_sc_ns(w_s);
*/
/* - rho rho^n -> rho^* */
// printf("-rho-------------------------------------------------------------------------\n");
// advection(rho, gxrho, gzrho, u_s, w_s, rhon);
// bc_scalar(rhon,RHOwater);
// bc_sc_grad(gxrho, gzrho);
/* - u u^n -> u^* */
// printf("- u -------------------------------------------------------------------------\n");
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advection(u, gxu, gzu, u, w_u, un);
/* - w w^n -> w^* */
// printf("- w -------------------------------------------------------------------------\n");
advection(w, gxw, gzw, u_w, w, wn);
bc_velo(un,wn);
bc_velo_grad(gxu, gxw, u, w, 1);
bc_velo_grad(gzu, gzw, u, w, 0);
/* - p pn -> p^* */
// printf("- p -------------------------------------------------------------------------\n");
advection(p, gxp, gzp, u_s, w_s, pn);
bc_p(pn);
bc_sc_grad(gxp, gzp);
/* - phi phi^n -> phi^* */
// printf("-phi-------------------------------------------------------------------------\n");
advection(phi, gxphi, gzphi, u_s, w_s, phin);
bc_scalar(phin,dphi(1.));
bc_sc_grad(gxphi, gzphi);
correct_phi_mizutani(phin,un,T);
// correct_phi(phin);
// if(count%CP ==0)correct_phi(phin);
// if(count >= 200)correct_phi(phin);
// else correct_phi_simple(phin);
rho_from_phi(rhon, phin);
/*** update process ***/
if(update( rho, rhon, u, un, w, wn, p, pn, phi, phin)==-1){
err_output(p,rho,u,w,phi,count,T);
}
/********** ADVECTION PHASE **********/
/******* OUTPUT Process ************/
if(count%OUTPUT == 0){
output(p,rho,u,w,phi,count,T);
output_monitor(p,rho,u,w,phi,count,T,X1);
output_monitor(p,rho,u,w,phi,count,T,X2);
output_monitor(p,rho,u,w,phi,count,T,X3);
output_monitor(p,rho,u,w,phi,count,T,X4);
output_monitor(p,rho,u,w,phi,count,T,X5);
output_monitor(p,rho,u,w,phi,count,T,X6);
// output1(pn, count);
// output2(rhon, count);
// output3(un, count);
// output4(wn, count);
// output5(phin, count);
// output1d(pn, count);
}
if(count%RCOUTP == 0){
re_calc_output(T, count, rho, gxrho, gzrho, rhon, gxrhon, gzrhon,
u, gxu, gzu, un, gxun, gzun,
w, gxw, gzw, wn, gxwn, gzwn,
phi,gxphi, gzphi, phin, gxphin, gzphin,
p,gxp, gzp, pn, gxpn, gzpn);
}
/******* OUTPUT Process ************/
}
}
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APPENDIX B - NUMERICAL MODELLING OF FREE-
SURFACE FLOWS WITH LARGE FREE-SURFACE
DEFORMATIONS : A DISCUSSION
Introduction
The recent representative studies of the numerical modelling of the free-surface flow with
the large free-surface deformations.
Steady Flow
In the point of view of the numerical modelling for the hydraulic jump, there are not
large difference between the unsteady and the steady hydraulic jumps, because of that the
modelling for the large deformation of the free surface is the important problem. Even if
the steady case, it is needed to solve the large deformation of the liquid surface from the
initial state (i.e., t = 0) to the steady state. There are some numerical research works for
the steady hydraulic jump problem.
Bohr et al. (1996) studied the circular hydraulic jump problem, where a preset fixed
boundary was used to represent the real free surface.
Yokoi and Xiao (2002) studied the numerically circular hydraulic jumps of moderate
Reynolds number to clarify the structure in the jumps. They used C-CUP method with
level-set method and the CSF model. They showed that the pressure deviation from the
hydrostatic equilibrium around the hydraulic jump is essential for the structure formation
and that the surface tension plays an important role for the establishment of the pressure
deviation.
Gradeck et al. (2006) studied experimentally a free impinging axisymmetric jet on a
moving surface. Comparisons of the experimental data and the numerical simulations using
Star CD software (VOF based method) have been made in order to validate the numerical
procedure.
Unsteady Flow
Zhao et al. (2004) proposed a two-dimensional multi-scale turbulence model to study
breaking waves. The free surface is tracked by the VOF technique, the log-law profile for the
mean velocity is applied at the bottom. They compared with the Reynolds-Averaged Navier-
Stokes models (RANS), the present model shows improving agreement with experimental
measurements in terms of surface elevations, particle velocities, wave height distributions
and undertow profiles. They discussed the SGS turbulent transport mechanism. And their
review (Introduction section) is very useful on knowing a trend of the numerical modelling
of the free-surface flow with the large free-surface deformations.
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