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Abstract
Existence and multiplicity of positive solutions are studied for a class of semilinear elliptic equations with Hardy term, Hardy–
Sobolev critical exponents and sublinear nonlinearity by variational methods and some analysis techniques.
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1. Introduction and main results
In this paper, we consider the following semilinear elliptic problem:{
−u −μ u|x|2 = |u|
2∗(s)−2
|x|s u + λf (x,u), x ∈ Ω \ {0},
u(x) = 0, x ∈ ∂Ω,
(1)
where Ω is an open bounded domain in RN(N  3) with smooth boundary ∂Ω and 0 ∈ Ω , 0 μ < μ ((N−2)/2)2,
0  s < 2, 2∗(s) = 2(N − s)/(N − 2) is the Hardy–Sobolev critical exponent and 2∗ = 2∗(0) = 2N/(N − 2) is the
Sobolev critical exponent, λ > 0 is a real parameter, and the nonlinearity f satisfies f (x,0) ≡ 0.
Problems (1) in the case μ = 0 and s = 0 have been studied extensively since Brezis and Nirenberg (see [2,3]
and references therein). Many authors have studied the existence of positive solutions of problem (1) for instance
when f (x, t) = tq (0 < q < 1), Ambrosetti, Brezis and Cerami [2] has proved that there exists Λ∗ > 0 such that
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1074 L. Ding, C.-L. Tang / J. Math. Anal. Appl. 339 (2008) 1073–1083problem (1) has at least two positive solutions for λ ∈ (0,Λ∗). Goncalves and Alves in [12] extended the problem
in [2] to m-Laplacian equation in RN involving Sobolev critical exponents with λ = 1 and f (x, t) = h(x)tq to obtain
existence of positive solutions where 2m < N , 0 < q < m − 1 or m − 1 < q < m∗ − 1 (m∗ = Nm/(N − m)) and
suitable h. The result in [2] was extended by Silva and Padua in [18] to the case that μ = 0, s = 0 and a general form
f (x, t) where f (x, t) satisfies f ∈ C(Ω × R+,R), f (x,0) ≡ 0 and the following conditions:
(i) there are constants a1, a2 > 0 and 0 σ < N+2N−2 such that∣∣f (x, t)∣∣ a1|t |σ + a2, ∀x ∈ Ω, t  0,
(ii) lim
t→0+
f (x, t)
t
= ∞ uniformly for x ∈ Ω,
(iii) there exists a constant a > 0 such that
lim inf
t→+∞
F(x, t)
t
> a uniformly on Ω,
where F(x,w) = ∫ t0 f (x, τ ) dτ ,(iv) there exists a constant ρ > 0 such that f : Ω × [0, ρ] → R is nondecreasing with respect to the second variable.
Moreover, Chen in [7] obtained the existence of two positive solutions by extending the problem in [2] to involve
Hardy term when f (x, t) = tq (0 < q < 1) under the conditions of λ ∈ (0,Λ∗) and 0 μ < μ¯ − 1.
In recent years, people have paid much attention to the existence of solutions for singular problems concerning
the operator − − μ|x|2 (0  μ < μ) with Sobolev critical exponents (the case that s = 0) (see [1,6,8,9,13,19] and
references therein). Some authors also studied the singular problems with Hardy–Sobolev critical exponents (the case
that s = 0) (see [10,14,17] and references therein). But there are few results dealing with the cases of 0  μ < μ,
0  s < 2 and the general form f (x, t). In the present paper, we first establish the existence of a positive local
minimum for the associated functional by Ekeland’s variational principle [15]. Due to the lack of compactness of
embedding of H 10 (Ω) ↪→ L2
∗
(Ω), H 10 (Ω) ↪→ L2(Ω, |x|−2 dx) and H 10 (Ω) ↪→ L2
∗(s)(Ω, |x|−s dx), we cannot use
the standard variational argument directly. The corresponding energy functional fails to satisfy the classical Palais–
Smale ((PS) in short) condition in H 10 (Ω). However, we use argument of Brezis and Nirenberg [4] to verify that the
associated functional satisfies the Palais–Smale condition on a given interval of the real line, then we use the Mountain
Pass Theorem [16] to find a second positive solution by a translated functional as in [2].
On H 10 (Ω), we use the norm ‖u‖ = (
∫
Ω
(|∇u|2 − μ u2|x|2 ) dx)1/2. Thanks to the Hardy inequality, the norm ‖ · ‖ is
equivalent to the usual norm of H 10 (Ω). The following minimization problem (also the best Sobolev constant) will be
useful in what follows:
Aμ,s(Ω) inf
u∈H 10 (Ω)\{0}
‖u‖2
(
∫
Ω
|u|2∗(s)
|x|s dx)
2
2∗(s)
. (2)
From Theorem 3.1 in [11], we know that Aμ,s(Ω) is independent of Ω , so we denote Aμ,s instead of Aμ,s(Ω).
Here are the main results of this paper:
Theorem 1. Suppose that N  3, 0 μ < μ− 1, 0 s < 2. Assume f satisfies
(f1) f ∈ C(Ω × R+,R), f (x,0) ≡ 0, limt→0+ f (x,t)t = +∞ and limt→+∞ f (x,t)t2∗(s)−1 = 0 uniformly for x ∈ Ω .
Then there exists λ∗ > 0 such that problem (1) possesses at least one positive solution uλ for every λ ∈ (0, λ∗).
Theorem 2. Suppose that N  3, 0 μ < μ− 1, 0 s < 2, and (f1) hold. Assume f satisfies
(f2) f : Ω ×R+ → R is nondecreasing with respect to the second variable.
Then there exists λ∗ > 0 such that problem (1) possesses at least two positive solutions for every λ ∈ (0, λ∗).
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and f (x, t) = tq with 0 < q < 1 under the condition of N  3, 0 μ < μ− 1. Note that f (x, t) = tq with 0 < q < 1
is homogeneous, sublinear at infinity and autonomous. But in the present paper, f (x, t) can be taken inhomogeneous,
super linear at infinity and nonautonomous. There are functions f (x, t) satisfying the assumptions of our Theorem 2
and not satisfying those in [7]. For example, let
f (x, t) = w(x)tη + h(x)tν,
where w,h ∈ L∞(Ω), w,h > 0, 0 η < 1 and 1 < ν < 2∗(s) − 1.
This paper is organized as follows. In Section 2, we manage to give the proof of Theorem 1. The proof of Theorem 2
is given in Section 3. In the following discussion, we denote various positive constants as C or Ci (i = 1,2,3, . . .) for
convenience.
2. Proof of Theorem 1
It is obvious that the values of f (x, t) for t < 0 are irrelevant in Theorems 1, 2, so we may define in Theorems 1, 2
f (x, t) = 0 for x ∈ Ω, t  0.
Let u± = max{±u,0}, F(x,u) = ∫ u0 f (x, τ ) dτ . The functional corresponding to (1) is
J (u) = 1
2
∫
Ω
(
|∇u|2 −μ u
2
|x|2
)
dx − 1
2∗(s)
∫
Ω
(u+)2∗(s)
|x|s dx − λ
∫
Ω
F
(
x,u+
)
dx, u ∈ H 10 (Ω).
By the Hardy inequality and (f1), J ∈ C1(H 10 (Ω),R). Now it is well known that there exists a one to one correspon-
dence between the nonnegative solutions of (1) and the critical points of J on H 10 (Ω). More precisely we say that
u ∈ H 10 (Ω) is a weak solution of problem (1), if for any ϕ ∈ H 10 (Ω), there holds
〈
J ′(u),ϕ
〉= ∫
Ω
(
∇u∇ϕ − μ uϕ|x|2
)
dx −
∫
Ω
(u+)2∗(s)−1
|x|s ϕ dx − λ
∫
Ω
f
(
x,u+
)
ϕ dx = 0.
Proof of Theorem 1. From the Hardy and Hardy–Sobolev inequalities, we can easily get
‖u‖2
L2  C‖u‖2;
∫
Ω
|u|2∗(s)
|x|s dx  C‖u‖
2∗(s); ‖u‖2∗2∗  C‖u‖2
∗
for ∀u ∈ H 10 (Ω). (3)
It follows from (f1) that
∃δ > 0 such that ∣∣F(x, t)∣∣< t2∗(s)
2∗(s)|x|s for t > δ,
∃M1 > 0 such that
∣∣F(x, t)∣∣M1 for t ∈ (0, δ],
for all x ∈ Ω \ {0}. Therefore, we deduce that
∣∣F(x, t)∣∣M1 + t2∗(s)2∗(s)|x|s
for all t ∈ R and for x ∈ Ω \ {0}, which together with (3), we get
J (u) = 1
2
‖u‖2 − 1
2∗(s)
∫
Ω
(u+)2∗(s)
|x|s dx − λ
∫
Ω
F
(
x,u+
)
dx
 1‖u‖2 −C1‖u‖2∗(s) − λM1|Ω|2
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J (u) > 0 if ‖u‖ = ρ and J (u)−C2 if ‖u‖ ρ
for every 0 < λ < λ∗, where C2 = C1ρ2∗(s) + λ∗M1|Ω|. Choose u0 ∈ H 10 (Ω) ∩ L∞(Ω) such that u+0 = 0. Let M2 =
‖u0‖2/(λ‖u+0 ‖2L2(Ω)). From (f1), there exists δ1 > 0 such that
F(x, t) M2
4
|t |2, 0 < t < δ1.
Hence we have
J (ru0) = r
2
2
‖u0‖2 − r
2∗(s)
2∗(s)
∫
Ω
(u+0 )2
∗(s)
|x|s dx − λ
∫
Ω
F
(
x, ru+0
)
dx
 r
2
2
‖u0‖2 − 14λM2r
2∥∥u+0 ∥∥2L2(Ω)
= r
2
4
‖u0‖2 < 0
for every 0 < λ < λ∗ and 0 < r < min{ρ, δ1/‖u+0 ‖∞}. Thus there exists u small enough such that J (u) < 0. Then we
deduce that
inf
u∈Bρ(0)
J (u) < 0 < inf
u∈∂Bρ(0)
J (u).
By applying Ekeland’s variational principle [15, Theorem 4.1] in Bρ(0), there is a minimizing sequence {un} ⊂ Bρ(0)
such that
J (un) inf
u∈Bρ(0)
J (u) + 1
n
, J (w) J (un) − 1
n
‖w − un‖, w ∈ Bρ(0).
Therefore, we have∥∥J ′(un)∥∥→ 0 and J (un) → cλ as n → ∞,
where cλ stands for the infimum of J (u) on Bρ(0). Since {un} is bounded and Bρ(0) is a closed convex set, there exist
uλ ∈ Bρ(0) ⊂ H 10 (Ω) and a subsequence still denoted by {un}, such that⎧⎪⎨
⎪⎩
un → uλ weakly in H 10 (Ω),
un → uλ a.e. in Ω,
un → uλ strongly in Lγ (Ω), 1 < γ < 2∗(s).
Consequently, passing to the limit in 〈J ′(un), v〉, as n → ∞, we have∫
Ω
(
∇uλ∇v − μuλv|x|2
)
dx −
∫
Ω
(u+λ )2
∗(s)−1v
|x|s dx − λ
∫
Ω
f
(
x,u+λ
)
v dx = 0
for all v ∈ H 10 (Ω). That is, 〈J ′(uλ), v〉 = 0. Thus uλ is a critical point of the functional J . Since ‖u−λ ‖2 =
−〈J ′(uλ), u−λ 〉 = 0, thus uλ = u+λ  0. Moreover, we deduce from (f1) and the boundedness of Ω that
∃M3 > 0 such that
∣∣f (x, t)∣∣< 1
λ
t2
∗(s)−1
|x|s for t > M3;
∃δ2 ∈ (0,M3), such that f (x, t) > 0 for 0 < t < δ2;
∃M4 > 0,
∣∣f (x, t)∣∣M4 for all t ∈ [δ2,M3]
for all x ∈ Ω \ {0}. Therefore, we deduce that
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λ
t2
∗(s)−1
|x|s − M4tδ
−1
2 (4)
for all t ∈ R+ and for x ∈ Ω \ {0}. From (1) and (4), we have
−uλ + λM4δ−12 uλ  0.
From the strong maximum principle, we deduce that uλ > 0. So Theorem 1 is proved. 
3. Proof of Theorem 2
Existence of a first positive solution uλ of problem (1) is obtained in previous section, we can look for a second
positive solution by a translated functional as in [2]. For fixed λ ∈ (0, λ∗), we look for a second solution of problem (1)
of the form u = uλ + v, where uλ is a first positive solution obtained in previous section. The corresponding equation
for v is{
−v − μ v|x|2 = (uλ+v)
2∗(s)−1
|x|s −
u
2∗(s)−1
λ|x|s + λf (x,uλ + v) − λf (x,uλ), x ∈ Ω \ {0},
v = 0, x ∈ ∂Ω.
(5)
Let us define
g(x, t) =
{
(uλ+t)2∗(s)−1|x|s −
u
2∗(s)−1
λ|x|s + λf (x,uλ + t) − λf (x,uλ), t  0,
0, t < 0,
G(x, t) =
t∫
0
g(x,w)dw, (6)
and
I (v) = 1
2
∫
Ω
(
|∇v|2 −μ v|x|2
)
dx −
∫
Ω
G
(
x, v+
)
dx
= 1
2
‖v‖2 − 1
2∗(s)
∫
Ω
[
(uλ + v+)2∗(s)
|x|s −
(uλ)
2∗(s)
|x|s − 2
∗(s)
u
2∗(s)−1
λ v
+
|x|s
]
dx
− λ
∫
Ω
[
F
(
x,uλ + v+
)− F(x,uλ) − f (x,uλ)v+]dx.
Now we have one-to-one correspondence between critical points of I in H 10 (Ω) and solutions of problem (5). That
is, if v ∈ H 10 (Ω), v ≡ 0 is a critical point of I , then v is a solution of (5). Since ‖v−‖2 = −〈I ′(v), v−〉 = 0, thus
v = v+  0. Moreover, by the Maximum Principle, v > 0 in Ω . Here u = uλ + v is a positive solution of (1) and
u = uλ. We will prove the existence of a second positive solution of (1) by contradiction. Assume that v = 0 is the
only critical point of I in H 10 (Ω).
Lemma 3.1. v = 0 is a local minimum of I in H 10 (Ω).
Proof. For any v ∈ H 10 (Ω), write v = v+ − v−. From the expression of I and direct computation, we obtain that
I (v) = 1
2
∥∥v−∥∥2 + J (uλ + v+)− J (uλ). (7)
Since uλ is a local minimizer of J in H 10 (Ω), we have
I (v) 1
2
∥∥v−∥∥2
as long as ‖v‖ ε for ε small enough. 
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sequence with c < 2−s2(N−s) (Aμ,s)
N−s
2−s . Then vn → 0 strongly in H 10 (Ω) as n → ∞.
Proof. Let {vn} be a sequence in H 10 (Ω) such that
I (vn) → c < 2 − s2(N − s) (Aμ,s)
N−s
2−s and I ′(vn) → 0 in
(
H 10 (Ω)
)∗
. (8)
Then from (7) and (8), we have
I (vn) = 12
∥∥v−n ∥∥2 + J (uλ + v+n )− J (uλ) = c + o(1),〈
I ′(vn), uλ + v+n
〉= 〈v−n ,uλ〉+ 〈J ′(uλ + v+n ), uλ + v+n 〉= o(1)∥∥uλ + v+n ∥∥.
It yields that
I (vn) − 12
〈
I ′(vn), uλ + v+n
〉= 1
2
∥∥v−n ∥∥2 − 12
〈
v−n ,uλ
〉+ J (uλ + v+n )− 12
〈
J ′
(
uλ + v+n
)
, uλ + v+n
〉− J (uλ)
 c + 1 + o(1)∥∥uλ + v+n ∥∥.
Therefore, one gets
1
2
∥∥v−n ∥∥2 − 12
〈
v−n ,uλ
〉+(1
2
− 1
2∗(s)
)∫
Ω
(uλ + v+n )2∗(s)
|x|s dx
+ λ
∫
Ω
[
1
2
f
(
x,uλ + v+n
)(
uλ + v+n
)− F (x,uλ + v+n )
]
dx
 J (uλ) + c + 1 + o(1)
∥∥uλ + v+n ∥∥. (9)
By (f1) and the boundedness of Ω , for any ε > 0, there exists M5 = M5(ε) > 0 such that
∣∣f (x, t)t∣∣ ε |t |2∗(s)|x|s , x ∈ Ω \ {0}, |t | > M5,
∣∣f (x, t)t∣∣ C3(ε), x ∈ Ω, |t | ∈ [0,M5],
∣∣F(x, t)∣∣ ε
2
|t |2∗(s)
|x|s , x ∈ Ω \ {0}, |t | > M5,
∣∣F(x, t)∣∣ C4(ε), x ∈ Ω, |t | ∈ [0,M5],
where C3(ε),C4(ε) > 0. Therefore, we have
∣∣f (x, t)t∣∣C3(ε) + ε |t |2∗(s)|x|s , (x, t) ∈
(
Ω \ {0})×R, (10)
∣∣F(x, t)∣∣ C4(ε) + ε2 |t |
2∗(s)
|x|s , (x, t) ∈
(
Ω \ {0})× R. (11)
Let C(ε) = 12C3(ε) + C4(ε), combining (10) and (11), one gets
F(x, t) − 1
2
f (x, t)t  C(ε) + ε |t |
2∗(s)
|x|s , (x, t) ∈
(
Ω \ {0})×R. (12)
From (12) and (9), we deduce that(
2 − s
2(N − s) − λε
)∫
Ω
(uλ + v+n )2∗(s)
|x|s dx  λC(ε)|Ω| −
1
2
∥∥v−n ∥∥2 +C5∥∥v−n ∥∥+C6 + o(1)∥∥uλ + v+n ∥∥,
where C5 = 1‖uλ‖, C6 = J (uλ) + c + 1. Let ε = 2−s , we have2 4(N−s)λ
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Ω
(uλ + v+n )2∗(s)
|x|s dx  C7
∥∥v−n ∥∥+C8 + o(1)∥∥uλ + v+n ∥∥,
where C7 = 4(N−s)2−s C5, C8 = 4(N−s)2−s (λC(ε)|Ω| + C6). Which together with (7) and (11), one has
1
2
∥∥v−n ∥∥2 + 12
(‖uλ‖ − ∥∥v+n ∥∥)2  12
∥∥v−n ∥∥2 + 12
∥∥uλ + v+n ∥∥2
= 1
2∗(s)
∫
Ω
(uλ + v+n )2∗(s)
|x|s dx + λ
∫
Ω
F
(
x,uλ + v+n
)
dx + I (vn) + J (uλ) + o(1)
 C9
∥∥v−n ∥∥+C10 + o(1)∥∥uλ + v+n ∥∥,
where C9 = ( 12∗(s) + λε2 )C7, C10 = λC4(ε)|Ω| + ( 12∗(s) + λε2 )C8 + J (uλ)+ c + o(1). Since ‖v−n ‖2 +‖v+n ‖2 = ‖vn‖2,
then we deduce
‖vn‖2 −C11
∥∥v+n ∥∥−C12∥∥v−n ∥∥ C13 + o(1)(‖uλ‖ + 1),
where C11 = 2‖uλ‖, C12 = 2C9, C13 = 2C10. So we get
‖vn‖2 −C14‖vn‖ −C13  o(1)
(‖uλ‖ + 1),
where C14 = C11 +C12. It shows that {vn} is bounded in H 10 (Ω), going if necessary to a subsequence, one gets that
vn → v0 weakly in H 10 (Ω),
vn → v0 in Lγ (Ω), 1 < γ < 2∗,
vn → v0 a.e. in Ω, (13)
as n → ∞.
In addition, since vn is a bounded sequence in H 10 (Ω), by the Sobolev embedding theorem, there exists M
′ > 0
such that ‖uλ + v+n ‖2
∗(s)
2∗(s) M ′, denote by mesE the measure of E. By (f1), for any ε > 0, there exists C15(ε) > 0
such that∣∣f (x, t)t∣∣C15(ε) + ε2M ′ |t |2∗(s) for (x, t) ∈ Ω × R.
Set δ = ε2C15(ε) > 0, when E ⊂ Ω , mesE < δ, we have∣∣∣∣
∫
E
f
(
x,uλ + v+n
)(
uλ + v+n
)
dx
∣∣∣∣
∫
E
∣∣f (x,uλ + v+n )(uλ + v+n )∣∣dx

∫
E
C15(ε) dx + ε2M ′
∫
E
∣∣uλ + v+n ∣∣2∗(s) dx
 C15(ε)mesE + ε2
< C15(ε)δ + ε2
= ε.
By Vitali theorem, we prove that∫
Ω
f
(
x,uλ + v+n
)(
uλ + v+n
)
dx →
∫
Ω
f
(
x,uλ + v+0
)(
uλ + v+0
)
dx, as n → ∞.
Hence one has
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∫
Ω
f
(
x,uλ + v+n
)
(uλ + vn) dx =
∫
Ω
f
(
x,uλ + v+n
)(
uλ + v+n
)
dx −
∫
Ω
f (x,uλ)v
−
n dx
→
∫
Ω
f
(
x,uλ + v+0
)
(uλ + v0) dx, as n → ∞. (14)
Using the same method, we deduce that∫
Ω
F
(
x,uλ + v+n
)
dx →
∫
Ω
F
(
x,uλ + v+0
)
dx,
∫
Ω
f
(
x,uλ + v+n
)
wdx →
∫
Ω
f
(
x,uλ + v+0
)
wdx, (15)
as n → ∞ for w ∈ H 10 (Ω). Hence we have
0 = lim
n→∞
〈
I ′(vn),w
〉= 〈I ′(v0),w〉
for w ∈ H 10 (Ω), which implies that I ′(v0) = 0. Therefore, v0 is a critical point of I in H 10 (Ω). From the assumption,
we know that v0 = 0. Now we want to prove vn → 0 strongly in H 10 (Ω). From (15), (13) and the Brezis–Leib lemma
(see [5]), we have
I (vn) = 12‖vn‖
2 − 1
2∗(s)
∫
Ω
(v+n )2
∗(s)
|x|s dx + o(1).
By (13) and (14), we get
〈
I ′(vn), uλ + vn
〉= ∫
Ω
(
∇vn∇(uλ + vn) −μvn(uλ + vn)|x|s
)
dx −
∫
Ω
(uλ + v+n )2∗(s)−1(uλ + vn)
|x|s dx
+
∫
Ω
u
2∗(s)−1
λ (uλ + vn)
|x|s dx − λ
∫
Ω
f
(
x,uλ + v+n
)
(uλ + vn) dx + λ
∫
Ω
f (x,uλ)(uλ + vn) dx
= ‖vn‖2 −
∫
Ω
(v+n )2
∗(s)
|x|s dx + o(1) → 0.
We can assume that
lim
n→∞‖vn‖
2 = k, lim
n→∞
∫
Ω
(v+n )2
∗(s)
|x|s dx = k,
where k is a positive constant. By (2), we deduce that
‖vn‖2 Aμ,s
(∫
Ω
(v+n )2
∗(s)
|x|s dx
) 2
2∗(s)
for all n ∈ N,
then k Aμ,sk
2
2∗(s) , i.e., k  (Aμ,s)
N−s
2−s
. Thus we get that
c = o(1)+ I (vn) = 12‖vn‖
2 − 1
2∗(s)
∫
Ω
(v+n )2
∗(s)
|x|s dx + o(1)
= 2 − s
2(N − s)k + o(1)
2 − s
2(N − s) (Aμ,s)
N−s
2−s .
This is a contradiction. So vn → 0 strongly in H 1(Ω) as n → ∞. 0
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constants R and r0 such that B2R(0) ⊂ Ω and
0 < r0  uλ(x), ∀x ∈ B2R(0) \ {0}. (16)
We take ϕ ∈ C∞0 (Ω) such that ϕ(x) = 1 for |x|R, ϕ(x) = 0 for |x| 2R, 0 ϕ(x) 1. From Lemma 2.2 in [14],
we know that Aμ,s is attained when Ω = RN by the functions
yε(x) =
[ 2ε(N−s)(μ−μ)√
μ
]
√
μ
2−s
|x|√μ−√μ−μ(ε + |x|
(2−s)√μ−μ√
μ )
N−2
2−s
for all ε > 0. Moreover, the functions yε(x) solve the equation
−u−μ u|x|2 =
|u|2∗(s)−2
|x|s u in R
N \ {0}.
Let Cε = (2ε(N − s)(μ − μ)/√μ)
N−2
2(2−s) , Uε(x) = yε(x)/Cε . Set uε(x) = ϕ(x)Uε(x), vε(x) = uε(x)/(
∫
Ω
|uε|2∗(s) ×
|x|−s dx)1/2∗(s), so that ∫
Ω
|vε|2∗(s)|x|−s dx = 1. Then we can get the following results by the methods used in [11]:
Aμ,s +C16ε N−22−s  ‖vε‖2 Aμ,s + C17ε N−22−s , (17)
C18ε
√
μ√
μ−μ 
∫
Ω
|vε|2|x|−s dx C19ε
√
μ√
μ−μ ,
N − s√
μ+ √μ− μ < 2. (18)
Lemma 3.3. Suppose that N  3, 0 μ < μ−1, 0 s < 2. Assume f satisfies (f1)–(f2) and f (x,0) ≡ 0. Then there
exists v∗ ∈ H 10 (Ω), v∗ ≡ 0, such that
sup
t0
I (tv∗) < 2 − s
2(N − s)A
N−s
2−s
μ,s .
Proof. By (6), (f2) and the elementary inequality
(a + b)γ  aγ + bγ + γ aγ−1b, γ > 1, a, b > 0,
we have
g(x, l) l
2∗(s)−1
|x|s +
(2∗(s) − 1)u2∗(s)−2λ l
|x|s (r > 0),
and so
G(x, tvε)
t2
∗(s)
2∗(s)
v
2∗(s)
ε
|x|s +
(2∗(s) − 1)t2
2
u
2∗(s)−2
λ v
2
ε
|x|s .
From 0 μ < μ− 1, we get N−s√
μ+√μ−μ < 2. Therefore, from (16)–(18), we deduce that
I (tvε) = t
2
2
‖vε‖2 −
∫
Ω
G(x, tvε) dx
 t
2
2
‖vε‖2 − t
2∗(s)
2∗(s)
− C20t2
∫
Ω
v2ε
|x|s dx
 Aμ,s
2
t2 − t
2∗(s)
2∗(s)
+C21t2ε N−22−s −C22t2ε
√
μ√
μ−μ := Q(t),
where C20 = N−2s+2 r
4−2s
N−2
, C21 = 1C17, C22 = C20C19. It is clear that the equation2(N−2) 0 2
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√
μ√
μ−μ ,
has only one positive root
tε =
(
Aμ,s + 2C21ε N−22−s − 2C22ε
√
μ√
μ−μ
) 1
2∗(s)−2 ,
with
Q(tε) = 12
(
Aμ,s + 2C21ε N−22−s − 2C22ε
√
μ√
μ−μ
)
t2ε −
t
2∗(s)
ε
2∗(s)
=
(
1
2
− 1
2∗(s)
)(
Aμ,s + 2C21ε N−22−s − 2C22ε
√
μ√
μ−μ
) 2∗(s)
2∗(s)−2
= 2 − s
2(N − s)
(
Aμ,s + 2C21ε N−22−s − 2C22ε
√
μ√
μ−μ
)N−s
2−s > 0
for ε > 0 sufficiently small due to the fact that
N − 2
2 − s 
N − 2
2
=√μ > √μ√
μ −μ
which follows from the condition that 0  s < 2,0  μ < μ − 1. Noting that Q(0) = 0 and limt→+∞ Q(t) = −∞,
we have
sup
t0
Q(t) = Q(tε) < 2 − s2(N − s) (Aμ,s)
N−s
2−s
for ε > 0 sufficiently small. Hence we obtain
sup
t0
I (tvε) sup
t0
Q(t) <
2 − s
2(N − s) (Aμ,s)
N−s
2−s ,
for ε > 0 sufficiently small, which complete the proof by letting v∗ = vε for ε > 0 sufficiently small. 
Proof of Theorem 2. By contradiction. Assume that v = 0 is the only critical point of I in H 10 (Ω). From Lemma 3.1,
there exists α > 0 such that I (v) > α for all v ∈ ∂Bρ = {v ∈ H 10 (Ω), ‖v‖ = ρ}, where ρ > 0 small enough. By
Lemma 3.3 there exists v∗ ∈ H 10 (Ω), v∗ ≡ 0, such that
sup
t0
I
(
tv∗
)
<
2 − s
2(N − s)A
N−s
2−s
μ,s .
From (11), we easily note that limt→+∞ I (tv∗) → −∞. Hence we can choose t0 > 0 such that ‖t0v∗‖ > ρ and
I (t0v∗) < 0. Applying the Mountain Pass lemma in [16], there is a sequence vn ⊂ H 10 (Ω) satisfying
I (vn) → c α and I ′(vn) → 0,
where
c = inf
h∈τ maxt∈[0,1]
I
(
h(t)
)
,
τ = {h ∈ ([0,1],H 10 (Ω)) ∣∣ h(0) = 0, h(1) = t0v∗}.
Note that
0 < α  c = inf
h∈τ maxt∈[0,1]
I
(
h(t)
)
 max
t∈[0,1]
I
(
t t0v
∗) sup
t0
I
(
tv∗
)
<
2 − s
2(N − s)A
N−s
2−s
μ,s .
Together with Lemma 3.2, we know that vn → 0 strongly in H 10 (Ω) as n → ∞. Hence one has 0 = I (0) =
limn→∞ I (vn) = c α > 0, this is a contradiction. So Theorem 2 holds. 
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