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Rule-based methodAbstract Relation extraction is a very useful task for several natural language processing applica-
tions, such as automatic summarization and question answering. In this paper, we present our
hybrid approach to extracting relations between Arabic named entities. Given that Arabic is a rich
morphological language, we build a linguistic and learning model to predict the positions of words
that express a semantic relation within a clause. The main idea is to employ linguistic modules to
ameliorate the results that are obtained from a machine learning-based method.
Our method achieves encouraging performance. The empirical results indicate that the hybrid
approach outperformed both the rule-based system (by 12%) and the machine learning-based
approaches (by 9%) in terms of the F-score, to achieve 75.2% when applied to the same standard
testing dataset, ANERCorp.
ª 2014 King Saud University. Production and hosting by Elsevier B.V. All rights reserved.1. Introduction
Given the enormous amount of Arabic electronic text, we note
that there is a high frequency of named entities (NEs) that do
not have any linked information. The recognition of these enti-
ties represents the ﬁrst task toward building a semantic analy-
sis and information extraction system. The second task
consists of extracting semantic relations between the entities
that are useful for a better understanding of human language.Thus, the second task constitutes a crucial move toward natu-
ral language processing (NLP) applications. This type of infor-
mation enables the task of discovering a useful relationship or
interaction between two entities from the content of the text.
This approach has received a large amount of attention
because it is used in many NLP applications, such as auto-
matic summarization, web mining and question–answering
(QA).In fact, the NEs’ relations extraction can be exploited
to extract more precise and correct answers. If we take the
example ‘‘Where was Taha Hussein born?’’, the expected
answer would be ‘‘Taha Hussein was born in AI-Minya Gover-
norate’’. The relational triple is born-in (Person, Location),
where Person and Location are the NEs.
Therefore, several studies on NE recognition have already
been performed in many languages, such as English, French
and Chinese. Additionally, many NE recognition systems have
been built for the Arabic language. In the literature, three types
of approaches have been proposed for Arabic NE recognition
systems. Some of the proposed systems rely on handcrafted
2 Available on http://www.nooj4nlp.net.
3 NooJ local grammars are typically used to describe sequences of
words that present meaningful units or entities. In fact, these
426 I. Boujelben et al.rules, namely, the rule-based approach (Mesfar, 2007) and
(Fehri et al., 2011). Other studies use a machine learning
(ML)-based approach. They utilize a set of features that were
extracted from an annotated corpus. In this context, (Benajiba
and Rosso, 2008) and (Abdul-Hamid and Darwidh, 2010) have
used Conditional Random Fields sequence labeling. (Benajiba
and Rosso, 2008) reported 90%, 66% and 73% F-measures
for the location, organization and persons, respectively.
(Abdul-Hamid and Darwidh, 2010) achieved an improvement
in the F-measure over (Benajiba and Rosso, 2008) for recogniz-
ing persons and organizations, by 9 points and 2 points, respec-
tively. Finally, a few studies in Arabic NE recognition have used
a mixed approach. We mention (Shaalan and Oudah, 2014),
who concentrated on a hybrid approach. Because of their com-
bination of rule-based andML-based approaches, these authors
achieved a 90% F-measure. Their system outperforms the state-
of-the-art for Arabic NER in terms of accuracy when applied to
the ANERCorp1 standard dataset.
However, the results reported in the NE relation extraction
task were not as good as those achieved in the NE recognition
task. For this task, only a few studies have addressed the Ara-
bic language. We notice (Ben Hamadou et al., 2010a), whose
approach is based on patterns that were rewritten into local
grammar within the linguistic platform NooJ. They aimed to
extract functional relations between persons and organiza-
tions. Additionally, (Alotayq, 2013) adopted the learning clas-
siﬁer MaxEnt to extract relations between various types of
NEs. To the best of our knowledge, there is no study that
has adopted a hybrid approach to discover the relations
between NEs in the Arabic language. Thus, it will be challeng-
ing to adopt this approach for extracting the relations between
NEs in the Arabic language.
In this paper, the relations between Arabic NEs are tackled
through developing a hybrid system to combine the advanta-
ges of ML- and rule-based approaches. Mainly, an ML
approach followed by a post-processing rule-based approach
is used in an attempt to enhance the overall performance of
the ML system. Our aim is to predict the trigger words that
express the semantic relations between NEs from Arabic text,
relying on a set of rules. First, our system is based on ML algo-
rithms to extract the rules using a decision tree technique and
an Apriori algorithm. Then, a genetic algorithm (GA) is used
to extract and generate the most signiﬁcant and interesting
rules. After applying ML methods, we added hand-crafted
rules to treat both invalid examples and unseen relations.
The remainder of this paper is organized as follows: First,
we survey prior studies on relations extraction. Section 2 pro-
vides background on relations between NEs. Then, we explain
the relation extraction task as well as the different challenges.
The fourth section illustrates the architecture of our hybrid
process, in which we detail the main steps of our proposed
method. Afterward, we present the different experiments from
which we discuss the reported results.
2. Related studies
Today, relation extraction that involves NEs is seen as a step
toward a more structured model of text meaning. Several
methods have been proposed to extract semantic relations1 Available on http://www1.ccls.columbia.edu/~ybenajiba/
downloads.html.between NEs. These methods can essentially be classiﬁed into
three broad categories: the rule-based approach, ML-based
approach and hybrid approach.
2.1. Rule-based approach
In the ﬁrst approach, the rules are usually implemented in the
form of regular expressions or ﬁnite-state transducers. From
the studies performed in the Arabic language, we mention
(Ben Hamadou et al., 2010a) and (Boujelben et al.,
2012).These authors extracted a set of linguistic patterns from
a training corpus. Subsequently, they rewrote those patterns
into ﬁnite state transducers within the linguistic platform
NooJ,2 using speciﬁcally local grammars.3 This approach uses
a representation of linguistic rules by means of transducers.
(Ben Hamadou et al., 2010a) reported an F-score of 70%,
while (Boujelben et al., 2012) achieved an F-score of 60%. This
result is signiﬁcant because (Ben Hamadou et al., 2010a) is lim-
ited to only the functional relations between the NE pairs
(PERS–ORG). Thus, they concentrate solely on one NE pair,
which enables them to construct more precise and concise
rules. In contrast, (Boujelben et al., 2012) are interested in
extracting more relations among ﬁve pairs of NEs (PERS–
LOC, PERS–PERS, PERS–ORG, ORG–LOC and LOC–
LOC). To extract the relations between these NE pairs, the
authors elaborated ﬁve sub-grammars. Each grammar con-
tains the pattern of relations between each pair. The system
considers the gender and the number features of the relation
triggers when it veriﬁes whether the NEs are related. Because
of these NooJ grammars, their process enables the extraction
of semantic relations that are predicted through one or multi-
ple word forms that appear before, between, or after the NEs.
The rule-based method offers a signiﬁcant analysis of the
context for each NE and its relations with the other NEs.
However, the complexity of Arabic sentences and the high var-
iability in the expressions used make it intricate to detect some
of the relations between the NEs. To accomplish that goal, a
tangible effort is required to write down all the rules for dis-
covering relations between NEs. To overcome this manual
step, some studies, such as (Ezzat, 2010), are oriented to a
semi-automatic method for automatically producing recogni-
tion grammars for relation detection between NEs. These
grammars present a set of patterns that are provided by an
algorithm. The algorithm relies on generalizing a large collec-
tion of sentences that contain the relevant relation. These sen-
tences are collected by a linguist or a domain expert.
2.2. Machine learning-based approach
To fully automate the relation extraction task, some research
studies have been oriented toward ML methods, including
un-supervised, semi-supervised and supervised learning
techniques.
The un-supervised methods make use of massive quantities
of unlabeled text and are based almost entirely on clusteringgrammars can be used to locate syntactic constructions of interest,
such as sentences that contain certain grammatical words or syntactic
constructs.
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For example, (Hasegawa et al., 2004) focused on clustering NE
pairs according to the similarity of the context words that
intervene between the NEs. These authors did not account
for the context words before and after the NEs. However,
these two contexts can introduce helpful information to dis-
cover the semantic relations among the NEs. Furthermore,
the authors consider relations whose contexts are of the same
type. In the same context, (Zhang et al., 2005) computed the
similarity between two parse trees, to cluster them using the
hierarchical clustering model. Each obtained cluster is labeled,
and some bad clusters whose NE pair number is under a pre-
determined threshold are discarded. In these the authors
reported a 90% precision and an 84% recall. Additionally,
(Hassan and Emam, 2006) have relied solely on redundancy
to select informative patterns for extracting information. Such
approaches require a high frequency of NE pairs to be efﬁ-
ciently constructed, which is not the case for the majority of
relations that are deﬁned in running text.
To remedy the problems with the unsupervised approach,
some studies have been oriented toward semi-supervised learn-
ing approaches or bootstrapping methods. This approach
relies on a small set of initial seeds. A sample of linguistic pat-
terns or some target relation instances can be used to acquire
more basic relations until discovering all the target relations,
such as in (Zhou et al., 2009) and (Zhang, 2004).
A last approach under the ML techniques is the supervised
method, which relies on a fully labeled corpus. This approach
considers relation extraction as a classiﬁcation task. Among
the most often used supervised techniques, we mention Sup-
port Vector Machines (SVM), Conditional Random Fields
(CRF), decision tree and maximum Entropy (MaxEnt). A
recent attempt to extract the relations between Arabic NEs
has been made by (Alotayq, 2013), who used a classiﬁer that
was based on MaxEnt. Based only on morphologic and part-
of-speech (POS) information, this system achieves satisfactory
results when applied to the ACE4 corpus. Other studies are
based on a combination of supervised techniques. Indeed,
(Celli, 2009) has combined two supervised techniques, namely,
the simple decision tree and PART decision list algorithms, to
extract three semantic relations (role, social and location)
between NEs. These authors relied on the POS of the context
before and between the two entities only, without considering
the context after the NEs. They reported an F-score of 81.2%
when applied to the I-CAB5 data. Finally, some other studies
have been based on association techniques to discover patterns
from text data. Based on the dependency graph that is gener-
ated by syntactic analysis, (Kramdi et al., 2009) adopted the
learning pattern algorithm LP2 that was proposed by
(Ciravegna and Wilks, 2003) to generate annotation rules.
They obtained an F-score of 50%. The resulting patterns that
were produced by such a method often suffer from low
precision.
Another study that adopted the learning rules method was
performed by (Boujelben et al., 2013a).These authors seek to
use the association rule algorithm Apriori (Agrawal et al.,4 http://www.ldc.upenn.edu/projects/ACE/.
5 Italian Content Annotation Bank: an Italian corpus composed of
525 news documents taken from a local newspaper called ‘‘LAdige’’,
annotated with temporal expressions and 4 named entity types (person,
organization, location and geo-political entity).1993). This mining rule model aims at ﬁnding all the rules from
a database that satisfy minimum support and minimum conﬁ-
dence values (see Section 5.2). To cover more instances of the
training dataset; they further used the decision tree technique
C4.5 (Quinlan, 1993). Although they combined these two min-
ing techniques, they added four selection levels including ﬁlter-
ing and enrichment of the obtained rules to extract the more
interesting rules, and they obtained a low recall rate. As a con-
tinuation, (Boujelben et al., 2013a) proposed a genetic process
with the aim of extracting the best set of rules. These rules are
either provided by learning methods or produced by genetic
operators such as crossover and mutation (see Section 5.2).
The main advantages of supervised relation NE systems are
that they can be applied to other domains and languages.
Additionally, their update is conducted with minimal time
and effort, in cases in which a sufﬁcient data base is available.
2.3. Hybrid approach
The two categories of approaches described above can be com-
bined to obtain a mixed approach. Recently, research studies
have been oriented toward the use of hybrid approaches
because such an approach achieves an enhanced performance
that is better than either the rule-based approach or the ML-
based approach alone. Some studies have been performed on
a speciﬁc domain, such as in the biomedical ﬁeld. As an exam-
ple, (Ben Abacha and Zweigenbaum, 2011) propose a hybrid
approach to extract relations between diseases and treatments.
These authors combined a supervised learning method with a
rule-based technique. For the linguistic method, a set of pat-
terns is constructed manually from the training corpus and
from other MEDLINE6 corpora; in this set, a weight is asso-
ciated with each pattern. This weight serves to choose the more
convenient pattern in the case of multiple extraction candi-
dates in the hybrid method. For the ML method, the authors
investigated the SVM classiﬁer, using lexical, morph-syntactic
and semantic features. The obtained results of this hybrid
approach show an enhancement toward the ML- and pat-
tern-based methods. Recently, (A. Kadir and Bokharaeian,
2013) combined three methods, which are the co-occurrence,
rule-based and kernel method, to extract both simple and com-
plex relations in the biomedical domain. The authors used
Kernel-based algorithms to map the data into a high-dimen-
sional feature space. Moreover, they relied on the occurrence
of two NEs together within the text.
The achieved studies using the hybrid approach were devel-
oped in English and some European languages. However,
there is no study that was developed in the Arabic language.
Drawing inspiration from the main idea of these methods,
we propose our novel process, which is based on a hybrid
approach and aims at detecting relations between Arabic
NEs. Our method is distinct from the mixed proposed
approaches in that we did not exploit the entire rule-based
method. We added only some handcrafted rules or linguistic
constraints to the rules that are produced by ML techniques
for the two main objectives. We treat the quiet instances or
the noise produced by the proposed ML model by adding
some grammatical constraints to exclude ambiguous and inva-
lid relations. Additionally, we plan to enhance the quality and
the accuracy of our system output.6 http://mbr.nlm.nih.gov/Download/.
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In contrast to the signiﬁcant achievement concerning English
or some European languages, the research progress on Arabic
relation discovery is relatively limited. This limitation might be
due to the nature of the Arabic language as well as the lack of
available linguistic resources. Indeed, the accessible corpora
are not annotated with NEs, and the relations do not include
a sufﬁcient number of annotated examples to be exploited
for learning approaches. Arabic is a Semitic language that pre-
sents interesting morphological and orthographic challenges
that could complicate the extraction of relations between
NEs. In addition to the problems that are related to Arabic
NE recognition (Ben Hamadou et al., 2010b) and are cited
in (Abdul-Hamid and Darwidh, 2010) and (Mesfar, 2007),
the relation extraction task poses some speciﬁc challenges.
Some of these challenges are listed in (Ben Hamadou et al.,
2010a). We present further goals, which are summarized in
Table 1.
The challenges listed above should be considered to achieve
an efﬁcient system for extracting relations within NEs.
4. Background
First, the NE relation extraction has been considered to be an
information extraction task in (MUC-6).7 Then, a template
relation task is proposed in (MUC-7) that is based on only
three relations. Subsequently, the Automatic Content Extrac-
tion (ACE) introduced the relation extraction as a relation
detection and characterization task (RDC). In this task, ﬁve
general relation types that yield a total of 24 types/subtypes
of relations are proposed. In our case, a relation is deﬁned
as a semantic interaction that holds between NEs.
In contrast to some prior studies that take for granted that
a relation can be recognized through a verb, we assume that a
relation can be expressed through context words that can have
different POS tagging. Furthermore, a relation among NEs
can be either introduced directly through words from a context
or expressed implicitly from a context or the mining of a sen-
tence. Additionally, unlike previous studies such as (Zelenko
et al., 2003) and (Hasegawa et al., 2004), which account for
only the words between NEs, the Arabic relations can be
detected before the ﬁrst NE, between NEs or after the second
NE.
For example, consider the following circumstance:
sAfr>Hmd Hlmy AlY AlsEwdyp.
Ahmed Helmi traveled to Saudi Arabia.
Here, a relation is given by the verb ‘‘ /traveled’’,
which is located in the ﬁrst word between the two NEs.
‘‘Ahmed Helmi’’ is the ﬁrst argument, and ‘‘Saudi Arabia’’
presents the second argument. This phrase can be rewritten
as ( /Ahmed Helmi wants
to travel to Saudi Arabia), and here, a relation can be
predicted through the noun ‘‘ /travel’’, which is situated
in the second word after the ﬁrst NE. The same
example can be rewritten as the following clause:
( /End *hAb7 Sixth message understanding conference.>Hmd Hlmy <lY AlsEwdyp, AltqY bSdyqh/When he tra-
veled to Saudi Arabia, Ahmed Helmi met his friend). Hence,
the relation can take a variety of categories and positions for
the words in the sentence. On the other hand, semantic rela-
tions between Arabic NEs are too numerous to be accounted
for. For these reasons, we decided to extract ﬁrst the relation
words or triggers by extracting their corresponding positions
in a given sentence. We aim at predicting which word deﬁnes
a semantic relation between automatically recognized NEs.
For our case, we focus on extracting binary relations, and a
relation is predicted through a word from the sentence. Exam-
ples are born-in (Tah Hussein, Pittsburgh) and travel (Ahmed
Helmi, Saudi Arabia).
The main goal of our method is to provide rich semantic
annotation of Arabic text. Thus, besides the morpho-syntactic
annotations of each word and the semantic annotation of Ara-
bic NEs, we plan to identify the trigger words in the sentence
that can predict semantic relations that involve a given pair of
NEs in a sentence.
5. Proposed method
While most recent research on relation extraction focuses on
semantic relation classes that occur within one sentence, our
main goal is to extract the position of the word that expresses
a semantic relation between NEs. We combined the ML
method to automatically extract rules that are based on the
GA with some linguistic modules for the goal of improving
the overall performance of the ML method.
The proposed hybrid approach is motivated by the pecu-
liarities of the Arabic language. For the sake of simplicity
and clarity of our method, we restrict our discussion to binary
relations between two NEs (PERS, ORG and LOC). The pro-
posed method is illustrated in the following ﬁgure.
Fig. 1 shows our approach’s working model divided into
three general levels of processing. The ﬁrst level involves a pre-
processing step that produces the training data set. The second
level concerns the rule-mining process in which we applied
learning algorithms to our training data. These rules present
the initial population of the GA, which is used to extract the
best set of rules. Afterward, in the third level, we introduced
further linguistic models, which are presented as Hand Crafted
rules and linguistic constraints to be handled with rules gener-
ated from the GA, to improve the consistency and accuracy of
the captured relation triggers.
5.1. First level: build training data
There are few publicly available annotated corpora that have
the required information, especially for the Arabic language.
In fact, many available corpora are neither annotated with
NEs nor include a sufﬁcient number of related NEs. This lack
of Arabic linguistic resources makes the ML technique, nota-
bly the supervised model, difﬁcult to use. As far as we know,
the only annotated corpus with Arabic relations is the ACE
corpus.8 However, this corpus is not yet available. Therefore,
we drive to construct and annotate our own corpus using the
available tools for the Arabic language. We have constructed
our corpus from different resources to obtain a representative8 http://projects.ldc.upenn.edu/ace/.
Table 1 Challenges of NE relations between Arabic NEs.
a
aAll the examples in this paper are given in Arabic along with their English translation and their transliteration using Buckwalter1.1.
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Level 3: Add linguistic modules 
Figure 1 The architecture of our hybrid method.
430 I. Boujelben et al.number of examples. Our training corpus was gathered from
various sources of Arabic electronic newspapers, such as
‘‘ /AlbyAn’’, ‘‘ /Al$rwq’’ and ‘‘ /AlHyAp’’ and
from Wikipedia.9 Our corpus is composed of 1465 texts,
5930 paragraphs, 17 702 sentences, 90 105 words, 9760 NEs
(2200 LOC, 2430 ORG and 1843 PERS, and 3287 for other
categories).
As a ﬁrst step, we extract only the sentences that contain at
least two NEs because we aim to discover binary relations
between them. Therefore, we utilize the Arabic tool of NE rec-
ognition that was elaborated by (Mesfar, 2007). The present
work focuses on the possible relations between a couple of
NEs from Person (PERS), the Location (LOC) and Organiza-
tion (ORG). The choice of these three types of NEs is moti-
vated by the importance and the high frequency of these
three types in both electronic texts. As a result, we obtain
2450 phrases. When studying these phrases, we observe some
NEs that are not related despite their presence in the same sen-
tence (see example [1] Table 1). Such examples can undoubt-
edly propagate ambiguities to the subsequent processing of
our relation extraction task. It is therefore reasonable to avoid
this problem by excluding these examples. Indeed, Arabic text
is characterized by the lengths of the sentences and by a com-
plex syntax. To alleviate this problem, (Riedel et al., 2010)
used a factor graph to verify whether two NEs are related.
In this graph, they created a relation variable for each pair
of NEs. These entities must be mentioned together in at least
one sentence. For each pair, they create one relation mention9 http://www.wikipedia.org/.variable, and they connect it to the corresponding relation var-
iable. For our case, we split sentences into clauses. A clause is
composed of a set of words that contains a subject and a pred-
icate. Hence, a clause can be presented also as a sentence. This
extraction required Arabic clauses splitter as well as Arabic
NE recognition tools. We use the Arabic splitter elaborated
by (Keskes et al., 2012), which segments Arabic sentences into
clauses based on a cascade of local grammars within the NooJ
platform.
Because of this module, we can partially resolve the prob-
lem of unrelated NEs and ensure the presence of NE relations
in a given clause. For example, if we consider example [1] after
splitting the phrase into clauses, we obtain these two clauses:
( /qAl Alsyd mAt/Mr Maat said) and
( />n
Alywnskw kAnt tEml ElY tEzyz wsA}l AlAElAm AlmHlyp /
that UNESCO aimed at strengthening indigenous media.).
Because these clauses do not contain two NEs, they will be
excluded from our training dataset.
The resulting clauses that were produced by this Arabic
splitter contained at least two NEs and were then annotated
to extract the relevant features. These features are presented
in Table 2.
As mentioned in Table 1, we compiled three types of fea-
tures to describe the dataset:
– Numeric features that introduce the number of words
before, between and after the NEs.
– Morpho-syntactic features that indicate the POS tag of
three words of each context. We have added another
Table 2 Used features.
Type Feature Description Value
Semantic NE1 The ﬁrst named entity tag PERS, LOC, ORG
NE2 The second named entity tag PERS, LOC, ORG
PAIR The appearance order of NEs PERS–LOC, LOC–PERS, PERS–PERS,
PERS–ORG, ORG–PERS, PERS–
PERS, LOC–LOC, ORG–ORG
Numeric N-W-C1 The number of terms before NE1 Number
N-W-C2 The number of terms between NEs Number
N-W-C3 The number of terms after NE2 Number
Morpho_syntactic Clause structure The clause structure Nominal clause (NC) and verbal clause
(VC)
C1 POS-W1-C1 The part of speech tag of the ﬁrst word
before NE1
Verb (V), noun (N), adjective (A),
determiner (DET), preposition (PREP),
punctuation (PONCT), negative
particle(NEG), adverb (ADV), pronoun
(PRON), pseudo-Verb (PSV), and NE
POS-W2-C1 The part of speech tag of the second word
before NE1
POS-W3-C1 The part of speech tag of the third word
before NE1
C2 POS-W1-C2 The part of speech tag of the ﬁrst word
between NE1
Verb (V), noun (N), adjective (A),
determiner (DET), preposition (PREP),
punctuation (PONCT), negative
particle(NEG), adverb (ADV), pronoun
(PRON), pseudo-Verb (PSV), and NE
POS-W2-C2 The part of speech tag of the second word
between NEs
POS-W3-C2 The part of speech tag of the third word
between NEs
C3 POS-W1-C3 The part of speech tag of the ﬁrst word
before the second NE
Verb (V), noun (N), adjective (A),
determiner (DET), preposition (PREP),
punctuation (PONCT), negative
particle(NEG), adverb (ADV), pronoun
(PRON), pseudo-Verb (PSV), and NE
POS-W2-C3 The part of speech tag of the second word
before the second NE
POS-W3-C3 The part of speech tag of the third word
before the second NE
Hybrid method for extracting relations between Arabic named entities 431syntactic feature, which is the clause structure. This feature
serves to determine whether the clause is verbal or nominal.
The utility of this feature is explained in the evaluation
section.
– Semantic features, including the semantic type of the NE
and the type of the NE pairs.
After the recognition of all the NEs via the Arabic NEs rec-
ognizer (Mesfar, 2007) and its revision, we acquired the POS
tags based on the different Arabic resources (Mesfar, 2006)
(dictionaries and local grammars). Herein, we have added a
NooJ grammar to simplify the POS tags into twelve categories,
as mentioned in Table 2.
All the numeric, morpho-syntactic and semantic features
were automatically extracted from annotated clauses except
for the relations between the NEs. Indeed, the relation is man-
ually annotated by three Arabic linguistic experts. We pro-
vided them with a detailed description of our relation
extraction task as well as our main goal. They were asked
for predicting which word can deﬁne the semantic relations
between the NEs within a clause. The inter-annotator agree-
ments are computed, from which we obtain the promising
Cohen kappa of 79%. The main disagreements came from
some examples in which a relation cannot be predicted directly
from words, namely implicit relations. Furthermore, some
ambiguities are raised when a sentence presents multiple rela-
tions between the same NE pair. Finally, some relations are
expressed through more than one word, which poses little dis-
agreement between our linguistic annotators.Afterward, the dataset ﬁle was built and transformed into
XML format. Hence, we have a semi-automatically tagged
corpus. Once these features are assigned, we can build our data
base, which is presented as a set of pairs (an attribute or fea-
ture and its corresponding value) and a class label. We built
our training data base, which is composed of a set of instances.
Each instance presents a set of pairs (an attribute or feature
and its corresponding value) and a class label. We call each
pair (an attribute and its value) an itemset.
In case a sentence or clause contains more than two NEs,
we duplicate such sentences to have multiple clauses that are
annotated by only one relation position word and one pair
of NEs. This point is illustrated in the following example:
sySl r}ys fnzwylAhwgw $Afyz<lY rwsyA AlbyDA’ h*A
Alywm.
The president of Venezuela, Hugo Chavu, will arrive today
to Belarus.
As shown in this example, three different NEs are pre-
sented: two LOC NEs ‘‘ /fnzwylA/Venezuela’’ and
‘‘ /rwsyA AlbyDA’/Belarus’’ and the PERS
‘‘ /hwgw $Afyz/Hugo Chavu’’. In our training cor-
pus, this sentence will be duplicated to obtain two instances:
the ﬁrst instance presents the relation ‘‘ /r}ys/president’’
between ‘‘ /Hugo Chavu’’ and ‘‘ /fnzwylA/
Venezuela’’, and the second instance identiﬁes the relation
Table 3 Number of instances of each class.
Relation position Number of instances
W1C1 381
W2C1 265
W3C1 42
W4C1 22
W1C2 414
W2C2 236
W3C2 60
W4C2 12
W1C3 55
W2C3 26
W3C3 3
Others 24
Total 1540
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Figure 2 Number of instances of mentions for each class.
432 I. Boujelben et al.expressed through ‘‘ /arrive’’ between ‘‘ /Hugo
Chavu’’ and ‘‘ /rwsyA AlbyDA’/Belarus’’.
From our initial corpus, we obtained only 8345 sentences
(from 17 702 sentences) that contain at least two NEs. After
splitting these sentences into clauses, we have only 3302 NEs
that are related. Because we are interested in only the NEs
of the types (PERS, LOC and ORG), we have at least 1200
NEs (LOC), 880 NEs (ORG) and 1222 NEs (PERS). As a con-
sequence, our data are composed of 1651 instances.
We present in the following table the number of instances
that are available for each class. As mentioned previously,
our class presents the position of a relation between the NEs
in a given clause. The class label is composed of two parts
(Wn Cm): Wm designs the word position in the context, and
Cm refers to the context (m can be 1 if the context is before
the ﬁrst NE, 2 if the context is between the two NEs, and 3
if the context is after the second NE). For example, the class
label of the example [1] is W1C2. That label means that the
relation is indicated through the ﬁrst word (W1) of the second
context (C2), which refers to the word ‘‘travels’’.
As shown in the Fig. 2 and Table 3, the W1C1, W1C2,
W1C2 and W2C2 classes are the most frequent in our data.
There are some classes that have a small number of instances,
such as W4C1 and W3C3. Hence, the small number of exam-
ples that correspond to these classes does not allow an efﬁcient
learning-driven extraction. Because we are basing this step on
a clause and not on the entire sentence, we focused on short
clauses that were composed of up to 10 words. Therefore,
the prediction classes were reduced to six relation positions:
W1C1, W2C1, W1C2, W2C2, W3C2 and W1C3.5.2. Second level: automatic rule extraction
A rule is deﬁned as a conditional statement that can be easily
understood by humans and easily used within a database to
identify a set of records. Therefore, we rely on automatically
extracted rules to discover the trigger word that predicts a rela-
tion between NEs. Basically, a rule presents regular expres-
sions that describe a set of target clauses that contain Arabic
entities at speciﬁc positions in a more or less speciﬁc lexical
context. Each rule consists of a sequence of itemsets (a feature
and its corresponding value) that must be veriﬁed to be in
accordance with the convenient class. Let us consider the fol-
lowing rule:
Rule1: If NE1=PERS and NE2=LOC and pos-w1-w1=V
and nb-w-C1>=1 and pos-w1-c2=PREP and nb-w-c2=1
Then, class=W1C1
This rule can be applied to clauses [1] and [9]:
wqd y*hb>Hmd Hlmy AlY AlsEwdyp Alywm.
Perhaps Ahmed Helmi may go to Saudi Arabia today.
When applying this rule (Rule1) to examples ([3] and [4]),
we deduce that a relation is located in the ﬁrst word of the ﬁrst
context (W1C1). This ﬁnding means that the words ‘‘ /
sAfr/traveled’’ and ‘‘ /y*hb/go’’ present the trigger verbs
that predict the relation between the NEs.
We associate efﬁciency measures with each rule, namely,
the conﬁdence and support. The conﬁdence shows how fre-
quently the rule head occurs among all the groups that contain
the rule body. The support presents the number of instances in
which a rule is applicable, regardless of whether it is correct or
false.
5.2.1. Generating rules using ML algorithms
For the extraction of such rules, we investigated the Apriori
algorithm (Agrawal et al., 1993) to generate the class associa-
tion rules because of its known performance. The Apriori tech-
nique aims at ﬁnding all the rules that exist in the database that
satisfy some minimum support (minSup) and minimum conﬁ-
dence (minConf) constraints.
In addition to the Apriori algorithm, we explore the deci-
sion tree technique to produce more heterogeneous rules.
The decision tree C4.5 algorithm (Quinlan, 1993) is preconized
because it can match other instances that are not covered by
the training data and cannot be provided by Apriori. In addi-
tion, the decision tree has been among the most powerful and
popular classiﬁers, as stated in some studies (Jantan et al.,
2010; Tso and Yau, 2007). (Celli, 2009) proved its efﬁciency
at extracting semantic relations between Italian NEs because
it obtained an F-score of 81.2% when applied to the I-CAB
data. The decision tree algorithm chooses an attribute to max-
imize the separation between the classes (using an information
gain criterion). This algorithm generates classiﬁers that are
expressed as decision trees.
Similar to association rules, we can derive rules from a
decision tree. The results can be converted into a set of rules
that have the form of ‘‘if Attribute1 = value1 and Attri-
bute2 = value2 and Attribute3 = value3 then class X’’. We
obtained, then, a set of rules by running these learning
R1:If NE1=PERS and NE2=LOC and pos-w1-c1=V Then, class=W1C1
R2:If NE1=ORG and NE2=LOC and pos-w1-c1=N and pos-w1-c2=V Then, class=W1C1
Child1:IfNE1=PERS and NE2=LOC and pos-w1-c1=N and pos-w1-c2=V Then, class=W1C1
Child2:IfNE1=ORG and NE2=LOC and pos-w1-c1=V Then class=W1C1
Figure 3 Illustration of the single point crossover operator.
If NE1=PERS and NE2=LOC and pos-w1-c1=V and pos-w1-c2=N and pos-w2-c2=prep then class=W1C2
child1: NE2=LOC and pos-w1-c1=V and pos-w1-c2=N and   pos-w2-c2=prep Then, class=W1C2
child2: NE1=PERS and pos-w1-c1=V and pos-w1-c2=N and pos-w2-c2=prep Then, class=W1C2
child3: NE1=PERS and NE2=LOC and pos-w1-c2=N and pos-w2-C2=prep Then, class=W1C2
child4: NE1=PERS and NE2=LOC and pos-w1-c1=V and pos-w2-C2=prep Then, class= W1C2
child5: NE1=PERS and NE2=LOC and pos-w1-c2=N and pos-w1-c1=V Then, class= W1C2
Figure 4 Illustration of the mutation operator.
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of these algorithms produces an important number of rules,
which can be in some sense interesting or not. Therefore, it
is mandatory to ﬁlter these multiple rules using a ﬁltering mod-
ule. To fully solve this problem, we seek to apply genetic oper-
ations to these rules, in an attempt to cover further instances
and to enhance the precision of our process.
5.2.2. Discovering the best rule sets using a genetic algorithm
Seeing that genetic algorithms (Holland, 1970) have been suc-
cessfully applied in many research optimization and ML prob-
lems, recently, a number of studies have been conducted using
evolutionary algorithms for mining rules. Inspired by the
ASGARD10 system (Jourdan et al., 2002), we adopted this
process to automatically extract the more interesting rules.
In our genetic process, we used the Michigan approach.11 This
approach considers a separate rule as a chromosome or as an
individual. The main idea is to progressively improve the qual-
ity of the initial rules by constructing new ﬁtter rules until
either rules of high quality are found or no further improve-
ments are recorded. The adopted GA process is explained in
detail in (Boujelben et al., 2013b); it can be summarized by
the following steps:
– Evaluate the ﬁtness of each chromosome in the population
in terms of conﬁdence, support and size. The selected rules
will participate in producing the next generation.
– Create a new population by repeating the following steps
until the new population is completed:
The Crossover operator: We randomly select two parents
that have the same class. Given these, we use a classical single
point crossover: a position is randomly chosen in each of the10 Adaptive steady state genetic algorithm for association rule
discovery.
11 There are two main approaches for a GA: the Michigan approach,
in which a separate rule is handled as an individual, and the Pittsburgh
approach, in which each rule set is handled as an individual.parents, and the two corresponding parts of the parents are
exchanged to form two children. This genetic operator is illus-
trated in Fig. 3.
The mutation operator (see Fig. 4): According to the muta-
tion probability (Pmut(R) = (1conﬁdence(R))/10), a new off-
spring is generated. For each rule, we remove one item (the
attribute and its value), and we retain the remainder of the rule
to obtain the derived rule. This process is applied for each
item. The rules are then used from the most speciﬁc to the most
general in the relation extraction task.
Both genetic operators appear to be complementary
because the ﬁrst operator enables us to explore new areas while
the second covers more instances of our dataset through gen-
eric obtained rules.
– The replacement operator: We compare each source rule
with its offspring to satisfy two main assumptions: (i) each
derived rule that holds with a conﬁdence value of more than
a speciﬁed threshold and obtains a support that is higher
than the support of the top rule will be selected. (ii) In
the case in which all the derived rules have conﬁdence val-
ues that are below the threshold value, we will conserve
only the target rule and eliminate all the derived rules.
– We then re-insert these descendant rules into the initial pop-
ulation to create a new population.
The GA runs to produce solutions over successive gen-
erations until either interesting rules are found or a stagna-
tion of the population’s evaluation is reached. Otherwise, a
ﬁxed maximum number of generations is reached. As a
result, the GA generates a population that, in the end,
has high quality rules. The rules generated for each gener-
ation will be sorted in terms of conﬁdence and support. In
case we have similarity between these measures, we select
the longer rule in terms of the itemset number, to obtain
more accurate rules.
In the next section, we will explain the different modules
that are integrated into this ML process based on GA to pro-
duce more concise and precise rules.
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To overcome the above problems listed in Table 1, which can-
not be resolved by the automatic rules provided by learning
algorithms, we propose some auspicious modules that can be
integrated within the ML model to boost the overall perfor-
mance of the ML process.
5.3.1. Partition of the data set into verbal and nominal sentences
Because our goal is to extract the relation between two Arabic
NEs, we focus on how to collect useful information that is
related to this task. In addition to the POS tagging of context
words, the position of the relation word can be dependent on
the clause structure in the Arabic language. This approach
could provide more concise and precise results. Previous stud-
ies such as (Haddad, 2003) proved the effectiveness of using
the phrase structure to represent the text’s content, which
can enhance the efﬁciency of the information extraction pro-
cess. Thus, the clause structure provides a more sophisticated
representation. In the same way, (Smeaton, 1995) demon-
strated that focusing on the sentence allows indexing directly
into a vocabulary. He shows that using the sentence as a basis
is sufﬁcient for extracting the meaning of the text without the
need to refer to its set of words. According to his ﬁnding, the
set of phrases is richer than the set of words or word senses.
From this main idea, we are motivated to add the clause struc-
ture to our learning features.
Additionally, unlike the English language, which is charac-
terized by only nominal phrases, the Arabic language is char-
acterized by the presence of other sentence structures. As a
result, we can beneﬁt from this peculiarity of the Arabic lan-
guage. Indeed, the Arabic sentence is generally classiﬁed as
either a nominal sentence or a verbal sentence. The verbal sen-
tence is deﬁned as a clause that begins with a verb and has the
order (Verb-Subject-object), whereas a nominal phrase starts
with a noun. The nominal phrase consists of two parts: the
subject (called ‘‘ /mbtd>’’ in Arabic) and the predicate
(labeled ‘‘ /xbr’’ in Arabic). Each part has many cases.
The subject can be a noun, a pronoun, a demonstrative, a com-
pound noun or another entity. Each sentence, either nominal
or verbal, can be preceded by a conjunction (‘‘ /wa/and’’,
‘‘ /thomma/then’’), adverb (‘‘ /EndmA/when’’), negation
particle (‘‘ / ln, lA, lm/ not’’) or combination (‘‘ /
wEndmA/ and when’’). Similarly, a sentence can be either sim-
ple or compound.
For these reasons, we believe that the sentence structure can
enhance the results. If we take example [1] again and addition-
ally recall examples [9] and [10], the same NEs pair (PERS-
LOC) and the same relation detected through ‘‘ /sAfr/tra-
vel’’ are presented, and only the structure of the clause is dif-
ferent.
>Hmd Hlmy sAfr AlY AlsEwdyp.
Ahmed Helmi traveled to Saudi Arabia.
In the ﬁrst verbal phrase [1], the relation is situated in the
ﬁrst word of the ﬁrst context W1C1. However, the same
relation is located in the ﬁrst word of the second context
W1C2 for the nominal phrase [9]. Therefore, the clause
structure changes the order of the words, which can in turnchange the position of the word, expressing the relation (our
output). Hence, the position of the trigger word for expressing
the relation between the NEs depends on the phrase structure.
This step is accomplished using the Stanford tagger (Green
and Manning, 2010), which provides syntactic information
about each sentence. Thus, we are interested only in the acqui-
sition type of a given sentence in our data set. Thus, we added
another syntactic feature to mention whether we have a nom-
inal or verbal phrase. Then, we partitioned our data according
to this feature. As a result, we have two training corpora: one
corpus is for the nominal clauses, and the second concerns the
verbal clauses. Obviously, the same partition must be applied
to both the training data and the test data. We think that
the partition of our data set according to the clause structure
leads to more efﬁcient and accurate results. This contribution
will be evaluated in the next section (see Section 6).
5.3.2. Handcrafted rules
In this module, we added patterns that were proposed by a lin-
guistic expert to resolve some of the problems that were cited
previously. Some of the modules are presented as further con-
straints in an attempt to rectify the output of the ML results.
In addition, others were added to lead to more accurate
results.
First, we address the negation relation point (example [5],
Table 3). To tackle this issue and to obtain a more signiﬁcant
extracted relation, we add constraints to each rule to verify
whether there is a negative particle that expresses the negation
relation. For example, recall that in example [11] we have two
relations between the NE pair; the ﬁrst relation is detected via
the verb ‘‘ / ytzwj/marry’’, which is in negative form, and
the second relation is identiﬁed through the noun ‘‘ /
Sdyqth/friend’’, which is in positive form. Thus, in the case
in which a relation is detected through a verb and the latter
is proceeded by a negative particle such as (‘‘ /ma/not’’, /
ln/not’’, ‘‘ /la/not’’, ‘‘ /lm/not’’), then the relation between
these NEs is not achieved or is in the negative form.
lm ytzwjmAykl Sdyqth krystyn.
Michel did not marry his friend Kristin.
Let us consider now the example of a negation relation that
is detected through a noun. There, the relation is negated
through the incomplete verb that is called in Arabic
‘‘ /sisters of kaan(a)’’ like ‘‘ /lays(a)/ is not’’, which
can be placed just before the noun that expresses the relation
or in the ﬁrst context (before the ﬁrst NE) [4]. Thus, when
we have a relation that is identiﬁed through a noun and we
have ‘‘ /lays(a)/is not’’ in the ﬁrst or the second context
[12], our relation is introduced in a negative form.
An krystyn lyst zwjpmAykl.
Kristin is not Michel’s wife.
In the same context, we added some generic and intuitive
patterns to rectify the output that is generated by our super-
vised learning method. These patterns concern the possible
POS tag of words that can predict the semantic relation
between NEs. When studying our training corpus, we note
the following statistical results: 39% of the relations are pre-
dicted through a verb, 32% are discovered through a noun,
Figure 5 Composed trigger of family relations between the NE pairs PERS_PERS.
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marks and a rare percentage of relations are introduced
through adverbs and conjunctions. Hence, some POS tags
could not predict a semantic relation between the NEs, such
as a negative particle. We grouped the morphological catego-
ries that could not contain a relation in the NOTR list. The list
of POS tags that could identify a relation is grouped into a
POSR list.
From this statistical study, we added generic constraints
that serve to verify the POS of the obtained classes. In the case
in which we have a relation that is expressed through a word
that has a POS tag that belongs to the NOTR list and its cor-
responding instance can be treated by more than one rule, we
choose the rule that produces an output that belongs to the
POSR list.
Finally, we handle the relation that can be predicted
through more than one word [13].
hwAng ySmm $EArAt grybp Al>$kAl $rkp ‘‘ gwgl ‘‘.
Huang designed logos with strange shapes for the ‘‘Google’’
company.
To treat this issue, we have elaborated a linguistic grammar
to extract the relations between the NE pairs. To accomplish
that goal, it is mandatory to collect ﬁrst a list of compound
words that can express a semantic relation between NE pairs.
We have reused a part of the local grammar of extracting rela-
tions between NEs (Boujelben et al., 2012). In fact, through the
composed word triggers, we can identify a complex relation.
Thus, we intend to apply some of these grammars to our train-
ing corpus to extract this type of relation. Thereafter, these
examined instances will be excluded from our dataset. Hence,
we will address only the relations that are expressed through
one word. Fig. 5 shows a sample of a local grammar that is
elaborated through the NooJ linguistic development environ-
ment that extracts the family relation that can hold between
two person NEs.The sub-grammar presented in Fig. 5 concerns only a sam-
ple of a relation ‘‘Family’’ that can hold between the pair PER-
S_PERS; it is composed of ﬁve main paths. The ﬁrst path is
intended to extract the case in which we have a family trigger
followed by an adjective such as ‘‘ /
>Hmd hw Al>x Al>kbr lfATmp/Ahmed is the oldest
brother of Fatma’’. The second path treats the case in which
a trigger is attached to a pronoun followed by an adjective
( /qAlt fATmp l>xwhA Albkr>
Hmd/Fatma said to her older brother Ahmed.). Herein, we
must verify the pronoun that is attached to the trigger through
the addition of the constraint (‘‘PRON+3+s+m’’) or
(‘‘PRON+3+s+f’’), to treat some of the ambiguities that
appear in some cases. These gender and number features are
captured from the Arabic dictionaries that are constructed
by (Mesfar, 2006). This ﬁnding means that our system can
express a family relation between two arguments that are not
truly related semantically, as shown in the following sentence:
*hb>Hmd w>xy AlSgyr SAlH<lY Almdrsp.
Ahmed and my little brother Salah went to school.
In the example above, we have two arguments (PERS), and
although we have the trigger ‘‘brother’’ of the family relation,
they are not related because ‘‘ /Salah’’ is ‘‘ />xy/my
brother’’ and not the brother of Ahmed. Therefore, we must
verify the gender (masculine or feminine) and the number (sin-
gular or plural) features that are used in the extraction of such
a relation.
In fact, this constraint veriﬁes the gender (masculine or
feminine) and the number (singular) of the trigger. The third
and fourth path are used in the example of two triggers of fam-
ily relations, such as ( /Abn AlEm/cousin, /Abn
Emh/ his cousin), respectively. The ﬁfth path is exploited to
extract some composed verbs of this relation type, as men-
tioned in the graph (‘‘ /Tlb ydhA/ask for her hand’’).
Table 4 Training and test corpus.
Training corpus Test corpus (ANERCorp)
Clauses number 1411 420
Tokens 12,192 1856
NEs 2828 840
LOC 913 320
PERS 1154 217
ORG 761 303
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analysis of the context of each entity and relation. For each
pair of NEs, we built a sample grammar that contains the com-
posed trigger to treat the case of relations that are expressed
through more than one word. Having these composed triggers,
(Boujelben et al., 2012) elaborated syntactic grammar to
extract the different relations between the NEs. As mentioned
previously, these trigger relations can appear in the ﬁrst con-
text (before the ﬁrst NE), in the second context (between the
NE pair) or in the third context (after the second NE). At least
24 grammars have been elaborated. A NooJ grammar is built
for each class type to recognize the semantic relations between
the NEs. These local grammars will be applied ﬁrst to our cor-
pus, to treat some cases. Then, the treated sentences will be
excluded from our training corpus to automatically study the
remaining clauses. Because of the proposed NooJ grammar,
we can overcome the problem of relation predicted through
more than one word. Similarly, the examination of these com-
pound triggers in terms of their gender and number enables
recognizing some unrelated NEs within a clause.
All the modules that have been proposed can undoubtedly
contribute to the automatic extraction of both the undetected
and wrong extracted relations that are extracted by the ML
model.
6. Evaluation
6.1. Experimental setting
The input data used in our experiments consists of Arabic texts
collected from the ANERCorp corpus (Benajiba et al., 2007).
We decided to utilize this corpus because it is annotated by
NEs. This corpus is composed of more than 316 articles, which
contain more than 150,000 words and 3206 labeled NEs. We
have discovered only 840 NEs that are related in a clause,
given that we focused on three NE types (PERS, ORG and
LOC). First, we extracted the clauses that were composed of
two NEs using the clause splitter of (Keskes et al., 2012).
The morphological analysis is accomplished using the Arabic
resources of (Mesfar, 2006). The word that predicts a relation
within a clause is identiﬁed manually by a linguistic expert. We
believe that by integrating the corpus and using rich linguistic
processing strategies with an expert revision of different tags,
the approach can achieve effective results, in terms of both
accuracy and coverage. After applying these resources and
obtaining annotated clauses, we extract our learning features
to build our test dataset. As a result, we obtained 420 instances
in our test database.
In Table 4, we summarize the characteristics of both the
training and test corpus, and we mention the ﬁnal number of
clauses, NEs and tokens that compose our corpus.
A part of our training and test corpus is available on the
net.12 In this website, we present a part of our corpus: non-
annotated examples, examples after annotation and the ﬁnal
instance generated after extracting the learning features.
Many experiments have been conducted to assess the qual-
ity of our system. In this section, we describe the different
experimental settings that we used, and we present the
obtained results.12 https://sites.google.com/site/inesboujelben85/corpus.For the ML technique, we exploited the Association rules
algorithm Apriori and the C4.5 classiﬁer, which are available
in the WEKA13 tool. We used the classical measures of preci-
sion, recall and F-measure. The precision is the number of rel-
evant instances of the system among all the treated instances.
The recall is the number of relevant instances that are retrieved
divided by the number of reference instances. The F-score is a
combination of the precision and recall, which is used to penal-
ize the very large inequalities between these two measures.
6.2. Experimental results and analysis
All the reported experiments in this paper were performed on
the ANERCorp corpus by means of standard evaluation
metrics.
6.3. Experiment 1: training corpus setting
In this experiment, we are interested in evaluating our ML
method based on a learning algorithm combined with a GA,
to automatically extract the more interesting rules. First, we
have computed a learning curve by dividing our training cor-
pus into different learning sets to analyze how the learning
procedure can be inﬂuenced by the number of annotated sen-
tences. For each set, we apply the Apriori and decision tree
algorithms to obtain the initial rules that are considered to
be the input population of the GA.
The F-score curve (see Fig. 6) shows that the curve grows
regularly between 0 and 600 instances, while it seems to pla-
teau between 900 and 1400 instances. We can thus conclude
that the addition of more than 1400 instances will only slightly
increase the performance of the relation extraction task.
6.4. Experiment 2: evaluation of the ML method
The purpose of this second experiment is to assess the perfor-
mance of the proposed features. Hence, we intend to choose a
small subset of features that is sufﬁcient to correctly predict the
class. Here, we attempt to learn which features are better. We
apply some recognized selection algorithms. After obtaining
the results of these algorithms, we evaluate the performance
of each combination of features when applying Apriori, which
presents our ﬁrst baseline B1. We envisage evaluating the inﬂu-
ence of the considered number of words before, between and
after the NEs. The obtained results are presented in the follow-
ing table.
As is indicated in Table 5, the reported results show that
using the context features improves the overage performance13 Available on www.cs.waikato.ac.nz/ml/weka/.
Figure 6 Learning curve depending on the number of instances.
Table 6 Comparative performance of different ML
techniques.
ML
methods
Number
of rules
Precision (%) Recall (%) F-score (%)
B1 120 86.23 23.55 33.46
B2 334 60.4 31.4 42.8
E1 160 62.03 54.52 58.03
E2 190 74.1 59.6 66.1
Hybrid method for extracting relations between Arabic named entities 437of our process. In addition, the consideration of the two words
before, between or after the NEs achieves better results. It is
observed that accounting for one or three words for each con-
text gives slightly low results in terms of both the precision and
recall. Hence, using one context word alone is not sufﬁcient to
extract efﬁcient rules. This ﬁnding can be explained by the fact
that we focused on a clause and not the whole sentence. There-
fore, it is sufﬁcient to work with only two context words. For
the next experiment, we will utilize these selected features.
After obtaining the best combination of our proposed features,
we then compare different ML methods while using the tech-
niques separately or combined.
 B2: The second baseline is based on the combination of B1
with the decision tree technique.
 E1: (Boujelben et al., 2013a): B2+ four selection levels to
extract the more interesting rules.
 E2: (Boujelben et al., 2013b): B2+ GA for the rule selection
and generation: For the GA parameter setting, the muta-
tion probability is taken as 0.04, the crossover probability
is taken as 1, the initial population size is 190 (rules gener-
ated by Apriori and C4.5), and the maximum number of
generations is ﬁxed at100.
Therefore, we provide a performance comparison with pre-
vious studies based on supervised learning methods (Boujelben
et al., 2013a) and (Boujelben et al., 2013b) against two base-
lines, B1 and B2.
As is cited in Table 6, our ﬁrst baseline (B1) obtains a high
precision value with a very low recall. It is signiﬁcant because
the rules that are produced by this algorithm satisfy some min-
imum conﬁdence (0.6) and minimum support (2) constraints.
For this purpose, we are expected to add the decision treeTable 5 Evaluation of learning features.
Method Features
B1 POS tag (three context words)+Numeric+NEs tags
POS tag (two context words)+Numeric+NEs tags
POS tag (one context word Numeric+NEs Tags
POS (no context word) Numeric+NEs Tagstechnique, which presents the second baseline method. The
combination of these two algorithms achieves an improvement
in terms of the coverage of our data set byapproximately11%,
while the precision is decreased by 8%.This arrangement can be
justiﬁed by the fact that the decision tree technique allows
matching other instances that are not covered by the training
data. Although this combination leads to cover more instances,
it implies noisy rules, which reduces the precision of our system.
Overall, the results shown above prove the effectiveness of
combining various rules that were produced by two different
mining algorithms: precise association rules produced by Apri-
ori and classiﬁcation rules generated by C4.5. Furthermore,
the comparison between the selection levels added by
(Boujelben et al., 2013a) and the selection module based on
GA (Boujelben et al., 2013b) demonstrates the performance
of our genetic process because it boosts the overall results. This
approach yields the best results in terms of both the precision
and recall, which shows an 8% increase.
After evaluating our proposedMLmethod, we next evaluate
the differentmodules that were added to this learning technique.
6.5. Experiment 3: effect of the clause structure in the relation
detection
In this section, we evaluate the effect of using the clause struc-
ture in the relation extraction process. To study the effect of
the clause structure, we present the evaluation of our learning
method based on the GA when it is applied to the two sub-cor-
pora: C1, which is composed of only nominal sentences, and
C2, which is composed of only verbal sentences. As a result,
we obtained some rules that were speciﬁc to the verbal phrases
and other rules that were speciﬁc to the nominal phrases.
The results shown in Table 7 demonstrate that the consid-
eration of the clause structure in our learning process increases
the overall performance of our extraction process when
applied to the test corpus. The ﬁrst experiment demonstrated
that the partition of our corpus into two corpora according
to the clause structure increased the precision by approxi-
mately 6.6 %, up to 80.7%, and increased the recall by 3%,
up to 62.35%, and thus contributed to relation detection.
The obtained results proved the effectiveness of data parti-
tioning according to the clause structure. This ﬁnding explainsPrecision (%) Recall (%) F-score (%)
79 19.79 31.65
86.23 23.55 33.46
95.2 20.3 37
64.5 17.54 27.57
Table 7 Evaluation of the structure clause.
Corpus Number of
Rules
Precision
(%)
Recall
(%)
F-score
(%)
Initial corpus 190 74.1 59.6 66.1
C1 170 81.01 57.55 67.2
C2 153 80.45 67.16 73.2
C1 + C2 323 80.73 62.35 70.2
438 I. Boujelben et al.the fact that morpho-syntactic features are a basis in our learn-
ing method. Additionally, given that the relation is predicted
through the position of the trigger word, the latter is dependent
on theword order in the clause, which in turn can be predisposed
by the structure clause. Hence, the clause structure can be intro-
duced to facilitate the identiﬁcation of the trigger position.
6.6. Experiment 4: comparison with previous studies
After identifying the learning feature that was selected in our
GA method, we further compared in Table 8 the performance
of our mixed approach against both the ML-based method
and the rule-basedmethod (Boujelben et al., 2012) when applied
to the same test corpus ANERCorp because these results are
produced in a similar setting, they can be compared fairly.
In this experiment, we seek to elaborate a comparative
study in which we follow three main approaches: the rule-
based method, ML-based method and, ﬁnally, our mixed pro-
cess, in which we add gradually handcrafted rules and other
modules. In our hybrid method, we elaborate an evaluation
of each proposed linguistic module to verify the effectiveness
of each contribution.
As shown above, the rule-based method achieves a low
recall, although its precision is promising. We mention some
mistreated relations that were caused by the absence of gram-
mars that extract the relations between the NE pairs ‘‘ORG-
PERS’’ and ‘‘ORG-LOC’’. In fact, NooJ grammars are based
on syntactic information that is combined with some relation
triggers, and therefore, they cannot capture certain potentially
relevant relations between Arabic NEs. Thus, some examples
are not detected because the rules that are rewritten into NooJ
grammars do not cover all the possible cases that are caused by
the absence of some trigger words in our grammars.
To overcome this limitation, the ML algorithm appears to
be a good solution given that it extracts automatically the trig-
ger words regardless of the word meaning. The reported results
showed that compared with the rule-based method (Boujelben
et al., 2012), the ML-based method that utilizes GAs provides
better performance in terms its recall, which had an 8%
improvement, while the precision was slightly lower for this
method. Additionally, this table reports that our system
achieves the best improvement to obtain 84.8%, 67.6% and
75.2% in terms of the precision, recall and F-score, respectively.Table 8 Comparative performance of different methods for relatio
Methods
Rule-based method Boujelben et al. (2012)
(B)ML-based method (GA) Boujelben et al. (2013b)
Hybrid method B+base partition
+NooJ grammars: compound trigger relation
+Correction rulesThis ﬁnding is because some previous relations are not discov-
ered because they are composed of more than one trigger word.
Now, we move on the analysis of error sources. First, we can
mention the recall loss because of the untagged NEs, which in
turn excludes their associated examples from the data set. Sec-
ond, the wrongly annotated NEs make up 11% of the overall
precision low. Indeed, the inﬂuence of NE recognition ambigu-
ity can lead to the application of the inappropriate rule. For
example, (‘‘ /Asia/Asia’’) could be either identiﬁed as a name
of a person or a name of a location. As a consequence, some of
the errors will be produced when applying an unsuitable rule to
the associated instance. This issue can be illustrated by the fol-
lowing rule when applied to two different phrases:
Rule A: If EN1 = PERS and EN2 = LOC and W1C1 = V
and W2C2 = prep Then, class = w1C1
sAfrt fATmp < lY |syA.
Fatma traveled to Asia.
HAwlt fATmp AltHdv AlY |syA.
Fatima tried to speak to Asia.
As illustrated in the following example, when applying rule
(A) to example [14], the relation is predicted through ‘‘W1C1’’
via the word ‘‘ /sAfrt/travel’’. Nevertheless, because
‘‘Asia’’ was identiﬁed as a location NE, the deduced relation
is predicted through the verb ‘‘ /HAwlt/tried’’, which is
not the correct relation trigger. Here, the ambiguity of the
NE type recognition causes the application of an inappropriate
rule, which in turn produces erroneous outputs.
Moreover, some ambiguous relations are caused by the
morphological ambiguity of the Arabic language. Indeed, in
some cases, an NE can be analyzed as a part of speech of a
given word. For example, the Arabic proper name (‘‘ /
Akram’’) can be treated as either a verb that means ‘‘to immor-
talize’’ or the superlative adjective ‘‘the most immortalized’’
[15]. Similarly, in some cases, because a primordial argument
of relation extraction is omitted, which is caused by the non-
recognition of this word as an NE, the concerned clause will
not be treated.
>krm Al$Ab yEy$ AlsEwdyp.
The rule (A) can be applied to this sentence [15]. As a result,
we obtain the relation that is predicted through ‘‘>krm/ /
immortalized’’. However, this result is not the correct relation.
Moreover, this sentence can have a different semantic analysis,
depending on the voyellation. For example, it can be analyzed
as ‘‘Akram is a young man who lives in Saudi Arabia’’, in
which ‘‘>krm/ ’’ is a person NE and’’ /AlsEwdyp’’n extraction.
Precision (%) Recall (%) F-score (%)
82 51.5 63.26
74.1 59.6 66.1
80.73 62.35 70.2
82.7 65.1 72.85
84.8 67.6 75.22
Hybrid method for extracting relations between Arabic named entities 439is a LOC NE. In this case, a relation is predicted through the
verb ‘‘ /lives’’.
Additionally, ‘‘akram’’ can be a superlative adjective, which
would mean ‘‘The most immortalized man lives in Saudi Ara-
bia’’. In this situation, there is no NE pair. Thus, we cannot
extract a relation from this sentence. Finally, it can be treated
as a verb, to express that ‘‘A young man who lives in Saudi
Arabia has been immortalized’’. Therefore, such ambiguities
affect the precision of our rules.
For these reasons, the short fall of the ML method
(Boujelben et al., 2013b) was compensated by the use of man-
ually constructed patterns that were proposed by a domain
expert, to recognize the relations in their negative forms and
to extract relations that were expressed through a compound
noun. The partition of our dataset into two parts according
to the structure of Arabic phrases achieves an improvement
of 9% in the overall ML performance.
In conclusion, we note that a rule-based method can dis-
cover a relation between NEs if the relation trigger belongs
to our trigger words list in spite of its position in the sentence.
However, the problem is disengaged when a trigger word did
not exist in the trigger words list. On the one hand, the pat-
tern-based method offers good precision values but can be
weak when faced with heterogeneous vocabulary and sentence
complexity. On the other hand, the ML technique is more efﬁ-
cient in terms of its coverage of our dataset.
7. Discussion
In this paper, the problem of relation extraction between Ara-
bic NEs is tackled through integrating the supervised learning
method with linguistic modules to improve the overall perfor-
mance. Based on this hybrid approach, we can combine the
advantages of ML and rule-based methods.
Several semantic relation extraction approaches detect only
whether a relation type occurs in a given sentence. Thus, if we
have an NE pair that is not linked by a predeﬁned relation type
and subtype, this pair will be discarded. In contrast to other
research that is based on a ﬁxed number of relations classes
such as in (Zhang et al., 2009) and (Alotayq, 2013), we con-
sider the word position that predicts the relation as an output
class. This word position can occur in different contexts
according to the position of the NEs: before, between or after
the NEs. Thus, we can extract an inﬁnite number of relation
instances without being limited to a given type of relation
class. For our case, we envisaged extracting ﬁrst the trigger
word that expresses the semantic relation between the given
NEs. In a subsequent step, we match each trigger word that
was extracted automatically with its appropriate class.
The extraction of relations among Arabic NEs has encoun-
tered many problems. Some of these problems can be resolved
by an ML method, whereas others need the intervention of cer-
tain handmade patterns in an attempt to accomplish more
accurate results.
Because the output of our process is the trigger word that
identiﬁes a given relation, the latter can take various POS tags
of words; it can be detected through a verb, a noun or a prep-
osition, for example. This approach allows us to capture some
implicit relations, such as relations that are detected via a
punctuation mark. Indeed, a comma, when presented between
two NEs, can indicate the presence of a relation between theNEs [5]. Herein, a relation is expressed through a comma
(which belongs to the relation (Ben Hamadou et al., 2010a))
between the NE mentions ‘‘Mohammad Qasim’’ and ‘‘the Fac-
ulty of Medicine’’.
Additionally, some ambiguities arise when more than one
possible relation exists within the same pair of entities. This
issue is neglected in most of the current studies. In our case,
this problem can be treated by our proposed supervised learn-
ing method by considering the following hypothesis: when an
instance of our data set is treated by two rules that have the
same value of conﬁdence, then we have two possible relations
between the same pair of NEs.
A second aspect of our research is the contribution of
hybrid approaches in which we intend to add linguistic mod-
ules to our ML method. As shown in the evaluation section,
the hybrid method effectively outperforms both the pattern-
based and ML approaches in terms of the F-score. The exper-
imental results show that our hybrid model gives the best
results, which is 75% for the F-score.
Indeed, these further linguistic modules achieve improve-
ments to the overall performance of our process. The obtained
results show that these linguistic modules (especially when we
partitioned our corpus into noun clauses and verbal clauses)
contribute substantially when they are combined. In addition,
when using some proposed constraints, we have corrected
some relations that are extracted and joined with negative par-
ticles. Some other intuitive patterns are added to rectify some
of the outputs that are generated by the ML method. These
constraints are added after some statistics are generated from
our training dataset in which we exclude some of the cases.
This ﬁnding implies that those linguistic constraints, when
applied for each of the rules, are very useful and contribute
much better when they match each of the generated rules.
Overall, the experimental results exhibit that our mixed
method signiﬁcantly outperforms the rule-based and ML
methods when both are applied to the ANERCorp corpus.
Based on rules that are either automatically extracted
through the supervised learning technique or manually added,
our hybrid method achieves encouraging results. Although it
has promising performance in terms of precision and recall,
our process cannot extract some of the relations that are pres-
ent among words that are a long distance from the NEs’ posi-
tions, notably, in the case of long and complex sentences.
8. Conclusions
In this paper, we combine the advantages of ML techniques
and rule-based methods to extract relations between Arabic
named entities. We rely on manual patterns when the given
relation examples are complicated or expressed through more
than one word. Our approach obtains an overall 75.22% for
the F-score.
The obtained results are promising and motivate the strat-
egy of combining both types of methods to boost the overall
performance of our process. We showed the impact of each
used linguistic module to produce signiﬁcant gains against
previous results. Similarly, we also studied the effect of nomi-
nal and verbal clauses on the performance of our system.
Finally, further constraints that were added to the automatic
rules that were generated from our proposed genetic algorithm
yield more concise and accurate results.
440 I. Boujelben et al.For future work, we intend to classify the trigger word into
an adequate level of semantic relation classiﬁcation. Addition-
ally, we plan to evaluate our approach with other NE types
and different corpora languages and domains. It would also
be mandatory to test on other languages other learning models
(such as SVM and MaxEnt), which have been used in prior
relation extraction tasks, to provide a performance compari-
son with our process. Similarly, we intend to apply our process
to the standard ACE data set, to provide a comparative study
in our upcoming work.
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