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In den letzten Jahren ist es im Bereich der Computersysteme zu einer rasanten
Leistungsentwicklung gekommen. Allein die Prozessorleistung sowie die Speichergröße der
verfügbaren Rechnersysteme haben sich in den letzten zehn Jahren mehr als verhundertfacht.
Immer mehr Menschen weltweit nutzen die Möglichkeiten eines Personalcomputers, um ihre
Aufgaben zu erfüllen. Die weite Verfügbarkeit leistungsfähiger Rechnersysteme verstärkte
das Bedürfnis nach arbeitsplatzübergreifender Kommunikation.
Mit der Vernetzung von Einzelrechnern zu lokalen Netzen (LANs) und dem
Zusammenschluss dieser zu flächendeckenden Kommunikationsstrukturen (WANs) war
schnell eine Lösung des Problems des Datenaustausches gefunden. Doch schon bald erwies
sich, dass die Weiterentwicklung der Datenkommunikationssysteme mit der
Rechentechnologie nicht mehr Schritt halten konnte [KYAS95].
Die meisten der eingesetzten lokalen Netze basieren nach wie vor auf den Anfang der
achtziger Jahre definierten Standards Ethernet/IEEE 802.3 und Token-Ring/IEEE 802.5 mit
einer maximalen Übertragungsgeschwindigkeit von 10 Mbit/s bzw. 16 Mbit/s. Doch sogar
neuere LAN-Technologien, wie z.B. das Fast-Ethernet oder FDDI, welche jeweils eine
Bandbreite von 100 Mbit/s zur Verfügung stellen, erwiesen sich für multimediale
Anwendungen lediglich als sehr bedingt geeignet.
Bei herkömmlichen LAN-Technologien kann tatsächlich nur ein Bruchteil der Bandbreite zur
Datenübertragung genutzt werden. Insbesondere hängt die Leistungsfähigkeit der Netzwerke
stark von der Anzahl der aktiven Netzknoten ab. Bei steigender Teilnehmerzahl wird die
effektive Übertragungsrate schnell verringert. Garantien zur Bereitstellung einer bestimmten
Qualität können seitens des Netzwerkes nicht gegeben werden. Daher war die Einführung
eines neuen Netzwerkstandards notwendig, der auch den Anforderungen zukünftiger
Anwendungen gerecht wird.
Mit der Einführung des asynchronen Transfermodus (ATM), welcher im Jahre 1988 von der
ITU (International Telecommunication Union) spezifiziert wurde, wird der Einsatz
multimedialer Anwendungen nahezu uneingeschränkt möglich.
Im Gegensatz zu den herkömmlichen LAN-Technologien handelt es sich bei ATM um ein
verbindungsorientiertes Übertragungsverfahren, bei dem jeder Teilnehmer Verbindungspfade
mit fester Bandbreite und garantierten Übertragungseigenschaften zugewiesen bekommt.
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Weiterhin sind mit ATM Übertragungsgeschwindigkeiten bis an die physikalischen Grenzen
durchaus denkbar. In Forschungslabors wurden bereits ATM-Vermittlungen mit
Schaltgeschwindigkeiten von bis zu 1 Tbit/s realisiert [KYAS95].
Trotz der signifikanten Vorteile von ATM war nicht zu erwarten, dass Unternehmen innerhalb
kürzester Zeit ihre gesamte LAN-Installation sowie –Software komplett durch ATM-Technik
ersetzen. Dies wäre mit einem derartigen Kostenaufwand verbunden, welcher wohl niemand
zu investieren bereit wäre.
Um dennoch die Geschwindigkeitsvorteile von ATM einem breiten Spektrum von
Anwendungen zugänglich zu machen, wurden in den Spezifikationen RFC1483 „LAN-
Emulation“ und RFC1577 „Classical-IP“ entsprechende Standards definiert, die es
ermöglichen, ATM in bestehende LANs zu integrieren bzw. LAN-Software über ein ATM-
Netzwerk zu verwenden.
Diese Verfahren waren ursprünglich als provisorische Übergangslösung erdacht, bis sie durch
eine weite Verfügbarkeit von ATM-Netzen und der entsprechenden Software abgelöst werden
können. Allerdings beschränkt sich bis zum heutigen Tag in den allermeisten
Anwendungsbereichen der Einsatz von ATM auf LAN-Umgebungen [HEIN97].
Auch das experimentelle Videokonferenzsystem „Visitphone“ nutzte ursprünglich
ausschließlich die IP-Transportdienste über ATM zur Übertragung der Video- und
Audiodaten.
„Visitphone“ wurde mit der Zielsetzung entwickelt, eine Video- und Audioübertragung mit
bestmöglicher Qualität unter Verwendung handelsüblicher PC-Hardware zu ermöglichen. Bei
praktischen Versuchen wurde jedoch festgestellt, dass mit der zur Verfügung gestellten
Hardware lediglich ein Videostrom mit einem maximalen Bandbreitenbedarf von etwa 12
Mbit/s in einer Richtung fehlerfrei über das ATM-Netzwerk übertragen werden konnte. Diese
Übertragungsrate entspricht einem Video-Kompressionsfaktor von 18, welcher eine deutliche
Verfälschung des komprimiert übertragenen Videobildes bedingt. Doch in vielen Fällen, zum
Beispiel im medizinischen Bereich, einem der möglichen zukünftigen Anwendungsgebiete
von Online-Video/Audio-Datenströmen, ist aber die detailgetreue, flüssige Videobild-
darstellung von großer Bedeutung.
Da in zahlreichen vorangegangenen Versuchsreihen bereits die Leistungsbeschränkungen von
LAN-Übertragungen über ATM gezeigt wurden [BEES96], sollte die Verwendung eines
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sogenannten Native-Mode-ATM-Transportdienstes die gewünschten Übertragungsraten zur
Verfügung stellen. Die Implementierung einer solchen Transportschnittstelle wurde aber erst
durch die Verfügbarkeit des Fore-Winsock2-APIs für Fore-ATM-Adapterkarten möglich.
Das Ziel dieser Arbeit ist die Entwicklung und Implementierung einer geeigneten Native-
ATM-Schnittstelle und deren Integration in das Video-Testsystem „Visitphone“. Diese
Transportschnittstelle ermöglicht es, Daten über eine vom ATM-Netzwerk vermittelte
Verbindung (SVC) oder über einen permanenten Kanal (PVC) zwischen zwei ATM-Knoten
ohne Verwendung eines Switches zu übertragen. Die Multicast-Eigenschaft von „Visitphone“
wurde dabei beibehalten. Um dies zu erreichen, wurde ein ATM-Multicast-Server entwickelt,
welcher die IP-Multicast-Funktionalitäten in ATM-Netzwerken emuliert.
Eine IP-Schnittstelle bleibt weiterhin derart integriert, dass die Anwender frei zwischen den
angebotenen Transportdiensten wählen können. Damit konnte eine größtmögliche Flexibilität
von „Visitphone“ bezüglich der zukünftigen Einsatzumgebung erreicht werden.
Im zweiten Kapitel wird eine kurze Einführung in die Grundlagen dieser Arbeit
vorgenommen, zu welchen die LAN- bzw. ATM-Technik, LAN-Übertragungen über ATM
sowie die Bereitstellung bestimmter Dienstqualitäten gehören. Ein Vergleich der
Eigenschaften des IP-Multicast-Mechanismus und ATM-Punkt-zu-Mehrpunkt-Verbindungen
erfolgt im dritten Kapitel. Das vierte Kapitel gibt einen Überblick über die verwendeten
Programmierschnittstellen. Im fünften Kapitel erfolgt eine kurze Vorstellung des Video-
Testsystems „Visitphone“ sowie eine Spezifikation der Anforderungen von „Visitphone“ an
die Datentransportschnittstelle. Die Mechanismen zur Erfüllung dieser Anforderungen werden
im nachfolgenden sechsten Kapitel beschrieben. Weiterhin wird hier ein Überblick über die
eigentlichen Entwicklungs- und Implementierungstätigkeiten sowie deren Ergebnisse
gegeben. Das siebte Kapitel dieser Arbeit beschreibt die Ergebnisse der Leistungstests, die auf
Grundlage der entwickelten Datentransportschnittstelle durchgeführt wurden. Insbesondere
soll ein Vergleich mit der Datenübertragungen über LANs per ATM die Vorteile des Native-
ATM-Transportdienstes aufzeigen. Eine Zusammenfassung und ein weiterer Ausblick der
Arbeit werden im achten Kapitel vorgenommen.
Die Datentransportschnittstelle als Ergebnis dieser Arbeit ermöglicht eine einfache und
flexible Integration eines Native-ATM-Transportdienstes in bestehende oder zukünftige





Historisch werden Netzwerke nach ihrer Reichweite klassifiziert. Man unterscheidet dabei
zwischen Lokalen Netzen, Stadtnetzen und Fernnetzen.
/RNDOH1HW]H/RFDO$UHD1HWZRUNV/$1V sind private Netze innerhalb eines Gebäudes oder
eines Komplexes. Sie können eine Ausdehnung von einigen Metern bis zu wenigen
Kilometern erreichen. LANs werden zur Verbindung zwischen Personalcomputern bzw.
Workstations sowie Druckern innerhalb einer Unternehmung oder Institution benutzt, damit
Daten ausgetauscht und bestimmte Ressourcen gemeinsam genutzt werden können. Auf
Grund ihrer begrenzten Ausdehnung arbeiten LANs nur mit geringen Zeitverzögerungen und
können mit relativ hohen Übertragungsgeschwindigkeiten betrieben werden.
Ein 6WDGWQHW] 0HWURSROLWDQ $UHD 1HWZRUN 0$1 wird zur standortübergreifenden
Kommunikation ohne geographische Einschränkung genutzt. Vermittlungselemente kommen
dabei nicht zum Einsatz. Über MANs können Bandbreiten zur Verfügung gestellt werden, die
den Anforderungen des LAN-Datenverkehrs gerecht werden.
Ein )HUQQHW] :LGH $UHD 1HWZRUN:$1 erstreckt sich über einen großen geographischen
Bereich, wie z.B. ein Land oder ein Kontinent, und kann Streckenlängen von mehreren 1.000
Kilometern überbrücken. Es umfasst eine Sammlung von als Hosts bezeichneten Stationen,
die über ein sogenanntes Kommunikationsteilnetz miteinander verbunden werden. Dieses
Teilnetz ist aus zahlreichen Übertragungsleitungen sowie Vermittlungselementen aufgebaut.
Die auch als Router bezeichneten Vermittlungselemente haben die Aufgabe, die
Eingangsdaten auf eine bestimmte Ausgangsleitung in Richtung des Zielknotens
weiterzuleiten. Router werden insbesondere benutzt, um LANs über ein WAN miteinander zu
verbinden [TAN97].
 (LJHQVFKDIWHQYRQ/$1V
Eine wesentliche Eigenschaft von LANs ist die Verwendung eines Shared-Mediums. Alle
Stationen eines Netzsegmentes nutzen dabei ein und dasselbe physikalische Medium zur
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Datenübertragung. Damit es zu keinerlei Konflikten kommen kann, wenn sich mehrere
sendewillige Stationen in einem Netzsegment befinden, müssen entsprechende Zugriffs-
mechanismen die Vergabe von Senderechten regeln. Die Verwendung der Shared-Media-
Technologie bedingt die einfache und kostengünstige Struktur von LANs. Außerdem sind
dabei auch als Broadcasts bezeichnete Rundsendungen, die für alle Stationen eines
Netzsegmentes bestimmt sind, einfach zu implementieren.
LANs können in verschiedenen Topologien vorliegen: der Bus-, der Ring- und der
Sterntopologie (siehe Abbildung 1).
 'DV26,5HIHUHQ]PRGHOO
Das OSI-Referenzmodell (Open Systems Interconnection OSI) wurde bereits im Jahre 1977
als Vorschlag der International-Standard-Organisation (ISO) entwickelt. Das Ziel dieses
Modells ist die Schaffung eines Standards, um die Kommunikation in heterogener Umgebung,
d.h. auch zwischen verschiedenen Rechnerwelten, über gemeinsame Kommunikations-
protokolle zu ermöglichen.
Das OSI-Referenzmodell ist aus sieben Schichten zusammengesetzt. Jede Schicht stellt einen
Kommunikationsprozess auf einer bestimmten Abstraktionsstufe dar und hat eine genau
definierte Funktion zu erfüllen. Zur Kommunikation zwischen Schichten gleicher Ebene
kommen standardisierte Kommunikationsprotokolle zum Einsatz. Die einzelnen Schichten






Die Bitübertragungsschicht stellt als Dienst die Übertragung einzelner Bits über das
vorhandene physikalische Medium zur Verfügung. Die Taktsynchronisation ist eine weitere
wichtige Aufgabe dieser Schicht. Der Synchronisationszustand kann dabei auch zur
Erkennung von Leitungsdefekten ausgewertet werden. Weiterhin ist diese Schicht für die
elektrische Adaption an das Übertragungsmedium verantwortlich.
In der Bitübertragungsschicht wird lediglich ein Strom von Bits gesendet bzw.
entgegengenommen, ohne dass dessen Struktur oder Bedeutung berücksichtigt wird.
 'LH6LFKHUXQJVVFKLFKW'DWD/LQN/D\HU
Die Sicherungsschicht stellt der höher liegenden Vermittlungsschicht eine
Datenübertragungseinrichtung zur Verfügung, die frei von unerkannten Übertragungsfehlern
ist. Dazu fügt der Sender die Eingangsdaten in Übertragungsrahmen (Data Frames)
bestimmter Größe ein, die sequentiell übertragen werden. Der Beginn und das Ende eines
solchen Rahmens werden durch spezielle Bitmuster gekennzeichnet. Der Empfänger eines
Rahmens quittiert dies durch das Erzeugen sogenannter Bestätigungsrahmen
(Acknowledgement Frames).
In Shared-Media-Systemen, zu denen die meisten LAN-Technologien zählen, ist die MAC-
Teilschicht (Medium Access Control MAC) ein Bestandteil der Sicherungsschicht. In dieser
Teilschicht werden die Zugriffskontrolle sowie die Vergabe von Senderechten geregelt. Der












Bezeichnung IEEE 802 mehrere Normen für Zugriffsverfahren in lokalen Netzen definiert.
Diese Standards unterscheiden sich in der Bitübertragungsschicht sowie der MAC-
Teilschicht, sind aber von der Sicherungsschicht her kompatibel. Die Normen IEEE 802.3
Ethernet und IEEE 802.5 Token-Ring gehören zu den verbreitetsten LAN-Standards.
Zur Identifikation der Stationen fügt die MAC-Teilschicht sogenannte MAC-Adressen in
entsprechende Felder des Datenrahmens ein. Eine MAC-Adresse ist eine sechs Byte große
Hardwareadresse, die für jede Adapterkarte weltweit eindeutig vergeben wird.
 'LH9HUPLWWOXQJVVFKLFKW1HWZRUN/D\HU
Die Vermittlungsschicht hat die Aufgabe, Pakete von der Quell- zur Zielstation zu bringen.
Liegen Quelle und Ziel in unterschiedlichen Teilnetzen, so muss diese Schicht den
Unterschied überwinden. Dazu gehört ebenfalls die Auswahl geeigneter Transportpfade bzw.
Router, welche die Daten zwischen den Teilnetzen vermitteln, zu den Aufgaben der
Vermittlungsschicht.
 'LH7UDQVSRUWVFKLFKW7UDQVSRUW/D\HU
Die Transportschicht stellt den Kern der gesamten Protokollhierarchie dar. Sie hat die
Aufgabe, den Transport der Daten, unabhängig von den tatsächlichen Eigenschaften der
verwendeten Netze, vom Quell- zum Zielrechner effizient und zuverlässig zu übernehmen.
Die von der Sitzungsschicht übergebenen Datenblöcke werden dabei, falls notwendig, in
kleinere Einheiten zerlegt und der Vermittlungsschicht übergeben.
Es wird zwischen verbindungsorientierten und verbindungslosen Transportdiensten
unterschieden. Bei den verbindungsorientierten Transportdiensten erfolgt vor dem
eigentlichen Datentransfer ein formaler Verbindungsaufbau zwischen Sender und Empfänger.
Damit kann die Korrektheit sowie die richtige Reihenfolge der Datenpakete garantiert
werden. Bei verbindungslosen Transportdiensten, die auch als Datagrammdienste bezeichnet





Die Sitzungsschicht erlaubt es Benutzern an verschiedenen Maschinen, Sitzungen
untereinander aufzubauen. Eine Sitzung ermöglicht wie auch die Transportschicht den
gewöhnlichen Datentransport, bietet aber zusätzlich weitere Dienste, wie z.B. das Anmelden
eines Benutzers an einem entfernten System oder den Austausch von Dateien.
 'LH'DUVWHOOXQJVVFKLFKW3UHVHQWDWLRQ/D\HU
Die Darstellungsschicht behandelt Syntax und Semantik der zu übertragenen Informationen.
Sie kann dazu verwendet werden, empfangene Datenstrukturen in die interne
Darstellungsform des Rechners und wieder zurück in ein Standardformat zu konvertieren.
 'LH9HUDUEHLWXQJVVFKLFKW$SSOLFDWLRQ/D\HU
Die Verarbeitungsschicht enthält eine Vielzahl häufig benötigter Protokolle und unterstützt
damit die Implementation von Anwendungen. Sie bietet dem Benutzer dabei Dienste wie z.B.
Electronic-Mail, File-Transfer, virtuelles Terminal sowie Datenverschlüsselung an.
 'LH,QWHUQHW3URWRNROO)DPLOLH
Die Internet-Protokoll-Familie bildet eine Sammlung von Kommunikationsprotokollen, die
für eine Verwendung im weltweiten Internet entwickelt wurden. Ziel dieser Entwicklung war
es, einen Kommunikationsstandard zu schaffen, der es ermöglicht, heterogene Computernetze
nahtlos zusammenzuschließen. Auf Grund der guten Standardisierung sowie der weiten
Verbreitung erlangte diese Protokollfamilie eine große Bedeutung auch außerhalb des
Internets.
 'DV7&3,35HIHUHQ]PRGHOO
Das TCP/IP-Referenzmodell beschreibt die Architektur der Kommunkiationsprozesse im
Internet und ist aus vier voneinander unabhängigen Protokollschichten zusammengesetzt,
deren Funktion den Diensten der entsprechenden Schichten des OSI-Referenzmodells ähnelt.
.DSLWHO1HW]ZHUNJUXQGODJHQ
6HLWH
Die Schichten des TCP/IP-Referenzmodells werden gemäß der Abbildung 3 bezeichnet
[TAN97].
2.1.3.1.1 Die Internet-Schicht
Die Internet-Schicht stellt einen paketvermittelnden Dienst dar, der es ermöglicht, Daten von
der Quelle zum Ziel zu transportieren. Die Zielstation kann sich dabei in einem anderen
Netzwerk befinden, wobei dafür diese Schicht entsprechende Routing-Funktionen zur
Vermittlung der Pakete in die einzelnen Teilnetze zur Verfügung stellt. Zur Erfüllung der
Aufgaben der Internet-Schicht wurde das Internet-Protokoll (IP) definiert.
Die Internet-Schicht entspricht in ihrer Funktion der Vermittlungsschicht des OSI-
Referenzmodells.
2.1.3.1.2 Die Transport-Schicht
Die Aufgabe der Transport-Schicht ist analog zur gleichnamigen Schicht im OSI-
Referenzmodell. Sie soll den Datentransport von einem Quell- zum Zielrechner unabhängig
von der verwendeten Netzstruktur ermöglichen. Dazu stellt die Transport-Schicht einen
verbindungsorientierten Dienst (Transmission Control Protocol TCP) und einen
verbindungslosen Dienst (User Data Protocol UDP) zur Verfügung.
2.1.3.1.3 Die Verarbeitungs-Schicht
Die Verarbeitungs-Schicht umfasst alle höheren Protokolle, die den Anwendungen bestimmte
Dienste bereitstellen. Zu ihnen gehören unter anderem ein virtuelles Terminal (TELNET),









Im Vergleich zum OSI-Referenzmodell wurden die Sitzungs- sowie die Darstellungsschicht
nicht definiert.
2.1.3.1.4 Die Netzwerk-Schicht
Die Netzwerk-Schicht wird im TCP/IP-Referenzmodell nicht näher spezifiziert. Die
Funktionalität dieser Schicht umfasst die Bitübertragungs- und die Sicherungsschicht des
OSI-Referenzmodells.
 'DV,QWHUQHW3URWRNROO,3
Das Internet-Protokoll ist in der Internet-Schicht des TCP/IP-Referenzmodells definiert und
wird verwendet, um als Datagramme bezeichnete Datenpakete vom Quell- zum Zielrechner
zu transportieren. Diese Datagramme können unterwegs in kleinere Einheiten, die
sogenannten Fragmente, aufgespalten werden. Haben alle Fragmente ihr Ziel erreicht, so
werden sie dort wieder zum ursprünglichen Datagramm zusammengesetzt.
 ,QWHUQHW$GUHVVHQ
Im Internet werden jeder Host und jeder Router durch eine eindeutige Internet-Adresse
identifiziert. Eine Internet-Adresse, auch IP-Adresse genannt, hat eine Länge von 32 Bit und
kann in eine Netzwerk- und eine Hostnummer unterteilt werden. Beschrieben werden
Internet-Adressen durch vier Dezimalzahlen, die byteweise durch einen Punkt getrennt
werden.
Man unterteilt die IP-Adressen in vier verschiedene Klassen, die durch die Anzahl der



















Die Klassen A, B und C unterscheiden sich bezüglich des Anteils für die Netz- bzw.
Hostnummer. Die Klasse D wird für Multicast-Adressen benutzt. Das sind spezielle Internet-
Adressen, die eine Gruppe von Stationen spezifizieren.
Weiter sind folgende spezielle IP-Adressen für eine besondere Verwendung reserviert:
- Die Adresse 0.0.0.0 bezeichnet den lokalen Host.
- IP-Adressen mit der Netzwerknummer 0 beziehen sich auf das lokale Netz. Die Stationen
darin können somit adressiert werden, ohne dass die eigentliche Netzwerknummer
bekannt ist.
- Die Adresse 255.255.255.255 bildet die sogenannte Broadcast-Adresse. Sie wird
verwendet, um alle Stationen des lokalen Netzsegmentes zu erreichen.
- Datenpakete, die mit der Zieladresse 127.x.y.z versehen werden, werden nicht auf die
Übertragungsleitung ausgegeben. Diese auch als Loopback genannte Adresse wird für
Schleifentests verwendet.
Durch die Einführung von Teilnetzmasken (Subnetmasks) können die Hostnummern der
Internet-Adresse weiter in eine Teilnetznummer und die eigentliche Hostnummer unterteilt
werden [TAN97].
 7UDQVPLVVLRQ&RQWURO3URWRFRO7&3
Das Transmission-Control-Protocol (TCP) ist in der Transportschicht des TCP/IP-
Referenzmodells definiert und stellt den Anwendungen einen zuverlässigen Byte-
Übertragungsdienst zur Verfügung.
Eine TCP-Instanz nimmt Benutzerdatenströme von lokalen Prozessen entgegen, teilt sie in
höchstens 64 Kilobyte große Datenblöcke auf und sendet jeden Block als getrenntes IP-
Datagramm über das Netzwerk. Kommen die IP-Datagramme mit den TCP-Daten bei der
Zielmaschine an, so werden sie dort an die TCP-Instanz weitergegeben, die den
ursprünglichen Byte-Strom wieder zusammensetzt. Da die IP-Schicht die fehlerfreie
Übertragung der Datagramme nicht garantiert, sind in der TCP-Schicht entsprechende
Mechanismen zur Fehlerkorrektur implementiert. Im Falle fehlerhafter oder fehlender
Datenpakete beantragt die TCP-Schicht beim Sender die erneute Übertragung. Werden die




Damit die TCP-Schicht den Dienst des fehlerfreien Datentransports bereitstellen kann, muss
vor der eigentlichen Datenübertragung ein formeller Verbindungsaufbau zwischen Empfänger
und Sender erfolgen. TCP-Verbindungen sind stets vollduplexe Punkt-zu-Punkt-
Verbindungen, d.h. an der Kommunikation können immer nur genau zwei Stationen
teilnehmen. Multicast- oder Broadcast-Datenpakete werden nicht unterstützt. Innerhalb einer
Verbindung kann der Datenstrom in beide Richtungen fließen.
Um eine TCP-Verbindung zu initiieren, müssen Sender und Empfänger einen als Socket
bezeichneten Endpunkt erstellen. Jeder Socket besteht aus der Internet-Adresse der lokalen
Station sowie einer sechzehn Bit großen Portnummer, die den Datenstrom mit dem
zugehörigen Prozess identifiziert. Die Verbindung des TCP-Dienstes wird explizit zwischen
dem Socket der sendenden und dem Socket der empfangenden Maschine aufgebaut.
Die Grenzen von Nachrichten werden vom TCP-Dienst nicht beibehalten. Die Blockgröße,
mit der die Daten empfangen werden, muss mit der ursprünglichen Blockgröße der
gesendeten Daten nicht übereinstimmen. Die TCP-Schicht überträgt somit einen Byte-Strom,
ohne Rücksicht auf Struktur und Semantik der darin enthaltenen Daten [TAN97].
 8VHU'DWD3URWRFRO8'3
Alternativ zum TCP-Protokoll wird auf der Transportschicht des TCP/IP-Referenzmodells das
User-Data-Protocol (UDP) als verbindungslosen Transportdienst zur Verfügung gestellt.
UDP bietet Anwendungen die Möglichkeit, gekapselte rohe IP-Datagramme zu übertragen,
ohne eine Verbindung zwischen den Kommunikationspartnern aufzubauen. Die vollständige
und fehlerfreie Übertragung sowie die richtige Reihenfolge der Segmente können nicht
garantiert werden [TAN97].
Anders als bei TCP werden die übertragenen Datenblöcke in der Empfängerstation in der
ursprünglich gesendeten Größe wieder bereitgestellt. Das Versenden von Multicast- bzw.




ATM ist ein Übertragungsverfahren, welches auf asynchronem Zeit-Multiplexing1 basiert. Im
Gegensatz zum synchronen Zeit-Multiplexing, bei welchem die Übertragungskanäle
bestimmten Zeitschlitzen fester Größe innerhalb eines Übertragungsrahmens zugeordnet
werden, identifizieren beim asynchronen Zeit-Multiplexing Kanal-Identifikationsnummern
(Channel Identifiers), mit denen jedes Datenpaket versehen wird, die übertragenen
Informationseinheiten mit den verschiedenen Sendekanälen.
ATM gehört zur Familie der zellvermittelnden Systeme, die auch als Cell-Relay bezeichnet
werden. Im Unterschied zu paketvermittelnden Systemen, bei denen Datenpakete variabler
Länge übertragen werden können, benutzt ATM zum Datentransport Pakete fester Größe, die
sogenannten Zellen. Zellen lassen sich wesentlich effektiver und schneller verarbeiten und
weiterleiten. Außerdem ist bei Verwendung von Zellen eine massiv parallele Struktur der
Vermittlungseinheiten möglich.
Die Übertragung der ATM-Zellen erfolgt durch Direktvermittlung mit Hilfe zentraler
Vermittlungseinheiten, den ATM-Switches. Die Datenpakete werden dabei direkt vom
Eingangsport des Switches zum Ziel-Ausgangsport weitergeleitet. Alle Netzknoten sind über
eine oder mehrere Vermittlungseinheiten miteinander verbunden.
ATM-Netze arbeiten verbindungsorientiert, d.h. vor der Datenkommunikation erfolgt ein
formaler Verbindungsaufbau zwischen Sender und Empfänger. Bei diesem Verbindungs-
aufbau wird ein Weg durch das gesamte Netzwerk festgelegt, den alle zu dieser Verbindung
gehörenden Zellen benutzen.
 $UFKLWHNWXUYRQ$70
Die logische ATM-Netzwerkarchitektur ist in Anlehnung an das OSI-Schichtenmodel aus vier
voneinander unabhängigen Kommunikationsschichten zusammengesetzt. Diese Schichten
sind über 3 Ebenen miteinander verbunden: Die Benutzerebene, die Steuerebene und die
Managementebene. Die Schichten und Ebenen des ATM-Schichtenmodells werden gemäß
der Abbildung 5 bezeichnet und zusammengesetzt [KYAS95].
                                                
1 Multiplexing: Verfahren, bei dem mehrere voneinader unabhängige Datenströme über ein und dasselbe




Die Steuerebene ist für den Auf- und Abbau sowie für die Überwachung der Verbindungen
zuständig. Da ATM-Netwerke verbindungsorientiert arbeiten, muß vor jeder Daten-
übertragung ein Verbindungsaufbau erfolgen. Jeder Verbindung innerhalb der ATM-Schicht
wird in einem Signalisierungsverfahren der Steuerebene eine eindeutige Identifikations-
nummer zugeordnet. Diese Identifikationsnummern werden in Pfadidentifikation (Virtual
Path Identifier VPI) und Kanalidentifikation (Virtual Channel Identifier VCI) unterschieden.
 'LH%HQXW]HUHEHQH
Innerhalb der Benutzerebene erfolgt der Kommunikationsfluß über alle Schichten hinweg.
Daneben stellt diese Ebene Funktionen wie die Korrektur von Übertragungsfehlern sowie die
Überwachung des Datenflusses zur Verfügung.
 'LH0DQDJHPHQWHEHQH




















Das Ebenenmanagement koordiniert dabei die Funktionen und Abläufe zwischen den Ebenen
während das Schichtenmanagement für Funktionen wie Meta-Signalisierung2 oder den
OAM3-Informationsfluß verantwortlich ist.
 'LHSK\VLNDOLVFKH6FKLFKW
Die physikalische Schicht wird in zwei Teilschichten unterschieden: Die Übertragungsan-
passungsteilschicht (Transmission Convergence TC) und das physikalische Medium (Physical
Medium PM).
 'DVSK\VLNDOLVFKH0HGLXP
Die Aufgabe dieser Teilschicht ist die Übertragung von Bits über das verwendete
physikalische Medium. ATM ist nicht abhängig von einem bestimmten Übertragungsmedium.
Lichtwellenleiter haben die größte Bedeutung, aber auch Twisted-Pair- oder Koaxialkabel
sind vorgesehen. Das verwendete Übertragungsmedium bedingt in gewissen Grenzen die
Bandbreite, mit welcher das ATM-Netzwerk arbeiten kann. Die für ATM üblicherweise
verwendeten Übertragungsmedien mit den zugehörigen Bandbreiten sind in der Tabelle 1
enthalten.
%DQGEUHLWH .DEHOW\S
25 bzw. 52 Mbit/s UTP oder STP der Kategorie 3, 4 oder 5
100 Mbit/s Multimode Glasfaser
155 Mbit/s Multimode oder Monomode Glasfaser sowie UTP der Kategorie 5
                                                
2 Meta-Signalisierung: eigener Informationskanal zur Steuerung der verschiedenen Signalisierungsabläufe
3 OAM (Operation And Maintenance): Informationen zur Überwachung der Netzwerkleistungsfähigkeit und zum





Die Übertragungsanpassung hat die Aufgabe, die Zellen der ATM-Schicht in den ATM-
Datenstrom einzufügen. Alternativ stehen dafür zwei verschiedene Schnittstellen zur
Verfügung: SONET/SDH und direkte Zellübertragung.
SONET/SDH definiert eine Hierarchie von Übertragungsrahmen mit der Kapazität von
155,520 Mbit/s oder 622,080 Mbit/s, in welche die ATM-Zellen eingefügt werden. Bei der
direkten Zellübertragung hingegen wird keine übergeordnete Rahmenstruktur verwendet.
Spezielle OAM-Zellen sind hierbei für den Transport von Verwaltungsinformationen sowie
für die Synchronisation verantwortlich.
Eine weitere Aufgabe der Übertragungsanpassung ist die Überprüfung der empfangenen
ATM-Zellen auf Korrektheit sowie der Erhalt der Synchronität zwischen den ATM-Knoten.
Falls keine Daten versendet werden, fügt diese Teilschicht Leerzellen, sogenannte Idle-Zellen
in den Datenstrom ein [HEIN97].
 'LH$70±6FKLFKW
In der ATM-Schicht findet der transparente Transport der als ATM-Zellen bezeichneten
Informationseinheiten statt. Bevor ein Datenaustausch erfolgen kann, ist der Aufbau einer
Verbindung zwischen den Kommunikationspartnern sowie die Verhandlung von
Serviceparametern (Quality of Service QoS) für diese Verbindung notwendig. Nach dem
Verbindungsaufbau werden die ATM-Zellen der verschiedenen Verbindungskanäle (Virtual
Channel Connections VCC) und Verbindungspfade (Virtuel Path Connections VPC) in einen
kontinuierlichen Zellenstrom gemultiplext.
Während des Bestehens einer Verbindung laufen ständig Überwachungs- und Kontroll-
mechanismen (Operation, Administration and Maintenance) ab, für die spezielle OAM-Zellen
verantwortlich sind [KYAS95].
 $70±9HUELQGXQJHQ




ATM–Kanäle repräsentieren die unterste Hierarchie der ATM–Datenströme. Jede Kanal-
verbindung (Virtual Channel Connection VCC) wird durch eine Kanalidentifikationsnummer
(Virtual Channel Identifier VCI) gekennzeichnet.
3IDGYHUELQGXQJHQ
Pfadverbindungen (Virtual Path Connection VPC) sind Kanalverbindungen übergeordnet.
Jeder Pfad kann mehrere Kanäle enthalten. Zur Identifikation bekommt jede Pfadverbindung
eine Pfadidentifikationsnummer (Virtual Path Identifier VPI) zugeordnet.
Eine Verbindung zwischen zwei ATM-Endsystemen über mehrere Vermittlungsstellen
besteht aus einer eindeutigen Folge hintereinander geschalteter VPCs und VCCs. Eine ATM–
Verbindung kann sowohl dynamisch durch eine Signalisierungsprozedur vermittelt (Switched
Virtual Connection SVC) oder auch permanent durch fest geschaltete VPC und VCC
(Permanent Virtual Connection PVC) sein [HEIN97].
 $XIEDXHLQHU$70±=HOOH
Jede ATM-Zelle hat eine konstante Länge von 53 Bytes. Die ersten 5 Bytes bilden den
Zellkopf (ATM-Header). Es gibt zwei Arten von ATM-Zellköpfen, der UNI-Header (User-
Network-Interface UNI) und der NNI-Header (Network-Node-Interface NNI), die sich durch
die Belegung der Bits 5 – 8 des ersten Bytes unterscheiden.
An den Zellkopf schließt sich das Informationsfeld (Payload) mit einer Länge von 48 Bytes
an, in welchem die Benutzerdaten sowie die Protokollinformationen der höheren
Protokollschichten transportiert werden (siehe Abbildung 6) [KYAS95].
2.2.3.2.1 Der UNI – Header
Der UNI-Header ist aus insgesamt sechs Feldern zusammengesetzt, welche gemäß der






Die jeweiligen Felder haben folgenden Inhalt:
'DWHQIOXNRQWUROOIHOG*HQHULF)ORZ&RQWURO*)&
Das Datenflußkontrollfeld besteht aus 4 Bits und dient der Regelung von Zugriffs- und
Übertragungsrechten in ATM-Netzen.
'DV$GUHVVLHUXQJVIHOG93,XQG9&,
Im UNI–Header stehen insgesamt 24 Bits für die Adressierung zur Verfügung: 8 Bits für die
Pfadidentifikation (VPI) und 16 Bits für die Kanalidentifikation (VCI).
'DV1XW]ODVWLGHQWLILNDWLRQVIHOG3D\ORDG7\SH37
Dieses Feld hat eine Größe von 3 Bits und dient zur Unterscheidung von Benutzerzellen und
Nichtbenutzerzellen.
'DV=HOOYHUOXVW±3ULRULWlWVIHOG&HOO/RVV3ULRULW\&/3
Ist dieses Bit auf 1 gesetzt, so ist der betroffenen Zelle eine geringe Priorität zugeordnet. Im
Falle einer Überschreitung der Übertragungskapazität werden diese Zellen zuerst verworfen.
Bei Zellen mit hoher Priorität ist das Prioritätsfeld mit 0 belegt.
'DV=HOONRSI3UIVXPPHQ)HOG+HDGHU(UURU&RQWURO+(&
Dieses Feld hat eine Länge von 8 Byte und enthält eine Prüfsumme, welche vom Sender über
den gesamten Zellkopf errechnet wurde. Fehler, die durch Verfälschung eines Header-Bits


















2.2.3.2.2 Der NNI - Header
Der NNI-Header unterscheidet sich vom UNI-Header lediglich in der Verwendung der Bits 5-
8 des ersten Bytes. Beim NNI–Header werden diese 4 Bits ebenfalls zur Pfadidentifikation
benutzt. Somit stehen insgesamt 28 Bits der Adressierung zur Verfügung: 12 Bits VPI und 16
Bits VCI. Damit können im Network-Node-Interface eine größere Anzahl von
Pfadidentifikationen vergeben werden. Alle anderen Felder sind identisch zum UNI–Header.
 $70±=HOOHQW\SHQ
Neben der Unterscheidung zwischen UNI- und NNI-Zellen lassen sich ATM-Zellen noch in
weitere Kategorien unterteilen [KYAS95].
2.2.3.3.1 Idle – Zellen
Idle-Zellen dienen der Entkopplung der Zellrate von der Bandbreite des Übertragungs-
mediums. Sind zum Ausfüllen der vorgegebenen Bandbreite nicht genügend Zellen da,
werden Idle-Zellen übertragen. Diese Zellen besitzen keine Adresse und werden nicht an die
ATM-Schicht weitergereicht.
2.2.3.3.2 Leerzellen
Im Gegensatz zu den Idle-Zellen besitzen Leerzellen einen VPI- bzw. VCI-Wert, das
Informationsfeld dieser Zellen ist jedoch leer.
2.2.3.3.3 OAM – Zellen
Im Fall direkter Zellenübertragung über das physikalische Medium wird jede siebenund-
zwanzigste Zelle zur Übertragung von Bewachungs- und Serviceinformationen (OAM)




2.2.3.3.4 VP/VC – Zellen
Diese Zellen werden zur eigentlichen Kommunikation innerhalb der ATM-Kanäle (VCs) bzw.
–Pfade (VPs) benutzt.
 $709HUPLWWOXQJVVWHOOHQ
Die ATM-Vermittlungsstellen, auch als ATM-Switche bezeichnet, bilden den Kern eines
ATM-Netzwerkes. Ihre Aufgabe ist es, die im Zellheader der eingehenden ATM-Zellen
enthaltenen Kanal- und Pfadidentifikationen auszuwerten und die Zellen in Richtung des
Empfängers weiterzuleiten. Funktional kann ein ATM-Switch bezüglich der Pfad- und
Kanalvermittlung in VP-Switch und VC-Switch unterteilt werden (siehe Abbildung 8).
Die VP-Switche, die auch als ATM-Cross-Connects bezeichnet werden, beenden alle
ankommenden Pfadverbindungen und setzen diese wieder in neue Pfadverbindungen um. Die
innerhalb der virtuellen Pfade befindlichen Kanäle sind von der Pfadvermittlung nicht
betroffen.
Ein VC-Switch ist für die Umsetzung der Kanalverbindungen verantwortlich. Die
Pfadverbindungen werden dabei ebenfalls berührt, da die virtuellen Kanäle in neue virtuelle
Pfade umgesetzt werden können.
Der Datentransport innerhalb der ATM-Switche wird durch eine Schaltmatrix (Switching-
Fabrics) abgewickelt. Die Switching-Fabrics haben dabei die Aufgabe, die Daten vom




ohne interne oder externe Konflikte zu verursachen. Ein Konflikt tritt dann auf, wenn sich
zwei ATM-Zellen an einer Schaltstufe des Schaltnetzwerkes um ein und denselben Output-
Port bewerben. Eine Switching-Fabric ist aus mehreren Zellenvermittlungseinheiten
aufgebaut, die als Schaltelemente (Switching-Elements) bezeichnet werden. Diese Switching-
Elements werden über mehrere Schaltstufen zu einer größeren Einheit zusammengesetzt, die
auch als Multistage-Exchange-Network bezeichnet wird. Diese Netzwerke führen ein Self-
Routing zwischen den Ports aus, um so die ATM-Zellen automatisch zum Ausgangsport zu
führen. In Multistage-Netzwerken sind mehrere verschiedene Wege vorhanden, den gleichen
Ausgangsport zu erreichen, wodurch praktisch keine inneren Konflikte auftreten können. Bei
der Realisierung von Schaltnetzwerken gibt es sehr unterschiedliche Möglichkeiten, wie z.B.
Banyan-, Shuffle-Exchange- und Benes-Networks [DET98].
 'HU9HUPLWWOXQJVYRUJDQJ
Beim Verbindungsaufbau werden in den Routing-Tabellen der ATM-Vermittlungsstellen die
VPIs und VCIs der eingehenden sowie ausgehenden Pfad- bzw. Kanalverbindungen
eingetragen. Anhand dieser Übersetzungstabellen werden die empfangenen ATM-Zellen mit
einer neuen Zieladresse versehen und direkt zur nächsten Vermittlungsstelle weitergeleitet.
Dieser Vorgang wiederholt sich, bis die Zelle ihr Ziel erreicht hat. Die Übersetzungstabellen
werden beim Verbindungsabbau wieder gelöscht [HEIN97].
 'LH$QSDVVXQJVVFKLFKW
Die ATM-Anpassungschicht (ATM–Adaptionlayer AAL) hat die Aufgabe, die Daten-
strukturen höherer Anwendungsschichten auf die Zellstruktur der ATM-Schicht abzubilden
und die dazugehörigen Steuer- und Managementfunktionen zur Verfügung zu stellen. Um den
unterschiedlichen Anforderungen der verschiedenen Übertragungsdienste gerecht zu werden,
wurden ursprünglich die Typen AAL-0 bis AAL-5 definiert [KYAS95].
 $$/±7\S±
Mit AAL-Typ-0 wird die Abwesenheit jeglicher AAL-Funktionalität bezeichnet. AAL-0 ist
deshalb kein Typ im eigentlichen Sinne. Alle Dienste, deren Übertragungsmechanismen




Die Anpassungsschicht vom Typ-1 dient dazu, Anwendungen mit konstanter Bitrate über das
ATM-Netzwerk zu übertragen und die selbe Bitrate taktsynchron zur Sendefrequenz am
Zielknoten wieder zur Verfügung zu stellen. Dazu ist es notwendig, neben den Daten die
damit verbundenen Taktinformationen zu übertragen. Verlorene oder fehlerhaft übertragene
Daten werden nicht korrigiert oder wiederholt übertragen.
 $$/±7\S±
Anlehnend an die AAL-Typ-1 überträgt die Anpassungsschicht vom Typ 2 Datenströme, bei
denen eine zeitliche Korrelation zwischen Sender und Empfänger besteht, allerdings mit
variabler Bitrate. Dieser Typ ist zur Zeit noch nicht bis ins Detail spezifiziert.
 $$/±7\S±
Dieser Typ spezifiziert die Übertragung von Datenpaketen über das ATM-Netzwerk.
Ursprünglich war die AAL-Typ-3 für verbindungsorientierte und die AAL-Typ-4 im
Gegensatz dazu für verbindungslose Dienste vorgesehen. Schon bald wurde aber erkannt, dass
für eine solche Unterscheidung im Rahmen der Anpassungsschicht keine Notwendigkeit
besteht und diese beiden AAL-Typen wurden zu AAL-Typ-3/4 vereint.
 $$/±7\S±
Die größte praktische Bedeutung besitzt gegenwärtig die AAL-Typ-5, weshalb hier näher auf
die einzelnen Abläufe innerhalb dieser Anpassungsschicht eingegangen wird.
Die AAL-5 entspricht einer stark vereinfachten Implementierung der AAL-Typ-3/4 und ist
somit für verbindungsorientierte oder verbindungslose Übertragung von Datenpaketen, bei
denen keine zeitliche Korrelation zwischen Sender und Empfänger besteht, geeignet.
Die Anpassungsschicht vom Typ 5 läßt sich weiter in zwei Teilschichten untergliedern: die
Konvergenzteilschicht (Convergence Sublayer CS) und die Segmentierungs- und
Assemblierungsteilschicht (Segmentation and Reassembly Sublayer SAR), wobei innerhalb
der Konvergenzteilschicht wieder zwischen einem gemeinsamen Teil (Common Part
.DSLWHO1HW]ZHUNJUXQGODJHQ
6HLWH
Convergence Sublayer CPCS) und einem anwendungsspezifischen Teil (Service Specific
Convergence Sublayer SSCS) unterschieden wird (siehe Abbildung 9).
2.2.4.5.1 AAL - 5 - Konvergenzteilschicht
Der gemeinsame Teil der Konvergenzteilschicht ist für die nichtgarantierte Übertragung von
Datenpaketen mit variabler Länge von 1 – 65.535 Bytes verantwortlich. Die als CPCS-SDUs
(Service Data Units SDU) bezeichneten Informationseinheiten werden durch ein PAD-Feld
und einen 8 Bytes großen Trailer zur CPCS-PDU (Protocol Data Unit PDU) ergänzt. Eine
CPCS-PDU ist gemäß der Abbildung 10 aufgebaut.
Die Felder der CPCS-PDU werden wie folgt definiert:
,QIRUPDWLRQVIHOG
Das Informationsfeld enthält die Benutzerdaten bzw. Protokolinformationen des anwendungs-
spezifischen Teils der Konvergenzschicht. Dieses Feld hat eine variable Länge von 1 – 65.535
Bytes.
)OOELWIHOG3DGGLQJ)LHOG3$'
Mit 0 bis maximal 47 Bytes wird durch dieses Feldes die Länge der CPCS-PDU auf ein
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Dieses 1 Byte lange Feld ist für die Übertragung von Benutzerinformationen bestimmt.
/lQJHQIHOG
Das Längenfeld gibt die Größe des CPCS-PDU-Informationsfeldes an. Es besteht aus 2 Bytes
und kann daher Werte zwischen 1 und 65.535 annehmen.
&5&3UIVXPPHQIHOG
Zur Überwachung von Bitfehlern über die gesamte CPCS-PDU wird dieses 4 Byte große Feld
mit einer CRC-32-Prüfsumme gefüllt.
Für die Bereitstellung verbindungsorientierter Dienste sind spezifische, vom jeweiligen
Anwendungsprotokoll abhängige AAL-5-Konvergenzteilschichten notwendig. Zur
verbindungslosen Übertragung sind dagegen die Funktionen der gemeinsamen AAL-5-
Konvergenzteilschicht ausreichend und die Implementierung eines anwendungsspezifischen
Teiles nicht erforderlich.
2.2.4.5.2 AAL - 5 - Segmentierungs- und Assemblierungsteilschicht
Die Segmentierungs-/Assemblierungsteilschicht ist für das Aufspalten der von der
Konvergenzteilschicht übergebenen SAR-SDU in 48 Bytes große Informationseinheiten
zuständig . Das Markieren von Beginn bzw. Ende einer SAR-SDU erfolgt über die Belegung
des Nutzlastidentifikationsfeldes (Payload Type PT) des angefügten Zellkopfes. Wird dieses
Feld mit dem Wert 1 belegt, so enthält das betreffende SAR-PDU-Informationsfeld das Ende
einer SAR-SDU. Der Wert 0 im PT-Feld kennzeichnet den Beginn oder die Fortführung einer
Übertragung. Eine SAR-PDU hat den in der Abbildung 11 angegebenen Aufbau.
$EELOGXQJ$XIEDXHLQHU6$53'8





2.2.4.5.3 Abläufe innerhalb der AAL-Typ-5
Die Datenpakete variabler Länge (1 – 65.535 Bytes) der auf AAL-5 aufsetzenden Anwendung
werden zunächst mit Hilfe des PAD-Feldes auf ein ganzzahliges Vielfaches von 48 Bytes
ergänzt und mit einem Trailer versehen. Es existiert kein Header. Diese sogenannte CS-PDU
kann dann in Segmente zu je 48 Bytes aufgespalten werden, die dann direkt in das
Informationsfeld einer ATM-Zelle passen. Das PT-Feld des ATM-Zellkopfes wird dazu
benutzt, den Beginn bzw. die Fortführung (PT = 0) oder das Ende (PT = 1) einer CS-PDU
anzuzeigen [KYAS95].
Der schematische Ablauf ist in der Abbildung 12 dargestellt.
 $70±6LJQDOLVLHUXQJ
ATM ist ein verbindungsorientiert arbeitender Dienst, d.h. vor dem eigentlichen Datentransfer
muß eine Verbindung auf- und nach Beendigung wieder abgebaut werden. Dies geschieht
durch eine als Signalisierung bezeichnete Prozedur. Die Signalisierung erfolgt dabei nicht
$EELOGXQJ$EOlXIHLQQHUKDOEGHU$QSDVVXQJVVFKLFKW7\S






















direkt zwischen den Endgeräten sondern zwischen dem Netzwerk und dem Anwender. Diese
Schnittstelle wird dementsprechend mit User-to-Network-Interface (UNI) bezeichnet.
Das bei der Signalisierung verwendete Protokoll wurde von der ITU (International
Telecomunication Union ITU) unter der Bezeichnung Q.2931 spezifiziert [KYAS95].
 $70$GUHVVHQ
Verbindungen zwischen zwei ATM-Netzwerkknoten werden durch eine Kanalidentifikation
gekennzeichnet. Da aber diese Kanalnummern lediglich temporär während einer Verbindung
bestehen und bei jedem Verbindungsaufbau neu vergeben werden, eignen sie sich nicht dazu,
ATM-Endpunkte dauerhaft zu identifizieren. Deshalb wird jede Station durch eine weltweit
eindeutige ATM-Adresse gekennzeichnet.
Eine ATM-Adresse hat eine Länge von zwanzig Bytes und kann in drei verschiedenen
Formaten vorliegen: Data Country Code (DCC), International Code Designator (ICD) oder
E.164-Format. E.164-Adressen stellen dabei ISDN-Adressen dar, deren internationales
Format verwendet wird. DCC- und ICD-Adressen werden auch als Network-Service-Access-
Point-Adressen (NSAP) bezeichnet [UNIS31].




Die einzelnen Felder einer ATM-Adresse sind wie folgt definiert:
,QLWLDO'RPDLQ3DUW,'3
Der IDP stellt den Kopf der ATM-Adresse dar und besteht aus dem Authority-and-Format-
Identifier sowie dem Initial-Domain-Identifier.
,QLWLDO'RPDLQ,GHQWLILHU,',
Der Initial-Domain-Identifier kann in drei verschiedenen Formaten vorliegen: dem Data-
Contry-Code, dem International-Code-Designer oder dem E.164 Format. Je nach verwendeten
Adressfromat hat der IDI eine Länge von zwei Bytes oder acht Bytes.
'RPDLQ6SHFLILF3DUW'63
Der Domain-Specific-Part besteht aus dem High-Order-DSP und dem Low-Order-DSP. Der
Low-Order-DSP kann weiter in den End-System-Identifier und den Selektor unterteilt
werden.
$XWKRULW\DQG)RUPDW,GHQWLILHU$),
Der Authority-and-Format-Identifier gibt Auskunft über das verwendete Adressformat. Die
Identifikationscodes sind gemäß der Tabelle 2 definiert.
$), $70$GUHVVIRUPDW
39 hex DCC ATM Format
47 hex ICD ATM Format
45 hex E.164 ATM Format
'DWD&RXQWU\&RGH'&&
Der Data-Country-Code ist zwei Bytes lang und spezifiziert das Land, in welchem die
Adresse registriert ist. In jedem Land vergibt die Organisation, die Mitglied in der
International-Standard-Organisation (ISO) ist, die Adressen.
,QWHUQDWLRQDO&RGH'HVLJQHU,&'
Wie der DCC hat der International-Code-Designer eine Größe von zwei Bytes. Dieses Feld





Der High-Order-DSP hat im DCC- sowie im ICD-Adressformat eine Länge von zehn Bytes.
In diesem Feld werden die für das Routing relevanten Informationen gespeichert.
(QG6\VWHP,GHQWLILHU(6,
Über den Endsystem-Identifier erfolgt die eigentliche Identifikation einer Station. Dieser
Adressteil ist in Anlehnung an das IEEE-MAC-Adressschema sechs Bytes lang und für jede
ATM-Adapterkarte weltweit eindeutig vergeben.
6HOHNWRU6(/
Das Ende einer ATM-Adresse wird durch das Selektorbyte markiert, mit dessen Hilfe
mehrere verschiedene ATM-Adressen für eine Adapterkarte benutzt werden können. Der
Selektor hat eine ähnliche Funktion wie die Portnummer beim TCP- bzw. UDP-Protokoll.
 'DV3URWRNROOIRUPDWYRQ4
Das Signalisierungsprotokoll Q.2931 ist gemäß der Abbildung 14 aufgebaut.
Die einzelnen Felder des Q.2931-Signalisierungsprotokolls haben folgenden Inhalt:
3URWRNROO'LVNULPLQDWRU)HOG
Mit Hilfe des Protokoll-Diskriminators werden Q.2931-Steuerbefehle von Befehlen anderer




















Dieses Feld hat die Größe von vier Bit und gibt die Länge des Call-Reference-Feldes in Bytes
an.
&DOO5HIHUHQFH)HOG
Die Call-Reference dient zur Identifikation der Q.2931-Nachrichten mit den jeweiligen
Verbindungen. Wird eine neue Verbindung aufgebaut, so enthalten alle diese Verbindung
betreffenden Nachrichten die gleiche Call-Reference. Nach Verbindungsabbau wird die Call-
Reference wieder gelöscht und steht einer weiteren Verwendung zur Verfügung. Das achte
Bit dieses Feldes, auch als Call-Reference-Flag genannt, dient zur Unterscheidung zwischen
Sender und Empfänger. In Nachrichten der Sendestation ist dieses Flag immer auf 0 gesetzt,
in Empfängernachrichten auf 1.
0HVVDJH7\SHQ)HOG
Über das Message-Typen-Feld wird der Nachrichtentyp spezifiziert. Dieses Feld hat die
Länge von einem Byte, wobei das achte Bit für eine zukünftige Verwendung reserviert ist. In
Q.2931 wird zwischen insgesamt 21 Message-Typen unterschieden. Die dem
Verbindungsaufbau bzw. –abbau betreffenden Message-Typen sind in Tabelle 3 angegeben.
%LWV 0HVVDJH7\S
9HUELQGXQJVDXIEDX
0  0  0  0  0  1  1  1 CONNECT
0  0  0  0  1  1  1  1 CONNECT ACKNOWLEDGE
0  0  0  0  0  0  1  0 CALL-PROCEEDING
0  0  0  0  0  1  0  1 SETUP
Verbindungsabbau:
0  1  0  0  0  1  0  1 DISCONNECT
0  1  0  1  1  0  1  0 RELEASE-COMPLETE





Im Message-Längen-Feld wird die Länge der Q.2931-Nachricht in Bytes angegeben, wobei
die vorangehenden Felder des Protokollkopfes nicht mitgezählt werden. Für die Angabe der
Länge werden nur sieben Bits benötigt. Bit 8 dient zur Verlängerung dieses Feldes. Ist das Bit
auf 0 gesetzt, so erstreckt sich das Längenfeld auch noch über das nächste Byte.
$QGHUH,QIRUPDWLRQVHOHPHQWH
Im Anschluß an die Pflichtinformationen benutzen verschiedene Nachrichtentypen zusätzlich
spezifische Informationselemente variabler Länge, die sich an das Signalisierungsprotokoll
anschließen.
 'HU6HWXS%HIHKO
In der SETUP-Message müssen zum korrekten Verbindungsaufbau zusätzlich folgende
Informationselemente enthalten sein:
- $708VHU&HOO5DWH (Spitzenzellenrate für den Benutzer pro Sekunde)
- %URDGEDQG%HDUHU&DSDELOLW\ (Serviceklasse der beantragten Verbindung)
- 4XDOLW\RI6HUYLFH (Serviceparameter für die Verbindung)
- &DOOLQJ3DUW\1XPEHU (Adressinformationen des Verbindungsinitiators)
- &DOOHG3DUW\1XPEHU (Adressinformationen des Verbindungspartners)
- $$/3DUDPHWHUV (angeforderter Typ der Anpassungsschicht)
Kann das Netzwerk einen angeforderten Dienstparameter nicht zur Verfügung stellen, so wird
der Verbindungsaufbau durch das Senden eines RELEASE-COMPLETE-Befehls
abgebrochen.
 'HU6LJQDOLVLHUXQJVDEODXI
Die Senderseite leitet die Signalisierung durch das Senden eines SETUP-Befehls an das
Netzwerk ein. Kann das Netzwerk den geforderten Dienst zur Verfügung stellen, so antwortet
es mit einer CALL-PROCEEDING-Message und leitet die Verbindungsanforderung an die
Empfangsstation weiter. Akzeptiert der Empfänger die Verbindungsanforderung, so bestätigt
er dieses durch das Senden eines CONNECT-Befehls an das Netzwerk, welcher dann an den
Initiator der Signalisierung weitergereicht wird. Sender und Netzwerk können die
.DSLWHO1HW]ZHUNJUXQGODJHQ
6HLWH
CONNECT-Message optional durch ein CONNECT-ACKNOWLEDGE bestätigen. Der
Verbindungsaufbau ist damit abgeschlossen [KYAS95].
Der Signalisierungsablauf ist in der Abbildung 15 dargestellt.
 /$1VEHU$70
Da sich die ATM-Technologie von der LAN-Technik wesentlich unterscheidet, wurden zwei
Schnittstellen implementiert, die es ermöglichen, ATM in bestehende LANs zu integrieren
bzw. LAN-Anwendungen ohne Modifikation über das ATM-Netzwerk weiter zu nutzen:
LAN-Emulation und Classical-IP.
 /$1(PXODWLRQ
Eine universelle Methode der Integration der ATM-Technik in vorhandene LANs besteht in
einer vollständigen Emulation der LAN-MAC-Sicherungsschicht. Die dafür notwendige
Schnittstelle wird als LAN-Emulation (LANE) bezeichnet. Die LAN-Emulation ermöglicht
eine protokolltransparente Kopplung von LAN-Komponenten über ein ATM-Netzwerk. Die



















Um die Struktur eines LANs auf ein ATM-Netzwerk abzubilden, muß die LAN-Emulation
insbesondere über folgende Funktionen verfügen:
- Adresszuordnung zwischen MAC-Adressen und ATM-Adressen
- Nachbildung von Broadcast- bzw. Multicastverhalten
Ein emuliertes LAN basiert auf genau einem der traditionellen MAC-Verfahren: Ethernet
oder Token-Ring. Die über der Sicherungsschicht liegenden Kommunikationsschichten
bleiben dabei von der LAN-Emulation unberührt, da die vollständigen MAC-Frames
übertragen werden.
In einem ATM-Netzwerk können mehrere unterschiedliche LANs emuliert werden. Zur
Kommunikation zwischen den einzelnen LANs werden entsprechende Bridging-Funktionen
emuliert [HEIN97].
 'LH.RPSRQHQWHQHLQHVHPXOLHUWHQ/$1V
Die LAN-Emulation wird von den LAN-Emulation-Clients (LEC) sowie von drei logischen
Servern, dem LAN-Emulation-Server (LES), dem LAN-Emulation-Configuration-Server
(LECS) und dem Broadcast-and-Unkown-Server (BUS) realisiert.
Alle Komponenten benutzen die Anpassungsschicht-Typ-5 als Schnittstelle zum ATM-
Netzwerk (siehe Abbildung 16) [KYAS95].
$EELOGXQJ.RPSRQHQWHQXQG$XIEDXHLQHVHPXOLHUWHQ/$1V



























Die LAN-Emulation-Client-Software ist auf einem Endgerät installiert und stellt den
darüberliegenden Anwendungen eine LAN-MAC-Schnittstelle (NDIS, ODI) zur Verfügung,
die es ermöglicht, über ein ATM-Interface an einem emulierten LAN teilzunehmen. Das
derart konfigurierte Endgerät stellt im emulierten LAN einen LAN-Emulation-Client dar.
2.3.1.2.2 LAN-Emulation-Server (LES)
Der LAN-Emulation-Server ist für die Zuordnung von MAC- zu ATM-Adressen aller
registrierten LAN-Emulation-Clients verantwortlich. Jeder LEC sendet dazu beim Eintritt ins
emulierte LAN ein Join-Request-Paket an den LES, in welchem er seine LAN-MAC-Adresse
sowie die korrespondierende ATM-Adresse mitteilt. Der LES akzeptiert den Client im
emulierten LAN durch das Versenden eines Join-Response-Paketes.
2.3.1.2.3 LAN-Emulation-Configuration-Server (LECS)
Der LAN-Emulation-Configuration-Server ist für die Zuordnung der LAN-Emulation-Clients
zu den einzelnen emulierten LANs zuständig. Jeder LEC versucht zuerst über eine sogenannte
Well-Known-ATM-Address eine Verbindung zum LECS aufzubauen. Der LECS ordnet den
LEC dem gewünschten LAN zu und übermittelt ihm die Adresse des zuständigen LAN-
Emulation-Servers. Nach Verbindungsaufbau zu diesem LES kann der LEC an dem
emulierten  LAN teilnehmen.
2.3.1.2.4 Broadcast-and-Unknown-Server (BUS)
Der Broadcast-and-Unknown-Server dient der Vermittlung von Broadcast- und Multicast-
Datenpaketen der LAN-Emulation-Clients. Insbesondere wird der BUS für die Zuordnung
von MAC- zu ATM-Adressen genutzt, die der LAN-Emulation-Server nicht auflösen konnte.





Die Kommunikation zwischen den einzelnen Dienstmodulen der LAN-Emulation erfolgt über
Steuerverbindungen (Control VCCs) und Datenverbindungen (Data VCCs).
Die einzelnen Verbindungen werden gemäß der Abbildung 17 bezeichnet [CSCW].
2.3.1.3.1 Control/Configuration-Direct-VCC:
Bei Eintritt in ein emuliertes LAN muss jeder LEC zuerst eine Configuration-Direct-VCC
zum LECS aufbauen. Über diese Verbindung kann er sich im emulierten LAN registrieren
lassen sowie verschiedene Parameter aushandeln. Vom LECS erfährt der LEC außerdem die
Adresse des zuständigen LES, zu welchem der LEC anschließend eine bidirektionale Control-
Direct-VCC etabliert.
2.3.1.3.2 Control-Distributed-VCC:
Die Control-Distributed-VCC ist eine unidirektionale Punkt-zu-Mehrpunkt-Verbindung, die
vom LES zu allen registrierten LECs aufgebaut wird. Diese Verbindung wird vom LES zur





Nach der Zuordnung der MAC- zur ATM-Adresse des Zielknotens durch den LES kann
zwischen zwei LECs eine Data-Direct-VCC zur eigentlichen Kommunikation aufgebaut
werden. Diese Verbindung wird für den Datenaustausch in beiden Richtungen genutzt.
2.3.1.3.4 Multicast-Send-VCC:
Die Multicast-Send-VCC ist eine bidirektionale Punkt-zu-Punkt-Verbindung, auf welcher ein
LEC Multicast- bzw. Broadcast-Datenpakete zum BUS übertragen kann.
2.3.1.3.5 Multicast-Forward-VCC:
Die Multicast-Forward-VCC wird vom BUS als Punkt-zu-Mehrpunkt-Verbindung zu allen
registrierten Clients aufgebaut und dient zur Weiterleitung der an den BUS übertragenen
Multicast- bzw. Broadcast-Datenpakete.
 'HU$GUHVVHQDXIO|VXQJVSUR]H
Soll ein LAN-Datenpaket über das ATM-Netzwerk versendet werden, so wird zunächst mit
Hilfe des Adressauflösungsprozesses (Address Resolution Process ARP) die ATM-Adresse
des Zielknotens ermittelt. Der LAN-Emulation-Client übermittelt dabei über die beim Eintritt
ins emulierte LAN etablierte Verbindung (Control-Direct-VCC) ein ARP-Request an den
LAN-Emulation-Server. Der LES sucht in seinen Adresstabellen nach einer geeigneten
Zuordnung der übergebenen LAN-MAC-Adresse zu  einer ATM-Adresse. Ist kein
entsprechender Eintrag vorhanden, so sendet der LES den Request an alle ihn bekannten LES
weiter. Dabei werden zwischen den LES-Komponenten sogenannte Point-to-Multipoint-
Verbindungen (Control-Distributed-VCCs) aufgebaut. Kann keiner der angefragten LES die
Adresszuordnung auflösen, so wird versucht, mit Hilfe des Broadcast und Unknown Servers
eine Adresszuordnung zu finden, welcher entsprechende MAC-Broadcasts an alle
betreffenden Clients sendet. Die Adressinformationen werden zum anfragenden LES und
später zum Requester LEC zurück übermittelt.
.DSLWHO1HW]ZHUNJUXQGODJHQ
6HLWH
Der LEC kann dann eine Punkt-zu-Punkt-Datenverbindung zum gewünschten
Kommunikationspartner über das ATM-Netzwerk aufbauen, über die der gesamte
Datenverkehr abgewickelt wird [KYAS95].
 &ODVVLFDO,3
Eine weitere Möglichkeit des Transportes von LAN-Datenpaketen über ein ATM-Netzwerk
besteht in der Enkapsulierung von IP-Paketen. Dieses Verfahren wird als Classical-IP (CIP)
bezeichnet. Classical-IP benutzt dabei ebenfalls die Anpassungsschicht-Typ-5 als Schnittstelle
zum ATM-Netzwerk.
Der Vorteil von Classical-IP liegt in der wesentlich einfacheren Implementierbarkeit
gegenüber emulierten LANs. Allerdings sind dabei die LAN-Anwendungen auf die
Verwendung eines einzigen Sicht-3-Protokolls beschränkt. In Classical-IP sind weiterhin
derzeit keine Mechanismen zur Versendung von Broadcast- oder Multicast-Paketen
standardisiert [HEIN97].
 $XIEDXHLQHV&ODVVLFDO,31HW]HV
Alle Stationen mit einer gleichen IP-Netzwerk- und Subnetzadresse sowie der gleichen
Subnetzmaske bilden ein logisches IP-Subnetz (LIS). Jedes IP-Subnetz bekommt einen
ATMARP-Server zugewiesen, welcher für die Auflösung der IP- zu den entsprechenden
ATM-Adressen verantwortlich ist.
In jedem IP-Endknoten eines ATM-Classical-IP-Subnetzes müssen folgende Parameter
implementiert sein:
- die individuelle ATM-Hardwareadresse der betreffenden Station
- die ATMARP-Request-Address, welche der ATM-Adresse des zuständigen ATMARP-
Servers entspricht
Ein ATM-Router verbindet mehrere IP-Subnetze im Classical-IP-Netzwerk miteinander
[HEIN97].
 'LH,3$GUHVVHQDXIO|VXQJ
Auf der physikalischen Schicht werden zur Adressierung der einzelnen Geräte am Datennetz
die unterschiedlichsten Adressmechanismen eingesetzt. Zur Identifikation einer Station dient
.DSLWHO1HW]ZHUNJUXQGODJHQ
6HLWH
in der Regel eine 48 Bit lange Hardwareadresse. Bei der Versendung von IP-Paketen muß
eine Zuordnung der 32 Bit großen Internet-Adressen zu den Hardwareadressen der
betreffenden Endgeräte gefunden werden. Zur Adressenauflösung sind zwei verschiedene
Methoden möglich: das statische Adress-Mapping und das dynamische Adress-Mapping
[KYAS95].
2.3.2.2.1 Statisches Adress-Mapping
Beim statischen Adress-Mapping werden lokal auf jeder eingesetzten Station
Kommunikationstabellen angelegt. In diesen Tabellen werden die Internetadressen der
Kommunikationspartner den entsprechenden Hardwareadressen fest zugeordnet. Soll eine
Verbindung zu einem anderen Endgerät aufgebaut werden, so werden diese
Kommunikationstabellen nach einem geeigneten Eintrag durchsucht. Jede Station kann nur
mit den in seiner Kommunikationstabelle enthaltenen Rechnern in Verbindung treten.
2.3.2.2.2 Dynamisches Adress-Mapping
Beim dynamischen Adress-Mapping wird ein Hilfsprotokoll, das sogenannte Address-
Resolution-Protocol (ARP) zur Adressenauflösung benutzt. Kann eine Station eine
Adresszuordnung anhand der lokalen ARP-Tabelle (ARP-Cache) nicht auflösen, so wird ein
entsprechender ARP-Request an alle anderen Stationen des Subnetztes gesendet. Nur das
Endgerät mit einem Eintrag zu der gesuchten Internet-Adresse kann auf diese Anfrage mittels
eines ARP-Replay antworten. Der ARP-Cache der anfragenden Station wird entsprechend
aktualisiert.
In einem Classical-IP-Netzwerk ist ein ATMARP-Server für die IP- zu ATM-Hardware-
Adressenzuordnung verantwortlich. Die ARP-Requests aller Clients eines IP-Subnetzes
werden entsprechend an diesen Server gesendet.
 'HU$70$536HUYHU
Jedem logischen ATM-IP-Subnetz muß ein ATMARP-Server zur Verfügung stehen, der die
Aufgabe hat, alle ATMARP-Requests zu beantworten und die darin enthaltenen
Adresszuordnungen aufzulösen. Die ARP-Clients kommunizieren über eine Punkt-zu-Punkt-
Verbindung direkt mit dem ATMARP-Server. Der Server ermittelt die IP-Adresse eines
.DSLWHO1HW]ZHUNJUXQGODJHQ
6HLWH
Clients mit Hilfe eines inversen ATMARP-Requests (InATMARP), welcher er an die
betreffenden Clients versendet. Das InATMARP-Replay Paket des Clients enthält alle zur
Adressenauflösung benötigten Informationen, mit deren Hilfe im ATMARP-Server eine
ATMARP-Tabelle (ATMARP-Cache) aufgebaut wird. Anhand dieser Tabelle kann der
Server alle an ihn gestellten ATMARP-Requests beantworten.
Die Einträge in den ARP-Caches bleiben solange erhalten, bis sie vom ARP-Timer
automatisch gelöscht werden. Jede neue Benutzung eines Eintrages startet dabei den
entsprechenden ARP-Timer erneut. Die Einträge in der ARP-Tabelle des Clients bleiben
maximal 15 Minuten gültig, in der des Servers 20 Minuten [KYAS95].
 0D[LPXP7UDQVPLVVLRQ8QLW078
Die Maximum-Transmission-Unit (MTU) legt die maximal zulässige IP-Paketgröße in einem
Netzwerk fest.
In ATM-Netzwerken ist ein Default-IP-MTU-Wert von 9.180 Bytes festgelegt. Zwei
Kommunikationspartner können beim Verbindungsaufbau mit Hilfe des ATM-
Signalisierungsprotokolls eine spezifische MTU-Größe aushandeln. Dazu stehen zwei
Informationselemente zur Verfügung:
- )RUZDUG0D[LPXP&3&66'8 gibt die maximale MTU-Größe für den Datentransport
vom Sender (Calling Party) zum Empfänger (Called Party) an.
- %DFNZDUG0D[LPXP&3&66'8 enthält die entsprechenden Pfadinformationen vom
Empfänger zum Sender
Für diese Identifikatoren können Werte zwischen 1 und 65.535 festgelegt werden. Werden die
in der SETUP-Message angegebenen Parameter vom Empfänger unterstützt, so bestätigt er
dies in der CONNECT-Message. Anderenfalls werden in der Antwort die gewünschten Werte
eingestellt [HEIN97].
 4XDOLW\RI6HUYLFHV
Quality-of-Service (QoS) stellt eine Dienstleistung seitens des Netzwerkes dar, mit deren
Hilfe einzelne Netzwerkknoten Parameter zu bestimmten Dienstqualitäten aushandeln
können. Die Stationen können dabei Anforderungen stellen, wie das Netzwerk den von ihnen
verursachte Datenverkehr zu behandeln hat. Die Quality-of-Service-Parameter werden durch
.DSLWHO1HW]ZHUNJUXQGODJHQ
6HLWH
eine als Flußspezifikation (Flowspec) bezeichnete Datenstruktur beschrieben und
spezifizieren einen unidirektionalen Datenstrom.
Jede Netzwerkanwendung kann ein Paar dieser Datenstrukturen verwenden, um den
Datenverkehr in Hin- sowie Rückrichtung zu kontrollieren. Eine Flußspezifikation kann auf
die über eine virtuelle Verbindung gesendeten Datenpakete oder auf eine Folge von
Datagrammen von einer Quelle zu einem oder mehreren Zielen angewandt werden
[RFC1363].
 'LHQVWNODVVHQ
Multimediaanwendungen können in drei verschiedene Typen des Datenverkehrs unterteilt
werden: konstante Bitrate, veränderliche Bitrate und verfügbare Bitrate. Mit Hilfe von
Quality-of-Service-Techniken können diesen Dienstklassen die geforderten Dienstqualitäten
zur Verfügung gestellt werden [CSCW].
 .RQVWDQWH%LWUDWH&RQVWDQW%LW5DWH&%5
Audio- und Video-Datenströme werden beispielsweise mit konstanter Bitrate übertragen.
Anwendungen, welche diesen Typ des Datenverkehrs benutzen, müssen eine bestimmte
Mindestbandbreite des physikalischen Übertragungsmediums garantiert bekommen, da sie
ansonsten die gewünschte Funktion nicht erfüllen können. Auf der anderen Seite hat eine zur
Verfügung gestellte größere Bandbreite als die geforderte keinerlei Auswirkungen auf das
Performanceverhalten der Anwendung, da diese ungenutzt bleibt.
 9HUlQGHUOLFKH%LWUDWH9DULDEOH%LW5DWH9%5
Insbesondere interaktive Multimedia-Anwendungen übertragen die Datenströme stoßweise,
d.h. die benötigte Bandbreite variiert im Laufe der Zeit ständig zwischen einem Minimal- und
einem Höchstwert.
Diese Dienstklasse kann weiter in Real-Time- und Nonreal-Time-Variable-Bit-Rate (rt-VBR
bzw. nrt-VBR) unterteilt werden. Die Spezifikation der rt-VBR-Dienstklasse ist nahezu
identisch zur konstanten Bitrate, wobei eine geringfügige Veränderung der Bandbreite sowie




Eine Vielzahl herkömmlicher Anwendungen, wie z.B. Filetransfer-Applikationen, benötigen
eine Mindestbandbreite des Übertragungsmediums, um die gewünschte Funktion zu erfüllen.
Je größer aber die zur Verfügung gestellte Bandbreite ist, desto schneller können diese
Anwendungen ihre Arbeit verrichten. Das Netzwerk versucht dementsprechend, diesen
Anwendungen eine größtmögliche Bandbreite zur Verfügung zu stellen [CSCW].
 8QVSH]LIL]LHUWH%LWUDWH8QVSHFLILHG%LW5DWH8%5
Diese Dienstklasse wird von Anwendungen wie z.B. E-Mail-Diensten genutzt, die keine
Echtzeitfähigkeit benötigen. Besondere Service-Spezifikationen werden nicht verlangt. Das
Netzwerk versucht dennoch, UBR-Daten mit größtmöglicher Geschwindigkeit zu übertragen.
Im Falle eines Scheiterns der Übertragung auf Grund zu hoher Zellenverluste wird der
Datentransport zu einem späteren Zeitpunkt wiederholt [DET98].
 4R63DUDPHWHU
Zur Spezifikation bestimmter Eigenschaften einer ATM-Verbindung werden ihr von der
ATM-Schicht Serviceparameter zugeordnet. Von den sieben Parametern, die von der  ITU in
der Empfehlung I.356 spezifiziert wurden, sind drei als Quality-of-Service vorgesehen: die
Zellenverlustrate (Cell-Loss-Ratio), die Zellenübertragungsverzögerung (Maximum-Cell-
Transfer-Delay) und die Schwankung der Zellenübertragungs-Verzögerung (Peak-to-Peak-
Cell-Delay-Variation). Die Schwankungen in der Übertragungsverzögerung wird allgemein
auch als Jitter bezeichnet.
Da bei ATM der Quality-of-Service eng mit der genutzten Bandbreite verbunden ist, wird im
Rahmen des Verbindungsaufbaus zwischen den Teilnehmerstationen ein sogenannter
Verkehrsvertrag (Traffic-Contract) ausgehandelt [KYAS95].
 'HU9HUNHKUVYHUWUDJ
In einem Verkehrsvertrag werden zwischen den Netzknoten Netzlast-Parameter ausgehandelt,




Zur Festlegung der Verkehrscharakteristika einer Verbindung wurden vom ATM-Forum vier
Verkehrs-Parameter spezifiziert, die auch als Source-Traffic-Descriptor bezeichnet werden.
 6SLW]HQ]HOOHQUDWH3HDN&HOO5DWH3&5
Die Spitzenzellenrate ist über den reziproken Wert der minimalen Zeit definiert, die eine
ATM-Zelle benötigt, von einem Netzknoten auf der physikalischen Schicht zum nächsten zu
gelangen. Auf Grund der Zeitschlitz-Natur von ATM kann die Peak-Cell-Rate zu ungenauen
Ergebnissen führen.
 6XVWDLQDEOH&HOO5DWH6&5
Dieser Parameter legt eine obere Grenze für die durchschnittliche Zellenübertragungsrate fest.
Das Netzwerk muss in diesem Fall nicht die höhere Spitzenzellenrate reservieren und ist
dennoch in der Lage, die geforderten Zellenverluste einzuhalten. Die aktuelle Sustainable-
Cell-Rate wird mittels des Generic-Cell-Rate-Algorithmus (GCRA) ermittelt.
 %XUVW7ROHUDQ]
Die Burst-Toleranz gibt die maximale Anzahl von Zellen an, die mit der Spitzenzellenrate
konform zu der vereinbarten Sustainable-Cell-Rate übertragen werden können. Zur
Sustainable-Cell-Rate muss stets eine korrespondierende Burst-Toleranz angegeben werden.
 7ROHUDQ]GHU=HOOHQYHU]|JHUXQJVVFKZDQNXQJHQ&HOO'HOD\9DULDWLRQ&'9
Durch das Multiplexen von mehreren ATM-Zellenströmen über eine Leitung bzw. durch das
Einfügen sogenannter OAM-Zellen in den Zellenstrom kommt es immer wieder zu
Verzögerungen der Zellenübertragung.
Die Cell-Delay-Variation beschreibt das Ausmaß der Schwankung jener Zeitspanne, die





Die Verkehrsparameter werden dazu verwendet, um Überlastungen des Netzwerkes sofort zu
erkennen. Eine Überlastung liegt dann vor, wenn die vereinbarten Leistungsparameter nicht
mehr eingehalten werden können. Um Ausmaß und Dauer der Überlastung zu minimieren,
wurden entsprechende Kontrollfunktionen implementiert [DET98].
 0DUNLHUHQYRQ=HOOHQ
Zellen, die den Verkehrsvertrag nicht einhalten, werden durch das Setzen der Cell-Loss-
Priority auf den Wert 1 markiert. Dies bedeutet, dass die Verkehrsvertragsverletzung
momentan noch kompensiert werden kann. Treten jedoch Bandbreitenprobleme auf, so
werden die markierten Zellen zuerst verworfen [KYAS95].
 9HUZHUIHQYRQ=HOOHQ
Bei einer Verletzung des Verkehrsvertrages werden die Zellen verworfen. Betroffen sind
zuerst markierte Zellen bzw. Zellen mit geringer Priorität.
 7UDIILF6KDSLQJ
Durch Traffic-Shaping kann der Zellenstrom so geformt werden, dass er einer bestimmten
Verkerscharakteristik entspricht. Dem Endgerät wird dadurch ermöglicht, dafür zu sorgen,
dass sich die produzierte Netzlast konform zu den verhandelten Verkehrsparametern verhält.
 )OXVVNRQWUROOH
Mit Hilfe des sogenannten Enhanced-Proportional-Rate-Control-Algorithmus (EPRCA)
werden über Rückmeldungen die optimale Datenübertragungsrate für den Sender festgelegt.
Dazu werden in regelmäßigen Abständen spezielle Zellen mit Ressource-Mannagement-
Informationen übertragen. Stellt ein ATM-Switch oder ein ATM-Endpunkt eine Überlast fest,
so werden entsprechende Informationen in diese RM-Zellen gespeichert und zum Sender





Für LAN-Emulation und Classical-IP ist derzeit eine Unterstützung des Quality-of-Service
nicht implementiert. Zwar können bei manchen ATM-Adapterkarten Standardwerte für





Die meisten Übertragungsdienste gehören zur Gruppe der Unicast-Datenübertragungen, d.h.
jeder Knoten eines Netzwerkes kann zu genau einem anderen Netzwerkknoten innerhalb eines
bestimmten Zeitraumes Daten versenden. Dieser Mechanismus wird auch als Point-To-Point-
Datentransport bezeichnet. Möchte eine Station die gleichen Informationen zu mehreren
anderen Netzwerkknoten übertragen, so muss sie jeweils eine Kopie der Daten an jeden
einzelnen Zielknoten senden. Dieser Vorgang wird Replicated-Unicast genannt.
Eine andere Möglichkeit der Übertragung gleicher Informationen zu mehreren Zielknoten ist
die Verwendung von Multicast-Übertragungsdiensten. Dabei werden die Daten bei einem
einzigen Aufruf des Transportdienstes zu allen Stationen innerhalb einer sogenannten
Multicast-Gruppe gesendet.
Alternativ dazu können sogenannte Broadcast-Datenpakete versendet werden, um alle
Netzwerkknoten eines Subnetzes zu erreichen. Diese Methode ist aber wenig effizient, da
nicht alle Stationen an den speziellen Datenverkehr interessiert sind oder diesen nicht erhalten
dürfen (siehe Abbildung 18) [GANG].
 ,30XOWLFDVW
Eine Station in einem IP Netzwerk kann sich mit Hilfe des Internet-Group-Management-
Protokolls (IGMP) an einem Multicast-Router einer gewünschten Multicast-Gruppe zuordnen
lassen. Jede Multicast-Gruppe wird über eine bestimmte Internet-Adresse aus dem Bereich

















(Replicated) Unicast Multicast Broadcast
.DSLWHO0XOWLSRLQWXQG0XOWLFDVW
6HLWH
Internet-Adressen im Adressbereich von 224.0.0.0 bis 239.255.255.255, wobei die Multicast-
Adressen 224.0.0.0 bis 224.0.0.255 für Multicast-Routing-Informationen benutzt werden.
Eine Station kann Mitglied in mehreren verschiedenen Multicast-Gruppen sein.
Nach dem Eintritt in eine Multicast-Gruppe empfängt die Adapterkarte der Station alle mit
der entpsrechenden Multicast-Adresse versehenen Datenpakete und leitet diese an die höheren
Netzwerkschichten weiter [GANG].
0XOWLFDVW5RXWHU
Ein Multicast-Router ist für die Zuordnung der Multicast-Teilnehmer zu den Multicast-
Gruppen sowie für das Weiterleiten von Multicast-Datenpaketen zu den entsprechenden
Zielknoten des Netzwerkes verantwortlich. Dafür ist es notwendig, dass jede Station, die an
einer bestimmten Multicast-Gruppe teilnehmen möchte, sich bei dem entsprechenden
Multicast-Router anmeldet. Dieser Prozess wird als Join bezeichnet. Die Zuordnung der
Netzwerkknoten zu den Multicast-Gruppen erfolgt dynamisch, d.h. jede Station kann zur
Laufzeit der ausgeführten Multicast-Anwendungen einer Multicast-Gruppe beitreten oder sie
wieder verlassen (Leave-Prozess). Zum Austausch der Multicast-Informationen wird das
Internet-Group-Management-Protokoll (IGMP) verwendet.
Jede Station, die einer Multicast-Gruppe beitreten möchte, sendet einen sogenannten IGMP-
Report and den Multicast-Router. Anhand dieser IGMP-Reports wird im Router eine Tabelle
aufgebaut, mit deren Hilfe er eine Zuordnung der Stationen zu den Multicast-Gruppen finden
kann. Empfängt der Router ein Multicast-Paket, so leitet er es nur an diejenigen IP-Subnetze
weiter, in denen sich wenigstens eine Station befindet, die Mitglied der entsprechenden
Multicast-Gruppe ist.
Der Multicast-Router selbst sendet in regelmäßigen Intervallen sogenannte IGMP-Querys in
jedes angeschlossene IP-Subnetz. Die Multicast-Stationen beantworten dieses Query mit Hilfe
eines IGMP-Reports, welcher jeweils für jede Multicast-Gruppe, der eine Station angehört,
einzeln an den Router gesendet wird.




Da im IP-Multicast-Mechanismus die Empfängerstationen die komplette Kontrolle über ihre
Mitgliedschaft in einer Multicast-Gruppe besitzt, wird diese Technik auch als leaf-initiiertes
Multicast bezeichnet (siehe Abbildung 19).
 7LPH7R/LYH77/
Bei Multicast-Datenpaketen wird das Time-To-Live-Feld des IP-Protokollkopfes benutzt, um
die Reichweite des Datenstromes einzuschränken. Dieses Feld wird vom Sender mit einem
entsprechenden Wert initiiert, welcher von jedem durchlaufenen Router dekrementiert wird.
Unterschreitet dieser Wert einen bestimmten Schwellwert, so wird das Datenpaket vom
Router nicht mehr weitervermittelt. Die üblicherweise verwendete Schwellwerte sind in der
Tabelle 4 dargestellt [TRUMF].
6FKZHOOZHUW 5HLFKZHLWH
= 1 Gleiches Subnetz
< 16 Innerhalb einer Institution
< 32 Zwischen Institutionen
< 64 Innerhalb einer Region
< 128 Innerhalb eines Landes
< 255 Innerhalb eines Continents
















In emulierten LANs über ATM ist der Broadcast-and-Unknown-Server (BUS) für die
Vermittlung von Multicast-Datenpaketen verantwortlich. Die Sender bauen dabei eine
spezielle Kanalverbindung (Multicast-Send-VCC) zum BUS auf. Der BUS sendet die
empfangenen Pakete des Multicast-Datenstroms über eine als Multicast-Forward-VCC
bezeichnete Punkt-zu-Mehrpunktverbindung zu allen registrierten LAN-Emulation-Clients
(LECs) weiter. In emulierten LANs wird nicht zwischen Multicast- und Broadcast-
Datenpaketen unterschieden.
Für Classical-IP-Netzwerke ist derzeit noch kein Multicast-Mechanismus implementiert. Die
Einführung eines logischen Multicast-Address-Resolution-Servers (MARS), welcher für die
Registrierung der Mitglieder einer Multicast-Gruppe verantwortlich ist, wird vorbereitet
[HEIN97].
 $703XQNW]X0HKUSXQNW9HUELQGXQJHQ
In LAN-Umgebungen sind auf Grund der verwendeten Shared-Media-Technologie, bei der
alle Stationen eines Netzsegmentes jedes in dieses Segment gesendete Datenpaket empfangen
können, Multicast-Mechanismen einfach zu implementieren. In ATM-Netzwerken ist dies
wegen ihrer Architektur und der strengen Verbindungsorientierung nicht der Fall. Multicast-
sowie auch Broadcast-Datenströme werden gegenwärtig von ATM nicht unterstützt.
Mit der UNI-Signalisierung in der Version 4.0, die derzeit noch nicht vollständig spezifiziert
ist, werden erstmalig ATM-Gruppenadressen sowie eine leaf-initiierte Multicast-
Signalisierung implementiert.
Über eine Punkt-zu-Mehrpunkt-Verbindung (Point-To-Multipoint) kann aber in einem ATM-
System ein Sender mit mehreren Empfängern kommunizieren.
Ausgehend von einer bestehenden Punkt-zu-Punkt-Verbindung werden auf Initiative der als
Root bezeichneten Sendestation Schritt für Schritt weitere Zielstationen, sogenannte Leaves,
als Empfänger der Daten hinzugefügt. Die Root-Station sendet dazu eine Add-Party-
Nachricht im Zuge der ATM-Signalisierung, welche die entsprechenden Adressinformationen
des Leaf-Zielknotens enthält, an das Netzwerk ab. Die Zellen des Datenstromes werden dann
an den entsprechenden Verzweigungsstellen der ATM-Vermittlungeinheiten repliziert und zu
den verschiedenen Ausgangsports weitergeleitet.
.DSLWHO0XOWLSRLQWXQG0XOWLFDVW
6HLWH
Jede einzelne Verbindung einer Punkt-zu-Mehrpunkt-Verbindung arbeitet unidirektional, d.h.
lediglich die Root-Station besitzt eine Sendeerlaubnis zu den Leaves. Die Leaves können
innerhalb der gleichen Verbindung nicht mit der Root-Station oder untereinander
kommunizieren. Ein weiterer wichtiger Unterschied zum IP-Multicast besteht darin, dass die
Punkt-zu-Mehrpunkt-Verbindung über ATM ausschließlich vom Sender kontrolliert wird. Der
Sender muss die Adressen aller potentieller Empfänger der Multicast-Datenpakete kennen
und ihren Beitritt zur Gruppe initiieren.
Deshalb wird der ATM-Punkt-zu-Mehrpunkt-Mechanismus auch als root-initiiertes Multicast
bezeichnet (siehe Abbildung 20).
Um leaf-initiierte Multicast-Mechansimen in ATM-Netzwerken zu emulieren, kommen zwei
verschiedene Techniken zur Anwendung: Overlaid-Point-to-Multipoint-Verbindungen oder
Multicast-Server [CSCW].
0XOWLFDVW6HUYHU
Ein dedizierter Rechner, der sogenannte Multicast-Server, ist bei diesem Verfahren für die
Verteilung der Multicast-Datenpakete verantwortlich. Jede Station, die Daten an eine
Multicast-Gruppe senden möchte, baut zu diesem Server eine Punkt-zu-Punkt-Verbindung
auf. Der Multicast-Server selbst unterhält eine Punkt-zu-Mehrpunkt-Verbindung zu allen
potentiellen Empfängern einer bestimmten Multicast-Gruppe, die sich vorher beim Server















Multicast-Server über diese Punkt-zu-Mehrpunkt-Verbindungen an alle registrierten
Empfänger weitergeleitet (siehe Abbildung 21).
Der Vorteil dieses Verfahrens ist, dass jede Empfängerstation lediglich eine Verbindung zum
Multicast-Server unterhalten muss. Die Adresse des Multicast-Servers im Netzwerk muss
jedem Mitglied der Multicast-Gruppe bekannt sein.
 2YHUODLG3RLQWWR0XOWLSRLQW9HUELQGXQJHQ
Bei diesem Mechanismus baut jede Station einer Multicast-Gruppe zu allen anderen Stationen





Jede Station der Multicast-Gruppe kann damit Multicast-Datenpakete sowohl empfangen als
auch senden.
Bei diesem Verfahren muss jeder Netzknoten zu jeder anderen sendebereiten Station der
Multicast-Gruppe eine separate Verbindung aufrecht erhalten. Außerdem müssen
entsprechende Techniken implementiert werden, die einen dynamischen Beitritt neuer





Sockets wurden erstmalig im Jahre 1981 durch Berkeley-Software-Distribution (BSD) der
Universität von Californien in Berkeley als Kommunikationsplattform zwischen Unix-
Systemen eingeführt. Dieses Konzept wurde später auf andere Betriebssysteme adaptiert und
stellt heute eine weitgehend standardisierte Schnittstelle zur Interprozesskommunikation in
heterogenen Netzwerken bei Verwendung des TCP/IP-Transportprotokolls dar.
Die als WinSock bezeichnete Socket-Implementation für Windows-Systeme wurde in der
Version 2 zu einer allgemeinen Netzwerk-Programmier-Schnittstelle (Applikation
Programming Interface API) erweitert, mit welcher ein einheitlicher Zugriff auf die
Transportfähigkeiten verschiedene Kommunikations-Protokolle, wie z.B. Novell IPX/SPX,
NETBIOS oder Native-ATM, möglich ist. Die entsprechenden Funktionen werden in der
dynamischen Laufzeitbibliothek (Dynamic Link Libary DLL) WinSock2-DLL bereitgestellt.
Neben der protokollunabhängigen Architektur besitzt Winsock2  weitere Neuerungen, unter
anderem:
- 3URWRNROOXQDEKlQJLJH 1DPHQVDXIO|VXQJ 1DPH 5HVROXWLRQ In Winsock2 wurden
entsprechende Funktionen implementiert, um Abfragen zur Namensauflösung
verschiedener Protokolle zu stellen.
- 2YHUODSSHG $V\QFKURQRXV ,22SHUDWLRQHQ Sockets können in einem Overlapped-
Modus betrieben werden, d.h. empfangene Nachrichten werden sofort bei Erhalt in dem
von der Anwendung bereitgestellten Puffer geschrieben, unter Umgehung von internen
Pufferspeichern und Kopieroperationen. Die betreffenden I/O-Operationen
kommunizieren dabei über den Aufruf entsprechender Ereignisroutinen.
- 4XDOLW\RI6HUYLFH Winsock2 stellt Strukturen zur Verfügung, mit denen Anwendungen
verschiedene Serviceparameter des Transportdienstes aushandeln können.
- 3URWRNROOXQDEKlQJLJH0XOWLFDVWRGHU0XOWLSRLQW2SHUDWLRQHQ
 $UFKLWHNWXUYRQ:LQ6RFN
Die Architektur von Winsock2 entspricht dem in der Abbildung 23 angegebenen Schema. Die
WinSock2-Anwendungen können unabhängig vom verwendeten Transport-Protokoll auf eine
Anzahl standardisierter Strukturen und Funktionen des WinSock2-APIs zugreifen, die in der
Winsock2-DLL implementiert sind. Ein WinSock2-Service-Provider-Interface (SPI) stellt
.DSLWHO'LH:LQ6RFN3URJUDPPLHUVFKQLWWVWHOOH
6HLWH
eine Schnittstelle zwischen der WinSock2-DLL und den vom verwendeten Transportdienst
abhängigen Service-Provider dar, mit dessen Hilfe ein Zugriff der in der WinSock2-DLL
enthaltenen Funktionen auf die spezifischen Operationen der unterschiedlichen
Datentransportdienste möglich ist. Man unterscheidet zwischen dem Transport-Service-
Provider, welcher für die Bereitstellung von Operationen zur eigentlichen Datenübertragung
verantwortlich ist, und dem Name-Space-Service-Provider, der entsprechende Abfragen zur
Namensauflösung zur Verfügung stellt.
Der konzeptionelle Aufbau von WinSock2 wird auf Grund der Unterstützung verschiedener
Transport-Protokolle als Open-System-Architecture (OSA) bezeichnet [WSAPI].
 :LQ6RFN6HUYLFH3URYLGHU
Der WinsSock2-Service-Provider stellt vom Transportprotokoll abhängige Funktionen zum
Datentransport sowie zur Namensauflösung zur Verfügung. Entsprechend wird zwischen
Transport-Service-Provider und Name-Space-Service-Provider unterschieden. Der Zugang
vom Winsock2-API auf diese Routinen erfolgt durch die im Winsock-Service-Provider-
Interface standardisierten Funktions- und Strukturenbezeichner.
Der Transport- bzw. Name-Space-Service-Provider liegen in einer vom Hersteller des












WinSock je nach Bedarf geladen (WSPStartup()–Funktion) und wieder entladen
(WSPCleanup()–Funktion) wird.
Die einzige exportierte Funktion dieser DLL ist WSPStartup() bzw. NSPStartup()
und dient zur Initialisierung des jeweiligen Service-Providers. Alle anderen Funktionen des
Service-Providers werden der WinSock-DLL über eine sogenannte Dispatch-Tabelle
zugänglich gemacht. Diese Dispatch-Tabelle wird als Rückgabeparameter der Startup-
Funktion bekanntgegeben und enthält die Eintrittspunkte aller anderen implementierten
Funktionen des Service-Providers. Zusätzlich sind in der WinSock2-DLL sogenannte Upcall-
Funktionen definiert, die gewisse Dienste dem jeweiligen Service-Provider zur Verfügung
stellen. Diese Upcall-Funktionen werden dem Service-Provider über eine sogenannte Upcall-
Dispatch-Tabelle bei der Initialisierung bekannt gegeben.
Jeder Service-Klasse eines Service-Providers muss eine eindeutige Identifikationsnummer
(Globally Unique Identifier GUID) zugewiesen werden. Zur Generierung einer GUID kann
das Programm UUIDGEN.EXE benutzt werden [WSSPI].
 ,QVWDOODWLRQGHV6HUYLFH3URYLGHUV
Die WinSock2-DLL hat die Aufgabe, zu einem gewünschten Transportdienst den geeigneten
Service-Provider auszuwählen und die WinSock-API-Funktionsaufrufe der Anwendungs-
programme an diesen Service-Provider weiterzuleiten. Daher muss sich jeder  verwendete
Service-Provider während eines Installationsvorganges bei der WinSock2-DLL registrieren.
Die WinSock2-DLL bietet zu diesem Zweck die Funktionen WSCInstallProvider()
bzw. WSCInstallNameSpace().
Der Service-Provider wird dabei in der Konfigurations-Datenbank der WinSock2-DLL
hinzugefügt. Zugehörige Informationen, wie Name, Version und Verzeichnis der
Laufzeitbibliothek des Service-Providers, werden dazu gespeichert
Zur Entfernung eines installierten Service-Providers werden entsprechend die Funktionen
WSCUnInstallProvider() bzw. WSCUnInstallNameSpace() zur Verfügung
gestellt.
 7UDQVSRUW6HUYLFH3URYLGHU
Der Transport-Service-Provider enthält alle zum Verbindungsaufbau bzw. –abbau, zur
Datenübertragung sowie zur Flusssteuerung nötigen Funktionen des spezifischen
.DSLWHO'LH:LQ6RFN3URJUDPPLHUVFKQLWWVWHOOH
6HLWH
Transportdienstes. Die eigentliche Implementation dieser Funktionen bleibt WinSock
verborgen.
Die Auswahl des Transport-Service-Providers erfolgt bei Aufruf der WSASocket()–
Funktion anhand der als Parameter übergebenen Protokollbeschreibung. Der eigentliche
Aufruf des Service-Providers wird dabei implizit über die WSPSocket()–Funktion
vorgenommen. Die Auswahl- und Kommunikationsmechanismen sind für die Service-
Provider vollkommen transparent.
Ein Transport-Service-Provider kann mehrere Protokolle unterstützen. So sind zum Beispiel
im TCP/IP-Service-Provider wenigstens ein TCP- sowie ein UDP-Protokollstack
implementiert. Eine komplette Liste aller unterstützten Protokolle kann WinSock über die bei
Aufruf der WSAEnumProtocols()–Funktion übergebene WSAPROTOCOL_INFO-Struktur
erhalten.
 1DPH6SDFH6HUYLFH3URYLGHU
Der Name-Space-Service-Provider stellt Funktionen zur Auflösung von Namen zu
protokollspezifischen Adressen zur Verfügung. Name-Spaces können statisch oder dynamisch
sein.
'\QDPLVFK
Bei dynamischen Name-Spaces erfolgt eine kontinuierliche Registrierung und Abfrage der
Namen der aktuell angebotenen Dienste bzw. aktiven Stationen. Dies wird mit Hilfe
entsprechender Broadcast-Mechanismen ermöglicht. Dynamische Name-Spaces werden
beispielsweise von NetBios oder NetWare-Servern genutzt.
6WDWLVFK
Bei der Verwendung statischer Name-Spaces ist eine Namens-Registrierung lediglich zu
bestimmten Zeitpunkten, zum Beispiel bei der Erstellung des Name-Spaces, möglich. Die
Namensauflösung erfolgt weiterhin dynamisch. Der Domain-Name-Service (DNS) benutzt
beispielsweise statische Name-Spaces.
Für die Abfrage einer Namenszuordnung stehen drei Funktionen zur Verfügung. Mit Hilfe der
WSALookupServiceBegin()–Funktion wird die Abfrage initiiert; gefolgt von einem
.DSLWHO'LH:LQ6RFN3URJUDPPLHUVFKQLWWVWHOOH
6HLWH
oder mehreren WSALookupServiceNext()–Aufrufen, welche das Abfrageergebnis
ermitteln. Die WSALookupServiceEnd()–Funktion beendet eine laufende Abfrage.
 )RUH:LQ6RFN$706HUYLFH3URYLGHU
Der Fore-Service-Provider bietet eine WinSock-Schnittstelle für Fore-ATM-Adapterkarten
und ermöglicht somit die Implementierung von Native-ATM-Anwendungen. Die Architektur
des Fore-Service-Providers ist in Abbildung 24 dargestellt.
Der Name-Space-Provider von Fore befindet sich derzeit noch in einem proprietären
Entwicklungsstadium und kann für eine lokale Namensauflösung genutzt werden.
Im \%windir% -Verzeichnis, dem Hauptverzeichnis des installierten Windows-
Betriebssystems, erstellt der Fore-Name-Space-Provider bei der Installation eine
„ATMHOSTS.“ - Datei, in welcher der Benutzer eine Liste von ATM-Adressen mit einem
zugehörigen Benutzernamen eintragen kann. Anhand der Einträge dieser Datei können
entsprechende Zuordnungen von Namen zu ATM-Adressen gefunden werden. Es handelt sich
hierbei um eine statische Namenszuordnung, d.h. die WinSock-Funktionen können lediglich




















Visitphone ist ein experimentelles Videokonferenzsystem, welches unter der Zielsetzung
entwickelt wurde, eine Video- und Tonübertragung in bestmöglicher Qualität unter
Verwendung handelsüblicher PC-Hardware zu gewährleisten.
Die Videodarstellung in Visitphone erfolgt in PAL-Qualität, d.h. bei einer Auflösung von 576
Linien mit jeweils 720 Bildpunkten unter Darstellung von 25 Vollbildern pro Sekunde. Die
Audiodaten können in Stereo-CD-Qualität übertragen werden.
 'LH$UFKLWHNWXUYRQ9LVLWSKRQH
Visitphone ist aus mehreren voneinander unabhängigen Modulen zusammengesetzt, welche
durch das Klassenkonzept der Programmiersprache C++ realisiert wurden. Derzeit existieren
die Module Main, Audio, Video, Netzwerk sowie Benutzer.
Das Videomodul besteht aus zwei Hauptbestandteilen: dem Wiedergabeteil und dem
Captureteil. Der Captureteil besteht aus einer sogenannten Callback–Funktion, welche jeweils
nach erfolgter Kompression ein komprimiertes Videopaket über die Netzwerkschnittstelle
zum Kommunikationspartner überträgt. Der Wiedergabeteil dagegen nimmt vom Netzwerk-
Modul ein komprimiertes Videopaket bei Empfang an und stellt dieses dar. Die
Kommunikation mit dem Benutzer erfolgt über die im Benutzermodul enthaltenen
Fensterklassen. Das Main-Modul ist für die Koordination der Aufgaben der einzelnen Module
verantwortlich.














Um den hohen Bandbreitenbedarf bei der Videoübertragung zu reduzieren, ist es notwendig,
durch Kompression die Größe der Videopakete zu verringern. Visitphone benutzt dazu das
MJPEG-Kompressionsverfahren.
Der JPEG-Standard wurde von der Joint-Photographic-Experts-Group spezifiziert und stellt
ein verlustbehaftetes Verfahren zur Kompression von Einzelbildern dar. MJPEG behandelt
eine Folge dieser Einzelbilder.
Ein wichtiger Parameter bei der Verwendung des MJPEG-Kompressionsverfahrens ist der
Kompressionsfaktor, welcher schließlich die Größe des komprimierten Videopaketes
bestimmt. Ein Kompressionsfaktor der Größe 4 ergibt für das menschliche Auge keine
sichtbare Verfälschung bei der Darstellung eines komprimiert übertragenen Videobildes. In
Abbildung 26 ist die Größe eines Videoframes in Abhängigkeit von der Kompression
dargestellt.
 $XGLRGDWHQ
Die Audiodaten werden von Visitphone im Form des Wave-Formats verwendet. Ein Wave-
Datenpaket besteht aus einem 40 Bytes großen Header und dem anschließenden Datenteil.
Die Audiodaten werden nicht komprimiert.
























Da die Audiodaten zumeist einer analogen Signalquelle, wie zum Beispiel einem Mikrofon,
entnommen werden, müssen sie zur Verarbeitung in einem Computer bzw. zur Übertragung
über Rechnernetze zuerst in digitale Daten umgewandelt werden. Diese Aufgabe übernimmt
ein Analog-Digital-Wandler, der in der Audio-Hardware implementiert ist.
Die Digitalisierung erfolgt in Pulse-Code-Modulation (PCM). Bei diesem Verfahren wird die
Amplitude des Audiosignals periodisch abgetastet und in diskrete Werte umgewandelt. Die
Qualität der Digitalisierung des analogen Audiosignals hängt somit von:
- der Abtastfrequenz und
- dem Wertebereich der diskreten Skala ab.
Keinerlei Informationsverluste entstehen, wenn das analoge Audiosignal mit einer Frequenz
abgetastet wird, die doppelt so groß ist wie die höchste im Audiosignal enthaltene Frequenz
(Theorem von Nyquist ) [NGUY98].
Somit ergeben sich verschiedene Qualitätsgruppierungen, welche in Tabelle 5 dargestellt sind.
)UHTXHQ] %LWV 7\S 4XDOLWlW
8000 8 Mono Telefonqualität
11025 8/16 Mono/Stereo Telefon-
/Rundfunkqualität
22050 8/16 Mono/Stereo Rundfunkqualtät
44100 16 Stereo CD – Qualität
Visitphone versendet 8 mal in einer Sekunde ein Wave-Datenpaket. Die Größe eines jeden














Bei Verwendung einer Abtastfrequenz von 44.100 Hz sowie eines Wertebereiches von 16 Bit
ergibt dies für Stereoton (2 Kanäle) eine Paketgröße von 22.090 Bytes.
 'LH9LVLWSKRQH1HW]ZHUN6FKQLWWVWHOOH
Die Qualität der Videoübertragung wird von der Bandbreite bedingt, welche das Netzwerk zur
Verfügung stellen kann. Den größten Anteil am Bandbreitenbedarf haben dabei die
Videodaten, da die Audiodaten lediglich etwa 5% der gesamten zu übertragenden
Datenmenge ausmachen.
Zur Beeinflussung des geforderten Datendurchsatzes stehen in Visitphone dem Anwender
zwei Parameter zur Verfügung: die Kompressionsrate und die Bildwiederholrate.
Die Abhängigkeit des Bandbreitenbedarfs bei Visitphone von der Kompressionsrate ist in
Abbildung 27 dargestellt. In dieser Abbildung wird die Übertragung von 25 Videoframes in
einer Sekunde sowie Audiodaten in Stereo-CD-Qualität vorausgesetzt. Bei Verwendung einer
hohen Kompression treten allerdings aufgrund des verwendeten Kompressionsverfahrens
Verfälschungen gegenüber dem Original-Videobild auf.
Durch die Verringerung der Anzahl der Videobilder, die in einer Sekunde übertragen werden,
kann ebenso die geforderte Bandbreite reduziert werden. Dies ist in Abbildung 28 dargestellt.
Eine flüssige Videodarstellung ist allerdings nur bei Darstellung von mindestens 25

























In Visitphone kann der Anwender dynamisch während der Laufzeit unter mehreren
angebotenen Transportdiensten wählen: UDP/IP, Native-ATM über PVC sowie Native-ATM
über eine vom ATM-Netzwerk vermittelte SVC. Durch die Möglichkeit der Auswahl eines
Adapters kann der Datentransport per LAN-Schnittstelle über ein herkömmliches LAN, ein
emuliertes LAN oder ein Classical-IP-LAN erfolgen.
Visitphone ermöglicht die Videoübertragung über eine Punkt-zu-Punkt-Verbindung oder über
eine Multicast-Session. Der Beitritt in eine Multicast-Gruppe wird vom Empfänger initiiert.
Bei Nutzung eines Native-ATM-Interfaces muss entsprechend ein Multicast-Server eingesetzt
werden, da ATM derzeit keine leaf-initiierten Multicast-Mechanismen unterstützt.
Die Identifikation der einzelnen Stationen erfolgt in Visitphone durch die Angabe der
entsprechenden Internet-Adresse. Wird eine Fore-Native-ATM-Schnittstelle verwendet, so
muss in der „ATMHOSTS.“–Datei im Hauptverzeichnis des installierten Windows-
Betriebssystems eine Liste für die Zuordnung von Internet-Adressen zu den
korrespondierenden ATM-Adressen angelegt werden. Die verwendeten ATM-Multicast-
Server können dabei eine entsprechende IP-Multicast-Adresse zugewiesen bekommen.
Die Audio- und Videodaten werden über die selbe Netzwerkschnittstelle übertragen. Ein
spezielles Byte im Protokollkopf des verwendeten Transportprotokolls ermöglicht die






























Im Rahmen dieser Arbeit wurde eine Schnittstelle entwickelt, die es ermöglicht, mit
vereinfachten Funktionsaufrufen auf die Funktionalität des WinSock-Programmierinterfaces
zuzugreifen und damit die Kommunikationsfähigkeiten der Transportprotokolle ATM-AAL-5
sowie auch UDP und TCP zu nutzen, unter Erreichung einer hohen Transparenz ihrer Struktur
und ihrer Eigenschaften für die Anwendungsprogramme. Diese Schnittstelle wurde in Form
des Socket-Moduls realisiert.
 'LH$UFKLWHNWXUGHU6RFNHW6FKQLWWVWHOOH
Ein Nutzer des Videokonferenzsystems „Visitphone“ sollte in der Lage sein, zwischen
mehreren angebotenen Transportdiensten frei zu wählen, bei möglichst geringem
Implementationsaufwand im Anwendungsprogramm. Diese Eigenschaft erfordert einen streng
hierarchischen Aufbau sowie eine einheitliche Struktur der entwickelten Socket-Schnittstelle.
Die Architektur der Socket-Schnittstelle ist in Abbildung 29 dargestellt.
Die Socket-Schnittstelle wurde durch das Klassenkonzept der Programmiersprache C++
realisiert.
Die Socket–Klasse stellt dabei eine Basisklasse dar, welche alle für einen Datentransport







Funktionsnamen ihre protokollspezifischen Kommunikationsoperationen an. Diese
Operationen sind in eigenen Klassen implementiert, welche durch Vererbung von der
Socket-Klasse direkt oder indirekt abgeleitet wurden. Derzeit sind die Klassen
PVCSocket, SVCSocket, UDPSocket und TCPSocket implementiert. Eine
Erweiterung ist auf Grund der offenen Architektur der Socket-Schnittstelle problemlos
möglich.
Die Basisfunktionen werden in den Unterklassen durch Verwendung des Overloading-
Mechanismus überladen. Sie stellen damit sogenannte virtuelle Funktionen dar und werden in
der Basisklasse entsprechend deklariert.
Durch Einführung einer von der Socket-Basisklasse ausgehenden Klassenhierarchie wird
ein einheitlicher Zugriff auf die Kommunikationsmöglichkeiten eines beliebigen
Transportdienstes ermöglicht, ohne Kenntnis dessen protokollspezifischer Struktur.












































'LVFRQQHFW Keine Funktion Abbau der
Verbindung
Keine Funktion Abbau der
Verbindung































Die einzelnen Aufgaben einer Basisfunktion sind vom Transportdienst abhängig und können
entsprechend differieren. Tabelle 6 enthält eine Liste aller Basisfunktionen und deren
Operationen in den einzelnen Unterklassen.
Einige Funktionen, deren Arbeitsweise vom verwendeten Transportdienst unabhängig sind,
wurden bereits innerhalb der Socket-Klasse implementiert. Dazu gehören die Funktionen
SendData() und RecvData(), welche lediglich Datenpuffer an das WinSock-Interface
übergeben bzw. von ihm übernehmen, sowie komplexere Funktionen zur Übertragung großer
Datenblöcke oder zum Empfang von Datenpaketen im Hintergrund.
 'LH.RPPXQLNDWLRQEHUGDV6RFNHW0RGXO
Die Kommunikationspartner können formal in Server und Clients unterteilt werden. Dieser
Mechanismus entspricht der herkömmlichen Client-Server-Architektur. Der
Kommunikationsablauf bei Verwendung eines verbindungsorientierten Transportdienstes, wie
z.B. SVCSocket, ist in Abbildung 30 dargestellt.
Zuerst muss auf der Client- sowie der Server-Seite jeweils ein Socket als















wird. Während der Server durch Aufruf der Accept()–Funktion auf ankommende
Verbindungsanforderungen wartet, kann die Client-Station den Verbindungsaufbau mit Hilfe
der Connect()–Funktion initiieren. Anschließend erfolgt die Datenübertragung durch
entsprechend der Anforderungen oft wiederholten Aufruf der Funktionen SendData() auf
der Client-Seite bzw. RecvData() auf der Server-Seite. Nach abgeschlossenem
Informationsaustausch müssen die Verbindung abgebaut und die Kommunikationsendpunkte
wieder geschlossen werden. Dies erfolgt durch Aufruf der Funktionen Disconnect() bzw.
Close().
Bei Nutzung des PVCSocket ist der Kommunikationsablauf ähnlich zum SVCSocket. Da
es sich hierbei um einen verbindungslosen Transportdienst handelt, fallen die
Funktionsaufrufe zum Verbindungsaufbau sowie -abbau entsprechend weg. Die Open()–
Funktion öffnet dabei nicht nur einen Kommunikationsendpunkt sondern darüber hinaus
einen virtuellen Kanal, auf welchem die Datenpakete übertragen werden. Dieser
Mechanismus ist in Abbildung 31 dargestellt.
 'DVgIIQHQHLQHVSURWRNROOVSH]LILVFKHQ6RFNHWV
Das Öffnen eines Transport-Sockets ist eine protokollspezifische Operation. Dem WinSock-
Interface müssen hierbei Informationen bezüglich Protokollfamilie, Sockettyp und Protokoll
übergeben werden. Die Auswahl der entsprechenden Parameter wird durch die Socket-













Die Socket-Klasse bietet zu diesem Zweck bei der Open()–Funktion zwei 32-Bit Integer
Parameter an. In der Basisklasse ist diese Funktion nicht implementiert, die Semantik der
Parameter wird dabei nicht näher bezeichnet. Die Implementierung der Open()–Funktion
erfolgt in den abgeleiteten Unterklassen. Die Bedeutung der Parameter hängt entsprechend
vom verwendeten Transportdienst ab. Tabelle 7 zeigt die Bedeutung der Parameter in den
einzelnen Klassen.
.ODVVH 3DUDPHWHU 3DUDPHWHU %HGHXWXQJ
6RFNHW int int Keine Bedeutung, da die Funktion in der Basis-
klasse nicht implementiert ist
39&6RFNHW vpi vci Pfadnummer (vpi) und Kanalnummer (vci) des
zu öffnenden PVC
69&6RFNHW selector bitrate selector = Selektorbyte der lokalen ATM-
Adresse zum Binden an den Socket
bitrate = max. Datentransferrate in Kbit; wird




port adapter port = Portnummer zum Binden an den Socket
adapter = Adapter, welcher verwendet werden
soll (LANE, CIP oder LAN)
 4XDOLW\RI6HUYLFH
Mit Hilfe des WinSock-APIs in der Version 2 können die Stationen verschiedene
Dienstqualitäten (Quality of Service QoS) mit dem Netzwerk aushandeln. Über das Socket-
Modul ist ein vereinfachter Zugriff auf diese Dienstleistung möglich.
Die QoS-Parameter werden über eine als Flowspec bezeichnete Struktur beschrieben. Der
Aufbau dieser Struktur ist in Windows 95 und Windows NT verschieden und stellt somit eine
Inkompatibilität dieser Betriebssysteme zueinander dar. Dieser Unterschied wird im Socket-
Modul durch die Verwendung von entsprechenden Compilerdirektiven überwunden, mit




Die Beschreibung der Dienstqualität durch die Flowspec-Datenstruktur kann in drei
spezifische Bereiche untergliedert werden:
- Source Traffic Description
- Level of Service Guarantee
- Provider Specific Parameters
Die einzelnen Felder dieser Datenstruktur werden mit Hilfe der internen Funktion Se QoS()
mit Standardwerten gesetzt. Einige dieser Standardwerte können von der Anwendung über
spezifische Schnittstellenfunktionen verändert werden.
 /HYHORI6HUYLFH*XDUDQWHH
WinSock2 stellt insgesamt vier Ebenen der Zusicherung bestimmter Dienstqualitäten (Level-
of-Service-Guarantee) zur Verfügung: Best-Effort-, Controlled-Load-, Predictive- und
Guaranteed-Service. Vom Socket-Modul werden lediglich die zwei wichtigsten Garantie-
Ebenen unterstützt. Der Zugriff auf diese Parameter erfolgt bei Aufruf der Funktion
SetQoSGuaranteed() bzw. SetQoSBestEffort(). Die Bedeutung dieser
Funktionen ist in Tabelle 8 aufgeführt.
)XQNWLRQ /HYHORI*XDUDQWHH %HVFKUHLEXQJ
SetQoSGuaranteed() Guaranteed Service Die QoS-Parameter bezüglich der
maximalen Bandbreite, Verzögerung und
Unterschied der Verzögerungen werden
vom Netzwerk garantiert
SetQoSBestEffort() Best Effort Service Alle QoS-Parameter dienen lediglich als
Richtlinie; Garantien zu deren Einhaltung
können nicht gegeben werden
Bei Verwendung von SVCSocket kann das Level-of-Guarantee vom Anwender durch
Aufruf der entsprechenden Funktion selbst gewählt werden. Dies muss vor dem Aufruf der
Connect()–Funktion erfolgen, da die Dienstqualitäten beim Verbindungsaufbau verhandelt





Mit Hilfe des Source-Traffic-Descriptors der Flowspec-Datenstruktur wird die Art und Weise
beschrieben, mit welcher der Datenverkehr über das Netzwerk gesendet wird.
Das einzige derzeit verwendete Feld im Source-Traffic-Descriptor ist PeakBandwidth,
welches die der Anwendung zur Verfügung gestellte Bandbreite spezifiziert.
Auf dieses Feld kann unter Verwendung des in den Funktionen SetQoSBestEffort()
bzw. SetQoSGuaranteed() übergebenen Parameters zugegriffen werden, welcher die
maximal verwendete Datenrate in Kilobit beschreibt. Wird kein entsprechender Wert
angegeben, so bekommt die Anwendung die gesamte verfügbare Bandbreite bereitgestellt.
 3URYLGHU6SHFLILF3DUDPHWHU
Die Flowspec-Datenstruktur kann durch spezifische Informationen des Service-Providers
bezüglich der gewünschten Dienstqualitäten erweitert werden. Die SVCSocket–Schnittstelle
verwendet diese Erweiterungsmöglichkeit zur Angabe von Informationselementen, welche im
Zuge der ATM-Signalisierung der Setup-Message beigefügt werden.
Die vom SVCSocket verwendeten Informationselemente sind in Tabelle 9 aufgeführt. Sie
werden mit Hilfe der internen Funktion SetSignalling() der Flowspec-Datenstruktur
angefügt.
,QIRUPDWLRQVHOHPHQW %HVFKUHLEXQJ
IE_AALParameters Gibt den Typ der verwendeten Anpassungsschicht (AAL-5)
sowie spezifische Parameter (Verwendung einer SSCS,
maximale CPCS-SDU Größe) an
IE_TrafficDescriptor Beschreibt die Verkehrs-Parameter einer Verbindung; dazu
gehören Peak-Cell-Rate sowie Sustainable-Cell-Rate






Die ATM-Anpassungsschicht ermöglicht den Transport von jeweils bis zu 65.535 Bytes
großen Datenblöcken. Die von UDP maximal übertragbare Blockgröße ist auf Grund des IP-
und UDP–Overheads entsprechend geringer. In vielen Anwendungen, insbesondere in
„Visitphone“, ist es jedoch erforderlich, zusammenhängende Daten mit einer Länge von mehr
als 64 Kilobyte über das Netzwerk zu übertragen. Daher wurde ein Mechanismus
implementiert, der eine Fragmentierung der Daten in die vom Transportdienst bereitgestellte
maximale Blockgröße bzw. das Wiederzusammensetzen der einzelnen Blöcke beim
Empfänger ermöglicht.
Dazu wurde das in [NGUY98] erarbeitete Segmentierungs-Protokoll weiterentwickelt und
verwendet. Der Paketkopf hat eine Gesamtlänge von 16 Bytes und ist in Abbildung 32
dargestellt.
Die einzelnen Felder des Segmentierungs-Protokolls haben folgende Bedeutung:
)UDPH,'
Die FrameID bezeichnet die Identifikationsnummer des Datenrahmens (Frame). Alle
gesendeten Frames werden sequentiell durchnummeriert. Dies ermöglicht die Zuordnung der
einzelnen Segmente zu einem Frame sowie eine Fehleranalyse.
6HT6XP
Dieses Feld gibt die Gesamtzahl der Segmente an, in die ein Datenrahmen zerlegt wurde. Der













Die SeqID bestimmt die laufende Nummer des Segmentes im Datenrahmen mit der
angegebenen FrameID. Da dieses zwei Byte große Feld Werte von 0 bis 65.535 annehmen
kann, können mit Hilfe des Segmentierungs-Protokolls über AAL-5 theoretisch Datenblöcke
mit einer Länge von bis zu 4 Gigabyte übertragen werden; abzüglich des Protokolloverheads
des Segmentierungs-Protokolls.
3DNHW/HQ
Dieses Feld gibt die Länge des Segmentes an. Der Protokollkopf wird dabei nicht
berücksichtigt.
'DWD/HQ
Dieses 32 Bit große Feld bezeichnet die Gesamtlänge des Datenrahmens. Der Wert entspricht
der Summe der einzelnen Paketlängen aller Segmente eines Frames.
'DWD7\SH
Im Segmentierungs-Protokoll können die Daten optional vom Nutzer typisiert werden. In
„Visitphone“ wird das Feld dazu verwendet, die Videoframes von den Audioframes zu
unterscheiden.
6HT&5&
Dieses Feld ist für eine Prüfsumme zur Erkennung von Übertragungsfehlern, die zur
Verfälschung eines Datenbits im Segment führten, reserviert. Derzeit wird es zwecks
Erreichung einer besseren Übertragungsleistung nicht verwendet.
Das Fragmentieren bzw. Defragmentieren der Datenrahmen wird durch die Funktionen
SendSeqData() bzw. RecvSeqData() erreicht.
Der Protokollkopf wird als sogenannter Trailer jeweils am Ende eines Segmentes angefügt.
Dadurch können die empfangenen Daten direkt in den von der Anwendung bereitgestellten
Puffer geschrieben werden, unter Umgehung weiterer zeitintensiver Kopieroperationen.
Dieser Mechanismus ist in Abbildung 33 dargestellt.
.DSLWHO'DV6RFNHW0RGXO
6HLWH
Die SendSeqData() – Funktion zerlegt den von der Anwendung übergebenen Datenpuffer
in mehrere Blöcke bestimmter Maximalgröße. Diesen Datenblöcken werden die Protokoll-
informationen des Segmentierungs-Protokolls angefügt und diese nun entstandenen Segmente
werden mit Hilfe der WinSock-Funktionen über das Netzwerk versendet. Die
RecvSeqData()–Funktion des Empfängers stellt dem WinSock-Interface bereits den von
der Anwendung reservierten Speicherbereich zur Verfügung. Die empfangenen Segmente
werden inklusive Trailer direkt in diesen Puffer geschrieben. Nach Empfang eines Segmentes
werden zuerst die im Protokollkopf enthaltenen Informationen überprüft. Insbesondere
werden dabei die FrameID (Nummer des Frames) und die SeqID (Nummer des Segmentes)
mit den Werten des letzten empfangenen Frames verglichen. Handelt es sich tatsächlich um
das erwartete Folgesegment, so wird auf die Ankunft weiterer Segmente des aktuellen
Datenrahmens gewartet. Andernfalls wird davon ausgegangen, dass das geforderte Segment
bei der Datenübertragung verloren gegangen ist und der gesamte Datenrahmen wird
verworfen.
Erst wenn alle Segmente eines Datenrahmens fehlerfrei empfangen wurden, wird der













Bei diesem Mechanismus wird jedes Segment direkt an den Datenbereich des letzten
empfangenen Segmentes eines Datenrahmens angefügt. Der Trailer wird überschrieben. Dazu
ist es notwendig, dass der Empfangspuffer der Anwendung entsprechend der Länge des
Protokollkopfes um 16 Bytes größer ist als die erwartete Größe des längsten Datenblockes.
 'HU'DWHQHPSIDQJLP+LQWHUJUXQG
Der Empfang von Datenpaketen ist mit Hilfe des Socket-Moduls im Hintergrund möglich,
d.h. die Ausführung des Anwendungsprogramm wird dabei durch das Warten auf
ankommende Daten nicht blockiert. Dazu wird im Hauptprogramm ein separater Empfangs-
Thread (Recv-Thread) gestartet.
Threads sind Programmfragmente, denen Prozessorzeit zugeordnet werden kann. Jedes
Programm besteht aus einem Thread, dem sogenannten Main-Thread, kann aber darüber
hinaus weitere Threads enthalten. Diesen Threads wird dabei über eine Zeitscheibe nach
bestimmten Kriterien Prozessorzeit zugeordnet und wieder entzogen. Die Ausführung der
einzelnen Programmfragmente erfolgt somit parallel.
Die Initialisierung des Empfangs-Threads erfolgt bei Aufruf der Funktion
InitRecvThread(), welche wiederum die interne Routine RecvThread() als
separaten Thread startet.
In dieser Routine wird bei Verwendung eines verbindungsorientierten Transportdienstes
zunächst durch Aufruf der Accept()–Funktion auf ankommende Verbindungs-
anforderungen gewartet. Nach erfolgtem Verbindungsaufbau wird der Empfang von
ankommenden Datenpaketen vorbereitet. Dazu wird die Funktion RecvSeqData()
verwendet, welche für die Zusammensetzung fragmentierter Pakete verantwortlich ist (siehe
Kapitel 6.5). Als Empfangspuffer wird ein vom Hauptprogramm reservierter Speicherbereich
benutzt. Nach erfolgreichen Empfang eines Datenrahmens wird eine sogenannte Callback-
Funktion aufgerufen, welche innerhalb des Hauptprogrammes definiert ist und durch
Bekanntgabe ihrer Adresse dem Empfangs-Thread zugänglich gemacht wurde. Durch den




Über entsprechende Parameter werden der Callback-Funktion weitere Informationen
mitgeteilt:
- Größe des empfangenen Datenrahmens (DataLen)
- Identifikationsnummer des Frames (FrameID)
- Typ der Daten im Frame (DataType)
Die weitere Behandlung der empfangenen Daten obliegt der Callback-Funktion. Während
dieser Zeit bleibt der Empfangs-Thread blockiert. Erst nach Beendigung der Callback-
Funktion können weitere Datenpakete empfangen werden.
Der Empfangs-Thread kann durch Aufruf der Funktion CloseRecvThread() wieder
beendet werden.
In Abbildung 34 ist der Ablauf beim Empfang von Datenpaketen im Hintergrund dargestellt.
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Im Gegensatz zu den IP-Multicast-Mechanismen sind die in ATM implementierten Punkt-zu-
Mehrpunkt-Verbindungen root-initiiert. In vielen Anwendungen, insbesondere im
Videokonferenzsystem „Visitphone“, ist jedoch ein leaf-initiiertes Multicast erforderlich, bei
welchem jeder potentielle Empfänger selbst den Beitritt in eine Multicast-Gruppe einleiten











Arbeit ein ATM-Multicast-Server implementiert. Dies ist eine 32-Bit-Windows-Anwendung,
die es ermöglicht, echte Multicast-Funktionalität auf ATM-Netzwerke abzubilden.
Ein Bildschirmausschnitt des ATM-Multicast-Servers ist in Abbildung 35 dargestellt.
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Eine Station, welche einer Multicast-Gruppe beitreten möchte, kann sich dazu am Multicast-
Server anmelden (Join). Der Server leitet daraufhin die Datenpakete des Senders an diesen
sowie alle weiteren registrierten Empfänger weiter. Es können sich beliebig viele Stationen
als Multicast-Empfänger am Server anmelden. Allerdings wird lediglich ein Sender
unterstützt, d.h. jeder eingesetzte Multicast-Server kann genau eine Multicast-Gruppe
kontrollieren.
Allen Empfängern sowie dem Sender muss die ATM-Adresse des Servers bekannt sein. Diese
Adresse hat somit den Charakter einer Gruppen-Adresse. Die Sende- und Anmelde-Adresse
des Multicast-Servers unterscheiden sich im Wert des Selektorbytes.




Da der Multicast-Server die empfangenen Pakete sofort weitersendet und somit jeder
eingehende Datenstrom einen gleich großen Datenverkehr in der Gegenrichtung erzeugt,
halbiert sich entsprechend die zur Verfügung stehende Bandbreite des Übertragungsmediums.
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Funktionell baut der ATM-Multicast-Server auf das Socket-Modul auf. Dazu wurden drei
Socket-Schnittstellen vom Typ SVCSocket definiert: 5HFYLQJ6RFNHW, 6HQGLQJ6RFNHW und
/RJJLQJ6RFNHW. Diese Schnittstellen stellen jeweils einen verbindungsorientierten SVC-
Transportdienst zur Verfügung.
Der /RJJLQJ6RFNHW benutzt den Selektor 255. Er startet einen separaten Empfangs-Thread,
welcher die Anmeldungen von potentiellen Multicast-Empfängern entgegennimmt. Ein
Empfangs-Thread wird ebenfalls vom 5HFHLYLQJ6RFNHW gestartet. Die Datenpakete, welche
auf dieser Schnittstelle empfangen werden, werden sofort dem 6HQGLQJ6RFNHW weitergereicht,
wo sie über eine ATM-Punkt-zu-Mehrpunkt-Verbindung zu allen registrierten Empfängern
















Jede Station, welche die Multicast-Datenpakete empfangen möchte, sendet an den Multicast-
Server ein 20 Bytes großes AAL-Typ-5 Paket. In diesem Paket wird die komplette ATM-
Adresse der Station eingetragen. Ein spezielles Protokoll ist derzeit nicht implementiert.
Der Server erweitert seine Punkt-zu-Mehrpunkt-Verbindung des Sending-Sockets
entsprechend der Adressinformationen und bricht die Verbindung ab. Ein Bestätigungs-Paket
wird nicht versendet. Der Empfangs-Thread wird anschließend erneut gestartet.
Da zu jeder Zeit stets nur ein Empfangs-Thread des /RJJLQJ6RFNHWV aktiv ist, wird der Server
während des Zeitraumes einer Anmeldung für weitere Verbindungsanforderungen blockiert.
Die Prozedur der Multicast-Anmeldung ist in der Funktion JoinGroup() des Socket-
Moduls implementiert. Nach Bekanntgabe der ATM-Adresse des gewünschten Multicast-
Servers übernimmt diese Funktion den Verbindungsaufbau sowie das Versenden des
Anmelde-Paketes. Ein Verlassen der Multicast-Gruppe auf Initiative des Empfängers ist
derzeit noch nicht implementiert. Zu diesem Zweck müssen die Verbindungen des Multicast-
Servers manuell zurückgesetzt werden.
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Mit dem Multicast-Server wird versucht, die IP-Multicast-Mechanismen möglichst exakt in
einem ATM-Netzwerk zu emulieren. Mit dieser Methode ist es möglich, dass eine beliebige
























Die ATM-Adresse des Servers hat dabei den Charakter einer Gruppenadresse, da über sie der
Sender mit allen Empfängern kommunizieren kann. Die Gruppenadresse ist damit jedoch
nicht allgemeingültig, sondern stets von der Hardware des Multicast-Servers abhängig und
muss den Stationen bekannt sein. Jeder Multicast-Server repräsentiert dabei genau eine
Multicast-Gruppe. Sollen in einem ATM-Netz mehrere verschiedene Gruppen gebildet
werden, so ist es notwendig, entsprechend viele Stationen als Multicast-Server einzusetzen.
Eine weitere Einschränkung des Multicast-Servers besteht bezüglich der Bandbreite. Da nur
eine physische Verbinung zwischen dem Server und der nächsten ATM-Vermittlungseinheit
für den Empfang und das Weiterleiten der Multicast-Daten benutzt wird, ist die





Die entwickelten Netzwerk-Schnittstellen wurden auf ihre Eignung für Videoübertragungen
unter unterschiedlichen Bedingungen getestet. Besonderer Augenmerk wurde dabei auf den
Vergleich der Übertragungsleistung des Native-ATM-Interfaces und des LAN-
Transportdienstes über ein ATM-Netzwerk gelegt. Dieser Vergleich lässt Aufschlüsse zu,
inwiefern auch bei anderen LAN-Anwendungen durch die Umstellung auf einen Native-
ATM-Transportdienst eine Leitungssteigerung erzielt werden kann.
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Das Testtool ist eine auf dem Socket-Modul basierende 32-Bit Windows-Anwendung, welche
ebenfalls im Rahmen dieser Arbeit erstellt wurde. Diese Software ermöglicht es, Datenpakete
bestimmter Größe wahlweise mit Hilfe des UDP-Transportdienstes, über eine vermittelte
ATM-Verbindung (SVC) oder über einen permanenten ATM-Kanal (PVC) zu senden.
Das Testtool besteht aus zwei Programmen: SOCKCLNT.EXE und SOCKSERV.EXE.
Während das Programm SOCKSERV.EXE auf eingehende Verbindungsanforderungen bzw.
Pakete wartet, initiiert SOCKCLNT.EXE den Verbindungsaufbau sowie die Übertragung der
Daten.
Übertragen werden Speicherbereiche mit einer vom Anwender gewählten Größe zwischen 0
und 65.000 Bytes. Auf der Empfänger- sowie der Senderseite werden, wenn vom Anwender
nicht anders eingestellt, die in 10-Sekunden-Zeitintervallen gemessenen Datenüber-
tragungsraten ausgegeben. Weiterhin wird beim Empfänger eine Fehlerrate angezeigt. Diese
Fehlerrate entspricht dem Verhältnis der Anzahl nicht empfangener bzw. nicht korrekt
empfangener Pakete zur Gesamtanzahl der gesendeten Pakete. Die Anzahl der tatsächlich
gesendeten Datenpakete kann auf der Empfängerseite anhand der im Segmentierungs-
Protokoll enthaltenen Frame-ID ermittelt werden (siehe Kapitel 6.5).
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Gemessen wurde die Datendurchsatzrate, d.h. die Menge an Nutzdaten, welche innerhalb
einer Sekunde effektiv über das Netzwerk übertragen werden kann. Die Effektivität einer




Zur Übertragung der Nutzdaten steht niemals die gesamte Bandbreite des Übertragungs-
mediums zur Verfügung. Es müssen stets zusätzliche Informationen, wie z.B. Empfänger-
adresse, Typ der Nutzdaten oder Prüfsummen, gesendet werden, welche als Header oder
Trailer in den Protokollen integriert sind. Erfolgt die Datenübertragung über mehrere
Protokollschichten, so summieren sich diese Zusatzinformationen zu einem sogenannten
Protocol-Overhead, welcher eine entsprechende Bandbreite beansprucht.
Bei einem Native-ATM-Datentransport wird der Protocol-Overhead aus dem der AAL5-PDU
beigefügten Trailer (8 Bytes) sowie den Zellköpfen (jeweils 5 Bytes) der Zellen, in welche die
ALL-PDU zerlegt wird, gebildet. Bei den LAN-Übertragungsdiensten über ATM kommen
entsprechend IP-Header (20 Bytes), UDP-Header (8 Bytes) und bei Verwendung eines



























Die Rechnersysteme müssen in der Lage sein, den übertragenen Datenverkehr zu verarbeiten.
Da nicht beliebig große Datenblöcke übertragen werden können, müssen diese auf der
Senderseite in kleinere Einheiten fragmentiert und beim Empfänger wieder zusammengesetzt
werden. Diese Fragmentierungs- bzw. Defragmentierungsarbeit beansprucht entsprechende
CPU-Zeit. Somit ist die Geschwindigkeit bei der Datenübertragung über ein Netzwerk stets
von der Leitungsfähigkeit der eingesetzten Prozessoren abhängig.
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Die Übertragung von größeren Paketen bedingt im allgemeinen eine höhere
Leistungsfähigkeit. Bei Verwendung kleiner Paketgrößen hat insbesondere der Protocol-
Overhead einen großen Einfluss auf den Datendurchsatz.
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Gemessen wurde die Sende- und Empfangsrate der Pakete sowie die Quote eventuell
auftretender Übertragungsfehler in Abhängigkeit von der gewählten Paketgröße bei
Verwendung unterschiedlicher Rechnersysteme.
Dabei wurden 10 Sekunden lang Pakete bestimmter Größe mit der maximalen
Geschwindigkeit über das Netzwerk übertragen. Jede einzelne Messung wurde zehn mal
wiederholt, um zufällige Störeinflüsse (z.B. Speicherauslagerung der Rechner) zu erkennen.
Als Testsysteme standen die in Tabelle 10 aufgeführten WindowsNT-Workstation-PCs mit









Diese Geräte benutzten zur Datenübertragung ForeRunner-200LE-ATM-Adapterkarten mit
einer Bandbreite von 155 Mbit. Die Rechner wurden bei den LAN- sowie ATM-SVC-Tests
über einen IBM8265-ATM-Switch miteinander verbunden. Im Gegensatz dazu wurden bei
den PVC-Messungen die Datenpakete direkt zwischen zwei PCs übertragen. Ein Switch kam
dabei nicht zum Einsatz. Diese Methode ermöglicht Aussagen über die Übertragungsleistung
der Adapterkarte unter Ausschluss sämtlicher Einflüsse einer Vermittlungseinheit (siehe
Abbildung 39).
Als MTU-Größen bei den LAN-Tests wurden die standardmäßig voreingestellten Werte 1.516




Bei den PVC-Leistungsmessungen wurden Datenpakete direkt zwischen zwei
Personalcomputer übertragen, ohne Verwendung einer Vermittlungseinheit.
Zum Einsatz kamen dabei Adapterkarten von Fore mit einer Bandbreite von 155 Mbit/s bzw.
100 Mbit/s.
In der ersten Testreihe wurden die Daten unter Verwendung einer 155 Mbit ATM-Karte von















Die grafische Darstellung der Senderate entspricht einer degressiv steigenden Kurve mit
einem Maximum bei 130 Mbit/s, welches bei einer Paketgröße von etwa 30.000 Bytes
erreicht wurde. Die Empfangsrate entspricht weitgehend der Senderate. Im Bereich von etwa
15.000 Bytes bis 50.000 Bytes traten einige Fehler auf der Empfängerseite auf, die maximal
12% der Sendeleistung erreichten. Die mittlere quadratische Abweichung der Messwerte
beträgt im Bereich der aufgetretenen Empfangsfehler etwa 3 %. In allen anderen Bereichen
schwankten die gemessenen Ergebnisse weiniger als 0,5 % um einen Mittelwert.
Die Testergebnisse unter Verwendung der Rechner Tech61 und TechDigi als Sender bzw.




























Der Graph der Übertragungsgeschwindigkeit steigt hierbei sehr steil an. Bereits bei
Verwendung einer Paketgröße von 4.000 Bytes wird die maximale Datenrate von etwa 130
Mbit/s bei der Fore-155Mbit-Karte bzw. von etwa 85 Mbit/s bei der Fore-100Mbit-Karte
erreicht. Die maximal erreichbare Übertragungsgeschwindigkeit ist somit bei Verwendung
einer ATM-PVC-Schnittstelle nicht von der Prozessorleistung der eingesetzten
Rechnersysteme abhängig und entspricht in jedem Fall etwa 85% der nominalen Bandbreite
der ATM-Adapterkarte.
Übertragungsfehler traten bei dieser Testmessung keine auf, so dass die Empfangsrate der
Senderate entspricht. Die mittlere quadratische Abweichung beträgt hierbei maximal 0,3 %.
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Abbildung 42 zeigt die gemessenen Sende-, Empfangs- und Fehlerraten bei der



























Der Graph der Senderate entspricht wieder einer degressiv steigenden Kurve, die bei
Verwendung einer Paketgröße von etwa 30.000 Bytes ihr Maximum von 75 Mbit/s erreicht.
Ab einer Paketgröße von 4.000 Bytes bzw. einer Übertragungsrate von etwa 50 Mbit/s treten
vermehrt Fehler auf der Empfängerseite auf, durch die bis zu 30% der gesendeten Daten für
den Empfänger verloren gehen.
Die Fehler resultieren aus der mangelnden Prozessorleistung des als Empfänger eingesetzten
Rechnersystems. Da die Größe eines IP-Datagrammes auf 9.180 Bytes bzw. eines Ethernet-
Rahmens sogar auf 1.516 Bytes beschränkt ist, muss zur Übertragung von größeren
Datenblöcken viel Fragmentierungs- bzw. Defragmentierungsarbeit geleistet werden, welche
entsprechende CPU-Zeit benötigt. Kann die geforderte Rechenleistung nicht zur Verfügung
gestellt werden, so ist die Netzwerk-Schnittstelle des Empfängers nicht in der Lage, den
Datenstrom mit der geforderten Geschwindigkeit der Anwendung zur Verfügung zu stellen.




























Die Fehlerrate ist starken Schwankungen unterworfen, so dass die gemessenen Werte der
Empfangsrate mehr als 30% um einen Mittelwert variieren. Eine genaue Bestimmung der
effektiven Übertragungsrate ist somit nicht möglich.
In Abbildung 43 sind die Testergebnisse in einer analogen Testumgebung bei Verwendung
eines Classical-IP-LANs grafisch dargestellt.
Im Gegensatz zum Übertragungstest über ein emuliertes LAN können in dieser
Testumgebung bis zu 110 Mbit Daten in einer Sekunde über das Netzwerk gesendet werden.
Allerdings kann auch hierbei der Empfänger nur einen Bruchteil der mit dieser
Geschwindigkeit gesendeten Daten verarbeiten. Die Fehlerrate übersteigt sogar die
Empfangsrate und beträgt bis zu 78% der Senderate. Die mittlere quadratische Abweichung
erreicht bei dieser Messreihe einen Wert von bis zu 25 %.





























Abbildung 44 zeigt die Ergebnisse der Übertragungsmessungen über ein emuliertes LAN
sowie über ein Classical-IP-LAN von Tech61 nach TechDigi.
Bei dieser Testreihe traten nur sehr vereinzelte Empfangsfehler auf. Die dargestellte
Empfangsrate ist somit mit der Senderate nahezu identisch. Die maximale Übertragungsrate
über Classical-IP liegt in dieser Testumgebung bei etwa 130 Mbit/s und über LANE bei etwa
120 Mbit/s. Die mittleren Quadratischen Abweichungen betragen jeweils weniger als 1,0 %.
Im Vergleich zu den in Abbildung 42 und Abbildung 43 dargestellten Testergebnissen liefern
die Übertragungsmessungen in dieser Testumgebung wesentlich höhere Werte bezüglich der
Übertragungsleistung. Der Rechner TechDigi mit einem leistungsfähigen PentiumII-Prozessor
war in der Lage, die gesendete Datenmenge zu verarbeiten und der Anwendung zur
Verfügung zu stellen.
Im Gegensatz zu den Native-ATM-Datentransportdiensten ist hierbei die maximale Senderate
von der Prozessorleistung der eingesetzten Sendestation abhängig. Während bei der



























Verfügung gestellte Bandbreite lediglich zu 50% ausnutzen konnte, war bei Verwendung von
Tech61 eine Steigerung der Senderate um etwa 60% möglich. Da als Ergebnis der
Fragmentierung der Datenblöcke entsprechend der Größe eines Ethernet-Rahmens lediglich
1.516 Bytes große Einheiten über die ATM-Anpassungsschicht übertragen werden, kann die
Sendegeschwindigkeit bei der LAN-Übertragung über ATM maximal den entsprechenden
Wert der Datenübertragung eines 1.516 Bytes großen AAL5-Rahmens über die PVC-
Schnittstelle erreichen.
In dieser Testumgebung konnten bei der Datenübertragung über das Classical-IP-LAN nahezu




Mit dem im Rahmen dieser Arbeit entwickelten ATM-Socket-Modul wurde eine
Programmierschnittstelle geschaffen, die den Zugriff auf die volle Leistungsfähigkeit der
ATM-Netzwerke ermöglicht. Die Daten können sowohl über eine vom ATM-Switch
vermittelte SVC-Verbindung als auch über eine permanente PVC-Verbindung gesendet
werden. Letzteres hat sich als eine sehr einfache, stabile und schnelle Methode zur direkten
Datenübertragung zwischen zwei PC-Systemen erwiesen.
Durch die Implementierung des ebenfalls im Rahmen dieser Arbeit entwickelten Multicast-
Servers konnte echte Multicast-Funktionalität auf ATM-Netze übertragen werden.
Die einfache Struktur des ATM-Socket-Moduls ermöglicht eine problemlose Integration von
Native-ATM-Transportdiensten in bestehende oder zukünftige Anwendungen. Darüber hinaus
können die Transportmöglichkeiten verschiedener Kommunikationsprotokolle ohne größeren
Implementationsaufwand gleichzeitig in einer Anwendung genutzt werden.
Abschließende Leistungstests haben ergeben, dass insbesondere bei Verwendung
leistungsschwacher Rechnersysteme Native-ATM-Datenübertragungen einen großen
Geschwindigkeitsvorteil gegenüber Datenübertragungen über LANs per ATM besitzen. Nur
mit Native-ATM war es unabhängig von den eingesetzten Personalcomputern möglich, eine
Übertragungsrate der Nutzdaten von mehr als 130 Mbit/s zu erreichen; eine Geschwindigkeit,
welche die Grenze der physikalischen Möglichkeiten der verwendeten ATM-Systeme
darstellt. Weiterhin ist derzeit nur bei Native-ATM-Transportdiensten die Vereinbarung
bestimmter Dienstqualitäten seitens der Anwendungen möglich.
Native-ATM ist in jedem Fall eine einfachere Alternative zur Verwendung des LAN-
Transportdienstes über ATM-Netze, da die Einrichtung, Konfiguration und Pflege emulierter
LANs einem gewissen Aufwand unterliegt. Allerdings sind Native-ATM-Applikationen in
ihrer Anwendung auf ATM-Netzwerke beschränkt, während LAN-Anwendungen bezüglich
ihrer Einsatzumgebung eine größere Flexibilität aufweisen.
Der größte Kritikpunkt in Bezug auf die Entwicklung von Native-ATM-Applikationen besteht
hinsichtlich der geringen Verfügbarkeit geeigneter Programmierschnittstellen. Derzeit ist
lediglich das Winsock2-ATM-API für FORE-ATM-Adapterkarten erhältlich. Andere
namhafte Hersteller von ATM-Equipment haben bisher keine vergleichbaren Schnittstellen
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veröffentlicht. Es ist zum heutigen Zeitpunkt durchaus fraglich, ob und wann dies geschehen
wird und ob die darauf entwickelte Software tatsächlich kompatibel zu allen weiteren ATM-
Plattformen sein wird. Die Lösung dieser Probleme hängt sicherlich von der zukünftigen
Verfügbarkeit reiner ATM-Installationen sowie dem daraus resultierenden Bedarf an
entsprechenden Native-ATM-Anwendungen ab.
Der im Rahmen dieser Arbeit entwickelte und implementierte ATM-Multicast-Server besitzt
derzeit lediglich einen experimentellen Status. Da mit der UNI-Signalisierung in der Version
4.0 in absehbarer Zukunft leaf-initiierte Punkt-zu-Mehrpunkt-Verbindungen bzw. eine
Gruppenadressierung in ATM-Netzwerke integriert wird, ist der Einsatz des Multicast-
Servers in seiner jetzigen Funktion als reiner Verteiler von Multicast-Datenpaketen fraglich.
Allerdings wäre eine Erweiterung des Servers mit einer komplexe Nutzerverwaltung inklusive
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Der Protokollkopf (IP-Header) hat einen festen 20 Bytes großen Teil und einen optionalen
Teil variabler Länge. Daran schließen sich die Nutzerdaten an. Ein IP-Datagramm hat eine
maximale Größe von 65.535 Bytes inklusive des Protokollkopfes.
Der Aufbau des IP-Protokollkopfes ist in Abbildung 45 dargestellt.
Die einzelnen Felder werden wie folgt definiert:
,+/
Da die Länge des Protokollkopfes nicht konstant ist, wird in diesem Feld die Header-Länge in
32-Bit-Wörtern angegeben. Der Mindestwert ist 5 und wird gesetzt, wenn das Options-Feld
nicht genutzt wird. Der Höchstwert ist 15, was die Header-Länge auf insgesamt 60 Bytes
begrenzt.
7\SHRI6HUYLFH
Anhand dieses Feldes kann eine Station verschiedene Dienste bekanntgeben, wobei mehrere
Kombination aus Zuverlässigkeit und Übertragungsgeschwindigkeit möglich sind.
$EELOGXQJ6FKHPDWLVFKH'DUVWHOOXQJGHV,33URWRNROONRSIHV
Byte
0                                         1                                        2                                         3
Time to Live Protocol














Dieses Feld enthält die Gesamtlänge des IP-Paketes inklusive des Protokollkopfes und der
Daten. Da es eine Größe von 16 Bit besitzt ist die Gesamtlänge auf 65.535 Bytes begrenzt.
,GHQWLILFDWLRQ
Dieses Feld ist erforderlich, damit festgestellt werden kann, zu welchem Datagramm das im
Datenteil des Paketes enthaltene Fragment gehört. Alle Fragmente eines Datagramms
enthalten den gleichen Identification-Wert.
'RQ¶W)UDJPHQW')
Ist dieses Bit gesetzt, so wird den Routern signalisiert, dass ein Datagramm nicht fragmentiert
werden darf. Es wird verwendet, wenn der Zielrechner nicht in der Lage ist, die Fragmente
wieder zu einem Datagramm zusammenzusetzen. Alle Maschinen müssen Fragmente von 576
Bytes oder weniger unterstützen.
0RUH)UDJPHQWV0)
Dieses Bit ist bei allen Fragmenten außer dem letzten gesetzt. Es dient der Feststellung, ob
bereits alle Fragmente eines Datagramms empfangen wurden.
)UDJPHQW2IIVHW
Dieses Feld bezeichnet die Position in einem Datagramm, an der das Fragment eingesetzt
wird. Es hat eine Länge von 13 Bit. Damit kann ein Datagramm in maximal 8.192 Fragmente
zerlegt werden.
7LPH7R/LYH
Durch dieses Feld wird die Lebensdauer der IP-Pakete begrenzt. Es wird mit einem
bestimmten Wert initiiert, der bei jeder durchlaufenen Teilstrecke entsprechend gesenkt wird.
Erreicht der Zähler den Wert 0, so wird das Paket verworfen. Damit wird verhindert, dass
Datagramme bei einer Fehlleitung durch Router ewig im Netz weiterbewegt werden.
3URWRFRO
In diesem Feld wird das Transportprotokoll identifiziert, zu welchem das Datagramm gehört.




In diesem Feld ist eine Prüfsumme, die über den gesamten Protokollkopf berechnet wurde,
abgelegt. Dadurch können Übertragungsfehler erkannt und korrigiert werden. Die Prüfsumme
muss bei jeder durchlaufenen Teilstrecke neu errechnet werden.
6RXUFH$GGUHVV'HVWLQDWLRQ$GGUHVV
Diese beiden Felder haben jeweils eine Länge von 4 Bytes und geben die Internet-Adresse des
Quell- bzw. Zielrechners an.
2SWLRQV
Das Optionen-Feld ist dafür vorgesehen, spätere Versionen des Internet-Protokolls zu
implementieren, die Informationen beinhalten, welche ursprünglich nicht unterstützt wurden.
7&33URWRNROONRSI7&3+HDGHU
Die Stationen einer TCP-Verbindung tauschen die Daten in Form von Segmenten aus. Ein
Segment besteht aus einem festen zwanzig Bytes großen Header, einem optionalen
Optionsteil variabler Länge sowie den eigentlichen Datenbytes (siehe Abbildung 46).
In einem TCP-Segment können, nach Abzug der Länge des IP-Headers und des TCP-
Segmentheaders, maximal 65.495 Bytes übertragen werden. Die TCP-Instanz entscheidet
dabei selbst, wie groß ein Datensegment ist. Sie kann Daten eines Schreibvorganges in
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$QKDQJ$3URWRNROOHXQG'DWHQVWUXNWXUHQ
6HLWH
zusammenfassen. Die maximale Segmentlänge wird von der Maximum-Transmission-Unit
(MTU) bestimmt, die eine Höchstgrenze für die Größe einer Übertragungseinheit in einem
Netzwerk angibt. Segmente ohne Daten sind ebenfalls zulässig. Sie werden für Bestätigungs-
und Steuernachrichten benutzt.
Die Felder des TCP-Protokollkopfes haben die folgende Bedeutung:
4XHOOSRUW=LHOSRUW
Die Portnummern identifizieren das Datenpaket mit dem entsprechenden Prozess, der auf der
lokalen bzw. entfernten Maschine läuft.
)ROJHQXPPHU6HTXHQFH1XPEHU%HVWlWLJXQJVQXPPHU$FNQRZOHGJPHQW1XPEHU
Die Folgenummer bezeichnet die Nummer des ersten Bytes dieses Segmentes im Datenstrom.
Die Bestätigungsnummer gibt die nächste Folgenummer an, die der Empfänger erwartet.
7&3+HDGHU/lQJH
Da das Optionen-Feld des TCP-Headers eine variable Länge aufweist, wird die Gesamtgröße
des Protokollkopfes in diesem vier Bit langen Feld angegeben. Der Wert entspricht der
Anzahl der verwendeten 32-Bit-Wörter. Die nachfolgenden sechs Bits werden nicht benutzt.
8UJHQW3RLQWHU)ODJ85*
Ist dieses Bit gesetzt, so wird die Übertragung dringender Nachrichten gekennzeichnet. Die
Zielanwendung wird somit angewiesen, alle weiteren Bearbeitungen einzustellen und den
Datenstrom der dringenden Nachrichten zu lesen.
$FNQRZOHGJHPHQW)ODJ$&.
Dieses Bit wird genutzt, um anzuzeigen, ob die angegebene Bestätigungsnummer gültig ist.
Ist es auf 0 gesetzt, so wird die Bestätigungsnummer ignoriert.
3XVK)ODJ36+
Mit Hilfe dieses Flags kann der Empfänger angewiesen werden, die Daten der Anwendung
sofort bei Ankunft zur Verfügung zu stellen und sie nicht zwischenzuspeichern. Manchmal





Dieses Bit wird benutzt, um eine Verbindung beispielsweise nach dem Absturz eines Hosts
zurückzusetzen oder auch eine Verbindungsanforderung bzw. ein ungültiges Segment
zurückzuweisen.
6\QFKURQLVDWLRQ)ODJ6<1
Zusammen mit dem Acknowledgement-Flag wird dieses Bit beim Verbindungsaufbau
benutzt, um die Nachricht als Verbindungsanforderung (CONNECTION REQUEST) bzw.
Verbindungsbestätigung (CONNECTION ACCEPTED) zu kennzeichnen.
)LQLVKHG)ODJ),1
Dieses Bit wird zum Abbau einer Verbindung genutzt. Es besagt, dass der Sender keine
weiteren Daten zu übertragen hat.
=HLWIHQVWHUJU|H:LQGRZ
Mit Hilfe dieses Feldes wird spezifiziert, wieviel Bytes der Empfänger ab der angegebenen
Bestätigungsnummer entgegennehmen kann.
3UIVXPPH
Dieses Feld enthält eine Prüfsumme, die über das gesamte TCP-Segment inklusive des
Protokollkopfes und der Daten errechnet wurde. Damit soll eine maximale Zuverlässigkeit
des TCP-Transportdienstes gewährleistet werden.
8UJHQW=HLJHU8UJHQW3RLQWHU
Dieses Feld kennzeichnet das erste Byte in diesem TCP-Segment, ab welchen dringende
Daten zu finden sind.
8'33URWRNROONRSI8'3+HDGHU
Ein UDP-Segment besteht aus einem acht Bytes großen Header und dem anschließenden
Datenteil (siehe Abbildung 47). Entsprechend des Protokolloverheads von IP- und UDP-
Header können somit maximal 65.507 Bytes große Datenblöcke übertragen werden. Ein
wichtiger Bestandteil des UDP-Headers bilden Quell- und Zielport, welche die gleiche
Funktion wie bei TCP erfüllen.
$QKDQJ$3URWRNROOHXQG'DWHQVWUXNWXUHQ
6HLWH
Die Semantik der Felder des UDP-Headers ist analog zu den entsprechenden Feldern des
TCP-Protokollkopfes.
$GGUHVV5HVROXWLRQ3URWRFRO$53
Das Adress-Resolution-Protocol (ARP) wird zur Adressenauflösung von Internet- zu ATM-
Adressen in Classical-IP-LANs verwendet. Ein beliebiger Client sendet einen entpsrechenden
ARP-Request an den ATM-ARP-Server, welcher von diesem mit Hilfe eines ARP-Replay
beantwortet wird.





































Die einzelnen Felder sind dabei wie folgt definiert:
+DUGZDUH7\S definiert das verwendete Übertragungsmedium. Durch dieses Feld kann das
ARP-Protokoll auf den unterschiedlichsten Netzen eingesetzt werden. In ATM-Netzwerken
hat dieses Feld stets den Wert 19.
3URWRNROO7\Sdient zur Identifikation des verwendeten höheren Kommunikationsprotokolls.
Für den Einsatz des Internet-Protokolls auf ATM-Basis ist der Wert 800 definiert.
7\S/lQJHGHU6RXUFH'HVWLQDWLRQ$70$GUHVVHdie ersten 6 Bits in diesem Feld geben die
verwendete Länge der entsprechenden ATM-Adresse an. Das 7. Bit legt den Typ der Adresse
fest. Ist dieses Bit mit dem Wert 0 belegt, so ist die entsprechende ATM-Adresse im NSAP-
Format gespeichert. Der Wert 1 definiert eine E.164-Adresse. Das Bit 8 dieses Feldes ist für
eine zukünftige Verwendung reserviert.
7\S/lQJH GHU 6RXUFH'HVWLQDWLRQ$706XEDGUHVVH definiert den Typ und die Länge der
ATM-Subadressen.








Mit Hilfe der Flowspec-Datenstruktur werden die QoS-Parameter beschrieben, durch welche




kann die Flowspec-Datenstruktur in drei Bereiche untergliedert werden: Source-Traffic-
Description, Level-of-Service-Guarantee und Provider-Specific-Parameters.
Der Aufbau der Flowspec-Datenstruktur ist in Abbildung 49 dargestellt.
Die Felder dieser Datenstruktur werden wie folgt bezeichnet:
/HYHORI*XDUDQWHH
In diesem Feld wird die zu verwendende Dienstqualität angegeben. Vier verschiedene
Dienstqualitäten sind derzeit definiert: Guaranteed, Predictive, Controlled-Load und Best-
Effort-Service.
*XDUDQWHHG6HUYLFH
Der Service-Provider garantiert hierbei die Einhaltung der im Feld Token-Bucket-Rate
angegebenen Übertragungsrate. Wird sie vom Sender überschritten, so kann der
überschüssige Datenverkehr entsprechend verzögert oder verworfen werden. Die Latency
wird ebenso eingehalten.
%HVW(IIRUW6HUYLFH
Bei Verwendung dieser Dienstqualität versucht der Service-Provider die in der Flowspec-
Datenstruktur angegebenen Parameter bestmöglich einzuhalten. Die Flußspezifikation dient
lediglich als Richtlinie. Garantien zur Einhaltung der Dienstqualitäts-Parameter können nicht
gegeben werden.
7RNHQ%XFNHW6L]H
Das Token-Bucket-Modell ermöglicht es, dass nur eine begrenzte Anzahl von Bytes innerhalb
eines bestimmten Zeitraumes über das Netzwerk gesendet werden können. Ein imaginärer
$EELOGXQJ$XIEDXGHU)ORZVSHF'DWHQVWUXNWXU
Byte
0                             1                             2                             3
Token Bucket Rate Token Bucket Size
Peak Bandwidth Latency
Delay Variation Level of Guarantee
Cost of Call Network Availability
$QKDQJ$3URWRNROOHXQG'DWHQVWUXNWXUHQ
6HLWH
Puffer, der Bucket, wird mit einer bestimmten Geschwindigkeit, der Token-Bucket-Rate, mit
sogenannten Token gefüllt. Soll ein Datenpaket gesendet werden, so muß sich eine
entsprechend der Paketgröße große Anzahl von Token im Bucket befinden. Die in Anspruch
genommenen Token werden anschließend aus dem Bucket wieder entfernt. Die Token-
Bucket-Size bestimmt die Größe des Buckets und wird in Bytes angegeben. Wird kein Bucket
verwendet, so enthält dieses Feld den Wert –1.
7RNHQ%XFNHW5DWH
Dieses Feld gibt die Geschwindigkeit in Bytes pro Sekunde an, mit welcher der Bucket mit
Token gefüllt wird.
3HDN%DQGZLGWK
Dieses Feld spezifiziert die maximale Übertragungsrate an, mit welcher Datenpakete über das
Netzwerk gesendet werden dürfen. Der Wert des Feldes wird in Bytes pro Sekunde
angegeben.
/DWHQF\
Die Latency gibt die maximale Zeitverzögerung bei der Übertragung eines Bits vom Sender
zum Empfänger in Microsekunden an.
'HOD\9DULDWLRQ
Werden Daten mit zeitlicher Korrelation zwischen Sender und Empfänger übertragen, so kann
dieses Feld benutzt werden, um den Abstand zwischen minimaler und maximaler
Zeitverzögerung anzugeben, mit welcher ein Datenpaket übertragen wird.
&RVWRI&DOO
Dieses Feld wird derzeit nicht benutzt und steht einer zukünftigen Verwendung zur
Verfügung.
1HWZRUN$YDLODELOLW\
Dieses Feld wird vom Service-Provider gesetzt und dient der Identifikation, ob das











































































































































50 1605 1589 1617 7 0,44% 1608 1592 1622 7 0,40% 0,00 0
100 3199 3169 3218 14 0,44% 3200 3173 3224 16 0,49% 0,00 0
250 7771 7689 7831 34 0,43% 7776 7676 7856 42 0,54% 0,00 0
500 14895 14721 14982 43 0,29% 14902 14790 14993 49 0,33% 0,00 0
750 21272 21020 21418 71 0,33% 21283 21043 21456 88 0,41% 0,00 0
1000 27050 26787 27235 102 0,38% 27038 26710 27276 115 0,43% 0,00 0
2000 44470 44055 44721 116 0,26% 44535 44174 44776 139 0,31% 0,00 0
4000 67713 67057 67935 145 0,21% 67719 67038 67985 194 0,29% 0,00 0
6000 77669 76805 78072 209 0,27% 77702 76785 78125 220 0,28% 0,00 0
8000 86284 85437 86582 182 0,21% 86341 85457 86609 212 0,25% 0,00 0
10000 93722 92626 93946 235 0,25% 93728 92673 93970 238 0,25% 0,00 0
12000 101334 100370 101546 202 0,20% 101379 100291 101715 262 0,26% 0,00 0
14000 107215 106155 107418 212 0,20% 107243 105985 107472 252 0,23% 0,01 14
16000 111427 110312 111712 224 0,20% 111479 110457 111730 212 0,19% 0,00 2
18000 115678 114501 116005 237 0,21% 111410 106090 116025 2588 2,32% 3,69 4264
20000 118311 117080 118548 255 0,22% 110780 104364 118425 2964 2,68% 6,42 7590
22000 121592 120567 121836 206 0,17% 118202 115075 121707 2139 1,81% 2,83 3436
24000 124576 123572 124862 215 0,17% 118802 113362 124356 2224 1,87% 4,66 5810
26000 127156 126069 127444 221 0,17% 114233 113054 118293 820 0,72% 10,19 12958
28000 127970 127069 128228 208 0,16% 116022 115410 116950 446 0,38% 9,33 11933
30000 129352 128309 129627 218 0,17% 113263 112068 114341 647 0,57% 12,40 16038
32000 129995 129054 130110 188 0,14% 113850 112155 115178 763 0,67% 12,40 16118
34000 129965 129374 130037 118 0,09% 119338 118621 120439 408 0,34% 8,16 10608
36000 129975 129921 129991 11 0,01% 121158 120736 121664 192 0,16% 6,76 8785
38000 130108 130106 130112 3 0,00% 122191 121195 122768 384 0,31% 6,09 7921
40000 130052 130050 130057 3 0,00% 123606 122982 124137 283 0,23% 4,94 6425
42000 129944 129459 130010 97 0,07% 124116 123674 124690 265 0,21% 4,48 5822
44000 130083 129879 130119 41 0,03% 125279 124868 125693 283 0,23% 3,67 4771
46000 129978 129227 130071 150 0,12% 126276 125263 127096 326 0,26% 2,80 3641
48000 130025 129972 130035 11 0,01% 127175 126549 127711 284 0,22% 2,19 2845
50000 130111 130097 130123 8 0,01% 127521 126941 128073 242 0,19% 1,98 2580
52000 130076 130063 130090 10 0,01% 128176 127836 128473 133 0,10% 1,47 1908
54000 130025 130005 130033 4 0,00% 128033 127777 128367 170 0,13% 1,53 1992
56000 130106 130097 130119 8 0,01% 128596 128092 128923 168 0,13% 1,17 1517
58000 130076 130056 130085 7 0,01% 128617 128273 128862 169 0,13% 1,13 1467
60000 130042 130026 130049 3 0,00% 128816 128526 129276 129 0,10% 0,95 1235
62000 130115 130093 130123 4 0,00% 129266 128973 129505 162 0,13% 0,66 854
64000 130080 130066 130097 13 0,01% 129334 128985 129635 201 0,16% 0,57 739












































































































































50 1999 1975 2030 17 0,87% 2000 1968 2031 19 0,93% 0,04 1
100 3924 3882 3987 28 0,72% 3920 3864 3984 33 0,84% 0,05 2
250 9359 9225 9506 70 0,75% 9360 9274 9509 64 0,68% 0,00 0
500 16802 16616 16995 98 0,58% 16812 16623 16982 103 0,61% 0,07 11
750 22930 22690 23206 127 0,55% 22922 22719 23197 133 0,58% 0,09 20
1000 28228 27977 28696 197 0,70% 28174 27700 28685 221 0,78% 0,15 43
2000 34771 34450 35181 173 0,50% 34586 33638 35279 314 0,91% 0,55 191
4000 48895 48523 49280 238 0,49% 46077 36641 49199 3781 8,20% 5,77 2822
6000 52901 52539 53528 306 0,58% 47694 34444 53153 5250 11,01% 9,81 5190
8000 58676 58208 59260 329 0,56% 48248 33558 56358 5897 12,22% 17,74 10407
10000 62730 62236 63229 302 0,48% 51968 30922 60639 8233 15,84% 17,15 10759
12000 62967 62493 63599 319 0,51% 55044 30540 63390 9072 16,48% 12,62 7943
14000 65951 65524 66776 348 0,53% 55400 29858 66357 9519 17,18% 15,97 10535
16000 68327 67863 69191 380 0,56% 54246 28723 67423 9785 18,04% 20,54 14034
18000 68035 67469 68917 447 0,66% 58087 25580 68681 11893 20,48% 14,68 9986
20000 69603 68820 70437 498 0,72% 59217 26052 69862 12335 20,83% 15,16 10553
22000 70713 69827 71734 481 0,68% 58395 25736 70089 12074 20,68% 17,38 12286
24000 70384 68978 71380 475 0,67% 54474 21741 71015 17579 32,27% 22,63 15931
26000 71465 70889 72269 370 0,52% 56293 21075 71369 18837 33,46% 21,30 15222
28000 72455 71644 73346 390 0,54% 55884 21033 72902 19020 34,04% 22,92 16609
30000 72017 71194 72810 387 0,54% 55630 19679 72760 19134 34,40% 22,83 16440
32000 72977 72192 73820 324 0,44% 54820 18617 73670 18920 34,51% 24,88 18159
34000 73786 73027 74341 298 0,40% 54653 17018 73654 19610 35,88% 25,94 19138
36000 73267 72688 73893 285 0,39% 57244 17289 73151 16309 28,49% 21,95 16084
38000 73998 73443 74674 310 0,42% 58329 16542 73588 17403 29,84% 21,20 15688
40000 73626 73185 74279 275 0,37% 57876 15291 73251 17749 30,67% 21,40 15757
42000 73754 73122 74651 350 0,47% 58707 16676 73470 17058 29,06% 20,50 15117
44000 74157 73361 74835 374 0,50% 59148 17676 74048 17289 29,23% 20,33 15077
46000 73760 72938 74339 390 0,53% 57545 16544 72988 17740 30,83% 22,01 16234
48000 74236 73541 74872 375 0,50% 56509 16813 73125 17452 30,88% 23,91 17749
50000 74586 73892 75262 491 0,66% 53818 17044 72822 16680 30,99% 27,90 20806
52000 73971 73213 74777 426 0,58% 52548 17338 72933 16792 31,96% 29,02 21466
54000 74485 73925 75165 360 0,48% 54313 15950 73538 16826 30,98% 27,17 20238
56000 74720 73995 75456 417 0,56% 51197 13644 74600 18308 35,76% 31,54 23566
58000 74189 72716 75230 590 0,80% 50758 14058 74871 18206 35,87% 31,56 23411
60000 74826 73982 75598 445 0,60% 52892 13539 74501 17454 33,00% 29,30 21924
62000 75113 74100 75867 492 0,66% 50328 16397 74660 16019 31,83% 33,06 24830
64000 74605 74020 75491 429 0,58% 55371 36335 74712 12359 22,32% 25,81 19252












































































































































50 3529 3489 3573 19 0,54% 3529 3490 3569 19 0,53% 0,00 0
100 6917 6850 6999 37 0,54% 6912 6849 7003 36 0,53% 0,00 0
250 16654 16506 16804 79 0,47% 16648 16475 16801 80 0,48% 0,00 0
500 30370 30124 30618 131 0,43% 30354 30113 30594 124 0,41% 0,00 1
750 42757 42478 43132 150 0,35% 42692 42301 43160 168 0,39% 0,00 0
1000 52960 52296 53505 338 0,64% 52882 52094 53653 382 0,72% 0,00 0
2000 70854 69421 72205 745 1,05% 70866 69259 72068 804 1,13% 0,00 0
4000 107295 106261 108376 624 0,58% 107154 106078 108231 658 0,61% 0,00 0
6000 117792 117078 118613 398 0,34% 117738 116920 118570 410 0,35% 0,00 0
8000 126535 125812 126724 150 0,12% 120085 119393 120700 372 0,31% 5,05 6384
10000 116442 115625 117146 512 0,44% 116425 115539 117093 538 0,46% 0,00 0
12000 118574 117482 119468 469 0,40% 118584 117450 119493 431 0,36% 0,00 0
14000 121813 120788 122538 399 0,33% 121691 120804 122368 366 0,30% 0,00 1
16000 122331 121176 123007 490 0,40% 122269 121162 122937 516 0,42% 0,00 0
18000 124193 123244 125029 394 0,32% 124126 122934 124832 427 0,34% 0,00 1
20000 124156 123428 124928 374 0,30% 124059 123375 124828 362 0,29% 0,00 1
22000 125408 124671 126056 307 0,25% 125355 124575 126001 296 0,24% 0,00 0
24000 126477 125718 127224 355 0,28% 126373 125606 127031 347 0,27% 0,01 11
26000 125548 124906 126063 281 0,22% 125500 124962 126059 305 0,24% 0,00 3
28000 125176 124653 125713 296 0,24% 125140 124643 125671 311 0,25% 0,00 0
30000 127617 127214 127905 198 0,15% 127537 127078 127804 164 0,13% 0,00 0
32000 128096 127917 128492 144 0,11% 127983 127750 128425 162 0,13% 0,00 0
34000 129007 128942 129088 33 0,03% 128969 128854 129120 82 0,06% 0,00 0
36000 129214 129162 129232 10 0,01% 129093 129009 129178 51 0,04% 0,00 0
38000 129028 129008 129088 23 0,02% 128920 128843 129021 53 0,04% 0,02 21
40000 129023 129020 129035 4 0,00% 128934 128843 129031 47 0,04% 0,00 0
42000 129182 129173 129190 6 0,01% 129064 128985 129150 46 0,04% 0,00 0
44000 129169 129140 129174 8 0,01% 129085 129009 129146 36 0,03% 0,00 0
46000 128641 128634 128670 8 0,01% 128562 128440 128656 58 0,04% 0,00 0
48000 129045 128998 129060 15 0,01% 128940 128850 129000 53 0,04% 0,00 0
50000 129061 129043 129121 15 0,01% 128961 128867 129062 59 0,05% 0,02 19
52000 129176 129169 129190 8 0,01% 129106 128984 129187 57 0,04% 0,00 0
54000 129172 129162 129189 12 0,01% 129076 129009 129178 51 0,04% 0,00 0
56000 129072 129070 129076 3 0,00% 128975 128887 129062 44 0,03% 0,00 0
58000 129063 129059 129082 5 0,00% 128964 128868 129050 51 0,04% 0,00 0
60000 129175 129152 129182 5 0,00% 129098 129000 129187 44 0,03% 0,00 0
62000 129190 129173 129245 17 0,01% 129095 128989 129182 68 0,05% 0,02 19
64000 129171 129166 129191 5 0,00% 129060 129000 129150 52 0,04% 0,00 0






Das Socket-Modul wurde durch das Klassenkonzept der Programmiersprache C++ realisiert.
Die Klasse CSocket bildet dabei eine Basisklasse, die alle zum Zugriff auf die
Übertragungsmöglichkeiten einer Netzwerkschnittstelle notwendigen Funktionen deklariert.





    YLUWXDOLQW Open(LQW,LQW);
    YLUWXDOYRLG Close();
    YLUWXDOLQW Connect(FKDU *name,LQW);
    YLUWXDOLQW Accept();
    YLUWXDOYRLG Disconnect();
    YLUWXDOLQW JoinGroup(LPSTR addr);
    YLUWXDOLQW LeaveGroup(LPSTR addr);
    YLUWXDOLQW SendData(LPSTR buf, WORD len);
    YLUWXDOLQW RecvData(LPSTR buf, WORD len, DWORD *bytes);
};
Die Open()-Funktion der Klasse CUDPSocket überschreibt die gleichnamige Funktion der
Vaterklasse. Als Parameter werden dabei die Portnummer und die Adapter-ID spezifiziert, die
es ermöglicht, die UDP-Datenpakete wahlweise über ein emuliertes LAN, Classical-IP-LAN
oder herkömmliches LAN zu versenden.
Obwohl der UDP-Übertragungsdienst zur Gruppe der verbindungslosen Datenübertragungen
zählt, wurde in der CUDPSocket-Klasse die Funktion Connect() implementiert. Mittels
dieser Funktion findet jedoch kein formaler Verbindungsaufbau statt, sondern werden
lediglich der Name bzw. die Internet-Adresse sowie die Portnummer des Kommunikations-
partners intern gespeichert, um diese Daten später der SendData()-Funktion zugänglich zu
machen.
FODVV CUDPSocket: SXEOLF CSocket
{
SXEOLF
    LQW Open(LQW port,LQW adapter);
    LQW Connect(FKDU *name,LQW port);
    LQW SendData(LPSTR buf, WORD len);
    LQW RecvData(LPSTR buf, WORD len, DWORD *bytes);
    LQW JoinGroup(LPSTR addr);




Bei den Native-ATM-Übertragungsdiensten ist die Bedeutung der Parameter der Open()-
Funktion von der Art der ATM-Verbindung abhängig. Bei einer vermittelten ATM-
Verbindung (Klasse CSVCSocket) werden Selektor der ATM-Adresse sowie die maximale
Bitrate, mit welcher die Daten übertragen werden, übergeben, während bei Verwendung einer
fest geschalteten Verbindung (Klasse CPVCSocket) die Pfad- bzw. Kanalidentifikation des
zu öffnenden virtuellen Pfads bzw. Kanals gefordert werden.
FODVV CSVCSocket: SXEOLF CSocket
{
SXEOLF
    LQW Open(LQW sel,LQW bitrate);
    LQW Accept();
    LQW Connect(FKDU *name,LQW sel);
LQW JoinGroup(LPSTR addr);
};
FODVV CPVCSocket: SXEOLF CSocket
{
SXEOLF
    LQW Open(LQW vpi,LQW vci);
};
Die Funktion SendSeqData() ist für das Zerlegen eines Pufferbereiches in maximal 64
Kbyte große Fragmente sowie für das Versenden dieser Fragmente über das Netzwerk
verantwortlich. Jedes dieser Fragmente wird dabei mit einem Trailer versehen, in welchem
Informationen bezüglich der Segmentnummer (SeqID), Identifikationsnummer des Frames
(FrameID) sowie Größe des Frames (PaketLen) enthalten sind.
LQW CSocket::SendSeqData(LPSTR buf,DWORD len,WORD type)
{
VWUXFW SeqHeader header;




header.SeqSum = (WORD)((len-1)/DataSize + 1);
header.DataLen = len;
header.DataType = type;















Die Funktion RecvSeqData() wird auf der Empfängerseite gestartet und setzt empfangene
Fragmente zu einem kompletten Frame wieder zusammen. Erst wenn alle Fragmente des
Frames empfangen werden konnten, wird der Empfangspuffer für die Anwendung
freigegeben. Andernfalls wird der Wert FRAME_ERROR zurückgegeben.






FRQVWXQVLJQHGLQW SeqHeaderSize = sizeof(struct SeqHeader);
LQW result;
LPSTR ptr = buf;
BOOL firstPaket = TRUE;
LI (len < (DWORD)SeqSize) BufferSize = (WORD)len;
HOVH BufferSize = SeqSize;
GR {
3DNHWHPSIDQJHQ
LI ((result = RecvData(ptr,BufferSize,&DataSize)) != 0)
UHWXUQ result;
3DNHWJURJHQXJIU+HDGHU"
LI (DataSize < SeqHeaderSize)
UHWXUQ FRAME_ERROR;
+HDGHUDXVOHVHQKLHUDOV7UDLOHUDP3DNHWHQGH
header = (SeqHeader *)&ptr[DataSize-SeqHeaderSize];
3DNHWNRPSOHWWHPSIDQJHQ"
LI (DataSize < header->PaketLen+SeqHeaderSize)
UHWXUQ FRAME_ERROR;
JHQJHQG3XIIHUIU)UDPHEHUHLWJHVWHOOW"
LI (len < header->DataLen+SeqHeaderSize)
UHWXUQ BUFFER_OVERFLOW;
HUVWHV3DNHWLQHLQHU6HTXHQ]"


















LI ((header->FrameID != lastPaket.FrameID) ||
(header->SeqSum != lastPaket.SeqSum) ||



















Auf der Empfängerseite kann der Datenempfang im Hintergrund erfolgen. Dazu wird die
Funktion InitRecvThread() aufgerufen, die wiederum die Funktion RecvThread()
als separaten Thread startet.
Zuerst wird durch Aufruf der Accept()-Funktion auf ankommende Verbindungs-
anforderungen gewartet. Nach entsprechenden Verbindungsaufbau werden über die
RecvSeqData()-Funktion fragmentierte Datenpakete empfangen und die Anwendung wird
durch Aufruf einer Callback-Funktion über den Datenempfang informiert. Die Pakete werden
dabei in einen von der Anwendung bereitgestellten Puffer geschrieben. Über die Callback-
Funktion kann die Anwendung dem Empfangs-Thread einen neuen Speicherbereich
zuweisen. Dies erleichtert beispielsweise die anwendungsseitige Implementation von
Ringpuffern. Wird jedoch der Wert NULL als Rückgabeparameter verwendet, so werden die
Empfangsdaten weiterhin in den bisher benutzten Puffer geschrieben.
Im Falle eines festgestellten Empfangsfehlers wird der Empfangs-Thread automatisch beendet
und die Anwendung darüber entsprechend informiert. Andernfalls ist der Thread solange






    LQW result;
    DWORD bytes;
    WORD type,id;
EHUJHEHQH3DUDPHWHU
    WORD *msg = recv->Msg;
    LPSTR buffer = recv->Buffer, ptr;
    DWORD len = recv->Len;
    CSocket *socket = recv->Socket;
    LPSTR (__stdcall * routine)(WORD,WORD,DWORD) = recv->Routine;
9HUELQGXQJDN]HSWLHUHQ
LI ((result = socket->Accept()) != 0)
)HKOHUEHLP9HUELQGXQJVDXIEDX
        *msg = (WORD)result;
      HOVH {
 HUIROJUHLFK&RQQHFWHG
    IRU(;;) {
 (PSIDQJHQHLQHV3DNHWHV
    LI ((result = socket->RecvSeqData(buffer,len,&bytes,&type,&id))
= 0) {
                LI (result != FRAME_ERROR) {
                    *msg = (WORD)result;
                    break;
                }
    }
            HOVH {
                ptr = routine(type,id,bytes);
                LI (ptr != 18//) buffer = ptr;
            }
    }
    }
    socket->ThreadHandle = 18//;
    ExitThread(0);
    UHWXUQ 0;
}
'DQNVDJXQJ
Diese Arbeit wurde am Lehrstuhl „Rechnernetze und Verteilte Systeme“ des Instituts für
Informatik der Universität Leipzig angefertigt.
Herzlich danken möchte ich:
Herrn 3URI'U,QJ:*6SUXWK
für die Vergabe der Aufgabenstellung sowie für die Annahme dieser Arbeit,
Herrn 3URI'U.,UPVFKHU
für die wertvollen Diskussionen sowie für die konstruktive Kritik während ihrer
Fertigstellung,
Herrn 'U.+lQJHQ
für die Betreuung der Arbeit sowie für die schnelle Hilfe bei auftretenden Problemen.
(UNOlUXQJ
Ich versichere, dass ich die vorliegende Arbeit selbständig und nur unter Verwendung der
angegebenen Quellen und Hilfsmittel angefertigt habe.
Leipzig, 4. Februar 1999
