We study a smoothing effect of a non-linear degenerate parabolic problem, the Vlasov-Poisson-Fokker-Planck system, in three dimensions. We prove that a solution gives rise actually to very smooth macroscopic density and force field for positive time. This is obtained by analyzing the effect of the Fokker-Planck kernel on the force term in the Vlasov equation and using classical convolution inequalities.
Introduction
We consider the Vlasov-Poisson-Fokker-Planck system
E(t, x) = 1 |S N −1 | x |x| N * x ρ(t, x), ρ(t, x) = R N f (t, x, v) dv,
The function f (t, x, v) ≥ 0, t ≥ 0, x, v ∈ R N , is the unknown microscopic density, ρ(t, x) is the unknown macroscopic density, and E(t, x) is the unknown force field given implicitely by the Poisson equation (3), (4) . The numbers σ > 0, β > 0 are parameters, and ω = ±1 depends on the type of forces considered (repulsive or attractive).
We proved in [3] the existence and uniqueness of a solution with a locally bounded force field, in three dimensions and when f 0 ≥ 0 satisfies some quite natural bounds. In [3] one may find references and various other questions related to that system and preliminary results. Here we deal with weak solutions as those built by E. Hörst [6] , or R.J. DiPerna and P.L. Lions [4] for instance. Existence of a classical solution to the Vlasov-Poisson equation was recently proved by several authors, P.L. Lions and B. Perthame [7] , K. Pfaffelmöser [8] , J. Schaeffer [9] , J. Batt and G. Rein [1] . But no smoothing effect can hold for this case which contains no diffusion term.
Here we prove that for any positive time the macroscopic density ρ(t, x) and the force field E(t, x) are smooth functions of x. This property is inherited from the particular structure of the Fokker-Planck operator v · ∇ x f − β div v (vf ) − σ∆ v f . Although it is degenerated, it provides a smoothing effect related to its hypoellipticity.
The fundamental step in our proof is to estimate the quantities
in terms of the given force field E. This is achieved using as in P.L. Lions, B. Perthame [7] , F. Bouchut [3] , the idea that the term div v (Ef ) in (1) should be considered as a source term. Then, precise estimates of the action of the FokkerPlanck operator on this source term provides the desired estimates on (5). These estimates are based on the fundamental remark that the Fokker-Planck operator acts like a convolution when considering macroscopic quantities, that is to say averages in v.
The main result is the following Theorem 1.
Assume N = 3, and let f 0 satisfy the energy estimates
Then there exists a weak solution of (1)- (4) such that for all finite T we have the following
Notice that this theorem cannot be obtained by general arguments because the existence result in [4] just gives
). This is a consequence of the energy bounds (6) which still hold for f (t, .) if t ∈ [0, T ] (with a bound depending on T ). In the context of the bounds (7) and (8), δ cannot be zero. Indeed, when f 0 only satisfies (6), each quantity in (7) or (8) may be infinite when t = 0 (except for p = 5/3 or r = 15/4). Section 2 is devoted to introducing comments, Section 3 is devoted to Sobolev estimates for ρ and E, in terms of powers of the time variable, and Section 4 is dedicated to the proof of Theorem 1.
An introducing simplified problem
We recall some estimates on the Fokker-Planck kernel G(t, x, v, ξ, ν), that will be used in the proof of Theorem 1. Let us consider the problem
We aim to write some smoothing properties for this linear equation. Introducing the explicit Green function G(t, x, v, ξ, ν), the solution is given by
where G is given by
Formula (11) is valid for f 0 ∈ S ′ (R 2N ), the space of tempered distributions (the integral in (11) must be understood as the natural duality), and f is unique in the class
Representation (11) gives in a straight forward way, the regularity
Indeed, it is a consequence of Lemma 1.
For any n ∈ N, k ∈ N, α, γ multi-indices, 0 < ε < T < ∞, we have
An easy consequence of this is that
This justifies a differentiation in (11), to get
thus any derivative in t, x, v of f is a slow growth function in (x, v) in the domain 0 < ε ≤ t ≤ T < ∞. This proves (17). A more systematic approach is developed, for the class of so-called hypoelliptic operators, in L. Hörmander [5] for example, and could be used to deduce from Theorem 1 that actually f (t, x, v) is smooth in t, x, v for t > 0. But we can also write some smoothing effects in
where C 0 is the space of continuous functions which tend to zero at infinity (endowed with the supremum norm).
To understand the point of view of Section 3, we also give some smoothing effects in terms of the density. This turns out to be the corner stone of the boot-strapping argument required to treat a non-linear coupling with Vlasov equation. Integrating (11) with respect to v, we obtain, for the "ahead of time average", the formula
. formula (21) illustrates that the solution operator acts on the density just like a convolution by a Gaussian in the space variable. This directly gives the smoothing effect.
Sobolev estimates for ρ and E, in terms of powers of the time variable
In this section we consider the problem (1), (2) with an initial datum f 0 and a given field E such that
and we define ρ and E as in (3) . Condition (24) is only required to justify transformations in integral expressions. Indeed we aim to bound expressions like (5) by some constant of the type ess sup
where α ≥ 0 and r ∈ [1, ∞]. Then assumption (24) can be relaxed when considering approximate solution to the Vlasov-Poisson-Fokker-Planck equation (the weak solution considered is a limit of approximate strong solutions). As in P.L. Lions, B. Perthame [7] , and F. Bouchut [3] , we write a splitting for the solution f of (1),
We define the "ahead of time averages" for λ ≥ 0
and the induced fields
We agree with the convention that a missing index λ means that λ = 0. In fact, f 1 is the solution of (9), (10) considered in Section 2, so that ρ 1 λ is given by (21). For the second part we obtain as in [3] 
with
Let us now estimate the first term. We keep the problem (1)-(4) in mind, and observe that when f 0 satisfies (6), we have
This bound is actually enough to estimate some expression like (5). For any parameter 1/p ∈ [−1/N, 0[ we use the convention
with −α/N = 1/p.
Lemma 2.
Proof of Lemma 2. We apply the convolution inequalities in L p spaces and C 0,α spaces (which are precisely stated in [3] , (32), (33)) on expression (21) giving ρ 1 λ . For simplicity we just treat the case 1/p ≥ 0. We have
with 1/p = 1/p 0 − 1/l, and the right-hand-side of the above formula is
which concludes the proof of (37).
Notice that Lemma 2 can also give some bound on E 1 by Sobolev injection applied to (31). Namely, when (37) holds, and if 1 < p < N or N < p < ∞ then
with 1/k = 1/p − 1/N . This remark leads to Lemma 3.
The gradient of E 1 is given by
We can apply ∂
to the second term of the convolution in (21), so that by the boundedness of this operator on L k (1 < k < ∞) we obtain Lemma 4.
Now we are ready to write two lemmas which take into account the force term.
Lemma 5.
Assume N ≥ 2, and (24). When the parameters r, α, p, δ, q satisfy
we have
Lemma 6.
Assume (24). When the parameters r, α, p, δ, q satisfy
In Lemma 6, 1/q can be negative.
These two lemmas are variations of Propositions 1 and 2 respectively in [3] , and are proved in the same way, using that for any
Thus we only prove Lemma 5. We have the elementary estimate on M λ
and the maximum principle gives
Denote by S the supremum in the r.h.s. of (41). Formula (33) can be bounded as follows
so by Minkowsky's inequality and convolution inequality, setting 1/l = 1/pr
Finally, (44) leads to (41).
As it was underlined in Lemma 4, the behaviours of ∂ E/∂x j and ρ λ are quite similar. In this spirit we can write a version of Lemma 6 with
in the left-hand-side of (43). In fact we have a formula equivalent to (32) which is
Proof of Theorem 1
We are going to improve the method used in [3] with the help of Lemmas 5 and 6 which provide a nice behaviour of the second term in the splitting (26). We obtain precisely for the whole solution the same exponents as those obtained in Lemmas 2, 3, 4 for the weighted estimates of the first term.
When equation (4) holds, (41) allows us to bound K r,α by a boot-strap argument, as soon as 15/4 ≤ r < 6. Thus combining (41) and (43), another boot-strap bounds K r,α for some r > 6. The last step is to obtain a priori bounds for all quantities in (7) and (8), by Lemma 6 and by the invariance of the system by time translation. This concludes the proof since we know that a weak solution can be obtained for our system as a limit of solutions of a modified system where (4) becomes
and ζ is a smooth function, which tends to a Dirac mass.
First step. We prove that for 15/4 ≤ r < 6, K r,9(4/15−1/r)/2 (T ) is bounded.
We know a priori that
which is bounded, by the energy estimates (6) . Now choose in Lemma 5 p = 5/3, α = 9(4/15 − 1/r)/2, δ = 0, 1/q > 3/5r ′ − 2(2/3 − 1/r)/3 (nearly equal) so that r < q < 6. We obtain
Hence since by Lemma 3
we get sup
But by interpolation we have for some θ < 1
because K 15/4,0 ≤ C, and by (4), K q,6/5−9/2q is bounded by the l.h.s. of (48). Estimate (49) concludes the first step.
Second step. We prove that if r > 6 is close enough to 6, K r,6/5−9/2r (T ) is bounded.
Choose in Lemma 6 α = 6/5 − 9/2r, p = 5/3, δ = 0, q = 5r ′ /3. We get as soon as 6 < r < 45/2
Choose in Lemma 2 p = 5r ′ /3, p 0 = 5/3. We obtain
and since 7/10 − 3/2r ≥ 27/10r, it yields with (50)
Now choose a parameter p ∈ [5/3, 5r ′ /3]. By interpolation with (51) we find
with θ = r(1 − 5/3p) (because ||ρ λ (t, .)|| 5/3 is bounded). In Lemma 5, choose an exponent R < 6, close to 6 (called r in Lemma 5), α = 6/5 − 9/2R, p chosen below, δ = (7/10 − 3/2r)θ, q = r. We obtain thanks to the first step, as soon as conditions (40) are fulfilled
with γ = 6/5 − 9/2R + (7/10 − 3/2r)θ/R ′ − 9(1/r − 1/pR ′ − 2/3R + 4/9)/2.
We conclude as soon as γ ≤ 6/5 − 9/2r. This last condition and (40) can be respectively reformulated as follows
Thus it is possible to satisfy them if we take for example
choosing b 1 and b 2 > 0, and r close to 6.
Third step. Obtaining the bounds in Theorem 1.
We now know that K r,6/5−9/2r is bounded for some r > 6, thus we deduce from (52) that, if 5/3 ≤ p < 2, we have
Suppose (53) for some p ≥ 5/3. Then we can apply Lemma 6, with r > 6 (close to 6), δ > 27/10 − 9/2p (nearly equal), α = 6/5 − 9/2r, q = pr ′ . We must check that α + δ/r ′ < 1. It will be possible to choose r and δ such that this inequality holds as soon as it is true for the extremal value of r and δ, namely if p < 75/34. The conclusion is that sup
for some γ ≤ α + δ/r ′ . But if r is close to 6, and δ close to 27/10 − 9/2p, α + δ/r ′ is close to 27/10 − 9/2q, so that (53) holds true with q instead of p. An iteration procedure leads to the conclusion that (53) holds for all p ∈ [5/3, 45/17[. We observe that we cannot go further with this method, since the integrability condition α + δ/r ′ < 1 in Lemmas 5 and 6 is not satisfied for larger p. To avoid this difficulty, consider for ε > 0
The function f ε is again a solution of our system, the initial datum is changed but satisfies the same energy estimates (6), uniformly for ε bounded. Thus the above conclusions show that
In (55), r is larger than 6, and close enough to 6 (as in the second step). We have now avoided the exponents problem. Apply Lemma 6 to f ε , with p < 45/17, (α = δ = 0). We find
with δ > 27/10 − 9/2p. But by Lemma 2 (p 0 = 5/3) we have
Now for t ∈]0, T ] choose ε = t/2. We find ||ρ λ (t, .)|| q = ||ρ ε λ (t/2, .)|| q ≤ Cε −(6/5 − 9/2r + δ/r ′ ) + Ct −(27/10−9/2q) .
But if r ≃ 6 and δ ≃ 27/10 − 9/2p then 6/5 − 9/2r + δ/r ′ ≃ 27/10 − 9/2q. We obtain consequently for q ≃ 6p/5 ∀γ > 27/10 − 9/2q, sup 0 ≤ t ≤ T λ ≥ 0 t γ ||ρ λ (t, .)|| q ≤ C.
Itering again, we obtain that (53) is valid for all p ∈ [5/3, ∞] (the case p = ∞ is obtained because we can take q = ∞ in Lemma 6, as soon as 1/pr ′ < 1/9 − 2/3r, even if p < ∞). By Sobolev injection we get also ∀δ > 6/5, sup 
The technique just used above can be applied to obtain the C 0,α continuity of ρ λ . Namely, for 0 < α < 1/3, we obtain from Lemma 6 (applied to f ε with r = ∞, Choosing ε = t/2, it yields ∀η > 39/10, sup 0 ≤ t ≤ T λ ≥ 0
and by interpolation between L ∞ and C 0,α for someα ≃ 1/3 we get ∀δ > 27/10 + 18α/5, sup 0 ≤ t ≤ T λ ≥ 0 t δ ||ρ λ (t, .)|| C 0,α ≤ C.
Estimates on ∂ E/∂x j are obtained exactly in the same manner, as it was announced after Lemma 6.
It is interesting to observe that in Lemma 6, the best Hölder exponent we can get is 1/3. Indeed estimate (45) on M λ is not meaningful if 1/r < 0. Another one in terms of Hölder spaces (or in termes of L p spaces for the derivatives of M λ ) would be consequently of great interest, but it cannot be carried out, involving only ρ λ .
