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Abstract
We introduce a method for surface reconstruction from point sets that is able to cope with noise
and outliers. First, a splat-based representation is computed from the point set. A robust local 3D
RANSAC-based procedure is used to filter the point set for outliers, then a local jet surface – a low-
degree surface approximation – is fitted to the inliers. Second, we extract the reconstructed surface in
the form of a surface triangle mesh through Delaunay refinement. The Delaunay refinement meshing
approach requires computing intersections between line segment queries and the surface to be meshed.
In the present case, intersection queries are solved from the set of splats through a 1D RANSAC
procedure.
Keywords: Surface reconstruction, splat-based representation, RANSAC fitting, Delaunay
refinement.
1. Introduction
The growing variety of scanning devices and
technologies nowadays provides measurements of
objects in the form of point sets. Despite the ad-
vances in scanning technologies, achieving a per-
fect scan is very unlikely and, in general, these
point sets contain two main types of defects: noise
and outliers. Noise refers to the inaccuracy of the
resulting measurements, and is related to the lack
of precision and repeatability of the scanning pro-
cess used, while outliers are wrong measurements
that are produced by errors during the scanning
(e.g., reflections on the surface when using laser
scanners).
Having the object represented as a point set
complicates the interpretation of the data since
the notion of visibility of the shape from a given
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viewpoint is lost. For this reason, surface recon-
struction methods are required. We aim at ob-
taining the surface in the form of a surface tri-
angle mesh, which allows further processing such
as remeshing or simplification. In this paper, we
present a surface reconstruction method that is
able to provide a smooth approximation of the
sampled shape while dealing with noise and a
large number of outliers. Moreover, the method is
able, to some extent, to reconstruct surfaces with
boundaries.
2. Related work
Surface reconstruction methods are broadly di-
vided according to their ability to interpolate or
approximate the measured points.
Interpolation-based methods have been pro-
posed mainly by the computational geometry
community. They commonly rely on extracting
the surface from a space partitioning such as the
Delaunay triangulation and its dual, the Voronoi
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diagram. Well-known methods in this area in-
clude the Cocone method [1], and the Power Crust
method [2]. They use a principled way to sep-
arate the tetrahedra that are part of the inside
volume of the object from those that are part
of the outside volume, and then extract the sur-
face as the triangles that define the interface be-
tween these two volumes. Other methods, such as
ball-pivoting [3], generate the surface incremen-
tally, starting from a single triangle and adding
new triangles to the surface by making local deci-
sions. The main limitation of interpolation-based
methods is that they are not able to deal with
noise. Since the input points (or a subset of
them) become the vertices of the reconstructed
surface, the quality of the surface reflects the
noise in the input points. This requires prepro-
cessing to smooth out the noise before resorting
to an interpolative method. The method intro-
duced by Digne et al. [4] improves the results
of the ball-pivoting method by applying it to a
scale-space version of the point set. Also, some
interpolation-based methods are effective against
outliers. The method introduced by Kolluri et
al. [5], based on spectral graph partitioning on a
Delaunay triangulation, achieves excellent robust-
ness when faced with a large quantity of outliers
(up to 5%). Graph partitioning techniques have
also been used by Labatut et al. [6], and achieve
further resilience to outliers by relying on addi-
tional information such as sensor locations and
lines of sight.
Regarding approximation methods, a great ma-
jority of them define the surface in implicit form
before evaluating it at each position inside a reg-
ular voxel grid. Then, through an isosurface ex-
tractor method that is usually a variant of march-
ing cubes [7], the surface is recovered as a surface
triangle mesh. Early contributions in this area
were presented by Hoppe et al. [8], where a local
process is used to compute normals before ori-
enting them through greedy propagation. From
all input points with their oriented normals and
local tangent planes, a signed distance function
is computed inside the voxel grid by computing
the signed distance from each voxel to its near-
est tangent plane. Another proposal by Curless
and Levoy [9] uses the notion of local connectivity
present in a single range scan to perform a space
carving technique. Other methods are based on
surface deformation [10], where a first rough ap-
proximation of the signed distance field represent-
ing the surface is evolved towards a minimum rep-
resenting the inferred shape. The method pro-
posed by Hornung and Kobbelt [11] uses a graph
partitioning method to extract the surface from
an unsigned distance function.
Other types of approximation methods use
Radial Basis Functions (RBF) to approximate
the signed distance function from the input
points [12]. These RBF can be fully sup-
ported [12] or compactly supported [13], but in
both cases, per-point normals are required.
Kazhdan et al. proposed a method [14] which
looks for an indicator function, being zero outside
the inferred model and one inside. They consider
input points and normals as samples of the gradi-
ent of the indicator function, and cast the problem
as finding the solution of the Poisson equation.
Additionally, it uses an octree to lower memory
consumption compared with a regular grid.
An increasingly popular approach is the use of
Moving Least Squares (MLS) surfaces. The ini-
tial definition as an interpolation technique from
unstructured data was proposed by Levin [15].
Alexa et al. [16] used this approach for di-
rect visualization of surfaces defined by point
sets. Most of these MLS surfaces have an im-
plicit form that can be triangulated by an isosur-
face extractor method. Other approaches achieve
better resilience to noise, as with the Algebraic
Point Set Surfaces, introduced by Guennebaud
and Gross [17]. Inspired by satisfactory results
in recovering smooth surfaces, some efforts in re-
cent years have been directed towards piecewise-
smooth surfaces, i.e., preserving sharp features
into the MLS definition [18].
While most approximation-based approaches
provide an implicit noise correction to some ex-
tent, they rarely cope with outliers. Because of
their global nature, methods such as Poisson re-
construction achieve resilience to small quantities
of outliers, but fail with a large number of out-
liers. Only a few methods exhibit robustness to
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both noise and outliers. Mullen et al [19] use an
outlier-robust unsigned distance function that is
then signed through a sequence of heuristics. In
order to achieve high robustness to outliers, there
is an increasing use of robust statistical methods
such as the popular RANSAC [20]. In the surface
reconstruction literature, RANSAC is often used
for shape detection when the searched object is
composed of canonical shapes such as planes or
spheres, and extracts them sequentially [21].
It should be noted that an important require-
ment of many surface reconstruction methods is
knowing the normals at each input point. Since
not all scanning systems provide normals, they
must be computed prior to using one of these
surface reconstruction methods. However, com-
puting the normals is also an ill-posed problem,
since estimating the normals requires inferring the
surface locally. Following the most common ap-
proach presented by Hoppe et al. [8], many meth-
ods aim at computing reliable normals in the pres-
ence of noise. Mitra et al. [22] use an adaptive
k-sampling around the data, and provide theo-
retical bounds on the best radial neighborhood
to select. Another popular approach for normal
estimation consists of using Voronoi poles, as pro-
posed by Amenta and Bern [23]. Under ideal sam-
pling conditions, the Voronoi cells generated from
the input points are elongated in the normal di-
rection. Thus, the vector formed by the point
and the Voronoi vertex farthest from the point
(the pole) is a good approximation of the nor-
mal vector. However, noise in the data prevents
this from happening. In order to deal with noisy
data, Dey and Sun [24] propose using the nearest
large Delaunay balls to compute the normals. By
mixing both previous proposals, Alliez et al. [25]
compute the normals using PCA from the space
defined by a union of Voronoi cells near the in-
put points. Finally, regarding robust statistics,
the method presented by Li et al. [26] relies on
noise-scale estimation to obtain a robust local tan-
gent plane estimation which requires less parame-
ter tuning than the common RANSAC procedure.
It is worth noticing that all these methods further
require another heuristic to achieve a globally con-
sistent orientation for all the normals.
Finally some conclusions can be drawn from the
state-of-the-art review presented. We have seen
that the great majority of approximation-based
methods rely on oriented normals to better deal
with noise, but they are not always available when
using scanning technologies and are difficult to es-
timate from raw point sets. We also observe that
the literature is considerably thinner on the ques-
tion of robustness to outliers. We also note that
while some interpolation-based methods are able
to deal with outliers to some extent, they are not
able to deal with noise. Thus, devising methods
that are simultaneously resilient to both noise and
outliers and that do not depend on a priori knowl-
edge (such as normals) is direly needed. Our end
goal is to devise more general methods applicable
to inputs coming from a wider variety of measure-
ment devices and processes.
3. Overview and Contributions
Our method is based on computing a global
surface approximation using local surfaces. In-
stead of producing a consistent global representa-
tion of the surface through a memory-intensive
global solver (such as solving for a signed dis-
tance or indicator function) and then using an
isosurface meshing approach, our approach per-
forms the merging of the different local surfaces
at the meshing step.
We denote as splats these local surfaces, which
may not be just planar but higher-degree ap-
proximations instead. A splat, computed using
a local neighborhood of the input points, takes
into account the fact that the input point set
may be corrupted with noise and outliers. From
the local neighborhood of an input point, we use
the RANSAC method to determine which of the
points are most likely to be part of the surface.
The splat is then computed using least-squares
fitting of a differential jet. Thus, the differential
jet approximation handles the effects of noise in
the data, while RANSAC ensures using only inlier
data in their computation.
The set of splats provides a global approxima-
tion of the sampled shape, amenable to coarse-to-
fine meshing through Delaunay refinement [27].
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The main advantage of the Delaunay refinement
method is that it only requires computing in-
tersections between line segment queries and the
surface to be meshed. In our case, the surface-
segment intersection queries are robustly solved
by computing splats-segment intersections and
running another 1D RANSAC procedure along
the segment query. Even if small inconsistencies
are present in the splats representation, RANSAC
takes advantage of the redundancy between splats
so as to be able to answer correctly the inter-
section query required by the surface meshing
method. Figure 1 depicts an overview of our
method.
It is worth noting that coherent orientation be-
tween splats is not required, since only intersec-
tion points are considered during meshing regard-
less of their orientation. Thus, the method works
on raw pointsets, avoiding the requirement of per-
point normals from most of the approximation-
based methods of the state of the art. This makes
the method amenable to point sets coming from
a wider range of sources.
In addition to a low memory footprint, our two-
step proposal allows us to generate the final mesh
at different resolutions given the same splat-based
representation by only changing the parameters of
the meshing algorithm. Besides, the splat-based
procedure allows the user to select the fitting de-
gree of the splat as a means to trade smoothness
for fitting accuracy to the input data.
Finally, because of the limited support of the
splats, the method does not find a surface over
areas that are not sampled, allowing the recovery
of surfaces with boundaries. Although hole fill-
ing capabilities are desirable in some cases, guess-
ing the surface on large undersampled areas often
leads to artifacts on the final surface.
This paper is structured as follows: Section 4
details the creation of the splat-based representa-
tion from the input point set. Section 5 describes
the surface meshing step, through robust merging
of the splats. Section 6 illustrates the robustness
and versatility of our method. Section 7 presents
some conclusions and future work.
4. Creating the Splats
Given the input point set P , we compute a
splat-based representation in which each splat is a
local approximation of the surface. In its simplest
form, a splat is a disk tangent to the surface and
with a radius adapted to the local density of the
point set. However, our method allows higher-
degree approximations through so-called jet sur-
faces. We next explain how these jet surfaces
are computed and how we combine them with
RANSAC in order to achieve robustness to out-
liers.
4.1. Local Jet Surfaces
For each point pi ∈ P , we pick its k nearest
neighbors K(pi). In each local neighborhood we
then compute a local smooth jet surface as in-
troduced by Cazals and Pouget [28]. A jet sur-
face is defined as a least squares approximation
of a height function in a local reference frame.
Coherence between neighboring splats is achieved
through overlapping neighborhoods, and robust-
ness to noise is achieved through least squares ap-
proximation.
More specifically, given a subsample of the
points K(pi), and a local coordinate framework,
the jet surface is defined as the Taylor expansion
of a height function (truncated to a given degree).
It is represented as:
z(x, y) = JB,d + h.o.t., (1)
where h.o.t. stands for higher order terms, and













Such a local representation of a smooth surface
is valid as long as the z-axis of the local coordinate
framework is not included in the surface tangent
plane. It may be computed from K(pi) by least
square fitting. To get an accurate estimate of the
jet surface at pi we use a local coordinate frame-
work obtained fromK(pi) by principal component
analysis (see Figure 3(a)).
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Figure 1: Overview of our method. (a) Input raw point set. (b) Splat representation (discretized using triangle fans for
visual depiction). (c) Output surface triangle mesh generated through Delaunay refinement.
From the jet surface we extract another repre-
sentation, referred to as the Monge form. The
Monge form is the Taylor expansion of the height
function in the coordinate system whose axis are
aligned aligned with the normal and the principal
curvature directions of the surface.























In the original method [29], this Monge form
is used to evaluate differential properties of the
surface at a query point, such as principal curva-
tures and directional derivatives. In our frame-
work, we use it because it describes the local sur-
face using fewer terms and will reduce the cost
of computing intersections with segments during
the Delaunay refinement meshing phase. Observe
indeed that for a jet surface of degree d = 2, the
number of coefficients in the jet surface is a priori
c = (d + 1)(d + 2)/2 = 6, while the Monge form
involves only two coefficients.
We now comment on the difference between
our approach and the MLS surfaces, since both
approaches involve local computations around a
query point. The second part of the projection
operator presented by Alexa et al. [30] is also
a local bivariate surface computation. However,
the jet surface definition is explicit: it defines a
fixed surface around a given query point, while
MLS projection operators vary depending on the
query point, which requires an iterative procedure
for each intersection query with line segments. In
Section 5 we explain how our framework takes
advantage of the fact that the intersection query
between a segment and a local surface of degree
up to 2 can be computed more directly.
4.2. Outlier Rejection
For outlier rejection we use an approach based
on 3D RANdom SAmple Consensus (RANSAC)
[20]. The RANSAC method computes models
from data corrupted with large quantities of out-
liers. At each iteration, it instantiates a model
using a random sample of s points, where s is
the minimum number of points needed to com-
pute the model. All remaining points are tested
against the current model, i.e., they are consid-
ered to be compatible with the model when they
are within a maximum tolerance error from the
model. Each point agreeing with the model votes
so as to consolidate a consensus defined by the
number of points agreeing with the model. After
repeating the process a number of iterations, the
model having largest consensus (support) is se-
lected and a refined least-squares solution for the
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model is computed from all agreeing data. The in-
tuition is that models generated from points that
include outlier data should have little (weak) sup-
port while those generated from inlier data should
have greater support.
In our algorithm, the jet surface computation is
used as the model that RANSAC fits to K(pi). At
each iteration inside the RANSAC procedure, a
minimum set of points from K(pi) is selected and
a model is computed from that. Then, the votes
for this model are the number of points closer than
δr from it. Note that since the surface can be of
an arbitrary degree, we use the algebraic distance
instead of the common Euclidean one, provided
that it is more efficient to compute. Furthermore,
a minimum number of inliers (δm) is required to
accept the computed jet, otherwise the model is
too weakly supported, and thus the points defin-
ing it should be considered as outliers. At the end
of the RANSAC method, if a point pi does not fit
the best local jet (with the largest support), or the
computed jet is too weakly supported, it is con-
sidered as an outlier and no further processing is
carried out.
We will use a probabilistic approach to deter-
mine the number of iterations RANSAC needs to
generate a model. As it is computationally too
expensive to try each possible set of samples to
build a model, we instead aim at finding the min-
imum number of iterations (Niter) that ensures
that, with probability q, RANSAC will pick at
least one sample of size s free from outliers. If
we define w as the probability that any point
inside the currently selected sample is an inlier,
the probability of this point being an outlier is
ε = 1− w [31]. Thus, the number of iterations is
bounded by:
Niter = log(1− q)/ log(1− (1− ε)s). (4)
We choose to fix q = 0.99 in our experiments.
Since we do not know beforehand the percent-
age of outliers inside a given K(pi), we initialize ε
with a worst-case estimate, which has been fixed
to ε = 0.5 for all experiments shown. Then, at
each iteration, we update this estimate if the cur-
rent computed model has greater support. The
minimum number of points required to generate
the jet surface depends on the degree of the jet.
The number of coefficients c of a jet surface, and
consequently the minimum number of points for
the fit, is defined by c = (d+ 1)(d+ 2)/2.
From the K(pi) set of points, the RANSAC pro-
cedure extracts its subset of inliers, which are re-
ferred to as I(pi). In a final step, RANSAC com-
putes the final jet-surface using all the points in
I(pi).
4.3. Splat Sizing
Although each of the splats has finite support,
we favor redundancy between neighboring splats
since we take advantage of this property during
meshing. The size of the splat is simply com-
puted from I(pi) as the mean distance from each
sample pj ∈ I(pi) to pi so that the size of the splat
depends on the local point set density.
5. Meshing
We have generated one splat for each input
point where RANSAC was successful, and be-
cause of the redundancy between them, the same
area may be covered by more than one splat. In
order to obtain the final surface triangle mesh
from the splats, we use a coarse-to-fine meshing
algorithm based on the concept of Restricted De-
launay Triangulation (RDT) and Delaunay refine-
ment [27]. Given a set of points E on or near a
surface, the RDT is a subcomplex of the 3D De-
launay triangulation of E formed by the Delau-
nay triangles whose dual Voronoi edges intersect
the surface. Each RDT triangle has a circumball
centered on the surface and empty of all other E
points. This circumball is called a surface Delau-
nay ball (see Figure 2).
Boissonat and Oudot [27] proved that if the
sampling E of the surface is dense enough with
respect to the local feature size of the surface,
the RDT provides a good approximation of the
Hausdorff distance to the surface. Moreover, it
provides a good approximation of normals, ar-
eas and curvatures. The meshing algorithm itera-
tively refines an initial 3D Delaunay triangulation
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Figure 2: Example of a surface Delaunay ball.
until all surface Delaunay balls meet some prop-
erties. More specifically, starting from a small
set of points on the surface, the method inserts
the center of a bad surface Delaunay ball at each
iteration. A surface Delaunay ball is considered
bad when it does not meet any of the following
requirements:
• Angle bound (αa): The RDT Delaunay tri-
angle inside the ball must have all its angles
larger than this angle bound.
• Radius bound (αr): The ball must have a
radius lower than this bound.
• Distance bound (αd): The distance between
the center of the ball and the circumcenter of
the associated RDT triangle must be lower
than this bound.
The algorithm terminates when the RDT contains
no triangle with a bad surface Delaunay ball. The
RDT is then the targeted approximation of the
surface, and tuning the criteria defining bad De-
launay balls is our means to control the quality
of the approximation and of the output isotropic
surface triangle mesh in terms of sizing and shape
of the triangles.
In our context, an interesting property of this
meshing approach is that it only requires devising
an oracle that, given a Voronoi edge, i.e., a line
segment query, computes its intersection with the
surface. This loose requirement makes the algo-
rithm well-suited to various application scenarios.
For example, Salman and Yvinec [32] used this
surface meshing approach to recover a surface di-
rectly from an unstructured triangle soup. Note
also that its coarse-to-fine procedure maintains a
low memory consumption.
Calculating the intersection between a line seg-
ment query and a jet surface of d > 1 has a high
computational cost. For this reason, we use a pla-
nar disc version of the splat as the first approxima-
tion for efficient intersection detection. This pla-
nar approximation is defined by the origin of the
splat and the normal at this origin (both defined
by the computed Monge form of the jet surface),
and the radius computed in section 4.3. Prior
to meshing, we insert all the disks into a hier-
archical AABB tree data structure (Axis-Aligned
Bounding Boxes) in order to further accelerate
the intersection detection. Once we detect the
discs intersected by a segment query, we proceed
as follows for each disc. We move the intersection
points along the segment query in order to refine
the intersection points with the associated local
higher degree jet surfaces. Note that when the
local surface has degree d = 2, there is a closed
form solution [33], and local surfaces of degree
d > 2 require solving a non-linear minimization
along the segment. Starting from the intersec-
tion point with the disc approximation, the in-
tersection point is moved towards the first inter-
section point along the segment using Levenberg-
Marquardt optimization. We observe that higher
order local surfaces are useful in undersampled
datasets in which local changes in the surface are
more abrupt and thus require more complex local
surfaces. However, we also observe that using lo-
cal surfaces of high degree produces surfaces that
capture the noise instead of correcting it.
For initialization an initial subset of the centers
of the computed splats, 20 in all results shown, are
used to create the initial triangulation required to
seed the mesh refinement process.
5.1. Merging Local Intersections
If the input point set is dense enough, it is very
likely that each intersection query returns not just
one but a set of intersection points. Assuming
for the moment that there are no outliers among
these intersection points, we need to provide a sin-
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(a) (b)
Figure 3: Intersecting a splat with a line segment. (a) A
jet surface (in gray) is fitted to the neighborhood of the
red point. The limit of the splat support is depicted with
a red circle. Blue points depict the input points. Observe
how the approximation of the splat is faithful closer to
its center. (b) Several disks are intersected by the query
segment. The contribution of each intersection point is
weighted by a function of its distance from the center of
the splat. The lines over the discs depict the Gaussian
weights used.
gle intersection point summarizing the local splats
intersected. We first observe that the local surface
computation is “variability centered”, i.e., more
reliable when close to the center of the splat. We
compute a weighted mean to reflect this observa-
tion (Figure 3(b)).
Each splat is assigned a Gaussian weight func-
tion located at its center. Each intersection point
is then given a weight according to its distance









where σ = riγg, and ri denotes the radius of the
splat i (its size) and γg denotes a user parameter
used to adjust the scale of the Gaussian. The final






where Q denotes the set of intersected splats, and
pi and oi denote the intersection point and the
origin of the intersected splat, respectively.
5.2. Robust Intersection Query
Despite our efforts for achieving coherence be-
tween neighboring local splats, the weighted aver-
aging process described above is not appropriate
for high levels of noise. In addition, the local ap-
proximations of the surface are computed from
a given center (an input point), thus their accu-
racy decreases with their distance from this cen-
ter. Furthermore, depending on parameter δr, the
RANSAC procedure described above is not able
to detect outliers that are far from the true inlier
points yet close to the jet surface approximation.
For these reasons, we need an intersection test ro-
bust to both low-conformity among neighboring
splats and remaining outliers.
We have one splat for each input point, hence,
due to splat overlaps, the surface is locally rep-
resented by more than a single splat. Intuition
tells us that, in general, most of the splats are lo-
cal faithful approximations of the surface, except
for a few outliers. Figure 4(a) depicts this general
configuration: most intersection points are within
one cluster, very close to one another, while out-
lier intersection points are isolated. We thus aim
at extracting the final intersection point by taking
into account the cluster of points with the largest
support.
In order to extract this cluster, a 1D RANSAC
procedure is applied along the intersection query
where the model is a weighted centroid. At each
iteration of the RANSAC procedure, two points
are randomly selected, the minimum to define a
centroid, and a model is instantiated from them.
Then, we rank this model according to the num-
ber of points being closer to the centroid than
a distance parameter δi. Two sample iterations
of the algorithm are illustrated in Figures 4(b,c).
At the end, the centroid having largest support
is selected, providing the cluster of points used
to compute the weighted averaging as described
above. A percentage of the length of the segment
query is used to define the δi parameter.
Note that this procedure requires at least two
splats overlapping a given area. If a single splat is
intersected, we return no intersection as no con-
sensus can be established locally. Redundancy




Figure 4: Robust intersection. (a) The splats that are coherent among each other generate a cluster of intersection
points, while a non-coherent splat generates an isolated intersection point, classified as an outlier. (b) and (c) illustrate
two possible iterations of the RANSAC algorithm, centroids (green) generated from outliers have weaker support than
the ones generated from inliers.
6. Results
We implemented our method using components
from the CGAL library [34]. Our current imple-
mentation is sequential. Table 1 lists all the pa-
rameters used by the two steps of our algorithm.
Note that some parameters are not critical and
thus have been set once for all experiments shown.
The data-dependent parameters are k (nearest
neighbors) and those driving the splat-RANSAC
procedure. There are 3 additional parameters re-
quired for meshing. All the parameters used to
generate the results are listed in Table 3, along
with the running times for the two steps of the
algorithm. Note that we choose similar values for
αr and αd, because this leads to surfaces with tri-
angles of similar size.
As illustrated in Figure 5, our method works
well in the ideal scenario, with no noise or outliers.
The Stanford bunny dataset is chosen to illustrate
the behavior of our method under harder noise
conditions (Figure 6). The Figure 7(a) confirms
that our method is already able to deal with noise
with local surfaces of degree 1. The other sub-
figures show the results obtained when increasing
the degree. The timings listed in Table 3 confirm
a rapid decrease in performance for degrees higher
than 2, without visible increase in the quality of
the results. In the remainder we report results
only for local surfaces of degree d = 2.
Robustness to unstructured outliers is illus-
trated in Figure 8. We artificially add outliers
to the Stanford bunny point set by adding uni-
form random points inside a loose bounding box
(enlarged by 5% of its diagonal) of the original
point set. The second row shows the results when
applying our method with a less restrictive δr. In
the presence of outliers, this parameter becomes
relevant as it is the one defining the inlier set at
each RANSAC iteration. Using a looser threshold
leads to outlier points close to the surface, which
generate outlier splats. These outlier splats pro-
duce holes in the final surfaces since they are not
coherent with the other splats, and they are not
detected for intersection by our robust intersec-
tion query. The third row in Figure 8, where δr is
set to be more restrictive, shows that the results
are quite similar for all outlier-ridden datasets.
When taking a look at the running times of these
datasets in Table 3, we note that there is a no-
ticeable decrease in performance during the cre-
ation of the splats. This is due to the RANSAC
procedure being unable to obtain a result with
enough inliers to estimate the number of itera-
tions ruled by Equation 4 to decrease. This means
that RANSAC reaches the maximum number of
iterations to decide finally that there is no valid
jet surface possible at a given outlier point.
In order to measure the accuracy of our method
for variable amounts of noise and outliers, a syn-
thetic dataset consisting of a unit sphere has been
generated. Table 2 and Figure 9 show the results
for added Gaussian noise and outliers. Table 2
shows that noise makes the accuracy of the fi-
nal surface decrease incrementally and adds non-
manifoldness caused by the non-conformity be-
tween neighboring splats. For a high level of noise,
the method is not able to recover a good splat ap-




Name Description Default Value
k Number of neighbors to take into account (variable)
d Degree of the splat fit 2
δr RANSAC distance to plane threshold 0.01BBD
δm RANSAC minimum number of inliers (variable)
Meshing
Name Description Default Value
αa Surface meshing angle bound 10
αr Surface meshing radius bound (variable)
αd Surface meshing distance bound (variable)
δi RANSAC threshold for the intersection query 0.05QSL
γg Gaussian deviation factor 0.25
Table 1: Parameters used by the two steps of our algorithm. We also specify the constant values used in all the
experiments shown in Section 6. BBD denotes the Bounding Box Diagonal and QSL denotes the Query Segment
Length.
Figure 5: Elephant dataset: 1,537,283 points, both noise and outlier free. Left: input pointset with closeup. Right:
reconstructed surface with closeup.
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Figure 6: Stanford bunny: 362,272 points with a high level of noise.
(a) d = 1 (b) d = 2 (c) d = 3 (d) d = 4
Figure 7: Stanford bunny. Reconstructed surfaces with a gradual increase of the degree of the splats.
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Figure 8: Robustness to outliers. The first row shows the outlier-ridden point sets. The percentages of outliers added,
with respect to the number of points on the original point set, are 50%, 100%, 150% and 200%, added inside its bounding
box (enlarged by 5%). The last 2 rows show the results when applying our method to its vertically corresponding point
set. The second row uses δr = 0.005BBD, while the third row uses a more restrictive δr = 0.0025BBD.
Noise Outliers Vertices Edges Mean Error Min Error Max Error NM Edges NM Vertices
0 0 840 1676 2.33e-05 1.86e-05 4.16e-05 0 0
0.01 0 829 1654 0.001438 1.86e-06 0.005201 0 0
0.01 25 818 1632 0.001620 3.80e-07 0.006418 0 0
0.01 50 837 1670 0.001926 8.77e-06 0.007822 0 0
0.01 100 824 1646 0.002120 3.25e-06 0.010432 4 0
0.025 0 830 1664 0.004195 6.16e-06 0.016708 16 0
0.025 25 830 1662 0.004322 1.10e-05 0.022721 12 0
0.025 50 821 1642 0.004567 2.17e-06 0.023205 8 0
0.025 100 829 1666 0.004980 1.27e-05 0.023553 23 0
0.05 0 864 1749 0.013898 5.82e-05 0.063856 117 8
0.05 25 868 1752 0.013898 1.51e-06 0.093498 123 11
0.05 50 868 1769 0.013716 1.93e-05 0.074861 162 11
0.05 100 864 1708 0.015326 1.04e-05 0.090198 133 16
Table 2: Robustness on synthetic sphere point set. The 1st column shows the added noise (standard deviation), the 2nd,
the percentage of outliers added according to the original point set. The 3rd and 4th columns indicate the vertices and
edges of the resulting surface. The columns from the 5th to the 7th show the mean/min/max error of the points on the
surface from the original unit sphere, while the last two columns correspond to the number of non-manifold edges and
vertices in the resulting surface.
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(a) N = 0.01 / O = 0 (b) N = 0.025 / O = 0 (c) N = 0.05 / O = 0
(d) N = 0.01 / O = 25 (e) N = 0.025 / O = 25 (f) N = 0.05 / O = 25
(g) N = 0.01 / O = 50 (h) N = 0.025 / O = 50 (i) N = 0.05 / O = 50
(j) N = 0.01 / O = 100 (k) N = 0.025 / O = 100 (l) N = 0.05 / O = 100
Figure 9: Synthetic unit sphere dataset. Results for increasing levels of noise and outliers. The original point set was
made out of 10, 242 points. N stands for noise (standard deviation) and O stands for outliers (percentage). These results
correspond to the data in Table 2.
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in this case the effect of outliers is not noticeable.
Despite a high resilience to noise and outliers,
and given the local nature of the primitives used
to approximate the inferred surface locally, our
method is not always able to fill in holes in the
resulting surface. This is bad in some cases where
it would be desirable to fill small holes in the sur-
face due to missing data, but it is also useful to
get no reconstruction in some parts when the goal
is to reconstruct surfaces with boundaries. The
foot dataset depicted in Figure 10 illustrates this
dilemma.
Our mesh generation procedure provides an
easy way to obtain different resolutions for the
final surface mesh by changing the Delaunay re-
finement parameters (see Figure 11). Methods
relying on variants of the marching cubes com-
monly require re-creating the voxel grid at the
desired resolution in order to modify the prop-
erties of the output mesh, while our splat-based
representation is unchanged.
So far, the method has been tested against
regularly and densely sampled datasets. Figure
12 shows the results of the method for a sparse
dataset. After applying the method with k = 25,
the resulting surface contains some holes; they can
be seen in Figure 12(b). This is due to under-
sampled areas. Observe that it makes no sense
to apply the RANSAC method presented in Sec-
tion 5.2 when there is only one intersected splat,
since it is impossible to tell whether this intersec-
tion point is an outlier or not. Thus, at least two
splats are required to tell if an area is correctly
represented (intersection points are close to one
another), and three or more are needed to run the
RANSAC procedure. One may think that increas-
ing k would also make the resulting splats bigger
and cover the holes. This is what happens in Fig-
ure 12(c), when we use k = 50, although there are
still some holes left. Note however that increasing
k too much, as depicted by Figure 12(d), leads to
bad local fitting and hence bad fitting between
neighboring splats. As a consequence, more holes
are generated because of our RANSAC intersec-
tion test. This issue, left for future work, suggests
that a fixed k may not be a correct solution for
non-uniformly sampled datasets, and should be
adaptive to sampling density.
Figure 13 shows how some of the state-of-the-
art methods behave when applied to the Stan-
ford bunny dataset. They can be compared with
the ones presented in Figure 7. We observe that
the interpolatory methods, Robust Cocone [35]
and Power Crust [2], are not able to deal with
noise. Regarding the methods based on approxi-
mating the surface, they all achieve smoother re-
sults. The results obtained by APSS [17], Poisson
[14], VRIP [9] and MPU [36] are comparable, but
MPU returns an over smoothed surface in some
parts. Regarding the APSS method, it depends
on the scale parameter. If this scale parameter is
too low, it generates a fitting too tight to the in-
put points and causes some noise to be captured
in the surface. Our method recovers a surface very
similar to that obtained by Poisson and VRIP, but
does not require any additional information. Pois-
son, MPU and APSS require oriented normals at
input points, while VRIP requires the knowledge
of the individual scans forming the point set.
Finally, to test our method to its limit in
terms of robustness, we run it on point sets
obtained from images (pedestrian and aerial)
through dense computer vision photogrammetry
methods. The input point sets contain a large
number of outliers, since they were generated us-
ing a naive dense image matching technique ap-
plied to a large number of pairs, where the out-
liers add up for each pair. Furthermore, many
of them are structured outliers (e.g., they are lo-
cated on the same plane), and not just uniformly
spread as assumed previously. Figure 14, shows
results obtained on a column capital. Despite the
structured outliers present in the input data, our
method is able to remove the vast majority of
them, generating a few wrong splats in the ar-
eas near the inferred surface, which then trans-
late into wrong off-surfaces. Figure 15 depicts
a large scale aerial measurement of the abbey of
Cluny (France). The point set presents even more
difficulties, since in addition to the large num-
ber of structured outliers, the sampling is both
widely variable and anisotropic. These differences
in sampling are due to the variable distance from
the building to the camera: buildings closer to the
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Figure 10: Foot dataset (10, 010 points). The first column shows the point set. The second and third columns show two
views of the model with boundary triangles depicted in blue.
camera are reconstructed with higher resolution
and vice-versa. Given this non-uniform sampling,
we use a small neighborhood parameter k to re-
cover parts of the surface with few representative
points. However, as using a small neighborhood
is less robust to outliers, we need to enforce the
splats to have greater support through increasing
parameter δm. Figure 15(c,d) illustrate the re-
constructed surfaces when using a small support
(k = 50, δm = 25): our method is able to recon-
struct parts at the back of the scene but also cre-
ates many wrong small surfaces at the front (the
church building), where the point set contains
many structured outliers. Figure 15(e,f) illustrate
how our method achieves better robustness when
enlarging the support of the splats (same k, but
δm = 40) at the price of fewer parts of the scene
covered in the reconstruction. This suggests that
the two parameters k and δm are our means to
trade robustness for coverage. An automatic pa-
rameter selection for adjusting the neighborhood
k to the local sampling density is left for future
work. Finally, note that since our method seeks a
smooth surface, the sharp creases of buildings are
not accurately reconstructed.
7. Conclusions and Future Work
We have presented a surface reconstruction
method that is able to recover smooth representa-
tions of a surface under a large quantity of outliers
and noise. The separation of the splat creation
and the surface meshing steps makes the method
modular, and provides re-usability of the results
obtained at each intermediate step. Our method
works without any other information than the raw
point set, and the local nature of the individual
splats makes the method recover, to some extent,
the boundaries of the reconstructed shape.
Our approach has some limitations: The re-
constructed surfaces are limited to be smooth
and may be non-manifold as the surface mesh-
ing does not enforce generating manifold surfaces.
Our method is not able to reconstruct largely
undersampled parts, resulting in holes in areas
with missing data. A uniform k parameter is
clearly not sufficient when dealing with widely
non-uniform point sets.
Future work includes an automatic adaptive se-
lection for k, and a parallelization of all the steps
for modern multi-core architectures.
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Figure 11: Different resolutions and quality of the final surface can be achieved by changing the parameters of the surface
meshing without changing the splats approximation. (a) presents the point set (863, 210 points), while (b), (c) and (d)




Figure 12: Horse dataset, (a) example of a very sparsely sampled point set, 100,000 points. We then show the results of
our method for different values of the k parameter. (b) corresponds to k = 25, (c) to k = 50 and (d) to k = 100.
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(a) MPU (b) Poisson (c) APSS
(d) VRIP (e) Robust Cocone (f) Power Crust
Figure 13: Reconstructions for the Stanford bunny dataset using some of the methods from the state of the art. (a)
Multi-level Partition of Unity [36], (b) Poisson [14], (c) Algebraic Point Set Surfaces [17], (d) Volumetric Range Image
Processor [9], (e) Robust Cocone [35] and (f) Power Crust [2].
(a) (b) (c)
Figure 14: Column Capital optical dataset, 419,488 colored points. (a) Shows the full set of input points, (b) a closeup





Figure 15: Cluny dataset. (a) Top view of input point set (987,190 colored points with noise and many structured
outliers, obtained through aerial photography and dense photogrammetry). (b) Slanted view of input point set. The
high anisotropy in sampling density is mainly caused by the camera’s position. Buildings closer to the camera, such as
the church, are densely sampled, while the houses in the rear part are more sparsely sampled. (c) and (d); Reconstructed
surfaces with a small value for parameter δm (k = 50, δm = 25). (e) and (f); Reconstructed surfaces with a larger value
for parameter δm (k = 50, δm = 40).
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Splats
Figure 5 7(a) 7(b) 7(c) 7(d) 8r2c1 8r2c2 8r2c3
k 100 50 50 50 50 100 100 100
δr (BBD) 0.005 0.01 0.01 0.01 0.01 0.005 0.005 0.005
δm 50 15 15 15 15 75 75 75
Run time 412.92 43.96 76.79 164.75 599.70 3919.69 9684.95 11695.6
Figure 8r2c4 8r3c1 8r3c2 8r3c3 8r3c4 9 10 11(b)
k 100 100 100 100 100 100 25 100
δr (BBD) 0.005 0.0025 0.0025 0.0025 0.0025 0.015 0.005 0.005
δm 75 75 75 75 75 50 15 50
Run time 15339.2 4975.37 10637 15369.8 19925.1 - 2.31 261.99
Figure 11(c) 11(d) 12(b) 12(c) 12(d) 14(c) 15(c)(d) 15(e)(f)
k 100 100 25 50 100 250 50 50
δr (BBD) 0.005 0.005 0.005 0.005 0.005 0.0002 0.00003 0.00003
δm 50 50 15 25 25 150 25 40
Run time 261.99 261.99 17.46 22.68 35.22 18309.7 10083.2 9987.67
Meshing
Figure 5 7(a) 7(b) 7(c) 7(d) 8r2c1 8r2c2 8r2c3
αr/αd (BBD) 0.0025 0.003 0.003 0.003 0.003 0.003 0.003 0.003
Run time 211.19 43.83 50.03 69.84 74.15 94.49 118.42 98.527
Figure 8r2c4 8r3c1 8r3c2 8r3c3 8r3c4 9 10 11(b)
αr/αd (BBD) 0.003 0.003 0.003 0.003 0.003 0.028 0.001 0.02
Run time 107.94 109.74 116.35 114.04 114.72 - 13.48 15.32
Figure 11(c) 11(d) 12(b) 12(c) 12(d) 14(c) 15(c)(d) 15(e)(f)
αr/αd (BBD) 0.01 0.005 0.005 0.005 0.005 0.001 0.0002 0.0002
Run time 30.46 84.13 10.54 17.46 30.8 82.66 214.63 49.09
Table 3: Values of the parameters and running times used in each of the presented figures, r stands for row and c stands
for column. Values on rows δr and αr/αd multiply the BBD of the input point set. All computations were performed
on an Intel Core i7-2600 CPU @ 3.40GHz, 16Gb RAM. Running times are in seconds. Note that Figure 9 does not have
running times since the parameters shown were used on all the corrupted sphere datasets.
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