Introduction
Since 1970 a great deal of research has been devoted to examining the usefulness of publicly available information for predicting future stock returns [see Fama (1991) for a survey]. The goal of predictive regressions is to find a useful approximation to the function that underlies the predictive relationship between some conditioning variables and future stock returns. To obtain and provide adequate and interpretable descriptions of how the explanatory variables affect future stock returns, researchers usually employ simple linear regression models [see, e.g., Chen et al. (1986) , Campbell (1987) , Campbell and Shiller (1988) , Fama and French (1988) , Kothari and Shanken (1997) , Pontiff and Schall (1998) , Baker and Wurgler (2000) , and Rangvid (2005) , among many others].
The capability of linear regression models to extract predictable components in stock returns, however, is heavily debated. Since when the most prominent variables proposed in the literature for predicting stock returns are evaluated singly or in an all-inclusive linear model, models tend to provide unsatisfactory out-ofsample results [see, e.g., Goyal and Welch (2006) and references therein].
However, Avramov (2002) and Cremers (2002) find that predictive regressions that subsume model uncertainty improve our ability to 'describe' the time-series behavior of security returns. The term 'describe' is emphasized, since one loses, with composite weighted ensembles of models, the simple and interpretable structure of linear regressions. What one gains, nevertheless, is increased accuracy. This paper has two goals. The first is to provide a simple picture of how composite weighted ensembles, such as Bayesian model averaging, outperform model selection criteria. The second is to examine the relative contribution of each explanatory variable for predicting security returns out-of-sample.
The bias-variance decomposition is an important tool for understanding function approximating algorithms. In this paper, we use the notions of bias and variance to explain how composite weighted ensembles outperform model selection criteria. Since 0/1 loss function is usually the main criterion for classification problems, we use the bias-variance decomposition for the 0/1 loss function to gauge direction-of-change predictability (i. e., the ability of a learner to distinguish up from down movements) [see, e.g., Domingos (2000) and Valentini and Dietterich (2004) ]. We find that the variance (i. e., the loss incurred by function's fluctuations around the central tendency in response to different samples) on both composite weighted ensembles and model selection criteria has an inversely related effect on error. In other words, the extent to which the function deviates from the incorrect predictions (unbiased variance) is higher than the extent to which the function deviates from the correct predictions (biased variance). However, composite weighted ensembles' biases (systematic loss incurred by functions) are generally lower to that of model selection criteria and correspond to the fundamental difference in ensembles and model selection criteria. This difference, nevertheless, does not necessarily imply that model averaging techniques improve our ability to describe monthly up-and-down movements' behavior.
In predictive regressions the explanatory variables are seldom equally relevant. Often only a few of them have small influence on the future stock returns. Even though Avramov (2002) and Cremers (2002) find that predictability is feasible if model uncertainty is assessed and propagated, they gauge the importance of the potential variables in-sample relevance. Therefore, it is not clear which variable helps to predict stock returns out-of-sample.
In this paper, we assess the relative influence of the most prominent variables for predicting stock returns by comparing the unconditional accuracy of prediction regressions to the conditional accuracy (conditioned on specific explanatory variables masked or omitted). We show that some variables have an important contribution on return predictability, while others can be considered as noise since they do not contain any useful information for predicting stock price returns. In particular, masking the term spread, or the cross-sectional premium, composite weighted ensembles obtain lower out-of-sample predictability accuracy. In contrast, variables such as dividend yield or book-to-market ratio are irrelevant for predicting future stock returns and could just as well have not been included, since their omission increases the out-of-sample predictive accuracy.
Nevertheless, it is a widely acknowledged fact that conditioning variables loose their predictive power after their discovery (see, e. g, Schwert, 2003) . Consequently, we also examine the relative contribution of each conditioning variable before and after their discovery. Consistent with Schwert (2003) and Avramov and Chordia (2006) , we find that some conditioning variables attenuate their predictive power after their discovery. However, our results suggest that the term spread remains a robust predictor of future stock returns after its discovery, while the book-to-market ratio, even before its discovery, does decrease our ability to understand future stock returns.
The remainder of the paper proceeds as follows. Section 2 explains, in the context of the existing sample evidence on return predictability, how composite weighted ensembles outperform model selection criteria. Section 3 examines the relative importance of the most prominent variables proposed in the literature for predicting stock returns. Section 4 concludes.
2.
Another look at the sample evidence on return predictability: How composite weighted ensembles outperform model selection criteria? Avramov (2002) and Cremers (2002) find that Bayesian model averaging's out-of-sample performance is superior to that of model selection criteria. This finding, however, prompts an important (and unanswered) question: How ensembles obtain higher predictive accuracy than model selection criteria?
Consider monthly returns on the value-weighted CRSP index over the sample period 1953:04 through 2002:12 using the following 11 p = conditioning variables (taking one lag):
1. Dividend yield on the S&P 500 index (d/y). 2. Size Premium (SMB). 3. Value Premium (HML). 4. Earnings price ratio on the S&P 500 index (e/p). 5. Stock variance of the S&P 500 index (svar). 6. Cross-sectional premium (csp). 7. Book-to-market ratio (b/m). 8. Net equity expansion of NYSE stocks (ntis). 9. Term spread, defined as the difference between the long term yield on government bond and the 3-month T-bill (tms). 10. Default yield spread, defined as the difference between the BAA-and AAArated corporate yields (dfy). 11. Default return spread, defined as the difference between on long-term corporate bonds and the returns on long-term government bonds (dfr).
The data set was kindly provided by Amit Goyal, Ivo Welch, and Kenneth R. French.
As Avramov (2002) , we perform a fixed-size rolling windows analysis, in which model parameters are first estimated with data from 1 to T (our T corresponds to 180 observations), next with data from 2 to T + 1,…, and finally with data from N -T to T -1. At each iteration, one forecasts one-step ahead. Table 1 reports several statistics examining the properties of out-of-sample monthly forecasts generated by several models and composite weighted ensembles. The table displays several statistics examining the properties of out-of-sample forecast errors generated by models selected by statistical criteria and by composite weighted ensembles of models. The former set includes the i.i.d model and six models selected by adjusted R-squared (r2a), AIC, AICc, SIC, FIC, PIC, and gMDL. We examine three composite weighted ensembles: Ave, Median, and BMA. Ave represents the collection of all 2 p models (where p denotes the number of explanatory variables in the study) in which each model is equally-weighted. Med forecasts the median of all 2 p models. BMA stands for Bayesian Model Averaging. BMA computes posterior probabilities for the collection of all 2 p models. The posterior probability for each model was obtained via the BIC approximation. The forecasts of each model or composite weighted ensembles were evaluated with several regression-based test of prediction accuracy, such as MPE, Efficiency, and Serial correlation, all of which are described by Avramov (2002) . Additionally, direction-of-change predictability was assessed via the 0/1 loss function.
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The rolling scheme-monthly sample Following Avramov (2002), we make use of three regression-based tests of predictive accuracy. Namely, forecasts errors' mean equal to zero, zero correlation between forecasts errors and predictive returns (Efficiency), and of zero first-order serial correlation. As Boothe and Glassman (1987) observe, a further test is the accuracy in predicting the direction of change, since getting the sign right in the prediction matters in markets with low transaction costs, like stock markets. Therefore, we also use a directional-based accuracy measure: the 0/1 loss. This loss function evaluates the ability to discriminate up from down movements, and corresponds to number of observations misclassified divided by the total number of observations. We use ten forecasting models: First, we consider five models selected by adjusted R-squared, AIC, SIC, FIC, and PIC, all of which are described by Bossaerts and Hillion (1999) . Second, we use models selected by the corrected AIC (denoted by AICc), and the minimum description length criteria (denoted by gMDL). Third, we examine the i.i.d model predicting the then-prevailing mean in stock returns. Finally, we generate three composite weighted ensembles by considering all linear data-generating processes in the presence of 11 conditioning variables (2 11 models). In particular, the model denoted by Ave (Med) forecasts the average (median) of the 2 11 models, whereas the model denoted by BMA computes posterior probabilities for the collection of all 2 11 models. The posterior probability for each model was obtained via the BIC approximation (see Raftery, 1995) .
The results in Table 1 indicate that model averaging techniques tend to outperform model selection criteria in terms of regression-based tests of predictive accuracy. Indeed, the prediction errors have zero mean and are essentially uncorrelated. In addition, the prediction errors are uncorrelated with predicted returns. However, in terms of classification error, or direction-of-change predictability, the results shown in Table 1 indicate that the composite weighted ensembles do not outperform model selection criteria. However, we do not know whether model averaging techniques still exhibit a different predictive structure.
In the machine learning literature, the bias-variance decomposition is widely used as key tool for understating function approximation algorithms. Although the bias-variance decomposition was originally proposed for the square loss (see, e. g., Geman et al., 1992) , this paper uses the 0/1 loss function for one main reason: level accuracy is not as strongly correlated with profits with a trading strategy based on a set of predictions as directional accuracy [see, e.g., Leitch and Tanner (1991) and Pesaran and Timmermann (1995) ].
Following Domingos (2000) and Valentini and Dietterich (2004) , bias and variance can be defined in terms of two quantities: the optimal prediction and the main prediction. The optimal prediction is equal to the movement that is observed more often in the test sample, where is a fixed point in the explanatory variable space. The main prediction can be defined as the movement that is predicted more often in the test sample. Thus, the bias (systematic loss incurred by the function) can be computed as,
where t equals to up-movement if the observed stock return is higher than zero, down-movement otherwise.
To distinguish between the two different effects of the variance on the loss function, Domingos defines the unbiased variance, , to be the variance when and can be calculated as,
where 1 s = if s is true, 0 otherwise. denotes the predicted class, which equals to up-movement if the predicted return is higher than zero, down-movement otherwise. The unbiased variance evaluates the extent to which the estimated function deviates from the correct predictions. The biased variance, , occurs when and evaluates the extent to which the estimated function deviates from the incorrect predictions. The biased variance can be estimated as,
To obtain the loss associated with a given explanatory variable [denoted by ], we simply compute the algebraic sum of bias, unbiased and biased variance as,
In order to compute the aforementioned variables in a test set, we simply obtain the average for each variable. Clearly, if we want a good function that distinguishes between up-and-down movements, we want the bias and the unbiased variance to be small. The results for the fixed-size rolling windows scheme are presented in Table 2 . Table 2 shows that the three of the five lowest 0/1 loss correspond to models that assess and propagate model uncertainty. Moreover, the biases associated with the composite weighted ensembles are generally lower than that of model selection criteria. It is worth noting that the i.i.d model and the model selected by the adjusted R-squared criteria can also be considered as low-bias learners. However, the variance in both models has a positive effect on the error, in clear contrast to the composite weighted ensembles, in which the variance has a negative effect on error (i.e., the unbiased variance is higher than the biased variance). Interestingly, the analysis reveals that the bias, and not variance, plays a significant role in its contribution to the error rate.
1 Thus, a promising direction of future research is to consider different approaches in the function approximation techniques. In this sense, iterative bagging (Breiman, 2001 ) could be an interesting alternative, since it is a data-intensive methodology focusing in reducing bias. Such alternative may yield important improvements in the ability of functions to describe the time-series behavior of stock returns. Table 2 : Bias-variance decomposition The table displays several statistics examining the properties of out-of-sample forecast errors generated by models selected by statistical criteria and by composite weighted ensembles of models. The former set includes the i.i.d model and six models selected by adjusted R-squared (r2a), AIC, AICc, SIC, FIC, PIC, and gMDL. We examine three composite weighted ensembles: Ave, Median, and BMA. Ave represents the collection of all 2 p models (where p denotes the number of explanatory variables in the study) in which each model is equally-weighted. Med forecasts the median of all 2 p models. BMA stands for Bayesian Model Averaging. BMA computes posterior probabilities for the collection of all 2 p models. The posterior probability for each model was obtained via the BIC approximation. The forecasts of each model or composite weighted ensembles were evaluated with 0/1 loss function, which evaluates the usefulness of the estimated model to distinguish up from down movements. 0/1 Loss, Bias, Net Variance, Unbiased Variance, and Biased Variance are all described by Domingos (2000) and Valentini and Dietterich (2004 
Contribution of conditioning variables for predicting stock returns outof-sample
In this section, we perform the relative contribution analysis of the eleven explanatory variables. The contribution analysis is based on the comparison between the original out-of-sample results (Table 1) and several reruns in which one explanatory is masked (or omitted) from the input space. The results for the (mean) squared loss function are show in Table 3 . Table 3A reports the Mean Square Error (MSE) generated by several models and composite weighted ensembles when the variable in the first column was omitted from the analysis. Table 3B provides the variation in the MSE when the variable in the first column was omitted from the analysis. The last column (Rel) shows an overall relevance measure, as described in Equation (5) Table 3A provides the (mean) squared loss function when the explanatory variable reported in the first column is omitted. It is worth noting that each rerun was made with ten explanatory variables. Table 3B provides the variation in the (mean) squared loss function. A negative variation indicate that the MSE decreased when the corresponding conditioning variables was omitted from the analysis. Since each variable contribute in a different way to each model, we compute an overall relevance measure for each explanatory variable as,
where m denote the number of models, ij ∆ corresponds to the variation in the loss function of the conditioning variable j when it was omitted from the i model, and indicate the loss function of the conditioning variable j when it was omitted from the i model. ij L Table 3B shows that the term spread and cross-sectional premium provide incremental information to predict future stock returns. In particular, their overall relevance measure is considerable higher than that of the rest of variables. Note that variables such as book-to-market ratio, stock variance, and dividend yield can be considered as noise: their omission actually increases the out-of-sample predictability accuracy. Table 4 : Conditioning variables importance using the 0/1 loss function Table 4A documents the 0/1 loss function (classification error) generated by several models and composite weighted ensembles when the variable in the first column was omitted from the analysis. Table 4B provides the variation in the 0/1 loss when the variable in the first column was omitted from the analysis. The last column (Rel) shows an overall relevance measure, as described in Equation (5 Tables 4A-4B provide a similar analysis using the 0/1 loss function. As can be seen in these tables, the results once again suggest that the term spread and the cross-section premium are robust predictors of monthly up-and-down movements. Furthermore, the contribution of variables such as dividend yield, value premium and book-to-market ratio in the out-of-sample prediction of stock returns are found to be irrelevant.
Nevertheless, the overall relevance measure can largely be influenced by preand post-discovery periods [see, e. g., Schwert (2003) and Avramov and Chordia (2006) ]. To evaluate whether or not the predictive power of the conditioning variables disappear, reverse or attenuate, we compute the overall relevance measure for each variable in pre-and post-discovery samples. The results are shown in Table 5 . The table displays the overall relevance measure as described in Equation (5) in the pre-and post-discovery periods. We use Fama and French (1992) for size and value premium, Fama and French (1988) for dividend yield, Campbell and Shiller (1988) for earnings price ratio, Baker and Wurgler for net equity expansion, Pontiff and Schall (1998) for book-to-market ratio, Campbell (1987) for term spread, and finally, Chen et al. (1987) for default yield and default return spread. Variables such as stock variance and cross-sectional premium were omitted from the analysis since the data ends before their "discovery". The number inside square brackets "[ ]" indicate the number of variables that had higher relevance measures. Consistent with the literature, we find that the predictive powers of some variables do disappear. In fact, variables such as dividend yield and earnings price ratio loose entirely their predictive power. Interestingly, the analysis reveals that the book-to-market ratio, a popular variable in the literature, has, in fact, been irrelevant for predicting stock returns. However, the term spread remains a robust predictor of stock returns even in its post-discovery period. 
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Concluding remarks
In this paper, we have examined (a) how composite weighted ensembles outperform model selection criteria, and (b) what the important conditioning variables for predicting stock returns out-of-sample are. We obtain the following general results. First, we show that the main difference between model selection criteria and composite weighted ensembles that propagate model uncertainty is lower bias, and not lower variance. However, the evidence indicates that in terms of direction-of-change predictability composite weighted ensembles are not superior to model selection criteria.
Second, the results suggest that the predictive power of term spread and cross-section premium is superior to that of other predictors. In particular, their omissions from the analysis considerably decrement the out-of-sample predictive accuracy. In contrast, predictors such as book-to-market ratio and dividend yield, for example, can be considered as noise or irrelevant, since masking their values considerably increases the predictive accuracy.
The information supplied by bias-variance analysis suggests two promising approaches for designing predictive regressions. One approach is to employ different low-bias learning algorithms. The other approach is to use out-of-bag estimates to gauge the generalization performance of all competing regression specifications. In doing so, the raison d'être is not only to obtain models that are the best predictors with respect to a set of ex-ante observable economic variables but also to extend the reach of data-intensive techniques in the context of prediction regressions. In view of the mildly encouraging results of the present study, some optimism about the benefits from implementing these approaches seems justified.
