Differential positivity and K-cooperativity, a special case of differential positivity, extend differential approaches to control to nonlinear systems with multiple stable equilibria, such as switches or multi-agent consensus. To apply this theory, we reframe conditions for strict K-cooperativity as an optimization problem. Geometrically, the conditions correspond to finding a cone that a set of linear operators leave invariant. Using this geometric intuition, we construct an iterative cone-finding algorithm centered around Linear Programming (LP) that modifies existing rays instead of adding new ones. This enables us to also tackle the synthesis problem for K-cooperative systems. We demonstrate the effectiveness of this approach on some examples.
INTRODUCTION
Multistable systems are difficult to analyze with classical system-theoretic methods. The presence of several fixed points limits the use of fundamental methods like Lyapunov theory, constraining its use within the neighborhood of each attractor. Feedback control design is even more challenging. Even the task of tuning the parameters of a simple bistable switch for performance or robustness to perturbations pushes any classical tool of nonlinear control to its limits. In this paper we begin to address these issues by proposing a robust, tractable approach to nonlinear analysis and feedback design for systems whose attractor landscape is characterized by the presence of multiple fixed points. The approach builds on differential positivity (Forni and Sepulchre (2016) ), which studies systems by looking at the positivity of the linearized dynamics (along any trajectory of the system). Tractability follows from a two step optimization iteration based on linear programming, which provides a novel numerical tool for analysis and feedback design for monostable and multistable closed-loop systems.
Differential positivity builds upon differential analysis (Forni and Sepulchre (2014b) ). The approach is similar to contraction theory (Lohmiller and Slotine (1998) ; Pavlov et al. (2006) ; Russo et al. (2010) ; Forni and Sepulchre (2014a) ), which characterizes the stability/contraction of a system from the stability of its linearizations along any possible system trajectory. This makes contraction a powerful approach for problems where the fixed point varies with parameters. Similarly to how contraction theory links the convergence of system trajectories to the stability of the linearizations, differential positivity links the behavior D. Kousoulidis is supported by the Engineering and Physical Sciences Research Council (EPSRC) of the United Kingdom. of the nonlinear system (monotonicity, multistability, etc.) to the positivity of its linearizations.
A linear system is positive if its trajectories contract a cone. This is a form of projective contraction that leads to the Perron-Frobenius theorem, which entails the existence of a slow dominant mode in the system dynamics and is also related to the presence of a dominant eigenvector within the cone (Bushell (1973) ). In a similar way, a system is differentially positive if its linearized dynamics contract a cone field (a cone that depends on the state of the system). When the cone field is constant and the system state belongs to a vector space, a differentially positive system is a monotone system (Hirsch and Smith (2006) ; Angeli and Sontag (2003) ), therefore its trajectories preserve a partial order relation on the system state space. Furthermore, almost all bounded trajectories of the system converge to some fixed point, asymptotically. We call these systems K-cooperative, to emphasize the role of the constant cone field K and important connections with the literature (Hirsch and Smith (2006) ).
Finding the contracting cone of a K-cooperative system is provably difficult (Protasov (2010) ). This is why most of the literature assumes that a suitable cone is readily available (Hirsch and Smith (2006) ; Angeli and Sontag (2003) )). In contrast, in this paper we provide an algorithm to find such cones. The theory builds on a previous attempt (Kousoulidis and Forni (2019) ), proposing a new cone finding algorithm based on optimization and linear programming. The key step of the paper is a quantification of how far a given system is from being K-cooperative with respect to a given cone, which is then taken into account to reshape the cone to improve this distance. The result is an iterative derivation of the final contracting cone. In addition, the approach can be easily tweaked for control design, enabling a new approach to robust design for multistable systems.
We illustrate our algorithm in practice in Section 6 by analyzing and designing a robust electrical switch. We also look into a nonlinear consensus problem with repulsive interactions. Through a suitable system augmentation, in our third example we also show how to use our algorithm to build polyhedral Lyapunov functions for stability analysis.
The first two sections below introduce the language of the paper. The main cone finding algorithm is presented in Sections 4.2 and 5.2, for analysis and synthesis respectively. This is followed by the examples.
Notation: When used on matrices or vectors, inequalities are always meant in the element-wise sense. Combined with inequalities and used on a matrix, off-diag(·) implies that the inequalities are only applied to the off-diagonal entries of the matrix. The interior of a set S is denoted by int(S). A proper cone is a set K such that: (i) if r 1 , r 2 ∈ K and 0 ≤ p 1 , p 2 ∈ R, then p 1 r 1 + p 2 r 2 ∈ K; (ii) int(K) = {0}; and (iii) if r ∈ K, then −r / ∈ K. The dual cone of a cone K is denoted by K * and defined as {h : h T r ≥ 0 ∀r ∈ K}. Considering two cones K 1 and K 2 , K 1 ⊆ K 2 denotes the usual set inclusion. We use K 1 ⊂ K 2 to denote r ∈ K 1 \ {0} =⇒ r ∈ int(K 2 ).
K-COOPERATIVITY

Definitions and Properties
We say that a continuous time linear systemẋ = Ax, x ∈ R n , leaves a cone K invariant if x(0) ∈ K =⇒ x(t) ∈ K for all t ≥ 0. This is equivalent to the sub-tangentiality condition:
x ∈ K, y ∈ K * , y T x = 0 =⇒ y T Ax ≥ 0
Similarly, we say that the system contracts a cone K if x(0) ∈ K \ {0} =⇒ x(t) ∈ int(K) for all t > 0. This is implied by the strict sub-tangentiality condition (Berman et al., 1989, Theorems 3.7 and 3.26 ):
x ∈ K \ {0}, y ∈ K * \ {0}, y T x = 0 =⇒ y T Ax > 0 (2)
If we find a cone that the system contracts, we certify that the system is strictly positive. Strict positivity restricts the qualitative behavior of the system: the dominant eigenvector is an attractor of the system. Differential positivity (Forni and Sepulchre (2016) ) generalizes the notion of positivity to the nonlinear setting. For nonlinear systems,ẋ = f (x), this generalization is based on system linearizatioṅ
is the Jacobian of the vector field at x ∈ R n . Differential positivity is defined with respect to a cone field K(x). In this paper we will study the simpler case of a constant cone field K. We say that a nonlinear system differentially contracts a cone K if δx(0) ∈ K \ {0} =⇒ δx(t) ∈ int(K) for all t > 0.
(3) In analogy with the linear case, we call these systems strictly differentially positive. (3) is implied by the strict differential sub-tangentiality condition that requires that, for all x ∈ R n :
δx ∈ K \ {0}, y ∈ K * \ {0},
Similarly to strict positivity of linear systems, strict differential positivity restricts the qualitative behavior of the nonlinear system: in our setting, it implies that almost all bounded trajectories converge to some fixed point (Forni and Sepulchre, 2016, Corollary 5 ).
The strict differential sub-tangentiality conditions provide a way to verify strict differential positivity. We call systems that satisfy (4) for some cone strictly K-cooperative. Since (4) =⇒ (3), strictly K-cooperative systems are strictly differentially positive systems and share the same convergence result. For the rest of the paper, we attempt to verify or synthesize strictly K-cooperative systems. The main obstacle in doing so is finding a K for which (4) holds.
It is worth noting that even though we can test if a linear systemẋ = Ax is strictly positive by checking if the rightmost eigenvalue of A is simple and real (Vandergraft (1968) ), we can't generally conclude that a nonlinear system is differentially positive from the spectral structure of its Jacobians ∂f (x) alone. The presence of a rightmost eigenvalue in the Jacobian at every x is only a necessary condition. This is analogous to how we can't, generally, establish the convergence of all trajectories of a system to a unique fixed point from the analysis of the Jacobian eigenvalues.
GENERAL FORMULATION
Conical Relaxation and Robustness
To verify (4) with finite computations we relax the set of all Jacobians, ∂f (x), to a finitely generated set of matrices, A, such that for each x ∈ R n , ∂f (x) ∈ conic-hull(A) \ {0}, (5) where conic-hull(A) is defined as
We refer to a set A that satisfies (5) as a conical relaxation of ∂f (x). The use of a conical relaxation to verify (4) follows from the next Lemma. Lemma 1. (Convexity of Sub-tangentiality). If A is a conical relaxation of ∂f (x), and each A i ∈ A satisfies (2) with respect to the same cone K, then ∂f (x) satisfies (4).
Proof. Assuming left-hand side of (4),
where the strict inequality follows from (2), using the fact that at least one p x i > 0 (since ∂f (x) = 0).
We can also use conical relaxations to analyze robustness to uncertainties:
• we get robustness to some perturbations 'for free' since our certificate also holds for anyẋ = f (x)+g(x) where ∂g(x) ∈ conic-hull(A); • we can adapt a conical relaxation to incorporate specific perturbations. If our perturbed system can be represented in the linearizations by ∂f (x) + Q, where Q is a given family of perturbations, we can use a new conical relaxation A Q that satisfies ∂f (x)+ Q ∈ conic-hull(A Q ).
We therefore treat the problem of finding cones for system analysis as the problem of finding a common cone that is contracted by (all elements of) a given A. Remark 1. Naively producing a tight conical relaxation for a general system can lead to a combinatorial explosion in the number of elements in A. We don't presently focus on the general construction of conical relaxations and instead manually derive them for the applications considered.
Cone Representations
In our search for cones, we limit ourselves to the family of polyhedral cones. Polyhedral cones can be represented in two ways:
Assuming the cones are proper, strict inequalities characterize their interior. From this point onward, we focus on R-representation cones, noting that the analysis and algorithms can be extended to H-representation cones through duality.
Feasibility Formulation
We reformulate (1) and (2) for R-representation polyhedral cones: Lemma 2. For a given matrix A and proper cone K R (R), A satisfies (1) for K R (R) if (and only if) there exists a matrix P with nonnegative off-diagonal entries (off-diag(P ) ≥ 0) such that: AR = RP (8) Furthermore, A also satisfies (2) for K R (R) if (and only if) there exists a P with off-diag(P ) > 0.
where the second identity follows from the additional identity r = Rp, for some p ≥ 0.
From our assumptions we have 0 = p ≥ 0 and 0 = (h T R) ≥ 0. As such we satisfy (1) for A if (P + αI) ≥ 0. Since we can choose α freely, this is equivalent to off-diag(P ) ≥ 0. Similarly, we satisfy (2) for A if off-diag(P ) > 0.
Only if: See (Berman et al., 1989 , Theorems 3.3.9 and 3.3.41).
Putting everything together: Proposition 1. (Feasibility Formulation). A nonlinear systemẋ = f (x) is strictly K-cooperative if, given an A that satisfies (5), there exists a matrix R satisfying:
Proof. Implied by combining Lemmas 1 and 2.
If R is left as a free parameter this test is intractable while, remarkably, with R fixed the test can be carried out using Linear Programming (LP). When R is fixed the test only gives a 'Yes' or 'No' answer while we are interested in finding a suitable R. We can formulate this by introducing a measure of how far a given R is from satisfying Proposition 1, as shown in the next section.
Measuring Distance to K-cooperativity
We want to quantify how far a given set of positive matrices is from contracting a given candidate cone. To this end, we introduce the set of widened operatorsĀ w , where for eachĀ i ∈Ā w :
, and h i is some fixed vector in int(K * ) (we explore some strategies for selecting these later). The rank one matrix (r
Lemma 4. For any given matrix A, proper cone K, r ∈ int(K), and h ∈ int(K * ), there will exist some finite w such that [A + w(rh T )] satisfies (1) with respect to K Proof. We are only concerned with the sign of y T [A + w(rh T )]x, so we fix |y| = |x| = 1 (the implication is trivial when y or x are 0). Because r ∈ int(K), and h ∈ int(K * ), y T r > 0 and h T x > 0. We denote inf y (y T r) = α > 0 and inf x (h T x) = β > 0.
Then
Lemmas 3 and 4 mean that we can use {w i } to quantitatively measure how close we are to a contracting cone: if we leave {w i } as free parameters, the tests in Lemma 2 will always be feasible forĀ i ∈Ā w and a fixed K R (R), and, if we find {w i } below 0, we can conclude strict Kcooperativity. Proposition 2. (Optimization Formulation). Consider the following optimization problem: min
subject to:
If we find a solution with w < 0, we can conclude strict K-cooperativity with respect to the corresponding K R (R) for all nonlinear systemsẋ = f (x) that satisfy (5) for the A used.
Proof. Implied by combining Lemmas 1-3.
We observe that (10) is not a linear programming problem if we leave R as a variable. However, we can now make use of w to iteratively refine an initial candidate cone R, searching for a final contracting cone, as described in Section 4.2.
VERIFYING K-COOPERATIVITY
Necessary Conditions and Geometric Constraints
In Section 2 we mentioned that to verify strict Kcooperativity we need to find a contracting cone but the linearizations provide us with some necessary conditions. We will now use (Kousoulidis and Forni, 2019, Propositions 4-6) to elaborate on the necessary conditions and geometric constraints imposed by the linearizations.
Firstly, every A i ∈ A has to be strictly positive, i.e. exhibit a simple, real right-most eigenvalue, otherwise Kcooperativity is excluded. We refer to such eigenvalues as dominant. We also apply the same terminology to their associated right and left eigenvectors, which we denote bȳ r i andh i , and scale such that ||h i || 1 = 1 andh T ir i = 1. The dominant eigenvectors tell us that all trajectories oḟ x = A i x that start in the open half-spaceh T i x(0) > 0 will converge (as rays) to the ray p 0ri , for some 0 < p 0 ∈ R.
It follows that for a cone K to be contracted by each A i , there must exist orientations of the dominant eigenvectors r i andh i such thatr i ∈ int(K) andh i ∈ int(K * ). This must hold for each A i ∈ A. For this to be possible, there must exist an orientation of the dominant eigenvectors such thath irj > 0. We can efficiently find such an orientation if it exists or conclude that it doesn't. If it doesn't exist, we can again exclude K-cooperativity. If it does exist, it is unique (up to the orientation of one of the eigenvectors, see Algorithm 1 in Kousoulidis and Forni (2019) ). We then combine our dominant eigenvectors to form two cones, K R (R inner ) and K H (H outer ):
is a H-representation polyhedral cone formed from left dominant eigenvectorsh i . We enforce thatr i ∈ int(K) andh i ∈ int(K * ) by only considering cones K that satisfy:
This also implicitly constraints K to be proper.
Finally, sincer i ∈ int(K) andh i ∈ int(K * ), they also serve as ideal candidates for {r i } and {h i } in Proposition 2, respectively. By using them to produceĀ w , each new matrixĀ i will have the same eigenvectors as A i , will have its dominant eigenvalue shifted by w i to the right, and will have all other eigenvalues unaffected.
The Algorithm
Assuming r i =r i , h i =h i , and for a fixed K R (R) that satisfies (11), we reformulate (10):
This can be solved using LP. It can also be split to subproblems and parallelized in a straight forward way.
At a high level, we will begin by finding an initial cone that satisfies (11). We then proceed to solve (12) with the given cone. If w < 0, our system is K-cooperative and our search is done. If it isn't, we linearize optimization problem (12) around the solution we found and consider small perturbations to our cone K R (R + δR), making sure (11) still holds. We update the rays of our cone using the solution to the linearized problem and repeat the last two steps, stopping when w < 0 or the algorithm has converged to a minimum.
After solving (12) using some fixed R, we obtain values for {w i , P i }. We then consider the effect of solving the problem again, subject to 'small changes' (δR, {δw i , δP i }) to (R, {w i , P i }) respectively. From a variational perspective, the equality constraint of (10) reads
. Therefore, if we substitute the original constraint back and ignore higher order terms, we get
, which is a linear constraint in δR, δw i and δP i . We apply the same principle to the rest of (10) to obtain the following: min δR, {δwi,δPi}w (13) subject to:
This is almost a linear programming problem. The only issue is the constraint K R (R inner ) ⊂ K R (R +δR) which is non-convex but can be relaxed to an LP problem as well. To relax this constraint, we first introduce a new matrix R that satisfies K R (R inner ) ⊂ K R (R ) ⊂ K R (R) and has the same dimensions as R. We obtain such a matrix by adding a positive multiple of the centroid ray of K R (R inner ) to each column of R and we recompute it every time (13) is called. We then add a free matrix parameter P −1 and the constraints that (R + δR) = R P −1 , 1 M is a left eigenvector of P −1 with eigenvalue 1, and off-diag(P −1 ) ≤ 0, to our optimization problem. This guarantees that P −1 is an invertible M-matrix, since 1 M will be the Perron-Frobenius eigenvector of Metzler matrix −P −1 and hence all eigenvalues of P −1 have real part ≥ 1. This in turn implies that P exists and P ≥ 0. Since R = (R + δR)P , we have that K R (R ) ⊆ K R (R + δR), which in-turn guarantees K R (R inner ) ⊂ K R (R + δR). To ensure that (δR, {δw i , δP i }) are all kept small and that the algorithm converges while using LP, we add a penalty and/or a constraint on their maximum induced 1-norms (or ∞norms). All remaining constraints and the objective are already LP-compatible. Unlike (12) this problem can't be easily parallelized because of the coupling introduced by the shared δR and is the most computationally demanding component of the algorithm.
Overall, we build the iteration R (k+1) = R (k) + δR, where we expect R (k+1) to be able to solve (12) for a lower w than R (k) . We check if the algorithm has converged by looking at ||δR|| 1 . Algorithm 1 below summarizes the overall process.
Note that the number of extreme rays in the cones is upper bounded by the number of columns of the initial cone, M , which remain constant throughout the process. This in turn puts limits on the eigenvalues of the elements in conic-hull(Ā w ): more oscillatory dynamics require a larger number of extreme rays (Benvenuti and Farina (2004) ). As such it is important to be able to initialize a cone that both satisfies (11) and meets a given target number of extreme rays.
To achieve this we begin with matrix R inner . To satisfy (11) our initial cone has to be solid and, since we are starting with R inner , its matrix representation must have at least as many columns as R inner . Hence we have M ≥ max(n, l), where l is the number of columns of R inner (which, due to potential redundancy, is ≤ |A|). Then, until our matrix has M columns, we expand it by appending randomly perturbed columns of R inner , rejecting new vectors that don't increase the number of extreme rays in our cone or are not inside K H (H outer ). To ensure the strict inclusion K R (R inner ) ⊂ K R (R (0) ), we subtract some small positive multiple of the centroid ray of K R (R inner ) from each column of our initial representation matrix. In this way we now have a matrix R (0) that has M columns, satisfies (11), and can solve (12) for some w that is guaranteed to be finite.
Algorithm 1 K-Cooperativity Verification Algorithm
Data: The set of matrices A, the maximum number of extreme rays in the cone M Result: R satisfying Proposition 1 if found, else F alse Procedure:
Problem Formulation
We next consider the control design problem, that is, how to find the closed-loop system parameters that make the dynamics K-cooperative.
We use the following formulation:ẋ
Where M j are fixed matrices identifying our control structure, and c j are the scalar parameters we are free to choose.
Many design problems can be expressed in this formulation. For example, consider a linear system with state feedbackẋ = (A + BF )x. Assume it has n states and 1 input. Then, take U = n and M j = (Be T j ), where e j is a n dimensional vector with a 1 in position j and 0 in all other places. Each c j corresponds to F j , the j th element of F .
To find parameters that make the dynamics K-cooperative we need to search for a contracting cone while also adapting c. As discussed in Section 3.1, to be able to test K-cooperativity with a finite number of computations, we require a conical relaxation A(c), which now depends on c. Thankfully, A(c) has a simple parameterization. We start with a conical relaxation for ∂f (x), A. Then, for each matrix A i ∈ A, we define a parameter dependent matrix A i (c) ∈ A(c):
We can then think of A(·) as a function that can be evaluated for a given c to return a valid conical relaxation forẋ = f c (x). Propositions 1 and 2 still hold for a given c if we set A = A(c) and f (x) = f c (x), providing us with a way to test K-cooperativity and measure distance to Kcooperativity respectively. We can also analyze robustness through A(c) in the same ways as described Section 3.1. Remark 2. The algorithm that follows can also be used for nonlinear controllers where f c (x) can't be decomposed in the same way as (14). We don't presently consider this in order to make the exposition cleaner.
The Algorithm
The algorithm remains largely unchanged from Algorithm 1. At a high level, the main addition is the ability to modify c. This is again achieved by considering 'small changes' to the parameters, this time including δc.
In addition to that, since the matrices in A(c) now depend on c, we can no longer directly apply the necessary conditions of Section 4.1 and don't have obvious candidates for r i and h i . We instead set all r i to a pre-selected r, and all h i to a pre-selected h. This replaces (11) with K R ([r]) ⊂ K ⊂ K H ([h T ]), constraining the cones K to the ones that have r ∈ int(K) and h ∈ int(K * ). The investigation of necessary conditions and geometric constraints imposed by {A i } and {M j } is left as future work.
Optimization problem (10) then becomes: min
subject to, ∀ i ∈ |A(c)|: w ≥ w i , off-diag(P i ) ≥ 0,
The cone is initialized in the same way as in Section 4.2 but with K R ([r]) in place of K R (R inner ) and K H ([h T ]) in place of K H (H outer ). We also have to provide an initial set of parameters c (0) .
The optimization problem used to guide changes in R and c is the following: min δR, δc, {δwi,δPi}w
This is analogous to optimization problem (13) and can be relaxed to an LP problem in the same way. Furthermore, additional LP-compatible conditions on c can be easily incorporated by adding constraints on c + δc to the optimization problem. This time, to check if the algorithm has converged after solving (16), we look at both ||δR|| 1 and ||δc|| 1 .
The new process is summarized in Algorithm 2:
Algorithm 2 K-Cooperativity Synthesis Algorithm Data: The set of matrix functions A(·), the initial set of parameters c (0) , a vector that will lie inside the cone r, a vector that will lie inside the dual cone h, the number of rays in the cone M Result: R and c such that R, A(c), and f c (x) satisfy Proposition 1 if found, else F alse Procedure:
Electrical Switch
Taking inspiration from the bistable and oscillatory circuits analyzed in Miranda-Villatoro et al. (2018 , we consider the electrical circuit with three states shown in Fig. 1 (left) . The dynamics of this circuit are given by: Here x 1 represents the current across the inductor, and x 2 and x 3 represent the voltages across the capacitors.
The scalar function f (·) represents a nonlinear resistor. We take its derivative, f , to be bounded by f l ≤ f ≤ f u .
For different choices of parameters, this system exhibits a range of different qualitative behaviors. We fix L 1 = 30, C 2 = 10, R 2 = 5, C 3 = 1 and let f (x 3 ) = x 3 − 1.5 tanh(x 3 ), shown in Fig. 1 (right) , such that f l = −0.5 and f u = 1. Then, for R 1 = 1, simulations show the existence of a limit cycle, while for R 1 = 50 the system appears to be bi-stable. This is illustrated in Fig. 2 (left) .
Algorithm 1 finds a contracting cone for the case where R 1 = 50, proving that it is K-cooperative and hence, in this case, bistable. To further investigate this scenario we incorporate robustness considerations: (i) we add matrix [0, 0, 1] T [0, 0, 1] to our conical relaxation. This removes the lower bound on f (f (·) must still be Lipschitz); (ii) we allow all passive components (the resistances, capacitors, and inductor) other than R 1 to vary by ±10%, generating matrices for each possible scenario. The robust cone found is shown in Fig. 2 (right) .
We now attempt to use Algorithm 2 to find an R 1 for which we can prove that the system is K-cooperative even if the passive components are allowed to vary by ±20%. We initialize the nominal values at those of the oscillatory scenario from Fig. 1 . We still include matrix [0, 0, 1] T [0, 0, 1] in our conical relaxation, removing the lower bound on f . As such we set r = h = [0, 0, 1] T , c = R 1 , c (0) = 1. We find the cone shown in Fig. 3 (left) , which is contracted for our system provided R 1 = 61 and all passive components (other than R 1 ) are within ±20% of their nominal values. We can therefore conclude that, for the above range of component values, the system will be bi-stable as long as trajectories are bounded and the equilibrium at 0 is unstable. Some possible example trajectories are shown in Fig. 3 (right) .
First Order Consensus
We consider dynamics of the form:
where each agent x i represents a simple integrator driven by the weighted differences with its neighboring agents, characterized by functions f ij : R → R such that f ij (0) = 0. We say that the agents reach consensus when x 1 = · · · = x N . We can use K-cooperativity to study consensus of nonlinear or uncertain systems: the trajectories of a strictly K-cooperative system with 1 N ∈ int(K) converge to consensus.
Here, we revisit the consensus example from Section V.A of Kousoulidis and Forni (2019) , where we considered a network of 5 agents with the topology shown in Fig. 4 . The black edges represent linear connections with weights normalized to 1, the blue edges represent nonlinear connections with slopes restricted to −1 ≤ f 15 ≤ 1 and −1 ≤ f 42 ≤ 1, and the red edge represents a linear connection with weight set to k.
We initially fix k = 1 and attempt to use Algorithm 1. We successfully find a contracting cone with 7 rays. For comparison, when we use the older Algorithm from Kousoulidis and Forni (2019) on this problem, we obtain a cone composed of 52 rays.
Next we attempt to find a k such that the system reaches consensus for any −2 ≤ f 15 ≤ 2 and −2 ≤ f 42 ≤ 2. For this we use Algorithm 2 with r, h = 1 N , c = k and c (0) = 1. We find a contracting cone with k = 4.8. An example of a random trajectory when f 15 (x), f 42 (x) = −2 sin(x) with k = 1 and k = 4.8 is shown in Fig. 4 . Since −2 ≤ f 15 ≤ 2 and −2 ≤ f 42 ≤ 2, we can only guarantee consensus for the case where k = 4.8, and plot the trajectory when k = 1 for comparison. 
Spring-Damper: Lyapunov Analysis
As a final example, we show some initial results on how our algorithm can also be adapted to find Lyapunov functions and design robust stabilizing controllers for linear timevarying systems described by polytopic Linear Differential Inclusions (LDIs),ẋ = A(t)x with A(t) ∈ convex-hull(A); where we define convex-hull(A) as:
We can do this by finding a bounded polytope C that is contracted by A. That is a C such that for every A i ∈ A, ifẋ = A i x then x(0) ∈ C =⇒ x(t) ∈ int(C) for all t ≥ 0.
(19) The Minkowski functional of C is then a Lyapunov function for the LDI (Blanchini (1999) ).
To use our algorithm to find bounded polytopes instead of polyhedral cones we begin by transforming our n dimensional matrices A i ∈ A into extended n + 1 dimensional matricesÂ i ∈Â:Â
And we set all r i , h i = [1, 0 n ] T .
We then apply Algorithm 1 or 2 as normal, obtaining a n+1 dimensional K R (R) that satisfies (2) for eachÂ i ∈Â and, in the case of Algorithm 2, a corresponding vector of parameters c.
We map K R (R) to a C that satisfies (19) in the following way:
• Scale each n + 1 dimensional column of R such that the first element is 1. • Remove the first row of R to produce a new matrix V . • Each n dimensional column of V then defines a vertex. The convex hull of these vertices defines a bounded polytope C that satisfies (19).
We apply this to the following time varying spring-damper system:
Where φ(t) represents an uncertain (and potentially negative) spring constant and k p represents a proportional position feedback gain. Fig. 5 . Contracting Polytopes found for (21) and the vector fields generated by each of the two A i ∈ A. Left: Analysis problem with 1 ≤ φ(t) ≤ 3 and k p = 0.
Right: Synthesis problem with −3 ≤ φ(t) ≤ 3 and k (0) p = 0. Final k p = 3.02. We initially consider the analysis problem by setting 1 ≤ φ(t) ≤ 3 and k p = 0. We use Algorithm 1 to obtain the contracting polytope shown in Fig. 5 (left) . We then attempt the synthesis problem, setting −3 ≤ φ(t) ≤ 3 and letting c = k p be a free parameter initialized to 0. Using Algorithm 2, we simultaneously obtain a stabilizing gain (k p = 3.02) and a contracting polytope, as shown in Fig. 5 (right) . It is worth noting that attempting to find a Quadratic Lyapunov function for the LDI using linear matrix inequalities fails when −3 ≤ φ(t) ≤ 3 and k p = 3.02.
In this section we have shown a new method for computing polyhedral Lyapunov functions (Blanchini and Miani (2015) ). We leave a thorough investigation of this application area, including its differential version (Forni and Sepulchre (2014a) ), as future work.
CONCLUSIONS
We presented a novel algorithm for constructing contracting polyhedral cones. The algorithm is based on optimization and keeps the number of vectors in the representation of the cone fixed. This enabled us to verify and synthesize K-cooperative systems without fixing a cone a priori. Building on differential positivity, K-cooperative systems capture more behaviors than traditional differential analysis approaches, which we illustrated by providing examples of robust analysis and synthesis for bi-stable and multiagent systems.
