ABSTRACT The rapid growth of traffic demands has posed the challenges to both radio access networks (RANs) and backhaul links. While the device-to-device (D2D)-enabled heterogeneous cellular networks (HCNs) are expected to offer diverse radio access capabilities and to improve the transmission performance of user equipments (UEs) significantly, the backhaul links may still experience challenges in offering quality-of-service guaranteed services to UEs. To tackle these problems, caching technology, i.e., caching user contents at the infrastructures of RANs, is proposed as an effective approach. In this paper, we consider the joint cache partitioning, content placement, and user association problem in the D2D-enabled HCNs and propose a two-step algorithm. Aiming to improve the utilization of cache space at small base stations, we propose a bankruptcy game-based cache partitioning algorithm to obtain the optimal cache space allocation strategy, based on which we then propose a joint content placement and user association algorithm to achieve the minimum service delay of all the content request users. As the formulated optimization problem is a mixed integer nonlinear optimization problem which cannot be solved conveniently, we apply the McCormick envelopes and the Lagrangian partial relaxation method to decompose the optimization problem into three subproblems which can be iteratively solved by means of the modified Kuhn-Munkres algorithm and the unidimensional knapsack algorithm. Simulation results validate the effectiveness of our proposed scheme.
I. INTRODUCTION
The explosive increase of high-speed user traffics poses challenges and difficulties to the transmission performance of radio access networks (RANs) and backhaul links [1] . While heterogeneous cellular networks (HCNs), which consist of macro cells and various types of small cells are expected to offer enhanced transmission performance for user equipments (UEs), the backhaul links of RANs may still experience challenges in offering quality of service (QoS) guaranteed user services, e.g., the rapidly increased content fetching services.
Previous research works have shown that only a small portion of data traffic, e.g., popular music or videos, is accessed
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by the majority of the users [2] , [3] . Hence, by caching these popular content files at the base stations (BSs) of the HCNs and allowing users to access their associated BSs and fetch the required contents locally, convenient and efficient content fetching applications can be achieved. In particular, the end-to-end transmission delay can be reduced efficiently and the transmission load on the backhaul links can be alleviated significantly. In order to achieve the efficient utilization of cache space and address user preference on particular types of contents and different characteristics of content files, cache partitioning problem, which partitions the cache space of BSs for various types of contents files should be considered [4] - [7] . In addition, due to the limited cache space of BSs, content placement strategy, i.e., caching suitable contents at BSs should be well investigated.
To further improve user QoS as well as network performance, device-to-device (D2D) communication technology can be applied which allows adjacent UEs communicate with each other in a direct manner without relying on the data forwarding of the BSs [8] . By integrating D2D communication technology with HCNs, D2D-enabled HCNs are expected to improve user transmission performance significantly. In D2D-enabled HCNs, UEs may select one of the macro cells, small cells or their D2D peers for content fetching [9] . It is apparent that different content placement and user association strategy may result in various service performance due to the heterogeneous characteristics of cells and D2D peers especially in terms of channel transmission performance, available resources and resource management schemes, etc.
In this paper, we investigate the joint cache partitioning, content placement and user association problem in D2D-enabled HCNs. In order to make full use of cache space resources, we propose a bankruptcy game-based cache partitioning algorithm to obtain the optimal cache resource allocation strategy. Then to achieve joint resource management among the macro BS (MBS) and the small cell BSs (SBSs), we propose a joint content placement and user association algorithm.
A. RELATED WORK
In this section, we present an overview of related work.
1) CACHE PARTITIONING SCHEMES
To improve the utility of limited cache resources in cacheenabled communication networks, cache partitioning strategies should be designed. Araldo et al. [4] and Le et al. [5] study cache partitioning problem for cellular BSs. To overcome the emerging conflict between security and efficiency of content caching, Araldo et al. [4] propose a cache partitioning architecture which allows Internet service providers to partition cache space into slices and assign the slices to different content providers. Le et al. [5] assume that infrastructure providers (InPs) may partition their cache space into slices and receive payment by leasing various slices to service providers. A contract theory-based incentive mechanism is proposed and an optimal contract is designed so that the utility of the InPs can be maximized.
Qiao et al. [6] tackle the challenges of transmitting mobile video streaming in mmWave 5G networks and develop a caching-based mmWave framework, which precaches video contents at the BSs for handoff users. By modeling the proposed system as a cache management problem and applying Markov decision process to dynamically allocate cache space of the BSs to mobile users, the connection and retrieval delay of video streaming can be reduced significantly. To increase the utilization of the cache space of SDN flow tables, Yan et al. [7] propose an adaptive cache space management scheme, which dynamically adjusts the sizes and shapes of caching buckets according to incoming traffic.
2) USER ASSOCIATION SCHEMES OF HCNs
In past few years, user association or cell selection problem has been studied for HCNs [10] - [14] . In [10] - [12] , data rate or network throughput is considered as the optimization objective in designing optimal user association strategy for HCNs. Boostanimehr and Bhargava [10] address user association problem in downlink transmission of a multi-tier HCN and propose a unified distributed algorithm which aims at maximizing the sum utility of long term rate and minimizing global outage probability at the same time. In [11] , joint user association and resource allocation problem is considered for multi-antenna HCNs. The authors propose a joint optimal scheme to maximize network utility which is defined as the function of user data rate and associate probability. Wang et al. [12] consider the joint optimization of user association, subchannel allocation and power allocation schemes for downlink transmission in multi-cell orthogonal frequency division multiple access (OFDMA) HCNs. A weighted sumrate maximization problem is formulated and solved via alternating optimization method to obtain the joint optimal strategy.
Service transmission delay is considered in [13] and [14] . Beyranvand et al. [13] examine the transmission delay and reliability issues of fiber-wireless enhanced long term evolution-advanced (LTE-A) HCNs and propose a backhaulaware user association algorithm to enhance transmission delay performance and achieve inter-cell load balancing as well. Luo [14] investigates the user association and resource allocation problem in HCNs and propose a joint optimization algorithm which minimizes the average packet delay of user traffic across the network.
User association problem is also considered for D2D-enabled HCNs. Xiao et al. [15] investigate the problem of user association in D2D-enabled HCNs where D2D peers are allowed to act as relay nodes. To achieve the tradeoff between energy efficiency and algorithm complexity, the authors propose a distance-based user association algorithm. Awad et al. [16] formulate the user association problem in D2D-enabled HCNs as a multi-objective optimization problem with the optimization objectives being user energy consumption, application QoS requirements and monetary cost, etc., and propose a distributed user association mechanism to achieve the optimality.
3) CONTENT PLACEMENT IN CELLULAR NETWORKS
In recent years, content placement strategies with different optimization objectives have been proposed for HCNs [17] - [25] . To design the optimal content placement strategies, Wen et al. [17] and Krishnan et al. [18] aim to maximize cache hit probability which is defined as the probability that a file requested by one user is delivered successfully to the user. Wen et al. [17] address the content placement problem in cache-enabled multi-tier HCNs and propose an optimal tierlevel content placement policy which achieves the maximal cache hit probability. Krishnan et al. [18] study the effect of VOLUME 7, 2019 retransmissions on the optimal cache placement policy for both static and dynamic scenarios in cache-enabled small cell networks and determine the optimal caching probability of the files that maximizes the cache hit probability. To improve cache hit probability in HCNs, Tran et al. [19] formulate the content placement and bandwidth allocation problem as the request miss ratio minimization problem and solve the problem by applying a line-search-based iterative algorithm.
Traffic volume served from caches or transmitting through backhaul network is considered as an an important metric when designing content placement strategies [20] - [23] . Liu and Abouzeid [20] consider the joint content placement and service scheduling problem in femtocell caching networks. To maximize the traffic volume served from the caches, the authors formulate the decision making process of the femto BSs (FBSs) as an Markov decision process (MDP), and develop an efficient online randomized algorithm to achieve the optimal content placement and service scheduling strategy. In [21] , the content placement problem in cacheenabled HCNs is formulated as an average backhaul load minimization problem subject to cache capacity constraints. By solving the optimization problem, the optimal content placement strategy can be obtained.
Li et al. [22] formulate the weighted sum of traffic load of accessing contents in cache-enabled HCNs and design an optimization problem to minimize the weighted sum. By applying a suboptimal heuristic algorithm, the content placement strategy can be obtained. Li et al. [23] consider a collaborative multi-tier caching HCN and propose a joint content placement and routing scheme to maximize traffic offloading. In [24] , the optimal content placement problem in a femtocell network is formulated as an average bit error rate minimization problem, and the tradeoff between file diversity gain and channel diversity gain is achieved by using the greedy algorithm. Khreishah et al. [25] formulate the joint content caching, routing and channel assignment problem in collaborative small-cell cellular networks as a throughput maximization problem and solve the problem by utilizing the column generation method.
Some recent research works consider content placement strategy in D2D communication networks [26] - [29] . Ji et al. [26] and Chen et al. [27] demonstrate that network throughput can be increased through applying caching strategy in D2D-enabled networks. Ji et al. [26] present a D2D scheme with spatial reuse and decentralized random caching strategy, and demonstrate that the proposed scheme achieves near-optimal throughput scaling. By applying stochastic geometry and optimization theory, an optimal caching placement strategy is proposed in [27] which maximizes cache-aided throughput as well as cache hit probability.
Optimal content placement in the presence of user mobility is considered in [28] and [29] . In [28] , a cost-optimal content placement problem is formulated for D2D networks, in which the impact of user mobility, cache size and the total number of encoded segments are jointly taken into account. A lower bound of the objective function is derived and an approximation of content placement strategy is obtained. Wang et al. [29] apply the alternating renewal process to model the duration of both the contact and inter-contact times. By approximating the distribution of the contact time of a given user as beta distribution, an accurate expression of data offloading ratio is derived.
4) JOINT CONTENT PLACEMENT AND USER ASSOCIATION IN HCNs
Most of the previous works focus on either user association scheme or content placement scheme design in HCNs or D2D communication networks. However, it can be observed that user association strategy may affect the content placement design significantly and it is highly desired to jointly design content placement and user association strategy in HCNs in order to further enhance network performance [30] - [33] .
He et al. [30] study the problem of joint content placement and user association in multicast-aided HCNs and propose a joint cooperative caching and multicast scheduling scheme to minimize system power consumption. The joint design of content placement and user association policy in a cacheenabled HCN is addressed in [31] . Considering the characteristics of wireless channels and backhaul links, the authors propose an average download delay minimization-based joint caching and user association strategy.
The tradeoff between load balancing and backhaul traffic reduction in cellular networks is examined in [32] , and an iterative algorithm is proposed to obtain cache-aware user association strategy and user association-aware content placement strategy iteratively. Jiang et al. [33] consider content placement and delivery policy for HCNs, where both the FBSs and UEs are capable of caching contents locally. They formulate the cooperative content caching problem as an integer-linear programming problem and propose a hierarchical primaldual decomposition method to obtain the optimal cooperative content placement and user association strategy.
While previous research works [30] - [33] have addressed the problem of caching partition, content placement and user association in HCNs, D2D-based content placement mode has not been studied extensively for HCNs. Furthermore, previous works mainly focus on the performance optimization of throughput or network utility, few works stress the performance of service delay, which is of particular importance especially for delay-sensitive content fetching services. Although Wang et al. [31] aim to minimize service delay, they fail to jointly consider caching partition problem and D2D communication mode, which may cause undesired caching resource utilization and content fetching performance.
B. CONTRIBUTIONS
In this paper, we investigate the joint cache partitioning, content placement and user association problem in D2D-enabled HCNs. In order to make full use of cache space resources, we propose a bankruptcy game-based cache partitioning algorithm to obtain the optimal cache resource allocation strategy. Then to achieve joint resource management among the MBS 56644 VOLUME 7, 2019 and the SBSs, we propose a joint content placement and user association algorithm. The major contributions of this paper are summarized as follows:
• In this paper, we jointly study the cache partition, content placement and user association allocation problem in D2D-enabled HCNs and design a joint optimal strategy for achieving the efficient utilization of cache space and optimal content fetching performance.
• To achieve the efficient utilization of the cache space of SBSs, we formulate the cache partition problem of the SBSs as a bankruptcy game and obtain the optimal cache partitioning strategy by applying Shapley value method.
• Jointly considering UEs' sensitivity on service delay and the constraints on wireless resources, cache capacity and user QoS requirements, we formulate the joint content placement and user association problem as a service delay minimization problem. As the formulated optimization problem is a mixed integer-nonlinear optimization problem which cannot be solved conveniently, we apply the McCormick envelopes and the Lagrangian partial relaxation method to decompose the optimization problem into three subproblems which are iteratively solved by means of the modified Kuhn-Munkres (K-M) algorithm and unidimensional knapsack algorithm. The rest of the paper is organized as follows. Section II describes the system model considered in this paper. Cache partitioning sub-algorithm is presented in Section III. In Section IV, service delay minimization-based joint content placement and user association sub-algorithm is proposed. In Section V, we present the solution to the formulated optimization problem. Simulation results are presented in Section VI. Finally, Section VII concludes this paper.
II. SYSTEM MODEL A. NETWORK SCENARIO
In this paper, we consider the downlink transmission in a D2D-enabled HCN which consists of an MBS and N SBSs where the MBS covers the whole area while each SBS only covers a small region inside the coverage area of the MBS. We assume that the MBS connects to the backhaul network through wired links and the SBSs connect the backhaul network through associating with the MBS wirelessly.
Considering the increasing requirements on content fetching, we assume that a small number of requesting UEs (RUs) in the network may have particular content fetching requests. To enable efficient content fetching, we apply local caching scheme and store certain amount of popular contents at the content servers deployed at the SBSs. In addition, to facilitate the advantages of D2D communications, we further assume that certain serving UEs (SUs) which are of relatively high performance are capable of caching a number of contents and may provide content fetching service to the RUs. Hence, the RUs in the network may conduct content fetching in three modes, i.e., MBS association mode, SBS association mode and D2D communication mode. More specifically, the RUs in MBS association mode have to acquire their requested contents stored in a remote content server at the core network through accessing the MBS. In SBS association mode, by accessing one of the SBSs, the RUs may acquire their requested contents locally provided that the contents are stored at the associated SBSs. In the case that the associated SBS fails to store the required content of one RU, the RU has to fetch the content from the remote server through accessing the backhaul link of the MBS via the SBS. Furthermore, in D2D communication mode, the RUs may fetch their required content from their D2D peers which have cached the required contents of the RU.
In this paper, we denote the set of SBSs as SBS= {SBS 1 , . . . , SBS N }, where SBS n represents the nth SBS, 1 ≤ n ≤ N , and denote the storage capacity of SBS n as S b n . Let RU = {RU 1 , . . . , RU M } denote the set of RUs, where RU m denotes the mth RU, 1 ≤ m ≤ M , M is the number of RUs. Let SU= {SU 1 , . . . , SU K } denote the set of SUs where SU k denotes the kth SU, 1 ≤ k ≤ K , K is the number of SUs. We assume that the RUs may request content files from a content library and denote F = {F 1 , . . . F L } as the set of content files, where F l represents the lth content file,
We further assume that the popularity distribution of the contents follows Zipf distribution with the popularity of F l being [31] 
where β stands for the skewness parameter of Zipf distribu-
In this paper, we assume that y d k,l is a given constant, i.e., various content files have been precached at the SUs. The system model considered in this paper is described in Figure 1 . In this paper, to avoid the transmission interference between cellular links and D2D links, we assume that various bandwidth resources are respectively allocated to the MBS, the SBSs and the D2D links, we assume that the bandwidth of the MBS and SBSs is divided into a number of subchannels with equal bandwidth and each subchannel can only be allocated to one RU. Let W max 0 and W max n denote respectively the maximum available bandwidth of the MBS and SBS n , and let W 0 and W n denote the subchannel bandwidth of the MBS and SBS n , respectively. The maximum number of users associated to the MBS and SBS n can be calculated respectively as A 0 = W max 0 /W 0 and A n = W max n /W n . We further assume that each D2D pair is assigned one orthogonal subchannel with the bandwidth of the subchannel being denoted by W d .
B. CHANNEL MODEL
The channel model considered in this paper is Friis free space propagation model, which assumes that received power decays as a function of transmitter-receiver separation distance. Denoting g m as the channel gain between the MBS and RU m , we can express g m as
where c denotes the speed of light, f m denotes the carrier frequency of the MBS, d m denotes the distance from RU m to the MBS. In addition, we also assume that additive noise with the power being σ 2 is introduced during signal transmission.
We assume the channel characteristics of SBS network and D2D links follow similar model. More specifically, the channel gain between SBS n and RU m , denoted by g s m,n , can be calculated as
where f s n denotes the carrier frequency of SBS n , d s m,n denotes the distance from RU m to SBS n . The channel gain between the MBS and SBS n , denoted by g s n , can be expressed as
where d s n denotes the distance from SBS n to the MBS. Similarly, the channel gain between SU k and RU m , denoted by g d m,k , can be expressed as
where
III. CACHE PARTITIONING SUB-ALGORITHM
In this section, to achieve the efficient utilization of the cache space of the SBSs and meet the diverse content requirements of the RUs in the HCN, we propose a cache partitioning sub-algorithm, which is a cooperation mechanism between SBSs allowing the SBSs to cache the required files of RUs cooperatively.
A. MAXIMUM CACHE SPACE REQUIREMENT
As the association relationship between RUs and SBSs cannot be determined before executing user association strategy, we can first examine the maximum cache space requirement of the RUs by caching all the required content files at each SBS. Denote C 0 as the maximum cache space requirement of the content files, we obtain
Comparing the maximum cache space requirement of the files with the amount of storage capacity of the SBSs, we can obtain various cache space status of the SBSs, and design the cache space allocation strategy of individual content files correspondingly. The following three cases are considered.
B. CASE 1: SUFFICIENT CACHE SPACE RESOURCE
In the case that the amount of the cache space resource of the SBSs is relatively sufficient for caching all the contents files required by the RUs, more specifically, the storage capacity of all the SBSs is greater than the maximum cache space requirement of the RUs, i.e.,
it is possible that all the content files can be cached at the SBSs. Let y s n,l denote the binary content placement variable of the SBSs, i.e., y s n,l = 1, if F l is placed at SBS n ; otherwise, y s n,l = 0, the cache space allocation strategy for F l can be expressed as
C. CASE 2: SEVERELY INSUFFICIENT CACHE SPACE RESOURCE
In the case that the cache space resource of the SBSs is severely insufficient, more specifically, the maximum cache space requirement of the files is greater than the maximum cache space of the SBSs, i.e.,
it is impossible to catch all the required files of the RUs at any of the SBSs. In order to achieve reasonable and relatively fair file storage at the SBSs, in this paper, we assume that the SBSs may cooperate to cache the content files for the RUs.
Applying cooperative game theory, we formulate the cache space allocation problem of the SBSs as a bankruptcy game model and solve the problem via Shapley value method [34] .
D. CASE 3: SLIGHTLY INSUFFICIENT CACHE SPACE RESOURCE
In the case that the cache space resource of the SBSs is slightly insufficient, more specifically, the maximum cache space requirement of the files is greater than the minimum 56646 VOLUME 7, 2019
cache space of the SBSs, while smaller than the maximum cache space of the SBSs, i.e.
it is impossible to catch all the required files of the RUs at all the SBSs. For those SBSs with sufficient storage space, i.e., ∃ S b n ≥ C 0 , we may cache all the content files at the SBSs. For those SBSs with insufficient storage space, we may follow the similar manner as in Case 2, i.e., by applying cooperative game theory, the cache space allocation problem of the SBSs can be formulated as a bankruptcy game model and solved via Shapley value method.
In the following subsections, a brief introduction to bankruptcy game theory is presented, then the game model for the cache space allocation of the SBSs is formulated and the cache space allocation strategy is presented.
1) INTRODUCTION TO BANKRUPTCY GAME
The theory of bankruptcy game can be dated back to an estate allocation problem of a bankruptcy company. We assume that a company which owes money to a number of creditors becomes bankrupt. Let E 0 and E 0 denote respectively the estate of the company and the amount of the money that the company owes to the creditors. The amount of the money E 0 should be allocated to all the creditors, however, typically the sum of the claims from the creditors is greater than the money of the bankrupt company, i.e., E 0 < E 0 . Denote the number of creditors as N 0 . This conflicting situation can be modeled as an N 0 -person cooperative bankruptcy game, and the optimal solution for allocating the money can be obtained through solving the game model.
2) SHAPLEY VALUE METHOD-BASED ESTATE ALLOCATION STRATEGY
Shapley value method can be applied to solve the problem of bankruptcy game. According to the Shapley value method, assuming that the alliance formed by N 0 creditors constitutes a finite set 0 , let denote a subset of 0 , i.e., ⊆ 0 , we define the characteristic function of the subset , denoted by v( ), i.e.,
where Q i represents the ith creditor and E max i denotes the claim made from Q i . The Shapley value of the bankruptcy game model can be defined as the actual money paid to the creditor. Let E i denote the money paid to Q i , we obtain
where | | denotes the number of elements in set , v( ) − v( − {Q i }) represents the contribution that Q i makes to the coalition and
represents the weight of the contribution that Q i makes to the coalition. Based on (7), the Shapley value E i , i.e., the actual estate allocation strategy of Q i can be obtained, 1 ≤ i ≤ N 0 .
3) BANKRUPTCY GAME-BASED CACHE SPACE ALLOCATION SCHEME It can be shown that in the case of insufficient cache space resource, the problem of cache space allocation of SBSs is similar to the estate allocation problem of the bankruptcy company, hence, we can model the cache space allocation problem of the SBSs as a bankruptcy game of L persons. Let C a l denote the allocated cache space of the SBSs for F l , 1 ≤ l ≤ L. According to the Shapley value method, we assume that the alliance formed by the content files constitutes a finite set 0 , and let denote a subset of 0 , i.e., ⊆ 0 , we can obtain the characteristic function v( ) of the set as
the Shapley value corresponding to the cache space allocation strategy of F l is then given by
For comparison, the variable notations and the descriptions of the estate allocation problem of the bankruptcy company and the cache space allocation problem of the SBSs are summarized in Table 1 . 
IV. SERVICE DELAY MINIMIZATION-BASED JOINT CONTENT PLACEMENT AND USER ASSOCIATION SUB-ALGORITHM
Based on the cache space allocation strategy of the SBSs, we then design the optimal joint content placement and user association scheme for RUs. It should be noted that under Case 1: sufficient cache space resource, all the content files can be cached at all the SBSs, thus, the problem of joint content placement and user association reduces to the problem of user association only. In this section, we consider a more general case, i.e., Case 2: insufficient cache space resource.
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Stressing the performance of service delay of the RUs, we formulate joint content placement and user association problem as a service delay minimization problem.
A. OBJECTIVE FUNCTION
As the RUs in the HCN may fetch contents via different association modes, we express the average service delay of the RUs as and D s will be described respectively in the following subsections.
B. AVERAGE SERVICE DELAY IN D2D TRANSMISSION MODE
The average service delay of the RUs in D2D communication mode, denoted by D d , can be calculated as 
where R d m,k denotes the data rate of the transmission link between RU m and SU k , which is given by
where P d k is the transmission power of SU k when sending the content file to RU m .
C. AVERAGE SERVICE DELAY IN MBS ASSOCIATION MODE
The average service delay of the RUs in MBS association mode, denoted by D m , can be calculated as
where x m denotes the binary association variable for MBS association mode, i.e., 
where D t m,l and D w m,l denote respectively the transmission delay and the queuing delay of RU m when acquiring F l through associating with the MBS, and D bh m,l denotes the average backhaul delay of the MBS. In this paper, we model the backhaul delay of the MBS as an exponentially distributed random variable with a given mean value and set D bh m,l as the mean value for simplicity [33] .
D t m,l in (20) can be expressed as
where R m denotes the data rate of the transmission link between the MBS and RU m , which can be expressed as
where P m is the transmission power of the MBS when sending the content to RU m . D w m,l in (20) can be calculated as
where µ and λ are the service rate and arrival rate of the MBS, respectively.
D. AVERAGE SERVICE DELAY OF RUS IN SBS ASSOCIATION MODE
The average service delay of the RUs in SBS association mode, denoted by D s , can be calculated as
where x s m,n denotes the binary association variable for SBS association mode, i.e., x s m,n = 1 if RU m is associated with SBS n ; otherwise, x s m,n = 0, D s m,n,l denotes the service delay of RU m when acquiring F l through associating with SBS n and can be computed as
where D (26) where R s m,n denotes the data rate of the transmission link between RU m and SBS n , which can be expressed as
where P s n denotes the transmission power of SBS n . where R s n denotes the data rate of the transmission link between SBS n and the MBS, which can be computed as
where P s n is the transmission power of the MBS when transmitting to SBS n .
E. OPTIMIZATION CONSTRAINTS
To design the joint content placement and user association policy which minimizes the service delay of all the RUs, we should consider a number of optimization constraints.
1) USER ASSOCIATION CONSTRAINTS
In this paper, we assume that each RU can acquire the required content by means of at most one association mode, i.e., C1 :
For D2D communication mode, we assume that each SU can only offer content fetching service for at most one RU provided that the SU has cached the required content of the RU. Hence, we can express the constraints as C2 :
Due to the bandwidth capacity constraints of the MBS and the SBSs, the number of RUs associating with the MBS and the SBSs should not exceed the maximum number of the subchannels of the corresponding BSs, which can be formulated as
2) DATA RATE CONSTRAINTS
We assume that the RUs with certain content fetching requirement may have different minimum data rate requirement, thus the data rate constraint of RU m can be expressed as C6 :
where R min m denotes the minimum data rate requirement of RU m .
3) CACHING STORAGE CONSTRAINTS OF SBSs
Considering the limited and various cache capacity of the SBSs, the number of contents placed in the cache of the SBSs should be limited to the maximum cache storage constraint, which can be expressed as C7 :
According to the cache space allocation strategy of the content files, the content placement of each file should subject the following constraint:
F. OPTIMIZATION PROBLEM FORMULATION
Jointly considering the optimization objective and the constraints, we can formulate the optimization problem as follows
V. SOLUTION OF THE OPTIMIZATION PROBLEM
The problem formulated in (36) is an integer nonlinear programming problem, the optimal solution of which is difficult to be obtained. In this section, we apply McCormick envelopes to remove the coupling among the optimization variables in (36) and equivalently transform the optimization problem into three subproblems by applying Lagrangian partial relaxation, then we solve the subproblems by using the modified K-M method and unidimensional knapsack algorithm, respectively.
A. REFORMULATION OF THE OPTIMIZATION PROBLEM
To decouple the user association variables x s m,n and the content placement variables y s n,l in the objective function in (36), we introduce a new variable, z s m,n,l = x s m,n y s n,l and rewrite the optimization problem by using McCormick envelopes [35] .
For convenience, we set
The optimization problem can be rewritten as
B. LAGRANGIAN PARTIAL RELAXATION AND DUAL PROBLEM FORMULATION
It can be proved that the optimization problem in (37) is a convex problem which can be solved by using traditional optimization tools. In this subsection, we apply the method of Lagrange partial relaxation [36] to incorporate C8, C9-C11 into the objective function of (37), and obtain the Lagrange function as follows
where θ m,l , ϕ m,n,l , ν m,n,l , η m,n,l ≥ 0 are the Lagrange multipliers. The Lagrange dual problem of (36) can be formulated as
C. SUBPROBLEM FORMULATION AND SOLUTION
By examining the optimization problem formulated in (39) , it can be validated that both the objective problem and the constraints are separable with respect to the user association variables x d m,k , x s m,n , x m , the content placement variables y s n,l and the newly introduced variables z s m,n,l , hence, we can decompose the problem into three subproblems, i.e., user association subproblem P 1 , content placement subproblem P 2 , and the joint optimization subproblem P 3 , which are formulated as follows:
Subproblem P 1 involves only the association variables
Under the constraint C1∼C6 in (36), P 1 can be regarded as a matching problem in a weighted biparirate graph. Let G 0 = (V 1 , V 2 , E, W ) represent a weighted biparirate graph, where V 1 and V 2 denote the set of vertices in the graph, V 1 = RU represents the collection of RUs, and V 2 = MBS ∪ SBS ∪ SU represents the collection of the SUs, the MBS and the SBSs. More specifically, we denote v j as the jth element in V 2 , 1 ≤ j ≤ N + K + 1. We define v 1 as MBS, v 2 , v 3 , · · · , v N +1 represent respectively SBS 1 , · · · , SBS N , and v N +2 , · · · v N +K +1 represent respectively SU 1 , · · · , SU K , E = {e m,j } denotes the set of link e m,j which connects RU m ∈ V 1 and v j ∈ V 2 , and W = {w m,j } denotes the set of link weight, where w m,j denotes the weight of e m,j and is defined as the service delay of RU m in corresponding association mode, which is given by 
By using modified K-M algorithm [37] , we can solve the matching problem in G 0 and obtain the optimal user association strategy.
Subproblem P 2 only involves the content placement variable y s n,l . Under the assumption that the content placement at individual SBS is independent in each iteration, we can decompose the subproblem into |N | unidimensional knapsack problems, one for each SBS, and solved the problems by using greedy algorithm [38] . For SBS n , the weight of placing F l can be expressed as
For convenience, we sort τ n,l in descending order and define τ n,l 1 as the largest value of τ n,l , and τ n,l 2 as the seconde largest value of τ n,l , etc., i.e.,
where l i denotes the index of the content file corresponding to the weight τ n,l i , 1 ≤ i ≤ L. Base on the greedy algorithm, we place the content F l 1 , F l 2 successively in the cache of SBS n until all the files have been placed or no more space is available for placing content files in the SBS, 1 ≤ i ≤ L. Algorithm 1 shows the greedy algorithm-based content placement strategy. Similar as Subproblem P1, Subproblem P3 can also be regarded as a matching problem and can be solved by means of the modified K-M algorithm.
Algorithm 1 Greedy Algorithm-Based Content Placement Strategy
1: Input p l , ν m,n,l , ϕ m,n,l , θ m,l , S l , S b n , τ n,l i . 2: Initialize S b n = S b n , w n = 0, l * = l 1 . 3: for i = 1 to L do 4: if S l i > S b n then 5:
D. UPDATING LAGRANGE MULTIPLIERS
Given the locally optimal solutions of X, Y, Z obtained by solving the subproblems P 1 , P 2 and P 3 , we can then update the Lagrange multipliers based on the subgradient method, i.e.,
||g(t)|| 2 denotes the stepsize [39] , ε is the positive control parameter of the stepsize, u b and l b are the upper bound and lower bound respectively. g 1 (θ m,l (t)), g 2 (ϕ m,n,l (t)), g 3 (v m,n,l (t)), g 4 (η m,n,l (t)) are the subgradient of the subproblems which can be calculated as
Repeat the above process iteratively until the convergence is reached, we can obtain the globally near-optimal joint content placement and user association strategy [40] . Calculate the Lagrange function defined in (38) , denoted by L (t) . Calculate the objective function value in (37) and denoted by F (t) . 10 :
Update the Lagrange multipliers. 12 :
Convergence=True.
14: end if 18: Until Convergence=True or t = T max .
VI. SIMULATION RESULTS
In this section, we examine the performance of the proposed joint cache partitioning, content placement and user association algorithm via simulation.
To demonstrate the effectiveness of our proposed algorithm, we compare its performance with that of Scheme 1 proposed in [32] and Scheme 2 proposed in [9] . Reference [32] considers the content placement and user association problem in cache-enabled BSs in a densely deployed wireless access network and propose an iterative algorithm-based content placement and user association scheme (Scheme 1) to achieve an optimized tradeoff between load balancing and backhaul saving. Yang et al. [9] propose a cache-based content delivery scheme (Scheme 2) for a three-tier HCN, where BSs, relays, and D2D pairs are included. Instead of optimizing content placement and user association simultaneously, the scheme first executes content placement strategy by caching popular contents in BSs and then applies user association strategy which associates each users with the BS offering the maximum SINR. In the simulation, we consider a D2D-enabled HCN consisting of one MBS located at the center of a circular region with the radius being 350m, two SBSs and a number of UEs randomly distributed in the region of the MBS. We assume that each RU makes random requests from the content library according the content popularity defined in (1) for one time period and the SUs have randomly precached some contents. We consider 10 SUs and other parameters used in the simulation are summarized in Table 2 . We set ε to 2.0 initially and change it to ε = ε/2 if there is no variation in the upper bound for a number of successive iterations. The simulation results are based on Monte-Carlo where results are averaged over 100 independent adaptation processes with each adaption process involving different positions and requests of RUs. Figure 2 illustrates the upper bound and lower bound versus the number of iterations obtained from our proposed algorithm. It can be observed that the upper bound and lower bound nearly simultaneously converges within less than 30 iterations which demonstrates the effectiveness of the proposed algorithm. Figure 3 shows the service delay versus the number of RUs. In the figure, we compare the performance of our proposed algorithm with Scheme 1 and Scheme 2. From the figure, we can see that the service delay increases with the increasing number of RUs and the increase of backhaul delay. In particular, it can be observed that the service delay increases slowly for some number of RUs, however, as the number of RUs becomes larger, the service delay increases rapidly. This is mainly due to the limited storage capacity of the SBSs and the maximum numbers of RUs which are allowed to associate with the SBSs. In the case of small number of RUs, most of the RUs may access the SBSs or D2D peers for content fetching, resulting in relatively small service delay, however, in the case of large number of RUs, a portion of RUs may have to acquire their required contents via the backhaul network through accessing the MBS, hence, resulting in much longer service delay. We can also see that our proposed scheme outperforms the other schemes and the performance gap between our proposed algorithm and the previously proposed algorithms becomes larger with the increased number of the RUs. This is because Scheme 1 only considers cache-enabled BSs, i.e., users can only be served by the BSs, no D2D communication mode is allowed. In Scheme 2, contents are cached without considering user association and UEs are simply associated with the BSs with the largest SINR, thus resulting in undesired service delay. Furthermore, both Scheme 1 and Scheme 2 fail to consider the performance of the backhaul transmission. Hence, as the backhaul delay increase, the performance of service delay deteriorates apparently. Figure 4 shows the service delay versus the subchannel bandwidth. In the simulation, we set the service rate of the MBS as 110, i.e., µ = 110 and compare the service delay obtained from our proposed scheme with that obtained from Scheme 1 and Scheme 2. We also examine the service delay performance corresponding to different packet arrival rate. From the figure we can see that the service delay decreases with the increase of subchannel bandwidth, the reason is that larger subchannel bandwidth results in smaller transmission delay and service delay in turn. It can also be observed that the service delay increases with the increase of packet arrival rate. This is because larger packet arrival rate results in longer queuing delay and service delay in turn. Moreover, our proposed algorithm achieves better performance than the other two schemes and the gap increases with the increase of the subchannel bandwidth. In Figure 5 , we plot the service delay versus the backhaul delay. We can see from that figure that the service delay increases with the increase of the backhaul delay and the service delay of our proposed algorithm is smaller than that of Scheme 1 and Scheme 2, demonstrating the better delay performance of the proposed algorithm.
In Figure 6 , we examine the impact of skewness parameter of Zipf distribution on service delay. In the simulation, we consider only one SBS and set S b n = 10Mbit, A n = 20. We can see from the figure that the service delay decreases when β becomes large in three schemes. This is because when β increases, a small number of popular contents will be fetched with high probability, therefore, limited storage capacity of the SBSs may meet the requirement of the RUs. We can also see that for a fixed β, the service delay increases with the increase of the backhaul delay and our proposed scheme offers better performance than that of the previously proposed algorithm. Figure 7 shows the service delay of RUs versus the number of contents. In the simulation, we compare our proposed scheme with Scheme 1 and Scheme 2, and we also consider different storage capacity of the SBSs. From the figure, we can see that the service delay increases rapidly for small number of content files, however, as the number of content files becomes larger, the service delay increases slowly and becomes almost stationary. This is because for small number of contents, as most contents can be cached at the SBS or SUs, a large number of the RUs may access the SBSs or D2D peers for content fetching, resulting in relatively small service delay. However, in the case of large number of contents, a relatively large number of RUs may have to acquire their required contents via the backhaul network through accessing the MBS, hence, resulting in longer service delay. It can be observed that our proposed algorithm achieves better performance than that of Scheme 1 and Scheme 2.
VII. CONCLUSIONS
In this paper, we investigate the joint cache partitioning, content placement and user association problem in D2D-enabled HCNs. Aim to improve the utilization of cache space at the SBSs, we propose a bankruptcy game-based cache partitioning algorithm to obtain the optimal cache space allocation strategy, based on which, we then formulate joint content placement and user association problem as a service delay minimization problem of all the RUs. By applying McCormick envelopes, we remove the coupling among optimization variables and equivalently transform the optimization problem into three subproblems by applying Lagrangian partial relaxation, then we solve the subproblems by using the modified K-M algorithm and unidimensional knapsack algorithm respectively. Numerical results demonstrated the proposed algorithm outperforms previously proposed schemes.
