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An algorithm parametrized by sequences of matrices (Ai} and {B,} is 
presented. The concept of wastefulness of the algorithm on a class V of con- 
strained optimization problems is introduced. Then it is proved that the 
algorithm is nonwasteful on W if and only if the matrices Ai are positive 
multiples of the identity matrix and the matrices Bi are positive semidefinite. 
Since the introduction of the digital computer a large number of numerical 
methods have been proposed to solve constrained optimization problems. 
These methods can be viewed as belonging to three classes. The first one, 
called the class of interior methods, is composed of all iterative procedures 
which generate sequences of feasible points, i.e., points in the constraint 
set. The second one, called the class of exterior methods, is composed of all 
iterative procedures which generate sequences of nonfeasible points. The last 
class is composed of all methods which are neither interior nor exterior. 
In this paper the class of descent interior methods is investigated (a descent 
method is such that iffi andfi+l are the values of the cost function at itera- 
tions i and i + 1, respectively, then fi+l < fi). This is done by using a 
representative parametrized algorithm. Given any descent interior algorithm, 
one may choose values for the parameters which in this case are n x n 
matrices so that the parametrized algorithm mimics the given method. The 
study of descent interior methods reduces then to the study of the influence 
of the parametrizing matrices on the properties of the parametrized algorithm. 
The paper’s first section is devoted to the definition of the class of problems 
to be considered. The parametrized algorithm is presented and the usual 
concept of convergence is discussed. Then, the concept of wastefulness is 
introduced. It is shown that this new concept is related to the finite properties 
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of the algorithm and is well adapted to the study of the efficiency of the 
algorithm. The following two sections of the paper are devoted to the 
study of the parametrized algorithm with respect to the concept of 
wastefulness. Conditions which are both necessary and sufficient for 
the nonwastefulness of the parametrized algorithm are exhibited. These 
results are used in Section 4 to obtain necessary conditions on the sequences of 
matrices (Ai} and {Bi} which are necessary if the parametrized algorithm is 
to be convergent on the class of problems considered. Finally, some well 
known interior methods are presented in the framework of the parametrized 
algorithm. 
1. A CLASS OF CONSTRAINED OPTIMIZATION PROBLEMS 
Consider the classical constrained optimization problem in En. 
Problem 1. Given a map f( .) from En into El and a subset Q of En, find 
a point P in Q such that for every z in Q, 
f@) G f(4 
It is known that Problem 1 has at least one solution and that the necessary 
conditions of optimality are sufficient if the following assumption is satisfied. 
Hypothesis 2. The map f(.) is convex and continuously differentiable 
and the set Sz is nonempty, convex, and compact. 
Remark 3. The notations used in this paper are standard with the pos- 
sible exception of the following ones which are now defined. 
(i) B(y, c) will denote the open ball centered at y with radius E > 0; 
(ii) [v, z] will denote the convex hull of the points ZI and z; 
(iii) Given an infinite sequence of elements {a,} and K, an infinite 
subset of the integers, (u~}~ will denote the subsequence {ai / i E K}; 
(iv) Given an n x n matrix A, /I A //(u will denote the magnitude of 
the largest element of A. 
The lemmas below are classical results of mathematical programming and 
are given without proof. 
LEMMA 4. Suppose that f (.) and .Q satisfy Hypothesis 2 and suppose that 
the points z and v in Q satisfy 
(Vf(x), v - 2) < 0. 
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Then there exist p > 0, E > 0, and S > 0, depending on f (e), Q, z, and v such 
that 
f(X’ + p’) <f@‘) - 8, 
for every x’ in B(z, E) and for every v’ in B(v, l ). 
LEMMA 5. Suppose that f (.) and Q satisfy Hypothesis 2, and suppose that 
the point x in Q satisjies 
for every v in L?. Then z is solution of Problem 1. 
Iterative procedures are not synthesized to solve a particular problem. 
One usually has in mind a class of problems. In other words, one wants to 
consider methods which are able to solve many problems of a specific form. 
In the case at hand, it is supposed that one is interested in the class 9? of 
continuous convex nonlinear programming problems. 
DEFINITION 6. Let g be the class of all problems of the form of Problem 1 
in which the map f (.) and the set Q satisfy Hypothesis 2. 
As was mentioned in the introduction, only the class of interior methods 
will be considered in this paper. These methods may be represented by an 
algorithm parametrized by sequences of matrices. The subject of representa- 
tion of classes of algorithms will not be discussed here, but the reader may 
easily convince himself that the algorithm presented now is general enough 
to describe all descent interior methods. 
Algorithm 7. Let y in Q and the infinite sequences of n x n matrices 
(Ai) and {Bi} be given. 
Step 1. Set z1 =y and set i = 1. 
Step 2. Compute a point vi in Q such that for all v in Q, 
<AiVf (zi), vi - xi> + <vi - xi > Bi(v< - xi)> 
< (A,Vf(q), v - zi) + (v - zi , Bi(v - q)). 
Step 3. Compute a point zifl in [vi , zi] such that for all z in [v~ , zi], 
.&+I) G fW 
Step 4. Set i = i + 1 and go to Step 2. 
The properties of Algorithm (7) d p e en on the parametrizing sequences d 
(Ai} and (Bi}. Before one can attempt to choose these sequences, it is impera- 
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tive that the desirable properties of Algorithm (7) be precisely and explicitly 
defined. It is clear that one wants the limit properties of the sequences gene- 
rated by Algorithm 7 to be related to the solutions of the problems in %. 
DEFINITION 8. Algorithm 7 is said to be convergent for a problem in V 
if every cluster point z* of any sequence {xi} it generates when applied to the 
problem is a solution of the problem. Algorithm 7 is said to be convergent on 
%? if it is convergent for every problem in V. 
One does not want to consider algorithms which “waste” iterations. For 
example, suppose that the point zlc generated by Algorithm 7 is not a solution 
of the problem under consideration, and suppose that the point zk+i is equal 
to ,a* , then one iteration would have been wasted. This type of behavior is 
not desirable, and therefore, one wants nonwasteful algorithms. 
DEFINITION 9. Algorithm 7 is said to be wasteful for a problem in V? if 
when applied to the problem it generates a sequence {xi} such that for 
some k > 1, 
(9 zk is not a solution; 
(ii) fb+d = f(4. 
If Algorithm 7 is not wasteful for all problems in %? then it is said to be non- 
wasteful on %?. 
It is clear that Algorithm 7 is wasteful on W if and only if there exists at 
least one problem in V for which Algorithm 7 is wasteful. 
2. NONWASTEFULNESS: NECESSARY CONDITIONS 
This section is devoted to answering the following question: What pro- 
perties should {Ai} and (Bi} h ave to ensure that Algorithm 7 is not wasteful 
on V ? The answer to this question is contained in the two theorems given 
below. In each case it is proved that if {Ai} and {Bi} do not have a specific 
property then there exists a problem in %? for which Algorithm 7 is wasteful. 
THEOREM 10. Suppose that for some k > 1 there exists a matrix B, which 
is not positive semidefinite. Then there exists a problem in V for which Algo- 
rithm 7 is wasteful. 
Proof. Pick d in En such that (d, B,d) < 0. Let g(., *, 1, *, .) be the map 
from En x En x En x El x El into El defined by 
g(z, x, e, CL, 4 = <be, v - z> + (v - z, WV - 4>, 
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with v = (1 - X)x + Xpe. Then, 
g(z, x, e, P, 4 = cl + AC, + X2c3 + b(c4 + 4 + x2@, + X2p2c, , 
with 
cl = (A,e, x - z) + (x - z, B,(x - x)); 
c2 = -(A,e, x) - (x - x, B,x) - (x, B,(x - z)); 
c3 = <x, J&x); 
c4 = C%e, 4; 
c5 = (x - x, B,e) + (e, B,(x - x)); 
cs = -(x, B,e) - (e, B,x); 
c7 = (e, B,e). 
Pick a scalar E > 0 such that c, < (d, B&d)/2 for all e in B(d, E). Then there 
exists 8 > 0 such that cr , c2 , c3 , c4 , cs , and cs are in B(0, 6) for all x and .a 
in B(0, l ) and for all e in B(d, 6). It follows immediately that there exists ,E > 0 
such that the solution of the problem 
minimize{g(z, x, e, CL, h) / h E [0, l]} 
is unique and equal to one for all p 3 i;, for all x and z in B(0, E) and for all 
e in B(d, c). 
Let w = jid, then the solution of the problem 
minimize{(A,e, v - .a) + (v - z, B,(v - z)) 1 v E [w, xl> 
is unique and equal to w for all x and x in B(0, E) and for all e in B(d, c). 
The continuity of the scalar product with respect to its arguments implies 
that there exists < in (0, e) such that (e, w - a) > 0 for all x in B(0, <) and 
for all e in B(d, z). 
Given a subset S of En, let T, be the convex hull of S and w, i.e., 
T, = {u 1 u = (1 - h) w + ha, h E [0, 11, z E S}. 
It is clear that if S satisfies 
(i) S is a convex and compact neighborhood of the origin in En; 
(ii) w$S; 
(iii) S C B(0, E), 
then the set T, is compact and convex and has the property that w is the 
unique solution of the problem 
minimize{(A*e, v - a) + (v - a, B,(v - z)) 1 v E T,} 
for all x in B(0, E) and for all e in B(d, C). 
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Letf(.) be a map from E” into El such that 
(iv) f(e) is convex and continuously differentiable; 
(4 Vf(O) = d; 
(vi) Vf(x) E B(d, E) for all z in B(0, E). 
Pick S and f(.) satisfying (i) to (vi) such that the point zk generated by 
Algorithm 7 started withy = 0 is not the solution of the problem 
minimize(f(x) / z E Ts}. 
The point zk satisfies 
(Vf(O), Zk) < 0, 
and therefore, zk is in B(0, i). It follows that the point zlk generated in Step 2 
of the algorithm is equal to W. This implies that 
Pf(~k>, Vk - Zk) > 0, 
i.e., the point z k+l = .zlC and Algorithm 7 is wasteful on the problem 
minimize{f(x) / z E T,}. 
THEOREM 11. Suppose that for some k >, 1 there exists a matrix A, which 
is not a positive multiple of the identity. Then there exists a problem in % for 
which Algorithm 7 is wasteful. 
Proof. (a) Assume that A, = 0 and assume that B, is not positive 
semidefinite. Then Theorem 10 implies that there exists a problem in V 
for which Algorithm 7 is wasteful. 
(b) Assume that Al, = 0 and assume that BI, is positive semidefinite. 
Pick a problem in %? such that the point Z~ is not a solution. It is clear that 
the point viz = zlz satisfies 
(% - VL, Bdv, - +c)> < (V - xk , Bk(v - %k)) 
for all v in Q. It follows that z k+l = .z~ and Algorithm 7 is wasteful. 
(c) Assume that AL # 0 and assume that Ak is not a positive multiple 
of the identity matrix. Pick d and p in En such that 
(4 P) > 0, (A,4 P) < 0. 
Let id., ., ., ., .) be the map from En x En x En x El x El into El 
defined by 
g(.z, x, e, p, A) = lA,e, v - z) + (v - z, B,(v - z)) 
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with 
Then 
v=(l -A)x+hpp. 
&G x, e, CL, 4 = 5 + AC, + X2c2 + +(c4 + c5) + h2pc, + h2p2c, , 
with 
cl = (A,e, x - z) + (x - x, B,(x - x)); 
c2 = -C&e, x) - (x - x, B,x) - (x, B,(x - z)); 
cs = <x, 4~); 
c4 = We, P>; 
~5 = <x - x, &P) + (P, B,(x - 4); 
~6 = 4x, B,P) - (P, B,x); 
~7 = (P, &P). 
Now consider the derivative of g(x, x, e, p, X) with respect to h. 
(4l4 (z, x, 5 pc, 4 = 5 + P(G + c5) + 2& + p6 + p2c,), 
then 
(dgl4 (2, x, 6 P, 4 < 36 + 3~6 + p4 + 2~1.~ I c7 I , for all p > 0, 
for all cs , ca , c5 and cs in B(0, a), for all h in [0, l] and for all 6 > 0. Let 2 > 0 
be such that c, < (A,d, p)/2 f or all e in B(d, 2). Then there exists 6 > 0 and 
,C > 0 such that 
3s + 3/-s + /Tic4 + 2i;2 I c, I < 0 
for all e in B(d, t). Pick E in (0, c!) such that c2 , cs , c5 , and cs belong to B(0, 8) 
for all x and x in B(0, l ) and for all e in B(d, c). Then, 
(dgld4 (z, x, e, F, A) -=c 0, 
for all .z and x in B(0, E), for all e in B(d, E), and for all h in [0, 11. It follows 
that the solution of the problem 
minimize{g(z, x, e, j?, h) 1 X E [0, I]} 
is unique and equal to one for all x and x in B(0, l ) and for all e in B(d, l ). 
Let w = ,?p, then the solution of the problem 
minimize{(A,e, 21 - x) + (v - z, B,(v - z)) I v E [w, x]} 
is unique and equal to w for all z and x in B(0, l ) and for all e in B(d, 6). 
409/4512-16 
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The continuity of the scalar product with respect to its arguments implies 
that there exists < in (0, E) such that (e, w - Z) > 0 for all z in B(0, <) and 
for all e in B(d, G). At this point one recognizes that the situation is identical 
to the one which arose in the proof of Theorem 10. Therefore, from then on 
the steps of the proof of Theorem 11 are identical with the steps of the proof 
of Theorem 10 and are not repeated. 
The results of this section may be summarized as follows. 
Hypothesis 12. The sequences {Ai} and {Bi} satisfy: 
(i) Ai is a positive multiple of the identity matrix for all i; 
(ii) Bi is positive semidefinite for all i. 
LEMMA 13. Algorithm 7 is nonwasteful on V only ;f Hypothesis 12 is 
satiszed. 
3. NONWASTEFULNESS: SUFFICIENT CONDITIONS 
At this point one knows a set of conditions that the infinite sequences of 
matrices (Ai) and {Bi} must satisfy if Algorithm 7 is to be nonwasteful on %?. 
It is logical to test these conditions to see if they are also sufficient. It turns 
out that this is the case, and the result is contained in the lemma below. 
LEMMA 14. If the sequences {A,} and (Bi} satisfy Hypothesis 12 then 
Algorithm 7 is nonwasteful on V. 
Proof. Suppose that the point zk generated by Algorithm 7 is not a solu- 
tion of the problem under consideration. Then there exists w in D such that 
(Vf (z,), w - xk) < 0. The matrix A, is a positive multiple of the identity, 
and, therefore, (A,Vf (zk), w - zk) < 0. Let h(e) be the map from En into 
El defined by 
h(v) = <A,Vf(4, V - xlc) + <V - xk, Bk(v - xk)>n 
The point zlk computed in Step 2 of the algorithm is in Q and satisfies 
h(v,) < h(v) for all v in G. The point xk + ~(w - zk) is in Q for all TV in 
[0, 11. It follows that h(v,) < h(z, + ~(w - zk)) for all p in [0, 11, i.e., 
h(v.d < &%c~f(%c), W - xk> + P.2(w - zk, Bk(w - xk)) 
for all p in [0, 11. Clearly, there exists ,Z in (0, l] such that 
h(% + ,+ - .%)) < 0 
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and this implies that h(~~) < 0. The matrix B, is positive semidefinite, and 
the matrix A, is a positive multiple of the identity. Therefore, 
<vf(zk), vk - zk) < o 
and Lemma 4 implies that f(~~+~) < f(zk). 
The main result of the paper may now be stated. 
COROLLARY 15. Algorithm 7 is nonwasteful on V if and only if Hypothesis 
12 is satis$ed. 
4. CONVERGENCE 
Algorithm 7 may be used to solve problems in ‘3 if and only if it is con- 
vergent on %?. One may be interested in finding conditions on the infinite 
sequences {Ai} and {Bi} which insure that this is the case. In fact, one would 
like to find conditions which are not only sufficient but which are necessary 
as well. Once such conditions are found, one knows that the weakest set of 
assumptions has been obtained. 
Using the results of the preceeding section, one gets easily the result below. 
LEMMA 16. Suppose that the sequences {A,} and {Bi) converge to A and B, 
respectively. Algorithm 7 is convergent on V only if A is a positive multiple 
of the identity and B is positive semidejinite. 
Lemma 16 implies immediately that if the sequences {A,} and {Bi} are 
constant, i.e., Ai = A and Bi = B for some matrices A and B and for all i, 
then Algorithm 7 is convergent on V only if A is a positive multiple of the 
identity and B is positive semidefinite. 
The following assumption ensures that Algorithm 7 is convergent on V. 
Hypothesis 17. (i) There exists a scalar m such that 11 Bi [lm < m and 
[I Ai Ijm < m for all i; 
(ii) Every cluster point A* of the sequence {Ai} is a positive multiple 
of the identity; 
(iii) Every cluster point B* of the sequence (Bi} is positive semidefinite. 
THEOREM 18. Suppose that the sequences (A,) and {Bi} satisfy Hypothesis 
17, then Algorithm 7 is convergent on %‘. 
Proof. Let {xi} be an infinite sequence generated by Algorithm 7, and 
let z* be a cluster point of this sequence. Then there exists K, an infinite 
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subset of the integers such that the subsequence {z& converges to z*. The 
set Sz is compact and [j A, Ilrn < m and /I Bi /Im < m by assumption. It follows 
that there exist J, and infinite subset of K, points v* and z** in Q and 
matrices A* and B* such that the subsequences {vSjJ, {~++r}~ , {Ai}, , and 
{Bd}J converge to v*, z**, A*, and B*, respectively. The properties of 
convergent sequences insure that {+)I converges to z*. 
Now suppose that (A*Vf(z*), v* - z*> < 0. Then Lemma 4 implies 
that there exists k and 6 > 0 such that f(zi+i) <f(xJ - 6, for all i 3 k, 
i in J. It follows thatf(.) is unbounded from below on Q and this contradicts 
Hypothesis 2. One concludes that (A*Vf(z*), v* - x*) > 0. 
The continuity of the gradient off(.) implies that for all v in Q, 
(A*Vf(z*), v - z*) + (v - z*, B*(v - x”)} 
>, (A*Vj(z*), v* - z*) + (v* - z*, B*(v* - x*)). 
The matrix B* is positive semidefinite by assumption and it follows that for 
all v in Q, 
(A*Vf(x*), v - z”) + (v - x*, B*(v - x*)) > 0. 
Let w be a point in a. The set Q is convex, and, therefore, the point 
(1 - h) z* + hw is in Q for all X in [0, 11. This implies that 
h(A*Vf((z*), w - z*) + P’(w - z*, B*(w - x*)) 2 0, 
for all h in [0, 11. It is clear that (A*Vf(x*), w - z*> > 0. This relation 
holds for all points w in 52 and Lemma 5 shows that x* is a solution of Pro- 
blem 1. 
A comparison between the assumptions of Lemma 16 and Hypothesis 17 
shows that the conditions on {Ai} and {Bi} w ic h h are necessary for Algorithm 7 
to be convergent in % are “almost” sufficient. 
5. EXISTING METHODS 
Many interior methods are exactly of the form of Algorithm 7. In this 
section, three of the best known such methods are given. 
The Frank-Wolfe Algorithm 19. This algorithm is Algorithm 7 para- 
metrized by the sequences of matrices {Ai} and {Bi} defined by 
(i) Ai = I (the identity matrix) for all i; 
(ii) Bi = 0 (the zero matrix) for all i. 
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Rosen’s Gradient Projection Method 20. This is Algorithm 7 parametrized 
by the sequences of matrices {Ai} and {Bi} defined by 
(i) Ai = 21 for all i; 
(ii) Bi = 1 for all i. 
Second Order Method 21. This is Algorithm 7 parametrized by the 
sequences of matrices {Ai} and {Bi} defined by 
(i) A, = I for all i; 
(ii) Bi = H(xi)/2 for all i, with H(x) being the Hessian off(.). 
Obviously, Algorithms 19 and 20 are nonwasteful and convergent on V. 
Algorithm 21 will be nonwasteful and convergent on % if the Hessian off(*) 
is positive semidefinite and does not “blow up.” One may note that if Algo- 
rithm 21 is used to minimize a quadric on .R, then it will yield the solution 
in one iteration. 
6. CONCLUSION 
The parametrized algorithm presented in Section 1 may be used to repre- 
sent all descent interior iterative procedures. It is, therefore, of interest to 
obtain conditions for this algorithm which insure that it possesses desirable 
properties. The algorithm is parametrized by sequences of matrices. Thus, 
one wants to characterize these sequences so that the corresponding proce- 
dure may be used efficiently. The concept of convergence of an algorithm on 
a class of constrained optimization problems V allows one to get a set of 
conditions which is sufficient. The interest of the concept of wastefulness 
is that it allows one to obtain a set of conditions on the parametrizing sequen- 
ces which is not only sufficient but also necessary. In other words, if one is 
interested in the family of nonwasteful algorithms for solving the problems in 
V, then one knows a characterization of the entire family. 
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