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Abstract: To a certain $\mathrm{V}\mathrm{o}\mathrm{l}\mathrm{e}\mathrm{v}\mathrm{i}\check{\mathrm{c}}$ system of homogeneous singu-
lar partial differential equations in acomplex domain, callffi aFuch-
sian system, holomorphic solutions which have singularities only on the
initial surface are considered. AU the solutions are constructed and
parametrized in agood way, without any assumptions on the charac-
teristic exponents.
1 Introduction
We consider asystem of lnear partial differential operators
$P=tD_{t}I_{m}-A(t,x;D_{x})$ , $(t,x)\in C\cross C^{n}$ , (1.1)
where $I_{m}$ is the $m\cross m$ unit matrix, and
$A=(\mathrm{A}_{\dot{\mathrm{J}}}.(t,x;D_{x}))_{1\leq:\dot{o}\leq m}$ , $\mathrm{A}_{\dot{\mathrm{J}}}$. =\mbox{\boldmath $\alpha$}:fim (t, $x$) $D_{x}^{a}$ ,
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$a_{i,j;\alpha}$ are holomorphic in aneighborhood of the origin $(0, 0)\in C^{n+1}$ . We use $D_{t}= \frac{\partial}{\partial t}$ ,
$D_{x}=(D_{1}, \ldots, D_{n}),$ $D_{j}= \frac{\partial}{\partial x_{j}}$ , without dividing by $\sqrt{-1}$ .
$P$ is called aFuchsian system if $P$ satisfies the following two conditions.
(A-1) There exists $n_{j}\in N:=\{0,1,2, \ldots\}$ such that
$\mathrm{o}\mathrm{r}\mathrm{d}_{D_{x}}A:\dot{o}(t, x;D_{x})\leq n_{i}-n_{j}+1$ .
(A-2) $A(0, x;D_{x})=:A_{0}(x)$ is independent of $D_{x}$ .
The condition (A-1) is equimlent to each of the following condition ([4], [5]).
(A-1)’ $1 \leq i_{1}<\cdots<i_{\mathrm{p}}\leq m\max_{1\leq p\leq m}(\frac{1}{p}\max_{\pi\in s_{\mathrm{p}}}\sum_{k=1}^{p}\mathrm{o}\mathrm{r}\mathrm{d}_{D_{x}}$ A ,:\pi (k)) $=:\rho(A)\leq 1$
($\rho(A)$ is called the $mat\dot{m}$ order of $A.$ )
When this condition is satisfied, the system $D_{t}I_{m}-A(t, x;D_{x})$ is caUed akowalevskian
system in $Volevi\check{c}$ ’s sense ([4]).
The polynomial
$\mathrm{C}(x;\lambda):=\det(\lambda I_{m}-A_{0}(x))$
of $\lambda$ is called the indicial polynomial of $P$, and aroot $\lambda$ of $\mathrm{C}(x;\lambda)=0$ is called a
characteristic exponent or acharacteristic index of $P$ at $x$ .
The second author ([6], [7]) has shown the following fundamental theorems corre-
sponding to the Cauchy-Kowalevsky theorem and the Holmgren theorem. Let $O_{(0,0)}$
denote the germ space of holomorphic functions at $(0, 0)\in C\cross C^{n}$ .
Theorem 1.1 ([6, Theorem 1.2.10]). If $\mathrm{C}(0;j)\neq 0(j\in N)$ , then for every
$7\in(O_{(0,0)})^{m}$ , there exists a unique $-\varpi\in(O_{(0,0)})^{m}$ such that $Parrow u=7(t, x)$ .
Theorem 1.2 ([7, Theorem 2]). Let $\Omega$ be an open neighborhood of $0\in R^{n}$
and $T>0$ . Let $L\in R$ satisfy that if $\mathrm{C}(x;\lambda)=0(x\in\Omega)$ , then ${\rm Re}\lambda<L$ .
If $arrow_{(t)}u=arrow_{(t,x)}u\in C^{1}((0, T],$ $\mathcal{D}’(\Omega))^{m}$ satisfies $Parrow u=\vec{0}$ in $(0, T)$ $\cross\Omega$ , and if
$t^{-L}$ t7 $\in C^{0}([0,T],\mathcal{D}’(\Omega))^{m}$ , then $arrow u=\vec{0}$ near $(0, 0)$ in $(0, T)$ $\cross\Omega.$ Here, $\mathcal{D}’(\Omega)$
denotes the space of Schwartz distributions on $\Omega$ .
69
Now, we introduce the following notation.
$O(\Omega)$ $:=$ {holomorphic functions on $\Omega$ },
$B_{R}$ $:=\{x\in C^{n} : |x|<R\}$ , $\Delta_{T}:=\{t\in C:|t|<T\}$ $(T>0)$ ,
$O_{0}$
$:=\cup O(B_{R})R>0$ ’ $O_{(0,0)}:=\cup O(\Delta_{T}\cross B_{R})R>0,T>0$ ’
$S_{\infty,T}$ $:=\mathcal{R}(\Delta_{T}\backslash \{0\})$ (the universal covering of $\Delta_{T}\backslash \{0\}$),
$S_{\theta,T}$
$:=\{t\in S_{\infty,T} : |\arg t|\leq\theta\}$
,
$\tilde{O}:=\cup O(S_{\infty,T}\cross B_{R})T>0,R>0^{\cdot}$
Now, we consider solutions of $P\not\supset=\vec{0}$ which are singular only at $t=0$, that
is, $arrow u\in(\tilde{O})^{m}.$ Under the assumption that the characteristic exponents $\lambda_{j}(x)(j=$
$1,2,$ $\ldots,m)$ of $P$ do not differ by integers, that is, $\mathrm{A}.(0)-\lambda_{\mathrm{j}}(0)\not\in Z(i\neq j),$ the
structure of the kernel $\mathrm{K}\mathrm{e}\mathrm{r}_{(\tilde{O})^{m}}P$ of the map $P:(\tilde{O})^{m}arrow(\tilde{O})^{m}$ has been studied by
the second author(
Our purpose of this talk is to construct asolution map, that is, alnear isomor-
phism
$(O_{0})^{m}\simarrow \mathrm{K}\mathrm{e}\mathrm{r}_{(\tilde{O})^{m}}$ P:={\rightarrow u $\in(\tilde{O})^{m}$ : $Parrow \mathrm{u}=\vec{0}$ }, (1.2)
rather explicitly, with no assumptions on the characteristic exponents (Theorem 2.2).
In the case of single Ehcffiian partial differential equations, the first author([2])
have constructed agood solution map. These single equations can be reduced to
our Fhchsian systems as $\mathrm{f}\mathrm{o}\mathrm{u}_{\mathrm{o}\mathrm{W}\mathrm{S}}$.
Remark 1.3. Let $P$ be asingle Fuchsian partial differential operator with weight
0 ([1], [6], [2], etc.); that is, $P=(tD_{t})^{m}+ \sum_{\mathrm{j}=1}^{m}P_{\mathrm{j}}(t,x;D_{x})(tD_{t})^{m-j},$
$\mathrm{o}\mathrm{r}\mathrm{d}_{D_{x}}P_{j}\leq j$ ,
and $P(j0,x;D_{x})=:aj(x)$ is afinction of $x$ . Then, by $u_{j}=(tD_{t})^{j-1}u(1\leq j\leq m)$ ,
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the equation $Pu=f$ is reduced to
$(tD_{t}I_{m}-(\begin{array}{l}\backslash 01000010..\cdot.\cdot\cdot..\cdot 0001-P_{m}’-P_{m-1}’-P_{m-2}’-P_{1_{\prime}}’\end{array}$ $)$ \rightarrow u $=(\begin{array}{l}00\vdots 0f\end{array})$ .
Since this system satisfies (A-1) with $n_{j}=j$ and (A-2), it is aFuchsian system.
Further, this system has the same indicial polynomial $\mathrm{C}(x;\lambda)$ as $P’$ , where the
indicial polynomial of $P’$ is defined by
$\mathrm{C}[P’](x;\lambda):=\lambda^{m}+\sum_{j=1}^{m}a_{j}(x)\lambda^{m-j}=[t^{-\lambda}P’(t^{\lambda})]|_{t=0}$ .
2Construction of the solution map
Let $\mu\iota(l=1, \ldots, d)$ be all the distinct roots of $\mathrm{C}(0;\lambda)=0$ , and let $r_{l}$ be the
multiplicity of $\mu_{l}$ . There exists $Q(x)\in GL_{m}(O_{0})$ such that
$\bullet$ $Q(x)^{-1}A_{0}(x)Q(x)--A_{1}(x)\otimes\cdots\otimes A_{d}(x):=(\begin{array}{llll}A_{1}(x) O OO A_{2}(x) O \vdots\vdots O \ddots \vdots O O A_{d}(x)\end{array})$ ,
$\bullet A_{l}\in M_{r_{l}}(O_{0})(l=1, \ldots, d)$ ,
$\bullet$ $\det(\lambda I_{r_{l}}-A_{l}(0))=(\lambda-\mu_{l})^{r_{l}}(l=1, \ldots, d)$ .
Corresponding to the blocks of $Q(x)^{-1}A_{0}(x)Q(x)$ , we denote the $l$-th blodc of $arrow u$
by $arrow^{\mathrm{b}(l)}u\in C^{r_{\mathrm{t}}}$ , that is, $arrow u=(\begin{array}{l}arrow^{\mathrm{b}(1)}u\vdotsarrow^{\mathrm{b}(d)}u\end{array})$ . Conversely, for an $r_{l}$-vector $arrow u\in C^{r_{\mathrm{t}}}$ , we
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denote by $?\#(l)\in C^{m}$ the $m$-vector
$\tau\#(l)=\{\begin{array}{l}0\vdots?\vdots 0\end{array})\langle l$ th block
with the entries 7in the $l$-th block and the entries 0in the other blocks.
Set
$\Lambda_{P}:=\{\mu_{l}-j\in C:1\leq l\leq d,j\in N\}$ . (2.1)
Take $\epsilon\geq 0$ as ${\rm Re}\mu_{l}-\epsilon\not\in Z$ for ffi $l.$ For each $l$ , take $L_{l}\in Z$ ae $L_{l}+\epsilon<{\rm Re}\mu_{l}<$
$L_{l}+\epsilon+1$ .
Lemma 2.1. (1) For each $l,$ iheoe $ex|.sts$ a domain $D_{l}$ in $C$ enlosed by a simple
closed cume $\Gamma_{l}$ such that
(a) $\mu_{l}\in D_{l}(1\leq l\leq d)$ ,
(b) $\overline{D_{l}}\cap\overline{D_{l’}}=\emptyset(l\neq l’),$ wheoe $\overline{D}$ denotes the closure of $D$ .
(c) $\overline{D_{l}}\cap\Lambda_{P}=\{\mu\iota\}$ for every $l$ .
(d) $\overline{D_{l}}\subset\{\lambda\in C:L_{l}+\epsilon<{\rm Re}\lambda<L_{l}+\epsilon+1\}$ for every 1.
(2) Theoe nits $R>\mathrm{O}$ such that
(e) $\mathrm{C}(x;\lambda+j)\neq 0$ for evety $x\in B_{R_{0}},$ every $\lambda\in\bigcup_{l=1}^{d}\Gamma_{l}$ , and every $j\in N$ .
The main result is
Theorem 2.2. For every $l$ and every $p_{l}\in(O_{0})^{r_{1}}$ , there nists a unique $7=$
$7[l, \varphi_{l}arrow](t,x;\lambda)\in O(\{(0,0)\}\cross(\bigcup_{l=1}^{d}\Gamma_{l}))^{m}$ such that
P(t\lambda 7)=t’’Q(x)\rightarrow \mbox{\boldmath $\varphi$}l l)(x)(2.2)
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in a neighborhood of $\{(0,0)\}\cross(\bigcup_{l=1}^{d}\Gamma_{l})$ .
Set $\vec{u_{l}}[\vec{\varphi_{l}}](t, x):=\frac{1}{2\pi\sqrt{-1}}\int_{\Gamma_{l}}t^{\lambda}7_{[}l,$ $\vec{\varphi_{l}}](t, x;\lambda)d\lambda.$ Then, the map
$(O_{0})^{m}\ni(\begin{array}{l}\vec{\varphi_{1}}\backslash \varphi_{d}^{arrow}\end{array}$ $\underline{\sim}\sum_{\iota=1}^{d}u_{l}[arrow\vec{\varphi_{l}}]\in \mathrm{K}\mathrm{e}\mathrm{r}_{(\tilde{O})^{m}}.P$ (2.3)
is $a$ linear omorph m.
3Expansion of the solutions
Expand the operator $A$ and the vector 7 as follows.
$A(t,x;D_{x})=A_{0}(x)+ \sum_{l=1}^{\infty}t^{l}B_{l}(x;D_{x})$ ,
$7_{[l,\vec{\varphi_{l}}](t,x;\lambda)=\sum_{j=0}^{\infty}t^{j?_{j(x;\lambda)}}}$ .
Then, the equation (2.2) for 7 is equivalent to
$(\lambda I_{m}-A_{0}(x))?_{0(x;\lambda)=Q(x)\vec{\varphi_{l}}(x)}$ , (3.1)
$((\lambda+j)I_{m}-A_{0}(x))$? $(j\geq 1)$ . (3.2)
From these equations, we can determi$\mathrm{n}$e ?by Lemma 2.1 (e), and we get an ex-
pansion of $\vec{u_{l}}[\vec{\varphi_{l}}]$ as foUows.
$arrow_{u_{l}[\vec{\varphi l}](t,x)=\sum_{j=0}^{\infty}t^{j}\vec{u_{l_{\dot{\theta}}}}(t,x)}$ ,
$\vec{u_{l,j}}(t, x)$ $:= \frac{1}{2\pi\sqrt{-1}}\int_{\Gamma}t^{\lambda?_{j(x;\lambda)d\lambda}}$ .
Especially, the leading term of $arrowarrow u_{l}[\varphi_{l}]$ is
$\vec{u_{l,0(t,x)=t^{A_{0}(x)}Q(x)\vec{\varphi_{l}}^{\#(l)}(x)=Q(x)\{t\varphi_{l}}}A_{l}(x)arrow(x)\}^{\#(\iota)}$ . (3.3)
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4 Sketch of the proof of the existence of 7
We change the letter $\lambda$ to $\zeta$ . Then, the system $P(t^{\zeta}7)=$ $Q(x)\varphi_{l}(arrow\#(l)x)$
equivalent to another system
$\tilde{P}7_{:=}((tD_{t}+\zeta)I_{m}-A(t,x;D_{x}))7=Q(x)\varphi_{l}arrow\#(l)(x)$ .
This is also aFuchsian system in $(t, x, \zeta)$ . Note that we consider $(x, \zeta)$ as the space
variables. Further, the indicial polynomial of $\tilde{P}$
$\mathrm{C}[\tilde{P}](x,\zeta;\lambda)=\mathrm{C}[P](x;\lambda+\zeta)$ .
Since $\mathrm{C}[\tilde{P}](0, \zeta;j)\neq 0(\zeta\in\Gamma_{l}, j\in N)$ by Lemma 2.1 (e), we can use Theorem 1.1
to this new system. Thus, there exists aunique $7=7[l, \vec{\varphi l}](t,x;\zeta)\in O(\{(0,0)\}\cross$
$\Gamma_{l})^{m}$ such that $\tilde{P}7=Q(x)\vec{\varphi\iota}^{\#(l)}(x)$ .
5Function spaces to estimate the order
Definition 5.1. ([2, Definition 5.1]) For $a\in R$ , we set
$W^{(a)}:=\cup\{\phi\in O(S_{\infty,T}\cross B_{R}):R>0,T>0$
$\sup_{|x|<R}|\phi(t, x)|arrow 0$ (as $tarrow \mathrm{O}$ in $S_{\theta,T}$) for every $\theta>0\}$
Lemma 5.2. ([2, Lemma 5.2]) (1) $a’<a\Rightarrow W^{(a)}\subset W^{(a’)}$ .
(2) $t\cross W^{(a)}\subset W^{(a+1)}$ , $\mathrm{d}(W^{(a)})\subset W^{(a-1)}$ .
(3) If $B(t, x;D_{x})$ is a partial diffeoentid operator in $x$ with $O_{(0,0)}$ coefficimts, then
$B(t,x;D_{x})(W^{(a)})\subset W^{(a)}$ .
6Keys to the proof of the theorem
The first key is the temperedness of the solutions in $(\tilde{O})^{m}$ .
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Proposition 6.1. Ihere exists $a\in R$ such that if $arrow u\in(\tilde{O})^{m}$ and $Parrow u=arrow 0$ ,
then $-\pi\in(W^{(a)})^{m}$ .
The second key is an estimate of the remainder terms of our solutions $\vec{u_{l}}[\varphi_{l}]arrow(t, x)$ .
Lemma 6.2. $For\varphi_{l}arrow\in(O_{0})^{r_{l}}$ , we have
$\vec{u_{l}}[\vec{\varphi l}](t, x)=Q(x)\{t^{A_{l}(x)}\vec{\varphi_{l}}(x)\}^{\#(l)}+t\cdot\vec{r_{l}}[\vec{\varphi_{l}}](t,x)$ ,
and $\vec{r_{l}}[\vec{\varphi_{l}}]\in(W^{(L_{l}+\epsilon)})^{m_{\mathfrak{l}}}$.Note that $t^{A_{l}(x)}\vec{\varphi_{l}}(x)\in(W^{(L_{\mathrm{t}}+\epsilon)})^{r_{l}}$ and $\vec{u_{l}}[\vec{\varphi\iota}]\in(W^{(L_{\iota}+\epsilon)})^{m}$ .
The third key is the two facts on the Euler system $(tD_{t}-A_{0}(x))arrow u=7(t,x)$
with holomorphic parameters $x$ .
Lemma 6.3. If $arrow u\in(\tilde{O})^{m}$ and $(tD_{t}I_{m}-A_{0}(x))arrow u=arrow 0$ , then there enisu
$arrow\varphi_{l}\in(O_{0})^{r_{l}}$ $(1\leq l\leq d)$ such that
$\mathrm{B}=\sum_{l=1}^{d}Q(x)\{t^{A}\iota(x)\varphi_{l}arrow(x)\}^{\#(l)}=Q(x)(\begin{array}{l}t^{A_{1}(x)}\varphi_{1}(arrow x)\vdots t^{A_{d}(x)}\varphi_{d}(arrow x)\end{array})$
$F\mathrm{h}\hslash her$, if $L\in Z$ and $arrow u\in\overline{W}^{(L+\epsilon)}(\theta, R)^{m}$ , then $\vec{\varphi_{l}}=0$ for all $l$ such that $L_{l}<.\cdot L$ .
Proposition 6.4. For any $L\in Z$ and any $?\in W^{(L+\epsilon)}$ , there exists $p\in W^{(L+\epsilon)}$
such that $(tD_{t}I_{m}-A_{0}(x))?=?(t, x)$ .
If aroot $\lambda(x)$ of $\mathrm{C}(x;\lambda)=0$ touches the line ${\rm Re}\lambda=L+\epsilon$ in $\lambda$-plane, then th
proposition does not hold, as the simplest example $tD_{t}v= \frac{\mathrm{l}}{1\mathrm{o}\mathrm{g}t}$ shows $(m=1$ ,
$L+\epsilon=0$ , no parameter $x$). This proposition is the reason why we took $\epsilon$ .
7Proof of the injectivity of the solution map
Assume that $arrow\varphi_{l}\in(O_{0})^{r_{l}}$ $(1 \leq l\leq d),$ $\sum_{\iota=1}^{d}u_{l}[arrow\varphi_{l}arrow]=0arrow$ , and that there exists $l$
such that $\vec{\varphi_{l}}\neq\vec{0}$ . Take $l_{0}$ as $L_{l_{\mathrm{O}}}= \min\{L_{l} : \vec{\varphi\iota}\neq\vec{0}\}$ .
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For each $l$ with $arrow\varphi_{l}\neqarrow 0$ , consider $(v_{l}arrow)^{\mathrm{b}(\iota_{\mathrm{o}})}$ : the $l_{0}$-th block of 4 $:=Q-1u_{l}[arrow\varphi_{l}arrow]$ .
Then, we have by Lemma 6.2
$(v_{l_{\mathrm{O}}}arrow)^{\mathrm{b}(l_{\mathrm{O}})}=t^{A_{\mathrm{t}_{\mathrm{O}}}(x)}\vec{\varphi_{l_{\mathrm{O}}}}(x)+(W^{(L_{l_{\mathrm{O}}}+1+\epsilon)})^{\eta_{\mathrm{O}}}$ .
On the other hande, if $l\neq l_{0}$ , then $L_{l}\geq L_{l_{0}}$ and hence
(\rightarrow vl)b( )\in (W(L\iota +l+\epsilon ))r\iota o\subset (W(L\iota 0+1 ))r10.
Thus,
$7_{=\sum(Q^{-1}\vec{u_{l}}}$ [\rightarrow \mbox{\boldmath $\varphi$}l] $)$ (4) $=t^{A_{\mathrm{t}_{0}}(x)}\vec{\varphi_{\iota_{\mathrm{o}}}}(x)+(W^{(L_{l_{\mathrm{O}}}+1+\epsilon)})^{r_{\mathrm{t}_{\mathrm{O}}}}$ .
$l=1$
Namely, $t^{A_{l_{0}}(x)}\vec{\varphi\iota_{\mathrm{o}}}(X)\in(W^{(L_{l_{\mathrm{O}}}+1+\epsilon)})^{r_{l_{\mathrm{O}}}}.$ It is easy to show that $\mathrm{t}\mathrm{b}$ is implies $\vec{\varphi_{l_{0}}}=\vec{0}$ ,
which contradicts t.he definition of $l_{0}$ .
8 Proof of the surjectivity of the solution map
Let $\mathrm{B}\in(\tilde{O})^{m}$ and $P\mathrm{B}=0arrow$ . $\mathrm{D}$ compose $A(t,x;D_{x})=A_{0}(x)+tB(t,x;D_{x})$ .
(I) By Proposition 6.1, there exists $L\in Z$ such that $\underline{B\in(W^{(L+\epsilon)})^{m}}$ .
By Lemma 5.2, we have $tB(\not\supset)\in(W^{(L+1+\epsilon)})^{m}$ .
(II) By Proposition 6.4, there exists $?\in(W^{(L+1+\epsilon)})^{m}$ such that $(tD_{t}I_{m}-$
$A_{0}(x))?=tB(t)=(tD_{t}I_{m}-A_{0}(x))t$ .
(III) Since $(tD_{t}I_{m}-A_{\mathrm{O}}(x))(t_{-}t)=0$ and$t_{-}arrow-\theta\in(W^{(L+\epsilon)})^{m}$ , there exists




[1]: $=$ $- \sum_{l=1}^{d}\vec{u_{l}}[\vec{\varphi_{l}}[1]]\in(W^{(L+1+\epsilon)})^{m}$ .
Then, we have $P(?[1])=7,$ $t[1]\in(W^{(L+1+\epsilon)})^{m}$ .
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Now, we can return to the step (I) taking $arrow u[1]$ instead of $arrow u$ , with order $L+1+\epsilon$
instead of $L+\epsilon$ .
Repeating such arguments, we have $\vec{\varphi_{l}}[j]\in(O_{0})^{r_{\iota}}$ $(j=2,3, \ldots)$ such that
$\vec{\varphi_{l}}[j]=\vec{0}$ if $L_{l}<L+j-1$ , and that
f ] $:= \partial[j-1]-\sum_{l=1}^{d}\vec{u_{l}}[\vec{\varphi_{l}}[j]](=arrow u-\sum_{k=1}^{j}\sum_{l=1}^{d}\vec{u_{l}}[\vec{\varphi_{l}}[k]])\in(W^{(L+j+\epsilon)})^{m}$ ,
and $P(arrow u[j])=\vec{0}$ .
By Theorem 1.2, we ha$\mathrm{v}$e $arrow u[M]=\vec{0}$ fo$\mathrm{r}$ sufficiently large $M$ . Thus, we get
$\vec{\varphi_{l}}:=\sum_{k=1}^{M}\varphi_{l}arrow[k]\in(O_{0})^{r}$‘.
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