. Max-min multi-regulator system with integral control.
regulated from a single input, while keeping other outputs within limits is the multi-regulator scheme with integral control and min-max selectors (Jaw, 2009; Spang & Brown, 1999) shown in Fig. 1 . The regulators, thus, provide control input rates. Let L = {1, 2, . . . , l} and H = {l + 1, l + 2, . . . , h}. The control rate applied to the integrator is selected as the maximum over the rates produced by the regulators in L and the minimum over those produced by regulators in H. Thus, the max-min selection law is expressed as
where u rj are the min-selected regulator outputs and u rk are the max-selected regulator outputs. Throughout this paper, the subscript r stands for 'rate', and should not be interpreted as an index. Some studies characterizing the behavior of schemes similar to the max-min arrangement have appeared, for instance in Åstrom and Hägglund (1995) , Branicky (1994) , Foss (1981) and Glattfelder and Schaufelberger (2003) . More recently, the (nonasymptotic) stability of a similar scheme with linear regulators has been analyzed by Johansson (2003) using piecewise-quadratic Lyapunov functions. Even for linear regulators, a complete characterization of closed-loop behavior does not exist which includes essential issues such as determining which regulator will be active at the initial time and at steady-state, how to assign regulators to the max and min selectors, whether limit cycles exist, or how to design the regulators to address performance requirements. In the aircraft engine control field, where limit protection is indispensable, few works addressing the max-min arrangement have appeared Spang & Brown, 1999) . Of particular importance is the observation that linear limit regulators may become active even when the auxiliary outputs are far from their limits, causing a degradation in the response of the main output due to an overriding control objective ). This motivates the replacement of linear regulators by sliding mode controllers (SMC). In addition to the inherent robustness of SMC, this paper shows that using the differences between outputs and their allowable limits as sliding functions enables responses where the limits are maximally exploited, without excessive performance degradation in the response of the regulated variable.
Problem statement and assumptions
We consider linear single-input plants with integrated input given by the state-space descriptioṅ
where x ∈ R n , and u and u r are scalars. Assume that a set of outputs is defined as y i = G i x + Θ i u (4) for i = 1, 2, . . . , h, with with G i an 1-by-n vector and Θ i an scalar.
We make the following assumptions: Assumption 1. A is non-singular.
Assumption 2. Define
It is assumed that Θ i ̸ = 0 and matrices A eq,i have eigenvalues with negative real parts, for i = 1, 2, . . . , h, that is, y i are minimumphase outputs of Eq. (2).
Note that when Assumption 1 fails due to a single zero eigenvalue, a straightforward modification of the results of this paper extends its applicability by elimination of input integration. The case Θ i = 0 is discussed later.
Control objectives
Without loss of generality, let y 1 be the output whose setpoint is to be transferred with zero steady-state error. This must be achieved under constraints of the form y k ≤ȳ k and y l ≥ȳ l , where k are the indices of the upper-limited outputs and l are the indices of the lower-limited outputs. In addition, usual transient response specifications may apply for the design of the main output regulator.
Sliding mode control laws
Although the multi-regulator arrangement with max-min selectors with linear regulators has been used in the aerospace field Spang & Brown, 1999) , this paper replaces them with SMC regulators that introduce sliding modes at the limit boundaries to guarantee invariance and no conservativeness in exploiting the available limits. Define sliding variables as
The reference variables
x i andū i are selected to be equilibrium pairs, that is, so that Ax i + Bū i = 0. The standard SMC control law is obtained by requiring that s i = 0 in finite time (reaching phase). Beyond the reaching phase, s i = 0 must become invariant (sliding phase). The system then evolves with reduced-order dynamics matching the zero dynamics associated with output s i . Thus, a minimum-phase assumption is required. The standard SMC literature (Edwards & Spurgeon, 1998; Utkin, 1992) elaborates on the benefits associated with sliding modes, in particular, their trademark insensitivity to a class of disturbances and parametric uncertainties. For a single SMC regulator (fixed i), the control law given below in Eq. (7), where η i is a positive constant, forces the Lyapunov function 
In view of the definition of s i , a limit regulator, if operated alone, causes its corresponding limited output to attain the limit value in finite time without overshoot. Under the max-min selection logic, the closed-loop system is given by Eqs. (2)- (4), (6), (7) and (1). The controller implements Eqs. (6), (7), (1) and (3).
Behavior under a fixed regulator
Let i and j be two fixed regulator indices and define the augmented state as x a
T and define the augmented state relative to i asx a x a −x ai . Using this definition, it is straightforward to derive the following identities pertaining to system behavior under control law (7):
where:
The notationṡ j|i is interpreted as ''the derivative of s j when i is the active regulator''. When i = j we simply writeṡ i . Note that i,i = 0 and Γ i,i = 0 for i ∈ L∪H. It is a standard fact of sliding mode theory that for each i, the spectrum of A i is formed by the eigenvalues of A eq,i from Eq. (5) and zero. The closed-loop system resulting from applying input (7) to system (2), (3) is more conveniently described in terms of the derivatives of the s variables, as before, and the rate of x. In fact, define X r ẋ. The closed-loop system dynamics are expressed aṡ
The rate system is a convenient description, due to A eq,i being Hurwitz. It allows us to describe asymptotic properties. However, s i cannot be written as a function of X r in a manner analogous to Eq. (9). For this reason, both descriptions of the closed-loop dynamics will be used for different purposes, as convenient.
Characterization of the equilibrium point
Define a switching function q(x, u) with values in L ∪ H.
The minimum (min), maximum (max) switching functions are expressed by Eqs. (16) and (17), respectively.
When the above equations yield non-unique values, an assignment is made according to a pre-defined arbitrary rule. For the remainder of this paper, q min = min (i, j) and q max = min (i, j) are assumed whenever u ri = u rj . When a max-min arrangement is used, it is assumed that the min preselection is applied to the first port of the max selector, so that the min input is used in case of equality with the max preselection. These assumptions will be referred to as default index assumptions. 
The equilibrium point requirementsu = 0 and Ax +Bu = 0 imply that u rq = 0, where q is the index of the active regulator. Also, from Eq. (7), it is clear that s q = 0 at equilibrium. Now, for q to be the active regulator, it is necessary that u rq ≤ u rj for all j ∈ L. At equilibrium this implies that q is such that −
Since this inequality reduces to the selection of the minimum of a set of numbers with a default selection applicable in the case of equality, index q = i * is uniquely defined and it always exists. Define nowx a relative to i * . It is clear thatẋ a = 0 at equilibrium. Using Eqs. (8) and (9) together with the facts that all (x i , u i ) are equilibrium pairs and that A eq,i * is nonsingular, we havex a = 0, implying that (x i * ,ū i * ) is the equilibrium point. Thus, 0 ≤ −
Note that the existence of a time t r ≥ 0 such that q(t) = i * for all t ≥ t r has not yet been established. Indeed, the fact that q remains constant onceẋ = 0 =u is shown later.
Given system parameters, it is straightforward to compute the terminal regulator index. All j,i combinations are computed. For the min law, an index i * is sought that satisfies 0 ≤ − 
and either condition (19) or condition (20): Proof. Let i * be the steady regulator. For i * ∈ L, it is necessary and sufficient that 0 = u ri * ≤ u j ∀j ∈ L (i * wins within L) and 0 = u ri * ≥ u rh ∀h ∈ H (L set wins). The first condition corresponds to inequality (19), while the second one to inequality (18). On the other hand, for i * ∈ H, it is necessary and sufficient that 0 = u ri * ≥ u h ∀h ∈ H (i * wins within H) and 0 = u ri * > min l∈L {u rl }. These conditions correspond to inequalities (20) and again, inequality (18).
A simple algorithm to identify the ending regulator i * in the max-min case can also be established.
Stability proof
Unlike single-regulator sliding mode control schemes, one may not use s 2 q for some fixed q as a Lyapunov function showing global attractiveness of the set s q = 0. Even for q = i * , it is easy to find a simulation counter-example showing that s 2 q is nonmonotonically decreasing towards zero. Moreover, the multiple Lyapunov approaches of Branicky (1998) , and even the much less restrictive approach of Zhao and Hill (2008) , are difficult to apply. In the first case, one must prove that s 2 j is monotonically decreasing in intervals during which q(t) = j and that the sequence s 2 (t j ) is decreasing, where t j is the sequence of times at which j is switched on. In the second case, monotonicity is no longer required during the active intervals, and the s 2 (t j ) may be increasing, but must be bounded by a function satisfying certain requirements. In this paper, a proof of global asymptotic convergence to the equilibrium pointx ai * is developed which relies only on Assumptions 1 and 2. The proof is based on attractiveness properties of each individual sliding set, together with considerations about the geometry of the regions of R n+1 in which each regulator is active under any of the three switching laws.
Stability: min switching
Given a fixed i ∈ L, define the following sets
where \ denotes set difference.
Proposition 6. The collection {R
Proposition 6 follows directly from the fact that s i * = 0 defines a hyperplane dividing R n+1 into three disjoint regions.
Lemma 7.
The following statements hold:
. We need to verify that u ri * (t) ≤ u rj (t) and s i * (t) = 0 for t ≥ t r . Two possibilities exist: either there is no mode change, i.e., q(t) = i * for t ≥ t r , or a mode change exists at some time t 1 > t r . Suppose, first, that q(t) = i * (and therefore s i * (t) = 0) for t r ≤ t < t 1 and that q(t 1 ) = j for some j ̸ = i * . Since s k are continuous functions of time for all k, we must have that s i * (t 1 ) = 0. The change from mode i * to mode j at t 1 requires
With a slight abuse of notation, this means
Since the left-hand sides of inequalities (25) and (26) are also continuous at t 1 and η j > 0, it is necessary that
Although s j is continuous, it is the argument of a discontinuous function. It can be directly verified that strict inequality in (27) can only be satisfied if s j (t 1 ) = 0, which impliesṡ i * |j (t 1 ) = 0 from Eqs. (9) and (10). If equality is considered, we also have, using Γ i * ,jxa = −Γ j,i * x a in Eq. (10), thatṡ i * |j (t 1 ) = 0. Thus, s * i (t) = 0 for t r ≤ t ≤ t 1 and it can be directly verified that the condition u ri * (t 1 ) ≤ u rj (t 1 ) holds, contradicting the assumption that q(t 1 ) = j ̸ = i. Therefore q(t) = i * and s i * (t) = 0 for t ≥ t r , verifying invariance. Asymptotic convergence of X r to zero is immediate from Eq. (14). Since s i * = J i * x a = 0 for t ≥ t r and X r = [A|B]x a , it is evident thatx a (t) → 0 as t → ∞.
Proof of 2: Supposex
Following an argument analogous to the proof of the first statement of this lemma, it can be deduced that s j (t ′ ) = 0 and thatṡ i * |j (t ′+ ) = 0. Noting that
Eq. (10) This contradicts the uniqueness of the terminal regulator index. If
x aj ̸ =x ai * , the uniqueness of the equilibrium point is contradicted.
Therefore, q must switch to i * at some finite t 2 ≥ t 1 , implying
i * . Now suppose that the statement holds for l − 1 regulators. We wish to show that it must hold for l regulators.
Suppose, again by contradiction, that q(t) = j for all t ≥ t 1 . Then the system would behave as if only l − 1 regulators existed. By the inductive hypothesis, q(t 2 ) = k * for some finite t 2 ≥ t 1 , implying
We have thus shown that, if switching is restricted to occur in a subset of indices, q must eventually switch to the terminal index in that subset, concluding the proof. If not, the second statement followed by the first proves the desired result.
Stability: max switching
Noting that max{u ri } = − min{−u ri }, it is evident that the stability proof holds under max switching, since the validity of the statements of Lemma 7 is independent of the direction of the inequalities used in the proofs.
Stability: max-min switching
The max-min case requires additional analysis, as index selection cannot be expressed in terms of min only. However, the property max{a k −b j } = max{a k }−min{b j } for any two collections of numbers {a k } and {b j } proves useful in reducing the proof to the already-studied min and max cases. An important property of the max-min arrangement is that there exists a finite time after which switching is restricted to happen either among the min or the max selectors, whichever group contains the terminal index. Indeed, Proposition 5 shows that there is a unique terminal regulator index corresponding to a unique equilibrium point. For the remainder of the paper, and without loss of generality, it is assumed that the terminal regulator index belongs to the min set, that is, i * ∈ L. 
. After the postulated mode change one must have u rj (t
, where strict inequality is required for the change to occur, overriding the default selection. In summary, the following inequalities are relevant (28) and (29) are combined to yield
Since the four variable terms in inequality (30) undergo only discrete changes corresponding to zero crossings of the s-variable, it is clear that s i ′ (t
where continuity of s has also been used. Suppose, by contradiction, that sign(s j (t
On the other hand, u rj (t
Since s i ′ (t 1 ) = 0, inequality (31) predicts a non-positive sign for s i ′ (t + 1 )/Θ i ′ , while inequality (32) indicates a positive sign for the same quantity. This contradiction implies that s j (t 1 ) = 0 must hold. This behavior can be clearly observed in any simulation involving the max-min selector.
The following counterpart to Lemma 9 will be instrumental to the stability proof with max-min selection: 
The proof of Lemma 9 applies by switching indices i ′ and j.
Lemmas 9 and 10 provide key information about the operation of the proposed control system. Of particular importance are the facts that they provide bounds on the number of switchings between the L and H sets. They also imply the existence of a finite time after which all switchings are restricted to the min set, which reduces the proof of stability to the min case.
Proposition 11. Suppose t 1 > 0, t 2 > 0, i ∈ L and j ∈ H exist which satisfy the conditions of Lemma 10. Then q(t 3 ) ̸ = j for all t 3 > t 2 .
Proof. After i becomes active, one haṡ
2 ))/Θ j with s j (t + 2 ) = 0 by Lemma 10. Since u ri ≥ u rj while i is active:
on the boundary s j = 0. Suppose Θ j > 0. Thenṡ j > 0 as it abandons the boundary s j = 0. A return to q = j requires s j = 0, by Lemma 9. For this to happen, it is necessary thatṡ j < 0 immediately prior to reaching s j = 0. However, this is not possible due to inequality (33). Thus any return to a regulator belonging to the H set must be such that q ̸ = j. The same conclusion is reached for the case Θ j < 0.
Theorem 12.
Under Assumptions 1 and 2, all trajectories of System (2), (3) under control input (7) and the max-min switching law converge asymptotically to the unique equilibrium pointx ai * .
Proof. Suppose first that all mode switchings occur only among the L set. Then Theorem 8 proves this theorem. Now suppose that the active regulator belongs to the H set at some time. If all subsequent switchings occur within this set, the system behaves as if it only had the max selector. This implies that an ending regulator other than i * exists, which is a contradiction. Therefore a switch to a regulator in L must occur. According to Proposition 11, a return to the H set may occur only if max regulators still exist that have not been active before. Switchings between the H and L sets may occur until all max regulators have been ''used up''. Then the L set becomes invariant and switchings are restricted to it, so behavior reduces to that of a min-only system. Theorem 8 then provides the desired result.
Theorem 12 implies that the total number of switchings from the L set to the H set is at most equal to the number of regulators in the H set.
Invariance properties: limit protection
The results of this section show that the min, max and max-min designs actually maintain outputs within limits. When the min switching law is used alone, outputs whose Θ is positive will be protected against upper-limit violations and outputs whose Θ is negative will be protected against lower-limit violations.
Conversely, the max switching law alone protects outputs whose Θ is positive against lower-limit violations and outputs whose Θ is negative against upper-limit violations. A max-min scheme is used to cover additional combinations of signs of Θ and upper or lower limits. An interval (−∞, b] is invariant for a generic real variable z(t) ifż(t) ≤ 0 at z = b. Similarly, an interval [a, ∞) is invariant iḟ z(t) ≥ 0 at z = a. When an interval is invariant and z(t 1 ) belongs to the interval for some t 1 > 0, then z(t) will remain in the interval for t ≥ t 1 . For the proposed technique to be effective, the interval (−∞, 0] must be invariant for the s j of upper-limited variables, in view of the definition of s j for limited output y j . Conversely, [0, ∞) must be invariant for the s j of lower-limited variables.
Invariance under min switching
Let y j be a limited variable. The derivative of s j when i is active is given by Eq. (15). When i is active we must have u ri ≤ u rj , so:
Noting that the inequality changes to equality for j = i, it is clear
Invariance under max switching
Following the same reasoning used for the min case, it is clear that˙s j Θ j ≥ 0 at s j = 0 under any regulator. If Θ j > 0, lowerlimit protection is guaranteed. If Θ j < 0, upper-limit protection is guaranteed.
Invariance under max-min switching
One would expect that the max-min arrangement guarantee invariance of any real interval [a, b] containing zero, regardless of the sign of Θ, but this is not the case. An exception occurs for s j when j ∈ L and the active regulator belongs to H. This lack of symmetry arises from the fact that for q ∈ H to be active it is necessary that u rq be greater than the minimum of all u rl , l ∈ L, but not for every u rl in L. By contrast, for q ∈ L to be active, u rl must be greater than every u rh , h ∈ H. Indeed, suppose q = i ∈ L is active and consider a variable s j and its derivative along the boundary
If j ∈ L, it is necessary that u ri − u rj ≤ 0, while one must have u ri − u rj ≥ 0 if j ∈ H. Thus, while q ∈ L, s j is upper-bounded by zero if Θ j > 0, and it is lower-bounded by zero if Θ j < 0. Now consider q = i ∈ H to active. Eq. (34) still applies. If j ∈ H it is necessary that u ri − u rj ≥ 0. Thus, while q ∈ H, all variables s j associated to the max selector will be upper-bounded by zero when Θ j < 0 and will be lower-bounded by zero if Θ j > 0. The difficulty arises when considering j ∈ L while the active regulator is in H. The difference u ri − u rj may be positive, negative or zero, and invariance does not apply. Fortunately, separate arguments can be made which maintain the validity of the approach under commonly-found circumstances. These arguments are elaborated in the next section. 
Additional considerations
For the remainder of the article, it is assumed that regulators are assigned to selectors so as to exploit the invariance properties described above. These assignment rules have been summarized in Table 1 .
Consistency among limited outputs
The results of this paper are directly applicable to setpoint changes, implying that initial and final plant states [x
T are equilibrium points. Then it is always possible to re-define variables so that the initial input u, state x and outputs y j are zero. Frequently, it occurs that the sign of the DC gain of the transfer functions from u to y for the limited outputs coincides with the sign of Θ. The steady plant input-output relationships have the form
, then the sign of steady inputū will match that of the limitȳ j when Θ j > 0 and will be of the opposite sign when Θ j < 0. This has useful implications for the behavior of min-variables when q ∈ H, where invariance was not found. The following heuristic reasoning applies: if q ∈ H because an upper-limited variable from the max group is reaching its (positive) limit, then u will be negative, since Θ j must be negative according to the assignment rules. Any y i among the minselected variables which is upper-limited will be driven away from its limit by the negativeū, since Θ i > 0 by the assignment rules.
The same reasoning can be followed for other combinations. This behavior is confirmed in simulation.
Outputs with Θ = 0
When a limited output y j is such that Θ j = 0, the proposed technique cannot be applied directly, since the sliding functions s j will have relative degree 2 with respect to the control input u r . Two ways to overcome this difficulty are available: using second-order sliding modes (Boiko et al., 2007; Boiko, Fridman, & Castellanos, 2004; Wang, Xu, & Chen, 2007) , and using a nonintegral control law (i.e., eliminating input integration and using u i as control input). The first approach has the advantage of reducing or eliminating the control chattering associated with standard SMC laws, but laws such as the so-called ''super-twisting algorithm'' (Levant, 2003) have the significant disadvantage of requiring the on-line computation ofṡ j . The second approach is straightforward to formulate if applied to all regulators. It is also possible to implement integration before the max-min selection for regulators having Θ i ̸ = 0. Such u i , together with the nonintegrated inputs are then applied to the max-min selectors. The results of this paper become applicable after some modifications.
Singular A
If A is singular due a single zero eigenvalue, the corresponding integrator can be factored out of the transfer function from u to y j and a new state-space realization can be found where A is nonsingular. The integrator is then shifted to the controller to match the assumptions of this paper for design purposes. A practical controller implementation would, of course, omit the explicit integrator, injecting u r directly to the plant.
Effect of disturbance
Suppose a disturbance input is added to Eq. (2):
where B 1 is an n-by-1 vector and δ(t) is an unmeasurable exogenous input such that |δ(t)| ≤δ. The input δ(t) represents an unmatched disturbance if B 1 does not belong to the column space of B (Edwards & Spurgeon, 1998; Slotine & Li, 1990; Utkin, 1992) .
This means that δ(t) cannot be regarded as an additive component to the control input u. Consequently, it may not be exactly canceled out by u even if it were known or accurately estimated. The presence of disturbance is likely to require modifications to many results presented in this paper, especially regarding the determination of the final regulator and certain statements about the switching sequences. However, certain limit protection properties are retained, even under unmatched disturbance. Suppose j is the active regulator. Then,
Since δ(t) is bounded, choosing η j large enough will create an attractive sliding mode at s j = 0, implying that y j will not cross its limit. When i ̸ = j is active, however,
Even when a definite sign exists for u rj − u ri , the sign of the derivative of s j at the boundary s j = 0 will be driven by the disturbance and no invariance can be inferred. Thus, invariance holds for variables which approach their limits while their own regulator is active.
Design example: aircraft engine control
The thrust developed by a turbofan engine is frequently controlled by a feedback loop where fuel flow rate is the control input and fan speed is the sensed variable. Thrust cannot be sensed in a reliable way; however, it is linked to fan speed through a static function. Hence, setpoints are given in terms of pre-calculated fan speeds. Consider a two-spool turbofan engine model in the 90,000 lb. thrust class, linearized at an altitude of 25,000 ft. and Mach number 0.62 (Frederick, DeCastro, & Litt, 2007) . (Edwards & Spurgeon, 1998; Spurgeon, 1992; Utkin, 1992) . In this example, G 1 is designed to match a speed-of-response requirement for the isolated fan speed regulator in the sliding mode. This is achieved by using G 1 to target specific values or regions for the eigenvalues of A eq,1 . In this example, a spectrum of {−5.2566, shows that three of the limited outputs, namely T 48 , EPR and HPC-SM peak beyond their limits in the transient regime. In particular, T 48 peaks at 1100°R. Figs. 2 and 3 show the responses obtained when all limit regulators are used. It can be seen that T 48 and HPC-SM now ''ride'' their limits during the transient regime. Naturally, the fan speed response must be slower, but its ability to reach the setpoint will not be hindered, since the design ensures that i * = 1 under setpoint commands in a range. Note that the transfer function from W f to Ps30 has a DC gain of the opposite sign as the transfer function from W f to N f , causing Ps30 to move away from its lower-limit. The settling time is now about 1.4 s, showing how this technique conveniently balances control and limit protection tasks. The limit T 48 = 400°R was made significantly smaller than the incremental peak observed when no limit protection is used. Considering that the absolute limit on T 48 used in real engine controls is close to 2200°R (Litt, Frederick, & Guo, 2009) , T 48 could have been chosen as high as 657°R. Under these conditions, the same design would result in a faster settling time. Fig. 2 also shows the switching history and the sliding variables. The latter have been scaled for graphical convenience, and s 5 has been omitted since the Ps30 regulator does not become active. To illustrate activation of the lower limit, suppose now that fan speed is to be reduced, that is, the setpoint is N f = −340 rpm. It can be verified that i * = 1 and i 0 = 1 still hold under the same design parameters. Figs. 4 and 5 show that Ps30 reaches its lower limit and holds it for some time. It is observed that N f responds almost as fast as when the limit regulators are removed. Similar limit protection qualities may be observed upon re-tuning of η i or G 1 . The switching history and scaled sliding variables s 1 and s 5 are also shown, to illustrate the validity of Lemmas 9, 10 and Proposition 11: only one switching occurs from the L set to the H set, which contains 1 regulator.
Conclusions and final remarks
A multi-sliding mode regulator scheme with max-min selection logic was proposed. The stability of the min-max arrangement is guaranteed when the individual regulators are designed separately, following the standard sliding mode design procedure. It was established that the min selector protects upper-limited outputs whose direct term is positive and lower-limited outputs whose direct term is negative. The max selector offers the opposite protections. When used in combination, the max and min selectors offer additional protection. The case Θ = 0 can be accommodated by eliminating input integration or by introducing high-order sliding mode techniques. Invariance in the presence of unmatched disturbance is guaranteed for outputs approaching their limits while their own regulator is active. Some simulations have indicated that disturbance may actually trigger a switch to the regulator whose limited output reaches its limit, motivating further research. Other extensions include the development of multi-input and adaptive versions of the technique.
