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Zusammenfassung
Eine Kurve c im RN , deren Frenetkrümmungen konstant sind, heißt Schraubenlinie. Mit
geeignetenX ∈ so(N) und ξ0 ∈ Kern (X) , ξ1 ∈ Bild (X) gilt c(t) = tξ0+etXξ1−ξ1+c(0).
Es seien M ⊂ RN eine n-dimensionale, vollständige, zusammenhängende Untermannig-
faltigkeit und γ : R→M eine Geodätische in M . Dann heißt M helikale Mannigfaltig-
keit, wenn alle Geodätischen Schraubenlinien mit denselben Frenetkrümmungen sind. Es
ist bekannt, dass eine helikale Mannigfaltigkeit entweder ein affiner Untervektorraum
oder eine Blaschkemannigfaltigkeit ist, siehe Sakamoto [Sak86b]. Ferner sind helikale
Mannigfaltigkeiten genau diejenigen Untermannigfaltigkeiten, so dass jede Geodätische
in jedem Punkt Normalschnitt ist, vergleiche Verheyen [VC84]. Wir geben zunächst
einen neuen Beweis dafür, dass alle Geodätischen in der helikalen Mannigfaltigkeit M
Normalschnitte sind.
Wir zeigen dann, dass Jacobifelder längs γ von der Form ~J(t) = Aγ(t) + b mit
A ∈ so(N) und b ∈ RN sind. Die Matrix
(
A | b
0 | 0
)
∈ R(N+1)×(N+1) erfüllt das lineare
Gleichungssystem
〈e−t
(
X | ξ
0 | 0
) (
A | b
0 | 0
)
e
t
(
X | ξ
0 | 0
) (
0
1
)
,
(
ξ
1
)〉 ≡ konst. für alle t ∈ R . (⋆)
Sind J1, J2 zwei Jacobifelder längs γ gegeben durch ~Ji(t) = Aiγ(t) + bi, ist auch(
[A1, A2] | A1b2 − A2b1
0 | 0
)
eine Lösung von (⋆). Der Lösungsraum von (⋆) wird bestimmt
durch einen adX-invarianten Teilraum von so(N) und die Eigenwerte von X und adX.
Sind ~J1, ..., ~Jn orthogonale Jacobifelder längs γ, so heißt die matrixwertige Funk-
tion Y : R → RN×n, t 7→ Y(t) = ( ~J1(t), ..., ~Jn(t)) Jacobitensor. Es gilt (Y′(t))TY(t) −(
Y(t)
)T
Y′(t) ≡ konst. Ist konst = 0, so heißt Y Lagrangetensor. Auf einem Intervall I sei
det
(
(Y(t))TY(t)
) 6= 0 und t0 ∈ I. Ferner existieren für jeden beliebigen Jacobitensor Z
geeignete Matrizen C1, C2 ∈ Rn×n, so dass Z(t) = Y(t)
(∫ t
t0
(
(Y(s))TY(s)
)−1
dsC2 + C1
)
für alle t ∈ I gilt. Wir zeigen, dass es einen Lagrangetensor gibt, der Folgendes erfüllt:
(i) Es ist det
(
(Y(t))TY(t)
)
= Cz−l
∏d
ν=1(z − zν)2
∣∣
z=eit
mit paarweise verschiedenen
Nullstellen z1, ..., zd ∈ C \{0}.
(ii) Es ist
(
(Y(t))TY(t)
)−1
= −iz∑dν=1 zνwνwTν(z−zν)2 ∣∣z=eit mit Vektoren wν ∈ Cn \{0}.
(iii) Ist zν ∈ C \{0} eine solche Nullstelle, dann ist auch zµ := 1zν eine solche. Ferner
gilt wµ = ±wν .
Ist n = dim(M) = 2 und Y(0) := 0, so zeigen wir, dass
(
(Y(t))TY(t)
)
=
(
c sin(d2 t)
)2
und
d ∈ {1; 2} gilt. Dies führt zu einem neuen Beweis für Nikolayevskys Satz [Nik00], dass
eine Fläche M ⊂ RN mit einfachen Geodätischen, d.h. deren Geodätische Schraubenli-
nien sind, konstante nicht negative Gaußkrümmung trägt.

Abstract
A curve c in RN is a screw line, iff all its Frenet curvatures are constant. With suitable
X ∈ so(N) and ξ0 ∈ Kern (X) , ξ1 ∈ Bild (X) it is c(t) = tξ0 + etXξ1 − ξ1 + c(0). Let
M ⊂ RN be an n-dimensional, complete, connected submanifold and γ : R → M a
geodesic in M . Then M is called helical manifold, iff all geodesics are screw lines of the
same Frenet curvatures. It is known that a helical manifold is either an affine subvec-
torspace or a Blaschke manifold, compare Sakamoto [Sak86b]. Further a submanifold is
helical, iff each geodesic is a normal section in each point, see Verheyen [VC84]. First
we give a new proof that in a helical manifold all geodesics are normal sections in each
point.
Then we show that Jacobi fields along γ can be written as ~J(t) = Aγ(t)+ b with sui-
table A ∈ so(N) and b ∈ RN . The matrix
(
A | b
0 | 0
)
∈ R(N+1)×(N+1) solves the following
system of linear equations
〈e−t
(
X | ξ
0 | 0
) (
A | b
0 | 0
)
e
t
(
X | ξ
0 | 0
) (
0
1
)
,
(
ξ
1
)〉 ≡ const. for all t ∈ R . (⋆)
If J1, J2 are two Jacobi fields along γ with ~Ji(t) = Aiγ(t)+bi, then
(
[A1, A2] | A1b2 −A2b1
0 | 0
)
also is an solution of (⋆). The space of solutions of (⋆) is defined in terms of an adX-
invariant subspace of so(N) and the eigenvalues of X and adX.
Let ~J1, ..., ~Jn be orthogonal Jacobi fields along γ. Then the matrix valued function
Y : R→ RN×n, t 7→ Y(t) = ( ~J1(t), ..., ~Jn(t)) is called Jacobi tensor. It holds (Y′(t))TY(t)−(
Y(t)
)T
Y′(t) ≡ const. If const = 0, then Y is a Lagrange tensor. Let det ((Y(t))TY(t)) 6= 0
on an open intervall I and t0 ∈ I. Moreover let Z be some Jacobi tensor. Then there
exist matrices C1, C2 ∈ Rn×n so that Z(t) = Y(t)
(∫ t
t0
(
(Y(s))TY(s)
)−1
dsC2 + C1
)
for
all t ∈ I. We show that there is a Lagrange tensor that fulfills the following:
(i) It is det
(
(Y(t))TY(t)
)
= Cz−l
∏d
ν=1(z − zν)2
∣∣
z=eit
with pairwise different roots
z1, ..., zd ∈ C \{0}.
(ii) It holds
(
(Y(t))TY(t)
)−1
= −iz∑dν=1 zνwνwTν(z−zν)2 ∣∣z=eit with wν ∈ Cn \{0}.
(iii) If zν ∈ C \{0} is such a root, then zµ := 1zν is another such root. Furthermore it
holds wµ = ±wν.
For n = dim(M) = 2 and Y(0) := 0 we show that
(
(Y(t))TY(t)
)
=
(
c sin(d2 t)
)2
and
d ∈ {1; 2}. This leads to a new proof on Nikolayevsky’s theorem [Nik00] that a surface
M ⊂ RN with simple geodesics, i.e. all geodesics are screw lines, is of non negative
constant Gauß curvature.
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1 Einleitung
Geraden und Kreise im R2 haben konstante Krümmung. Eine Frenetkurve im RN , deren
Frenetkrümmungen konstant sind, heißt Schraubenlinie, zum Beispiel die Helix im R3.
Eine Untermannigfaltigkeit M ⊂ RN ist eine Untermannigfaltigkeit mit einfachen Geo-
dätischen, wenn alle Geodätischen in M Schraubenlinien im RN sind, vgl. [Nik00]. M
ist eine Schraubenmannigfaltigkeit oder helikale (Unter-) Mannigfaltigkeit, wenn alle
Geodätische in M kongruente Schraubenlinien sind, also die Frenetkrümmungen kon-
stant und unabhängig von der Wahl der Geodätischen sind. Die Ordnung einer Schrau-
benmannigfaltigkeit ist die Dimension des kleinsten affinen Unterraumes, in dem eine
Geodätische enthalten ist, vgl. [Sak82]. Beispiele sind Untervektorräume mit Ordnung 1
sowie Sphären und Veroneseeinbettungen mit Ordnung 2. Letztere werden in Kapitel 2.6
näher betrachtet. Die Idee einer Schraubenmannigfaltigkeit geht auf A. L. Besse zurück,
vgl. [Sak82]. Er konstruiert in [Bes78] 6.99ff, wie folgt, sogenannte Nice Imbeddings ei-
ner streng harmonischen Mannigfaltigkeit (M,g) in eine Sphäre S ⊂ RN um den Ur-
sprung, deren lokal isometrische Bilder Schraubenmannigfaltigkeiten sind: Zum k-ten
der Eigenwerte 0 < λ1 < λ2 < ... des Laplaceoperators auf Funktionen auf M sei
(ϕ1, ..., ϕNk ) eine Orthonormalbasis des Eigenraumes. Die k-te Standardimmersion ist
dann Φk : M → S ⊂ RNk , p 7→ (ϕ1(p), ..., ϕNk (p)). Die Bilder solcher Immersionen
sind ferner minimal in S. Eine lokal isometrische Immersion, deren Bild eine Schrauben-
mannigfaltigkeit ist, heißt helikale Immersion. Sakamoto bezeichnet „die Theorie von
helikalen Immersionen (insbesondere im minimalen Fall) [als] eine Untermannigfaltig-
keitenversion harmonischer Mannigfaltigkeiten“, siehe [Sak82]. Er hofft, dass sich das
Studium von Schraubenmannigfaltigkeiten als hilfreich zum Lösen der Lichnerowiczver-
mutung erweist, also dass „eine harmonische Mannigfaltigkeit entweder ein flacher oder
ein lokal symmetrischer Raum vom Rang 1 ist“, siehe [Kni12]. Damek-Ricci-Räume zei-
gen, dass diese Vermutung im nicht kompakten Fall falsch ist. S. Szabó beweist sie für
Mannigfaltigkeiten mit kompakter universeller Überlagerung 1990 in [Sza90]. Hierzu
nutzt er Besses Nice Imbeddings und einen Satz von Allamegion, dass eine vollstän-
dige, einfach zusammenhängende, harmonische Mannigfaltigkeit diffeomorph zu einem
euklidischen Raum oder eine Blaschkemannigfaltigkeit ist.
Eine Mannigfaltigkeit M ist eine Blaschkemannigfaltigkeit, wenn ihr Injektivitätsra-
dius gleich ihrem Durchmesser ist. Die Blaschkevermutung lautet, dass eine Blaschke-
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mannigfaltigkeit M isometrisch zu einem kompakten symmetrischen Raum von Rang 1
ist, einem sogenannten CROSS. Topologisch kann man einer Blaschkemannigfaltigkeit
ein CROSS als Modellraum zuweisen. Ist dieser Modellraum eine Sphäre Sn oder ein
reell projektiver Raum RPn, so ist die Blaschkevermutung bewiesen, vgl. [Bes78]. In
den geraden Dimensionen ungleich 2 ist bisher nur weniges mehr als in [Bes78] bekannt,
vgl. [SSW05]. Sakamoto zeigt, dass Schraubenmannigfaltigkeiten Blaschkemannigfaltig-
keiten oder Untervektorräume sind [Sak86b] und [Sak82].
In dieser Arbeit werden wir Schraubenmannigfaltigkeiten M nahe ihrer Geodätischen
untersuchen, indem wir Jacobifelder und Lagrangetensoren betrachten. Wir geben zu-
nächst in Kapitel 3.1 einen neuen Beweis, dass eine Schraubenmannigfaltigkeit geodä-
tische Normalschnitte hat. Dazu berechnen wir ddt
∣∣
t=0
dM (γ(0), γ(t)) einerseits mit der
ersten Variationsformel und andererseits dadurch, dass der euklidische Abstand zweier
Punkte p, q ∈M eine Funktion ihres intrinsischen Abstandes ‖p− q‖ = F (dM (p, q)) ist.
In Kapitel 3.2 geben wir eine neue Beschreibung von Jacobifeldern längs der Geodä-
tischen γ : R → M ⊂ RN . Da alle Geodätischen kongruente Schraubenlinien sind, ist
ein Jacobifeld von der Form ~Y (t) = Aγ(t) + b mit A ∈ so(N) und b ∈ RN . Die Matrix(
A | b
0 | 0
)
∈ R(N+1)×(N+1) löst die lineare Gleichung
〈e−t
(
X | ξ
0 | 0
) (
A | b
0 | 0
)
e
t
(
X | ξ
0 | 0
) (
0
1
)
,
(
ξ
1
)〉 ≡ konstant für alle t ∈ R .
Bestimmen
(
A1 | b1
0 | 0
)
,
(
A2 | b2
0 | 0
)
zwei Jacobifelder, so erfüllt
[(
A1 | b1
0 | 0
)
,
(
A2 | b2
0 | 0
)]
eben-
falls die obige lineare Gleichung. Wir werden den Lösungsraum bestimmen und weitere
Bedingungen für
(
A | b
0 | 0
)
finden, wenn ~Y (t) = Aγ(t) + b ein Jacobifeld ist.
Ist die Schraubenmannigfaltigkeit M kompakt, so ist M eine Blaschkemannigfal-
tigkeit. Daher sind alle Geodätischen kongruente, einfach geschlossene Schraubenlinien
im RN ohne Einschränkung der Periode 2π. Die Darstellung ~Y (t) = Aγ(t) + b zeigt
deutlich, dass ein Jacobifeld längs γ ein trigonometrisch polynomialer Vektor ist. Ein
Jacobitensor Y längs γ ist eine (N × n)-Matrix, in deren n Spalten je ein orthogonales
Jacobifeld längs γ steht. Dann gilt
(
Y′(t)
)T
Y(t) − (Y(t))TY′(t) ≡ konst. Ist diese Kon-
stante 0, so heißt Y Lagrangetensor längs γ. Es sei Y ein solcher und
(
Y(t)
)T
Y(t) für alle
t ∈ I invertierbar. Dann lässt sich jeder beliebige Jacobitensor Z für t0, t ∈ I durch
Z(t) = Y(t)
(∫ t
t0
((
Y(s)
)T
Y(s)
)−1
dsC2 + C1
)
mit geeigneten C1, C2 ∈ Rn×n berechnen, siehe Kapitel 2.2. IstM eine Schraubenfläche,
so entsprechen sich Jacobitensoren und Jacobifelder. Daher ist
(
Y(t)
)T
Y(t) = ‖~Y (t)‖2 =
z−mP (z)|z=eit ein trigonometrisches Polynom mit P ∈ C[z] und Grad(P ) = 2m. In
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Kapitel 4 werden wir zeigen, dass
zm−1
iP (z)
=
m∑
ν=1
aν
(z − zν)2
mit paarweise und von 0 verschiedenen Nullstellen z1, ..., zm ∈ C von P und Konstan-
ten a1, ..., am ∈ C \{0} gilt. Hieraus werden wir unter der Voraussetzung ~Y (0) = 0
folgern, dass P (z) = C · (zm − 1)2 das m-te Kreisteilungspolynom ist. Folglich ist
‖~Y (t)‖ = C˜|sin(m2 t)| sowie K ≡ m
2
4‖γ˙‖2 . Dies gibt einen neuen Beweis, dass helikale
Flächen konstante Krümmungen haben.
In Kapitel 5 erweitern wir diesen Ansatz auf Mannigfaltigkeiten höherer Dimensionen
n ≥ 2. Ein Jacobitensor Y(t) = z−mR(z)∣∣
z=eit
ist eine trigonometrisch polynomiale
Matrix. Wir werden zeigen, dass es einen Lagrangetensor Y gibt, der Folgendes erfüllt:
(i) Es ist det
(
(R(z))T R(z)
)
= Czd0
∏d
ν=1(z− zν)2 mit paarweise verschie-
denen Nullstellen z0 = 0, z1, ..., zd ∈ C.
(ii) Mit geeigneten Vektoren w1, . . . , wd ∈ Cn ist die Partialbruchzerlegung
1
iz
(
1
z2m
(R(z))T R(z)
)−1
= −
d∑
ν=1
zνwνw
T
ν
(z − zν)2 .
(iii) Des Weiteren gibt es für alle ν ∈ d ein µ ∈ d mit zµ = 1zν und wµ = wν .
Ist zν ∈ S1, so folgt insbesondere wν ∈ Rn.
In Kapitel 5.2 werden wir diese Partialbruchzerlegung weiter untersuchen. So hat die
Matrix
∑d
ν=1
−zνwνwTν
(z−zν)2 in z0 = 0 eine Nullstelle der Vielfachheit d − n. Die Anzahl der
Nullstellen auf S1 lässt sich durch n nach unten und 2n nach oben beschränken. Ist M
eine Blaschkemannigfaltigkeit ungleich des RPn, so ist zudem det
(∑d
ν=1
zνwνwTν
z−z2ν
)
≡ 0.
Es ist nicht bekannt, ob eine Schraubenmannigfaltigkeit ein D’Atri-Raum ist, also ein
Raum, auf dem eine Abschwächung der harmonischen Bedingung gilt, vgl. [Sak86b]. Um
diese Frage zu beantworten, kann es hilfreich sein, Lagrangetensoren längs Geodätischen
zu beschreiben.
Im Folgenden stellen wir bekannte Aussagen über Schraubenmannigfaltigkeiten dar.
Tsukada zeigt, dass eine helikale Immersion einer streng harmonischen Mannigfal-
tigkeit schon eine Nice Imbedding ist, vgl. [Tsu83] Korollar 2.3. Des Weiteren klassi-
fiziert er alle möglichen Immersionen Φ : M → SN−1 eines kompakten, symmetri-
schen Raumes vom Rang 1, so dass Φ(M) eine Schraubenmannigfaltigkeit ist und in
keiner Sphäre niedrigerer Dimension liegt, auf folgende Weise: Es gibt nicht negative
ganze Zahlen 0 ≤ k1 < k2 < ... < kl und positive Konstanten ck1 , ..., ckl ∈ R+, so
dass Φ in Termen der Standardimmersionen Φk bis auf Lage im Raum von der Form
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Φ(p) =
(
ck1Φk1(p), ..., cklΦkl(p)
)
ist. Dabei bedeutet k1 = 0, dass Φk1 eine konstante
Abbildung ist. Auf diese Weise lassen sich beliebige helikale Immersionen f1, ..., fl zu
einer neuen helikalen Immersion f mit f(p) =
(
c1f1(p), ..., clfl(p)
)
zusammensetzen.
Sakamoto berechnet in [Sak82] den Frenetrahmen einer Geodätischen γ in einer
Schraubenmannigfaltigkeit M ⊂ Mκ im Raum konstanter Krümmung κ durch höhere
kovariante Ableitungen in Richtung γ˙ der zweiten Fundamentalform α(γ˙, γ˙) im Nor-
malraum. Ist Mκ = RN ein euklidischer Raum, so bedeutet dies, dass γ in jedem Punkt
γ(t) ein Normalschnitt ist, also {γ(s); s ∈ R} ⊂ M ∩ νγ(t)M . Die Umkehrung dieser
Aussage beweist Verheyen in [Ver85]. In [Sak82] betrachtet Sakamoto Schraubenman-
nigfaltigkeiten in SN−1 ⊂ RN . Er nutzt den Begriff Ordnung daher auf zwei verschiedene
Weisen, einerseits d∗ bezüglich der Frenetkrümmungen im RN und andererseits d bezüg-
lich derer in SN−1. Er zeigt, dass M ⊂ SN−1 für ungerades d in einem d-dimensionalen
Untervektorraum und für gerades d in einem affinen (d − 1)-dimensionalen Untervek-
torraum liegt und dieser der kleinste M Enthaltende ist. Ferner zeigt er, dass eine n-
dimensionale Mannigfaltigkeit M , die sich als Schraubenmannigfaltigkeit in eine Sphäre
SN−1 lokal isometrisch immersieren lässt, entweder eine Blaschkemannigfaltigkeit oder
diffeomorph zu Rn ist — aus [Sak86b] folgt, dass M eine Blaschkemannigfaltigkeit
ist. Ist eine solche Immersion ferner minimal in SN−1, so ist M global harmonisch.
In [Sak84], [Sak85b], [Sak85a], [Sak86a] beweist Sakamoto verschiedene Aussagen über
Schraubenmannigfaltigkeiten, die minimal in einer Sphäre liegen. Durch Szabós Beweis
der Lichnerowiczvermutung ist jedoch bewiesen, dass solche bereits kompakte, symme-
trische Räume vom Rang 1 sind.
Des Weiteren untersucht Sakamoto Schraubenmannigfaltigkeiten im RN [Sak86b].
Schraubenlinien sind genau die Kurven im RN , auf denen der euklidische Abstand zwei-
er Punkte eine Funktion allein der Kurvenlänge zwischen diesen Punkten ist. Sakamoto
beweist, dass Schraubenmannigfaltigkeiten genau die Untermannigfaltigkeiten sind, auf
denen der extrinsische, euklidische Abstand zweier Punkte eine Funktion allein des in-
trinsischen, von der ersten Fundamentalform induzierten Abstandes ist. Ferner zeigt
er, dass eine einfach zusammenhängende, vollständige Schraubenmannigfaltigkeit im
RN entweder ein Untervektorraum oder eine Blaschkemannigfaltigkeit ist. Insbesonde-
re gibt es keine Schraubenmannigfaltigkeiten ungerader Ordnung ungleich 1. Blasch-
kemannigfaltigkeiten der Dimension n = 2 oder n ungerade sind Sphären oder reell
projektive Räume, vgl. [Bes78] Appendix B. Mit Tsukadas Klassifikation sind in die-
sen Dimensionen also alle Schraubenmannigfaltigkeiten bekannt. Sakamoto wiederholt
eine Vermutung von Chen-Verheyen, „dass jede [n-dimensionale] Mannigfaltigkeit mit
geodätischen Normalschnitten im RN [bzw. jede Schraubenmannigfaltigkeit] eine offene
Teilmenge einer affinen, n-dimensionalen Ebene ist oder [minimal (vgl. [Ver85])] in ei-
ner Sphäre im RN enthalten ist“. Er vermutet weiter, dass der Schwerpunkt von M der
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Mittelpunkt einer solchen Sphäre ist. Falls M ein D’Atri-Raum ist, beweist er diese Ver-
mutung. Gleichzeitig endet er, „es scheint schwierig zu zeigen, dass, wenn f : M → RN
eine helikale Immersion ist, M ein D’Atri-Raum ist.“ Insbesondere bedeutet dies, dass
nicht bekannt ist, ob eine Schraubenmannigfaltigkeit harmonisch ist, da die definierende
Bedingung an D’Atri-Räume eine Abschwächung der harmonischen ist.
Sakamotos, Tsukadas und Verheyens Beweise beruhen stark auf der erwähnten Be-
rechnung des Frenetrahmens einer Geodätischen γ in M durch höhere Ableitungen der
zweiten Fundamentalform in Verbindung mit den Gauß-, Mainardi-Codazzi- und Ricci-
Gleichungen. In p ∈ M lässt sich die Exponentialabbildung durch den Frenetrahmen
expp(tv) = p +
∑m
i=1 fi(t)bi(v) angeben. Die Koeffizienten f1, ..., fm des Frenetbeins
b1, ..., bm sind dabei unabhängig von der Wahl des Punktes und der Richtung v ∈ SpM .
Ferner lässt sich die Funktion F bestimmen, so dass ‖x−y‖ = F (dM (x, y)) gilt. Sakamo-
to betrachtet Jacobifelder längs einer Geodätischen γ und zerlegt diese in tangentialen
und normalen Anteil bezüglich des Tangentialraums an M in einem festen Punkt p.
Mit Hilfe dieser Zerlegung zeigt er unter Anderem in [Sak86b], dass Schraubenman-
nigfaltigkeiten ungerader Ordnung ungleich 1 nicht existieren und diejenigen gerader
Ordnung kompakt sind. Ferner zeigt er, dass F ′ = f1 gilt, was im Beweis eingeht, dass
Schraubenmannigfaltigkeiten Blaschkemannigfaltigkeiten oder diffeomorph zu Rn sind,
vgl. [Sak82] und [Sak86b]. Ist M eine minimale Schraubenmannigfaltigkeit in SN−1, so
lässt sich auch ∆F (dM (p, ·)) für festes p ∈ M damit berechnen, woraus er schließt,
dass minimal in SN−1 liegende Schraubenmannigfaltigkeiten global harmonisch sind,
vgl. Satz 6.5 in [Sak82].
Unabhängig zu [Sak86b] beweist Yi Hong in [Hon86], dass eine zweidimensionale
Schraubenmannigfaltigkeiten der Ordnung 4 konstante Gaußkrümmung hat. Er berech-
net hierzu höhere Ableitungen der zweiten Fundamentalform von einer Orthonormalba-
sis des Tangentialraums. Ferner beweist auch er, dass alle helikalen Immersionen eines
kompakten symmetrischen Raumes von Rang 1 die von Tsukada beschriebenen Form
haben. In [HQ08] zeigen er und Yong-an Qin, dass eine Mannigfaltigkeit M , die eine he-
likale Immersion f : M → Nc der Ordnung 2 in eine Mannigfaltigkeit Nc mit konstanter
Krümmung besitzt, eine offene Teilmenge eines symmetrischen Raumes von Rang 1 ist.
Y. Nikolayevsky betrachtet in [Nik00] kompakte Flächen mit einfachen Geodäti-
schen. Er zeigt, dass eine solche entweder ein flacher Torus oder das Bild der S2 un-
ter einer SG-Abbildung ist. Eine SG-Abbildung definiert er als polynomiale Abbildung
F : R3 → RN1 ⊥©RN2 , x 7→ (Fe(x), Fo(x)) mit folgenden Eigenschaften:
(i) F bildet S2 homothetisch ab, d.h. lokal isometrisch bis auf eine Konstante.
(ii) Fe ist ein gerades Polynom derart, dass eine gerade Polynomfunktion P : R3 → R
mit P (0) = 0 existiert, die ‖Fe(x)− Fe(y)‖ = P (x× y) für alle x, y ∈ S2 erfüllt.
(iii) Fo ist ein ungerades Polynom derart, dass ein m ∈ N und gerade, homogene
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Polynomfunktionen S2m−2i : R3 → R mit Grad(S2m−2i) = 2m − 2i für 1 ≤ i ≤ m
existieren, so dass 〈Fo(x), Fo(y)〉 =
∑m
i=1〈x, y〉2i−1S2m−2i(x× y) für alle x, y ∈ R3 gilt.
Er gibt ein Beispiel für ein solches F an, so dass F (S2) nicht helikal ist. Als Korollar
seines Satzes ergibt sich, dass eine Schraubenfläche eine Sphäre oder ein reell projektiver
Raum mit Standardmetrik ist. Dies ist schon bekannt, da sie eine Wiedersehensfläche,
vgl. [Gre63], also eine zweidimensionale Blaschkemannigfaltigkeit ist. Bemerkenswert ist,
dass er diese Eigenschaft nicht benötigt, sondern nur, dass M eine Fläche mit geschlos-
senen, einfachen Geodätischen ist. Genauer zeigt er für eine Fläche M mit einfachen
Geodätischen, dass, wenn schon eine Geodätische nicht geschlossen ist, M ein flacher
Torus ist und, wenn alle Geodätischen geschlossen sind, alle Jacobifelder trigonome-
trische Polynome sind, deren Grade beschränkt sind. Für orthogonale ~Y , ~Z ∈ J⊥(γ)
gilt ~Y (t) ∧ ~Z(t) ≡ 0. Diese Gleichung überführt Nikolayevsky in komplexe Polynome.
Aus diesen schließt er, dass die Gaußkrümmung konstant ist. Im Folgenden sieht er M
als Bild einer homothetischen Immersion f und zeigt, dass f eine SG-Abbildung ist.
Wir geben in Kapitel 4 einen neuen Beweis für seine Aussage, dass Flächen, auf denen
alle Jacobifelder durch trigonometrische Polynome gegeben sind, konstante Gaußkrüm-
mung haben. In Kapitel 5 erweitern wir unseren Beweis auf Untermannigfaltigkeiten
mit höheren Dimensionen.
2 Grundlagen
In diesem Kapitel sollen Grundlagen über differenzierbare Untermannigfaltigkeiten des
N -dimensionalen euklidischen Raumes RN dargestellt und Schreibweisen eingeführt
werden. Soweit nicht anders bemerkt, findet man diese Aussagen in den gängigen Stan-
dardwerken wie [Küh08], [Sak96] und [Spi79]. Als natürliche Zahlen bezeichnen wir
die Menge N := {1; 2; 3; ...} und wir schreiben k := {1; 2; ...; k} sowie N0 := N∪{0},
k 0 := k ∪ {0}. Soweit es nicht anders bemerkt ist, sind alle auftretenden Funktionen
(unendlich oft) differenzierbar.
2.1 Jacobifelder
Es seien stets M ⊂ RN eine (n + 1)-dimensionale, vollständige, zusammenhängende
Untermannigfaltigkeit mit der ersten Fundamentalform als riemannscher Metrik. Ferner
sei p ∈M sowie f eine Einbettung und u ∈ U mit f(u) = p.
(i) Der Tangentialraum in p ist definiert als TpM := Dfu(Rn+1).
(ii) Der Normalraum in p ist definiert als νpM := (TpM)
⊥.
(iii) Eine Funktion X :M → RN heißt Vektorfeld an M . Die Menge aller Vektorfelder
sei V(M). Ein Vektorfeld X heißt tangential, wenn Xp := X(p) ∈ TpM für alle
p ∈ M gilt. Die Menge aller tangentialen Vektorfelder an M sei VT (M). Ein
Vektorfeld ξ heißt normal, wenn ξp := ξ(p) ∈ νpM für alle p ∈M gilt. Die Menge
aller normalen Vektorfelder an M sei V⊥(M).
Der Levi-Civita-Zusammenhang ∇ auf VT (M) ist gegeben durch die orthogonale Pro-
jektion RN ∋ v 7→ vtang ∈ TpM auf TpM der gewöhnlichen Ableitung: Es seien
X,Y ∈ VT (M) sowie c : (−ε, ε)→M mit c(0) = p, c˙(t) = Xp. Dann ist
∇XpY =
(
d
dt
∣∣∣∣
t=0
Y (c(t))
)tang
. (2.1)
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Es sei nun c : I → M ⊂ RN eine Kurve. Es bezeichne V(c) die Menge aller Vektor-
felder ~Z : I → RN längs c und VT (c) die aller tangentialen. Also gilt ~Z ∈ VT (c) genau
dann, wenn ~Z(t) ∈ Tc(t)M für alle t ∈ I ist. Die kovariante Ableitung eines Vektorfeldes
~Z ∈ VT (c) ist
D
dt
~Z(t) = ∇c˙(t) ~Z =
(
d
dt
~Z(t)
)tang
. (2.2)
Um in der Schreibweise nicht zu verwirren, werden wir stets Ddt schreiben, wenn die
kovariante Ableitung längs c gemeint ist, und ~Z ′(t) = d
dt
~Z(t). Für die Ableitungen von
c werden wir c˙ und c¨(t) = d
2
dt2
c(t) i.Allg.6=
D
dt c˙(t) schreiben.
Ein Vektorfeld ~Z ∈ VT (c) ist parallel längs c, wenn D
dt
~Z(t) ≡ 0. Zwei parallele
Vektorfelder ~Z, ~Y stehen stets im selben Winkel 〈~Z, ~Y 〉(t) ≡ konst.
Definition 2.1: Eine Kurve γ : R→M heißt Geodätische, wenn Ddt γ˙(t) ≡ 0 gilt.
Nach dem Satz von Hopf-Rinow ist jede Geodätische auf ganz R definierbar, da
M vollständig ist. Anschaulich ist γ eine Geodätische, wenn die Beschleunigung γ¨
nur senkrecht zur Untermannigfaltigkeit M wirkt. Es folgt direkt durch ddt‖γ˙(t)‖2 =
2〈D
dt
γ˙(t), γ˙(t)〉 = 0, dass Geodätische proportional zur Bogenlänge parametrisiert sind.
Da Ddt γ˙(t) ≡ 0 in lokalen Koordinaten zu einem System gewöhnlicher Differentialglei-
chungen führt, existiert zu jedem Vektor v ∈ TpM eine eindeutige Geodätische γv mit
γv(0) = p und γ˙v(0) = p. Mittels der Kurvenlänge L(c) definiert
dM (p, q) : = inf{L(c); c := [a, b]→M stückweise C1-Kurve, c(a) = p, c(b) = q} (2.3)
die intrinsische Metrik auf M . Aus dem Satz von Hopf-Rinow folgt ferner, dass sich
zwei Punkte p, q ∈ M stets durch eine kürzeste Geodätische γ, d.h. L(γ) = dM (p, q),
verbinden lassen.
Es sei c : [a, b]→M eine reguläre Kurve und F : [a, b]× (−ε, ε)→M, (t, u) 7→ cu(t)
eine Variation von c = c0 und ~Y := ∂∂u
∣∣
u=0
F (·, u) das Variationsvektorfeld längs c.
Dann gilt die erste Variationsformel der Länge
d
du
∣∣∣∣
u=0
L(cu) = −
∫ b
a
〈D
dt
c˙(t)
‖c˙(t)‖ ,
~Y (t)〉 dt + 〈c˙(b), ~Y (b)〉 − 〈c˙(a), ~Y (a)〉 . (2.4)
Offenbar ist (2.4) genau dann für alle Variationsvektorfelder ~Y ∈ VT (c), die in den
Randpunkten ~Y (a) = 0 = ~Y (b) verschwinden, gleich null, wenn c eine Geodätische ist.
Weiter ist die Exponentialabbildung definiert durch
expp : TpM →M,v 7→ γv(1) = γ v‖v‖ (‖v‖) , (2.5)
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die wegen d(expp)0(v) =
d
dt
∣∣
t=0
exp(tv) = γ˙v(0) = v auf einer Umgebung von 0 ∈ TpM
ein Diffeomorphismus ist. Die Gerade t 7→ tv ∈ TpM wird also auf die nach Bogenlän-
ge parametrisierte Geodätische γ v
‖v‖
abgebildet. Parametrisieren wir die Einheitssphäre
durch Φ : U → Sn ⊂ TpM , so erhalten wir geodätische Polarkoordinaten nahe p durch
f : (0, r) × U → M, (t, ψ) 7→ exp (tΦ(ψ)). Die darstellende Matrix der ersten Funda-
mentalform bezüglich dieser Polarkoordinaten, hat nach dem Gaußlemma die Form
(gij(t, ψ))i,j∈n+1 =
(
1 0
0 G(t, ψ)
)
, mitG(t, ψ) ∈ Rn×n . (2.6)
Zur G verwandte Matrizen werden wir in Kapitel 5 näher betrachten.
Es sei γ : [a, b] → M eine Geodätische und F : [a, b] × (−ε, ε) → M, (t, u) 7→ γu(t)
eine Variation durch Geodätische, d.h. für jedes u ∈ (−ε, ε) ist γu eine Geodätische in
M , mit Variationvektorfeld ~Y .
~Y F (t, u) = γu(t)
γ
Dann gilt Ddt γ˙
u(t) ≡ 0 und [ ∂∂tγu(t), ∂∂uγu(t)] = D∂t ∂∂uγu(t) − D∂u γ˙u(t) = 0 und wir
erhalten die lineare Jacobidifferentialgleichung zweiter Ordnung
D
dt
D
dt
~Y (t) =
D
dt
D
∂u
∣∣∣∣
u=0
γ˙u(t)− D
∂u
∣∣∣∣
u=0
D
∂t
γ˙u(t)−∇[ ∂∂tγu(t), ∂∂uγu(t)]γ˙
u(t)
= Rγ(t)(γ˙(t), ~Y (t), γ˙(t)) = −Rγ(t)(~Y (t), γ˙(t), γ˙(t)) .
Definition 2.2: Es sei γ : I → M, t 7→ γ(t) eine Geodätische. Ein Vektorfeld ~Y ∈ VT (γ)
längs γ heißt Jacobifeld, wenn für alle t ∈ I gilt
D2
dt2
~Y (t) = −Rγ(t)(~Y (t), γ˙(t), γ˙(t)) .
Der Raum aller Jacobifelder ~J(γ) ist ein reeller Vektorraum der Dimension 2n+ 2.
Jacobifelder sind genau die Variationsvektorfelder zu Variationen von γ durch Geodä-
tische.
Proposition 2.3 (vgl. [Bes78], App. B): Zwei Jacobifelder ~Z, ~Y ∈ J(γ) erfüllen die Wronski-
bedingung
〈~Y ′(t), ~Z(t)〉 − 〈~Y (t), ~Z ′(t)〉 ≡ konst .
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Beweis: Es gilt mit den Symmetrien des riemannschen Krümmungstensors
d
dt
(
〈~Y ′(t), ~Z(t)〉 − 〈~Y (t), ~Z ′(t)〉
)
=
d
dt
(
〈D
dt
~Y (t), ~Z(t)〉 − 〈~Y (t), d
dt
~Z(t)〉
)
= 〈D
2
dt2
~Y (t), ~Z(t)〉 − 〈~Y (t), D
2
dt2
~Z(t)〉
= −〈Rγ(t)(~Y (t), γ˙(t), γ˙(t)), ~Z(t)〉+ 〈~Y (t),Rγ(t)(~Z(t), γ˙(t), γ˙(t))〉 = 0 .
Für ~Y ∈ J(γ) berechnen wir
d2
dt2
〈~Y (t), γ˙(t)〉
D
dt
γ˙(t)=0
= 〈D
2
dt2
~Y (t), γ˙(t)〉 = 〈D
2
dt2
~Y (t) + Rγ(t)(~Y (t), γ˙(t), γ˙(t)), γ˙(t)〉 ≡ 0 .
Also ist 〈~Y (t), γ˙(t)〉 = mt + c eine lineare Funktion. Ferner ist t 7→ (mt+ c) γ˙(t) ein
Jacobifeld. Daher erhalten wir durch ~Y (t) = (mt+ c) γ˙(t) + ~Y ⊥(t) eine Zerlegung in
Jacobifelder. Wir definieren zu gegebenem t0 ∈ I
JT(γ) := {t 7→ (mt+ c)γ˙(t) ; m, c ∈ R} (2.7a)
den Raum der tangentialen Jacobifelder längs γ und
J⊥0 (γ) := {~Y ∈ J(γ) ; ~Y (t0) = 0 ∧ 〈~Y ′(t0), γ˙(t0)〉 = 0} ,
J⊥1 (γ) := {~Y ∈ J(γ) ; 〈~Y (t0), γ˙(t0)〉 = 0 ∧
D
dt
~Y (t0) = 0}
(2.7b)
die Räume der orthogonalen Jacobifelder längs γ und bemerken mit dim(M) = n+ 1
J(γ) = JT(γ)⊕ J⊥0 (γ)⊕ J⊥1 (γ) ,
〈~Y (t), γ˙(t)〉 ≡ 0 für alle ~Y ∈ J⊥0 (γ)⊕ J⊥1 (γ) (2.7c)
sowie dimJT(γ) = 2 und dimJ⊥0 (γ) = dimJ
⊥
1 (γ) = n .
Aus den Symmetrieeigenschaften des Krümmungstensors schließen wir, dass die tangen-
tialen Jacobifelder keine Aussage über die Schnittkrümmung geben. Daher genügt es,
die Orthogonalen zu betrachten. Ferner ist ein Jacobifeld genau dann orthogonal, wenn
es in zwei verschiedenen Punkten orthogonal ist.
Proposition 2.4 (vgl. [Bär10]): Es sei M ⊂ RN eine Fläche und γ : I → M eine Geodä-
tische in M mit Geschwindigkeit c ≡ ‖γ˙(t)‖, ferner sei ~Y ∈ J⊥(γ) ein orthogonales
Jacobifeld. Dann ist die Gaußkrümmung für alle t ∈ I mit ~Y (t) 6= 0
K(γ(t)) = − ‖
~Y ‖′′(t)
c2‖~Y ‖(t) =
−1
c2
(
d
dt
(
〈~Y , ~Y ′〉
‖~Y ‖2 (t)
)
+
〈~Y , ~Y ′〉2
‖~Y ‖4 (t)
)
.
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Beweis: Es seien ~E ∈ VT (γ) ein paralleles Einheitsnormalenfeld und f : I → R gegeben
durch f(t) = 〈~Y (t), ~E(t)〉, also ~Y (t) = f(t) ~E(t) und f(t) = ‖~Y (t)‖. Dann gilt
0 = 〈D
2
dt2
~Y (t) + Rγ(t)(~Y (t), γ˙(t), γ˙(t)), ~E(t)〉 = f ′′(t) + c2 · f(t) ·K
(
γ(t)
)
.
Ferner gilt f
′′(t)
f(t) =
d
dt
〈~Y ,~Y ′〉
‖~Y ‖
(t)
f(t) =
(
〈~Y ,~Y ′〉′‖~Y ‖− 〈~Y ,~Y ′〉2
‖~Y ‖
)
(t)
(f(t))3
= d
dt
( 〈~Y ,~Y ′〉
‖~Y ‖2 (t)
)
+
( 〈~Y ′,~Y 〉
‖~Y ‖2 (t)
)2
.
Definition 2.5: Es sei γ : I →M eine Geodätische. Zwei Punkte γ(a), γ(b) mit a 6= b ∈ I
heißen (zueinander) längs γ konjugiert, wenn es ein Jacobifeld ~Y ∈ J(γ) gibt, das in a
und b verschwindet: ~Y (a) = ~Y (b) = 0.
Ein solches ~Y ∈ J(γ) ist orthogonal ~Y ∈ J⊥(γ). Die Schnittfunktion
µ : SM → R+ ∪{∞}, v 7→ sup{t ∈ R; dM (γv(0), γv(t)) = t}
ist stetig und es gilt mindestens eine der folgenden Eigenschaften:
(i) γv
(
µ(v)
)
ist der erste zu p = γv(0) längs γ konjugierte Punkt.
(ii) Es gibt eine von γv
∣∣
[0,µ(v)]
verschiedene Kürzeste von p nach γv(µ(v)).
Der Schnittort von p ∈M ist die Menge
Cut(p) :=
{
expp(µ(v)v); v ∈ SpM mit µ(v) <∞
}
. (2.8)
Definition 2.6 (vgl. [Bes78]): Eine Mannigfaltigkeit M , auf der für jedes p ∈M der Schnit-
tort Cut(p) konstanten Abstand von p hat, also µ|SpM konstant ist, heißt Blaschke-
mannigfaltigkeit.
Anschaulich liegt der Schnittort Cut(p) dann auf einer geodätischen Sphäre um p. Der
Injektivitätsradius in p ist definiert als inj(p) := inf{µ(v); v ∈ SpM} > 0. Blaschke-
mannigfaltigkeiten sind genau die Mannigfaltigkeiten, auf denen der Injektivitätsradius
inj(p)(M) := inf
{
inj(p)(p); p ∈M} gleich dem Durchmesser ist. Ferner ist jede Geodä-
tische einfach geschlossen und von gleicher Länge. Nach einem Satz von Bott-Samelson
ist eine Blaschkemannigfaltigkeit diffeomorph zu Sn oder RPn oder einfach zusammen-
hängend und hat den Homotopietyp von CPn oder den ganzzahligen Kohomologiering
von HPn oder CaP2, vgl. [Bes78] 5.57 und 7.23. Beachtenswert ist, dass „diese Definition
keine Bedingung an Krümmung“ enthält, siehe [SSW05]. Shankar, Spatzier und Wilking
verweisen ebenda „für eine ausgezeichnete und ziemlich vollständige Abhandlung über
Blaschkemannigfaltigkeiten“ auf A.L. Besse [Bes78].
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Vermutung 2.7 (Blaschkevermutung):
Eine Blaschkemannigfaltigkeit ist isometrisch zu einem CROSS.
L. Green bewies die ursprüngliche Blaschkevermutung für Flächen in einem schönen
Artikel Auf Wiedersehensflächen [Gre63]. In [Bes78] Appendix D beweist M. Berger
die Blaschkevermutung für den Fall, dass die zugrundeliegende Mannigfaltigkeit eine
Sphäre oder ein reell projektiver Raum ist. Insbesondere folgt:
Satz 2.8: Es sei M eine Blaschkemannigfaltigkeit der Dimension n. Ist n = 2 oder n
ungerade, so ist M isometrisch zu einer Sphäre Sn oder einem reell projektiven Raum
RPn mit kanonischer Metrik.
2.2 Jacobitensoren
Wir wiederholen hier bekannte Aussagen über Jacobi- und Lagrangetensoren, formu-
lieren diese jedoch in für Untermannigfaltigkeiten geeigneten Termen. Man findet sie
unter anderem in [EO76], [Kni12] oder [BE81]. Es seien weiterhin M ⊂ RN eine (n+1)-
dimensionale, vollständige Untermannigfaltigkeit und γ : R→M eine Geodätische.
Definition 2.9: Es seien ~Y1, . . . , ~Yn ∈ J⊥(γ) orthogonale Jacobifelder. Dann heißt
Y :=
(
~Y1, . . . , ~Yn
)
Jacobitensor längs γ und es ist Y(t) =
(
~Y1(t), . . . , ~Yn(t)
)
∈ RN×n
für t ∈ R. Wegen der Wronskibedingung 2.3 ist t 7→ (Y′(t))TY(t)−(Y(t))TY′(t) ∈ Rn×n
konstant. Wenn
(
Y′(t)
)T
Y(t)− (Y(t))TY′(t) ≡ 0
gilt, nennen wir Y Lagrangetensor längs γ.
Bemerkung 2.10: (i) Auf einer abstrakten Mannigfaltigkeit lassen sich Jacobitensoren
so nicht definieren. Es sei N(t) := Tγ(t)M ∩
(
Span(γ˙(t))
)⊥
) der Senkrechtraum
von γ˙(t). Man definiert einen Jacobitensor U längs γ mit U(t) ∈ End(Nt) derart,
dass für jedes parallele Vektorfeld ~E ∈ VT (γ) das Vektorfeld t 7→ U(t) ~E(t) ein
Jacobifeld ist.
(ii) Der Name Lagrangetensor rührt von einem n-dimensionalen Lagrangeuntervek-
torraum her, den die Spalten eines Lagrangetensors aufspannen:
Das Tangentialbündel TM ist eine (2n+2)-dimensionale Mannigfaltigkeit. Es sei-
en v ∈ TM und γ die Geodätische γ(t) = exp(tv) sowie w ∈ TvTM . Ferner sei
βw : (−ε, ε) → TM eine Kurve mit βw(0) = v und β′w(0) = w. Identifizieren wir
v˜ ∈ TM mit der Geodätischen R ∋ t 7→ exp (tv˜) ∈ M , so wird β zur Variation
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Fw(u, t) := exp
(
tβw(u)
)
von γ durch Geodätische. Durch Ableiten identifizie-
ren wir w mit dem Jacobifeld ~Yw := ∂∂u
∣∣
u=0
Fw(u, ·) als w =
(
~Yw(0),
D
dt
~Yw(0)
)
∈ Tγ(0)M ⊕ Tγ(0)M ∼= TvTM . So erhalten wir die symplektische Struktur
ωv : TvTM × TvTM → R, (w1, w2) 7→ 〈~Yw1(0), ~Y ′w2(0)〉 − 〈~Y ′w1(0), ~Yw2(0)〉 .
Die symplektische Struktur v 7→ ωv auf TM ist invariant unter dem Geodäti-
schen Fluß, da die rechte Seite nach der Wronskibedingung 2.3 unabhängig vom
eingesetzten Parameter ist, vergleiche [Sak96].
Nun ist V :=
{
w ∈ TvTM ; ~Yw ∈ J⊥(γ)
}
ein 2n-dimensionaler Untervektorraum.
Ein n-dimensionaler Unterraum W := Span
{
w1, ..., wn} ≤ V ist genau dann ein
Lagrangeunterraum von V , also ω
∣∣
W×W = 0, wenn
(
~Yw1 , ...,
~Ywn
)
ein Lagrange-
tensor ist.
Es seien ~E1, . . . , ~En ∈ VT (γ) parallele, orthogonale Vektorfelder längs γ, so dass
die Vektoren γ˙‖γ˙‖ (t), ~E1(t), . . . , ~En(t) für alle t ∈ R eine Orthonormalbasis von Tγ(t)M
bilden. Zu jedem Jacobitensor Y finden wir eine Funktion U : R→ Rn×n, so dass
Y(t) =
(
~E1(t), . . . , ~En(t)
)
· U(t) (2.9)
gilt. Wir definieren
G : R→ Rn×n, G(t) := (Y(t))TY(t) . (2.10)
Wegen det
(
G(t)
)
=
(
det
(
U(t)
))2
ist G(t) genau dann invertierbar, wenn auch U(t)
invertierbar ist – mit anderen Worten, wenn die ~Yi(t) linear unabhängig sind.
Bemerkung 2.11: Für v ∈ Rn und t ∈ R ist vTG(t)v = (Y(t)v)TY(t)v = ‖Y(t)v‖2 ≥ 0.
Also ist G(t) symmetrisch und positiv semidefinit.
Ab sofort sei Y stets ein solcher Lagrangetensor längs γ, dass es ein Intervall I ⊂ R
gibt, so dass G(t) für alle t ∈ I invertierbar ist. Einen solchen finden wir, wenn wir
~Y1, . . . , ~Yn ∈ J⊥0 (γ) so wählen, dass die Vektoren D
~Y1
dt (0), . . . ,
D~Yn
dt (0) eine Orthonormal-
basis bilden. In diesem Fall ist
(
1 0
0 G(t)
)
die Gramsche Matrix der ersten Fundamen-
talform geodätischer Polarkoordinaten von M längs γ, vgl. (2.6). Wir zeigen nun, dass
sich aus Y auf I alle Jacobitensoren ermitteln lassen, siehe Satz 2.12.
Sei t ∈ I. Wir setzen S(t) := (U(t))−1U ′(t) und sehen d
dt
(
U(t)
)−1
= −S(t)(U(t))−1.
Da die ~Ei parallel sind, also 0 ≡ Ddt ~Ei(t) =
(
d
dt
~Ei(t)
)tang
gilt, hat
d
dt
(
~E1, . . . , ~En
)
(t) =
d
dt
(
Y(t)
(
U(t)
)−1)
= Y′(t)
(
U(t)
)−1
+ Y(t)
d
dt
(
U(t)
)−1
=
(
Y′(t)− Y(t)S(t)) · (U(t))−1
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Spalten im Normalraum νγ(t)M . Folglich gilt für alle (v1, . . . , vn)T ∈ Rn
(
Y′(t)− Y(t)S(t)) · ( v1...
vn
)
∈ νγ(t)M
sowie
D
dt
Y(t) = ( ~E1, . . . , ~En)(t)U
′(t) = Y(t)S(t) .
Ferner ist für alle i, j ∈ n mit dem j-ten Einheitsvektor ej
0 = 〈(Y′(t)− Y(t)S(t)) · ej , ~Yi(t)〉
= 〈~Y ′j (t)−
n∑
k=1
Skj(t)~Yk(t), ~Yi(t)〉
= 〈~Y ′j (t), ~Yi(t)〉 −
n∑
k=1
Skj(t)〈~Yk(t), ~Yi(t)〉 .
Da Y ein Lagrangetensor ist, gilt 〈~Y ′i (t), ~Yj(t)〉 = 〈~Yi(t), ~Y ′j (t)〉 und folglich ddt(〈~Yi, ~Yj〉)(t) =
2〈~Y ′i (t), ~Yj(t)〉. Es folgt
0 =
(
〈~Y ′i (t), ~Yj(t)〉
)
i,j∈n
−
(
n∑
k=1
〈~Yk(t), ~Yi(t)〉Skj(t)
)
i,j∈n
=
1
2
G′(t)−G(t)S(t) .
Schließlich gilt
S(t) =
1
2
(
G(t)
)−1
G′(t) .
Es sei nun Z = (~Z1, . . . , ~Zn) ein beliebiger weiterer Jacobitensor. Für alle t ∈ I sind
die ~Yi(t) linear unabhängig. Daher finden wir eine differenzierbare Funktion1 I ∋ t 7→
A(t) ∈ Rn×n, so dass Z(t) = Y(t)A(t) ist. Für i ∈ n gilt nun
−Rγ(t)(~Zi(t), γ˙(t), γ˙(t)) =
D2
dt2
~Zi(t) =
n∑
j=1
D2
dt2
(Aji(t)~Yj(t))
=
n∑
k=1
A′′ki(t)~Yk(t) + 2
n∑
k=1
A′ki(t)
D
dt
~Yk(t) +
n∑
k=1
Aki(t)
D2
dt2
~Yk(t)
sowie
−Rγ(t)(~Zi(t), γ˙(t), γ˙(t)) = −
n∑
k=1
Aki(t)Rγ(t)(~Yk(t), γ˙(t), γ˙(t)) =
n∑
k=1
Aki(t)
D2
dt2
~Yk(t) ,
1Es sind Y(t) =
(
~E1, ..., ~En
)
(t)U(t) und Z(t) =
(
~E1, ..., ~En
)
(t)V (t) mit differenzierbaren Funktionen
U, V : R→ Rn×n. Ist U invertierbar, so ist Z(t) = Y(t)
(
U(t)
)−1
V (t) =: Y(t)A(t).
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also 0 =
∑n
k=1A
′′
ki(t)
~Yk(t) + 2
∑n
k=1A
′
ki(t)
D~Yk
dt
(t). Ein weiteres j ∈ n erfüllt nun
0 = 〈
n∑
k=1
A′′ki(t)~Yk(t) + 2
n∑
k=1
A′ki(t)
D
dt
~Yk(t) , ~Yj(t) 〉
=
n∑
k=1
〈~Yj(t), ~Yk(t)〉A′′ki(t) +
n∑
k=1
2〈~Y ′k(t), ~Yj(t)〉︸ ︷︷ ︸
s.o.
= ddt〈~Yj(t), ~Yk(t)〉
A′ki(t) .
Wir erhalten 0 = G(t)A′′(t)+G′(t)A′(t) = ddt
(
G(t)A′(t)
)
. Mit den Integrationskonstan-
ten t0 ∈ I, C1, C2 ∈ Rn×n ist A′(t) =
(
G(t)
)−1
C2 sowie A(t) =
∫ t
t0
(
G(s)
)−1
ds ·C2+C1.
Schließlich folgt:
Satz 2.12 (vgl. Appendix 2 in [Kni12] oder [EO76,EO80]): Es sei Y ein Lagrangetensor längs γ,
derart, dass auf einem Intervall I die (n×n)-Matrix G(t) := (Y(t))TY(t) invertierbar
ist, und sei t0 ∈ I. Dann lässt sich auf I jeder Jacobitensor Z mittels zweier konstanter
Matrizen C1, C2 ∈ Rn×n darstellen als
Z(t) = Y(t) ·
(∫ t
t0
(
G(s)
)−1
ds · C2 + C1
)
.
Je zwei Matrizen C1, C2 ∈ Rn×n definieren einen Jacobitensor.
Bemerkung 2.13: Die Menge aller Jacobitensoren längs γ bildet offensichtlich einen Vek-
torraum der Dimension 2n2, denn in jeder der n Spalten steht ein Jacobifeld aus dem
2n-dim. Vektorraum J⊥(γ). Satz 2.12 gibt uns also einen Vektorraumisomorphismus
zwischen Rn×n⊕Rn×n und dem Vektorraum aller Jacobitensoren längs γ.
Proposition 2.14: Ein so gewonnener Jacobitensor Z ist genau dann ein Lagrangetensor,
wenn CT1 C2 symmetrisch ist.
Beweis: Es sei Z ein Jacobitensor und C1, C2 ∈ Rn×n wie oben. Für alle t ∈ I setzen
wir K(t) :=
(∫ t
t0
(
G(s)
)−1
ds · C2 + C1
)
. Es ist K(t0) = C1 und K ′(t0) =
(
G(t0)
)−1
C2
sowie
konstant ≡ (Z′(t))TZ(t)− (Z(t))TZ′(t)
=
(
Z′(t0)
)T
Z(t0)−
(
Z(t0)
)T
Z′(t0)
=
((
K ′(t0)
)T (
Y(t0)
)T
+
(
K(t0)
)T (
Y′(t0)
)T) · Y(t0)K(t0)
− (K(t0))T (Y(t0))T · (Y′(t0)K(t0) + Y(t0)K ′(t0))
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=
(
K(t0)
)T ((
Y′(t0)
)T
Y(t0)− Y(t0)TY′(t0)
)
︸ ︷︷ ︸
=0, da Y ein Lagrangetensor ist.
K(t0)
+ CT2
((
G(t0)
)−1)T · (Y(t0))TY(t0)C1 − CT1 (Y(t0))TY(t0)(G(t0))−1C2
= CT2 C1 − CT1 C2 .
Also ist Z genau dann ein Lagrangetensor, wenn 0 = CT2 C1 − CT1 C2 gilt.
2.3 Euklidische Bewegungen
Eine Untermannigfaltigkeit G, die eine Gruppenstruktur dergestalt besitzt, dass Grup-
penmultiplikation und -inversion differenzierbare Abbildungen sind, ist eine Liegruppe,
vgl. hierzu [HN91]. Beispiele sind (RN ,+) sowie (RN×N , ·). Der Tangentialraum im Eins-
element e der Gruppe g trägt die Struktur einer Lieagebra, z.B. T0 RN = RN die triviale
Struktur [x, y] = 0 und gl(N) := TEN×N R
N×N = RN×N den Kommutator [V,W ] =
VW −WV . Für uns wichtig sind die orthogonalen Matrizen O(N) := {A ∈ RN×N ;
A−1 = AT } mit so(N) := TEN×NO(N) = {X ∈ RN×N ;XT = −X}. Für Matrixgrup-
pen ist die Exponentialabbildung exp gegeben durch die gewöhnliche Matrixexponen-
tialabbildung etX :=
∑∞
ν=0
1
ν! t
νXν . Auf kompakten Matrixgruppen ist sie gleich der
riemannschen Exponentialabbildung expEn×n . Zu X ∈ g definiert γ : R → G, t 7→ etX
einen Gruppenhomomorphismus, die sogenannte Einparameteruntergruppe zu X. Für
X ∈ g definieren wir die adjungierte Darstellung adX : g→ g, Y 7→ adX(Y ) := [X,Y ].
Auch G operiert auf g durch Ad g : g→ g, Y 7→ gY g−1. Es lässt sich nachrechnen, dass
d
dt
∣∣
t=0
Ad (exp[tX])(Y ) = adX(Y ) gilt.
Eine Matrix X ∈ RN×N heißt schiefsymmetrisch, wenn XT = −X bzw. X ∈ so(N)
gilt, vgl. hierzu [Gre81]. Es zerfällt RN = Kern(X) ⊥©Bild(X) in eine direkte, orthogo-
nale Summe. Ferner gibt es eine Orthonormalbasis e+1 , e
−
1 , ..., e
+
k , e
−
k ∈ Bild(X), so dass
für jedes j ∈ k der Unterraum Span{e+j , e−j } X-invariant ist. Ferner gilt X2v = −ϑ2jv
für alle v ∈ Span{e+j , e−j }. Schließlich erweitern wir {e±l ; l ∈ k} zu einer Orthonormal-
basis des Rn, bezüglich welcher X eine Blockform längs der Diagonalen hat:
X =


0
. . .
0
0 −ϑ1
ϑ1 0
0 −ϑ2
ϑ2 0
. . .
0 −ϑk
ϑk 0


(2.11)
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Wir berechnen die Matrixexponentialabbildung von etX = exp
(
tX
)
=
∑∞
ν=0
1
ν!t
νXν
und erhalten damit eine Kurve c : R→ SO(n), t 7→ exp (tX) bezüglich dieser Basis:
c(t) =


1
. . .
1
cosϑ1t − sinϑ1t
sinϑ1t cos ϑ1t
cosϑ2t − sinϑ2t
sinϑ2t cos ϑ2t
. . .
cos ϑkt − sinϑkt
sinϑkt cos ϑkt


(2.12)
In kompakten Matrixgruppen mit biinvarianter Metrik ist die riemannsche Exponential-
abbildung gegeben durch die Matrixexponentialabbildung. Daher sehen wir, dass solche
c gerade die Geodätischen in SO(N) ab EN×N sind. Als Kurven im RN×N haben sie
konstante Frenetkrümmungen, vgl. (2.15).
Eine Isometrie f ∈ Isom(RN ) wird bestimmt durch eine Drehspiegelung A ∈ O(N)
und eine Translation b ∈ RN als f(x) = Ax+b. Des Weiteren ist Isom(RN ) ∼= O(N)⋉RN
isomorph zum semidirekten Produkt dieser Liegruppen. Betten wir RN als Hyperebene
RN ×{1} ⊂ RN+1 ein, so wird f zur Matrixvektormultiplikation(
f(x)
1
)
=
(
Ax+ b
1
)
=
(
A b
0 1
)(
x
1
)
. (2.13)
Die Verknüpfung zweier Isometrien entspricht der Matrixmultiplikation(
A1 b1
0 1
)(
A2 b2
0 1
)
=
(
A1A2 b1 +A1b2
0 1
)
.
Daher identifizieren wir Isom(RN ) ∼=
{(
A | b
0 | 1
)
;A ∈ O(N), b ∈ RN
}
< Gl(N + 1) mit
einer Matrixgruppe und ihre Liealgebra mit
Lie(Isom(RN )) ∼=
{(
X | ξ
0 | 0
)
;X ∈ so(N), ξ ∈ RN
}
< gl(N + 1) = R(N+1)×(N+1) .
Es sei
(
X | ξ
0 | 0
)
∈ Lie(Isom(RN )) und ξ = ξ0+Xξ1 mit ξ0 ∈ Kern (X) , ξ1 ∈ Bild (X). Die
Einparameteruntergruppe in Isom(RN ) ab EN×N mit Anfangsgeschwindigkeit
(
X | ξ
0 | 0
)
ist
exp
(
t
(
X | ξ
0 | 0
))
=
∞∑
ν=0
1
ν!
tν
(
X | ξ
0 | 0
)ν
=
(
EN×N | 0
0 | 1
)
+ t
(
X | ξ0 +Xξ1
0 | 0
)
+
t2
2
(
X2 | X2ξ1
0 | 0
)
+
t3
6
(
X3 | X3ξ1
0 | 0
)
+ . . .
=
(
exp(tX) | tξ0+exp(tX)ξ1−ξ1
0 | 1
)
.
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Die Bahn eines Punktes p = p0 + p1 ∈ RN mit p0 ∈ Kern (X) , p1 ∈ Bild (X) unter der
Wirkung dieser Einparameteruntergruppe ist
exp
(
t
(
X ξ
0 0
))(
p
1
)
=
(
p+ tξ0 + exp(tX)(p1 + ξ1)− (p1 + ξ1)
1
)
. (2.14)
Im folgenden Kapitel werden wir zeigen, dass Kurven mit konstanten Frenetkrümmun-
gen von dieser Form (2.14) sind.
2.4 Schraubenlinien
In diesem Kapitel werden Grundlagen über Kurven mit konstanten Krümmungen und
zugehörige Schreibweisen gegeben. Wir verweisen auf Kapitel 2 in [Küh08], wo Schrau-
benlinien kurz und weitestgehend ohne Rechnungen behandelt werden. Ferner geben wir
eine Charakterisierung von Schraubenlinien nach von Neumann-Schoenberg, vgl. [NS41]
und [Sza90].
Eine reguläre, proportional zur Bogenlänge parametrisierte Kurve c : I → RN heißt
Frenetkurve vom Rang l, falls l die größte Zahl ist, sodass die Vektoren c˙(t), c¨(t), ..., c(l)(t)
für alle t ∈ I linear unabhängig sind. Durch ein Gram-Schmidtsches Orthonormalisie-
rungsverfahren erhält man aus diesen Ableitungen von c˙(t), c¨(t), ..., c(l)(t) das Frenet-
bein B(t) =
(
b1(t), . . . , bl(t)
)
zu c in t. Es gibt Funktionen κ1, . . . , κl−2 : I → R+ und
κl−1 : I → R, so dass
B′(t) = B(t)


0 −κ1(t) 0 0 · · · 0
κ1(t) 0 −κ2(t) 0 · · · 0
0 κ2(t) 0
. . . . . .
...
0 0
. . . . . . . . . 0
...
. . . . . . . . . 0 −κl−1(t)
0 · · · · · · 0 κl−1(t) 0


(2.15)
für alle t ∈ I gilt. Man nennt sie (Frenet-) Krümmungen von c. Nach dem Hauptsatz der
Kurventheorie bestimmen sie die Kurve c bis auf Lage im Raum eindeutig. Die Kurve
c liegt in einem l-dimensionalen, affinen Teilraum des RN .
Definition 2.15: Eine Frenetkurve γ : R → RN vom Rang l heißt Schraubenlinie vom
Rang l, wenn alle Frenetkrümmungen κ1, . . . , κl−1 konstant und ungleich null sind.
Beispiel: Die Gerade ist eine Schraubenlinie vom Grad 1. Die Kreislinie ist eine Schrau-
benlinie vom Grad 2 und die Helix eine vom Grad 3.
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Ab sofort sei mit γ stets eine Schraubenlinie mit den konstanten Frenetkrümmun-
gen κ1, . . . , κl−1 bezeichnet. Da (2.15) eine lineare Differentialgleichung mit konstanten
Einträgen ist, ist γ auf ganz R definierbar. Es sei
Xˆ :=


0
. . .
0
0 −κ1 0 0 · · · 0
κ1 0 −κ2 0 · · · 0
0 κ2 0
...
0 0
. . . 0
... 0 −κl−1
0 · · · · · · 0 κl−1 0


∈ so(N). (2.16)
Wir betrachten statt (2.15) das um N − l Dimensionen erweiterte Anfangswertproblem
B′(t) = B(t) · Xˆ , B0 = (v1, ..., vN−l, b1(0), . . . , bl(0)) ∈ SO(N) . (2.17)
Offenbar ist B(t) = B0 exp(tXˆ) die Lösung. Dabei ist die Wahl der v1, ..., vN−l frei, die
ersten N − l Spalten sind nach der Wahl von Xˆ konstant und uns interessieren nur die
letzten l Spalten. Dann gilt
γ˙(t) = B0 exp(tXˆ)eN−l+1 = exp
(
tB0XˆB
−1
0
)
B0eN−l+1 = exp(tB0XˆBT0 )b1(0) .
Wegen X := B0XˆBT0 ∈ so(N) können wir b1(0) = ξ0 + Xξ1 auf eindeutige Weise
mit ξ0 ∈ Kern (X) und ξ1 ∈ Bild (X) schreiben und erhalten γ˙(t) = exp(tX)b1(0) =
ξ0 + exp(tX)Xξ1. Mit p = γ(0) folgt dann
γ(t) = p+
∫ t
0
γ˙(s)ds = p+ tξ0 + exp(tX)ξ1 − ξ1 . (2.18)
Die Bahn von p = p0 + p1 ∈ Kern (X) ⊥© ∈ Bild (X) unter der Wirkung der Einpara-
meteruntergruppe exp
(
t
(
X | b1(0)− p1
0 | 0
))
ist
exp
(
t
(
X b1(0) − p1
0 0
))(
p
1
)
(2.14)
=
(
p+ tξ0 + exp(tX)(p1 + (ξ1 − p1))− (p1 + (ξ1 − p1))
1
)
=
(
p+ tξ0 + exp(tX)ξ1 − ξ1
1
)
=
(
γ(t)
1
)
.
Wir stellen fest:
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Satz 2.16 (Darstellung von Schraubenlinien): Eine Schraubenlinie γ : R → RN ist die Bahn
eines Punktes p = γ(0) unter einer geeigneten Einparameteruntergruppe der Isometri-
engruppe. Sie lässt sich daher schreiben als
~γ : R→ RN ×{1} ⊂ RN+1, t 7→ exp
(
t ·
(
X | ξ
0 | 0
))
( p1 ) (2.19)
mit X ∈ so(N) und ξ := ξ0 +Xξ1 ∈ Kern (X) ⊥©Bild (X) = RN .
Jede solche Bahn ist eine Schraubenlinie.
Bemerkung 2.17: Da Translationen der Kurve γ ihr Frenetbein nicht ändern, können
wir zur besseren Lesbarkeit p = 0 annehmen2. Ferner seien X und ξ = ξ0 + Xξ1 im
Folgenden immer in obiger Weise zur Kurve γ gegeben. Zudem sei X wie in der obigen
Konstruktion stets vom kleinst möglichem Rang3 RangX = 2k ∈ {l, l − 1}, also mit
Bild (X) = Span{etXξ1; t ∈ R} .
X2 ist symmetrisch negativ semidefinit mit den von 0 verschiedenen Eigenwerten
0 > −ϑ21 > ... > −ϑ2k. Da wir X von kleinst möglichem Rang gewählt haben, sind alle
Eigenräume von X2 zu den −ϑ2ν zweidimensional. Es sei {e±ν ; ν ∈ k} eine Orthogonalba-
sis von Bild (X) aus Eigenvektoren von X2, so dass ξ1 =
∑k
ν=1 xνe
+
ν und Xe
+
ν = ϑνe
−
ν
gilt. Schließlich erweitern wir sie zu einer Orthonormalbasis des Rn, bezüglich welcher
X eine Blockform längs der Diagonalen trägt, vgl. (2.11):
X =


0
Xϑ1
Xϑ2
. . .
Xϑk


mitXϑν =
(
0 −ϑν
ϑν 0
)
Mit (2.12) und (2.18) folgt
γ(t) = p+ t · ξ0 + etXξ1 − ξ1 = p+ t · ξ0 +
k∑
l=1
xl ·
(
etXe+l − e+l
)
= p+ t · ξ0 +
k∑
l=1
xl ·
(
cos ϑlt− 1) · e+l + sinϑlt · e−l
)
.
Es gilt Span {γ(t)− p; t ∈ R} = Span{ξ0, ξ1,Xξ1, ...,X2kξ1} = Bild (X) ⊥©Span {ξ0}.
Des Weiteren sehen wir, dass für ξ0 = 0 die Schraubenlinie γ genau dann geschlossen
ist, wenn die ϑi linear abhängig über Q sind. Sind sie es nicht, so ist Bild (γ) dicht in
einem Torus, vgl. [Nik00].
2Nimmt man p = p0 + p1 ∈ Kern (X) ⊥©Bild (X) an, so muss an vielen Stellen das ξ1 durch ξ1 + p1
ersetzt werden. p0 ist für folgenden Rechnungen nicht relevant.
3X könnte auf
(
Span{etXξ1; t ∈ R} ⊕ Span{ξ0}
)⊥
beliebig aussehen. Wir fordern 0.
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Satz 2.18: Eine Kurve γ : R → RN ist genau dann eine Schraubenlinie, wenn es eine
gerade Funktion F : R→ R gibt, so dass für alle s, t ∈ R gilt
‖γ(t)− γ(s)‖2 = F (t− s) .
Es ist dann F (t) = t2‖ξ0‖2 + 2
∑k
ν=1 x
2
ν
(
1− cos(ϑνt)
)
und F ′(t) > 0 für kleine t > 0.
Beweis: „⇒“: Es sei γ eine Schraubenlinie wie oben, dann gilt
‖γ(t) − γ(s)‖2 = ‖p+ tξ0 + etXξ1 − ξ1 − (p + sξ0 + esXξ1 − ξ1)‖2
= |t− s|2‖ξ0‖2 + ‖etXξ1 − esXξ1‖2
= |t− s|2‖ξ0‖2 + 2‖ξ1‖2 − 2〈e[t−s]Xξ1, ξ1〉
= |t− s|2‖ξ0‖2 + 2
k∑
l=1
x2l
(
1− cos(ϑl(t− s))
)
.
„⇐“: Vergleiche [Sak86b] oder [Sza90]. Es sei F : R → R eine gerade Funktion und
γ : R→ RN eine Kurve, die ‖γ(t)− γ(s)‖2 = F (t− s) für alle s, t ∈ R erfüllt. Damit ist
1
2
F ′′(t− s) = −1
2
∂2
∂t∂s
F (t− s) = − ∂
∂t
〈γ(t)− γ(s),−γ˙(s)〉 = 〈γ˙(t), γ˙(s)〉 .
Insbesondere folgt c := 12F
′′(0) ≡ ‖γ˙(t)‖2, also dass γ proportional zur Bogenlän-
ge parametrisiert ist. Es sei b1 :=
γ˙√
c
, b2, ..., bl der Frenetrahmen von γ. Somit ist
〈b1(t), b1(s)〉 = 12cF ′′(t−s). Die erste Frenetkrümmung von γ ist
(
κ1(t)
)2
= ‖κ1(t)b2(t)‖2
= 〈b˙1(t), b˙1(t)〉 ≡ − 12cF (4)(0) konstant.
Es sei nun 1 ≤ i < l − 1, so dass die Frenetkrümmungen κ1, ..., κi konstant sind.
Dann ist die i-te Ableitung b(i)1 (t) =
∑i+1
ν=1 λνbν(t) eine Linearkombination derart, dass
die Koeffizienten λν Polynome in den κ1, ..., κi sind. Außerdem sind für
{
gerades
ungerades
}
i
die
{
ungeraden
geraden
}
λν gleich 0. Dann ist
b
(i+1)
1 (t) =
i∑
ν=1
λν(−κν−1bν−1(t) + κνbν+1)(t)− λi+1κibi(t) + λi+1κi+1(t)bi+1(t) und
(−1)i+1
2
F (2i)(0) = 〈b(i+1)1 (t), b(i+1)1 (t)〉 =
(
λi+1
)2(
κi+1(t)
)2
+ Polynom in κ1, ..., κi .
Folglich ist κi+1 konstant.
Bemerkung 2.19: (i) Im Beweis sehen wir, dass dies ein lokales Ergebnis ist. Es genügt
also ‖γ(t) − γ(s)‖2 = F (t− s) für alle s, t mit kleinem Abstand zu fordern.
(ii) Die Krümmungen hängen nur von den i-ten Ableitungen F (i)(0) ab.
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(iii) Von Neumann-Schoenberg [NS41] und Szabó [Sza90] definieren eine Schraubenli-
nie γ im Hilbertraum l2 durch diese Eigenschaft ‖γ(t) − γ(s)‖2 = F (|t − s|) für
alle s, t ∈ R. Wie in Satz 2.18 lässt sich hier genauso beweisen, dass alle Frenet-
krümmungen konstant sind.
(iv) Die Eindeutigkeit von Schraubenlinien ist im l2 im Allgemeinen nicht gegeben,
vergleiche Ragozin in [Rag80]. Es sei (ki)i∈N eine Folge in N, so dass das Glei-
chungssystem −kixi+1 + xi + ki−1xi−1 = 0 eine von 0 verschiedene Lösung in l2
hat. Dann existieren überabzählbar viele, paarweise nicht isometrische Frenetkur-
ven, die auf ganz R definiert sind und die Folge (ki)i∈N als Krümmungen haben.
Zu gegebener Geschwindigkeit v : R → R+ gibt es ferner bis auf Isometrie genau
zwei Kurven, deren Frenetrahmen U die Gleichheit U(t + s) = U(t)U(s) für alle
s, t ∈ R erfüllt. Als Beispiele für Krümmungen gibt Ragozin die Folgen (i)i∈N, die
eine eindeutige Frenetkurve definieren, und eine Folge (
∑i
j=1 r
2j−1)i∈N mit r > 1,
die keine eindeutige Frenetkurve definiert.
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2.5 Trigonometrisch polynomiale Vektoren
Ein (reelles) trigonometrisches Polynom f ist eine Funktion f : R→ R definiert durch
f(t) =
a0
2
+
k∑
ν=1
aν cos(νt) + bν sin(νt) mit aν , bν ∈ R für alle ν.
Ein (komplexes) trigonometrisches Polynom f ist eine Funktion f : R→ C mit
f(t) =
k∑
ν=−k
cνe
iνt mit cν ∈ C für alle ν,
vergleiche hierzu [Kön04]. Ein komplexes trigonometrisches Polynom f genau dann ein
relles, wenn cν = c−ν gilt. Ferner ist f(t) = 1zk
∑2k
ν=0 cν−kz
ν
∣∣
z=eit
. Komplexe trigono-
metrische Polynome werden also durch rationale Funktionen der Ordnung 2k bestimmt,
deren einziger Pol in z = 0 liegt und Ordnung k hat. Ist f ein reelles trigonometrisches
Polynom, so gilt cν =
aν+ibν
2 für ν ∈ k und c0 = a02 . Wir werden stets reelle trigonome-
trische Polynome betrachten und daher als trigonometrische Polynome bezeichnen.
Ist γ : R→ RN , t 7→ γ(0)+∑kl=1 xl ·([cos ϑlt− 1] · e+l + sinϑlt · e−l ) eine geschlossene
Schraubenlinie mit Periode 2π, so sind ϑ1, ...ϑk ∈ N und die Einträge von γ reelle
trigonometrische Polynome unterschiedlicher Grade. Somit gibt es ein vektorwertiges
Polynom P =
(
P1, ..., PN
) ∈ CN [z] über C, so dass
γ(t) = z−kP (z)
∣∣
z=eit
(2.20)
und max{Grad(Pj); j ∈ N } = 2k gilt.
Definition 2.20: Es seien k, l ∈ N, U ⊂ C und P : U → Ck und R : U → Ck×l. Wir
nennen den Vektor P bzw. die Matrix R polynomial, holomorph, rational oder trigono-
metrisch polynomial, wenn alle Pi bzw. Rij , f.a. i ∈ k , j ∈ l , Polynome, holomorphe,
rationale Funktionen bzw. trigonometrische Polynome sind. Im letzten Fall ist U = R.
• P bzw. R hat in ζ ∈ Cˆ eine Nullstelle der Vielfachheit d, wenn alle Pi bzw. Rij
in ζ eine Nullstelle der Vielfachheit d haben.
• P bzw. R hat in ζ ∈ Cˆ einen Pol der Ordnung d, wenn d größtmöglich ist, so
dass ein Pi bzw. Rij in ζ einen Pol der Ordnung d hat.
• Schließlich definieren wir den Grad von P ∈ Ck[z] bzw. R ∈ Ck×l[z] durch
Grad(P ) := maxi∈k Grad (Pi) bzw. Grad(R) := max(i,j)∈k×l Grad (Rij).
Bemerkung 2.21: Hat P bzw. R in z0 eine Nullstelle der Ordnung d, so können einzelne
Einträge Pi bzw. Rij in z0 Nullstelle höherer Ordnung haben. Hat P bzw. R in z0 einen
Pol der Ordnung d, so können einzelne Einträge Pi bzw. Rij in z0 keinen Pol oder Pole
kleinerer Ordnung haben.
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2.6 Lagrangetensoren der Veroneseeinbettungen
Ein schönes Beispiel für Schraubenmannigfaltigkeiten sind die Veroneseeinbettungen
der projektiven Räume. Sie, Sphären und Untervektorräume sind genau die zusammen-
hängenden, vollständigen Untermannigfaltigkeiten im RN mit ebenen Geodätischen.
Satz 2.22 (Little, siehe [Lit76]): Es sei M eine zusammenhängende Untermannigfaltigkeit
des RN mit n := dim(M) ≥ 2. Falls jede Geodätische in einer zweidimensionalen
Ebene liegt, dann ist M entweder eine offene Teilmenge eines n-dimensionalen affinen
Untervektorraums oder kongruent zu einer Ausdehnung einer offenen Teilmenge ei-
ner Einheitssphäre Sn oder eines Bildes einer Veroneseeinbettung von RPn,HPn oder
CaP2.
Nach [Lit76] konstruieren wir die Veroneseeinbettung der projektiven Räume FPn für
F ∈ {R,C,H} in den (n+ 1)-Matrizen F(n+1)×(n+1) über F mit Bild
FPn ∼= Vn :=
{
A ∈ F(n+1)×(n+1);A = AT ∧A = A2 ∧ Rang(A) = 1
}
und zeigen, dass die Geodätischen in einer Veroneseeinbettung Kreise sind, deren Krüm-
mung unabhängig von der Wahl der Geodätischen ist. Für F = Ca verweisen wir
auf [Lit76]. Danach berechnen wir Lagrangetensoren längs einer solchen Geodätischen.
Die euklidischen Skalarprodukte in F, F(n+1)×(n+1) und F(n+1) sind gegeben durch
〈x, y〉F := 12(xy+yx) und 〈A,B〉F(n+1)×(n+1) = 12 Spur(AB
T
+BA
T
) sowie 〈v,w〉F(n+1) =
1
2(w
T v + vTw) — aus Gründen der Übersichtlichkeit lassen wir den Index am Ska-
larprodukt weg, wenn eindeutig ist, welches gemeint ist. Des Weiteren sei S ⊂ Fn+1
die Einheitssphäre mit reeller Dimension dim S = rF(n + 1) − 1, wobei rF = 1, 2
oder 4 die reelle Vektorraumdimension von F = R,C oder H ist. Als Bahn eines
Punktes unter einer isometrischen Gruppenwirkung der orthogonalen, unitären bzw.
symplektischen Gruppe O :=
{
Q ∈ F(n+1)×(n+1);QQT = E(n+1)×(n+1)
}
von Fn+1, wie
wir im folgenden Abschnitt sehen werden, ist Vn eine differenzierbare Mannigfaltig-
keit mit dim(Vn) = rFn. Es sei A ∈ Vn. Als hermitesche Matrix ist A = PDP T
diagonalisierbar mit einer Matrix P ∈ O. Da Rang(A) = 1 ist, hat D genau einen
Eintrag ungleich 0. Folglich gibt es einen Vektor v ∈ Fn+1, so dass A = vvT gilt.
Wir definieren eine Funktion f : Fn+1 → F(n+1)×(n+1), w 7→ wwT und berechnen
f(w)2 = wwTwwT = (wTw)f(w) = Spur
(
f(w)
)
f(w) für alle w ∈ Fn+1. Wegen
A2 = A ist 1 = Spur(A) = ‖v‖2. Offenbar ist Vn = f(S). Für jede Einheit x ∈ F
gilt f(v) = f(vx) genau dann, wenn xx = 〈x, x〉F = 1 gilt. Folglich ist f unter
Rechtsmultiplikation genau unter der Einheitengruppe SrF−1 ⊂ F invariant und in-
duziert daher eine Einbettung von FPn als Vn, die Veroneseeinbettung. Ferner gilt für
A = vvT ∈ Vn, dass ‖A‖2 := Spur(AAT ) = Spur(vvT vvT ) = Spur(vvT ) = ‖v‖2 = 1
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und 〈A,E〉 = Spur(A) = ‖v‖2 = 1 gilt. Daher ist Vn im Schnitt der Einheitssphäre
in F(n+1)×(n+1) mit einer affinen Hyperebene senkrecht zur Einheitsmatrix enthalten.
Sakamoto nennt solche Schnittsphären small sphere, vgl. [Sak82].
Da für eine Matrix P ∈ O offenbar f(Pv) = Pf(v)P T gilt, ist Vn die Bahn einer
Matrix A ∈ Vn unter der isometrischen Gruppenwirkung ̺ : O → Isom(F(n+1)×(n+1))
mit ̺(P )(A) := PAP
T
der orthogonalen, unitären bzw. symplektischen Matrizen, wie
S die Bahn von ̺ : O→ (F(n+1)) mit ̺(P )(v) := Pv ist. Die Standgruppe H von A ist
isomorph zur Gruppe On × G, wobei On die orthogonale, unitäre bzw. symplektische
Gruppe des Fn sei und G die Gruppe aus den rF Matrizen σA mit σ = 1, i, j oder k.
Da A2 = A gilt, ist dies eine wohldefinierte Gruppe mit rF Elementen. Dann ist die
Dimension dim(Vn) = dim(O)− dim(H) = nrF. Ferner ist ̺(P ) beide Male eine eukli-
dische Bewegung. Es sei γ : R → S, t 7→ (cos(t), sin(t), 0..., 0)T ein Großkreis in S, also
senkrecht zur Faser e1 · SrF−1 =
{
(v˜, 0, ..., 0) ∈ S; v˜ ∈ F ∧ ‖v˜‖2 = 1}. Dann ist
f(γ(t)) =


cos2(t) cos(t) sin(t)
cos(t) sin(t) sin2(t)
0
. . .
0

 = 1
2


1+cos(2t) sin(2t)
sin(2t) 1−cos(2t)
0
. . .
0


ein mit Geschwindigkeit ‖ ddtf(γ(t))‖ ≡
√
2 durchlaufener Kreis mit Radius 1√
2
. Die
Parametrisierung f ◦ γ ist π-periodisch4. Wir zeigen nun, dass f ◦ γ eine Geodätische
in Vn ist. Es genügt zu zeigen, dass d
2
dt2
f(γ(t)) ⊥ Tf(γ(t))Vn = Dfγ(t)(Tγ(t)S) ist. Dazu
wählen wir eine Basis von Tγ(t)S = (γ(t))
⊥ =
(
(cos(t), sin(t), 0, ..., 0)T
)⊥, wie folgt mit
σ gleich i, j oder k, je nach F ∈ {R,C,H}:
e1,σ(t) := σ(cos(t), sin(t), 0, ..., 0)
T mit σ 6= 1,
e2,σ(t) := σ(− sin(t), cos(t), 0, ..., 0)T oder
eν,σ(t) := σeν mit ν ≥ 3.
Es ist Dfγ(t)(eν,σ(t)) = γ(t)eν,σ(t)
T
+ eν,σ(t)γ(t)
T
=


0 , falls ν = 1,

−(σ+σ) sin(t) cos(t) σ cos2(t)−σ sin2(t)
σ cos2(t)−σ sin2(t) (σ+σ) sin(t) cos(t)
0
. ..
0

 falls ν = 2,


0 σ cos(t)
σ sin(t)
. . .
σ cos(t) σ sin(t) 0
. . .
0

 falls ν ≥ 3.
4Würde man als Skalarprodukt 1
4
Spur(AB
T
+ BA
T
) nutzen, so wäre ‖ d
dt
(f ◦ γ)(t)‖ ≡ 1. Für F = R
wäre f eine lokale Isometrie, im allgemeinen Fall eine riemannsche Submersion.
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Der Mittelpunkt von f ◦ γ sei p0. Für ν 6= 2 ist d2dt2 f(γ(t)) = −4
(
f(γ(t) − p0
) ⊥
Dfγ(t)(eν,σ) offensichtlich. Sei also ν = 2. Zur Übersichtlichkeit schreiben wir nur die von
0 verschiedene (2× 2)-Matrix. Sei σ 6= 1, so entspricht Dfγ(t)(e2,σ(t)) der Matrix ( 0 σσ 0 )
und 〈 d2
dt2
f(γ(t)),Dfγ(t)(e2,σ(t))〉 = −2 Spur
((
cos(2t) sin(2t)
sin(2t) − cos(2t)
) (
0 −σ
σ 0
)) ≡ 0. Ist σ = 1,
so entspricht Dfγ(t)(e2,σ(t)) der Matrix
( −2 cos(t) sin(t) cos2(t)−sin2(t)
cos2(t)−sin2(t) 2 cos(t) sin(t)
)
=
(− sin(2t) cos(2t)
cos(2t) sin(2t)
)
.
Es ist 〈 d2
dt2
f(γ(t)),Dfγ(t)(e2,1(t))〉 = −2 Spur
((
cos(2t) sin(2t)
sin(2t) − cos(2t)
)(− sin(2t) cos(2t)
cos(2t) sin(2t)
))
≡ 0.
Also ist Ddt(f ◦γ)′(t) ≡ 0 und f ◦γ eine Geodätische. Ferner lässt sich leicht nachrechnen,
dass
Dfγ(t)(e1,σ(t)) = 0 für alle σ,
‖Dfγ(t)(eν,σ(t))‖ =
√
2 für alle ν ≥ 2 und σ sowie
〈Dfγ(t)(eν,σ(t)),Dfγ(t)(eµ,τ (t))〉 = 0 für alle (µ, τ) 6= (ν, σ)
gilt. Des Weiteren stellen wir fest, dass die Rechnungen nur bedingt von der Wahl von
γ˙(0) abhängen. Jedes normierte v ∈ Span{eν,σ ; ν ≥ 2, σ = 1, i, j oder k} ergibt einen
solchen geodätischen Kreis. Dadurch sehen wir, dass alle Geodätischen in Vn ab f(γ(0))
Kreise mit Radius 1√
2
sind.
Es sei P : (−ε, ε) → O, u 7→
(
1 0
0 Pˆ (u)
)
eine Kurve mit P (0) = E. Dann sind sowohl
P (u)γ als auch f ◦ (P (u)γ) Geodätische für alle u. Also sind (t, u) 7→ P (u)γ(t) und
(t, u) 7→ f(P (u)γ(t)) Variationen von γ bzw. f ◦ γ durch Geodätische. Die Jacobifelder
~Zν,σ ∈ J⊥0 (γ), deren Ableitungen Ddt ~Zν,σ(0) = eν,σ die Standardorthonormalbasis von
Tγ(0)S =
(
γ(0)
)⊥
bilden, lauten ~Z2,1(t) = γ˙(t) und ~Zν,σ(t) = σ sin(t)eν , wobei σ 6= 1
ist, falls ν ≤ 2 ist5. Wir definieren orthogonale Jacobifelder ~Yν,σ ∈ J⊥0 (f ◦ γ) durch
~Yν,σ(t) := Dfγ(t) ~Zν,σ(t). Es folgt für ν ≥ 3
~Yν,σ(t) =


0 σ cos(t) sin(t)
σ sin2(t)
0
. . .
...
σ cos(t) sin(t) σ sin2(t) 0 ··· 0
. . .
0

 =
1
2


0 σ sin(2t)
σ(1 − cos(2t))
0
. . .
...
σ sin(2t) σ(1−cos(2t)) 0 ··· 0
. . .
0


und für ν = 2 und σ 6= 1
~Y2,σ(t) =

 0 σ cos(t) sin(t)−σ cos(t) sin(t) 0
. . .
0

 = σ
2

 0 sin(2t)− sin(2t) 0
. . .
0

 .
5Ist F = R, so treten nur ~Zν,1 mit ν ≥ 3 auf.
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Ihre Ableitungen
D
dt
∣∣∣∣
t=0
~Yν,σ(t) =
(
d
dt
∣∣∣∣
t=0
(Dfγ(t) ~Zν,σ(t))
)tang
=
(
γ(0)~Z ′ν,σ(0)
T
+ ~Z ′ν,σ(0)γ(0)
T
)tang
= Dfγ(0)(σeν)
bilden zusammen mit (f ◦ γ)′(0) eine Orthogonalbasis von Tf(γ(0))Vn. Wir finden ein
(sortiertes) Orthonormalsystem Eσ2 , E
σ
3 , ..., E
σ
2n, so dass
~Y2,σ(t) =
1
2
sin(2t)
√
2Eσ2 und
~Yν,σ(t) =
1
2
sin(2t)
√
2Eσ2ν−3 +
1
2
(1− cos(2t))
√
2Eσ2ν−2
= sin(t) ·
(
cos(t)
√
2Eσ2ν−3 + sin(t)
√
2Eσ2ν−2
) für 3 ≤ ν ≤ n+ 1
gilt. Die ~Yν,σ sind also trigonometrisch polynomiale Vektoren.
Umparametrisierung: Da f ◦ γ und die ~Yν,σ π-periodisch sind, parametrisieren wir um,
um Periode 2π und so die Schreibweisen von Kapitel 5 zu erhalten. Ferner stauchen wir
sie, so dass die Ableitungen ~Y ′ν,σ(0) Länge 1 besitzen. Ab sofort sei
f(γ(t)) =
1
2


1+cos(t) sin(t)
sin(t) 1−cos(t)
0
. . .
0

 sowie ‖ d
dt
f(γ(t))‖ = 1√
2
,
~Y2,σ(t) = sin(t)E
σ
2 und
~Yν,σ(t) = sin(t)E
σ
2ν−3 +
1√
2
(1− cos(t))Eσ2ν−2
= 2 sin
(
t
2
)
·
(
cos(
t
2
)Eσ2ν−3 + sin(
t
2
)Eσ2ν−2
) für 3 ≤ ν ≤ n+ 1 .
In komplexer Schreibweise z = eit lauten die Jacobifelder dann
~Y2,σ(t) =
1
z
1
2i
(z2 − 1)Eσ2
∣∣
z=eit
und
~Yν,σ(t) =
1
z
(
1
2i
(z2 − 1)Eσ2ν−3 −
1
2
(z2 − 2z + 1)Eσ2ν−2
) ∣∣∣∣
z=eit
.
Des Weiteren definieren wir Vektorfelder ~Eν,σ ∈ VT (γ) durch
~E2,σ(t) := E
σ
2 und
~Eν,σ(t) := cos
(
t
2
)
Eσ2ν−3 + sin
(
t
2
)
Eσ2ν−2 .
Offenbar sind die ~Eν,σ paarweise orthogonal mit Länge 1. Ferner ist ddt
~E2,σ(t) ≡ 0 und
d
dt
~Eν,σ(t) = −12 sin
(
t
2
)
Eσ2ν−3 +
1
2 cos
(
t
2
)
Eσ2ν−2. Daher ist 〈 ~Eν,σ(t), ~Eµ,σ(t)〉 ≡ 0 für alle
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2 ≤ ν < µ ≤ n + 1 und wir sehen, dass die ~Eν,σ ein Orthormalsystem von parallelen
Vektorfeldern längs γ sind, durch welches sich die Jacobifelder
~Y2,σ(t) = sin(t) ~E2,σ(t) und
~Yν+2,σ(t) = 2 sin
(
t
2
)
~Eν,σ(t) für 1 ≤ ν ≤ n− 1
schön darstellen lassen. Wir berechnen nun Lagrange- und Jacobitensoren längs f ◦ γ.
Aus Übersichtlichkeitsgründen führen wir die Rechnung nur für F = H durch – für F = R
oder F = C müssen wir lediglich Spalten weglassen. Ein Lagrangetensor Y mit Y(0) = 0,
so dass die Spaltenvektoren der kovarianten Ableitung Ddt
∣∣
t=0
Y(t) eine Orthogonalbasis
von Tf(γ(0))Vn bilden, ist
Y(t) =
(
~Y2,i, ~Y2,j , ~Y2,k ; ~Y3,1, ~Y3,i, . . . , ~Yn+1,k
)
(t)
=
−1
2z


i(z2−1)
i(z2−1)
i(z2−1)
i(z2−1)
(z−1)2
i(z2−1)
(z−1)2
. . .


∣∣∣∣
z=eit
=: z−1R(z)
∣∣
z=eit
=
(
~E2,i, ~E2,j , ~E2,k ; ~E3,1, ~E3,i, . . . , ~En+1,k
)
(t)︸ ︷︷ ︸
=:E(t)
(
sin(t)E3×3
2 sin
(
t
2
)
E(l−3)×(l−3)
)
mit l = nrF − 1. Ferner ist
g(z) :=
(
R(z)
)T
R(z) =


− 1
4
(z2−1)2
− 1
4
(z2−1)2
− 1
4
(z2−1)2
−z(z−1)2
−z(z−1)2
. . .


und det
(
g(z)
)
= (−1)
l
64 z
l−3(z + 1)6(z − 1)2l sowie
1
iz
(
1
z2
g(z)
)−1
=


4iz
(z2−1)2
4iz
(z2−1)2
4iz
(z2−1)2
i
(z−1)2
i
(z−1)2
. . .


=
i
(z − 1)2 ·
(
E3×3
E(l−3)×(l−3)
)
− i
(z + 1)2
·
(
E3×3
0(l−3)×(l−3)
)
.
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Integrieren wir dies längs einem Teilintervall t0, t ∈ (0, π), so erhalten wir mit z = eit
und z0 = eit0 ∫ t
t0
(
G(s)
)−1
ds =
∫ z
z0
(
1
ζ2
g(ζ)
)−1 1
iζ
dζ
=
−i
(ζ − 1)
∣∣∣∣z
ζ=z0︸ ︷︷ ︸
=
i(z−z0)
(z−1)(z0−1)
·
(
E3×3
E(l−3)×(l−3)
)
− −i
(ζ + 1)
∣∣∣∣z
ζ=z0︸ ︷︷ ︸
=
i(z−z0)
(z+1)(z0+1)
·
(
E3×3
0(l−3)×(l−3)
)
=

 2i(z2−z20)(z2−1)(z20−1)E3×3
i(z−z0)
(z−1)(z0−1)E(l−3)×(l−3)


Ein weiterer Jacobitensor ist für solche t und t0 nach 2.12 durch
Yˆ(t) = Y(t) ·
∫ t
t0
(
G(s)
)−1
ds
=
−1
2z


i(z2−1)E3×3
i(z2−1)
(z−1)2
. . .



 2i(z2−z20)(z2−1)(z20−1)E3×3
i(z−z0)
(z−1)(z0−1)E(l−3)×(l−3)


=
1
z


(z2−z20)
(z20−1)
E3×3
(z+1)(z−z0)
2(z0−1)
−i(z−1)(z−z0)
2(z0−1)
. . .
. . .


gegeben. Wir können Yˆ auch anders berechnen – dasselbe Ergebnis erhalten wir durch
einsetzen von z = eit und z0 = eit0 in die obige Gleichung. Durch
G(t) =
(
sin2(t)E3×3 0
0 4 sin2( t2)E(l−3)×(l−3)
)
und
∫ t
t0
1
sin2(ϑs)
ds =
[
− cos(ϑs)
ϑ sin(ϑs)
]t
s=t0
= sin(ϑ(t−t0))
ϑ sin(ϑt) sin(ϑt0)
folgt
Yˆ(t) = E(t)

 sin(t−t0)sin(t0) E3×3
sin(
t−t0
2
)
sin(
t0
2
)
E(l−3)×(l−3)

 .
Jeder andere Jacobitensor ist gegeben durch Z(t) = Yˆ(t)C2 +Y(t)C1 mit C1, C2 ∈ Rl×l.
Daher sehen wir, dass Z(t) = z−1RZ(z)|z=eit mit Grad(RZ) = 2 gilt.
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3 Schraubenmannigfaltigkeiten
Eine Kurve γ ist genau dann eine Schraubenlinie, wenn der extrinsische (euklidische)
Abstand zweier Punkte auf γ eine Funktion des intrinsischen Abstandes (Längenmaß)
ist, siehe Satz 2.18. Es sei M ⊂ RN eine n-dimensionale, vollständige, zusammenhän-
gende Untermannigfaltigkeiten und dM die von der ersten Fundamentalform induzierte
Metrik, die intrinsische Metrik. Der extrinsische (euklidische) Abstand zweier Punkte
auf M sei eine Funktion ihres intrinsischen Abstandes:
Für alle p, q ∈M gelte ‖p− q‖2 = F (dM (p, q)) . (3.1)
Da M vollständig und zusammenhängend ist, lassen sich zwei Punkte p, q ∈ M stets
durch eine Kürzeste γ mit ‖γ˙(t)‖ ≡ 1 verbinden. Diese erüllt für alle s, t ∈ R mit
|t− s| < inj(M)
‖γ(t)− γ(s)‖2 = F (dM (γ(t), γ(s))) Kürzeste= F (|t− s|) .
Nach der Bemerkung zu Satz 2.18 folgt, dass γ eine Schraubenlinie ist, deren Krüm-
mungen nur von F (2i)(0) abhängen.
Definition 3.1 (Schraubenmannigfaltigkeit):
Eine vollständige, zusammenhängende Untermannigfaltigkeiten M ⊂ RN , deren Geo-
dätische kongruente Schraubenlinien sind, heißt Schraubenmannigfaltigkeit oder heli-
kale Untermannigfaltigkeit.
Bemerkung 3.2: (i) In der englischsprachigen Literatur werden Schraubenmannigfaltig-
keiten helical manifold genannt. Eine (lokal) isometrische Immersion f :M → RN ,
deren Bild eine Schraubenmannigfaltigkeit ist, heißt daher helikale Immersion.
(ii) Die Frenetkrümmungen der Geodätischen in M sind für jede Geodätische gleich.
Wir sehen direkt die folgende Proposition.
Proposition 3.3 (vgl. [Sak86b]): Eine vollständige, zusammenhängende Untermannigfaltig-
keit M ⊂ RN ist genau dann eine Schraubenmannigfaltigkeit, wenn der extrinsische
Abstand zweier Punkte eine Funktion ihres intrinsischen Abstandes ist.
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Lemma 3.4: Für p, q ∈M , die nahe beieinander liegen, gilt auch die Umkehrung
dM (p, q) = F˜ (‖p − q‖) .
„Nahe“ bedeutet für alle p, q ∈M , so dass F ′(t) 6= 0 ist für alle 0 < t ≤ dM (p, q).
Beweis: Es sei p ∈ M und γ : R → M, t 7→ p + t · ξ0 + etXξ1 − ξ1 eine Geodäti-
sche ab p. Nach Satz 2.18 ist F (t) = t2‖ξ0‖2 + 2
∑k
l=1 x
2
l [1− cos(ϑlt)] mit Ableitung
F ′(t) = 2t‖ξ0‖2 + 2
∑k
l=1 x
2
l ϑl sin(ϑlt). Für kleine t > 0 ist F
′(t) > 0, also ist F hier
monoton wachsend und somit auf einem kleinen Intervall [0, ε] invertierbar. Es gilt also
F˜ (‖p− γ(t)‖) := (F ∣∣
[0,ε]
)−1(‖p− γ(t)‖2) .
Beispiel 3.5:
(i) Einfache Beispiele für Schraubenmannigfaltigkeiten sind Untervektorräume und
Sphären. In Kapitel 2.6 haben wir gesehen, dass auch die Veroneseeinbettungen der
projektiven Räume Schraubenmannigfaltigkeiten sind.
(iii) Das Konzept von Schraubenmannigfaltigkeiten geht auf A. L. Besse zurück,
siehe [Sak82]. A. L. Besse konstruiert in [Bes78] 6.99ff. sogenannte Nice Imbeddings
einer streng harmonischen Mannigfaltigkeit (Mn, g) in eine Sphäre des euklidischen
Raumes. Wir erinnern, dass nach Szabó die streng harmonische Mannigfaltigkeit M ein
CROSS ist [Sza90]. Zu einem festen (echt positiven) Eigenwert λ des Laplaceoperator
auf Funktionen auf M sei (ϕ1, ..., ϕN ) eine Orthonormalbasis des Eigenraumes zu λ.
Die Abbildung Φ : M → RN , p 7→ (ϕ1(p), ..., ϕN (p))T ist eine Immersion in eine Sphäre
SR(0) um den Ursprung vom Radius R :=
√
n
vol(g) . Das Bild Φ(M) ist eine minimale
Untermannigfaltigkeit in SR(0). Ferner ist Φ bis auf den Faktor λvol(g) eine Isometrie
zwischen (M,g) und (Φ(M), g), wobei g die erste Fundamentalform ist. Zudem ist Φ eine
Einbettung, außer wenn Mn diffeomorph zu Sn ist und Φ eine Überlagerungsabbildung
von RPn ist. Besse zeigt in Proposition 6.112, dass das Bild Φ(M) einer solchen Nice
Imbedding eine Schraubenmannigfaltigkeit ist. Ist λ der k-te Eigenwerte von (M,g), so
heißt Φk := Φ die k-te minimale Standardeinbettung von (M,g), vgl. [Tsu83]. Es seien
c1, ..., cm ∈ R+ Konstanten mit
∑m
j=1 c
2
i = 1, so ist
Φk1,...,km : M → R
∑m
j=1Nj , p 7→ (c1Φk1(p), ..., cmΦkm(p))
ebenfalls eine helikale Immersion nach geeignetem homothetischem Stauchen, vgl. eben-
da. Tsukada zeigt:
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Satz 3.6 (vgl. [Tsu83] und [Sak86b]): Es sei Φ : M → SN−1 eine helikale Immersion eines
kompakten symmetrischen Raumes von Rang 1 in eine Einheitssphäre. Dann gibt es
paarweise verschiedene k1, ..., km ∈ N0, so dass Φ zu Φk1,...,km äquivalent ist. Dabei
bedeutet kj = 0, dass Φkj(M) ein Punkt ist.
Ist M ⊂ RN eine n-dimensionale Schraubenmannigfaltigkeit und γ : R → M eine
nach Bogenlänge parametrisierte Geodätische in M mit konstanten Frenetkrümmungen
κ1, ..., κk−1, so folgt in Termen der zweiten Fundamentalform α direkt:
Lemma 3.7 (vgl. [Sak82]): M ist κ1-isotrop, d.h. es gilt ‖α(v, v)‖ = κ1 für alle v ∈ SM .
Beweis: Es sei γ˙(0) = v. Dann ist γ¨(t) = Ddt γ˙(t)+α(γ˙(t), γ˙(t)) = α(v, v) und ‖α(v, v)‖ =
‖γ¨(t)‖ = κ1. Nach Definition ist dies unabhängig von der Wahl von v ∈ SM mit
‖v‖ = 1.
Sakamoto beweist Folgendes.
Satz 3.8 (Sakamoto, vgl. [Sak86b]): Es sei M eine vollständige Schraubenmannigfaltigkeit.
Dann ist M ein affiner Untervektorraum oder eine Blaschkemannigfaltigkeit.
In diesem Artikel [Sak86b] weißt Sakamoto auf eine Vermutung von Chen und Verhey-
en hin, dass jede Schraubenmannigfaltigkeit im RN eine offene Teilmenge eines affinen
Unterraumes oder in einer Sphäre enthalten ist. Ferner zeigt er dies unter der Voraus-
setzung, dass M ein D’Atri-Raum ist. Weiter schreibt er, es scheine schwierig zu zeigen,
dass M ein D’Atri-Raum ist. Ein D’Atri-Raum ist eine riemannsche Mannigfaltigkeit,
so dass lokale geodätische Spiegelungen das Volumenelement erhalten. In Polarkoordi-
naten um p, siehe (2.6), bedeutet dies ωp(−t, ψ) = ωp(t, ψ) für das Volumenelement
ωp(t, ψ) :=
√
det
(
gij(t, ψ)
)
i,j∈n , alle ψ ∈ Sn−1 und kleine t > 0. Diese Bedingung ist
eine Abschwächung von harmonischen Mannigfaltigkeiten, auf denen ωp(t, ψ) = ϕp(t)
eine Funktion allein des Abstandes von p ist.
Er zeigt, dass jede Geodätische γ ein Normalschnitt ist, siehe Kapitel 3.1. Dazu
stellt er Jacobifelder längs γ durch das Frenetbein von γ in p = γ(0) dar und zerlegt
sie so in tangentialen und normalen Anteil bezüglich p. In Kapitel 3.2 werden wir eine
Darstellung von Jacobifeldern längs γ durch (konstante!) Matrizen geben. Wir zeigen,
dass solche Matrizen eine lineare Gleichung lösen, und untersuchen, wie solche Lösungen
zusammenhängen. Diese Darstellung zeigt weiter, dass die Einträge der Jacobifelder
trigonometrische Polynome sind. Solche Jacobifelder werden wir in den Kapiteln 4 und 5
studieren.
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3.1 Geodätische Normalschnitte
Es seienM ⊂ RN eine zusammenhängende Untermannigfaltigkeit, p ∈M und v ∈ TpM .
Dann ist Span(v) ⊥© νpM ein (N −n+1)-dimensionaler Untervektorraum. In einer Um-
gebung von p ist M ∩ (p+ Span(v) ⊥© νpM) eine Kurve in M , ein sogenannter Nor-
malschnitt, vgl. [VC84]. Sakamoto in [Sak82] Satz 3.1 und Verheyen in [Ver85] zeigen
folgende Äquivalenz:
Satz 3.9: Es sei M ⊂ RN eine zusammenhängende Mannigfaltigkeit, dann sind äquiva-
lent:
(i) M ist eine Schraubenmannigfaltigkeit.
(ii) Jede Geodätische ist in jedem Punkt ein Normalschnitt von M .
Sakamoto berechnet eigentlich das Frenetbein b1, ..., bk längs einer Geodätischen γ in
einer Schraubenmannigfaltigkeit:
b1(t) = γ˙(t)
bj(t) =
1
κ1 · · · κj−1
∑
i∈I(j)
aij
(
(∇⊥)i−2
)
(γ˙(t)i) für alle 2 ≤ j ≤ k,
wobei I(j) =
{ {2,4,...,j}, falls j gerade
{3,5,...,j}, falls j ungerade ist und die aij Polynome in den Frenetkrümmun-
gen κ1, ..., κj−2 sind. Er zeigt damit (i)⇒(ii). Verheyen beweist die Rückrichtung. Beide
Beweise nutzen höhere Ableitungen von γ sowie die Gauß-, Mainardi-Codazzi- und Ric-
cigleichungen. Wir wollen hier einen neuen Beweis geben, dass Geodätische in Schrau-
benmannigfaltigkeiten in jedem Punkt Normalschnitte sind, indem wir die erste Varia-
tion der Länge und Lemma 3.4 nutzen.
Beweis: Es sei p ∈ M und γ eine nach Bogenlänge parametrisierte Geodätische ab p.
Es sei ferner 0 < ε ≤ inj(p), so dass F ′(t) 6= 0 für alle t ∈ (0, ε) gilt, 0 < τ < ε und
vτ := p − γ(−τ) =: vtang + v⊥ ∈ Tγ(0)M ⊥© νγ(0)M . Ferner sei β : (−δ, δ) → M eine
Kurve ab p mit w := β′(0) ∈ TpM . Weiter sei H : (−δ, δ) × [0, τ ] → M, (s, t) 7→ cs(t)
eine Variation durch Geodätische, wobei die Kurven cs Kürzeste von cs(0) = γ(−τ)
nach cs(τ) = β(s) seien. Eine solche Variation H existiert, da wir ε klein genug wählen
können, so dass die Geodätischen cs eindeutig sind. Sie sind nicht unbedingt nach der
Bogenlänge parametrisiert. Nach Wahl von H durchläuft c0 die Kurve γ
∣∣
[−τ,0], denn
c0(t) = γ(t− τ). Weiterhin sei X ∈ ~J(c0) das zugehörige Jacobifeld der Variation. Wir
haben daher X(0) = 0 und X(τ) = ∂∂s
∣∣
s=0
cs(τ) = β
′(0) = w.
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TpM ∋w
p
γ
γ(−τ)
β
cs
X(t)
vτ
Mit der ersten Variationsformel berechnen wir
d
ds
∣∣∣∣
s=0
dM (γ(−τ), β(s)) = d
ds
∣∣∣∣
s=0
L(cs)
= −
∫ τ
0
〈D
dt
c′0(t),X(t)〉dt + 〈X(τ), c′0(τ)〉 − 〈X(0), c′0(0)〉
= −
∫ τ
0
0 dt+ 〈β′(0), γ˙(0)〉 − 〈0, c′0(0)〉
= 〈w, γ˙(0)〉 .
Es ist ‖vτ‖2 = ‖γ(0) − γ(−τ)‖2 = F (τ) und mit F˜ (‖vτ‖) := F |−1[0,ε](‖vτ‖2) ist nach
Lemma 3.4 F˜ ′(‖vτ‖) = 2‖vτ ‖F ′(τ) 6= 0. Mit (3.1) folgt daraus
〈w, γ˙(0)〉 = d
ds
∣∣∣∣
s=0
dM (γ(−τ), β(s)) = d
ds
∣∣∣∣
s=0
F˜ (‖γ(−τ) − β(s)‖)
= F˜ ′(‖γ(−τ) − β(0)‖) · 〈β
′(0), β(0) − γ(−τ)〉
‖β(0) − γ(−τ)‖
= 〈w, F˜
′(‖vτ‖)
‖vτ‖ · vτ 〉 = 〈w,
F˜ ′(‖vτ‖)
‖vτ‖ · v
tang〉 ,
wobei vtang die tangentiale Komponente von vτ in Tγ(0)M bezeichne. Damit gilt
0 = 〈w, γ˙(0)〉 − 〈w, F˜
′(‖vτ‖)
‖vτ‖ · v
tang〉 = 〈w, γ˙(0)− F˜
′(‖vτ ‖)
‖vτ‖ v
tang〉
für alle w ∈ Tγ(0)M . Somit ist γ˙(0)− F˜
′(‖vτ ‖)
‖vτ‖ v
tang ∈ νγ(0)M , also der Nullvektor, folglich
γ˙(0) = F˜
′(‖vτ ‖)
‖vτ ‖ v
tang. Also gilt für alle 0 < τ < ε
γ(−τ) = γ(0) − vτ ∈ γ(0) + R γ˙(0) ⊥© νγ(0)M .
Daher sind alle Ableitungen γ(i)(0) ∈ R γ˙(0) ⊥© νγ(0)M somit auch das Frenetbein von
γ in 0. Es folgt, dass sogar für alle t ∈ R
γ(t) ∈ γ(0) + R γ˙(0) ⊥© νγ(0)M . (3.2)
Also ist γ ein Normalschnitt in jedem Punkt.
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3.2 Jacobifelder auf Schraubenmannigfaltigkeiten
Es sei γ : R → M ⊂ RN eine Geodätische in einer n-dimensionalen Schraubenmannig-
faltigkeit M . Es gibt X ∈ so(N), ξ, p ∈ RN , so dass
RN ×{1} ∋
(
γ(t)
1
)
= exp
(
t
(
X ξ
0 0
))
·
(
p
1
)
(3.3)
gilt und Rang(X) = 2k kleinstmöglich ist sowie −ϑ2k < ... < −ϑ21 < 0 ∈ R die Eigen-
werte von X2 mit zweidimensionalen Eigenräumen sind. Ferner seien ξ = ξ0+Xξ1 und
p = p0 + p1 mit eindeutigen ξ0, p0 ∈ Kern (X) und ξ1, p1 ∈ Bild (X).
In diesem Kapitel werden wir zunächst zeigen, dass ein Jacobifeld ~Y längs γ durch
eine Matrix
(
A | b
0 | 0
)
∈ so(N) ⋉ RN als ~Y (t) = Aγ(t) + b bestimmt ist (Proposition
3.10 und Lemma 3.12). Dann werden wir zeigen, dass
(
A | b
0 | 0
)
die Lösung einer linea-
ren Gleichung (3.4) ist. Im Folgenden werden wir den Lösungsraum dieser Gleichung
berechnen.
Proposition 3.10: Zu einem Jacobifeld ~Y ∈ J(γ) auf einer Schraubenmannigfaltigkeit
gibt es ein A ∈ so(N) und ein α ∈ RN , so dass ~Y (t) = Aγ(t) + α für alle t ∈ R gilt.
Bemerkung 3.11: Insbesondere ist ~Y ein trigonometrisch polynomialer Vektor, vgl. Defini-
tion 2.20. Wir werden folgende Schreibweisen mit
(
A | α
0 | 0
)
∈ so(N)⋉RN ∼= Lie(Isom(RN )
nutzen:
~Y (t) = Aγ(t) + α, bzw.
(
~Y (t)
1
)
=
(
A | α
0 | 0
) (
γ(t)
1
)
Beweis: Es sei ~Y ∈ J(γ) ein Jacobifeld und F : R×(−ε, ε) → M, (t, u) 7→ γu(t) eine
differenzierbare Variation von γ durch Geodätische mit Variationsvektorfeld ~Y . Jede
Geodätische in M erhalten wir durch eine Isometrie H ∈ Isom(RN ) als H ◦ γ. Es sei
H : (−ε, ε) → Isom(RN ), so dass F (u, t) = H(u)(γ(t)) gilt. Ein solches H existiert,
da die Frenetbeine b1(u), b2(u), ..., bl(u) für die Kurven γu zum Zeitpunkt t = 0 mit
l =
{
2k, falls ξ0=0
2k+1, falls ξ0 6=0 differenzierbar von u abhängen. Da u 7→ γu(0) differenzierbar ist,
gibt es ein differenzierbares B := (−ε, ε) → O(N), so dass (b1(u), b2(u), ..., bl(u)) =
B(u)
(
b1(0), b2(0), ..., bl(0)
)
gilt. Nach dem Hauptsatz der Kurventheorie, vgl [Küh08],
folgt (
F (t, u)
1
)
=
(
B(u)(γ(t) − γ(0)) + γu(0)
1
)
=
(
B(u) γu(0)−B(u)γ(0)
0 1
)
·
(
γ(t)
1
)
.
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Schließlich ist H darstellbar durch eine differenzierbare, matrixwertige Kurve. Wir set-
zen
(
A | α
0 | 0
)
:= ddu
∣∣
u=0
(
B(u) | γu(0)−B(u)γ(0)
0 | 1
)
∈ so(N)⋉RN ∼= Lie(Isom(RN ) und erhal-
ten für alle t ∈ R(
~Y (t)
1
)
=
(
A α
0 0
)(
γ(t)
1
)
, bzw. ~Y (t) = Aγ(t) + α .
Es sei nun ~Y ∈ J⊥(γ) ein orthogonales Jacobifeld. Nach Satz 3.9 ist γ in jedem Punkt
ein Normalschnitt an M , d.h. für alle t, s ∈ R gilt (3.2)
γ(s) ∈ γ(t) + R γ˙(t) ⊥© νγ(t)M .
Folglich gilt
{−γ(t)+γ(s); s ∈ R} ⊂ νγ(t)M ⊥©R γ˙(t). Da Span{−γ(t)+γ(s); s ∈ R} =
Span
{
γ(s); s ∈ R} = Bild (X)⊕ Span{ξ0} ist, folgt
Bild (X)⊕ Span{ξ0} ≤ νγ(t)M ⊥©R γ˙(t) .
Damit ist
~Y (t) ∈ Tγ(t)M ∩ (R γ˙(t))⊥ =
(
νγ(t)M ⊥©R γ˙(t)
)⊥
≤ (Bild (X)⊕ Span {ξ0})⊥ = Kern (X) ∩ (Span {ξ0})⊥ .
Sei w ∈ (Bild (X)⊕ Span {ξ0}), dann ist 〈w, ~Y (t)〉 ≡ 0 konstant, insbesondere ist
0 = 〈w, ~Y (0)〉 = 〈w,Ap + α〉. Weiterhin gilt
0 =
1
t
〈w, ~Y (t)〉 = 〈w,Aξ0〉+ 1
t
〈w,A(etX ξ1 − ξ1 + p) + α〉︸ ︷︷ ︸
ist beschränkt
t→∞−→ 〈w,Aξ0〉 .
Folglich sind auch
Aξ0, Ap + α ∈ (Bild (X)⊕ Span {ξ0})⊥
sowie
A
(
etXξ1 − ξ1
)
= ~Y (t)− tAξ0 − (Ap+ α) ∈
(
Bild (X)⊕ Span {ξ0}
)⊥
.
Wir erhalten A(Bild (X)) ≤ (Bild (X)⊕ Span {ξ0})⊥ und damit
A
(
Bild (X) + Span {ξ0}
) ≤ Kern (X) ∩ (Span {ξ0})⊥ .
Es folgt:
38 3.2. JACOBIFELDER AUF SCHRAUBENMANNIGFALTIGKEITEN
Lemma 3.12: Es sei ~Y ∈ J⊥(γ) ein orthogonales Jacobifeld der Form ~Y (t) = Aγ(t)+α.
In einer Orthonormalbasis von
(
Kern (X) ∩ (Span {ξ0})⊥
) ⊥© (Bild (X) + Span {ξ0})
dargestellt haben X und A die folgende Gestalt:
(
X ξ
0 0
)
=


0 0 0 0
0 0 0 ξ˜0
0 0 X˜ ξ˜1
0 0 0 0


}Kern (X) ∩ (Span {ξ0})⊥
}Span {ξ0}
}Bild (X)
(
A α
0 0
)
=


0 a˜ A˜ α˜
−a˜T 0 0 α˜0
−A˜T 0 0 0
0 0 0 0


}Kern (X) ∩ (Span {ξ0})⊥
}Span {ξ0}
}Bild (X)
Bemerkung 3.13: A ist nur bis auf die Wahl der Ecke links oben eindeutig. Die Wahl der
0 ist jedoch sinnvoll, denn es ist ~Y (t) = Aγ(t) + α = (t + 〈p0, ξ0〉)Aξ0 + AetX(ξ1 +
p1)−Aξ1+A(p0−〈p0, ξ0〉ξ0)+α. Diese Untermatrix hängt also lediglich von α ab und
umgekehrt.
Ohne Einschränkung gelte ab sofort zudem p = γ(0) = 0 ∈ RN .
Nun habe ~Y ∈ J(γ) konstanten tangentialen Anteil. Dann ist
konst = 〈~Y (t), γ˙(t)〉 = 〈
(
A | α
0 | 0
)
~γ(t),~˙γ(t)〉
= 〈
(
A | α
0 | 0
)
exp
(
t
(
X | ξ
0 | 0
)) (
0
1
)
, exp
(
t
(
X | ξ
0 | 0
))(
X | ξ
0 | 0
) (
0
1
)〉
= 〈e−t
(
X | ξ
0 | 0
) (
A | α
0 | 0
)
e
t
(
X | ξ
0 | 0
) (
0
1
)
,
(
ξ
1
)〉 .
Somit erfüllt
(
A | α
0 | 0
)
∈ so(N)⋉RN folgende lineare Gleichung:
〈e−t
(
X | ξ
0 | 0
) (
Z | ζ
0 | 0
)
e
t
(
X | ξ
0 | 0
) (
0
1
)
,
(
ξ
1
)〉 ≡ konstant für alle t ∈ R (3.4)
Wir untersuchen nun allgemeine Lösungen von (3.4). Eine erste Konsequenz für eine
solche Lösung
(
Z | ζ
0 | 0
)
ist, dass
konst = 〈e−t
(
X | ξ
0 | 0
) (
Z | ζ
0 | 0
)
e
t
(
X | ξ
0 | 0
) (
0
1
)
,
(
ξ
1
)〉
= 〈
(
e−tX | tξ0 + etXξ1 − ξ1
0 | 0
)(
Z | ζ
0 | 0
)(
tξ0 + etXξ1 − ξ1
1
)
,
(
ξ
1
)〉
= t〈Zξ0, etXξ〉+ 〈e−tX
(
ZetXξ1 − Zξ1 + ζ
)
, ξ〉
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und somit
0 =
1
t

t〈Zξ0, etXξ〉+ 〈e−tX (ZetXξ1 − Zξ1 + ζ), ξ〉︸ ︷︷ ︸
ist beschränkt
− konst


= 〈Zξ0, etXξ1〉+ 1
t
· Beschränktes
(3.5)
Also ist Zξ0 ∈ Kern (X), da Span
{
etXXξ1; t ∈ R
}
= Bild(X) ist. Für unsere durch
das Jacobifeld ~Y gewonnene Lösung
(
A | α
0 | 0
)
wissen wir dies auch schon. Damit ist (3.4)
äquivalent zu
〈e−tXZetXξ1 + e−tX (−Zξ1 + ζ), ξ〉 ≡ konst für alle t ∈ R undZξ0 ∈ Kern (Z) (3.4 ⋆)
Proposition 3.14: Es seien ~Y , ~Z ∈ J⊥(γ) orthogonale Vektorfelder längs γ mit
~Y (t) = Aγ(t)+α und ~Z(t) = Bγ(t)+β. Dann erfüllen die Matrizen
(
A | α
0 | 0
)
,
(
B | β
0 | 0
)
und
(
[A,B] | Aβ − Bα
0 | 0
)
∈ so(N)⋉RN , i ∈ {1; 2}, die lineare Gleichung (3.4)
〈e−t
(
X | ξ
0 | 0
) (
Z | ζ
0 | 0
)
e
t
(
X | ξ
0 | 0
) (
0
1
)
,
(
ξ
1
)〉 ≡ konst .
Für die
(
A | α
0 | 0
)
,
(
B | β
0 | 0
)
ist die Konstante der rechten Seite gleich 0.
Beweis: ~Y und ~Z erfüllen diese beiden die Wronskibedingung Proposition 2.3. Es gilt(
A | α
0 | 0
)(
X | ξ
0 | 0
)
=
(
A | 0
0 | 0
)(
X | ξ
0 | 0
)
und daher
konst = 〈~Y ′(t), ~Z(t)〉 − 〈~Y (t), ~Z ′(t)〉
= 〈
(
X | ξ
0 | 0
)
~γ(t),
( −AB | −Aβ
0 | 0
)
~γ(t)〉 − 〈
(
X | ξ
0 | 0
)
~γ(t),
(−BA | −Bα
0 | 0
)
~γ(t)〉
= −〈e−t
(
X | ξ
0 | 0
) (
[A,B] | Aβ − Bα
0 | 0
)
e
t
(
X | ξ
0 | 0
) (
0
1
)
,
(
ξ
1
)〉 .
Lösung von (3.4): Eine allgemeine Lösung in so(N)⋉RN von (3.4) lautet:
Z :=
(
Z | ζ
0 | 0
)
=


Z˜0 z˜ Z˜ ζ˜2
−z˜T 0 0 ζ˜0
−Z˜T 0 Z˜1 ζ˜1
0 0 0 0


}Kern (X) ∩ (Span {ξ0})⊥
}Span {ξ0}
}Bild (X)
Wir werden in Lemma 3.15 sehen, dass Z˜1 und ζ˜1 weitere Bedingungen erfüllen müssen.
Sie lässt sich als Summe dreier verschiedener Lösungen ansehen.
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(i) Ist Z von der Form
Z =


Z˜0 z˜ Z˜ 0
−z˜T 0 0 0
−Z˜T 0 0 0
0 0 0 0

 ,
so ist e−tXZetXξ1 + e−tX(ζ − Zξ1) = ZetXξ1 + Zξ1 ⊥ Bild (X)⊕ Span {ξ0} und somit
Z eine Lösung zur Konstanten 0.
(ii) Ist Z von der Form
Z =


0 0 0 ζ˜2
0 0 0 ζ˜0
0 0 0 0
0 0 0 0

 ,
so ist 〈e−tXZetXξ1 + e−tX(ζ − Zξ1), ξ〉 = 〈ζ, ξ〉 und Z eine Lösung zur Konstanten
ζ˜0‖ξ0‖.
(iii) Z ist mit zusätzlichen Bedingungen, siehe Lemma 3.15, von der Form

0 0 0 0
0 0 0 0
0 0 Z˜1 ζ˜1
0 0 0 0

 .
Es seien ~Y , ~Z ∈ J(γ) wie oben gegeben durch ~Y (t) = Aγ(t)+α und ~Z(t) = Bγ(t)+β.
Wir hatten gezeigt, dass
(
A | α
0 | 0
)
und
(
B | β
0 | 0
)
Summen der Formen aus (i) und (ii) sind.
Ferner ist
(
[A,B] | Aβ − Bα
0 | 0
)
ebenfalls eine Lösung von (3.4) mit
[A,B] =

 0 a˜ A˜−a˜T 0 0
−A˜T 0 0



 0 b˜ B˜−b˜T 0 0
−B˜T 0 0

−

 ∗ 0 00 −b˜T a˜ −b˜T A˜
0 −B˜T a˜ −B˜T A˜


=

 ∗ 0 00 0 b˜T A˜− a˜T B˜
0 B˜T a˜− A˜T b˜ B˜T A˜− A˜T B˜

 }Kern (X) ∩ (Span {ξ0})
⊥
}Span {ξ0}
}Bild (X)
und
Aβ −Bα =

 0 a˜ A˜−a˜T 0 0
−A˜T 0 0



 β˜0
0

−

 0−b˜T α˜
−B˜T α˜

 =

 0b˜T α˜− a˜T β˜
B˜T α˜− A˜T β˜

 .
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Wir sehen sofort
B˜T a˜− A˜T b˜ = 0 . (3.6)
Wir betrachten nun Fall (iii). Zur Übersichtlichkeit nehmen wir an, dass Kern (X) = {0}
und RN = Bild (X) = R2k gilt. Daher sei X im Folgenden invertierbar. Wir schreiben
X =
(
X | ξ
0 | 0
)
und Z =
(
Z | ζ
0 | 0
)
. Zur linearen Gleichung (3.4) ist
0 =
dν
dtν
∣∣∣∣
t=0
〈e−tadXZ ( 0
1
)
,
(
ξ
1
)〉 = 〈(adX)ν Z ( 0
1
)
,
(
ξ
1
)〉 für alle ν ∈ N (3.7)
äquivalent. Ist also Z eine Lösung zu beliebiger Konstanten, so ist adX(Z) ebenfalls eine
Lösung ist und zwar zur Konstanten 0.
Lemma 3.15: Es gibt einen adX-invarianten Untervektorraum K ≤ so(N) und eine
lineare Abbildung σ : K → so(N), die σ(adXZ) = Xσ(Z) − Zξ erfüllt, so dass der
Lösungsraum l von (3.4) ad
(
X | ξ
0 | 0
)
-invariant ist und Folgendes gilt:
l :=
{(
Y | σ(Y )
0 | 0
)
;Y ∈ K
}
Bemerkung 3.16: In Lemma 3.17 werden wir Kern
(
adX
) ⊂ K sehen.
Beweis: Wir haben gezeigt, dass l ein adX-invarianter Unterraum von Lie(Isom(RN ))
ist. Offenbar ist damit
K := Bild
(
l→ so(N),
(
Z | ζ
0 | 0
)
7→ Z
)
ein adX-invarianter Unterraum von so(N). Es seien
(
Z | ζ
0 | 0
)
,
(
Z | η
0 | 0
)
∈ l. Dann ist auch(
0 | ζ − η
0 | 0
)
∈ l. Durch eine Induktion schließen wir (adX)ν
(
0 | ζ − η
0 | 0
)
=
(
0 | Xν(ζ − η)
0 | 0
)
für alle ν ∈ N und daraus
0 = 〈(adX)ν
(
0 | ζ − η
0 | 0
) (
0
1
)
,
(
Xξ1
1
)〉 = 〈( 0 | Xν(ζ − η)0 | 0 ) ( 01 ) , (Xξ11 )〉
= 〈Xν(ζ − η),Xξ1〉 = (−1)ν〈(ζ − η),Xν+1ξ1〉
und somit ζ − η ∈ Kern (X) = {0}. Ist also
(
Z | ζ
0 | 0
)
eine Lösung, so ist ζ durch Z
eindeutig festgelegt und wir erhalten eine wohldefinierte Abbildung σ : K → RN , so
dass
(
Z | σ(Z)
0 | 0
)
∈ l gilt. σ ist linear, da (3.7) eine lineare Gleichung ist.
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Ein mögliches σ ist gegeben durch σ0(Z) = Zξ1, denn
σ(adX(Z)) = σ([X,Z]) = [X,Z]ξ1 = XZξ1 − ZXξ1 = Xσ0(Z)− Zξ . (3.8)
Da adX : R2k×2k → R2k×2k eine schiefsymmetrische Funktion bzgl. dem euklidischen
Skalarprodukt 〈A,B〉Rn×n = Spur(ABT ) ist, zerfällt der adX-invariante Unterraum
K ⊂ so(2k) in die orthogonale Summe K = Kern (adX) ⊥©H1 ⊥© ... ⊥©Hl, wobei die
Hλ zweidimensionale adX-invariante Teilräume dergestalt sind, dass wir eine Basis
Zλ0 , Z
λ
1 ∈ Hλ und ein ϕλ ∈ R+ finden, so dass
adX(Zλ0 ) = ϕλZ
λ
1 und adX(Z
λ
1 ) = −ϕλZλ0
gilt und −ϕ2λ ∈ R− ein Eigenwert von (adX)2 ist.
Lemma 3.17: Es gilt σ(Z) = Zξ1 + c(Z) mit einer linearen Abbildung c : K → R2k, die
Folgendes erfüllt:
(i) c(Z) = 0, falls Z ∈ Kern (adX), oder
(ii) X2c(Z) = −ϕ2λc(Z), falls Z ∈ Hλ. Es gilt weiter Xc(Zλ0 ) = ϕλc(Zλ1 ) und
Xc(Zλ1 ) = −ϕλc(Zλ0 ) und c(Hλ) ist X-invariant.
Bemerkung 3.18: In (ii) haben wir nicht vorausgesetzt, dass −ϕ2λ ein Eigenwert von X2
ist. Ist −ϕ2λ kein Eigenwert von X2, so ist c
∣∣
Hλ
≡ 0. Des Weiteren gilt (ii) für jede
beliebige Zerlegung von K in adX-invariante Teilräume.
Beweis: Ad (i): Sei Z ∈ Kern (adX), dann gilt 0 = σ(adX(Z)) = Xσ(Z) − ZXξ1 =
Xσ(Z)−XZξ1. Da X injektiv ist, folgt die Behauptung.
Ad (ii): Wir berechnen
c(adX(Z)) = σ(adX(Z)) − adX(Z)ξ1 = Xσ(Z)− ZXξ1 −XZξ1 + ZXξ1 = Xc(Z)
und betrachten Hλ wie oben mit j ∈ Z2 und cj := c(Zλj ) und erhalten
Xcj = c(adX(Z
λ
j )) = c((−1)jϕλZλj+1) = (−1)jϕλcj+1 .
Insbesondere folgt X2cj = −ϕ2λcj .
Nun seien H durch K = Kern
(
adX
) ⊥©H definiert sowie ̺ := so(n) → R mit
̺(Z) = 〈Zξ1, ξ〉 und v := Kern(̺) =
{
Z ∈ so(n); 〈Zξ1, ξ〉 = 0
}
. Wir betrachten den
Untervektorraum m := H ∩ v.
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Lemma 3.19: (i) Es sei Z ∈ H. Dann ist die Konstante in (3.4) gleich 0.
(ii) m ist der maximale adX-invariante Unterraum von v und es ist σ(Z) = Zξ1 für
alle Z ∈ m.
(iii) Es gilt m =
(∑∞
j=0 (adX)
j
(
Xξ1ξ
T
1 + ξ1ξ
T
1 X
))⊥so(2k)
.
Beweis: Ad (i): Da H in eine orthogonale direkte Summe aus zweidimensionalen, adX-
invarianten Eigenräumen zerfällt, genügt es, die Behauptung für alle Z ∈ K′ mit
adX2(Z) = −ϕ2Z zu zeigen. Sei Z ein solches und
(
Z | ζ
0 | 0
)
∈ l eine Lösung zur Kon-
stanten C. Nach (3.7) und Lemma 3.15 ist auch
(
ad
(
X | ξ
0 | 0
))2 ( Z | ζ
0 | 0
)
∈ l mit
0 = 〈
(
ad
(
X | ξ
0 | 0
))2 (
Z | ζ
0 | 0
)(
~0
1
)
,
(
ξ
1
)〉 = 〈( adX2Z | σ(adX2Z)
0 | 0
)(
~0
1
)
,
(
ξ
1
)〉
= 〈
(
−ϕ2Z | −ϕ2σ(Z)
0 | 0
)(
~0
1
)
,
(
ξ
1
)〉 = −ϕ2〈( Z | ζ0 | 0)(~01) , ( ξ1 )〉 = C .
Ad (ii): Wir zeigen zunächst, dass σ(Z) = Zξ1 für alle Z ∈ m gilt. Auch hier genügt
es die Z ∈ m mit adX2(Z) = −ϕ2Z und ‖Z‖ = 1 zu betrachten. Dann bilden Z und
W := 1ϕadX(Z) eine Orthonormalbasis des adX-invarianten Teilraumes Span{Z,W}.
Nach (i) ist 0 = 〈σ(Z), ξ〉 = 〈Zξ1 + c(Z), ξ〉 = 〈c(Z), ξ〉 und ebenso 0 = 〈c(W ), ξ〉.
Aus Lemma 3.17 folgt, dass Span {c(Z), c(W )} ein X-invarianter Teilraum ist. Nun ist
{Xνξ1; ν ∈ 2k} eine Basis von R2k. Also ist c(Z) = c(W ) = 0. Wir sehen also, dass
σ(Z) = Zξ1 für alle Z ∈ m gilt.
Nun sei v′ ≤ v der maximale adX-invariante Unterraum. Sei σ˜ : v′ → R2k, Z 7→ Zξ1.
Für alle ν ∈ N0 gilt
〈
(
ad
(
X | ξ
0 | 0
))ν (
Z | σ˜(Z)
0 | 0
)(
~0
1
)
,
(
ξ
1
)〉
wie (3.8)
= 〈
(
adXνZ | σ˜(adXνZ)
0 | 0
)(
~0
1
)
,
(
ξ
1
)〉 = 〈(adXνZ)ξ1, ξ〉 v′ adX-inv.= 0 .
Also ist
(
Z | σ˜(Z)
0 | 0
)
∈ l eine Lösung von (3.4).
Ad (iii): Es sei Z ∈ so(N). Dann folgt
〈adXj(Z)ξ1,Xξ1〉 = ξT1
(−adXj(Z))Xξ1 = − Spur (adXj(Z)Xξ1ξT1 )
= 〈adXj(Z),Xξ1ξT1 〉Rn×n = −
1
2
〈adXj(Z),Xξ1ξT1 + ξ1ξT1 X〉Rn×n
= (−1)j+1 · 1
2
〈Z, adXj(Xξ1ξT1 + ξ1ξT1 X)〉Rn×n .
Nun gilt Z ∈ m genau dann, wenn 〈adXj(Z)ξ1,Xξ1〉 = 0 ist für alle j ∈ N0. Dies gilt
also genau dann, wenn Z ∈ (adXj(Xξ1ξT1 + ξ1ξT1 X))⊥so(2k) ist für alle j ∈ N0.
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Also zerfällt K in die direkte orthogonale Summe K = Kern
(
adX
) ⊥©m ⊥©H1 ⊥© ... ⊥©Hl ,
wobei die H1, ...,Hl zweidimensionale, adX-invariante (oder triviale) Vektorräume zu
den Eigenwerten −ϕ2λ von adX2 mit adX2
∣∣
Hλ
= −ϕ2λ IdHλ sind.
Lemma 3.20: Diese Eigenwerte −ϕ21 < ... < −ϕ2l sind paarweise verschieden und Ei-
genwerte von X2.
Beweis: Angenommen es ist −ϕ2λ1 = −ϕ2λ2 . Dann setzen wir w = Hλ1 ⊥©Hλ2 . Es ist
w ∩ m = {0} und damit 4 6= dim (Kern (̺∣∣
w
)) ≥ 3. Es sei Z ∈ (Kern (̺∣∣
w
))⊥
. Dann
ist w = Span{Z, adXZ} ⊥©w1 und w1 ⊂ w ∩ m = {0} ist ein zweidimensionaler, adX-
invarianter Teilraum, ein Widerspruch.
Wäre nun −ϕ2λ kein Eigenwert von X2, so wäre nach Lemma 3.17 σ(Z) = Zξ1 für
alle Z ∈ Hλ. Nach Lemma 3.19 ist ̺(Z) = 〈Zξ1, ξ〉 = 0 und damit Hλ ≤ v. Dies ist ein
Widerspruch zu Hλ ∩m = {0}.
Satz 3.21: Es seien −ϕ21 < ... < −ϕ2l gemeinsame Eigenwerte von adX2 und X2. Dann
gilt
K = Kern
(
adX
) ⊥©m ⊥©H1 ⊥© ... ⊥©Hl ,
wobei m =
(∑∞
j=0 (adX)
j
(
Xξ1ξ
T
1 + ξ1ξ
T
1 X
))⊥so(2k)
der maximale adX-invariante
Teilraum in
{
Z ∈ so(n); 〈Zξ1, ξ〉 = 0
}
ist und Hλ ein zweidimensionaler, adX-
invarianter (oder trivialer) Teilraum mit adX
∣∣
Hλ
= −ϕ2λ IdHλ für alle λ ∈ l . Für alle
Z ∈ m ⊥©H1 ⊥© ... ⊥©Hl ist die Konstante in (3.4) zur Lösung
(
Z | ζ
0 | 0
)
gleich 0.
Es gilt σ(Z) = Zξ1 für alle Z ∈ Kern
(
adX
) ⊥©m.
Es seien Zλ0 , Z
λ
1 ∈ Hλ und eλ0 , eλ1 ∈ {ζ ∈ Rn;X2ζ = −ϕ2λζ} Orthonormalbasen mit
Zλ1 =
1
ϕλ
adX(Zλ0 ) sowie e
λ
1 =
1
ϕλ
Xeλ0 und es gelte 0 = 〈Zλ0 ξ1, ξ〉 = 〈eλ0 , ξ〉 sowie
0 < 〈Zλ1 ξ1, ξ〉, 〈eλ1 , ξ〉. Dann gilt σ(Zλj ) = Zλj ξ1 + 〈Z
λ
1 ξ1,ξ〉
〈eλ1 ,ξ〉
eλj .
Beweis: Nach den vorangegangenen Lemmata bleibt nur noch zu zeigen, dass σ
∣∣
Hλ
die
genannte Form hat. Seien also Z0, Z1 ∈ Hλ eine Orthonormalbasis, so dass 0 = ̺(Z0) =
〈Zλ0 ξ1, ξ〉 gilt. Dann ist Z1 = 1ϕλadX(Z0). Seien weiter e0, e1 ∈ R
2k eine Orthonormalba-
sis des −ϕ2λ-Eigenraumes von X2 mit 〈e0, ξ〉 = 0 und e1 = 1ϕλXe0. Ohne Einschränkung
seien ̺(Z1) > 0 und 〈e1, ξ〉 > 0.
Nach Lemma 3.17 ist σ(Zj) = Zjξ1 + cj , wobei Xc0 = ϕλc1 und Xc1 = −ϕλc0 ist.
Ferner gilt nach Lemma 3.19, dass 0 = 〈σ(Z0), ξ〉 = 〈̺(Z0) + c0, ξ〉 = 〈c0, ξ〉 ist, also
cj ∈ Span{ej}. Ebenso ist 0 = 〈σ(Z1), ξ〉 = 〈Z1ξ1 + c1, ξ〉 = 〈Z1ξ1, ξ〉 + 〈c1, e1〉〈e1, ξ〉.
Folglich ist c1 = − 〈Z1ξ1,ξ〉〈e1,ξ〉 und c0 = −ϕλXc1 = −
〈Z1ξ1,ξ〉
〈e1,ξ〉 · (−ϕλXe1) = −
〈Z1ξ1,ξ〉
〈e1,ξ〉 e0.
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Seien Z0, Z1 ∈ m ⊥©H1 ⊥© ... ⊥©Hl orthonormale Matrizen mit adX(Z0) = 1ϕZ1 und
adX(Z1) = − 1ϕZ0. Nach Lemma 3.15 gilt σ(ϕZ1) = σ(adX(Z0)) = Xσ(Z0)− Z0ξ und
nach Lemma 3.19 0 = 〈σ(ϕZ1), ξ〉 = −〈σ(Z0),Xξ〉. Damit folgt
σ(Z) ⊥ Span{Xξ1,X2ξ1} für alle Z ∈ m ⊥©H1 ⊥© ... ⊥©Hl .
Kennen wir das Spektrum −ϑ21 < ... < −ϑ2k von X2, so kennen wir auch das Spektrum
von
(
adX
)2
, nämlich −(ϑm ± ϑj)2, wobei j < m ∈ k sind vgl. [BD85], V.6. Wir stellen
X =


. . .
0 −ϑj
ϑj 0
. . .
0 −ϑm
ϑm 0
. . .


, ξ1 =


...
xj
0
...
xm
0
...


dar und erhalten
V
±
jm =


. . .
0 −1
0 0 ±1
. . .
1 0 0
0 ∓1 0
. . .


, V
m±
j =


. . .
0 0 −1
0 ∓1
. . .
0 ±1 0
1 0 0
. . .


mit adX(V ±jm) = (ϑm ± ϑj)V m±j und adX(V m±j ) = −(ϑm ± ϑj)V m±mj . Es seien nun
−ϕ2λ = −(ϑm ± ϑj)2 ein Eigenwert1 von adX2 aber nicht von X2 und w ≤ so(2k) der
zugehörige, zweidimensionale Eigenraum Span{V ±jm, V m±j }. Angenommen w ≤ K, so
folgt w ≤ m. Es gilt dann zwar 〈V ±jmξ1,Xξ1〉 = 0, jedoch 〈V m±j ξ1,Xξ1〉 = ±ϑjxjxm +
ϑmxmxj = ±xjxm(ϑm∓ϑj) 6= 0. Dies ist ein Widerspruch zu 〈σ(Z),Xξ1〉 = 0. Es folgt:
Lemma 3.22: Falls X2 und adX2 keine gemeinsamen Eigenwerte besitzen und die vom
Kern verschiedenen Eigenräume von adX2 maximal zweidimensional sind, d.h. die
ϑj, ϑm ± ϑj sind paarweise verschieden, ist K = Kern
(
adX
)
.
1Da es für die Rechnung unerheblich ist, wollen wir im Folgenden mit ± entweder ein festes + oder
− bezeichnen.
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Wir nehmen an, dass K = Kern (adX) ∼= ⊕kλ=1 so(2) ist. Dann ist σ : K → R2k bi-
jektiv, denn eine Basis von K ist gegeben durch2 {X2ν+1; ν ∈ k} und eine von Bild (σ)
durch {X2ν+1ξ1; ν ∈ k}. Außerdem gehen wir zurück zu unseren Jacobifeldern und for-
dern, dass die Geodätische γ beschränkt und nach Bogenlänge parametrisiert ist, also
ξ0 = 0 und ‖ξ‖ = 1 erfüllt. Da γ ein Normalschnitt in jedem Punkt ist, hatten wir
gesehen, dass die Jacobifelder im Normalraum zu Bild (X) ⊕ Span{ξ0} leben. Unsere
Überlegungen für den Bild (X)-Unterraum bleiben gültig, obwohl Kern (X) = {0} nicht
mehr gilt.
Seien ~Yν ∈ J⊥0 (γ) und ~Zν ∈ J⊥1 (γ), so dass die vν := ~Z(0) != Ddt ~Y (0) zusam-
men mit γ˙(0) = ξ = Xξ1 eine Orthonormalbasis von T0M bilden. Dargestellt sei-
en sie durch ~Yν(t) = Aνγ(t) und ~Z(t) := Bνγ(t) + vν . Wir erweitern das Frenetbein
ξ = b1, ..., b2k ∈ Bild (X) in 0 zu einer ONB des RN und stellen A =
(
0 A˜
−A˜T 0
)
sowie
B =
(
0 B˜
−B˜T 0
)
und X =
(
0 0
0 X˜
)
in dieser dar. Da γ ein Normalschnitt von M ist, gilt
vν =
D
dt
~Yν(0) = ~Y
′
ν(0) = Aνξ und Aνbj ∈ ν0M für j ≥ 2 , (3.9)
denn eine Variation F = S ◦ γ aus Geodätischen, S ∈ Isom(RN ) mit Variationsfeld
~Yν hält γ(0) = 0 fest und dreht das Frenetbein derart, dass die Su(ξ) ∈ T0M und die
Su(b2), ..., Su(bn) ∈ ν0M bleiben, also Aξ = ddu
∣∣
u=0
Su(ξ) ∈ T0M sowie
Aνbj =
d
du
∣∣
u=0
Su(bj) ∈ νγ(0)M .
Lemma 3.23: Unter diesen Annahmen gilt [Aν , Aµ] = ( ⋆ 00 0 ) ferner [Bν , Bµ] = (
⋆ 0
0 0 ) und
[Bµ, Aν ] =
(
⋆ 0
0 δµν X˜
)
, wobei δµν das Kroneckerdelta bezeichne. Für alle ν ∈ n sind ξ und
vν Eigenvektoren von A
2
ν mit Eigenwert −1. Alle anderen vµ 6= vν liegen in Kern(A2ν).
Beweis: Es gilt
[(
Aν | 0
0 | 0
)
,
(
Aµ | 0
0 | 0
)]
=
(
[Aν , Aµ] | 0
0 | 0
)
. Also ist σ(−A˜Tν A˜µ + A˜Tµ A˜ν) = 0
und σ ist bijektiv. Weiter gilt
[(
Aν | 0
0 | 0
)
,
(
Bµ | vµ
0 | 0
)]
=
(
[Aν , Bµ] | Aνvµ
0 | 0
)
. Wir können
mit (3.9) damit A˜ν genauer schreiben durch
Aν =


0 0 0 ⋆
0 0 ~eν 0
0 ~eTν 0 0
−⋆T 0 0 0


}ν0M ∪Kern (X)
}T0M ∪Kern (X) = Span{v1, ..., vn}
}T0M ∪ Bild (X) = Span{ξ}
}ν0M ∪ Bild (X) = Span{b2, ..., b2k}
2Matrizen aus K haben diagonale Blockgestalt aus k (2 × 2)-Böcken. Wir kennen daher eine Ba-
sis aus Eigenvektoren {vj ; j ∈ k}, so dass jeweils der j-te Block ( 0 −11 0 ) lautet. Dann ist X
2ν+1 =∑k
j=1(−1)
ν(ϑj)
2ν+1vj und die Basistransformationsmatrix ist eine Van-der-Monde-Matrix mit De-
terminante −
∏
ν ϑν
∏
j<m(ϑ
2
m − ϑ
2
j) 6= 0.
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mit den Einheitsvektoren ~e1, ..., ~en. Wir sehen sofort, dass wegen
AνAµ =


⋆ 0 0 0
0 −~eν~eTµ 0 0
0 0 −δµν 0
0 0 0 ⋆


ξ ein Eigenvektor von A2ν zum Eigenwert 1 ist. Weiterhin ist Aνvµ = −δµν ξ. Schließlich
ist σ(−A˜Tν B˜µ + B˜Tµ A˜ν) = Aνvµ. Da σ bijektiv ist, folgt [Bν , Aµ]
∣∣
Bild(X)
= δµνX.
Zuletzt betrachten wir
[(
Bν | vν
0 | 0
)
,
(
Bµ | vµ
0 | 0
)]
=
(
[Bν , Bµ] | Bνvµ − Bµvν
0 | 0
)
und
Bνvµ −Bµvν =
(
BνAµ −BµAν
)
ξ =
(
AµBν −X − (AνBµ −X)
)
ξ
s.u.
=
1
2
(
AµAν −AνAµ
)
Xξ =
1
2
( ⋆ 00 0 )
(
0 0
0 X˜
)
ξ = 0 .
Folglich ist σ(−B˜Tν B˜µ + B˜Tµ B˜ν) = 0, ferner σ injektiv.
Zu zeigen bleibt Bνξ = 12AνXξ:
Ohne Einschränkung betrachten wir ν = 1. Die Taylorentwicklungen von nahe 0 lauten
Aν(t) =
∑∞
j=1
tj
j!AνX
jξ1 = tvν +
1
2 t
2AXξ+ o(t3) und B1(t) = v1+ tB1Xξ1+ o(t2). Des
Weiteren sind ~Z1(t), ~Y1(t), ..., ~Yn(t) ∈ Tγ(t)M linear abhängig. Wir erhalten also mit
0 ≡ ~Z1(t) ∧ ~Y1(t) ∧ ... ∧ ~Yn(t)
= tn+1 ·
(
v1 ∧ 1
2
A1Xξ ∧ v2 ∧ ... ∧ vn +B1ξ ∧ v1 ∧ ... ∧ vn
)
+ o(tn+2)
= tn+1 · (B1ξ − 1
2
A1Xξ
) ∧ v1 ∧ ... ∧ vn + o(tn+2)
einerseits, dass (B1ξ − 12A1Xξ) ∈ T0M gilt. Andererseits ist B1ξ = B1γ˙(0) = ddt ~Z(0) ∈
ν0M , da ~Z ∈ J⊥1 (γ) und Xξ ∈ Span{b2, ..., b2k} ≤ ν0M , also AXξ ∈ ν0M ist. Folglich
gilt B1ξ − 12A1Xξ = 0.
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4 Schraubenflächen
Nach Sakamoto ist jede kompakte SchraubenmannigfaltigkeitM ⊂ RN mit dim(M) = n
eine Blaschkemannigfaltigkeit [Sak86b]. Insbesondere bedeutet dies, dass alle Geodäti-
schen einfach geschlossen mit gemeinsamer Periode sind, und, wenn n = 2 oder n
ungerade ist, dass M isometrisch zu einer Sphäre oder einem reellprojektiven Raum ist.
Wir wollen dennoch den Fall n = 2 betrachten, da hier die Ideen des folgenden Kapitels
einfacher dargestellt werden können. Ferner geben wir zuletzt einen neuen Beweis für
einen Satz von Y. Nikolayevsky.
Satz 4.1 (Vgl. [Nik00]): Eine kompakte Fläche M ⊂ RN mit einfachen Geodätischen, also
deren Geodätische Schraubenlinien sind, hat konstante Gaußkrümmung.
Bemerkung 4.2: Auf einer Fläche mit einfachen Geodätischen sind Geodätische Schrau-
benlinien, im Allgemeinen jedoch nicht kongruent. Nikolayevsky gibt ein Beispiel für
eine nicht helikale Fläche mit einfachen Geodätischen, siehe [Nik00].
Es sei M ⊂ RN eine kompakte Schraubenmannigfaltigkeit der Dimension 2 und
γ : R→M eine geschlossene Geodätische in M mit Periode 2π. Sie ist im Allgemeinen
nur proportional zur Bogenlänge parametrisiert. Weiter sei ~Y ∈ J⊥0 (γ) ein nicht ver-
schwindendes Jacobifeld längs γ. Ferner sei, sofern nicht anders gewählt, stets t ∈ R.
Dann ist ~Y (t) = Aγ(t) +α mit geeigneten A ∈ so(2), α ∈ RN ein trigonometrisch poly-
nomialer Vektor. Damit ist ‖~Y ‖2 ein trigonometrisches Polynom. Ein weiteres Jacobifeld
~Z ∈ J⊥(γ) ist nach Satz 2.12 gegeben durch
~Z(t) = ~Y (t) ·
∫ t
t0
‖~Y (s)‖−2ds
für 0 < t0, t < T := min{s ∈ R+; ‖~Y (s)‖ = 0}. Andererseits ist auch ~Z(t) = Bγ(t) + β
mit geeigneten B ∈ so(2), β ∈ RN ein trigonometrisch polynomialer Vektor und folglich
t 7→ ‖~Z(t)‖2 = ‖~Y (t)‖2 ·
(∫ t
t0
‖~Y (s)‖−2ds
)2
ebenso ein trigonometrisches Polynom.
Durch das orthogonale Jacobifeld ~Y lässt sich die Gaußkrümmung längs γ vermöge
K(γ(t)) = − ‖~Y ‖′′(t)‖γ˙‖2‖~Y ‖(t) , berechnen, solange ~Y (t) 6= 0 ist, siehe Proposition 2.4. Wir
werden zeigen, dass t 7→ ‖~Y (t)‖ der Betrag einer Sinusfunktion ist.
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In komplexer Schreibweise ist ‖~Y (t)‖2 =∑kν=−k bνeiνt = e−ikt ·P (eit) mit einem Po-
lynom P ∈ C[z] von Grad(P ) = 2k. Ferner ist bν = b−ν für alle ν ∈ k 0, da ‖Y (t)‖2 ∈ R
ist, und P (0) = b−k 6= 0. Eine Zerlegung in Linearfaktoren sei
P (z) = C ·
d∏
ν=1
(z − zν)mν (4.1)
mit paarweise verschiedenen Nullstellen zν ∈ C der Vielfachheit mν und
∑d
ν=1mν = 2k.
Da ‖~Y (t)‖2 reell ist, ist auch z−k ·P (z) ∈ R für alle z ∈ S1. Sei z ∈ S1, so ist z = 1z und
z−k · P (z) = z−k · P (z) = C · zk ·
d∏
ν=1
(
1
z
− zν
)mν
= C · zk ·
d∏
ν=1
(
1
zmν
(1− zνz)mν
)
= z−k · C ·
d∏
ν=1
(−zν)mν ·
d∏
ν=1
(
z − 1
zν
)mν
.
Nach dem Identitätssatz, vgl. [FL94], gilt P (z) = C ·∏dν=1(−zν)mν ·∏dν=1 (z − 1zν )mν
für alle z ∈ C. Es folgt:
Lemma 4.3: Ist zν ∈ C eine Nullstelle von P , so ist auch 1zν eine Nullstelle von P mit
derselben Vielfachheit mν .
Es sei z0 := eit0 . Wir berechnen für ~Z(t) = ~Y (t) ·
∫ t
t0
‖~Y (s)‖−2ds
‖~Z(t)‖2 = e−iktP (eit) ·
(∫ t
t0
eiks
P (eis)
ds
)2
= e−iktP (eit) ·
(∫ eit
z0
zk−1
iP (z)
dz
)2
.
Dabei ist festzustellen, dass das Kurvenintegral zunächst nur auf einer Umgebung von
{eit; 0 < t < T} sinnvoll definiert ist, auf der der Integrand holomorph ist. Interessant
ist also die Partialbruchzerlegung
zk−1
i · P (z) =
d∑
ν=1
mν∑
µ=1
aνµ
(z − zν)µ
mit aνmν 6= 0 für alle ν ∈ d . Wegen Grad(P ) = 2k > k− 1 gibt es keinen polynomiellen
Anteil in der Zerlegung.
Lemma 4.4: Für alle ν ∈ d ist aν1 = 0.
4. SCHRAUBENFLÄCHEN 51
Beweis: Es sei z = eit. Somit ist∫ z
z0
ζk−1
i · P (ζ)dζ =
d∑
ν=1
mν∑
µ=1
aνµ
∫ z
z0
1
(ζ − zν)µ dζ
=
d∑
ν=1
mν∑
µ=2
[ −aνµ
µ−1
(ζ − zν)µ−1
]z
ζ=z0
+
d∑
ν=1
aν1
∫ z
z0
1
ζ − zν dζ .
Ferner ist
(
~Y (t)
)T · ~Z(t) = (~Y (t))T ~Y (t) ·
(∫ eit
z0
ζk−1
i · P (ζ)dζ
)
= z−k · P (z) ·
(∫ z
z0
ζk−1
i · P (ζ)dζ
)
ein trigonometrisches Polynom, etwa
(
~Y (t)
)T · ~Z(t) = z−m˜Q(z), denn die Einträge von
~Y (t) und ~Z(t) sind trigonometrische Polynome. Somit definiert
T (z) :=zk−m˜
Q(z)
P (z)
−
d∑
ν=1
mν−1∑
µ=1
[ −aνµ
µ
(ζ − zν)µ
]z
ζ=z0
=
d∑
ν=1
aν1
∫ z
z0
1
ζ − zν dζ
für z ∈ C eine rationale Funktion. Sei T (z) =∑∞j=−j0 ̺j(z −w)j die Laurentreihenent-
wicklung von T nahe w ∈ C. Dann ist nahe w
T ′(z) =
∞∑
j=−j0
j 6=0
j̺j (z − w)j−1 =
d∑
ν=1
aν1
z − zν
Wählen wir w = zκ für κ ∈ d , so folgt aκ1 = 0.
Also ist mν ≥ 2 für alle ν ∈ d . Ferner hat zk−1i·P (z) in zν einen Pol der Ordnung mν .
Folglich hat
(∑d
ν=1
∑mν
µ=2
−aνµ
µ−1
[
1
(z−zν)µ−1
]z
z=eit0
)2
einen Pol der Ordnung 2mν−2 ≥ mν
in zν . Nun ist ‖~Z(t)‖2 ein trigonometrisches Polynom und hat daher keinen Pol in
zν 6= 0. Jedoch hat ‖~Z(t)‖2 = z−k · P (z) ·
(∑d
ν=1
∑µν
µ=2
−aνµ
µ−1
[
1
(z−zν)µ−1
]z
z=eit0
)2
genau
dann keinen Pol in zν , wenn 2mν − 2 = mν also mν = 2 gilt. Es folgt:
Proposition 4.5:
Es sei ~Y ∈ J⊥0 (γ) und z = eit. So ist ‖~Y (t)‖2 = z−kP (z) = z−kC
∏k
ν=1(z − zν)2
ein trigonometrisches Polynom mit paarweise und von 0 verschiedenen Nullstellen
z1, ..., zk. Mit zν ist auch
1
zν
eine der Nullstellen. Ferner gilt
zk−1
iP (z)
=
k∑
ν=1
aν
(z − zν)2 .
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Lemma 4.6: Für alle µ ∈ k − 20 gilt
∑k
ν=1
aν
z
µ+2
ν
= 0.
Beweis: Nahe z = 0 ist z 7→ 1
iP (z) holomorph. z 7→ z
k−1
iP (z) hat eine Nullstelle der Vielfach-
heit k − 1 in z = 0. Also gilt für alle µ ∈ k − 20
0 =
dµ
dzµ
∣∣∣∣
z=0
(
k∑
ν=1
aν
(z − zν)2
)
=
k∑
ν=1
aν · d
µ
dzµ
∣∣∣∣
z=0
1
(z − zν)2
=
k∑
ν=1
aν · (−1)
µ(µ+ 1)!
(z − zν)µ+2
∣∣∣∣
z=0
= (−1)µ(µ+ 1)! ·
k∑
ν=1
aν
(zν)µ+2
.
Lemma 4.7: M hat konstante Gaußkrümmung.
Beweis: Anders formuliert lautet Lemma 4.6:

1
z21
· · · 1
z2k
1
z31
· · · 1
z3k
...
...
1
zk1
· · · 1
zkk


︸ ︷︷ ︸
((k−1)×k)-Matrix
·


a1
a2
...
ak

 =


0
0
...
0

 (4.2)
Des Weiteren folgt einerseits mit P (z) =
∑2k
ν=0 bν−kz
ν
(
1
z
)k−1
iP (1
z
)
=
z1−k
i
∑2k
ν=0 bν−k(
1
z )
ν
=
z1−k
i(1z )
2k
∑2k
ν=0 bν−k(
1
z )
ν−2k =
zk+1
i
∑2k
ν=0 bν−kz2k−ν
und andererseits
(1z )
k−1
iP (1z )
=
k∑
ν=1
aν
(1z − zν)2
= z2
k∑
ν=1
aν
(1− zzν)2 = z
2
k∑
ν=1
aν
z2ν
(z − 1zν )2
.
Da
∑k
ν=1
aν
z2ν
(z− 1
zν
)2
eine (k − 1)-fache Nullstelle in 0 hat, erhalten wir analog zu (4.2)


0
0
...
0

 =


z21 · · · z2k
z31 · · · z3k
...
...
zk1 · · · zkk

 ·


a1
z21
a2
z22
...
ak
z2k

 =


1 · · · 1
z1 · · · zk
...
...
zk−21 · · · zk−2k

 ·


a1
a2
...
ak

 =: B · α .
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Mit (4.2) zeigen wir β := (a1
zk1
, · · · , ak
zkk
) ∈ Kern (B):
B ·


a1
zk1
a2
zk2
...
ak
zkk

 =


1 · · · 1
z1 · · · zk
...
...
zk−21 · · · zk−2k

 ·


1
zk1
0
. . .
0 1
zkk

 ·


a1
a2
...
ak


=


1
zk1
· · · 1
zkk
1
zk−11
· · · 1
zk−1k
...
...
1
z21
· · · 1
z2k

 ·


a1
a2
...
ak

 =


0
0
...
0


Dann ist entweder Rang (B) ≤ k − 2 oder α und β sind linear abhängig. Die Van-der-
Monde-Determinante der folgenden (k − 1)× (k − 1)-Untermatrix von B ist
det


1 · · · 1
z1 · · · zk−1
...
...
zk−21 · · · zk−2k−1

 =
∏
1≤µ<ν≤k−1
(zµ − zν) 6= 0 .
Folglich ist Rang(B) = k − 1 maximal und dim(Kern(B)) = 1. Wir erhalten, dass
α = c · β ist mit c ∈ C. Es ist nun c = zkν =
(
1
zν
)k
für alle ν ∈ k . Damit gilt
1 = (zνzν)
k = |zν |2k .
In unserer Wahl der Jacobifelder haben wir ~Y ∈ J⊥0 (γ), sprich P (1) = 0, gefordert.
Damit ist {zν ; ν ∈ k} die Menge der k-ten Einheitswurzeln und P (z) = C ·
∏k
ν=1(z−zν)2
= C
(
zk − 1)2. Schließlich ist
‖~Y (t)‖2 = e−ikt · P (eit) = e−ikt · C
(
eikt − 1
)2
= −4C˜
(
sin (
k
2
t)
)2
und die Gaußkrümmung für t ∈ (0, 2
k
π) ist nach Proposition 2.4
K(γ(t)) = − ‖
~Y ‖′′(t)
‖γ˙‖2‖~Y ‖(t) = −
−
√
−4C˜ (k2)2 sin k2 t
‖γ˙(t)‖2
√
−4C˜ sin k2 t
=
k2
4‖γ˙‖2 .
Also hat M konstante, positive Gaußkrümmung und ist daher isometrisch zu einer
Sphäre oder einem reell-projektiven Raum.
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(i) Ist M isometrisch zu einer Sphäre, so hat γ(0) den ersten konjugierten Punkt in
π. Damit ist k = 2 und M hat die Krümmung K ≡ 1‖γ˙‖2 .
(ii) Ist M isometrisch zu einem reell projektiven Raum, so hat γ(0) den ersten kon-
jugierten Punkt in 2π. Damit ist k = 1 und M hat die Krümmung K ≡ 1
4‖γ˙‖2 .
Wir sind noch nicht ganz bei Nikolayevskys Aussage angelangt, da wir zu Beginn
gefordert haben, dass alle Geodätischen in M kongruente Schraubenlinien sind. Um
diese Voraussetzung zu beseitigen, folgen wir Nikolayevskys Beweis, siehe [Nik00] Seite
5 f. Es sei M ⊂ RN eine Fläche, deren Geodätische alle Schraubenlinien sind.
Zunächst sei γ : R→M, t 7→ p+∑kν=1 xν cos(ϑνt)eν+xν sin(ϑνt)fν mit orthonorma-
len Vektoren {eν , fν ; ν ∈ k} eine nicht geschlossene Geodätische. Es sei L der rationale
Aufspann von {ϑν ; ν ∈ k} und d := dimQ(L) ≥ 2. Dann ist der Abschluss {γ(t); t ∈ R}
ein flacher rationaler Torus der Dimension d. Da M kompakt ist, ist d = 2.
Nun seien alle Geodätischen in M geschlossen. So ist M eine SC-Mannigfaltigkeit
nach [Bes78] und damit haben alle Geodätische dieselbe Periode, ohne Einschränkung
2π. Ist γ von obiger Form, so sind alle ϑν ∈ N und
γ(t) = p+
k˜∑
j=1
cos(jt)ej + sin(jt)fj
mit orthogonalen Vektoren {ej , fj}j∈k˜ mit ‖ej‖ = ‖fj‖ =: rj und rk˜ 6= 0 (man beachte,
dass einige rj = 0 sein können). Nikolayevsky nennt deg(γ˙(0)) := k˜ den Grad von γ bzw.
von γ˙(0) ∈ UM. Es sei D ⊂ UM die Menge, auf welcher deg : UM → N stetig ist. Er
zeigt schließlich, D ist dicht und offen in UM. Daraus schließt er, dass ein Jacobifeld ~Y
längs γ mit γ˙(0) ∈ D von der von uns genutzten Form ~Y (t) = e−mitR(eit) mit einem po-
lynomialen Vektor R ∈ CN [z] ist. Hier können wir also unseren Beweis anschließen und
somit ist Satz 4.1 bewiesen. Nikolayevsky wählt beliebige Jacobifelder ~Jν ∈ J⊥(γ) mit
~Jν(t) := e
−mitQν(eit). Sein Beweis ist kürzer als unserer, aber in den Rechnungen eng an
die Dimension 2 gebunden. Denn hier lassen sich Q1 und Q2 als polynomiale Vielfache
desselben polynomialen, nicht isotropen Vektors Qν(z) = Rν(z) · V (z) darstellen. Die
Wronskibedingung 2.3 reduziert sich zu (R′1R2−R1R′2)(z)
(
V (z)
)T
V (z) ≡ konst ·z2m−1,
einer Bedingung an die komplexen Polynome Ri. In höheren Dimensionen sind die Rν
und V durch Matrizen zu ersetzen und Kommutativität sowie Nullteilerfreiheit gehen
verloren. Im folgenden Kapitel wollen wir unseren Ansatz in höhere Dimensionen erwei-
tern.
5 Jacobitensoren in Dimension größer 2
5.1 Jacobitensoren auf Schraubenmannigfaltigkeiten
Ab jetzt sei M ⊂ RN eine kompakte Schraubenmannigfaltigkeit der Dimension n + 1
und γ eine (einfach geschlossene) Geodätische in M mit kleinster Periode 2π. Es sei
nun ~J1, . . . , ~J2n ∈ J⊥(γ) eine Basis des Raumes der orthogonalen Jacobifelder. Nach
Proposition 3.10 ist ~Jν(t) = Aνγ(t) + bν für ν ∈ 2n mit Aν ∈ so(N), bj ∈ RN ein
trigonometrisch polynomialer Vektor. Also gibt es polynomiale Vektoren Pν : C→ CN
vom Grad 2mν , so dass für alle t ∈ R
~Jν(t) =
1
zmν
· Pν(z)
∣∣∣∣
z=eit
gilt. Es sei m := maxj∈2n mν . Da sich jedes orthogonale Jacobifeld ~J ∈ J⊥(γ) als
Linearkombination der ~Jν schreiben lässt, finden wir einen geeigneten polynomialen
Vektor P ∈ CN [z] mit ~J(t) = 1
zm
· P (z)∣∣
z=eit
und Grad(P ) ≤ 2m. Jeder Jacobitensor
Y = (~Y1, . . . , ~Yn) längs γ lässt sich also schreiben als
Y(t) =
1
zm
· R(z)
∣∣∣∣
z=eit
, (5.1)
wobei R ∈ CN×n[z] eine polynomiale Matrix mit Grad(R) ≤ 2m ist.
Ab sofort sei Y stets ein Lagrangetensor längs γ derart, dass auf einem Intervall
I ⊂ R die Matrix G(t) := (Y(t))TY(t) invertierbar ist. Mit I sei immer ein so zu dem
momentan gewählten Y passendes Intervall gemeint und es sei stets t0 ∈ I mit z0 := eit0 .
Wir definieren
g(z) :=
(
R(z)
)T
R(z) ∈ Cn×n . (5.2a)
Dann gibt es C ∈ C, d, d0, d1, . . . , dd ∈ N und paarweise verschiedene 0, z1, . . . , zd ∈ C
mit
det g(z) = Czd0
d∏
ν=1
(z − zν)dν . (5.2b)
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Somit ist G(t) = 1
z2m
g(z)
∣∣
z=eit
. Wegen Y(t) ∈ RN×n folgt mit eit = z = 1
z
∈ S1
z−2mn · det g(z) = z−2mn · det g(z) = C · z2mn · 1
zd0
·
d∏
ν=1
(
1
z
− zν)dν
= C · z2mn−d0 ·
l∏
ν=1
[
1
zdν
(1− zνz)dν
]
= z−2mn · z(4mn−2d0−
∑d
ν=1 dν) · C
d∏
ν=1
(−zν)dν · zd0
d∏
ν=1
(z − 1
zν
)dν .
Also gilt nach dem Identitätssatz
zd0C
d∏
ν=1
(z − zν)dν = z(4mn−2d0−
∑d
ν=1 dν) · zd0 · C
d∏
ν=1
(−zν)dν ·
d∏
ν=1
(z − 1
zν
)dν
für alle z ∈ C und wir erhalten:
Lemma 5.1: Mit den obigen Bezeichnungen gilt
(i) Für jede Nullstelle zν ∈ C \{0} des Polynoms det g(z) ∈ C[z] ist auch 1zν eine
Nullstelle. Beide haben dieselbe Vielfachheit dν .
(ii) Es ist 4mn = 2d0 +
∑d
ν=1 dν .
Nach Satz 2.12 können wir jeden weiteren Jacobitensor Z längs γ als
Z(t) = Y(t)
(∫ t
t0
(
G(s)
)−1
ds · C2 + C1
)
=
1
zm
·R(z)
(∫ z
eit0
(
1
ζ2m
g(ζ)
)−1 1
iζ
dζ · C2 + C1
)∣∣∣∣
z=eit
für alle t ∈ I mit geeigneten C1, C2 ∈ Rn×n. Auch hier ist das Wegintegral auf einer
Umgebung von {eit; t ∈ I}, auf der der Integrand holomorph ist, zu verstehen. Uns
interessiert die Partialbruchzerlegung von 1iz
(
1
z2m
g(z)
)−1
= −iz2m−1 1det g(z)
(
g(z)
)ad
,
wobei
(
g(z)
)ad
eine polynomiale Matrix ist: Es sei p ∈ K[x] das charakteristische Po-
lynom det
(
g(z)− xEn×n
)
von g(z) über dem Körper K der rationalen Funktionen mit
p = p0+ p1x+ · · · . Dann sind die Koeffizienten p0 = det
(
g(z)
)
, p1, ... ∈ C[z] Polynome.
Es gilt 0 = p
(
g(z)
)
und
(
g(z)
)ad
:= p0·
(
g(z)
)−1
= ·
(
p1En×n + p2g(z) + p3
(
g(z)
)2
+ ...
)
ist eine polynomiale Matrix. Diese Partialbruchzerlegung hat die Form
−iz2m−1 (g(z))−1 =
d∑
ν=1
dν∑
µ=1
A(ν,µ)
(z − zν)µ +
d0∑
̺=1
B(̺)
z̺
+
s∑
σ=0
C(σ)zσ (5.3)
mit A(ν,µ), B(̺), C(σ) ∈ Cn×nsym und s ∈ N. Unser Ziel ist die folgende, zu Proposition 4.5
analoge Aussage.
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Satz 5.2: Mit den gewählten Bezeichnungen finden wir einen Lagrangetensor Y, der
Folgendes erfüllt:
Es ist det g(z) = Czd0
∏d
ν=1(z − zν)2 ∈ C[z] mit paarweise verschiedenen Nullstellen
z0 = 0, z1, ..., zd ∈ C. Ferner ist(
1
z2m
g(z)
)−1
= iz
d∑
ν=1
Aν
(z − zν)2
mit geeigneten Rang-1-Matrizen A1, . . . , Ad ∈ Cn×nsym die Partialbruchzerlegung von(
G(t)
)−1
. Des Weiteren gibt es für alle ν ∈ d ein µ ∈ d mit zµ = 1zν . Diese erfüllen(
iAµ
zµ
)
=
iAν
zν
.
Wir unterteilen den Beweis von Satz 5.2 in mehrere Teile:
(i) Zunächst beweisen wir, dass A(ν,1) = B(1) = 0 für alle ν ∈ d gilt (Lemma 5.3)
(ii) und es für alle ν ∈ d ein µ ∈ dν gibt mit A(ν,µ) 6= 0 (Lemma 5.4).
(iii) Es ist s = d0 − 2 und C(̺−2) = −B(̺) für alle ̺ ∈ d0 \{1} (Lemma 5.6).
(iv) Dann finden wir eine Menge von Lagangetensoren Y, für die alle B(̺) = 0 sind.
(v) In dieser Menge werden wir den gesuchten Lagrangetensor finden.
Der Übersicht halber wollen wir in den folgenden Lemmata aufeinander aufbauende
Bezeichnungen wählen und, sofern nicht anders bemerkt, z ∈ C und t0, t ∈ I und
z0 := e
it0 voraussetzen.
Lemma 5.3: Für ν ∈ d gilt A(ν,1) = 0 und es ist B(1) = 0.
Beweis: Wir betrachten zunächst den Lagrangetensor Z, den wir aus Satz 2.12 durch die
Matrizen C1 = 0, C2 = En×n erhalten. Es sei Rˆ ∈ CN×n[z] eine polynomiale Matrix,
so dass Z(t) = 1zm Rˆ(z)
∣∣
z=eit
gilt. Folglich ist mit z = eit und mit einem geeigneten
D ∈ Cn×n
1
zm
Rˆ(z) =
1
zm
R(z) ·
∫ z
z0
(
1
ζ2m
g(ζ)
)−1 1
iζ
dζ
=
1
zm
R(z) ·
( d∑
ν=1
dν∑
µ=2
−1
µ−1A
(ν,µ)
(z − zν)µ−1 +
d0∑
̺=2
−1
̺−1B
(̺)
z̺−1
+
s∑
σ=0
1
σ+1C
(σ)zσ+1 +D +
∫ z
z0
(
d∑
ν=1
A(ν,1)
(ζ − zν) +
B(1)
ζ
)
dζ
)
.
(5.4)
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Multiplizieren wir diese Gleichung mit zm
(
R(z)
)T
, so erhalten wir
Cn×n ∋ (R(z))T Rˆ(z) = g(z) · ( . . . )
Wir wählen eine kleine, einfach zusammenhängende Umgebung U ⊂ C von {es; s ∈ I},
so dass 0, zν /∈ U für alle ν ∈ d . Schließlich definieren wir eine holomorphe Funktion
T : U → Cn×n durch
T (z) :=
∫ z
z0
d∑
ν=1
A(ν,1)
(ζ − zν) +
B(1)
ζ
dζ
sowie eine rationale, auf U holomorphe Funktion S : C \({zν ; ν ∈ d} ∪ {0}) → Cn×n
durch
S(z) :=
(
g(z)
)−1(
R(z)
)T
Rˆ(z)−
( d∑
ν=1
dν∑
µ=2
−1
µ−1A
(ν,µ)
(z − zν)µ−1
+
d0∑
̺=2
−1
̺−1B
(̺)
z̺−1
+
s∑
σ=0
1
σ + 1
C(σ)zσ+1 +D
)
und sehen T (z) = S(z) für alle z ∈ U nach dem Identitätssatz. Auch die Ableitungen
sind gleich. Es ist T ′(z) =
∑d
ν=1
A(ν,1)
(z−zν)+
B(1)
z
holomorph auf C \{zν ; ν ∈ d0} fortsetzbar.
Der Identitätssatz sagt nun T ′(z) = S′(z) außerhalb der Pole {zν ; ν ∈ d0}. Für κ ∈ d
sind die Laurentreihenentwicklungen um zκ gleich T ′(z) = A
(κ,1)
(z−zκ) +
∑∞
j=0 τj(z − zκ)j
beziehungsweise S(z) =
∑∞
j=−dκ sj(z − zκ)j und S′(z) =
∑∞
j=−dκ jsj(z − zκ)j−1. Ein
Koeffizientenvergleich zeigt uns A(κ,1) = 0.
Auf analoge Weise sehen wir B(1) = 0.
Lemma 5.4: Für alle ν ∈ n gibt es ein µ ∈ dν , so dass A(ν,µ) 6= 0 ist.
Beweis: Es gilt g(z)
(
g(z)
)ad
= det(g(z))En×n und det(
(
g(z)
)ad
) = (det(g(z)))n−1 =
Cn−1z(n−1)d0
∏d
ν=1(z − zν)(n−1)dν . Sei κ ∈ d . Wäre A(κ,µ) = 0 für alle µ ∈ dκ , so wäre
zκ eine hebbare Singularität von
−iz2m−1
det(g(z))
(
g(z)
)ad
= −iz2m−1(g(z))−1 = d∑
ν=1
dν∑
µ=2
A(ν,µ)
(z − zν)µ +
d0∑
̺=2
B(̺)
z̺
+
s∑
σ=0
C(σ)zσ
vergleiche (5.3). Also teilte (z − zκ)dκ jede Komponente von
(
g(z)
)ad
und (z − zκ)ndκ
teilte det(
(
g(z)
)ad
). Dies wäre ein Widerspruch.
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Korollar 5.5: Es folgt dν ≥ 2 für alle ν ∈ d .
Lemma 5.6: Es gilt s = d0 − 2 und C(σ) = −B(σ+2) für alle 0 ≤ σ ≤ s.
Beweis: Wegen G(t) ∈ Rn×n ist mit z = eit ∈ S1
R
n×n ∋
(
G(t)
)−1
=
(
1
z2m
g(z)
)−1
= iz
(
d∑
ν=1
dν∑
µ=2
A(ν,µ)
(z − zν)µ
+
d0∑
̺=2
B(̺)
z̺
+
s∑
σ=0
C
(σ)
z
σ
)
=
(
1
z2m
g(z)
)−1
=
−i
z
·
(
d∑
ν=1
dν∑
µ=2
A(ν,µ)
(z − zν)µ
+
d0∑
̺=2
B(̺)
z̺
+
s∑
σ=0
C(σ)zσ
)
= −iz ·
(
d∑
ν=1
dν∑
µ=2
zµ−2
(−zν)µ(z −
1
zν
)µ
A(ν,µ) +
d0∑
̺=2
B(̺)z
̺−2 +
s∑
σ=0
C(σ)
zσ+2
)
= −iz ·

 d∑
ν=1
dν∑
µ=2

µ−2∑
j=0
(
µ−2
j
)
·
(
1
zν
)j
(z − 1
zν
)j+2

 A(ν,µ)
(−zν)µ
+
d0∑
̺=2
B(̺)z
̺−2 +
s∑
σ=0
C(σ)
zσ+2
,

,
wobei wir im letzten Schritt verwendet haben, dass z
k
(z−w)k+2 =
1
(z=w)2
·
(
1 + w
z−w
)k
=∑k
j=0
(
k
j
)
wj
(z−w)j+2 für alle k ∈ N0 und w ∈ C gilt. Ein Koeffizientenvergleich der jeweils
letzten zwei Terme gibt uns das Ergebnis.
Nach (5.1) können wir jeden Lagrangetensor Y durch eine polynomiale Matrix R(z)
mit GradR(z) ≤ 2m als Y(t) = z−mR(z)∣∣
z=eit
darstellen. Somit ist
Grad(g) ≤ 2Grad(R) ≤ 4m
und det
(
g(z)
)
ist ein Polynom mit Grad (det(g)) ≤ 4mn ist. Wir definieren
Λ(γ) :=

Y;
Y ist Lagrangetensor längs γ
und es gibt ein offenes Intervall I ⊂ R, so dass
G(t) =
(
Y(t)
)T
Y(t) für alle t ∈ I invertierbar ist.

 , (5.5a)
l := max
Y∈Λ(γ)
(Grad(det(g))) ≤ 4mn , (5.5b)
Λl(γ) := {Y ∈ Λ;Grad(det(g)) = l} . (5.5c)
Nun wählen wir ein Y ∈ Λl(γ) mit Partialbruchzerlegung
−iz2m−1(g(z))−1 = d∑
ν=1
dν∑
µ=2
A(ν,µ)
(z − zν)µ +
d0∑
̺=2
(
B(̺)
z̺
−B(̺)z̺−2
)
und t0 ∈ I. Wir schreiben H(t) :=
∫ t
t0
(
G(s)
)−1
ds und definieren die rationale Matrix-
funktion h als Stammfunktion der Partialbruchzerlegung mit der Integrationskonstanten
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A0 ∈ Cn×nsym so gewählt, dass h(eit0) = 0 gilt:
h(z) :=
d∑
ν=1
dν∑
µ=2
−1
µ−1A
(ν,µ)
(z − zν)µ−1 +
d0∑
̺=2
( −1
̺−1B
(̺)
z̺−1
− 1
̺−1B
(̺)z̺−1
)
+A0 . (5.6)
Wir sehen, dass h(eit) = H(t) für i ∈ I. Es seien Z ∈ Λ(γ) und C1, C2 ∈ Rn×n,
so dass Z(t) = Y(t) · (H(t)C2 + C1) gilt. Insbesondere ist dann CT2 C1 symmetrisch.
Es folgt GZ(t) =
(
Z(t)
)T
Z(t) =
(
H(t)C2 + C1
)T · G(t) · (H(t)C2 + C1) und damit
det
(
GZ(t)
)
= det
(
G(t)
) · ( det (H(t)C2 + C1) )2 sowie
gZ(e
it) =
(
RZ(e
it)
)T
RZ(e
it) = e2mitGZ(t) =
(
H(t)C2 + C1
)T
e2mitG(t)
(
H(t)C2 + C1
)
=
(
h(eit)C2 +C1
)T
g(eit)
(
h(eit)C2 + C1
)
.
Nach dem Identitätssatz gilt diese Gleichheit sogar für alle z ∈ C. Des Weiteren folgt
det
(
gZ(z)
)
= det
(
g(z)
) · ( det (h(z)C2 + C1) )2
und, da Y ∈ Λl(γ) ist,
Grad (det(g)) ≥ Grad (det(gZ)) = Grad
(
det(g)
(
det (hC2 + C1)
)2)
. (5.7)
Lemma 5.7: Es seien Y ∈ Λ(γ) und C ∈ Rn×n
sym
. Dann gilt für alle s ∈ R nahe 0
Zs(t) := Y(t) (H(t) · sC + En×n) ∈ Λ(γ) .
Wir schreiben Gs(t) :=
(
Zs(t)
)T
Zs(t), Zs(z) := z−mQs(z) und gs(z) :=
(
Qs(z)
)T
Qs(z).
Beweis: Die Funktion f : R×I → R, (s, t) 7→ det (Gs(t)) ist stetig. Es sei t0 ∈ I, also
det
(
G0(t0)
)
> 0. Nahe (0, t0) gibt es also eine Umgebung U , so dass f |U > 0 ist. Wir
finden ein Rechteck a := (−ε, ε) × I0 ⊂ U , so dass f |a > 0. Für jedes s ∈ (−ε, ε) und
jedes t ∈ I0 ist also Gs(t) invertierbar und folglich Zs ∈ Λ(γ).
Bemerkung 5.8: Im Allgemeinen wird sich mit einer solchen Variation das Intervall I
ändern. Betrachten wir auf der S2 den Großkreis S2 ∩ v⊥. So ist jedes orthogonale
Jacobifeld ~J der Form ~J(t) = (a sin(t) + b cos(t)) · v. Wählen wir ~Y (t) = sin(t) · v
und t0 = π,C = 1. Als maximal wählbares Intervall erhalten wir I = (0, π). Die die
obige Variation ergibt ~Zs(t) = (sin(t) + s cos(t)) · v. Die Nullstelle t1 = 0 wandert in
differenzierbarer Abhängigkeit mit s durch t1(s) = − arctan(s). Diese Abhängigkeit
werden wir in Lemma 5.10 genauer betrachten.
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Lemma 5.9: Es gilt B(̺) = 0 für alle 2 ≤ ̺ ≤ d0.
Beweis: Wir zeigen zunächst, dass für alle ̺ ∈ Ψ := {2; ...; d0} die Hauptdiagonale von
B(̺) null ist. Hierzu seien j ∈ n und C = Ejj und Zs wie oben. Dann ist
det
(
h(z)sC + En×n
)
= shjj(z) + 1 .
Wäre B(̺0)jj 6= 0 für ein maximales ̺0 ∈ Ψ, so wäre hjj(z) =
∑̺0
̺=2
−1
̺−1B
(̺)
jj z
̺−1 + p(z)
q(z)
mit Polynomen p, q ∈ C[z] und Grad(p) < Grad(q) nach (5.6). Aber
l
(5.7)
≥ Grad
(
det
(
g(z)
) · (shjj(z) + 1)2)
= Grad
(
det
(
g(z)
))
+ 2(̺0 − 1) > Grad
(
det
(
g(z)
))
= l
ist ein Widerspruch und die Hauptdiagonale von B(̺) ist für alle ̺ ∈ Ψ gleich null.
Für alle anderen Einträge verfahren wir analog mit i < j ∈ n und C2 = Eij + Eji.
Da h(z) symmetrisch ist, folgt
det (h(z)C2 + C1) = det
(
shii(z)+1 shij(z)
shji(z) shjj(z)+1
)
= (shii(z) + 1)(shjj(z) + 1)− (shij(z))2 .
Wäre B(̺0)ij 6= 0 für ein maximales ̺0 ∈ Ψ, so wäre hij(z) =
∑̺0
̺=2
−1
̺−1B
(̺)
ij z
̺−1 + p(z)
q(z)
mit p(z), q(z) ∈ C[z] und Grad q(z) < Grad q(z). Aber
l
(5.7)
≥ Grad
(
det
(
g(z)
) · [(shii(z) + 1)(shjj(z) + 1)− (shij(z))2]2)
= Grad (det g(z)) + 4(̺0 − 1) > Grad (det g(z)) = l
ist ein Widerspruch und wir sehen 0 = B(σ0)ij = B
(̺)
ji für alle ̺ ∈ Ψ und i, j ∈ n .
Nun wählen wir Y ∈ Λl(γ) mit maximalem d, also dass det(g(z)) maximal viele,
paarweise und von 0 verschiedene Nullstellen besitzt.
Lemma 5.10: Es sei C ∈ Rn×n
sym
. Für s ∈ R nahe 0 ist die Schreibweise
det(gs(z)) = α(s) · zd0 ·
∏
ν∈d
(z − zν(s))dν (5.8)
mit differenzierbaren Funktionen α und zν wohldefiniert.
Bemerkung 5.11: Für kleine C ∈ Rn×nsym ist ZC(t) := Y(t) (H(t) · C + En×n) ∈ Λ(γ)
nach Lemma 5.7 ein Lagrangetensor. Lemma 5.10 zeigt nun, dass die Nullstellen von
det
(
ZC(t)
TZC(t)
)
in C = 0 differenzierbar von C abhängen.
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Beweis: Wir betrachten das Polynom in s und z
m(s, z) := α(s)zd0(s)
∏
ν∈d(s)
(z − zν(s))dν (s) = det(gs(z)) .
Wir zeigen zuerst, dass d und die dν für kleine |s| nicht von s abhängen.
Sei κ ∈ d . Seien r, s0 > 0 klein, dann ist m|[−s0,s0]×Br(zκ) gleichmäßig stetig. Also
finden wir für jedes ε > 0 ein δκ > 0, so dass für alle (s1, z1), (s2, z2) ∈ [−s0, s0]×Br(zκ)
mit ‖(s1 − s2, z1 − z2)‖ ∈ [−δκ, δκ] gilt |m(s1, z1) −m(s2, z2)| < ε. Insbesondere folgt
dies für s1 = 0, z1 = z2 sowie s2 ∈ [−δκ, δκ].
Wir wählen r > 0 so klein, dass Br(zν) ∩Br(zµ) = ∅ für alle ν 6= µ ∈ d0 gilt. Dann
existiert ein 0 < ε ≤ min{|m(0, z)|; z ∈ ⋃ν∈d0 ∂B r2 (zν)}. Wir wählen {δν ; ν ∈ d0} wie
oben und setzen δ := minν∈d0 δν . Für alle z ∈
⋃
ν∈d0 ∂B r2 (zν) und s ∈ [−δ, δ] erhalten
wir
|m(0, z) −m(s, z)| Wahl von δ< ε Wahl von ε≤ |m(0, z)| .
Für alle s ∈ [−δ, δ] erfüllen also m(0, ·) und m(s, ·) die Voraussetzungen des Satzes von
Rouché in der Nähe jedes zκ:
Satz 5.12 (Satz von Rouché, vergleiche [FL94], S.164): Es seien f und g holomorph im Bereich
U , weiter sei Γ ein Randzyklus des Teilbereichs V ⊂ U . Gilt |f(z)− g(z)| < |f(z)| auf
Spur(Γ), so haben f und g gleichviele Nullstellen in V (mit Vielfachheiten gezählt).
Das bedeutet, eine kleine Änderung von s lässt die Anzahl der Nullstellen nach Viel-
fachheiten gezählt innerhalb ∂Br(zκ) fest. Da nach Wahl von Y aber m(s, z) nicht mehr
paarweise verschiedene Nullstellen als m(0, z) besitzen kann, bleiben die Vielfachheiten
dν ≡ dν(s) der Nullstellen zν(s) erhalten und damit auch ihre Anzahl d(s) ≡ d. Die
Nullstelle z0 = 0 ändert sich zudem nicht. Folglich ist
m(s, z) = α(s)zd0
∏
κ∈d
(z − zκ(s))dκ
eine wohldefinierte Darstellung.
y
x
×
zν
zν(s)×zµ
zµ(s)
Br(zµ)
Br(zν)
Br(0)
Da m(s, z) ein Polynom in s und z ist, ist s 7→ α(s) als Koeffizient des höchsten
Grades bzgl. z differenzierbar. Wir müssen also noch die Differenzierbarkeit der Funktion
s 7→ zκ(s) zeigen.
5.1. JACOBITENSOREN AUF SCHRAUBENMANNIGFALTIGKEITEN 63
Wir definieren fs(z) := ∂
dκ−1
∂zdκ−1
m(s, z). Dann ist fs(z) für festes s ein Polynom in
z mit einer einfachen Nullstelle in zκ(s) nahe zκ(0) = zκ. Dieses entwickeln wir nahe
zκ als fs(z) =
∑L
l=0 ̺l(s)(z − zκ)l, wobei die Koeffizienten ̺l Polynome in s sind mit
̺0(0) = 0 und ̺1(0) 6= 0. Wir wollen also das Gleichungssystem
0 ≡ fs(x+ iy) =
(
fRes (x+ iy)
f Ims (x+ iy)
)
nahe zκ = xκ + iyκ und s = 0 nach s auflösen und dazu den Satz über implizite
Funktionen, vgl. [Kön04], anwenden. Es gilt
Df(0,xκ,yκ) =
(
∂
∂s
∣∣
s=0
fs(zκ) D(f0)(xκ,yκ)
)
.
Da f0 als Polynom holomorph ist und die Cauchy-Riemann-Gleichungen erfüllt, folgt
det
(
D(f0)(xκ,yκ)
)
= |f ′0(zκ)|2 = |̺1(0)|2 6= 0 .
Also gibt es eine nahe 0 implizit gegebene, differenzierbare Funktion s 7→ zκ(s) mit
fs(zκ(s)) ≡ 0 für kleine s und z˙κ(0) = ̺
′
0(0)
̺1(0)
. Damit sind α, zκ differenzierbar nahe s = 0
von s abhängig.
Lemma 5.13: Es ist −iz2m−1(g(z))−1 = iz∑dν=1 A(ν,2)(z−zν)2 .
Beweis: Sei κ ∈ d und C ∈ Rn×nsym . Wir setzen d˜κ := −1 + max{µ ∈ dκ ;A(κ,µ) 6= 0}
und definieren eine nahe zκ holomorphe und nicht verschwindende Matrix Aκ durch
Aκ(z) := (z − zκ)d˜κh(z). Es gilt Aκ(zκ) = −1d˜κ A
(κ,d˜κ+1). Wir betrachten mit
m(s, z) = m(0, z) ·
(
det
(
Aκ(z)
(z − zκ)d˜κ
sC + En×n
))2
= α(s)zd0
∏
ν∈d
(z − zν(s))dν
ein Polynom in z ∈ C und s ∈ R nahe 0. Es sei t ∈ I und s ∈ R nahe 0. Dann ist
m(s, eit) ∈ R+, da Gs(t) positiv definit ist. Es folgt
2 · log
(
det
(
Aκ(z)
(z − zκ)d˜κ
sC + En×n
))
= log
m(s, z)
m(0, z)
= logm(s, z)− logm(0, z) .
Nach s abgeleitet erhalten wir
2 Spur
(
Aκ(z)
(z − zκ)d˜κ
C
( Aκ(z)
(z − zκ)d˜κ
sC + En×n
)−1)
=
∂
∂sm(s, z)
m(s, z)
=
α′(s)
α(s)
+
∑
ν∈d
−dνz′ν(s)
z − zν(s)
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und somit in s = 0
α′(0)
α(0)
−
∑
ν∈d
dν
z′ν(0)
z − zν =
2Spur(Aκ(z)C)
(z − zκ)d˜κ
nach dem Identitätssatz für alle z ∈ C \{zν ; ν ∈ d}. Wir sehen gleich, dass wir C ∈ Rn×nsym
so wählen können, dass Spur(Aκ(zκ)C) 6= 0 gilt. Ein Koeffizientenvergleich zeigt dann,
dass d˜κ = 1 und
Spur
(
Aκ(zκ)C
)
= −dκ
2
z′κ(0) (5.9)
gilt (man beachte, dass z′κ(0) von C abhängt).
Zu zeigen: Es gibt ein C ∈ Rn×n mit Spur(Aκ(zκ)C) 6= 0.
Wir wissen, dass Aκ(zκ) 6= 0 gilt. Ist Aκ(zκ)jj 6= 0 wählen wir C = Ejj
und sind fertig. Angenommen die Diagonale ist 0, so gibt es i < j ∈ n
mit Aκ(zκ)ij 6= 0. Wir setzen S := En×n + Eij . Mit
(
STAκ(zκ)S
)
ii
=
2 (Aκ(zκ))ij . Dann hat S
TAκ(zκ)S einen Eintrag auf der Hauptdiagonalen
ungleich null. Mit C := SEjjST ist Spur(Aκ(zκ)C) = Spur
(
STAκ(zκ)SEjj
)
= 2 (Aκ(zκ))ij 6= 0.
Es gilt also h(z) =
∑
ν∈d
−A(ν,2)
z−zν +A0 und damit
−iz2m−1(g(z))−1 = iz d∑
ν=1
A(ν,2)
(z − zν)2 . (5.10)
Lemma 5.14: Für alle ν ∈ d ist RangA(ν,2) = 1 und dν = 2.
Beweis: Wir behalten alle im vorangegangenen Beweis eingeführten Bezeichnungen. Die
zweite Ableitung ∂
2
∂s2
m(0, z) ist
(
α′′α− α′2
α2
)
(0)−
∑
ν∈d
dν
z′′ν (0)
z − zν −
∑
ν∈d
dν
(z′ν(0))2
(z − zν)2 = −2 Spur
((
Aκ(z)C
z − zκ
)2)
und ergibt nach Koeffizientenvergleich
Spur
((
Aκ(zκ)C
)2)
=
1
2
dκ(z
′
κ(0))
2 =
2
dκ
(
Spur
(
Aκ(zκ)C
))2
.
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Da wir C ∈ Rn×nsym beliebig gewählt hatten, nehmen wir nun C + uD mit beliebigen
D ∈ Rn×nsym und u ∈ R. Des Weiteren sei C ∈ Rn×nsym wie oben konstruiert, so dass
Spur
(
Aκ(zκ)C
) 6= 0 und Rang(C) = 1 ist. Wir erhalten damit
0 ≡1
2
d
du
∣∣∣∣
u=0
(
Spur
([
Aκ(zκ) (C + uD)
]2)− 2
dκ
[
Spur
(
Aκ(zκ) (C + uD)
)]2)
=Spur
(
Aκ(zκ)CAκ(zκ)D
)− 2
dκ
Spur
(
Aκ(zκ)C
)
Spur
(
Aκ(zκ)D
)
=Spur
( [
Aκ(zκ)CAκ(zκ)− 2 Spur(Aκ(zκ)C)
dκ
Aκ(zκ)
]
DT
)
.
Da 〈A,B〉Rn×nsym :=
1
2 Spur(AB
T ) das euklidische Skalarprodukt auf dem Raum der reel-
len symmetrischen Matrizen ist und D ∈ Rn×nsym beliebig ist, schließen wir, dass sowohl
Real- als auch Imaginärteil der Matrix [. . . ] und damit sie selbst null ist:
Aκ(zκ)CAκ(zκ)− 2 Spur(Aκ(zκ)C)
dκ
Aκ(zκ) = 0 für jedes C ∈ Rn×nsym . (5.11)
Es folgt
0 =Aκ(zκ)CAκ(zκ)C − 2dκ Spur(Aκ(zκ)C)Aκ(zκ)C
=
[
x2 − 2dκ Spur(Aκ(zκ)C)x
]
x=Aκ(zκ)C
.
Also teilt das Minimalpolynom von Aκ(zκ)C das Polynom x
(
x − 2dκ Spur(Aκ(zκ)C)
)
.
Folglich ist Aκ(zκ)C ähnlich zur Diagonalmatrix
Aκ(zκ)C ∼=


2
dκ
Spur(Aκ(zκ)C)
. . .
2
dκ
Spur(Aκ(zκ)C)
0
. . .
0


mit
Spur
(
Aκ(zκ)C
)
= Rang
(
Aκ(zκ)C
) · 2
dκ
Spur
(
Aκ(zκ)C
)
. (5.12)
Wegen Spur(Aκ(zκ)C) 6= 0 und 1 = Rang(C) ≥ Rang
(
Aκ(zκ)C
)
= dκ2 ≥ 1 ist die
Vielfachheit des Eigenwertes 2dκ Spur(Aκ(zκ)C). Diese ist somit gleich 1 und dκ = 2.
Wir betrachten nun C = En×n und zwei Fälle:
(i) Ist Spur
(
Aκ(zκ)
) 6= 0, so ist Rang (Aκ(zκ)) = 1 nach (5.12).
(ii) Ist Spur
(
Aκ(zκ)
)
= 0, so teilt das Minimalpolynom von Aκ(zκ) das Polynom x2.
Folglich ist Aκ(zκ)2 = 0. Es seien ζ := Re
(
Aκ(zκ)
)
, η := Im
(
Aκ(zκ)
) ∈ Rn×nsym .
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Dann ist 0 = Aκ(zκ)2 = (ζ + iη)2 = ζ2 − η2 + i(ζη + ηζ) und ζ2 = η2 6= 0.
Ferner ist ζη = −ηζ = −(ζη)T schiefsymmetrisch, also 〈ζ, η〉Rn×nsym = 0. Da-
mit ist Spur(Aκ(zκ)ζ) = Spur(ζζ) + iSpur(ζη) = ‖ζ‖2Rn×nsym > 0. Nach (5.12)
ist Rang
(
Aκ(zκ)ζ
)
= 1 und nach (5.11) gilt
Spur
(
Aκ(zκ)ζ
) ·Aκ(zκ) = Aκ(zκ)ζ ·Aκ(zκ) .
Somit ist 0 < Rang(Aκ(zκ)) ≤ Rang(Aκ(zκ)ζ) = 1.
Schließlich haben wir gezeigt, dass Aκ(zκ) = −A(κ,2) Rang 1 hat.
Lemma 5.15: Es gilt:
(i) Ist ν ∈ d und zν ∈ S1, so ist iA(ν,2)zν =
(
iA(ν,2)
zν
)
∈ Rn×n
sym
.
(ii) Ist ν ∈ d und zν /∈ S1, gibt es nach Lemma 5.1 ein µ ∈ d mit zµ = 1zν und es
gilt iA
(µ,2)
zµ
=
(
iA
(ν,2)
zν
)
.
Beweis: Wie im Beweis zu Lemma 5.6 nutzen wir G(t) ∈ Rn×n, also
Rn×n ∋ (G(t))−1 = ( 1
w2m
g(w)
)−1
= iw
(
d∑
ν=1
A(ν,2)
(w − zν)2
)
=
(
1
w2m
g(z)
)−1
=
−i
w
·
(
d∑
ν=1
A(ν,2)
(w − zν)2
)
= −iw ·

 d∑
ν=1
A(ν,2)
zν2
(w − 1
zν
)2

 .
Ist zµ = 1zν , so ergibt ein Koeffizientenvergleich
i
zµ
A(µ,2) = −izν A(ν,2)zν2 =
(
iA(ν,2)
zν
)
.
Wir haben also gezeigt, dass für unser gewähltes Y ∈ Λl(γ) die Partialbruchzerlegung
z2m
(
g(z)
)−1
= iz
∑
ν∈d
A(ν,2)
(z − zν)2
lautet und A(ν,2) eine komplexe, symmetrische Matrix von Rang 1 mit den Eigenschaften
aus Lemma 5.15 ist. Damit ist Satz 5.2 bewiesen.
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5.2 Die Partialbruchzerlegung
In diesem Kapitel wollen wir die eben gewonnene Partialbruchentwicklung weiter un-
tersuchen. Sei κ ∈ d . Wir finden ein wκ ∈ Cn \{0}, so dass wκwTκ = −iA
(κ,2)
zκ
gilt. Es
sei zµ = 1zκ , so gilt nach Lemma 5.6 wκwκ
T =
(
−iA(κ,2)
zκ
)
= −iA
(µ,2)
zµ
= wµw
T
µ . Daher
können wir wµ = wκ wählen. Insbesondere folgt für zκ = 1zκ ∈ S1, dass wκ ∈ Rn oder
wκ ∈ iRn ist.
Bemerkung 5.16: Der Fall 0 = −izκ Spur(A
(κ,2)) = Spur
(
wκw
T
κ
)
= wκ
Twκ ist nicht ausge-
schlossen. Da wκ dann isotrop ist, ist wκwTκ nilpotent von Ordnung 2.
Lemma 5.17: (i) Für jedes ν ∈ d gibt es ein wν ∈ Cn, so dass
(
G(t)
)−1
= iz
∑
ν∈d
A(ν,2)
(z − zν)2
∣∣∣∣
z=eit
= z
∑
ν∈d
−zνwνwTν
(z − zν)2
∣∣∣∣
z=eit
gilt. Ist zν ∈ S1, so folgt wν ∈ Rn. Ist zν /∈ S1 und sei zµ = 1zν , so ist wν = wµ.
(ii) Die Nullstellen z1, ..., zd lassen sich so sortieren, dass z1, ..., zn ∈ S1 sind und
w1, ..., wn ∈ Rn eine Basis bilden.
(iii) Ist zκ = e
itκ , so ist Ywκ ein Jacobifeld mit Nullstelle tκ. Genauer gibt es einen
trigonometrisch polynomialen Vektor V , so dass Y(t)wκ = sin(
t−tκ
2 ) · V ( t2 ) gilt.
Beweis: Ad (i): Sei zκ = eitκ ∈ S1 mit wκ ∈ εRn und ε ∈ {1; i}. Wir zeigen, dass ε = 1
gilt. In Bemerkung 2.11 hatten wir gesehen, dass G(t) symmetrisch positiv semidefinit
ist. Folglich ist auch
(
G(t)
)−1
symmetrisch positiv definit, sofern G(t) invertierbar ist.
Wählen wir t nahe tκ, so gilt
0 <
wTκ
ε
(
G(t)
)−1wκ
ε
=
iz
ε2
∑
ν∈d
wTκA
(ν,2)wκ
(z − zν)2
∣∣∣∣
z=eit
= ε2z
∑
ν∈d
−zνwTκwνwTν wκ
(z − zν)2
∣∣∣∣
z=eit
= ε2
−eiteitκ
(eit − eitκ)2︸ ︷︷ ︸
= 1
(2 sin( t−tκ2 ))
2
‖wκ‖4 +

z ∑
ν∈d\{κ}
−zν
(
wν
Twκ
)2
(z − zν)2


z=eit︸ ︷︷ ︸
beschränkt für t→ tκ, etwa |· · ·| ≤ c
t nahe tκ≤ ε
2‖wκ‖2(
2 sin
(
t−tκ
2
))2︸ ︷︷ ︸
t→tκ−→ +∞
+c .
Folglich ist ε2 = 1. Die übrigen Aussagen wurden oben zu Beginn des Kapitels gezeigt.
Ad (ii): Angenommen, es gäbe ein v ∈ Rn \{0} mit v ⊥ {wν ; ν ∈ d ∧ zν ∈ S1}. Dann
wäre vT
(
G(t)
)−1
v ∈ R+0 für alle t ∈ R definiert und für fast alle ungleich 0 - nämlich
für alle t ∈ R mit det(G(t)) 6= 0. Integrieren wir dies über eine Periode, so erhalten wir
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mit (5.13) durch
R+ ∪{∞} ∋
∫ 2π
0
eit
∑
ν∈d
−zν
(
wν
T v
)2
(eit − zν)2 dt =
∑
ν∈d
zν /∈S1
izν
(
wν
T v
)2 ∫
S1
1
(ζ − zν)2 dζ = 0
einen Widerspruch. Also ist Span{wν ; ν ∈ d ∧ zν ∈ S1} = Rn, insbesondere gibt es
n verschiedene Nullstellen (nach Umsortieren) z1, ..., zn ∈ S1 mit linear unabhängigen
w1, ..., wn ∈ Rn.
Ad (iii): Jedes v ∈ Rn definiert ein Jacobifeld ~Z ∈ J⊥(γ) durch
~Z(t) := Y(t)
∫ t
t0
(
G(s)
)−1
ds v =
∑
ν∈d
zν(z − z0)wνT v
(z − zν)(z0 − zν) z
−mR(z)wν
∣∣∣∣
z=eit
.
Nun ist ~Z(t) := z−mQ(z)
∣∣
z=eit
ein trigonometrisch polynomialer Vektor. Für jedes ν ∈ d
teilt also (z − zν) den polynomialen Vektor R(z)wν .
Sei κ ∈ d mit zκ = eitκ ∈ S1. So ist wκ ∈ Rn und ~Y (t) := Y(t)wκ definiert ein
Jacobifeld ~Y ∈ J⊥(γ). Wie oben folgt, dass V (z) := R(z)wνz−zκ ein polynomialer Vektor ist.
Wir schließen aus
~Y (t) = z−mR(z)wκ
∣∣∣∣
z=eit
= sin
(
t− tκ
2
)
·
(
2i
√
zeitκ
(z − eitκ)
R(z)wκ
zm
)
z=eit
= sin
(
t− tκ
2
)
·
(
2iζei
tκ
2
ζ2m
R(ζ2)wκ
(ζ2 − zκ)
)
ζ=e
it
2
= sin
(
t− tκ
2
)
·
(
2iei
tκ
2
ζ2m−1
V (ζ2)
)
ζ=e
it
2
,
dass Y(t)wκ
sin( t−tκ2 )
= 2ie
i
tκ
2
ζ2m−1
V (ζ2)
∣∣
ζ=e
it
2
ein trigonometrisches Polynom in t2 ist.
Bemerkung 5.18: In diesen Termen und mit z0 = eit0 lautet
h(z) =
∑
ν∈d
−A(ν,2)
ζ − zν
∣∣∣∣z
ζ=z0
=
∑
ν∈d
−izνwνwTν
ζ − zν
∣∣∣∣z
ζ=z0
=
∑
ν∈d
izν(z − z0)
(z − zν)(z0 − zν)wνw
T
ν . (5.13)
Für z = eit ∈ S1 berechnen wir die Vorfaktoren. Sei zuerst zκ ∈ S1, dann ist
−izκ
ζ − zκ
∣∣∣∣e
it
ζ=eit0
=
1
2
· 2ie
i t
2 ei
tκ
2
eit − eitκ ·
2iei
t0
2 ei
tκ
2
eit0 − eitκ ·
eit − eit0
2iei
t
2 ei
t0
2
=
sin( t−t02 )
2 sin( t0−tκ2 ) · sin( t−tκ2 )
.
Sei zν /∈ S1 und zµ = 1zν , so ist
(
izν(z−z0)
(z−zν)(z0−zν)
)
=
−izν( 1z− 1z0 )
( 1
z
−zν)( 1z0−zν)
=
1
zν
(z−z0)
(z− 1
zν
)(z0− 1zν )
=
izµ(z−z0)
(z−zµ)(z0−zµ) . Es folgt
izν
ζ − zν
∣∣∣∣e
it
ζ=eit0
wνw
T
ν +
izµ
ζ − zµ
∣∣∣∣e
it
ζ=eit0
wµw
T
µ = 2Re
(
izν
ζ − zν
∣∣∣∣e
it
ζ=eit0
wνw
T
ν
)
.
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Proposition 5.19: Es gibt maximal 2n Nullstellen auf S1.
Da M eine Blaschkemannigfaltigkeit ist, ist der Abstand zweier konjugierter Werte aus
π Z. Definieren also z1 und z2 zueinander konjugierte Werte, so ist z2 = ±z1.
Beweis: Nach Lemma 5.17 wissen wir, dass z1, ..., zn ∈ S1 gilt und w1, ..., wn ∈ Rn linear
unabhängig sind. Es sei z1, ..., zn0 alle paarweise verschiedenen Nullstellen von det
(
g(z)
)
auf S1. Ist n = n0, so ist nichts zu zeigen. Sei also n > n0. Wir sortieren sie zunächst
„der Größe“ nach:
zν = e
itν mit 0 ≤ t1 < t2 < ... < tn0 < 2π mit passendem wν ∈ Rn , wie oben.
Ferner wählen wir rekursiv n Nullstellen aus:
(i) Es seien z˜1 := z1, t˜1 := t1 und w˜1 := w1.
(ii) Es seim(ν) := min
{
µ ∈ n0 ;wµ /∈ Span{w˜1, ..., w˜ν−1}
}
für ν = 2, ..., n. Wir setzen
z˜ν := zm(ν), t˜ν := tm(ν) und w˜ν := wm(ν).
Dann sind w˜1, ..., w˜n linear unabhängig und definieren n S
1
z˜1 = z1
z˜2 = z2
z˜4
zr
z˜3 = z3
z˜n
z4
linear unabhängige Jacobifelder ~Yν := Yw˜ν ∈ J⊥(γ). Nach
Lemma 5.17 gilt ~Yν(t˜ν) = 0.
Es sei r ∈ n0\Bild(m). Wir werden zeigen, dass tr ∈ [π, 2π) liegt, im Bild also
alle grünen Nullstellen auf dem unteren Halbkreis liegen müssen. Für ~Y := Ywr gilt
ebenfalls ~Y (tr) = 0. Ferner seien wr :=
∑n
ν=1 λνw˜ν und s1 := min
{
ν ∈ n ;λν 6= 0
}
sowie s2 := max
{
ν ∈ n ;λν 6= 0
}
. Wir bemerken nach Wahl der w˜ν , dass ts2 < tr < 2π
ist. Abschnittsweise definieren wir ein stückweise differenzierbares Vektorfeld ~J längs
γ|[ts1 ,tr ]:
~J(t) :=


∑k
ν=s1
λν ~Yν(t) , für s1 ≤ k ≤ s2 − 1 und t˜k ≤ t < t˜k+1∑s2
ν=s1
λν ~Yν(t) , für k = s2 und t˜k ≤ t ≤ tr
.
Wegen ~Yk(t˜k) = 0 und limtցt˜k
~J(t) = ~J(t˜k) =
∑k
ν=s1
λν ~Yν(t˜k) =
∑k−1
ν=s1
λν ~Yν(t˜k) =
limtրt˜k
~J(t) ist ~J wohldefiniert, stückweise differenzierbar und verschwindet in den
Randpunkten ~J(ts1) = 0 = ~J(tr). In der Notation von [Spi79] ist ~J ∈ Ωγ|[ts1 ,tr ]. Für die
Indexform, vergleiche [Spi79] oder [Mil73], gilt
E⋆⋆( ~J, ~J) = −
∫ tr
ts1
〈 ~J, D
2
ds2
~J +Rγ( ~J, γ˙, γ˙)〉(s) ds −
s2∑
ν=s1+1
〈J(t˜ν),∆t˜ν
D~J
dt
〉
= −
s2∑
ν=s1+1
〈 ~J(t˜ν),∆t˜ν
D~J
dt
〉 .
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In dieser Summe verschwinden die Randterme, da ~J dort 0 ist. Für s1 + 1 ≤ k ≤ s2 ist
∆t˜k
D~J
dt
= lim
tցt˜k
(
D
dt
~J(t)
)
− lim
tրt˜k
(
D
dt
~J(t)
)
=
k∑
ν=s1
λν
D
dt
~Yν(t˜k)−
k−1∑
ν=s1
λν
D
dt
~Yν(t˜k) = λk
D
dt
~Yk(t˜k)
und ~J(t˜k) =
∑k−1
ν=s1
λν ~Yν(t˜k). Da Y ein Lagrangetensor ist, folgt
〈 ~J(t˜k), λkD
dt
~Yk(t˜k)〉 =
k−1∑
ν=s1
λνλk〈~Yν(t˜k), D
dt
~Yk(t˜k)〉 =
k−1∑
ν=s1
λνλk〈D
dt
~Yν(t˜k), ~Yk(t˜k)〉 = 0
und damit auch E⋆⋆( ~J, ~J) = 0.
Es gilt Proposition 4.9 aus [Spi79]: „Es sei γ : [a, b] → M ein Geodätische ohne
konjugierte Punkte. Dann ist E⋆⋆( ~W, ~W ) 6= 0 für alle nicht verschwindenden ~W ∈ Ωγ .“
Folglich muss γ|[t˜s1 ,tr ] konjugierte Punkte tragen. Diese haben, daM eine Blaschkeman-
nigfaltigkeit ist, einen Abstand von mindestens π. Also gilt
2π > tr ≥ t˜s1 + π ≥ π .
Daher ist
{
zν ∈ S1; zν /∈ {z˜µ;µ ∈ n}
} ⊂ {eiϕ;ϕ ∈ [π, 2π)}.
Wäre |{zν ∈ S1; zν /∈ {z˜µ;µ ∈ n}}| > n, so wäre die Menge der zugehörigen Vek-
toren wν linear abhängig. Wir könnten wie oben ein Vektorfeld ~J1 konstruieren, das
in den Endpunkten verschwindet und E⋆⋆( ~J1, ~J1) = 0 erfüllt. Wir schließen, dass die
Endpunkte nicht beide in {eiϕ;ϕ ∈ [π, 2π)} liegen können. Dies ist ein Widerspruch.
Also ist |{zν ∈ S1; zν /∈ {z˜µ;µ ∈ n}}| ≤ n.
Gibt es mehr als n Nullstellen, so impliziert der Beweis, dass der Konjugiertenradius
π ist. Ist der Modellraum von M der RPn, so tritt der erste konjugierte Punkt erst nach
einer Länge von 2π auf. Es folgt:
Korollar 5.20: Gibt es mehr als n Nullstellen auf der S1, so ist M einfach zusammen-
hängend, bzw. der Modellraum ist nicht RPn.
Wir definieren eine polynomiale Matrix U(z) ∈ Cn×n[z] durch
U(z) :=
∑
ν∈d
−zν

 ∏
µ∈d\{ν}
(z − zµ)2

 · wTν wν (5.14)
und sehen mit z = eit(
G(t)
)−1
= iz
∑
ν∈d
A(ν,2)
(z − zν)2 = z
∑
ν∈d
−zνwνwTν
(z − zν)2 =
z∏
ν∈d(z − zν)2
· U(z) .
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Proposition 5.21: Es sei U ∈ Cn×n
sym
[z] ein polynomiale Matrix wie in (5.14), das meint
mit paarweise von 0 verschiedenen z1, ...zd sowie w1, ..., wd ∈ CN \{0} und für alle
ν ∈ d gibt es ein µ ∈ d , so dass zµ = 1zν und wνwTν = wµwµT gilt. Dann sind folgende
Aussagen äquivalent:
(i) z−2mg(z) := 1z ·
∏
ν∈d(z − zν)2 ·
(
U(z)
)−1
ist eine trigonometrisch polynomia-
le Matrix mit reellen Werten auf der S1 und polynomialer Matrix g(z) mit
det(g(z)) = Czd0
∏
ν∈d(z − zν)2.
(ii) det(U(z)) hat eine Nullstelle der Ordnung d− n in z0 = 0.
Beweis: „(i)⇒(ii)“: Wir berechnen:
C det(U(z)) = C det

z2m−1 ∏
ν∈d
(z − zν)2g(z)−1


= z(2m−1)n
∏
ν∈d
(z − zν)2n · z−d0
∏
ν∈d
(z − zν)−2
= zd−n
∏
ν∈d
(z − zν)2(n−1) ,
denn, da z−2mg(z)|S1 ∈ Rn×n gilt, ist 4mn = 2d0 + 2d vergleiche Lemma 5.1.
„(ii)⇒(i)“: Zunächst gilt für z = 1
z
∈ S1(
z−2mg(z)
)−1
:= z ·
∏
ν∈d
(z − zν)−2 · U(z) = z
∑
ν∈d
−zν
(z − zν)2wνw
T
ν
=
1
z
∑
µ∈d
−1
zµ(
1
z
− 1
zµ
)2
wµwµ
T =
1
z
∑
µ∈d
−zµz2
(z − zµ)2wµwµ
T = (z−2mg(z))−1 ∈ Rn×n .
Für κ ∈ d und v ∈ {v˜ ∈ Cn;wTκ v˜ = 0} = Kern(wTκ ) ist ferner U(z)v durch (z − zκ)2
teilbar. Wir wählen eine Basis v1, ..., vn ∈ Cn mit det(v1, ..., vn) = 1 und v2, ..., vn
∈ Kern(wTκ ). Dann sind n − 1 Spalten von U(z) · (v1, ..., vn) durch (z − zκ)2 teilbar.
Damit ist det(U(z)) = det(U(z) · (v1, ..., vn)) durch (z − zκ)2(n−1) teilbar. Wir erhalten
mit einem geeigneten p(z) ∈ C[z]
det(U(z)) = zd−n ·
∏
ν∈d
(z − zν)2n−2 · p(z) .
Nun ist für z ∈ S1
R ∋ det (z−2mg(z))−1 = det
(
zU(z)∏
ν∈d(z − zν)2
)
=
zn∏
ν∈d(z − zν)2n
det(U(z))
=
zd∏
ν∈d
1
zν
·∏ν∈d(z − zν)2︸ ︷︷ ︸
∈R, vgl. Lemma 5.1
·
∏
ν∈d
1
zν
· p(z) .
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Es folgt
∏
ν∈d
1
zν
· p(z) ∈ R, also 1
zν
· p(z) ≡ p0 ∈ R. Wir hatten gesehen, dass die
letzten n − 1 Spalten von U(z) · (v1, ..., vn) durch (z − zν)2 teilbar sind. Damit ist(
U(z) · (v1, ..., vn)
)ad
durch (z − zν)2(n−2) teilbar, also auch
(
U(z)
)ad
. Wir sehen mit
z−2mg(z) =
1
z
∏
ν∈d
(z − zν)2 [U(z)]−1 = z
n−d−1
p0
∏
ν∈d(z − zν)2n−4
(
U(z)
)ad
,
dass z−2mg(z) ein trigonometrisches Polynom ist.
Korollar 5.22: Die Funktion z 7→ det
(∑
ν∈d
−zνwνwTν
(z−zν)2
)
= det(U(z))∏
ν∈d(z−zν)2n hat in z0 = 0
eine Nullstelle der Vielfachheit d− n.
Durch einsetzen von 1z erhält man leicht:
Korollar 5.23: Die Funktion z 7→ det
(∑
ν∈d
−zνwνwTν
(1−zzν)2
)
hat in z0 = 0 eine Nullstelle der
Vielfachheit d− n.
Proposition 5.24:
Ist M eine Schraubenmannigfaltigkeit, also eine Blaschkemannigfaltigkeit, nicht iso-
metrisch zum RPn, so gilt
det

∑
ν∈d
−zνwνwTν
z − z2ν

 ≡ 0 .
Beweis: Sei M nicht isometrisch zum RPn, so hat M den konjugierten Radius π. Ein
Lagrangetensor Z ab t0 mit Z(t0) = 0 und det
(
D
dt
Z(t0)
) 6= 0 ist also genau auf t0+2π Z
nicht injektiv, bzw. GZ(t) =
(
Z(t)
)T
Z(t) ist genau auf t0 + 2π Z nicht invertierbar. Sei
t0 ∈ I und z0 = eit0 , so dass −z0 /∈ {zν ; ν ∈ d} ist. Ein solcher ist für t ∈ I gegeben
durch Z(t) := Y(t)
∫ t
t0
(
G(s)
)−1
ds = z−mR(t)h(z)|z=eit . Da beide Seiten trigonometrisch
polynomiale Matrizen sind, gilt diese Gleichheit sogar für alle t ∈ R, sofern die rechte
Seite definiert ist. Wir berechnen 0 = det
(
GZ(t0+π)
)
= det
(
G(t0+π)
) ·det (h(−z0))2,
also mit (5.13)
0 = det(h(−z0)) = det

∑
ν∈d
−izνwνwTν
ζ − zν
∣∣∣∣−z0
ζ=z0

 = det

∑
ν∈d
−2izνz0
(z20 − z2ν)
wνw
T
ν

 .
Dies gilt für alle t nahe t0 und nach Identitätssatz für alle z0 ∈ C.
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Bemerkung 5.25: Es sei
Ω(γ) :=
{
X ∈ Λ(γ);∃t0 ∈ R : X(t0) = 0 ∧ det
((
D
dt
X(t0)
)T D
dt
X(t0)
)
6= 0
}
.
Es seien X ∈ Ω(γ) und t0 ∈ R passend mit z0 := eit0 . Ferner sei X(t) := z−mQ(z)
∣∣
z=eit
und h :=
(
Q(z)
)T
Q(z). Da M eine Blaschkemannigfaltigkeit ungleich RPn ist, ist
det
(
h(z)
)
= 0 für ein z ∈ S1 genau dann, wenn z ∈ {±z0} gilt. Also hat jeder La-
grangetensor in Ω(γ) genau zwei Nullstellen auf der S1. Wir wählen X ∈ Ω(γ) nun so,
dass die Anzahl a der Nullstellen ζ1, ..., ζa ∈ C \
(
S1 ∪ {0}) maximal ist.
Es sei nun Y ∈ Λ(γ), so dass det g(z0) 6= 0 ist und det
(
G(z)
)
maximal viele Nullstel-
len hat, also
(
G(t)
)−1
= iz
∑
ν∈d
−zνwTν wν
(z−zν)2 gilt. Ferner sei G(t0) = En×n die Einheits-
matrix. Dann ist
X(t) = Y(t)
∫ t
t0
(
G(τ)
)−1
dτ C .
Wir betrachten nun für kleine u ∈ R die Familie
Xu(t) = Y(t)
∫ t
t0+u
(
G(τ)
)−1
dτ C ∈ Ω(γ) .
Sei weiter Hu(t) :=
(
Xu(t)
)T
Xu(t) und hu passend. Auch hier folgt wie in Lemma 5.10,
dass
̺(u, z) := det(hu(z)) = β(u)z
B(z − ζ0(u))b
+
0 (z + ζ0(u))
b−0
∏
µ∈a
(z − ζµ(u))bµ
wohldefiniert ist mit differenzierbaren Funktionen u 7→ β(u), ζµ(u). Des Weiteren ist
d
du
∣∣∣∣
u=0
log
(
det
(
Hu(t)
))
=
β′(0)
β(0)
+
−b+1 ζ ′0(0)
z − ζ0 +
b−1 ζ
′
0(0)
z + ζ0
+
∑
µ∈µ
−bµζ ′µ(0)
z − ζµ
∣∣∣∣
z=eit
=
d
du
∣∣∣∣
u=0
log
(
det(G(t)) · (det(C))2 · (det(∫ t
t0+u
(
G(τ)
)−1
dτ
))2)
= 2Spur
((∫ t
t0
(
G(τ)
)−1
dτ
)−1)
= −2 Spur



∑
ν∈d
zνwνw
T
ν
z − zν
∣∣∣∣e
it
z=w0

−1

 .
Die linke Seite dieser Gleichung hängt nur von der Variation u 7→ Xu ab, wohingegen
die rechte Seite allein durch Y bestimmt wird. Außerdem kennen wir auch das Produkt
der Eigenwerte von
∫ t
t0
(
G(τ)
)−1
dτ :
(
det
(∫ t
t0
(
G(τ)
)−1
dτ
))2
= konst · z
B(z − ζ0)b+0 (z + ζ0)b−0
∏
µ∈a(z − ζµ)bµ
zd0
∏
ν∈d(z − zν)2
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bzw.
det
(∫ t
t0
(
G(τ)
)−1
dτ
)
= konst · zB−d02 · (z − ζ0)
b+
0
2 (z + ζ0)
b−
0
2
∏
µ∈a(z − ζµ)
bµ
2∏
ν∈d(z − zν)
Bei der Frage, ob eine Schraubenmannigfaltigkeit ein D’Atri-Raum ist, vgl. Seite 33,
ist das Volumenelement längs einer Geodätischen in Polarkoordinaten interessant. Be-
trachten wir p = γ(t0), so ist ωp(τ,
γ′(0)
‖γ˙(0)‖ ) = c ·
√
det
((
X(τ + t0)
)T
X(τ + t0)
)
das
Volumenelement längs γ, wobei die Konstante c von ‖γ˙(t)‖ und C ∈ Rn×n, so dass
die Spalten von D
dt
X(t0)C ein Orthonormalsystem bilden, abhängt. Wenn man die Null-
stellen ζ0, ζ1, ..., ζa bestimmen kann, kann man prüfen, ob ωp(τ,
γ′(0)
‖γ˙(0)‖ ) = ωp(−τ, γ
′(0)
‖γ˙(0)‖ )
gilt, und damit, ob M ⊂ RN ein D’Atri-Raum ist.
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