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ABSTRACT 
Our purpose in this paper is to delineate precisely the extent to which one can 
make explicit calculations involving the most basic linear feedback systems. Our 
results center around the Galois theory of the “root-locus” equation p(s)+ kq( s) = 0 
and the Lie symmetries associated with the related differential equation p(D)x + 
k( t)q(D)x = 0, D = d/h. We show that the Galois theory leads to a more refined 
classification, but that these theories are related in a substantial way. Considerable 
insight into this is obtained through the study of the monodromy group associated 
with algebraic curve defined by p(s) + k9( s) = 0. 
1. INTRODUCTION 
A basic object of interest in automatic control is the differential equation 
jc= Ax - kbcr 
with A an n-by-n matrix, c and b row and column vectors, and k a scalar. This 
describes the behavior under feedback of a single-input, single-output linear 
system. In attempting to understand how to select k in such a way as to 
achieve a desired performance, engineers, beginning with Evans [l], often 
construct the “root locus”-the projection onto the s-plane of the locus 
Im k = 0 on the Riemann surface defined in (s, k )-space by det( Is - A + kbc) 
= 0. Laplace’s expansion for the determinant in terms of r-by-r and (n - r)- 
by-( n - r) minors shows that as a polynomial in k, the degree of det(Zs - A 
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-t- kD) is less than or equal to the rank of D. Because bc is of rank one, 
det(Zs - A - kbc) can be expressed as p(s)+ kq(s) with p(s) being a manic 
polynomial of degree n and 9(s) being of degree less than p(s). We study 
here the Galois theory of such an equation with the goal of determining the 
intrinsic complexity of carrying out the desired constructions. At the same 
time, in treating certain types of applications one is forced to consider the 
above differential equation with k varying as a function of time. In this 
situation it is often desirable to express the fundamental solutions in the form 
with {Hi} n-by-n matrices and {g,( .)) scalar functions of time. It is known 
that this is possible for It] sufficiently small, provided that the Hi are taken to 
be a basis for the matrix Lie algebra {A, bc},, generated by A and bc. Thus 
the dimension and structure of (A, bc},, is also a measure of the complexity 
of dealing with jc= Ax - k(t)bcx. 
Our main point here is that the study of the Galois group of p(s)+ kq(s), 
regarded as a polynomial in s over the field of rational functions F(k), and the 
study of {A, bc},, as an F-Lie algebra can be quite profitably carried out 
together. Moreover, by considering p(s)+ kq(s) as defining an algebraic 
curve branched over the Riemann sphere, we can embed the monodromy 
group ( = Galois group) of this branched cover as a subgroup of 
(exp{A, bc},,}Cz and represent it as a subgroup of the Weyl group of the Lie 
algebra {A, bc},,. 
This is a continuation of earlier work [2-51, but nowhere have we 
previously exploited the Galois point of view. In [3] we took A and bc to be 
real and described {A, bc} LA as a real Lie algebra. The same results obtain if 
we allow A and bc to be complex and regard (A, bc), as a complex Lie 
algebra The proofs given there are rather long and computational. In [5] we 
allowed (A, bc} to be complex and described (A, bc},, as a real Lie algebra. 
This is more involved. Beginning with Car-tan, there has been an interest in 
determining which Lie algebras can arise as matrix Lie algebras acting 
irreducibly and containing a rank one (in the sense of linear algebra) element. 
Cartan [6], in his study of Lie algebras of the infinite type, wrote down the 
answer, but not the complete proof, and the problem has been returned to 
time and again [7-91 in that context. Kostant also considers this Lie-algebra 
question in [lo], and applies the results to a problem involving the sectional 
curvature of Riemannian manifolds. Recently Byrnes and Stevens [ll] in- 
vestigated the Galois theory of a matrix version of p(s)+ kq(s), and there has 
been a considerable interest in the relationship between Lie algebras and 
algebraic curves in connection with completely integrable hamiltonian sys- 
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terns (for example [12]). This paper has points of contact with each of these 
investigations. 
2. SOME NOTATION 
If A is a n-by-n matrix, its rth compound will be denoted by A(‘), 
1 =G r G n. It is well known and easy to see that 
(I + hA)“‘- Zcr)= i M$” 
i=l 
We define A,,, as Mr. It plays the role of an “infinitesimal rth compound” 
and has, as its eigenvalues, the r-fold sums of the eigenvalues of A. By 
analogy, if p(s) = s* + p,_rsn-r + . . . + p, is a manic polynomial with roots 
si, then we define for 1~ r < n 
I1P(& = r-I 
l<i,<iz<... <i,<n 
(s - si, - si, - . . . - SJ 
If the coefficients of p he in a field F, then the coefficients of [p(s)] crj belong 
to the same field. This can be seen by arguing that the coefficients of [p(s)] crj 
are symmetric functions of the roots of p(s) or by verifying (making use of the 
above statement about the eigenvalues of A,,,) that if A is the companion 
matrix constructed from p(s), then [ ~(s)]~,, = det(Zs - A,,,). It is not dif- 
ficult to verify that for nu = p,_, 
CP(S>lw = I( - l)“P(U - S&n-r) 
Of course, the degree of [p(s)] crj is given by the binomial coefficient 
We also define, for A an n-by-n matrix, the operator ad,(M) = AA4 - MA. 
This is clearly a linea:. operator mapping the set of n-by-n matrices into itself. 
Its eigenvalues are of !Le form A i - hi’ with {A j}:= r being the eigenvalues of 
A. With p(s) as above we define 
ad[p(s)] = n 
l<i,j<n 
(s - si + sj). 
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We note that if p(s) has coefficients in a field F, then ad[p(s)] is a 
polynomial over F which has s = 0 as a zero of multiplicity n or higher. Thus 
s -“ad[p(s)] is a polynomial over F, and from its definition, we see that it is 
necessarily even. The classical construction of the discriminant is closely 
related to ad[ p(s)], since p(s) has a repeated root if and only if s is a factor of 
s-“ad[p(s)]. 
There is one thing more to be pointed out for later use, and this concerns 
a further relationship between [p(s)] c2j and ad[ p( s)]. Specifically, if ad[ p( s)] 
has a repeated root, then in terms of the roots (si) of p(s) we have for some 
i * j, k * 1 and {i, I>* {k, Z} 
si - sj = Sk - S[. 
However, this implies {i, Z} * { j, k} and 
and so ~(2s) [p(s)](,, has a repeated root as well. Thus if the roots of p(s) 
are distinct, we may assert that ~(2s) [p(s)] c2j has a repeated root if and only 
if s-n ad[p(s)] has a repeated root, and that the number of distinct nonzero 
roots of ad[p(s)] is twice the number of distinct roots of ~(2s) [p(s)],, minus 
2n. 
3. THE GALOIS THEORY 
Let F be a field, and let p(s)=s”+~,_~s~~~+ ... +~a and 9(s)= 
q,_&-l+ q,_ssn-2 + . . . + q. be polynomials over F. Define A, b, and c 
as 
A= 
b = 
0 1 0 . . . 0 
0 0 1 . . . 0 
. . . . . . . .., . . . . . . . . . . . . . . * . 
-Po -P, -P2 ... - Pn-1 
0 
0 
... * 3 c= [ 90 91 9n-11 
6 
l_ 
It is easily verified that c(Zs - A)-‘b = q(s)/p(s) and that det(Zs - A + 
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kbc) = p(s)+ kq(s). The state-space isomorphism theorem (see [4] for refer- 
ences) asserts that if A is any other n-by-n matrix and if h and g are row and 
column vectors such that ~(1s - A)-‘b = h(ls - A)-‘g, then A= PAP-‘, 
g=Pb,andh=cP-’ provided that 9 and p have no common factors. Thus 
q(s)/p(s) determines A and bc to within a simultaneous similarity. A 
continuing theme in system theory is that the passage from q(s)/p(s) to A 
and bc [modulo gl(n)] provides a matrix representation of certain abstract 
groups associated with 9( s)/p( s). 
As discussed in [S], we can describe A and bc in a coordinate free way. 
Let V denote the n-dimensional vector space of strictly proper rational 
functions having p(s) as their denominator. We may take A to be the 
operator “multiplication by s modulo constants” and let bc be “multiply by s, 
evaluate at cc, and multiply by q(s)/p(s).” 
Let F(k) denote the field of rational functions in k over F, and let F( k)[ s] 
denote the polynomials in s having coefficients in F(k). The polynomial 
p(s)+ kq(s) = det(Zs - A + kbc) 
belongs to F(k)[s], and thus it is manic and of degree n. Let E denote its 
splitting field, and G denote the Galois group of E/F(k). Recall that Gauss’s 
lemma asserts that if a manic polynomial $I( s, k) E F( k)[ s] whose coefficients 
are polynomials in k can be factored as $I( s, k) = $1( s, k). &(s, k) with $r and 
I/.+_ belonging to F( k)[ s], then +( s, k) can be factored as +;( s, k). $l( s, k) with 
IJ~ having the same s-degree as IJ+ and #;, J/; both in F[ k, s]. 
LEMMA 1. Let F be a field of characteristic zero, and let p(s) E F[s] be 
manic and of degree n. Given T such that 1~ r < n - 1, the splitting fields 
(and GaZois groups) for p(s) and [ P(s)]~,, are the same. Moreover, for this 
range of r, [p(s)](,) = [9(s)lc,) for 9 a manic polynomial implies p(s)= 9(s). 
Proof, The roots of [ p(s)](,, are si + s + . . . + Sk, and so the splitting 
field of p(s) certainly contains that of [ p(s)jC,,. On the other hand, since the 
splitting field of [p(s)],,, contains the sums sr + sa + . . . + s,_~ + sr, s1 + s2 
+ ... +s,_1+s,+1, etc. Adding up n - r of these and noticing that sr + sa 
+ . . . + s, = p,_, belongs to E, we see that (n - r)(sl + s2 + . . . + s,_~) 
belongs to F. Since this coefficient is nonzero, we see that we may proceed by 
induction to show that sums of all lengths down to length one are in E. Since 
this argument shows that the roots of p(s) are expressible in terms of the roots 
of [P(S)l[,,, we see that [all,) determines p(s) uniquely as a manic 
polynomial. W 
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One of the important results in Galois theory centers around the connec- 
tion between reducibility of the equation and the transitivity of action of the 
Galois group on the roots. Specifically [13, p. 2511, the Galois group acts 
transitively on the roots of each irreducible factor but does not interchange 
roots from different irreducible factors. 
LEMMA 2. Let F be a field of characteristic zero, and let p(s) E F[s] be 
of degree n. Then for 1~ r =S n - 1, [p(s)] Cr) is irreducible if and only if the 
Gal& group of E acts in a weakly r-ply transitive way on the roots of p( s). If 
1~ r < n/2 and [ p(s)](,, has no repeated roots, then for 1~ i < r, [ P(s)]~,, 
has no repeated roots. 
REMARK. By weakly r-ply transitive we mean that any unordered set of r 
roots can be mapped into any other unordered set of r roots. 
Proof. If F is a field of characteristic zero and if [ p(s)](,, is irreducible, 
then it has no repeated roots. Thus si + sj + . . . + sk = siJ + sj, + . . . + ski 
with i<j<... <k and i’< jr<... < k’ implies i = i’, j= j’, . . . , k = k’. 
Also, if [PIN,, is irreducible, then the Galois group acts transitively on its 
roots. This means it acts weakly r-ply transitively on the roots of p(s). 
Conversely, if the Galois group acts in a weakly r-ply transitive way, then any 
set of r roots of p(s) can be mapped into any other set of r roots. This means 
that [PIN,, is irreducible. The last statement of the lemma follows from the 
observation that for the given range of r, if [p(s)ICL) for 1~ k < r has a 
repeated root, say si, + si, + . . . + si, = sjl + sjz + . . . + sjk, then we can add 
to each side sikLl + . . . + si, with none of these additional roots duplicating 
those already listed, and in this way get a repeated root of [ P(s)]~,). n 
REMARK. A subgroup of the symmetric group which acts weakly doubly 
transitively and which contains at least one simple transposition necessarily 
contains every simple transposition and hence is the entire symmetric group. 
If the Galois group associated with p(s) is the entire symmetric group, then 
[p(s)](,, for 1 <r < n - 1 is necessarily irreducible. Thus we see that estab- 
lishing the irreducibility of [p(s)] C21 could be an important step in showing 
that the Galois group is the whole symmetric group and that all the [p(s)](,, 
are irreducible. 
LEMMAS. Let F be a field of characteristic zero, and let p(s) E F [ s] be 
irreducible, manic, and of degree n. Let r satisfy 1 -C r < n/2, and suppose 
that [P(s)]~,_,, has no repeated roots. Then no root of [p(s)](,, is of 
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multiplicity greater than n/r. Moreover, [ p( s)]~,., has a root in F if and only 
if r divides n and [ P(s)]~,) has a root of multiplicity n/r. 
Proof. If [PiS)l(,) were to have a root of multiplicity greater than n/r, 
then in terms of the roots of p(s) we would necessarily have si, + si, + . . . + 
si,=sjl+s. + . . . + s. with at least one root appearing on both sides of the 
equation, x h us contra acting the statement that [~(s)]~,~,, has no repeated 
roots. 
If [ P(s)]~,, has a root in F, then for a suitable numbering we can write it 
in terms of the roots of p(s) as 
sl+ s2 + . . -+s,=f~F. 
The Galois group of p(s) acts transitively, and f belongs to its fixed field. 
Thus we get for a suitable numbering of the roots 
s1 + s2 + . * * + s, = s,+1+ s,+2 + . . * + Szr = . . . . 
(We cannot get repetitions of the subscripts, because that would give us a 
relation on the roots involving fewer than r roots, and [p(s)] (,_ 1j would have 
a repeated root.) Thus we see that r divides n and the multiplicity is exactly 
n/r. 
On the other hand, if r divides n and [ P(s)]~,, has a root of multiplicity 
n/r, then s,+s,+ ... +s,=s,+~+s,+~+ ... +~~~=...a.s above. This 
we see, again using the absence of repeated roots in [p(s)] Cr_ lj, that 
(n/r)(s1+ s2 + . . . + s,) = p,_ 1, and so this root belongs to F. W 
We now focus more specifically on polynomials in F(k)[s]. We will use 
the above results in the case where F is the field of rational functions in an 
indeterminate k. In effect F will be replaced by F(k). 
LEMMA 4. p(s)+ kq(s) as a polynomial over F(k) is irreducible if and 
only if p and q are coprime as elements of F[ s]. 
Proof. By Gauss’s lemma, if p(s)+ kq(s)= &(s, k)&(s, k) has a solu- 
tion with $i and q2 polynomials in s over F(k), then it has a solution with 
#i, q2 polynomials in s and k. Since p(s)+ kq(s) is linear in k, at most one of 
them can depend on k. The other must be a polynomial in s which is 
independent of k and hence a common factor of p(s) and q(s). n 
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LEMMA 5. Let F be the real or complex numbers, and let p(s)+ kq(s) E 
F(k)[s] be of the form 
p(s)+kq(s)=s”+p,_,s”-‘+ ... + p, + k( q,_&-’ + . . . + 4”). 
Assume that p(s) and q(s) are coprime and that qn_% * 0. If [p(s)+ kq(s)](,, 
E F(k)[s] has a repeated root, then this root is a = - 2p,_,/n, it is of 
multiplicity n/2, and +(s) = p(s + u/2)+ kq(s + a/2) E F(k)[s] is an even 
polynomial. 
Proof. Say that si + si, = sj+ sj, for {i, i’} * (j, j’} with si, si., si’ sj, all 
roots of p(s)+ kq(s). Since p(s)+ kq(s) E F(k)[s] is irreducible, the Galois 
group G of its splitting field E/F(k) acts transitively. Of course this means 
that for g E G g(si)+ g(si,) = g(sj)+ g(sj,). Thus each root participates in a 
relation of the form si + sir = sj + sj,. Now because q,_2 * 0, we see from the 
Newton-Puiseux expansion that two of the roots of p(s)+ kq(s) can, for k 
near infinity, be expressed as 
with the remaining terms being powers of (l/&). The other n - 2 roots can 
be expressed as ordinary power series in l/k. This has the striking conse- 
quence that st can participate in an equation of the form 
s1 + si = sj + Sk 
only if i = 2, a similar statement holding if 1 and 2 are interchanged. This, 
together with the preceding remark, means that if si + si, = sj+ sjI, then 
si + siz is bounded for k near infinity. 
Now [p(s)+ kq(s)](,, has repeated factors and hence is reducible. Let 
G(S) be an irreducible factor which contains the root s - sr - ss. Of course 
+(s)E F(k)[s], but it divides [p(s)+ kq(s)](,)E F[k,s], and so by Gauss’s 
lemma we can take q(s) to belong to F [k, s]. Expressing the coefficients of 
G(S) as symmetric functions of its roots and noticing that all its roots are 
bounded for k E P’(C), we see that these coefficients, being on one hand 
polynomials in k and on the other bounded, must be constants. Thus 
G(S) E F [s], and the root sr + ss must belong to the algebraic closure of F. 
Thus sr + ss EC, and one sees from Lemma 3 that sr + ss = ss + s4 = . . . . 
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Since sr + s2 + . . . + s, = r)n_i, we see that si + sa = 2p,_,/n. Note that if 
we let s = s + a/2, then P(S) + kq( S) has roots which appear paired with their 
negatives. Thus p( 3) + kq( S) is even in s. n 
LEMMA 6. Let p(s)+ kq(s) E F(k)[s] be as in Lemma 5, and assume 
that it is an even polyrwrnial in s. Then ad[ p( s) + kq( s)] has 1 + n2/2 distinct 
zeros. 
Proof. Since the zeros of p(s)+ kq(s) appear with their negatives, we 
see that at most 1 + n2/2 of the numbers of {si - sj} are distinct. If not all of 
these are distinct we have si - si = sk - s1 or si + sI = sj + sk, but this implies, 
by Lemma 3, that I = i’ and k = j’. One sees that there are n(n + 1)/2 - n/2 
choices for i and j, and so there are n2/2 distinct roots plus the root 
sr - sr = 0. n 
4. LIE ALGEBRAS 
We now show how the previous results can be used to determine which 
Lie algebras arise as {A, bc}, and to describe how this Lie algebra depends 
on the q(s)/p(s)= c(Zs - A)-‘b. From now on we let F be the field of 
complex numbers. 
Let us agree to say that p(s)+ kq(s) is in non& form if pn_ 1 = 0. This 
can always be achieved by shifting s to S= s - p,_ l/n. If q(s)/p( s) = c(Zs 
- A)-‘b then c[Z(s- a)- Al-lb= q(s- a)/p(s - a), so we see that a 
shift to normal form trades {A, bc}, for {A + aZ, bc},. Since Z commutes 
with any matrix, this can alter the Lie algebra {A, bc}, only by inserting or 
removing the multiples of 1. 
REMARK. In Reference [2] we established a general result which implies 
that if p(s) and q(s) are coprime as elements of F [ s] and if q( s)/p( s) = c( Is 
- A)- ‘b with (A, b, c) a minimal triple, then A and bc act irreducibly on 
F”. This is an immediate consequence of lemma 4, but it suggests a more 
general question which is not so easily disposed of. Let A and B be arbitrary 
n-by-n matrices, and consider det(Zs - A + kB) = $(s, k). Of course det(Zs - 
PAP- ’ + kPBP- ‘) = +(s, k) for P any invertible matrix. Thus if we wish to 
know if there exists P such that PAP-’ = F and PBP-1 = G, we have 
det(Zs - A + kB) = det(Zs - F + kG) as an obvious necessary condition. We 
see from the developments presented here that it is sufficient as well if B is 
rank one and +(s, k) is irreducible. It is likewise clear that A and B have a 
nontrivial invariant subspace, then +(s, k) is reducible. However, the con- 
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verse is generally false-a phenomenon which is analogous to the fact that 
[p(s)+ kq( s)] crj can be reducible when p(s)+ kq( s) is irreducible. See [ 141 
for recent results on the simultaneous-similarity question. 
We denote by {A, be),, the Lie algebra generated by A and bc. The 
corresponding Lie group {exp(A, bc},}, is the smallest matrix group which 
contains the fundamental solution of 
jc=Ax-kbcx 
for k an arbitrary piecewise constant function of time. 
LEMMA 7. The maximum over k~ F of the number of linearly indepen- 
dent matrices in the set (adi+,,(b 1 equals the number of distinct 
nonzero roots of ad[ p(s) + kq(s)] regarded as a polynomial over F(k). 
Proof. Write D for d/dt. Consider eA’bce-At. If there is a linear relation 
Ca,adi(bc) = 0, then CakDkeAtbceCAt = &xkeAfadi(bc)ePA’ = 0. Thus for 
all h and g 
~akDkheA’bceMAtg = 0. 
But for any (pi} and {y,} we can find h and g such that heA’bcepAtg = 
DiYje * (X,pX~)t Thus we see that the minimal polynomial of ad,+,,( .), 
regarded as an operator on the span of {ad,+,-,,(bc)}& has as a factor, each 
factor of ad[ p( s) + kq( s)]. Taking the max over k; this shows that the number 
of linearly independent matrices of the form {adA+kbJ bc))z 1 is lower 
bounded by the number of distinct nonzero zeros of ad[ p( s) + k q(s)]. On the 
other hand, if A + kbc has a complete set of eigenvectors, as it does for 
almost all values of k, then Ad, +ibc also has a complete set of eigenvectors, 
and no cyclic subspace generated by a simple finite-dimensional operator 
acting on a single vector can have a dimension which exceeds the number of 
distinct eigenvalues. Now if tr bc * 0, then bc is clearly not in the span of 
(ad i +,& bc)}~S-i, and our desired conclusion holds. On the other hand, if 
tr bc = 0, then 0 is not an eigenvalue of ad, + ibc( .) restricted to the cyclic 
subspace generated by this operator acting on bc. Thus bc belongs to the 
span{ad, + cbc( bc))y= 1, and again the desired conclusion holds. n 
LEMMA 8. Let m be odd. Zf cA”b = 0 for i = 0, 1, . . . m - 1 and cA”‘b = p, 
then 
[ Abe - bcA , ad T+1(bc)]=cAm+2b[A,bc]-2(m+1)PAbcA. 
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If we assume p is nonzero, then A” bcA’ belongs to (A, bc), for i = 
O,l,..., (m - 1)/2. 
Proof We can expand the ad term as 
adT+‘(bc)= A”+‘bc-(m+l)A”bcA+ ... -(m+l)AbcA”+ bcA”+‘. 
The identity follows from an evaluation of the bracket. Now if j3 is nonzero, 
we see that since [A, bc] E {A, bc},, it follows that AbcA does as well. If 
m > 4 we now use the above identity with bc replaced by AbcA to show that 
A2bcA2 belongs to {A, bc},,, etc. n 
If A is nonsingular, {A, AbcA} also acts irreducibly, and so we can use this 
lemma in an induction to reduce any problem to a situation in which Lemma 
5 applies. 
We state Theorem 1 using the notation sp(n) for the set of n-by-n 
matrices which leave invariant a nondegenerate skew form J; that is, it 
represents the n( n + l),%hmensional vector space of solutions of JA + A’] = 
0. Here sl( n) denotes the set of n-by-n matrices with trace zero, and gl(n) 
denotes the set of all n-by-n matrices. Note gl(n) = sl(n)@{aZ}. 
THEOREM 1. Let F be the complex numbers. If p( s) + kq( s) is in normal 
form, then the Lie algebra generated by A and bc is sp( n) if q(s)/p(s) = 
g(s) = g( - s) and is sl( n) otherwise. Zf p(s)+ kq(s) is not in wlmul form, 
the Lie algebra generated by A and bc is gl(n) if for o = 2p,-,/ng(s) * 
g( - s + a) and is sp(n)@{aZ} otherwise. 
Proof. Assume p(s)+ kq( s) are as in Lemma 5 with pn_ I = 0. Suppose 
that at k = k; ad[ p(s)+ kq(s)] has a maximal number of distinct roots. By 
Lemmas 5 and 6 this number is either 1-C n2/2 or 1-t n( n - l), depending on 
whether q( s)/p( s) = q( - s)/p( - s) or not. Pick a basis such that A + Fbc is 
diagonal; then for i > 0 any matrix of the form adA+,-,,( i = 1,. . . , has 
zero diagonal. Thus if dimspan{ad~(bc)}~=, = n( n - l), we see that it must 
span the entire space of n-by-n matrices zero on the diagonal. It is easy to see 
that completing this to Lie algebra gives, in addition, all the zero-trace 
matrices. On the other hand, we have shown in [l] that if g(s) = g( - s) = 
c(Zs - A) ‘b, then A and bc do leave invariant a nondegenerate skew form. 
We can choose a basis such that this skew form J and the corresponding A are 
given by 
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with D diagonal. The set of all off-diagonal matrices satisfying JA + A’] = 0 is 
n2/2 dimensional. These bracket together to give all diagonals of the above 
form. If A is not in normal form, then write A as (A - aZ)+ aZ with 
tr( A - crZ ) = 0. Using the above result, we see that the Lie algebra {A, bc},, 
is altered by adding in the multiples of I. 
5. THE ALGEBRAIC CURVE 
We now develop some additional rather pretty connections between the 
ideas in Sections 3 and 4. The results here are useful in actually computing 
the Galois group associated with p(s)+ kq(s). Again we take F to be the 
complex numbers. 
We can think of f(s, k) = p(s)+ kq(s) as defining an algebraic curve. 
From its description we see that it is rational and hence has genus zero. We 
want to get a matrix representation of the monodromy group associated with 
the curve, and as we will see, standard results from control theory allow us to 
do that. For this purpose, consider the homogeneous polynomial 
F(w, s, k) = w”p(s/w)+w”-‘k&h) 
= det( Is - Aw + kbc) 
with A and bc as above. Now suppose that we think of [w, k] as being 
homogeneous coordinates for p’(C) and let K denote the set of points in 
P l(C) such that WA + kbc has repeated eigenvalues. Of course, these are the 
values of k such that p(s)+ kq(s) has a repeated root, and they can be 
computed by solving p(s)q’(s) - p’(s)q(s) = 0 for s and then equating k to 
- p(s)/q(s). Pick [l, c] E P’(C) - K, and pick p, invertible, such that @A + 
Ebc))P= ’ is diagonal. Relative to these choices we can define a homomorphism 
from the fundamental group ri(P ‘(C) - K) into the group of n-by-n permuta- 
tion matrices. This goes as follows. Let [l, k(t)] for 0 < t < 1 define a closed 
curve in p’(C) - K with [l, k(O)] = [l, k(l)] = [l, E]. Then the equations 
P(k)(A - kbc)P-‘(k) = D(k), 
P( k(0)) = P, 
with D(k) diagonal, have a unique continuous solution for 0 < t < 1. Of 
course, P(k(l))P ‘(k(O)) must be a permutation matrix, since D(k(1)) and 
D(k(0)) are necessarily related by IID(k(O))IT ’ = D(k(1)) for a unique 
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permutation matrix II. On p’(C) - K the matrix P(k) depends continuously 
on k, so we see that if the curve [l, k(e)] is contractable, P( k(l))P- ‘(k(0)) is 
the identity. There is an obvious composition property, and so we have the 
following. 
LEMMA 9. The above mapping of n#‘(C)- K) into the group of 
permutation matrices S,, defines a homomorphism of the fundamental group 
~T~(IF’~(Q=) - K) into the permutation group on n letters. 
Associated with the algebraic curve p(s)+ kq(s) is a set of finite branch 
values, i.e. the points in k-space where p(s)+ kq(s) has repeated roots; k = CQ 
may or may not be a branch value as well, depending on whether n - m is 
greater than one or just one. The appropriate Riemann surface for this genus 
zero curve is an n-fold branched cover of the Riemann sphere. Passing around 
a branch value in a small circle shifts the analytic continuation of the roots of 
p(s)+ kq(s) = 0 from one sheet of the covering to another. The permutation 
of the sheets so defined generates the monodromy group associated to 
p(s) + kq( s). This interchange of the roots of p(s) + kq( s) = det( Is - A + kbc) 
is clearly isomorphic to the interchange described in Lemma 9, and so we get 
the following alternative to Lemma 9. 
LEMMA 10. The above mapping of a#‘(C) - K) into the group of 
n-by-n permutation matrices defines an isomorphism between the monodromy 
group of p(s)+ kq( s) and the group of permutation matrices of the form 
P(k(l))P= ‘. 
We now consider the infinitesimal generation of the monodromy group. 
Let k be such that A - Ebc = Ahas distinct eigenvalues. Then we can solve 
P(k)(& kbc)P-l(k) = D(k) 
as long as A- kbc does not have repeated eigenvalues. Differentiate this with 
respect to k, and let P= dP/dk, etc. This gives 
P( A - kbc)P-’ + PbcP-’ - P( A - kbc)P- ‘PP = Lj,, 
which can be rewritten as 
$D - Dlc, = fi- PbcP-l, (*> 
where Ic/ = FP-‘. Now $0 - DI,!J = [I/J, D] is zero on the diagonal. We see 
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that b is then the diagonal part of PM-i and that [ 4, D] is the off-diagonal 
part of PbcP- ‘. 
The following result, a special case of a result of Freudenthal [15], ties 
these ideas together. 
LEMMA 11. For k E p’(C)- K there exists a solution P(k) of 
P(k)(A-kbc)P-‘(k)=D(k), 
P( k(0)) = p, 
with D( k(0)) = i? and D(k) diagonal, such that P( k)P” belongs to the Lie 
group @x&A, bcMLG and p’_ ’ D( k)P belongs to the Lie algebra {A, bc},. 
Proof. Use Theorem 1. If we are in the case where {A, bc),, is either 
gl( n) or sl( n), there is almost nothing to prove. Our assertion is equivalent to 
the statement that a matrix with distinct eigenvalues can be diagonalized by a 
similarity transfomration, that we can take the determinant to be one, and 
that the traces of the original matrix and the diagonal one are equal. It is well 
known that the same statements are true if we restrict the matrix to be 
infinitesimally symplectic plus a multiple of the identity, and restrict the 
similarity transformation to be symplectic. n 
There is a long history, going back at least 100 years, of results establish- 
ing the coincidence of the Galois group and the monodromy group. Harris 
[16] traces some of this history as well as giving a general result which 
includes our situation as a very special case. Using this result we obtain our 
second theorem. 
THEOREM 2. The Galois group of p( s)+ kq(s) regarded as polynomial in 
s over the field of rational functions in k, C(k) is isomorphic to the subgroup 
of permutation matrices described in Lemma 9. 
EXAMPLE. Consider s5 + k. An analysis of the monodromy group shows 
that E/C(k) has group H,, whereas the Lie algebra of Theorem 1 is sl(5). On 
the other hand, for s5 + s + k the monodromy group is S, and the Lie algebra 
is still sl(5). 
EXAMPLE. If p(s) + kq( s) is even, then the splitting field can be obtained 
in two steps. First one writes p(s)+ kq(s) = j?(?)+ kq(?). If E, is the 
LINEAR FEEDBACK SYSTEMS 59 
splitting field of p(z)+ I@(z), we see that its group is $,,a or a subgroup of 
We get E by extracting n/2 square roots, and so in this case the Galois 
kp is S,,, X (Z Jj2 or else one of its subgroups. 
Finally, suppose we are in the case where (A, bc) LA is sl( n) or sp( n). Pick -- 
zas above, and consider P{ A, bc),F- ‘. Inside this representation of the Lie 
algebra {A, bc}, we have the diagonal matrices. These form a maximal 
commuting subalgebra and hence can be thought of as a Car-tan subalgebra. 
The monodromy group acts on these to permute the entries (Lemma lo), and 
thus the monodromy group can be thought of as a subgroup of the Weyl 
group of {A, bc},. 
6. A REPRESENTATION ON Fp [ s, w] 
Let p(s) and o(s) be coprime polynomials as above, and consider F[ s, w], 
the ring of bivariate polynomials with coefficients in a field F. The subset 
is clearly an ideal in F[s, w], and we can identify the quotient ring F,[ s, w] = 
F[s, w]/Z, with the vector space of polynomials of the form 
n-l n-l 
+(s, w)= C C mijsiwj, 
i-0 j=O 
where multiplication is done modulo p(s) and p(w). 
Many aspects of our problem can be naturally described in terms of this 
quotient ring. Define A and B as maps from F,[s, w] into itself by 
A: +(s, w) + (s - ~)$(a, w), 
n-1 
B:~(S,W)-, C~m,_l,jWj~(S)-~j,~_lsjq(w). 
j=O 
A little thought should convince the reader that these represent ad, and adbc 
on the subspace of F, [ s, w] which contains q(s) - o(w) and is closed under 
these operators. 
Varda Haimo and Steven Peck were instrumental in removing inaccuracies 
from earlier drafts. I especially want to thank Christopher Byrnes for his help 
on the Gal&-monodromy connection as well as other suggestions. 
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