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Este estudo busca contribuir para a melhoria da circulaçªo de trÆfego em redes viÆrias atra-
vØs do controle ótimo dos semÆforos. O critØrio a ser minimizado Ø o atraso veicular mØdio
a que estªo submetidos os motoristas. Foi desenvolvido um modelo de trÆfego baseado em
equaçıes dinâmicas que descrevem o comportamento do sistema viÆrio a partir de conta-
gens veiculares. As equaçıes consideram características do acoplamento entre interseçıes e
permitem a anÆlise dos efeitos de diferentes políticas de controle.
Com base no modelo, foi desenvolvido um algoritmo de busca em profundidade para realizar
o controle em tempo real, em uma conguraçªo de controle preditivo descentralizado com
horizonte deslizante. O mØtodo de controle fornece, a partir de contagens de uxo veicular,
os tempos de abertura dos semÆforos que resultam no melhor desempenho possível para a
malha viÆria. A atualizaçªo da açªo de controle Ø feita a cada 4 s para compensar, via reali-
mentaçªo da informaçªo dos detectores veiculares, as possíveis imprecisıes na modelagem
e a natureza descentralizada do algoritmo.
Para ns de avaliaçªo da qualidade da soluçªo do mØtodo proposto, foi feita a transcriçªo do
modelo para o formalismo de programaçªo matemÆtica, como um programa linear inteiro
misto. A formulaçªo permite o uso de pacotes de otimizaçªo para obtençªo de soluçıes
ótimas ou próximas do ótimo, servindo como referŒncia para as soluçıes com a heurística do
controle preditivo. TambØm, foram usados resultados de tempos xos do programa Transyt
para comparaçıes com ambos os mØtodos anteriores.
Resultados de simulaçªo indicam a viabilidade do mØtodo proposto, em termos da qualidade
da soluçªo frente à soluçªo ótima global, e sua superioridade em relaçªo a planos de tempo
xo.
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A contribution for the improvement of vehicular trafc ow in road networks via the optimal
control of trafc lights is presented in this work. The minimization criterion is the average
delay experienced by drivers. A trafc model is developed based on dynamic equations de-
scribing the road network behaviour from trafc count data. The equations take into account
the coupling among intersections and allow for the analysis of control policies.
Based on the model, a depth-rst searching algorithm is presented. It implements a real-time
control policy in a decentralized, predictive control setting with rolling horizon. The con-
trol method calculates, from trafc data, timings for the trafc lights that result in the best
possible performance for the road network. Control update is done every 4 s to compen-
sate, via feeding back the information from vehicle detectors, for modelling errors and the
decentralized nature of the algorithm.
To evaluate the quality of the solution from the proposed method, the model is translated as
a mixed-integer linear program. The formulation allows the use of optimization packages
that provide global optimal (or near optimal) solutions that serve as a reference for the as-
sessment of the quality of the heuristic solution. Moreover, xed-time setting obtained from
the Transyt software are used for comparisons with both methods.
Simulation results indicate the viability of the proposed method in terms of the quality of the
solution vis-a-vis the global optimal solution and its superiority when compared to xed-time
plans.
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Capítulo 1
Introdução
O tráfego urbano afeta direta ou indiretamente a vida de todas as pessoas que vivem hoje em
cidades de grande ou pequeno porte. A circulação de veículos na infraestrutura viária gera conflitos
nos deslocamentos, seja por cruzamentos de vias, seja pela travessia de pedestres. Estes fatores podem
degradar o desempenho do sistema viário causando atrasos, paradas desnecessárias e acidentes. A
sociedade perde com esta situação, pois o tempo em que o usuário fica parado tem sua capacidade
produtiva e horas de lazer desperdiçadas, além do stress sofrido pelos motoristas, excesso de consumo
de combustível e emissão de poluentes.
Os usuários das vias e os administradores que as gerenciam têm a expectativa de um bom funci-
onamento da rede viária. Este bom funcionamento pode ser avaliado pelo fluxo de veículos contínuo
ou com o menor número possível de paradas e atrasos. Os atrasos e paradas ocorrem em sua maioria
nos cruzamentos de vias. São também nos cruzamentos que ocorrem em grande parte os acidentes.
Assim, surge a necessidade de controlar o fluxo de veículos nestes cruzamentos. Este controle tem
como objetivo a solução dos conflitos garantindo segurança aos pedestres e motoristas. O controle
pode ocorrer através de regras de prioridade ou por semáforos. As regras de prioridade são baseadas
em uma convenção preestabelecida que atribui prioridade de passagem a um determinado conjunto de
movimentos do conflito. Os cruzamentos são gerenciados por regras de circulação, sem sinalização
específica, previstas no Código de Trânsito Brasileiro [3], sinalizados por placas de vias preferenciais
ou parada obrigatória. São funcionais para vias com baixo fluxo veicular onde apresentam melhor
desempenho do que o controle semafórico. Para vias de maior fluxo o controle semafórico é o mais
utilizado.
O controle de tráfego em interseções realizado por semáforos é hoje a tecnologia mais aplicada
em redes urbanas. Torna-se, assim, fundamental garantir um bom ajuste dos semáforos para que a
operação viária seja a mais eficiente possível, ao mesmo tempo em que se garante segurança para os
usuários.
Uma das estratégias de controle utilizada para ajuste dos tempos semafóricos é chamada de Tem-
pos Fixos. Esta estratégia distribui os tempos semafóricos de acordo com um plano de tempos fixos
pré-determinado. Estes planos são elaborados a partir de contagens veiculares para levantamento es-
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tatístico das condições de fluxo. Estas contagens permitem a elaboração de planos específicos para
diferentes horários do dia e dias da semana [55]. Outro conjunto de estratégias, as de controle atuado,
alteram os tempos semafóricos em resposta à demanda verificada através de detectores veiculares e
ou pedestres.
A categoria de Controle Atuado é a mais flexível e onde se concentram as pesquisas atuais. Este
trabalho encontra-se inserido neste grupo. O objetivo é obter um algoritmo de controle ótimo em
tempo real que apresente uma política para solucionar problemas de coordenação semafórica entre
interseções e descarga de filas.
1.1 Definição do Problema
Os tempos semafóricos têm um grande efeito sobre o desempenho de uma rede de tráfego. O bom
desempenho pode ser avaliado pelo critério de atraso veicular e a garantia de segurança aos usuários
das vias. Outra forma de analisar o bom desempenho é através da verificação de uma boa coordenação
entre as interseções da rede e a descarga de filas. Para obter-se uma boa coordenação entre interseções,
tem-se que garantir que o último veículo da fila (formada durante o tempo de vermelho), liberado
da via a montante da interseção (durante o tempo de verde) atingirá a linha de parada enquanto a
indicação semafórica, na via a jusante, ainda permanecer verde [31]. Este procedimento deve repetir-
se entre as interseções a jusante. Através de uma boa coordenação busca-se reduzir o número de
paradas e induzir fluxo contínuo na via arterial. Já o aspecto da descarga de filas é garantido quando a
duração do tempo de verde é suficiente para, no mínimo, descarregar a fila formada durante o tempo
de vermelho da via, sendo este o caso de fluxo não saturado, ou no limite da saturação. Quando o
tempo de verde é suficiente para descarregar também o pelotão que chega da via a montante, ocorre o
caso de fluxo não saturado e quando o tempo de verde não é suficiente para descarregar a fila formada
no tempo de vermelho do mesmo ciclo, tem-se o caso de fluxo sobre-saturado, o que não será tratado
neste trabalho.
Neste trabalho busca-se conseguir uma correta descarga das filas (sem filas residuais após o fim
do tempo de verde) com uma boa coordenação através do controle de tráfego em tempo real, ou seja,
sem a utilização de planos pré-definidos baseados em estatísticas de contagens de tráfego.
1.2 Objetivo da Pesquisa
Os objetivos deste trabalho podem ser sumarizados como segue:
1. Formular um algoritmo para controle semafórico atuado capaz de induzir coordenação entre
interseções e promover fluxo veicular na via arterial;
2. Obter um algoritmo rápido, robusto, no sentido de adequar-se a diferentes situações de demanda
veicular e de baixo custo.
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1.3 Contribuição da Pesquisa
Para estudar os problemas definidos anteriormente é proposto neste trabalho um modelo para
redes de tráfego veicular, obtido a partir do acoplamento de interseções, que permite a análise dos
efeitos de diferentes políticas de controle sobre a coordenação de interseções e descarga ótima de
veículos. A partir deste modelo foi desenvolvido um algoritmo de controle ótimo em tempo real, com
uma arquitetura descentralizada, baseado em simulação. O modelo de tráfego é, inicialmente uma
simplicação do modelo de tráfego usado como base, o modelo do PRODYN [21]. As simplicações
existem em função das especificidades das redes de tráfego brasileiras. Foram realizadas simplifica-
ções também com o objetivo de tornar o modelo e consequentemente o algoritmo mais simples para
implementação buscando barateamento de um produto para aplicação nacional.
É apresentada também a formalização matemática do modelo de tráfego em Programação Linear
Inteira Mista que permite a utilização de algoritmos e softwares numéricos tais como Xpress-MP[33]
e ILOG Cplex que podem encontrar soluções globais ótimas para o problema de controle semafórico
e proporcionar um padrão para comparação de resultados de algoritmos descentralizados.
1.4 Organização do Documento
São apresentados no Capítulo 2 alguns conceitos básicos necessários para compreensão do pro-
blema estudado e a solução proposta. A seguir, o Capítulo 3 traz uma revisão dos aspectos que
caracterizam e diferenciam as estratégias de controle de tráfego conhecidas e apresenta os modelos
de tráfego e as estratégias de controle existentes na literatura. O modelo de tráfego e o algoritmo
de controle são apresentados e discutidos no Capítulo 4. No Capítulo 5 é apresentada a proposta de
formulação matemática do problema de tráfego para otimização. No Capítulo 6 são apresentados
os resultados de simulações para uma rede de 6 interseções sob diferentes condições de fluxo. As
conclusões e perspectivas futuras são discutidas no Capítulo 7.
Capítulo 2
Conceitos Básicos de Tráfego Veicular
Urbano
2.1 Introdução
Este capítulo apresenta alguns conceitos básicos de tráfego veicular urbano necessários para a
compreensão do trabalho. Apresenta também algumas ferramentas e suas classificações para modelar,
controlar e otimizar o uso dos sistemas viários.
2.2 Definições Preliminares
O fluxo de tráfego é um processo estocástico que resulta das interações entre veículos, pedestres,
condições geométricas de uma via e do controle de tráfego. Nas seções seguintes serão apresentados
alguns conceitos necessários para compreensão do comportamento do fluxo de tráfego, suas caracte-
rísticas e formas de controle. Alguns destes conceitos podem ser encontrados em [1], [9] e [53].
2.2.1 Redes Viárias
As redes viárias são compostas pelos seguintes elementos:
1. faixa de trânsito - é o espaço determinado para o fluxo de veículos em um sentido único de
fluxo [39];
2. pista - é um conjunto de faixas de trânsito;
3. via - é um conjunto de pistas que pode permitir sentido duplo de fluxo. Os conceitos de faixa,
pista e via são ilustrados na Figura 2.1, para o caso de vias de pista dupla;
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4. interseção - é o local onde duas ou mais vias se cruzam, criando um conflito entre os sentidos
de circulação de veículos;
5. semáforo - é um dispositivo de controle de tráfego que alterna o direito de passagem de veículos
e pedestres em interseções mediante a utilização de indicadores luminosos. Este sistema de
controle organiza de forma cíclica e seqüencial a passagem de veículos e pedestres em uma
interseção. Existem dois tipos de semáforos, os veiculares e os de pedestres. Eles diferem nas
indicações luminosas e, portanto, nas mensagens que transmitem.
Figura 2.1: Interseção isolada.
2.2.2 Fluxos Veiculares
O fluxo de veículos nas redes viárias pode ser caracterizado pelos conceitos definidos a seguir,
que podem ser encontrados em [32], [53]:
1. velocidade (u) - expressa a razão de movimento e é usualmente definida como a distância
percorrida por unidade de tempo;
2. velocidade média no tempo (VMt) - é determinada pela média aritmética das velocidades
individuais dos veículos, medidas em um ponto (ou seção) da via (d) durante um determinado
intervalo de tempo (ti);
V Mt =
1
n
n∑
i=1
Vi =
n∑
i=1
d
ti
n
onde n é o número de veículos e Vi é a velocidade instantânea do i-ésimo veículo.
3. velocidade média no espaço (VMe) - é a média das velocidades dos veículos que ocupam um
determinado trecho da via durante um intervalo de tempo definido.
V Me =
d
n∑
i=1
ti
n
=
nd
n∑
i=1
ti
=
n
n∑
i=1
( ti
d
)
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V Me =
n
n∑
i=1
1
Vi
onde V Me é a medida harmônica das velocidades individuais dos veículos.
4. relação de tráfego contínuo -
q = kV Me
onde k é a densidade.
5. velocidade de cruzeiro - é considerada como a velocidade que os veículos atingem quando
percorrem uma determinada distância sem que ocorram interrupções. Esta velocidade depende
das condições geométricas das vias e das condições de tráfego.
6. fluxo (q) - é o volume de tráfego expresso em veículos por hora. (Volumes observados por
períodos de tempo inferiores a uma hora são geralmente expressos por taxas de fluxo horário
equivalente).
q =
N
T
onde N é o número de veículos e T é a unidade de tempo;
7. volume - é o número de veículos que passa por uma dada seção de um via em um intervalo de
tempo determinado;
8. densidade ou concentração - é definido como o número de veículos que ocupam uma unidade
de comprimento de uma via em um determinado instante de tempo. Quando a velocidade média
(u) e a razão de fluxo (q) são conhecidas a densidade é usualmente calculada como:
k =
q
u
9. p.c.u. - é uma unidade que dividida pelo tempo (hora) representa a unidade do fluxo de veículos.
A unidade p.c.u. é muito utilizada em tráfego e significa passenger-car units. Um p.c.u. é
equivalente a um veículo leve de passeio;
10. pelotão - um grupo de veículos que atravessa uma via, sem que ocorra dispersão;
11. fila - é um grupo de veículos estacionário na linha de parada de uma via;
12. headway - é o tempo que separa a passagem de pontos correspondentes, geralmente o pára-
choque dianteiro, de dois veículos consecutivos por uma referência;
13. headway de saturação - é o valor de headway que corresponde ao fluxo de saturação;
14. fluxo de saturação (s) - é a máxima taxa segundo a qual os veículos podem passa por uma
dada aproximação se o sinal verde estivesse disponível durante uma hora completa;
15. taxa de chegada - é a taxa segundo a qual os veículos chegam em uma determinada faixa de
uma pista. Esta taxa pode ser considerada conhecida e constante, ou ainda, medida através de
detectores.
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16. taxa de descarga - é a máxima taxa possível em que uma fila formada em uma faixa da pista é
descarregada; esta taxa é igual ao fluxo de saturação enquanto existir fila a ser descarregada;
17. grau de saturação - pode ser definido como a relação entre o número médio de veículos que
chegam ao cruzamento durante o ciclo através de uma faixa e o número máximo de veículos
que podem ser atendidos pelo cruzamento através desta faixa durante um ciclo, sendo dado por:
x =
q
s
∗
C
g
onde: q é o fluxo, s é o fluxo de saturação, C é o comprimento de um ciclo e g é o tempo de
verde efetivo.
Portanto, se o grau de saturação for maior que um, significa que chegam mais veículos do que
podem ser atendidos naquela faixa. Se esta situação durar por muito tempo, as filas crescem e
diz-se que o sistema está saturado;
18. capacidade da interseção - é o fluxo total máximo de veículos que pode passar através da in-
terseção em condições operacionais, ou seja, a capacidade não é uma propriedade da interseção
propriamente dita, mas de todos os elementos, envolvendo o controle e as condições de tráfego.
2.2.3 Elementos de Controle de tráfego
Uma rede urbana é composta de vias e interseções. Quando estas interseções são semaforizadas,
seus tempos semafóricos são ajustados por algum tipo de controle. O fluxo de veículos que circulam
nas vias é afetado pelos ajustes realizados pelo controle. Estes ajustes podem ser realizados através
de algumas variáveis de controle que serão definidas a seguir, ou ainda pela minimização direta de
medidas de desempenho da rede de tráfego, discutidos na seção 2.8. As principais definições para o
controle de tráfego são [1], [8], [49], [53]:
1. tempo de vermelho (r) - é o tempo durante o qual a luz vermelha do semáforo permanece
acesa indicando que os veículos não têm permissão para cruzar a interseção;
2. tempo de verde (k) - é o tempo durante o qual a luz verde do semáforo permanece acesa
indicando permissão à passagem de veículos;
3. tempo de amarelo (a) - é o tempo durante o qual a luz amarela do semáforo permanece acesa
indicando que os veículos devem parar antes de cruzar a interseção. Caso não seja possível
parar, sem risco para a segurança do tráfego, devem continuar em frente e cruzar a interseção;
4. tempo perdido (l) - é a quantidade de tempo dentro de um ciclo que é destinada ao movimentos
de uma fase, mas que não é efetivamente aproveitada, devido à aceleração para entrar em
movimento quando inicia o tempo de verde e devido à diminuição da taxa de descarga no
fim do tempo de amarelo;
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5. tempo de verde efetivo (g) - é o tempo de verde somado ao tempo de amarelo e subtraído do
tempo perdido na fase considerada:
g = k + a− l (2.1)
6. ciclo (C) - é a repetição de uma série básica de combinações semafóricas para uma interseção.
Sua duração é chamada de tempo de ciclo. Um exemplo pode ser verificado na Figura 2.2;
7. fase - cada conjunto de movimentos comandados por uma mesma sequência de indicações
luminosas nos estágios do ciclo;
8. estágio - parte de um ciclo durante o qual um grupo de movimentos têm permissão de pas-
sagem. Ainda na Figura 2.2 é mostrado um ciclo dividido em três estágios para uma mesma
interseção;
9. entreverde é o intervalo de tempo entre estágios sucessivos (no qual ocorre a alteração do
conjunto de movimentos autorizados e bloqueados);
10. split - é a forma como o ciclo está dividido entre os estágios; mais precisamente, é o conjunto
de frações do ciclo atribuídas a cada estágio;
11. offset ou defasagem - é o instante do início do estágio 1 da interseção, medido em relação a
um relógio de referência comum a todas as interseções de um sistema. O offset se aplica na
sincronização entre interseções que são operadas de forma coordenada como um sistema.
estágio 1 estágio 2 estágio 3
ciclo
    1 2 3
Figura 2.2: Exemplo de um ciclo com sua divisão entre estágios.
2.3 Modelos de Tráfego
Os modelos de tráfego que serão discutidos neste trabalho, em sua maioria, aplicam o conceito de
equações de estado para descrever o comportamento do fluxo de tráfego. As equações de estado po-
dem ser descritas por uma estrutura matemática composta de um grupo de n variáveis x1(t), x2(t),. . .,
xi(t),. . ., xn(t) chamadas de variáveis de estado, tais que os valores iniciais xi(t0) deste grupo e as
entradas do sistema uj(t), j = 1, . . . , r são suficientes para descrever, de forma única, as respostas
futuras do sistema para t ≥ t0. Existe um grupo mínimo de variáveis de estado para representar o
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sistema corretamente. As r entradas, ui(t), u2(t),. . ., uj(t),. . ., ur(t), são determinísticas, ou seja,
elas têm valores específicos para todos os valores no tempo t ≥ t0, [17].
O grupo de variáveis de estado xi(t) representa os elementos ou componentes de um vetor de
estados n-dimensional ζ(t):
ζ(t) ≡

ζ1(t)
ζ2(t)
...
ζn(t)
 ≡ ζ
Diversas escolhas para as variáveis de estado podem ser feitas para um sistema de tráfego urbano,
sendo algumas delas apresentadas no Capítulo 3.
Quando todas as entradas uj(t), para um dado sistema, são especificadas para t ≥ t0, o vetor de
estados resultante determina de forma única o comportamento do sistema para qualquer t ≥ t0.
Desta forma, para uma rede de tráfego, definido-se os estados do sistema e a forma como eles
evoluem no tempo e, conhecendo-se as entradas do sistema para um período definido, pode-se prever
o comportamento futuro da rede de tráfego.
2.4 Tipos de Controle Semafórico
As estratégias de controle que podem ser utilizadas para o ajuste dos tempos semafóricos são
classificadas em duas categorias: estratégias de Tempo Fixo e de Controle Atuado [53], [32]. Suas
características e sub-divisões serão discutidas a seguir.
2.4.1 Tempo Fixo
As estratégias de controle que trabalham com planos de tempo fixo são baseados em dados histó-
ricos da média da demanda de fluxo para um período de tempo em que este plano seja operacional. A
elaboração destes planos é realizada através de contagens de veículos. Diferentes planos podem ser
gerados para diferentes períodos do dia ou dias da semana para refletir o comportamento estatístico do
fluxo de veículos. No entanto, os planos fixos não se adaptam às alterações de demanda que ocorrem
em tempo real no dia-a-dia do tráfego. Isto significa que a qualidade do controle de tempo fixo de-
cresce à medida que a variância aumenta, pois quanto maior a variância, maior a dispersão dos dados
de demanda histórica e a demanda verificada. Esta dispersão poderia ser corrigida pela atualização
dos planos de tempos fixos, mas esta prática envolve custos elevados, deixando de ser realizada por
períodos extensos, às vezes anos, implicando na deterioração da otimização dos tempos semafóricos.
Esta obsolescência dos planos semafóricos e a incapacidade de reação a fenômenos de curta
duração tem motivado a implantação do controle atuado.
2. Conceitos BÆsicos de TrÆfego Veicular Urbano 10
2.4.2 Controle Atuado
As estratégias de controle atuado utilizam-se de técnicas de detecção para monitorar o comporta-
mento do tráfego. Baseados nas informações coletadas são realizados os procedimentos de otimização
e implementação de variáveis de controle para o ajuste dos tempos semafóricos.
A categoria de controle atuado pode ser ainda subdividida em:
1. Seleção dinâmica de planos - é uma melhoria nas estratégias de tempo fixo em direção às
metodologias de controle atuado. É utilizada a monitoração do comportamento de tráfego para
definir qual melhor plano de tempos fixos a ser aplicado para a demanda detectada. Este plano
é selecionado a partir de uma biblioteca de planos pré-calculados;
2. Gap crítico - é uma categoria de controle que permite a mudança de indicação semafórica para
verde, em uma via, quando ocorre um espaçamento mínimo entre veículos sucessivos;
3. Adaptativo - é a categoria mais avançada de sistemas atuados pelo tráfego, tendo por caracte-
rística o cálculo on-line dos tempos semafóricos, sempre com base em uma estimação do estado
das vias (filas e fluxos) realizada a partir da medição dos fluxos correntes. Eles têm a vantagem
de permitir o tratamento de fenômenos dinâmicos de curta duração, evitando que efeitos destes
permaneçam por muito tempo nas vias. São em sua maioria descentralizados, determinando
seus tempos semafóricos localmente. Os algoritmos propostos neste trabalho situam-se nesta
categoria.
2.5 Otimização
A Otimização é a área da Matemática Aplicada que tem como objetivo o cálculo de valores
ótimos para variáveis de decisão obedecendo a algum critério de desempenho, ao mesmo tempo que
satisfaz restrições de um modelo matemático. A solução de um problema de otimização começa pela
transformação do problema em um modelo e, posteriormente a implementação de um algoritmo capaz
de encontrar uma solução adequada para o modelo.
Um modelo é uma representação simplificada da realidade que preserva, em determinadas situa-
ções e enfoques, uma equivalência adequada. A modelagem de um problema não é uma tarefa trivial,
dependendo de fatores subjetivos como intuição, experiência, criatividade e poder de síntese. A for-
mulação de um modelo em linguagem matemática consiste em traduzir o modelo para uma linguagem
formal, compreendendo variáveis, equações, desigualdades e fórmulas. Os processos de formulação
e validação são iterativos, como mostra a Figura 2.3, pois envolvem múltiplas etapas de tentativa e
erro, e interativos à medida que se faz necessária a intervenção contínua do modelador no processo
de refinamento do modelo.
A linguagem utilizada para expressar os problemas de maneira declarativa é conhecida como
Programação Matemática [60]. Os elementos de um modelo em Programação Matemática são:
2. Conceitos BÆsicos de TrÆfego Veicular Urbano 11
1. Variáveis de decisão - parâmetros cujos valores definem uma solução para o problema, por
exemplo, quantidades produzidas, recursos utilizados ou tempo de verde;
2. Função objetivo - uma função das variáveis de decisão, que deve ser maximizada ou minimi-
zada, por exemplo, minimizar custos, reduzir número de homens/hora e maximizar lucros;
3. Restrições - um conjunto de funções que define o espaço factível de soluções, por exemplo,
limites para recursos, restrições operacionais de um processo de produção, limitações físicas e
técnicas.
Figura 2.3: Processo de formulação e validação de um modelo matemático.
Um problema geral de otimização pode ser escrito em Programação Matemática como:
Minimize f(x) (2.2)
Sujeito a : g(x) ≥ 0 (2.3)
h(x) = 0 (2.4)
x ∈ Rn
onde f : Rn → R é a função objetivo, g : Rn → Rp e h : Rn → Rq são restrições que limitam o
espaço de soluções factíveis, e x é o vetor das variáveis de decisão. Duas exceções a esta formulação
geral são problemas sem função objetivo (quando deseja-se apenas encontrar um conjunto de decisões
que sejam viáveis) e problemas com múltiplos objetivos.
Dependendo da natureza da função objetivo, das restrições e das variáveis, os problemas de oti-
mização são classificados em subdomínios. A função objetivo para o problema de controle de tráfego
urbano, suas restrições, variáveis e o subdomínio de otimização utilizado serão apresentados no Ca-
pítulo 5.
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2.6 Coordenação entre interseções
Quando interseções semaforizadas são localizadas nas proximidades de outras, o controle de cada
interseção isoladamente interfere no comportamento de chegada de veículos nas outras interseções.
Estas chegadas deixam de ser randômicas, ocorrendo na forma de pelotões nas interseções a jusante.
Os pelotões são criados pela descarga da fila de veículos formada durante a indicação semafórica
vermelha. Os pelotões tendem a sofrer dispersão, a qual é função do espaço entre as interseções
semaforizadas, do comportamento do motorista e das condições de tráfego ao longo da via. Quando
a distância entre interseções não é grande suficiente para que ocorra dispersão, considera-se que o
pelotão gerado na interseção a montante chega inalterado na interseção a jusante. Este comportamento
motiva a tentativa de coordenar os semáforos de forma a privilegiar a passagem destes pelotões.
O estado ideal de coordenação entre interseções ocorre quando é garantido que o primeiro veículo
liberado durante o tempo de verde, atinge o final da fila na via a jusante quando o último veículo
desta estiver partindo da linha de retenção. Idealmente, este procedimento deve repetir-se entre as
interseções adjacentes. Este fenômeno é ilustrado na Figura 2.4.
A coordenação semafórica, conhecida por onda verde, é uma coordenação que ocorre entre os
tempos semafóricos com o objetivo de privilegiar a passagem de um dado pelotão. A coordenação
que ocorre entre os semáforos não implica, necessariamente, na coordenação dos fluxos de veículos,
ou seja, pode ocorrer uma dispersão do pelotão entre as interseções e, conseqüentemente, os veículos
não chegarem a tempo de aproveitar o tempo de verde para cruzar a próxima interseção.
Nos algoritmos de Tempo Fixo e nos de Controle Atuado em que a variável offset é uma variável
de controle, a coordenação semafórica pode ser obtida pelo ajuste desta variável entre interseções vi-
zinhas. Nos algoritmos de Controle Atuado onde o offset não aparece explicitamente, e portanto, não
é controlado, a coordenação é obtida de forma implícita, ou seja, quando ocorre a troca de informa-
ções sobre as chegadas de veículos entre interseções vizinhas durante o processo de otimização. Nos
algoritmos de Controle Atuado, a coordenação também pode ser obtida de forma explícita, quando
são criados níveis hierárquicos para o controle da coordenação. Um nível superior, que detém infor-
mações em nível de rede, define critérios para coordenação global.
Algumas estratégias de controle implementam estas metodologias para obtenção da coordenação.
Estas aplicações serão discutidas no Capítulo 3.
2.7 Formação e Descarga de Filas
A evolução determinística das filas pode ser descrita por uma equação de estados onde em um
determinado ponto de referência da via, a fila, em um determinado intervalo de tempo, é igual ao
número de veículos em fila que existia no tempo anterior, mais o número de veículos que chegam,
menos o número de veículos que partem do ponto de referência:
x(t) = x(t− 1) + a(t, t− 1)− d(t, t− 1),
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último
veículo da
fila
Figura 2.4: Coordenação entre interseções de uma via.
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onde x(t) é a quantidade de veículos em fila no tempo t, a(t, t − 1) é o número dos veículos que
chegam no intervalo de tempo (t, t− 1) e d(t, t− 1) é o número dos veículos que partem no intervalo
de tempo (t, t− 1).
A descarga de filas é realizada a uma taxa máxima de descarga igual ao fluxo de saturação da via.
A descarga de fila Qs) pode ocorrer em duas situações [32]: (i) quando a duração do tempo de verde é
suficiente para descarregar a fila formada durante o tempo de vermelho da via, este é o caso saturado,
o fluxo veicular está no limite da capacidade da interseção, ou seja, o Qs ocorre no final do tempo de
verde; (ii) quando Qs ocorre antes do término do tempo de verde, o sistema é chamado não-saturado,
sobrando tempo para descarregar o pelotão que chega da via a montante. As duas situações descritas,
com uma razão de chegadas constante, podem ser avaliadas na Figura 2.5. Uma terceira situação é
quando não ocorre o Qs, ou seja, a fila não é descarregada no tempo de verde, fica uma fila residual
para o próximo tempo de vermelho. Este sistema é chamado de sobre-saturado e não será tratado
neste trabalho.
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Figura 2.5: Formação e Descarga de Filas.
O fenômeno de formação e descarga de filas pode ser modelado de diferentes formas. Os modelos
mais utilizados são o modelo de fila vertical e o modelo de fila horizontal que serão discutidos nas
subseções a seguir.
2.7.1 Modelo de Fila Vertical
Vários modelos de fila incorporam duas simplificações críticas para avaliar o atraso dos veículos
em interseções semaforizadas. A primeira estabelece a hipótese que os veículos podem desacelerar e
acelerar instantâneamente. A Figura 2.6 ilustra o efeito desta suposição nas trajetórias e velocidades
dos veículos. Quando os diagramas são analisados, pode ser observado que esta suposição implica
na conversão dos atrasos de aceleração e desaceleração em atraso de parada. Assim, a diminuição
de velocidade que ocorre nos dois casos, é considerada como se os veículos já estivessem parados.
A segunda hipótese assume que os veículos param em fila verticalmente, ou seja, que os veículos
atravessam todo o comprimento da via até chegarem na linha de parada, onde formam a fila. Estas
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duas hipóteses não interferem na avaliação do atraso, como pode ser visto na Figura 2.6: nos trechos
afastados da interseção, as linhas sólidas e tracejada são coincidentes. Entretanto, não se pode obter
diretamente o comprimento da fila, pois, dada a hipótese de fila vertical, os veículos parecem parar
mais tarde do que realmente ocorreria na prática.
Atraso Estimado
Atraso de parada
Tempo
Distância
Atraso de
aceleraçãoAtraso
desaceleração
veículos que não sofrem atraso
veículos c/ aceleração e
desaceleração gradual na parada
velocidade c/ aceleração e
desaceleração instatâneas na parada
Interseção
Figura 2.6: Levantamento de trajetória e velocidade com aceleração e desaceleração instantânea
O modelo de fila assume uma razão de chegadas cumulativa e uma razão de partida inicialmente
igual a taxa de descarga e, depois de descarregada a fila, igual a razão de chegadas, como pode ser
visto na Figura 2.7 (adaptada de [37]). No diagrama, a curva de chegada representa o número de
veículos que chegariam na interseção se não sofressem parada no semáforo. A curva de partida, por
outro lado, representa o número de veículos que deixam a interseção. Como resultado a distância
vertical entre a curva de chegada e a de partida representa o número de veículos que não conseguem
atravessar a interseção e portanto, param na linha de parada em fila, enquanto a distância horizontal
representa o tempo que um veículo gasta esperando em fila [37].
Ainda na Figura 2.7, três períodos distintos de evolução de tamanho de fila podem ser identifica-
dos em um comprimento de ciclo. O primeiro período corresponde a um intervalo durante o qual a
curva de partida é horizontal. Este período corresponde a porção de duração do ciclo durante o qual o
semáforo tem indicação vermelha e o tráfego não pode atravessar a linha de parada, o que resulta no
crescimento do tamanho da fila. O segundo período corresponde a primeira porção da fase de verde
durante a qual a fila começa a ser descarregada deixando a interseção a razão do fluxo de saturação.
No último período, que somente ocorre em condições de operação não saturada, indica que todas a
chegadas atravessam a linha de parada sem sofrerem atraso, ou seja, a fila formada durante o intervalo
de vermelho anterior foi completamente dissipada.
Na Figura 2.7, o atraso total no ciclo pode ser estimado pelo cálculo da área entre as curvas de
chegada e de partida. Para melhor compreender como o atraso é computado através do diagrama de
filas a evolução do tamanho da fila em um ciclo é ilustrado na Figura 2.8. Neste diagrama, pode ser
observado que o tamanho máximo da fila ocorre imediatamente antes do início do tempo de verde
efetivo. É também observado que o tempo requerido para descarregar totalmente a fila é dado como
uma função da diferença entre a razão de chegada em que os veículos chegam ao final da fila e a razão
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Figura 2.7: Chegadas e Partidas de Veículos Acumuladas para um caso ideal (adaptada de [37]).
de descarga enquanto eles cruzam a linha de parada.
2.7.2 Modelo de Fila Horizontal
Um modelo de fila horizontal, no sentido de considerar a ocupação espacial dos veículos em uma
via, foi utilizado e desenvolvido no algoritmo SCOOT [36]. Este modelo será apresentado a seguir.
Como pode ser verificado na Figura 2.9, (adaptada de [56]), um detector é localizado logo após
a linha de parada. Desta forma, todos os veículos que chegam na via são detectados. Conhecendo-se
o comprimento da via e a velocidade média de percurso dos veículos, torna-se possível determinar
o tempo que os veículos vão gastar para chegar na linha de parada da interseção em análise. É
necessário definir um tamanho médio para os veículos. Então cria-se duas variáveis: B(t) que define
o final da fila, dado em metros e F (t) que define o início da fila, também em metros. O valor inicial
para B(t) e F (t) é zero. Quando o semáforo encontrar-se na indicação vermelha, B(t) começa a
ter valores crescentes pois os veículos começam a parar um atrás do outro. Depois F (t) começa a
crescer (para trás, em distância) quando o semáforo abre e a fila começa a descarregar. Seus valores
são crescentes até encontrar o final da fila, e então, B(t) = F (t), quando as duas são levadas a zero.
Isto significa que os veículos que continuarem chegando não terão mais que parar em fila.
Desta forma, consegue-se modelar o comportamento de formação de filas bem como a chegada
de veículos na fila em diferentes pontos da via.
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Figura 2.8: Modelo de fila vertical.
Figura 2.9: Fila horizontal (adaptada de [56]).
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2.7.3 Comparação entre os modelos de fila
O modelo de fila vertical é equivalente ao modelo de fila horizontal, para o caso de sistema não
saturado. Isto pode ser ilustrado na Figura 2.10. Observa-se, na Figura, que as linhas de A a B são as
mesmas fora da região sombreada. Esta equivalência é esperada pois os dois modelos devem repre-
sentar o evento fila de forma a reproduzir seu comportamento real. A principal diferença entre os dois
está no fato do modelo horizontal, ao modelar a ocupação espacial dos veículos, permitir a obtenção
com maior precisão e de forma explícita a localização do último veículo em fila, proporcionando me-
lhores condições para modelagem da coordenação dos fluxos e para previsão de bloqueios de vias a
montante.
Figura 2.10: Comparação entre modelo de fila horizontal e vertical.
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2.8 Critério de Desempenho
O desempenho de um sistema viário pode ser medido através de uma combinação de critérios:
atraso acumulado de veículos, número de paradas, consumo de combustível e poluição atmosférica.
Os critérios de consumo de combustível e poluição atmosférica são aspectos que surgem como uma
conseqüência dos atrasos e paradas de veículos, pois os picos de consumo e poluição ocorrem jus-
tamente nas interseções semaforizadas onde os veículos são obrigados a desacelerar, parar e depois
acelerar novamente para entrar em movimento.
2.8.1 Atraso
O critério de atraso veicular acumulado está diretamente relacionado à formação de filas. Ele
avalia o desempenho do tráfego através do número de veículos parados em fila. Assim quanto maior
a fila, maior o atraso. A formação de filas, como discutido na seção 2.7 ocorre nas interseções em
duas situações: (i) durante o vermelho, quando os veículos são obrigados a parar, (ii) quando a razão
de chegadas é maior do que a capacidade de descarga da via durante o tempo de verde do semáforo.
O último caso ocorre em situações de sobre-saturação [58].
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Figura 2.11: Componentes da formação do atraso (adaptado de [58].)
A situação (i) pode ser observada na Figura 2.11, (adaptado de [58]). Considera-se uma razão de
chegadas constante e fila inicial igual a zero no início da fase vermelha. Neste caso é considerado
um fluxo de chegadas constante e uniforme q. Com a mudança de indicação semafórica para verde,
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e tendo-se ainda chegada de veículos, a fila continua crescendo a mesma razão q. A distribuição de
partidas uniforme é realizada a uma razão de fluxo de saturação constante S, enquanto existir a fila.
Se a fila formada durante o tempo de vermelho for totalmente descarregada antes de terminar o tempo
de verde, (ponto Qs) os veículos que continuarem chegando passam em velocidade de cruzeiro pela
via sem precisar parar em fila. A partir de Qs, a razão de partida dos veículos é igual a razão de
fluxo de chegada. Na parte inferior da Figura 2.11 é representada uma composição do carregamento
e descarga da fila, onde pode ser verificado o tamanho da fila crescendo e decrescendo. A área sob a
curva determina o atraso ocorrido durante o ciclo avaliado.
A situação (ii) pode ser observada na Figura 2.12. A razão de chegadas maior do que a capacidade
de descarga da via provoca o acúmulo de veículos em fila. A área sob o atraso uniforme torna-se cres-
cente, caracterizando a sobre-saturação, ou seja, o bloqueio de filas que não podem ser descarregadas
em um mesmo ciclo.
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de fila
(veículos)
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vermelho verde vermelho verde
q
q
S
S
Figura 2.12: Componentes da formação do atraso sobre-saturado.
O processo de cálculo do atraso depende do conhecimento da variável número de veículos em
fila. Para quantificá-la é necessário conhecer o fluxo de veículos nas vias. Este fluxo pode ser obtido
diretamente das contagens realizadas por sensores localizados nas vias ou manualmente por levanta-
mento de dados históricos. Dependendo do arranjo dos senores é possível obter o tamanho das filas
ou apenas a quantidade de veículos em movimento ou ainda, a sinalização de algum veículo parado
sobre um sensor. Além disso, pode-se desejar instalar um número menor de sensores do que o neces-
sário para cobrir todas as faixas de rodagem, por questões de economia. Neste caso, a estimação das
filas deverá ser feita com informação parcial dos fluxos veiculares. A previsão das filas, ou seja, sua
quantificação, e o atraso médio acumulado no horizonte serão discutidos no Capítulo 4.
Nos algoritmos de tempo fixo e os de controle atuado com definição da variável offset, o critério
de atraso está relacionado com esta variável, pois um ajuste sincronizado dos semáforos adjacentes
pode proporcionar uma diminuição no tamanho da fila em uma via arterial.
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2.8.2 Número de Paradas
O critério de desempenho número de paradas é obtido pela avaliação da quantidade de todo trá-
fego que sofre atraso, ou seja, quando tem-se veículos parados em fila, existe contribuição para o
número de paradas. No entanto, diferentes situações onde ocorre uma parada de veículo devem ser
consideradas:
• quando a fila está sob indicação semafórica vermelha - todos os veículos parados em fila con-
tribuem para o número de paradas;
• quando os veículos encontram o final da fila e está já recebeu indicação semafórica verde - os
veículos que por ventura, pararem ao encontrar o final da fila ainda parada e os veículos que
não conseguirem cruzar a interseção dentro da indicação semafórica verde, contribuem para o
número de paradas;
• quando a fila existente é descarregada, mas o veículo recebe indicação semafórica vermelha
ao chegar próximo a linha de parada neste caso os veículos que não conseguem atravessar a
interseção contribuem para o número de paradas.
As situações descrita anteriormente podem ser descritas matematicamente da seguinte forma:
nlp(t + 1) =

al,1(t) se xl(t) ≥ slml(t)
xl(t) + al,1(t)− slml(t) se xl(t) < slml(t) e xl(t) + al,1(t) > sl
0 se xl(t) < slml(t) e xl(t) + al,1(t) ≤ sl
onde nlp(t) é a variável que indica o número de paradas para cada via l; al,1(t) representa o número de
veículos que chegam na interseção e já percorreram toda a extensão da via, encontrando-se próximo
a linha de parada; xl(t) representa a quantidade de veículos em fila; sl é o fluxo de saturação e ml(t)
é a variável de controle que indica se o semáforo está com indicação verde ou vermelha.
2.8.3 Comparação entre os critérios atraso e paradas
Será possível verificar no Capítulo 3 que os critérios de atraso e paradas são utilizados ora em
conjunto, ora apenas o de atraso. Nesta seção será discutida esta questão.
Dois exemplos para auxiliar na compreensão do peso dos critérios serão apresentados. A situação
será exemplificada com o auxílio da Figura 2.13. Tem-se um pelotão de veículos aproximando-
se da interseção com seu tempo de aproximação do semáforo de 10s. O tempo de verde mínimo
considerado é de 12s. Na via em conflito tem-se apenas um veículo chegando a, por exemplo, 2s do
semáforo. V1 aguarda a abertura do semáforo. Duas opções podem ser consideradas:
• abre-se o semáforo para V1. Neste caso, o atraso resultante é de 2s para cada Hi, i = 1, ..., 4,
pois estes 2s (tempo de verde mínimo - tempo de percurso) são o tempo de parada devido ao
verde mínimo da interseção;
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• V1 aguarda a passagem do pelotão. Neste caso, o atraso é maior do que 10s. Portanto, a decisão
(i) é tomada, e o pelotão é forçado a parar. Em suma, o sinal verde para a via vertical minimiza
o atraso, porém força a parada de um pelotão na via horizontal.
V1
H4 H3 H2 H1
Figura 2.13: Exemplo de aplicação do critério de atraso.
Para o critério de número de paradas aplicado isoladamente, tem-se o seguinte exemplo (Figura 2.14):
supõe-se 6 veículos parados na interseção, durante a indicação vermelha. Na via em conflito estão
chegando dois veículos, um distante do outro. No entanto, pelo critério de parada a indicação verde
permanecerá na via com menor número de veículos, pois estes ainda não pararam. Isto ocorrerá até
que o limite máximo de verde seja atingido, independentemente da retenção do pelotão na outra via.
Apesar de, conforme visto na Figura 2.13, o uso do critério de atraso puro poder levar a um
número maior de paradas do que se fossem ponderadas estas últimas, a dificuldade em se encontrar
um bom valor de ponderação leva, comumente, à adoção do atraso como critério único (um exemplo
de ponderação pode ser visto em [13]).
Figura 2.14: Exemplo de aplicação do critério de parada.
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2.9 Conclusões
Neste capítulo fez-se uma revisão de alguns conceitos básicos na descrição de um sistema de trá-
fego urbano. Discutiu-se também algumas ferramentas para modelar, controlar e otimizar as redes de
tráfego urbanas. Por fim, as formas de se avaliar o desempenho das redes de tráfego e características
como a coordenação e descarga de filas também foram discutidas.
Capítulo 3
Revisão Bibliográfica
3.1 Introdução
No Capítulo 2, foram apresentadas as duas categorias em que pode-se dividir as estratégias de
controle de tráfego: Tempos Fixos e Controle Atuado. Neste Capítulo serão apresentados alguns
modelos de tráfego existentes na literatura e suas estratégias de controle, em especial o modelo de
tráfego do PRODYN [21], que foi utilizado como base para o desenvolvimento do modelo utilizado
neste trabalho.
Será apresentada também uma classificação dos modelos de tráfego e suas estratégias de controle
através do agrupamento de suas características.
Deseja-se também, guiar o leitor na discussão de como as estratégias apresentadas tratam os
problemas de coordenação e descarga de filas, reservando, para o Capítulo 4, a discussão comparativa
entre o algoritmo proposto e os existentes.
3.2 Modelos de Tráfego e Estratégias de Controle Associadas
A necessidade de solucionar os conflitos do tráfego urbano despertaram interesse de pesquisa
desde meados da década de 50. Inicialmente os trabalhos concentraram-se na determinação do atraso
em interseções isoladas, entre eles Webster [59]. O caminho trilhado por Webster e por vários outros
pesquisadores foi o de tentar estabelecer uma relação matemática entre o atraso, as variáveis de tem-
porização do controlador, a demanda de tráfego e ainda o fluxo de saturação na região da interseção.
O grau de saturação é uma variável que também depende dos tempos semafóricos, sendo definido
como a relação entre o número médio de veículos que chegam ao cruzamento durante o ciclo através
de uma faixa e o número máximo de veículos que podem ser atendidos pelo cruzamento através desta
faixa durante um ciclo. Portanto, se o grau de saturação for maior que um, significa que chegam
mais veículos do que podem ser atendidos naquela faixa. Se esta situação durar muito tempo, as filas
crescem e diz-se que o sistema está saturado.
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O percentual de verde efetivo (λ) que é atribuído a uma faixa de uma pista definido como:
λ =
g
C
(3.1)
onde C é o tempo de duração do ciclo e g é o verde efetivo. Da definição de grau de saturação e de
(3.1), pode-se chegar a:
x =
Cq
gs
=
Cq
λCs
=
q
λs
onde x é o grau de saturação, q é o fluxo observado e s o fluxo de saturação da faixa considerada.
A relação entre a demanda de fluxo, as variáveis de temporização e o grau de saturação estabele-
cidos por Webster é dada por:
d =
C(1− λ)2
2(1− λx)
+
x2
2q(1− x)
− 0.65
(C
q2
) 1
3
x(2+5λ) (3.2)
onde:
• d é o valor atraso médio total por veículo (segundos/veículos);
• λ é a proporção do ciclo efetivamente aproveitada pelos veículos para se movimentarem através
da interseção (verde efetivo) (g/C);
• C é a duração do ciclo (segundos);
• q é o fluxo observado (veículos/segundos);
• g é o tempo de verde efetivo (segundos);
• x é o grau de saturação.
Na equação (3.2) o primeiro termo representa a média do atraso dos veículos de chegada uni-
forme. O segundo termo estima o atraso adicional devido às chegadas randômicas de veículos. Este
atraso adicional é atribuído à probabilidade da chegada de veículos causarem uma sobre-saturação
temporária. O terceiro termo, finalmente, é um fator de ajuste que foi introduzido ao modelo para
corrigir o atraso estimado, tendo sido obtido empiricamente, a partir de estudos de simulação.
A Figura 3.1, apresenta o resultado gráfico da equação (3.2), quando o atraso médio por veículo
para uma faixa da pista é plotado contra o fluxo q, para um fluxo de saturação de 1800 v.p.h. e
um percentual de verde efetivo de 50%. Observa-se que o atraso tende ao infinito quando o fluxo
ultrapassa um certo limite, independentemente do tamanho do ciclo. Isto se dá quando o grau de
saturação tende a 1.
No entanto, o resultado mais efetivamente aplicado com este desenvolvimento é o cálculo dos
tempos semafóricos para estratégias de tempo fixo, através da minimização do atraso calculado pela
fórmula proposta por Webster. Estes cálculos de temporização serão apresentados logo após a apre-
sentação da fórmula do atraso. A temporização de um sistema semaforizado que opera com ciclo fixo
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Figura 3.1: Atraso médio veicular de uma faixa
determina basicamente dois fatores: o ciclo que fornece o mínimo atraso e a divisão deste ciclo entre
diversas fases (split).
O cálculo dá-se inicialmente pela determinação das taxas de ocupação das faixas que chegam em
uma interseção. Seleciona-se a máxima taxa de ocupação (Yi), que é a relação entre o fluxo observado
q e o fluxo de saturação s, dentro de cada grupo de movimentos e distribui-se o tempo total de verde
efetivo para cada fase na proporção destas máximas relações encontradas:
Yi = maxj(yi,j)
onde yi,j é a taxa de ocupação de cada faixa j de uma via i.
A faixa de cada grupo de movimento que possui o maior yi,j é chamada de faixa crítica do grupo.
No exemplo da Figura 3.2:
Para o movimento N-S as relações q/s são:
y1,1 = 600/2000 = 0, 30
y1,2 = 600/2400 = 0, 25
y1,3 = 600/3000 = 0, 20
y1,4 = 600/3000 = 0, 20
Y1 = max(y1,1, y1,2, y1,3, y1,4) = 0, 30
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Figura 3.2: Exemplo para o cálculo do split [12]
Para o movimento W-L:
y1,1 = 400/1800 = 0, 22
y1,2 = 500/1800 = 0, 28
y1,3 = 400/1500 = 0, 27
y1,4 = 500/1400 = 0, 36
Y1 = max(y2,1, y2,2, y2,3, y2,4) = 0, 36
Portanto, o tempo de verde efetivo deverá ser dividido na proporção de 0, 30/0, 36 para os movimen-
tos N-S e W-L.
Dados o número de fases n, o tempo de vermelho de segurança por fase R e o tempo perdido por
fase l, o tempo total L perdido durante um ciclo é dado por:
L = n(l + R)
O verde efetivo total para o ciclo (g) torna-se:
g = C − L
Para determinar o tempo de verde efetivo para uma fase i(gi) faz-se:
gi = g
Yi
n∑
j=1
Yj
(3.3)
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Finalmente, pode-se determinar o tempo de verde associado a cada fase (ki) através da equação (2.1),
reescrita como:
ki = gi − ai + 1 (3.4)
Para determinação do ciclo ótimo Webster utilizou a equação (3.2) com modificações para chegar a
equação:
C =
1, 5L + 5
1−
n∑
i=1
Yi
(3.5)
As unidades de C e L são em segundos. Esta expressão fornece a duração de ciclo que leva ao mínimo
atraso total por veículo para interseções isoladas semaforizadas e com tempo fixo. Para chegar até
ela, a equação (3.2) foi manipulada para obter uma expressão para o atraso total médio de todos os
veículos que cruzam a interseção. Em seguida, a equação resultante foi minimizada em relação ao
ciclo.
Após o trabalho de Webster, numerosos estudos foram desenvolvidos tendo como objetivo a esti-
mação do atraso em interseções isoladas semaforizadas. Como resultado destes estudos, um número
de modelos de atraso baseados na teoria de fila foram propostos para diferentes situações de trá-
fego. Dentre estes modelos pode-se citar o desenvolvido por Miller [5] e Akcelik [6] e os modelos
desenvolvidos para uso no Highway Capacity Manual [8].
O passo seguinte na literatura foi o desenvolvimento de modelos que controlassem interseções
semaforizadas ao longo de uma via arterial, considerando assim o conjunto de semáforos como um
sistema. O conceito de controle de fluxo de tráfego em uma arterial pode ser descrito graficamente
como mostrado na Figura 3.3. A Figura introduz a necessidade das seguintes definições:
1. Banda verde é o espaço entre um par de linhas paralelas que representam velocidades que
delineiam um movimento progressivo no espaço e no tempo;
2. Velocidade de progresso é a inclinação da curva banda verde que representa a velocidade dos
veículos ao longo da banda verde;
3. Largura da banda é a largura de uma banda verde em segundos. Indica o período de tempo
disponível para o fluxo de tráfego em uma banda.
O controle de fluxo de tráfego em uma arterial, a partir dos conceitos apresentados, parte do princípio
que, se um determinado número de usuários mantiverem seus veículos em uma dada velocidade
constante, estes encontrarão uma seqüência de tempos de verde que minimizará o atraso e as paradas
deste grupo de veículos. Isto porque os três conceitos enumerados anteriormente determinam uma
velocidade, um tempo e o espaço de percurso deste veículos para garantir uma banda de passagem
com minimização de atrasos.
Os modos de operação definidos, a velocidade de progressão e a largura de banda foram a base
para o desenvolvimento de planos de tempos semafóricos fixos, com o objetivo de maximizar a onda
verde nas arteriais [61]. Está dentro desta categoria o algoritmo MAXBAND [40], onde um arranjo
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Figura 3.3: Diagrama espaço-tempo
dos tempos de verde é realizado com o objetivo de maximizar as bandas para passagem de pelotões
ao longo de uma via arterial. Note que o objetivo é, dados os tempos de verde, obter a máxima largura
de banda, independentemente dos fluxos veiculares. Assim, pode ocorrer de um bom cálculo de onda
verde entre semáforos resultar em progressão ruim devido a filas formadas durante o vermelho nas
interseções a jusante. Já programas de coordenação como o TRANSYT calculam o offset conside-
rando os fluxos previstos para a malha viária, (isto é, levam em conta as filas formadas no vermelho)
de modo a minimizar, principalmente, o atraso médio veicular e o número de paradas.
Na década de 70, surgiram algoritmos de controle atuado, que permitem que os tempos sema-
fóricos respondam as mudançoas ocorridas nas condições de tráfego em tempo real. Inicialmente,
surgiram algoritmos que utilizam os conceitos de split, offset e duração de ciclo, calculados ou in-
crementados a partir de informações recebidas de detectores veiculares, como o SCATS [42], e o
SCOOT [36]. Durante as duas décadas seguintes surgiram os algoritmos que buscam a minimização
de critérios de desempenho da rede através de algoritmos de otimização. Pode-se citar alguns deles
como PRODYN [21], OPAC [27], RHODES [45], ALLONS-D [52] e CRONOS [10].
As estratégias de controle de tráfego citadas serão apresentadas nas seções seguintes.
3.2.1 TRANSYT
TRANSYT, Traffic Network Study Tool, será o primeiro modelo apresentado sendo o principal
representante da categoria de tempos fixos [55]. O TRANSYT permite a coordenação dos tempos
semafóricos entre as interseções através da otimização de offsets entre os grupos de semáforos adja-
centes, levando em conta os fluxos que ocorrem na malha viária. Os planos de tempos fixos especi-
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ficam as variáveis de controle: duração da fase, o tempo de ciclo e os offsets para cada interseção na
rede. Estes são implementados em cada central localizada nos respectivos semáforos definindo para
cada interseção quando deve ocorrer sua mudança de fase. Várias são as versões que existem hoje
do TRANSYT, as principais linhas que surgiram foram a versão britânica, TRANSYT/10, versão
utilizada para comparação e análise neste trabalho, e a versão americana TRANSYT/7F.
O princípio de funcionamento e a estrutura básica da estratégia de controle TRANSYT será dis-
cutida com o auxílio da Figura 3.4.
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Figura 3.4: Modelo TRANSYT
As variáveis de entrada do TRANSYT são as condições semafóricas iniciais, incluindo o estágio
pré-especificado, a duração de verde mínimo para cada estágio e cada interseção, e os valores iniciais
de offset, split e ciclo. Os dados de rede e fluxo compreendem: fluxos de saturação, tempos de viagem
das vias, taxas de conversão (constantes e conhecidas) para cada interseção e as demandas também
constantes e conhecidas. Condições de sobre-saturação, quando a capacidade da via é ultrapassada,
não são descritas na versão utilizada. Em versões mais recentes, é possível definir o número máximo
de veículos por link que, quando excedido, afeta o índice de desempenho. Algumas melhorias obtidas
em outras versões são apresentadas em [2].
Um tempo de ciclo comum fixo é considerado para todas as interseções da rede com a finalidade
de permitir a coordenação entre os semáforos. O coordenação é obtida através do ajuste entre os
offsets de forma a garantir que um pelotão compacto chegue à interseção a jusante durante seu período
de indicação verde [57].
O método procede de forma iterativa. Para valores conhecidos de variáveis de decisão (splits, off-
sets, e tempo de ciclo), o modelo de rede dinâmico calcula o índice de desempenho correspondente. O
algoritmo de otimização utiliza uma heurística hill-climb que introduz pequenas alterações nas variá-
veis de decisão, requisita novo cálculo das variáveis através do modelo e mantém este procedimento
até encontrar um mínimo local.
As demandas de fluxo são obtidas através de contagens veiculares realizadas manualmente nos
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links de entrada. Estas contagens são descritas na forma de um histograma das chegadas de veículos
que projeta o comportamento do fluxo na linha de parada, a cada ciclo. Este histograma é denominado
Perfil de Fluxo Cíclico (PFC). Um exemplo deste perfil é apresentado na Figura 3.5.
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Figura 3.5: Exemplo de um Perfil de Fluxo Cíclico
Os dados numéricos são obtidos da manipulação das informações que os PFC fornecem. Assim,
o número de veículos na linha de parada (mi), durante um intervalo de tempo i é calculado pela
relação:
mi = Max
(
mi−1 + qi − si, 0
)
(3.6)
onde:
qi - é o número de veículos que chegam na via durante um intervalo i. Este valor é dado pela soma
do fluxo veicular parado durante o tempo de vermelho mais o fluxo veicular que parte durante
o tempo de verde, chamado de IN-profile e representado pela área sob a linha escura, na Figura
3.6;
si - é o número máximo permitido de veículos que saem durante um intervalo i, valor dado pela
soma do fluxo veicular que parte durante o tempo de verde, à razão de fluxo de saturação, mais
o fluxo veicular que parte durante o tempo de verde à razão de chegada, chamado de GO-profile
e representado pela área sob a linha escura, na Figura 3.7.
Na Figura 3.8 são representados, sob a curva escura, os fluxos de veículos que partem da linha de
parada após terem sofrido atraso, este fluxo é denominado OUT-profile.
Outro aspecto do modelo de tráfego desenvolvido para o TRANSYT é a forma como é avaliado
desempenho do sistema. é utilizada uma composição dos critérios atraso e número de paradas. O
atraso é calculado da seguinte forma:
ρ + ∆ =
T
4
{[
(f − F )2 +
4f
T
] 1
2
+ (f − F )
}
pcu− horas/hora (3.7)
onde:
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Figura 3.6: Exemplo de um PFC, IN-profile.
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Figura 3.7: Exemplo de um PFC, GO-profile.
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• ρ é o atraso randômico;
• ∆ é a razão de atraso quando o sistema está sobre-saturado;
• f é a razão de chegada média na via (pcu/h);
• F é o fluxo máximo que pode ser descarregado de uma via (pcu/h);
• T é a duração da condição de fluxo para cada temporização semafórica considerada (h).
A parcela uniforme do atraso é calculada de maneira similar ao primeiro termo da equação (3.2).
O critério de parada é a razão total de veículos que são forçoados a parar em uma via calculado
como a composição da parcela uniforme de paradas mais a parcela randômica de sobre-saturação.
Todo tráfego que sofre um atraso uniforme contribui para uma parcela do critério de parada uni-
forme mas o atraso no tráfego de alguns poucos segundos provoca apenas uma perda de velocidade
e não paradas. Conseqüentemente, uma correção inclui uma fração de parada para pequenos atrasos,
esta fração depende do tamanho do atraso.
é feita uma estimativa de paradas adicionais causadas por variações randômicas das chegadas de
veículos a cada ciclo e também pela crescente saturação de filas nas vias onde as chegadas excedem
a capacidade.
A estratégia TRANSYT permite a coordenação entre interseções para promover a progressão de
pelotões identificados nos PFCs através do ajuste de offsets em seu plano de tempos fixos. A descarga
de filas também é contemplada através do ajuste do split.
3.2.2 TRANSYT-AUT
O TRANSYT-AUT é uma modificação na estratégia anterior que busca atender a demanda do
tráfego através da seleção dinâmica de planos. é utilizada a monitoração do comportamento de trá-
fego para definir qual melhor plano de tempos fixos a ser aplicado para a demanda detectada. Este
plano é selecionado a partir de uma biblioteca de planos pré-calculados. Esta versão foi aplicada em
Gothenburg, na Suécia [34].
Os princípios para obtenção de coordenação e descarga de filas são os mesmos aplicados na versão
original do TRANSYT.
3.2.3 MAXBAND
A primeira versão da estratégia MAXBAND foi desenvolvido por Little, [40], ver também [41].
MAXBAND é um modelo de otimização de banda máxima que desenvolve planos de tempos sema-
fóricos para vias arteriais. O algoritmo de otimização usado pelo MAXBAND é baseado em uma
formulação de Programação Inteira Mista. Algumas características do MAXBAND são:
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• a duração do ciclo é tratado como uma variável contínua sem especificação de limites;
• a velocidade dos veículos pode variar dentro de limites especificados;
• a melhor seqüencia de fases para cada interseção é automaticamente selecionada para um grupo
específico;
• o tempo de limpeza de filas permite que o fluxo secundário acumulado durante o tempo de
vermelho descarregue antes da chegada do pelotão;
• o modelo aceita comprimentos especificados pelo usuário para a banda verde em cada direção.
As entradas básicas do MAXBAND incluem a duração do ciclo, a geometria de diferentes vias, as
razões de fluxo, as razões de fluxo de saturação, seqüencias de fases permitidas, tempos de limpeza de
filas e velocidades. As saídas incluem um relatório de dados e um relatório de soluções que contém
comprimentos de ciclo, comprimentos de bandas, seqüencias de fases selecionadas, splits, offsets,
velocidade na via e tempo de viagem. Os cálculos para obtenção de tais soluções são realizados
off-line.
O método é baseado em dados históricos e seus cálculos são realizados e tabulados previamente.
Desta forma, a coordenação semafórica obtida através da otimização da banda máxima será tão boa
quanto os dados históricos forem próximos da realidade. Esta otimização não garante a minimiza-
ção do atraso e o número de paradas, pois não leva em conta as possíveis filas formadas durante o
vermelho.
3.2.4 SCOOT
O SCOOT, Split, Cycle and Offset Optimization Technique, é uma ferramenta para controle de
tráfego urbano desenvolvida na Inglaterra pelo Transport and Road Research Laboratory [36]. Ele é
um sistema adaptativo que responde automaticamente às variações de demanda do tráfego. SCOOT
é aplicado em mais de 170 cidades na Inglaterra e em diferentes países no mundo [44], [14]. Seu
modelo e procedimento de otimização são similares aos do TRANSYT. Sendo o TRANSYT uma
estratégia de controle de tempos fixos, pode-se classifica-lo como um modelo de controle em malha
aberta, já o SCOOT, por ser uma estratégia de controle adaptativo, pode-se considerá-lo um modelo
de controle em malha fechada, (assim como as outras estratégias que serão discutidas de controle
adaptativo) [17]. O componente fundamental do TRANSYT é o PFC. No SCOOT o PFC também é
aplicado, mas são utilizados detectores para medir o fluxo em tempo real. Estes detectores são locali-
zados na entrada das vias que levam à interseção em interesse. Através dos dados do detector é obtido
o perfil do pelotão de veículos que vai percorrer a via até a interseção. Este PFC é continuamente
atualizado, a cada 4 segundos. Junto com o fluxo de saturação e o tempo de viagem na via, eles são
utilizados para predizer a fila que vai se formar na linha de parada da interseção [61].
O levantamento do PFC em tempo real pode ser analisado com auxílio da Figura 2.9 apresentada
no Capítulo 2. Conhecendo-se o tamanho L da via e a velocidade de cruzeiro dos veículos, pode-se
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determinar o tempo τ que os veículos levam para atingir a linha de parada, ou o último veículo parado
em fila. Considerando-se um tamanho médio para os veículos, calcula-se também o tamanho da fila
que se forma durante o tempo de vermelho. A descarga da fila é considerada à razão do fluxo de
saturação.
Com as informações obtidas e os cálculos realizados, são feitas alterações incrementais freqüen-
tes nos valores de split e offset com o objetivo de minimizar o comprimento de fila estimado e atender
ao fluxo detectado. O tempo de ciclo também é ajustado com objetivo de manter o grau de satura-
ção em torno de 90% nas interseções. Estas alterações minimizam os transientes mas podem criar
dificuldades na manutenção da uma boa coordenação [35].
Os valores das alterações incrementais são calculadas por três otimizadores:
otimizador de split - alguns segundos antes da mudançoa de fase é realizado o cálculo para três
situações distintas: aumento do tempo de verde em alguns segundos, diminuição ou se mantém
no valor atual. O objetivo é minimizar o grau de saturação máximo nas aproximações da
interseção;
otimizador de offset - opera em cada interseção e em cada ciclo. A informação do PFC é usada para
estimar se uma alteração no offset será implementada ou não para promover uma progressão
do tráfego nas vias que se encontram imediatamente a montante (que descarregam fluxo na
interseção, se considerado fluxo em um único sentido) ou a jusante (que recebem fluxo da
interseção) da interseção em consideração. A função objetivo deste otimizador é a minimização
do atraso, paradas e congestionamento;
otimizador de ciclo - o modelo SCOOT implementa uma duração de ciclo comum para cada seção
(sub-rede) de semáforos com objetivo de obter coordenação entre os semáforos. O otimizador
de ciclo pode variar a duração do ciclo para cada sub-rede, em incrementos de poucos segundos
(4 a 8), em intervalos não menores que 2 minutos e 1/2 a 5 minutos. A duração do ciclo é
otimizado com o critério de maximiza o grau de saturação para operar as interseções com um
alto carregamento, em torno de 90%.
A otimização incremental dos tempos semafóricos permite um plano de coordenação que res-
ponda às novas situações de tráfego em uma série freqüente, mas pequena, de incrementos. O SCOOT
aplica um plano de coordenação elástico, ou seja, que pode ser esticado ou encolhido para satisfazer
a última situação verificada pela atualização do PFC.
3.2.5 SCATS
SCATS, Sydney Coordinated Adaptive Traffic System, é uma estratégia que busca a otimização
da operação do tráfego verificada pelos critérios de atraso e paradas de veículos pelo controle dos
parâmetros ciclo, offset e split. Mesmo não sendo utilizado um modelo matemático acoplado ao
otimizador, a disponibilidade de dados que descrevem o comportamento do tráfego através dos detec-
tores são fundamentais e suficientes para a operação do algoritmo [42].
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Figura 3.9: Sistema utilizado pelo SCATS.
O sistema é composto de computadores locais (regionais) e uma central. Cada computador regio-
nal mantém o controle de tráfego autônomo. O computador central é responsável pelo monitoramento
do desempenho do sistema e do estado dos equipamentos. Os controladores locais são agrupados em
sistemas (grupos de semáforos que não interagem com outros grupos) e subsistemas (semáforos que
interagem entre si formando sistemas). Esta estrutura pode ser vista na Figura 3.9. Os subsistemas
são considerados como elementos básicos de controle. Eles são compostos de uma a dez interseções
que compreendem uma entidade de tráfego discreta. A estratégia de controle é selecionada pelo algo-
ritmo, em resposta às variações detectadas de demanda e capacidade e tem como resposta os tempos
de verde, splits, offsets e comprimentos de ciclos apropriados para cada subsistema e offsets que são
aplicados entre subsistemas.
Uma biblioteca contendo quatro planos de split é mantida para cada interseção e a seleção do
melhor plano a ser aplicado é feita em nível de subsistema, baseado nas necessidades da interseção
crítica do subsistema. Normalmente é definida apenas uma interseção crítica para cada subsistema.
São mantidos também cinco planos internos de offsets, que determinam os offsets entre as inter-
seções dos subsistemas, e cinco planos externos de offsets para as interseções que fazem vizinhançoa
entre os subsistemas. Todas as interseções de um subsistema operam em uma duração de ciclo co-
mum.
Todas as interseções e seus acessos são equipados com detectores de veículos de laçoo indutivo.
Eles são localizados imediatamente à frente da linha de parada e têm dupla função ao proporcionar
os dados de fluxo de tráfego, (i) para estratégia de controle e (ii) atuação local ou tática dos veículos.
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Como estratégia de operação, os controladores locais passam para o computador regional, de cada
detector definido como detector estratégico, o número de veículos contados durante o verde em cada
aproximação e o tempo total em que o laçoo ficou desocupado durante o verde. Esta informação é
utilizada para selecionar, em um ciclo, o plano de fases do split, o plano interno e o externo de offset
e a duração do ciclo a ser aplicado ao subsistema para o ciclo seguinte junto com uma modificação
incremental de splits e offsets.
Uma medida de tráfego básica utilizada pelo SCATS é análoga ao grau de saturação em cada
aproximação da interseção. Ela é definida como a razão entre o tempo de verde efetivamente utilizado
e o tempo total de verde disponível em cada aproximação. A duração de ciclo é ajustado para manter
o grau de saturação em torno 0.9 na pista com o maior grau de saturação. Esta duração do ciclo é
calculada para uma interseção crítica definida pelo usuário [25].
No SCATS existem quatro planos de coordenação que são tipicamente aplicados:
• baixo congestionamento;
• fluxo de tráfego balanceado;
• fluxo de tráfego desbalanceado em uma direção;
• fluxo de tráfego desbalanceado na direção oposta.
SCATS seleciona um plano de coordenação baseado nas medidas de fluxo. Para cada plano de coor-
denação existem dois offsets. Um é usualmente baseado no tempo de viagem e é usado para pequenos
ciclos (e baixo congestionamento), o outro é usualmente mais curto usado para ciclos maiores (quando
existe congestionamento) [25]. No entanto, estes planos de coordenação sofrem ajuste em função do
grau de saturação verificado.
3.2.6 PRODYN
O PRODYN é uma estratégia de controle em tempo real, baseado em um algoritmo de Progra-
mação Dinâmica [62], associado à estratégia de horizonte deslizante para otimização dos tempos
semafóricos. Os semáforos são controlados a cada período de amostragem k, de 5 segundos. Durante
um dado período de amostragem, o controle a ser aplicado no período de amostragem seguinte é cal-
culado com base nas medidas de fluxo relativas ao período de amostragem prévia. Este procedimento,
conhecido por horizonte deslizante, é ilustrado na Figura 3.10.
O algoritmo constrói uma árvore de decisão com base em um modelo simplificado do tráfego
baseado em equações de estado. O critério de desempenho a ser minimizado pela otimização é a
soma dos atrasos sobre o horizonte mais um custo terminal que estima o atraso associado a um dado
estado no final do horizonte.
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Figura 3.10: Cálculo do controle - Horizonte Deslizante (Adaptada de [22]).
O equacionamento do modelo de tráfego dinâmico, através de equações de estado, é mostrado a
seguir. Inicialmente são definidas variáveis para cada interseção:
vi(k + 1) = ui(k) (3.8)
onde vi(k) é o estado da indicação semafórica vigente da interseção i durante o período k e ui(k) é a
indicação semafórica definida pela ação de controle, a ser aplicado ao período subseqüente k + 1.
Como o tempo de verde é restrito a um valor máximo e mínimo de estágio, o tempo decorrido
desde a última mudança de fase wi(k) é determinado pela seguinte equação:
wi(k + 1) =
{
wi(k) + 1 se ui(k) = vi(k)
0 se ui(k) 6= vi(k)
(3.9)
ou seja, se a ação de controle decide pela permanência da indicação semafórica vigente a variável
wi(k + 1) é incrementada em uma unidade de tempo de amostragem, se, pelo contrário a ação de
controle determina a alteração da indicação semafórica, a variável wi(k + 1) é levada a zero.
As variáveis que modelam as vias são:
• xl(k) - é a fila vertical na lésima via;
• al,i(k) - é o no de veículos que atravessam a iésima seção da via l em velocidade livre;
• ml(k) - é a razão de capacidade de saída não bloqueada.
A equação de estado da fila é:
xl(k + 1) = Max{0, xl(k) + al,1(k)− dl(k)ml(k)}
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onde dl(k) é o máximo fluxo de saída teórico. Ele depende das variáveis vi(k) e uik da interseção a
jusante e dos parâmetros do fluxo de saturação.
A evolução da razão de capacidade de saída não bloqueada é:
ml(k + 1) =
{
1 se xl′(k) + al′,1(k) < sll′
elml(k) + fl se xl′(k) + al′,1(k) ≥ sll′(k)
(3.10)
onde o parâmetro sll′ representa o fluxo na via l′ que impede a saída de alguns veículos da via l. Os
parâmetros el e fl descrevem a velocidade e o fator de bloqueio máximo e xl′(k) + al′,1(k) ≥ sll′ é
para todas as vias l′ que saem da interseção i ou se a via l está em vermelho para o estágio ui(k) ou
para o estágio vi(k).
Os veículos que atravessam as vias em velocidade livre são dados por:
al,1(k + 1) = al,2(k)
...
al,N(l)(k + 1) = al,N(l)+1(k) + (1− rl)zl(k)
al,N(l)+1(k + 1) = rlzl(k)
Os parâmetros N(l) e rl são respectivamente a parte inteira e decimal do tempo de viagem em ve-
locidade livre expresso em termos de unidades de amostras de tempo. A variável zl(k) representa a
entrada de fluxo na via l. O fluxo é medido por um detector localizado na entrada da via. Se existe
uma interseção controlada imediatamente a montante, o fluxo entre as interseções é relacionado pela
variável:
zl(k) =
∑
l′∈Up(l)
pl′,lMin{xl′(k) + al′,1(k), dl′(k)ml′(k)}
onde Up(l) é o conjunto de vias a montante de l e pl′l é a razão de veículos que convergem de l′ para
l.
A coordenação entre interseções é realizada de forma implícita pelo PRODYN [22]. Em nível de
rede, a estrutura de controle é descentralizada. Quando o controlador de uma interseção termina sua
otimização sobre o horizonte, ele simula todas as saídas da interseção relativas ao controle ótimo para
todo horizonte. Tais saídas são computadas para as vias de saída e as proporções de conversão entre
vias são determinadas off-line. Uma mensagem com 15 valores de saídas, é enviado para cada inter-
seção controlada a jusante. Esta mensagem é utilizada pelo controlador a jusante para, no período de
amostragem seguinte, calcular uma melhor predição de chegadas do que a média dos valores utilizada
quando a interseção a montante é muito distante (distância maior de 200 m). Este procedimento é
ilustrado pela Figura 3.11.
3.2.7 OPAC
OPAC, Optimized Policies for Adaptive Control, é um algoritmo de otimização em tempo real
cuja arquitetura de controle é descentralizada, ou seja, ele otimiza as interseções individualmente. O
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Figura 3.11: PRODYN - Coordenação implícita
algoritmo aplica Programação Dinâmica [62] na minimização do atraso total e número de paradas.
Utiliza um modelo de tráfego para obter a demanda de fluxo através das medidas on-line e aplica estes
dados na determinação da duração das fases, restritas apenas ao verde mínimo e máximo [29].
Foram desenvolvidas algumas versões até chegar na mais atualizada com opção de um módulo
de coordenação. A primeira versão, designada OPAC-1, foi desenvolvida para servir de base para
o desenvolvimento de estratégias futuras do próprio OPAC. é utilizado o método de Programação
Dinâmica para otimização, resultando em um ótimo global para uma interseção isolada, o que requer,
no entanto conhecimento de todas as chegadas durante o período de controle. Esta característica não
permite sua aplicação em tempo real. Na versão 2, OPAC-2, é verificado o desempenho de cada
interseção para cada período de controle através de um procedimento de otimização sequencial de
busca restrita. É uma busca exaustiva de todas as possíveis combinações válidas de mudanças de
fase em um período de controle para determinar um grupo de resultados ótimos. A esta versão foi
incorporado a técnica de horizonte deslizante, OPAC-3, tornando possível sua utilização em tempo
real. A versão 4, OPAC-4, inclui o módulo de coordenação [30].
O funcionamento do algoritmo OPAC pode ser brevemente descrito como um processo de oti-
mização dividido em tempos de controle seqüenciais de 50 a 100 segundos. Durante cada tempo de
controle pode existir de uma a três mudanças de fase. A função objetivo é avaliada para todas as
seqüencias viáveis.
Para cada etapa i tem-se o vetor de entradas de estado Ii, o vetor de chegadas de veículos Ai, o
vetor de saídas de veículos Oi, a variável de decisão xi ( xi = 1 se a temporização sofrer mudançoa
na etapa ou xi = 0 se permanecer o estado atual), o custo ri (o atraso total) e as transformadas:
Oi = Ti(Ii, Ai, xi)
ri = Ri(Ii, Ai, xi)
onde Ti é a relação entre as variáveis de entrada e as de saída baseada no processo de descarga das
filas na interseção.
3. Revisªo BibliogrÆca 41
A função de otimização recursiva é dada por:
f∗i (Ii) = Minxi [Ri(Ii, Ai, xi) + f
∗
i+1(Ii+1)]
onde Ii+1 = G(Ii, Ai, xi).
Para uma dada seqüencia de etapas n é definida uma função desempenho para cada aproximação,
que calcula o atraso total durante a etapa:
Φn(t1, t2, t3) =
k∑
i=1
[Q0 + Ai −Di]
onde Q0 é a fila inicial, Ai são as chegadas durante o intervalo i, Di são as partidas durante o intervalo
i e (t1, t2, t3) são os possíveis chaveamentos durante cada etapa. Note que o número de chaveamentos
durante o horizonte não pode ser menor do que um e nem maior do que três [51].
A técnica de horizonte deslizante tem algumas características de aplicação para o algoritmo
OPAC: o tamanho do horizonte é dividido em k intervalos e subdivididos em r e k − r interva-
los. Para os detectores a montante pode-se obter os dados de chegadas atuais para um período de r
intervalos, que são o início do estágio. Para os (k− r) intervalos restantes , o restante do estágio, são
obtidos os dados através do modelo de tráfego. É calculada a política ótima para o estágio inteiro, mas
implementado somente para o início. Então é rolado o horizonte para frente em r unidades, obtém-se
novos dados de fluxo para o estágio (início e restante) e repete-se o processo [26]. Um estágio n pode
ser ilustrado na Figura 3.12.
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Figura 3.12: OPAC - Horizonte Deslizante (adaptado de [29])
A versão mais recente do algoritmo, OPAC-4, mantém as características já descritas, com o dife-
rencial de oferecer um módulo de coordenação [28]. Sua arquitetura passa a ser multi-nível com um
Ciclo Fixo Virtual (VFC). Este ciclo é virtual e calculado on-line. Ele é imposto como restrição para
todos os controladores locais, permitindo flexibilidade para o começoo e término do ciclo em cada
interseção. Também provê uma tolerância máxima para os controladores individuais respeitando a
demanda local e mantém a capacidade de coordenação nas interseções adjacentes promovendo a pro-
gressão de pelotões.
O VFC é determinado com os dados da interseção dominante. A identificação desta interseção é
realizada em tempo real. O número de vezes que o cálculo on-line do VFC feito é especificado pelo
usuário.
Os níveis de controle são três e podem ser vistos na Figura 3.13. No primeiro o controlador local
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implementa o procedimento de horizonte deslizante sujeito à restrição do ciclo fixo virtual (VFC)
em comunicação com o terceiro nível. O nível dois, nível de coordenação, otimiza os offsets de
cada interseção (um por ciclo). O nível 3, nível de sincronização, calcula para a rede toda o VFC (e
períodos especificados pelo usuário).
Figura 3.13: Níveis de Coordenação - OPAC
3.2.8 RHODES
O sistema RHODES [45] utiliza uma arquitetura de controle que:
• decompõe o problema de controle de tráfego em vários sub-problemas inter-conectados hierar-
quicamente;
• prevê os fluxos de tráfego em níveis de resolução apropriados para permitir um controle pró-
ativo;
• permite vários módulos de otimização para resolver hierarquicamente os sub-problemas;
• utiliza uma estrutura de dados e comunicação/computação que permite uma solução rápida dos
sub-problemas antes que a decisão possa ser enviada a campo.
A estrutura do sistema RHODES é mostrada na Figura 3.14. Ela é dividida em três níveis: o controle
de rede, controle de fluxo e controle de interseções. Para o controle de interseções o algoritmo utiliza
a Programação Dinâmica com horizonte deslizante. São elaborados planos de tempos em termos de
duração de fase para uma dada seqüência de fases. Os dados de entrada são os fluxos medidos em
tempo real por detectores e controladores de fluxo otimizados. O critério de desempenho aplicado é
a combinação de atraso com número de paradas.
A estimação das filas é dada por:
q(t1) = q(t0) + a(t1, t0)− d(t1, t0)
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Figura 3.14: RHODES - Arquitetura hierárquica
onde q(t) é a variável que determina o tamanho da fila a(t1, t0) é o número da predição de chegadas
entre o intervalo (t1,t0), e d(t1, t0) é o número de predição de partidas (usando uma da razão de
descarga de filas conhecida).
A coordenação entre interseções é realizada em nível de rede pelo controle de fluxo de rede,
baseado no modelo chamado REALBAND [18] que otimiza o movimento dos pelotões observados
na subrede. Ao considerar pelotões, ao invés de tempos de verde, o REALBAND otimiza em relação
ao fluxo, e não às indicações semafóricas, como é o caso do MAXBAND. O algoritmo tenta formar
bandas de progressão baseada nas observações on-line realizadas na rede. Se a minimização do
critério de desempenho número de paradas for obtido o algoritmo tenta formar bandas de progressão
pela observação atualizada dos pelotões na rede.
3.2.9 ALLONS-D
ALLONS-D, Adaptive Limited Lookahead Optimization of Network Signals - Decentralized, é um
esquema de controle de tráfego em tempo real. Seu algoritmo de otimização é baseado em uma busca
em árvore primeiro em profundidade depois branch and bound com ordenação de ramos [62]. A busca
é restrita apenas pelo máximo e mínimo tempo de verde por fase. O conceito de horizonte deslizante
é utilizado para o cálculo e implementação dos planos semafóricos otimizados. No controlador é
agregado um otimizador que utiliza informações sobre o tamanho das filas e das chegadas futuras
em suas aproximações para definição da melhor temporização a ser aplicada. Estas informações são
obtidas através de detectores e de sofisticado esquema de câmeras como AUTOSCOPE [52].
O modelo de tráfego utilizado define um nó da árvore de decisão como o início e o fim de cada
3. Revisªo BibliogrÆca 44
intervalo de tempo. Estes nós representam o estado da interseção. Cada estado é denotado por um
vetor X¯ descrito por:
X¯(d) =

x1(d)
x¯2(d)
x3(d)
x4(d)
 =

t
¯q(t)
p(t)
g(t)
 (3.11)
onde t é o tempo absoluto em cada nó da árvore; q¯(t) é o vetor do tamanho das filas em todas as
aproximações, ¯q(t) = [q1 . . . qlmax ]; lmax é o número máximo de vias que chegam na interseção; p(t)
é a fase verde vigente; g(t) é o tempo que a fase verde permanece ativa e d representa a busca em
profundidade, sendo d = 0 a raiz da árvore e seus incrementos d = d + 1, realizados a cada nó.
A busca na árvore é realizada e, em cada nó, calculada a atualização dos estados caracterizados
por:
X¯(d + 1) = f(X¯(d), u(d), A(·))
onde u(·) é a variável de controle, com u(·) 6= 0 ocorre mudançoa de fase ou u(·) = 0 quando a
fase é mantida; A(·) é o vetor que representa as chegadas de veículos dentro de um certo intervalo
de tempo. Este vetor consiste de chegadas em cada aproximação da interseção. Somente chegadas
dentro de um intervalo de tempo específico são consideradas, este intervalo de tempo é definido pelo
controle u(·), pelo estado existente X(·) e pelo tempo t. As equações de atualização dos estados são:
x1(d + 1) = x1(d) + tstep (3.12)
x¯2(d + 1) = x¯2(d)−D(x¯2(d), u(d), A(t, tstep)) (3.13)
x3(d + 1) = x3(d) + u(d) (3.14)
x4(d + 1) =
{
tMG se u(·) 6= 0
x4(d) + tstep se u(·) = 0
(3.15)
O número de partidas D(·) é função da variável de controle, do tamanho de fila no intervalo anterior e
das chegadas durante o intervalo atual; tMG é uma constante que representa o tempo mínimo contínuo
para uma fase tornar-se verde; tstep é o período de tempo para uma simples decisão de controle
(tstep = tend − tstart) e atualizado pelo controle:
tstep =
{
∆ se u(·) = 0
tMG + tY R se u(·) 6= 0
(3.16)
onde ∆ é o período de tempo, tipicamente 5 a 15 segundos, quando ocorre a coleta de dados por
imagem; tY R é uma constante que representa o tempo perdido, incluindo o tempo de amarelo.
A função objetivo a ser otimizada é o atraso acumulado de todos os veículos que passam em uma
interseção. No cálculo do atraso considera-se a soma do atraso no tempo multiplicado por um peso
associado a cada veículo. Isto permite incrementar prioridade a veículos de certo tipo ou ocupação
por crescimento no atraso potencial que cada veículo contribui ao diminuir sua velocidade ou parar.
Cada veículo na intersecção pode contribuir para o atraso quando a indicação está vermelha, verde
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ou amarela. São cinco as situações de atraso e cinco diferentes equações [51] para representá-las:
• um veículo que espera durante a indicação vermelha;
• um veículo que está presente na fila quando a indicação torna-se verde mas não pode partir em
função dos veículos que estão a sua frente;
• um veículo que está presente na fila quando a indicação torna-se verde e parte após os veículos
a sua frente partirem;
• um veículo que chega durante um período de verde mas não pode partir em função dos veículos
parados a sua frente;
• um veículo que chega durante o período de verde e parte depois dos veículos que estão parados
a sua frente.
As primeiras versões do ALLONS-D apresentam um esquema de coordenação implícita associada às
interseções que ocorre sem comandos explícitos de coordenação. Isto ocorre devido a incorporação
de dados da interseção a montante, das predições de chegadas e da implementação do horizonte
deslizante.
Além da coordenação implícita foi implementado posteriormente um esquema de coordenação
explícita. é considerado um multiplicador parcial (um peso) a cada interseção. Este peso é adicio-
nado à função objetivo e proposto como variável de controle. Uma definição apropriada dos pesos
define uma boa coordenação. Os pesos na função objetivo funcionam de forma que o algoritmo de
otimização dá uma maior consideração a fase do tráfego de maior peso [50].
Este esquema de coordenação é dividido em três níveis: o nível regional, onde ocorrem as medidas
e predições, além da determinação da rede sob controle; o nível de rede, onde são determinadas as
características das vias e conseqüentemente seus respectivos pesos, estes pesos são definidos a cada
período de tempo; e os níveis locais, que aplicam o controle definido na otimização.
3.2.10 CRONOS
CRONOS, ContROl of Networks by Optimization of Switchovers [11] é um algoritmo em tempo
real que inclui um método de otimização polinomial com complexidade crescente facilitando simul-
taneamente o controle de várias interseções e o tratamento de situações de sobre-saturação. O método
de otimização é baseado no BOX´s algorithm [38].
Suas características quanto ao critério de desempenho, obtenção do conhecimento do número de
chegadas de veículos através de um modelo de tráfego são similares ao outros algoritmos já citados.
Duas são as principais diferençoas: a fila é modelada de forma horizontal, permitindo assim a avali-
ação de ocupação espacial dos veículos nas vias e a inclusão das informações das vias que partem da
interseção em estudo ao modelo.
A estratégia CRONOS utiliza sensores de vídeo para obter as medidas de tráfego em tempo-real,
as quais consistem na medição direta do comprimento das filas.
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3.2.11 TUC
A metodologia aplicada na estratégia de controle semafórico TUC (Traffic-responsive Urban Con-
trol) trata do problema de desempenho de um sistema de tráfego quando este se encontra em condições
de tráfego sobre-saturado. Estratégias como SCOOT e SCATS, tratam de situações de sobre-saturação
quando estas são de curta duração [56], [43].
O problema de tráfego urbano foi modelado como um problema de otimização baseado no modelo
matemático apresentado em [31]. O objetivo do controle de TUC é a minimização e equilíbrio da
quantidade de veículos nas vias de uma dada rede controlada. A rede é representada por um grafo
direcionado com vias z, com z ∈ Z e interseções j, com j ∈ J . Para cada interseção controlada j, Ii
e Oj representam os grupos de entradas e saídas da interseção j, respectivamente. Assume-se que o
offset, o ciclo Cj , e o tempo perdido total Lj da interseção j são fixos; por simplificação, assume-se
Cj = C para todas as interseções. O controle em uma interseção j é baseado em um número fixo
de estágios que pertence ao grupo Fj , enquanto vz é o grupo de estágios cujas vias z tem prioridade
de passagem. Finalmente, o fluxo de saturação Sz , z ∈ Ij , e as razões de conversão tz,w, z ∈ Ij ,
w ∈ Oj , são conhecidas e fixas.
Por definição, para a interseção j, a seguinte restrição se aplica:∑
i∈Fj
gj,i + Lj = C (3.17)
onde gj,i é o tempo de verde do estágio i da interseção j. A variável gi,j é restrita pelo verde máximo,
e mínimo, [gj,i,min, gj,i,max].
Considerando uma via z conectando duas interseções M e N tal que z ∈ OM e z ∈ IN , repre-
sentada na Figura 3.15. A dinâmica da via z é dada por:
xz(k + 1) = xz(k) + T [qz(k)− sz(k) + dz(k)− uz(k)] (3.18)
onde xz é o número de veículos na via z; qz e uz são os fluxos de entrada e saída, respectivamente,
da via z no período [kT, (k + 1)T ] com T sendo o intervalo de controle e k = 1, 2, . . . o índice que
representa os intervalos discretos do tempo; dz e sz são a entrada e saída de fluxo que pode ocorrer
no meio da via.
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Figura 3.15: Via de uma rede urbana
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O fluxo de saída é dado por:
sz(k) = tz,0qz(k) (3.19)
onde tz,0 é considerada fixa e conhecida.
O fluxo de entrada na via z é dado por:
qz(k) =
∑
w∈IM
tw,zuw(k) (3.20)
O intervalo de controle T é escolhido não menor que o ciclo C, um valor médio é obtido por
uz(k) =
SzGz(k)
C
, onde Gz é o tempo de verde efetivo na via z. Assumindo disponíveis os tempos de
verde nominais gNj,i e a demanda nominal d
N
z , tem-se da equação (3.18):
(1− tz,0)q
N
z + d
N
z − u
N
z = 0 (3.21)
Introduzindo todas as considerações na equação (3.18), tem-se:
xz(k+1) = xz(k)+T
[
(1−tz,0)
∑
w∈IM
tw,zSw
( ∑
i∈vw
∆gM,i(k)
)
C
+∆dz(k)−
Sz
(∑
i∈vz
∆gN,i(k)
)
C
]
(3.22)
onde ∆gj,i = gj,i − gNj,i e ∆dz = dz − d
N
z .
Aplicando a equação (3.22) a uma rede arbitrária, as equações de estados descrevem a evolução
do sistema no tempo:
x(k + 1) = Ax(k) + B∆g(k) + T∆d(k) (3.23)
onde x é o vetor de estados do número de veículos na via z ∈ Z; ∆g é o vetor de estados para
∀i ∈ Fj , ∀j ∈ J ; ∆d é o vetor ∆dz = dz − dNz ; e A = I, B e T são os estados, entradas e matrizes
de distúrbios, respectivamente. A matriz B reflete a topologia da rede.
Para aplicação da metodologia LQ (Linear quadrática) [62], para controle realimentado, considera-
se ∆d(k) = 0 levando a equação (3.23) a:
x(k + 1) = x(k) + B∆g(k). (3.24)
Isto é, o controle não é projetado para rejeitar explicitamente as perturbações ∆d; entretanto, por
se tratar de um sistema realimentado, a rejeição ocorre ao longo do tempo.
A metodologia de Otimização LQ deve ser vista como caminho para obter eficiência com a ma-
triz ganho melhor do que com tentativas de otimização de critérios físicos sujeitos à acuracidade do
modelo de equações e restrições.
Para minimizar o risco de sobre-saturação e bloqueios para as filas, deve-se tentar minimizar e
balancear a ocupação relativa das vias xz/xz,max, onde xz,max é a capacidade de uma via z ∈ Z,
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medida em veículos. O critério quadrático que considera o objetivo deste controle é:
ג =
1
2
∞∑
k=0
(‖x(k)‖2Q + ‖∆g(k)‖
2
R) (3.25)
onde Q e R são matrizes de peso, diagonais, definidas não negativas. Os elementos da diagonal de Q
são o inverso da capacidade máxima xz,max e R pode ser escolhida livremente.
A minimização do critério de desempenho da equação (3.25) sujeito a equação (3.24 leva a lei
LQ de controle realimentado:
g(k) = gN − Lx(k) (3.26)
onde L é a matriz de controle resultante que depende das matrizes B, Q e R, que são encontradas por
simulação têm grande sensibilidade com respeito às variações dos parâmetros de tráfego [19].
A metodologia LQ não leva em consideração a existência de restrições ao controle, as restrições
existentes são impostas depois da aplicação da equação (3.26). Ao final, o problema de otimização é
resolvido em tempo real para cada interseção j, para tempos de verde Gj,i específicos:
MinGj,i
∑
i∈Fj
(gj,i −Gj,i)2
sujeito a
∑
i∈Fj
Gj,i + Lj = C
Gj,i ∈ [gj,i,min, gj,i,max]∀i ∈ Fj
O regulador multivariável dado em (3.26) é reativo e responde indiretamente a distúrbios desco-
nhecidos, não sendo necessárias predições futuras das condições de tráfego [20].
A lei de controle dada na equação (3.26) requer valores disponível de gN . Alternativamente esta
lei pode ser reescrita da seguinte forma:
g(k) = g(k − 1)− L[x(k)− x(k − 1)] (3.27)
Esta nova lei de controle, equação (3.27) é a formulação do problema de tráfego como um pro-
blema de controle ótimo linear-quadrático-integral (LQI).
Ao adotar o período de amostragem igual ao ciclo, a estratégia TUC perde a propriedade de reagir
a eventos locais e temporários em interseções específicas. Por outro lado, ganha-se do ponto de vista
da gerência global da capacidade da rede, pois a matriz L reflete a influência de interseções distantes
no cálculo do controle local.
3.3 Classificação
Nas seções seguintes serão discutidas características comuns às estratégias citadas, com o objetivo
de classificá-las tentando assim facilitar sua compreensão.
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3.3.1 Arquitetura e Estratégia de Otimização
Interseções semaforizadas em áreas urbanas podem ser tratadas como interseções isoladas ou
como parte de um sistema coordenado. O tratamento como interseções isoladas ocorre quando a dis-
tância entre as interseções é grande o suficiente para que a influência entre elas possa ser desprezada.
Quando a distância entre as interseções não é desprezível, um conjunto delas é tratado como uma
área de controle freqüentemente coordenada por uma Central de Controle de Tráfego (CCT). Esta
CCT pode aplicar estratégias de controle que buscam otimizar o fluxo entre as interseções de forma
coordenada. O modelo de tráfego pode ter uma arquitetura centralizada (global), ou seja, quando
considera a influência das ações de controle mútuas entre interseções vizinhas e a dinâmica do fluxo
do tráfego, permitindo a otimização do controle para a rede de tráfego como um todo. Este tipo de
otimização pode tornar-se inviável para aplicações práticas em função do custo computacional cres-
cente em função da dimensão da rede. Por outro lado, a arquitetura do modelo de tráfego pode ser
descentralizado, ou seja, cada interseção é tratada individualmente sendo a otimização dos tempos
semafóricos realizada localmente em cada interseção.
A grande maioria das estratégias de controle possuem uma arquitetura descentralizada, como o
TRANSYT, SCOOT, SCATS, PRODYN, OPAC, RHODES, ALLONS-D e o CRONOS. Os algo-
ritmos de controle que foram desenvolvidos sobre esta arquitetura utilizam-se de algumas técnicas
que provocam implicitamente a troca de informações entre as interseções. Uma delas é o horizonte
deslizante utilizado para projetar o comportamento do tráfego em um horizonte futuro finito para di-
ferentes situações de controle. Entre duas amostras de tempo é realizada esta projeção, encontrada
a melhor opção dentre as testadas e o resultado aplicado. Durante a projeção do horizonte são utili-
zadas informações das chegadas de veículos recebidas de outras interseções e considerado também o
controle existente nas outras interseções.
Já uma arquitetura centralizada tem seu representante na estratégia TUC [49].
As características do problema de controle de tráfego restringem os métodos de otimização que
podem ser aplicados. O método mais utilizado, dependendo do modelo utilizado é a Programação
Dinâmica, utilizada pelo PRODYN, OPAC, RHODES e ALLONS-D em sua primeira versão. Nas
versões posteriores ALLONS-D aplica um algoritmo baseado em uma busca em árvore, primeiro
em profundidade e depois branch and bound com ordenação de ramos. A técnica Hill-Climbing é
utilizada pelo TRANSYT e pelo SCOOT. O CRONOS aplica um método polinomial conhecido por
BOX´s Algorithm [11].
3.3.2 Modelo de Fila e Detecção
O modelo de fila mais aplicado é o vertical, onde considera-se que a fila forma-se antes da linha
de parada e neste ponto os veículos acumulam-se verticalmente, não havendo um limite para a quan-
tidade de veículos em fila. Dentre todas as estratégias citadas apenas CRONOS [11] não utiliza o
modelo de fila vertical.
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Outro modelo de fila é o horizontal, onde é considerado um tamanho médio de veículos e o
espaçoo que eles ocupam na via horizontalmente. Este modelo possibilita a verificação do espaçoo
que uma fila ocupa e conseqüentemente se esta fila atinge a capacidade total da via. No sistema
CRONOS a fila é observada diretamente através da captura de imagens via câmeras.
A utilização de detectores permite adaptação do controle às condições vigentes de tráfego, através
da contagem de veículos. Estes detectores podem ser de laçoo indutivo ou através de processamento
de imagens por câmeras. Contagens manuais são utilizadas pelos sistemas de tempo fixo para ela-
boração de planos de tempos semafóricos, pratica aplicada no TRANSYT. Já os detectores, cuja
localização auxilia na verificação e predição da formação de fila, podem ter diferentes funções quanto
à sua localização:
• Saídas de todas as aproximações da interseção em análise - informa a quantidade de veículos
que sai de cada aproximação e também, o tempo total em que o laçoo indutivo fica desocupado
durante o tempo de verde. Esta localização de detectores é utilizada pelo SCATS e pelo RHO-
DES. A estratégia SCATS utiliza a informação de ocupação do detector para o cálculo do grau
de saturação. Esta alocação de detectores pode ser verificada na Figura 3.16 (a).
• Início da via logo após a linha de parada da via a montante da interseção - é medido o fluxo
que entra na via, considerando-se que não ocorrem paradas nem saídas durante o percurso;
calcula-se os tempos semafóricos para atender o fluxo medido. Este é o caso aplicado no
SCOOT e mostrado na Figura 3.16 (b);
• Saída da aproximação a montante da interseção e outro a 50 m antes da linha de parada - o
fluxo medido na saída da interseção a montante é usado na predição de chegadas dos veículos
na linha de parada. O detector localizado a 50 m acima da linha de parada é utilizado auxiliar
no cálculo de estimação de filas.Este modelo de detecção é utilizado no PRODYN e mostrado
na Figura 3.16 (c).
50 m
50 m
(a) (b) (c)
Figura 3.16: Localização de detectores
As medidas realizadas através de sensores de vídeo permitem a verificação direta do número de
veículos ou a fila em uma via. Também a ocorrência de eventos especiais como acidentes e quebra
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de veículos que reduzem a capacidade momentânea da via. Este tipo de medida é utilizada pelas
estratégias ALLONS-D e CRONOS.
3.3.3 Critério de Desempenho
O melhor ajuste dos tempos semafóricos é obtido após avaliação de um critério de desempenho.
Estes critérios já foram discutidos na seção 2.8.
As estratégias como o PRODYN, ALLONS-D aplicam apenas o atraso como critério de desem-
penho.
Os algoritmos restantes aplicam a combinação entre o atraso e o número de paradas.
Na tabela 3.1 será apresentado um resumo das características discutidas.
Tabela 3.1: Classificação dos Modelos de Tráfego e Estratégias de Controle.
Estratégias de Controle
Características Transyt Scoot Scats Prodyn Opac Rhodes Allons-d Cronos TUC
Arquitetura D D D D D D D D C
Otimização H-C H-C He PD PD PD PD, dfs-bb Box´s LQ
Modelo de Fila V V V V V V V H V
Desempenho A-P A-P A-P A A-P A-P A A-P A-P
legenda: D - Descentralizado, C - Centralizado, H-C - Hill-Climbing, PD - Programação Dinâmica,
dfs-bb - busca em profundidade depois branch and bound,
V - Vertical, H - Horizontal, A-P - Atraso e Parada, A - Atraso,
He - Heurística, LQ - Linear Quadrática.
3.4 Conclusões
Foi apresentado um panorama das estratégias de controle de tráfego mais conhecidas e relevantes
para o problema de desempenho de sistemas viários. Foi apresentado também como cada estratégia
trata os problemas de coordenação e descarga de filas. Para auxiliar na compreensão das estratégias
de controle existentes foram apresentadas algumas características de forma a obter uma classificação
das estratégias apresentadas.
As estratégias apresentadas foram testadas e algumas aplicadas em seus países de origem. Uma
grande limitação na utilização destas estratégias, como pacotes comerciais a serem adquiridos e apli-
cados em sistemas de tráfego urbano brasileiro é que cada uma delas têm especificidades relativas
aos sistemas de tráfego de seus países de origem. Além disso, o custo destas estrátégias é elevado na
aquisição, implantação e manutenção. Desta forma o algoritmo proposto neste trabalho e apresentado
no próximo capítulo tem características similares às estratégias apresentadas quanto a arquitetura, es-
tratégia de otimização, modelo de fila e detecção, e ainda critério de desempenho. As simplificações
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e diferenças se devem às características dos nossos sistemas de tráfego e da busca de um algoritmo
para implementação em baixo custo.
Capítulo 4
Modelo de Simulação de Tráfego e
Metodologia de Solução
4.1 Introdução
No Capítulo 3 foram apresentados alguns modelos de tráfego existentes na literatura, inclusive
o modelo aplicado na estratégia de controle PRODYN, que foi a base para o desenvolvimento do
modelo de simulação de tráfego aplicado neste trabalho.
Este capítulo apresenta o desenvolvimento do modelo de tráfego, necessário para simulação do
tráfego urbano e suas características. Será apresentado também um método de solução para o pro-
blema de minimização de atraso através de um algoritmo de controle em tempo real com uma heurís-
tica de busca em profundidade.
Alguns resultados obtidos através do algoritmo de controle serão apresentados e comparados
com a estratégia de tempos fixos TRANSYT. A estratégia TRANSYT é como citado em [49]:’É
a estratégia de controle semafórico mais conhecida e frequentemente aplicada, e também utilizada
como um método de referência para testes de estratégia em tempo-real.’ Outra razão para utilização
da estratégia TRANSYT como padrão de comparação foi a aquisição do software TRANSYT/10 pela
Universidade Federal de Santa Catarina.
4.1.1 Modelo de Tráfego Desenvolvido para Este Trabalho
Apresenta-se o modelo de tráfego utilizado neste trabalho, para simulação das condições de trá-
fego, não saturadas, necessárias para o desenvolvimento do algoritmo de controle. Este modelo foi
desenvolvido com base no modelo de tráfego do PRODYN [21], sendo uma simplificação deste, pois,
não considera aspectos como bloqueios por conversão à esquerda em vias.
No Brasil não são comuns planos semafóricos que incluam conversões à esquerda permitidas e
não protegidas. Situações aqui encontradas podem ser caracterizadas por:
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1. não permitidas;
2. permitidas e protegidas: é definido um estágio onde os veículos fazem a conversão com os
movimentos conflitantes recebendo indicação vermelha;
3. permitidas e não protegidas: o veículo pode fazer conversão à esquerda buscando um gap no
fluxo conflitante.
São considerados instantes de tempo t, (tempo de amostra), espaçados de um período constante
ts, no caso 4 segundos, ou seja: ts = tj+1 − tj . O fluxo de veículos em uma rede é modelado
através de equações de estado. Há um grupo de equações de estados para interseções que inicialmente
descrevem a evolução da indicação semafórica:
vi(t + 1) = ui(t), i = 1, 2, . . . , I (4.1)
onde vi(t) ∈ {0, 1} é o estágio vigente na interseção i, durante o intervalo de tempo (tj , tj+1), sendo
que vi(t) = 0 significa indicação semafórica vermelha e vi(t) = 0, indicação semafórica verde;
ui(t) ∈ {0, 1} é o valor do controle a ser aplicado no período subseqüente, sendo 0 indicação verde e
1 indicação vermelha, também para esta variável e I é o número de interseções do sistema. O sistema
assim descrito considera apenas dois estágios, podendo ser generalizado.
O tempo de vigência de um mesmo estágio, medido em termos de número de períodos, ts sem
mudança, é dado por:
wi(t + 1) =
{
wi(t) + 1 se ui(t) = vi(t)
0 se ui(t) 6= vi(t)
(4.2)
onde wi(t) é o número de períodos decorridos no estágio vigente.
Outro grupo de equações de estado descreve as variáveis que caracterizam as vias do sistema. O
modelo vertical da fila, em um faixa, tem evolução temporal dada por:
xl(t + 1) = max{0, xl(t) + al,1(t)− slml(t)} (4.3)
onde xl(t) é a fila formada na linha de parada de uma faixa l; al,1(t) é número de veículos em
velocidade livre que trafegam na primeira seção de um uma faixa; sl é a taxa média de descarga da
fila, considerada conhecida e constante para todas as faixas e ml(t) ∈ {0, 1} é o controle da faixa em
questão, sendo ml(t) = ui(t) para as faixas arteriais e ml(t) = ui(t) para as faixas secundárias.
A discretização do modelo ocorre quando são criadas seções em uma faixa e o tempo necessário
para atravessar uma seção é igual a um período de amostragem ts, multiplicada pela velocidade
(considerada uma dada velocidade livre de percurso constante). Estas seções são definidas por:
N (l) =
Ll
vlts
(4.4)
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onde N (l) é o número de seções de uma faixa; Ll é o comprimento de cada faixa, vl é a velocidade
livre de percurso e ts é o tamanho do período de amostragem. N (l) é definido de tal forma que a
passagem de uma seção para a seguinte é feita em exatamente um período amostral, como pode ser
visto na Figura 4.1. A evolução da ocupação de veículos que trafegam em velocidade livre ao longo
das seções de uma faixa, é dada por:
al,j(t + 1) = al,j+1(t), j = 1, . . . , Nl − 1 (4.5)
al,Nl(t + 1) = al,Nl+1(t) + (1− rl)zl(t) (4.6)
al,Nl+1(t + 1) = rlzl(t) (4.7)
onde zl(t) é o fluxo de veículos no início da faixa, a montante da interseção; e N (l) é o número de
períodos que um veículo gasta para atravessar uma faixa, sendo Nl a parte inteira e rl a parte decimal
deste período.
Os fluxos de veículos zl(t) são modelados de duas formas. Para faixas alimentadas por filas a
montante, tem-se:
a1aN a2
r1- r
t
s
...aN+1
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Figura 4.1: Seções de uma faixa.
zl(t) =
∑
l′∈Ul
pl′l ×min(xl′(t) + al′,1(t), sl′ml′(t)) (4.8)
onde l′ ∈ Ul, é a faixa pertencente a Ul que é o conjunto de faixas que alimentam um determinada
faixa l; pl′l é a proporção de veículos que convergem das filas para a faixa a jusante, considerada
conhecida e constante. Para as faixas de entrada, zl(t) é simplesmente o resultado da contagem
veicular.
O desempenho da rede é avaliado através do atraso acumulado. O modelo de tráfego ao fornecer
a dinâmica das filas, permite avaliar o atraso acumulado no conjunto de todas as faixas l e em um
horizonte K + 1:
dl(t) =
ts
2
t+K+1∑
j=t+1
(xl(j) + xl(j − 1)) (4.9)
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Pelo HCM 2000 [9], o atraso por veículo é dado por:
dvq = ls
N∑
i=1
Viq
Vtotal
0.9 (4.10)
onde ls é o intervalo de contagem (s)(sugere-se entre 10 a 15 segundos); Viq é o número de veículos
na fila no intervalo de contagem i; N é o número de intervalos de contagem ao longo de todos os
ciclos observados e Vtotal é o número total de veículos chegando na aproximação durante o tempo
total de observação (um determinado número de ciclo).
A atraso calculado pela equação 4.9 difere da equação 4.10 que considera o somatório das filas no
tempo. Na equação 4.9 o cálculo considera o valor médio das filas e tem os valores da primeira fila e
da última, no intervalo considerado, divididas por 2. Esta diferença não é significativa, se o intervalo
de tempo total for maior do que o período. Também o cálculo é realizado da mesma forma para todas
as aproximações, implicando em comparações válidas.
4.2 Algoritmo de Controle em Tempo Real
A idéia central do algoritmo de controle consiste em testar todas as possibilidades de controle
ui(t) em um horizonte de tempo e escolher dentre todas aquela que produz o melhor desempenho.
Tal teste é efetuado com auxílio do modelo de tráfego apresentado na seção 4.1.1, o qual, ao fornecer
a dinâmica das filas, permite avaliar os índices de desempenho, que neste trabalho é medido pelo
atraso acumulado no conjunto de todas os faixas l e em um horizonte K +1, conforme equação (4.9).
O algoritmo de controle utiliza a técnica de horizonte deslizante [48] para tentar prever o compor-
tamento futuro do tráfego e descobrir o melhor controle para o futuro. A técnica consiste em simular,
entre dois instantes de controle, a evolução do sistema durante vários períodos. Ao final, tem-se o
valor ótimo do controle para ser aplicado, o qual irá vigorar apenas durante o período subseqüente.
O processo é repetido para todos os períodos. As possibilidades criadas pelo horizonte deslizante
podem ser representadas por uma árvore de decisão.
A árvore de decisão assim obtida é adequada para organizar a tarefa de testar todas as possibi-
lidades. Ela é montada a partir das diferentes opções que uma decisão entre a indicação verde ou
vermelha pode oferecer. Cada nova situação de tráfego criada tem um custo quantificado em atraso
veicular. Um algoritmo de busca faz a tarefa de encontrar o caminho na árvore que resulte no menor
custo. O resultado levará ao controle a ser aplicado no período subseqüente.
Uma simplificação assumida no modelo de tráfego e no algoritmo de controle é o modelo de fila
vertical. Este modelo é utilizado em vários outros modelos já citados [21], [26], [51].
Os aspectos e técnicas utilizadas serão discutidas mais detalhadamente nas seções seguintes.
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4.2.1 Horizonte Deslizante
O procedimento de horizonte deslizante pode ser descrito da seguinte forma: a técnica exige o
conhecimento das chegadas de veículos no período inicial. Para os períodos futuros do horizonte
são utilizadas predições das chegadas. Estas predições são obtidas para todas as possibilidades de
controle durante um horizonte de tempo K, com k = 1, . . . , K. Este procedimento utiliza um modelo
de predição, para este estudo, similar ao modelo de tráfego empregado. O tamanho do horizonte
aplicado no algoritmo de controle em tempo real é K = 8, ou seja, K = 8 ts = 32s.
O procedimento de otimização define o caminho de menor custo. Com este resultado define-se o
controle aplicado em k = 1, neste caminho de menor custo. O controle em k = 1 é implementado
no período subseqüente e permanecerá vigente até que o procedimento seja repetido e novamente
atualizado.
O resultado da aplicação do horizonte deslizante é representado por uma árvore de decisão. Esta
árvore, para um semáforo de duas fases, é binária, pois, a decisão é tomada sobre uma variável
discreta que pode assumir dois estados: a indicação verde ou vermelha. Os nós da árvore representam
os estados do sistema. Suas arestas representam o custo da transição de um estado para outro. O custo
da transição entre os estados é o atraso veicular, dado pela equação (4.9). Um exemplo de aplicação
para um semáforo de dois estágios pode ser analisado na Figura 4.2.
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Figura 4.2: Árvore de busca - semáforo de dois estágios.
A Figura 4.2 mostra uma árvore completa para K = 3. A busca é realizada em profundidade,
portanto é escolhido o ramo superior e percorrido o caminho até a última folha da árvore. Na figura,
o caminho totaliza um custo de 6. A restrição de verde mínimo é cumprida, pois a indicação verde (g)
é mantida durante todo o caminho. O segundo caminho a ser percorrido é o que testa a mudança para
indicação vermelha (r) na metade inferior da árvore. E o caminho é o extremo inferior da árvore. Ao
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chegar à última folha da árvore os valores de custo são comparados e opta-se por continuar a busca
na metade da árvore onde foi encontrado o menor custo. Respeitando-se a restrição de verde mínimo
e descartando-se os caminhos que, mesmo em folhas de nível inferior ao máximo, sejam maiores
do que o menor custo atualmente encontrado, a busca continua até ser encontrado o menor custo no
último nível da árvore. Assim, o caminho de menor custo igual a 4 aparece realçado na figura.
4.2.2 Predição de Chegadas
A predição de chegadas é realizada com o auxílio de um modelo de predição baseado no modelo
de tráfego apresentado na seção 4.1.1. São consideradas chegadas o número de veículos que chegam
nas vias que recebem veículos de um sistema externo ao sistema considerado. Na Figura ?? recebem
fluxo externo as vias {1, 4, 5e6}. Algumas simplificações foram realizadas para tal aplicação:
1. o cálculo das chegadas é realizado, off-line. Com estes dados é montada uma tabela com a
quantidade de veículos que chegam em cada nível do horizonte de tempo considerado, pela
quantidade de arcos no sistema. Para os arcos internos, que não recebem fluxo externo, é
realizado um cálculo com a soma das proporções de conversão de veículos dos arcos que des-
carregam fluxo no arco em questão;
2. o controle que vigora no período inicial do horizonte, isto é, as indicações semafóricas de cada
interseção, é considerado constante para todo o horizonte. Esta consideração não implica em
erros significativos pois, a cada tempo de amostragem é feita uma atualização de chegadas e
refeito o cálculo de predição, corrigindo assim possíveis desvios.
A predição de chegadas é realizada (como descrito anteriormente no primeiro item) sempre an-
terior ao cálculo do controle realizado durante o horizonte deslizante. Durante o procedimento de
horizonte deslizante a predição de entradas é realizada da mesma forma, no entanto o tipo de chega-
das pode ser definido pelo operador, assim a quantidade de veículos que chegam no primeiro período
do horizonte é conhecida, resultante das contagens nos detectores. Para os períodos seguintes pode
ser utilizada:
1. constante;
2. a média dos períodos anteriores (no tamanho igual ao número de períodos do horizonte);
3. chegada nula de veículos.
4.2.3 Busca em Profundidade
O algoritmo de busca utilizado é o de busca em profundidade [15]. Esta escolha pode ser justifi-
cada pelos seguintes aspectos:
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• simplicidade de implementação do método;
• a rapidez na obtenção de uma solução factível;
• pequeno consumo de memória durante a busca que é realizada em um caminho de cada vez, ao
contrário, por exemplo da busca em largura, que precisa armazenar o valor do custo parcial de
todas as folhas a cada nível que avança na árvore.
Por outro lado existe a desvantagem da explosão combinatória de caminhos que cresce exponencial-
mente com o tamanho do horizonte. Esta desvantagem poderia inviabilizar a aplicação do algoritmo
dependendo do tamanho do horizonte. Assim, algumas modificações foram implementadas ao algo-
ritmo com o objetivo de restringir a busca em todos os caminhos de uma árvore.
A principal modificação é permitir que a decisão a ser tomada (permanecer no estágio atual ou
mudar) possa ser explorada alternativamente na árvore. Isto é, a busca é realizada, inicialmente, em
uma direção da árvore, até atingir o último nível de profundidade, depois a busca retorna ao nó inicial
e parte para a outra direção de busca. O valor do desempenho obtido no último nível da árvore,
na direção inicial, é considerado o melhor até que uma busca em outro ramo qualquer (ao atingir o
último nível) resulte em um valor de desempenho menor; neste ponto, invertem-se os papéis. Outra
modificação é o descarte da busca em um determinado ramo ao ser obtido um valor de desempenho
maior do que considerado ótimo até aquele momento da busca. Tal procedimento pode seguir até que
seja realizada a busca em todos os ramos viáveis ou até que se atinja o limite de tempo disponível
para o cálculo, quando então é adotada a decisão vencedora.
As modificações efetuadas também garantem que pelo menos as duas opções iniciais e distintas
de controle são simuladas antes que um dead-line [23] possa ocorrer.
A busca na árvore tem outra restrição, além do dead-line, o tempo mínimo de duração da indica-
ção semafórica dada por:
ui(t) = vi(t) se wi(t) < wmin (4.11)
A necessidade deste limite mínimo é justificada pelo custo da troca das indicações, baseado no
tempo mínimo para que os veículos que estejam parados em uma fila possam se deslocar através da
interseção. Esta restrição inibe algumas mudanças na temporização, poupando esforços computacio-
nais na busca de um caminho de menor custo.
Para redes com um número maior de estágios em uma interseção, o algoritmo de busca em pro-
fundidade pode causar uma explosão combinatória, já que de cada nó parte um número de ramos igual
ao número de estágios. A viabilidade de implementação do algoritmo existe desde que seja seguida
uma seqüência de fases pré definida, o que torna a decisão em cada nó entre permanecer ou mudar
para o próximo estágio.
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4.2.4 Critério de Desempenho
A previsão das filas, ou seja, sua quantificação, é calculada através da equação de estados (4.3).
O atraso médio acumulado no horizonte é dado pela equação (4.9).
Verifica-se que na equação (4.9) o atraso só será calculado para a interseção em interesse, con-
seqüentemente somente para as vias que convergem nesta interseção e no horizonte de tempo conside-
rado. Para compor o critério de desempenho, este atraso é acrescido de um custo terminal. Adota-se
aqui atraso incorrido aos veículos que permanecem na fila final, dado pelo tamanho destas filas divi-
dido pela taxa média de descarga de fila:
d˜l(t) =
(xl(t + K + 1))
2
sl
+
ts
2
t+K+1∑
j=t+1
(xl(j) + xl(j − 1)) (4.12)
A introdução do custo terminal é uma tentativa de representar o comportamento de descarga da fila
se o horizonte fosse considerado infinito. Vale salientar que o desempenho d˜l(t) só é aplicado ao
algoritmo de controle, onde o horizonte considerado é pequeno. No modelo de tráfego o horizonte de
simulação é maior, com ordem de grandeza de minutos ou horas, neste caso, o custo terminal pode
ser desprezado, pois torna-se insignificante frente ao atraso acumulado no horizonte.
Algoritmo de Controle Descentralizado
gera-árvore (ve, d˜, d, p, pot)
condição inicial:gera-árvore (v0, 0, +∞, [v0], 0)
Se (passo (ve) 6= (K + 1) )
Faça (vp ∈ {F (ve)})
q(ve, vp) =calcula-atraso
D = d + q(ve, vp)
gera-árvore(vp, D, d˜, p+{vp}, pot)
Senão
Se (d + σ(ve) < d˜)
d˜ = d + σ(ve)
pot = p
onde:
• ve é o nó inicial;
• vp é nó final do passo seguinte;
• d é o custo de um caminho na árvore;
• σ é o peso de um nó;
• d˜ é o custo mínimo otimizado;
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• p é um caminho da árvore;
• pot é o caminho ótimo de menor custo;
• K é a extensão do horizonte;
• q é o custo calculado entre um nó inicial e um nó final;
• {F (ve)} é o conjunto de nós gerados de ve, estes nós obedecem a restrição wi < wmin na
mudança de indicação de fase;
• calcula− atraso é uma função que calcula o custo conforme equação (4.12) e retorna o custo
entre os nós da árvore;
• D é o custo acumulado a cada nível de profundidade avançado na árvore.
4.2.5 Coordenação Implícita
A arquitetura descentralizada do modelo e do algoritmo de controle dificulta uma estratégia de
coordenação entre as interseções. No entanto, como no PRODYN e ALLONS-D, a coordenação
ocorre de forma implícita devido a incorporação de dados das interseções a montante da interseção
analisada. Ou seja, quando os cálculos de otimização são realizados para uma interseção, são co-
nhecidos os dados de saída da interseção acima dela considerando constante para todo o horizonte a
indicação semafórica vigente. Desta forma, a coordenação entre interseções é obtida implicitamente.
Uma coordenação explícita também pode ser obtida através de restrições introduzidas ao algoritmo.
Uma implementação deste tipo de coordenação, para o algoritmo de controle aqui proposto pode ser
visto em [13].
4.3 Resultados de Simulações
Para avaliar a consistência do algoritmo proposto inicialmente será apresentada uma comparação
com a estratégia TRANSYT, versão TRANSYT/10 [16]. O TRANSYT foi escolhido pois é conside-
rado uma estratégia padrão para cálculo de tempos fixos. Os resultados de desempenho do algoritmo
de controle descentralizado serão apresentados de forma a avaliar sua sensibilidade frente a diferentes
distribuições de demanda e chegadas apresentadas no apêndice B. Baseado nos resultados também
será apresentada a discussão de coordenação dos semáforos de modo a atender aos pelotões e descarga
de filas.
4.3.1 Características da Rede de testes
Os testes foram realizados em uma rede de três interseções em um via arterial de sentido único de
fluxo mostrada na Figura 4.3. O comprimento total da via arterial é de aproximadamente 760 m di-
vididos em 3 faixas de aproximadamente 253 metros. as faixas secundários são de aproximadamente
4. Modelo de Simulaçªo de TrÆfego e Metodologia de Soluçªo 62
350 metros. A velocidade dos veículos é considerada constante a um valor de 16, 7 metros/segundo
(60Km/h).
Serão apresentados resultados para diferentes instâncias de carregamento da rede apresentadas na
Tabela 4.1. O carregamento considerado está abaixo do máximo grau de saturação, pois a concepção
do algoritmo foi para controle de sistemas não-saturados. Diferentes distribuições de chegadas de
veículos nas vias também foram consideradas. São quatro as distribuições: escada, exponencial,
pulsada e constante. A forma como estes dados foram obtidos é apresentada no Apêndice B. Foram
realizadas três simulações distintas para cada distribuição na geração de dados de chegadas. Foi feita
uma média aritmética dos valores obtidos, para cada distribuição.
321
1 2 3
4
5
6
Interseção
Vias
Figura 4.3: Rede de Tráfego para 3 interseções.
As amostras de tempo do algoritmo são de 4 segundos. As proporções de propagação são con-
sideradas conhecidas e iguais a 90% na arterial e 10% das secundárias para a arterial. O fluxo de
saturação é igual a 2 veículos por período de amostragem, também considerado conhecido e cons-
tante para todas as vias. A capacidade das vias é de 1800 veículos por hora (vph) (não está sendo
considerado o tempo de amarelo e o tempo perdido). E o horizonte T de simulação T = 30 min.
Tabela 4.1: Proporção de fluxos nas faixas.
Caso Arterial Secundárias
desbalanceado 80% 20%
balanceado 55% 45%
Serão testadas duas situações de carregamento, considerando a soma das duas aproximações pois,
a capacidade é considerada por interseção:
• alto - 90% da capacidade da interseção, ou seja, um total de 1620 veículos por hora (vph);
• médio - 60% da capacidade da interseção, ou seja, um total de 1080 vph.
4.3.2 Comparações com o TRANSYT
Na Tabela 4.2 são apresentados na primeira coluna o valor do atraso obtido diretamente da si-
mulação realizada com o TRANSYT/10 em pcu-h/h; na segunda coluna são apresentados os valores
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do modelo de tráfego descentralizado com tempos fixos (calculados pelo TRANSYT/10 e obtidos na
mesma simulação do resultado da primeira coluna desta tabela), em veíc.-s/s, e na terceira coluna os
valores obtidos diretamente do algoritmo de controle aplicado sobre o modelo de tráfego, em veíc.-
s/s. Estas comparações foram realizadas com a distribuição de chegadas constante para satisfazer
as especificações de entrada do TRANSYT/10. O mínimo tamanho de ciclo aceito pelo software
TRANSYT/10 é de 30 segundos, que é um valor maior do que a média obtida com o algoritmo
descentralizado.
Tabela 4.2: Comparação entre valores de atraso com TRANSYT e estratégia descentralizada (pcu-h/h
e pcu-s/s).
TRANSYT Fixo Desc.
BA 27,0 19,2 5,2
DA 20,0 16,8 6,6
BM 9,6 10,7 2,9
DM 6,9 6,8 3,1
onde: BA é balanceado alto, DA é desbalanceado alto, BM é balanceado médio e DM é desbalanceado médio.
A avaliação dos resultados apresentados na Tabela 4.2 permite verificar que os valores de atraso
obtidos diretamente do TRANSYT são próximos aos valores obtidos através do algoritmo em tempo
real (com os tempos fixos do TRANSYT). Era um resultado esperado pois apenas o modelo de tráfego
e a forma de cálculo do desempenho são diferentes. Já o desempenho da rede obtido com o algoritmo
em tempo real apresenta um ganho maior, o que também era esperado pois a otimização realizada
procura responder à demanda verificada a cada amostra de tempo.
Outra comparação entre o desempenho obtido pelo TRANSYT e pelo algoritmo descentralizado
pode ser verificado na Figura 4.4. É simulado um carregamento balanceado médio (BM) e desbalan-
ceado médio (DM) e distribuição constante. Pode ser verificada a evolução dos pelotões, ao longo da
faixa arterial, e a formação das filas nas interseções.
Na Figura 4.4 (a) é apresentado o comportamento do tráfego frente ao controle realizado pelo
algoritmo em tempo real e em (b) o comportamento frente ao controle fixo para um carregamento
médio balanceado. Pode-se verificar que em (b) os tempos de indicação verde e vermelha têm maior
duração e que os ciclos são fixos. Foram testados valores de ciclo maiores e menores, no entanto
o valor apresentado resulta em um melhor desempenho. Já em (a) os tempos de verde e vermelho
são menores e adaptam-se a demanda verificada, implicando em uma menor formação de filas e,
conseqüentemente em um melhor desempenho. As filas são verificadas como picos que ocorrem nas
interseções e os pelotões como uma progressão nas seções da faixa, verificada em (a) e (b). Em (c)
e (d) apresenta-se resultados para uma demanda média e desbalanceada. Verifica-se que para um
fluxo maior na arterial o TRANSYT (d) proporciona uma melhoria de desempenho em relação a um
fluxo balanceado entre as faixas (b). No entanto, ainda maior do que com os tempos calculados pelo
algoritmo em tempo real (c).
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(a) (b)
(c) (d)
Figura 4.4: Comparação TRANSYT x algoritmo de descentralizado.
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4.3.3 Desempenho do Algoritmo de Controle em Tempo Real
Nesta seção será apresentado o desempenho do algoritmo de controle em tempo real (como o
algoritmo é baseado no modelo de tráfego de arquitetura descentralizada, a partir será identificado
apenas como algoritmo descentralizado) para as quatro distribuições de chegadas e para as quatro
situações de carregamento. O tempo de simulação é de 30 minutos e o resultado apresentado é dado
em segundos. A distribuição em escada representa uma chegada de veículos randômica, onde são
atribuídos valores inteiros entre 0 e 2, que representam os valores de chegada de veículos mínima e
máxima, por período de amostragem. Os intervalos de distribuição são definidos para obtenção do
valor total de chegadas de veículos por hora. A distribuição exponencial é uma distribuição contínua
de probabilidades em que a ocorrência de veículos aumenta ou diminui constantemente. Neste tra-
balho foi utilizada para representar a chegada de veículos com um aumento constante no tempo. A
distribuição constante é representada por uma chegada constante de veículos em quantidade suficiente
para garantir a demanda definida. E a distribuição pulsada representa a alternância entre um valor de
chegadas n, onde 0 < n ≤ 2 e zero. O valor 2 representa a capacidade máxima da via por período
de amostragem. Os algoritmos de obtenção de valores para estas distribuições podem ser vistos no
Apêndice B.
Tabela 4.3: Valores de atraso (s) obtidos com algoritmo descentralizado.
Caso Escada Exponencial Pulsada Constante
BA 12391 12002 8271 9426
DA 14352 13509 7812 11966
BM 5573 5498 3820 5193
DM 5050 5090 2026 5504
Os resultados apresentados na Tabela 4.3 mostram que para um alto carregamento, o atraso au-
menta em relação a um médio carregamento, para todas as distribuições de chegadas. Um resultado
importante que pode ser verificado aparece para a distribuição pulsada onde ocorre uma melhoria
significativa no desempenho do sistema, resultado esperado, já que ocorrem períodos em que não
chegam veículos e o algoritmo de controle adapta-se a esta situação. Isto sugere como perspectiva de
estudos futuros um controle sobre os usuários que os mantivesse em pelotões.
São apresentados também resultados do algoritmo de controle em tempo real para duas situações
distintas:
• Para uma única distribuição de demanda a comparação é realizada entre as diferentes distri-
buições de chegadas - esta avaliação tem como objetivo mostrar como o algoritmo reage a
diferentes distribuições de chegadas mostrando assim sua robustez ao minimizar o atraso em
diferentes situações de chegada.
• Para uma distribuição de chegadas aleatória a comparação é realizada entre diferentes demandas
de fluxo - o objetivo deste teste é também avaliar a sensibilidade do algoritmo, em minimizar o
atraso e proporcionar a progressão de pelotões agora frente a diferentes demandas de fluxo.
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A Figura 4.5 apresenta os resultados para diferentes distribuições de chegadas e um fluxo desba-
lanceado médio. Esta comparação proporciona a análise de como o algoritmo de controle reage às
diferentes situações de tráfego.
(a)- escada (b) - exponencial
(c)- constante (d)- pulsada
Figura 4.5: Comparação entre diferentes distribuições de chegadas.
Pode ser verificado na Figura 4.5 que a maior formação de filas ocorre para as distribuições
escada e exponencial (a) e (b), já que a predição do comportamento destas distribuições é dificultada
pela natureza das chegadas. Já com chegadas constante e pulsada o controle consegue rapidamente
adequar-se e proporcionar um melhor desempenho.
A Figura 4.6 apresenta a formação de filas na via arterial para a segunda situação. Pode ser
verificado a distribuição de veículos na seções da via e as filas nas interseções, para os quatro casos
de carregamento.
Pode-se verificar na Figura 4.6 (a) e (c) que, para uma distribuição de fluxo balanceado, ocorre
uma queda de desempenho, (aumento das filas) em relação a distribuição de fluxo desbalanceada (b)
e (d).
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(a) balanceado alto (b) desbalanceado alto
(c) balanceado médio (d) desbalanceado médio
Figura 4.6: Comparação entre diferentes distribuições de fluxo para chegadas pulsadas.
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4.4 Conclusões
Neste Capítulo foi apresentado o modelo de tráfego que serviu de suporte para simulação de
uma rede de tráfego e base para o desenvolvimento do algoritmo de controle. Foram realizadas
simulações para avaliação do desempenho do algoritmo proposto frente ao TRANSYT e mostrado o
comportamento do tráfego frente ao controle obtido com o algoritmo descentralizado em tempo real.
Os resultados obtidos permitem afirmar que o algoritmo de controle descentralizado tem melhor
desempenho do que o TRANSYT.
Uma limitação do algoritmo descentralizado é que os testes realizados ocorreram para uma rede de
tráfego com apenas duas fases. Desta forma, sua representação através da árvore de busca é binária.
A dificuldade de aplicação deste mesmo algoritmo para redes com um número maior de fases é a
explosão combinatória, pois o número de ramos que saem de cada nó deve ser igual ao número de
fases.
É importante também registrar que o modelo de tráfego utilizado para estimação de atrasos ao
longo do horizonte é o mesmo que simula a rede de tráfego real (cidade). Portanto, como perspectiva,
é preciso testar o desempenho do algoritmo de controle descentralizado sobre micro-simulação.
Ainda na predição de chegadas foram consideradas chegadas pontuais, ou seja, a cada intervalo
de tempo ocorre uma chegada qualquer de veículos ou não. Um aprimoramento que faria o mo-
delo aproximar-se da realidade seria a consideração de chegadas baseadas em probabilidades. Para
cada intervalo de tempo seria definido um vetor cujos elementos seriam probabilidades dos valores
correspondentes aos índices deste vetor. Assim, o elemento zero corresponderia a probabilidade de
chegadas nulas, o elemento um a probabilidade de chegada de um veículo por intervalo de tempo e
assim continuamente. Um exemplo de predição de chegadas baseado em probabilidades foi aplicado
em [21].
Capítulo 5
Modelo de Tráfego em Programação
Matemática
5.1 Introdução
No capítulo 4 foi apresentado o modelo de tráfego desenvolvido para este trabalho. Este modelo
será representado através de uma formulação matemática para otimização. Esta formulação tem duas
finalidades, a primeira, para servir de padrão para estratégias de controle descentralizadas e, a se-
gunda, para examinar a viabilidade dos pacotes de otimização para uso em tempo real. O modelo leva
em consideração a influência das ações de controle mútuas entre interseções vizinhas, a dinâmica do
fluxo do tráfego e restrições ao controle. A natureza linear inteira mista do modelo [60] permite usar
a teoria de programação inteira [62] com a vantagem de utilização de algoritmos e software numéri-
cos tais como Xpress-MP [33] e ILOG Cplex [4] que podem encontrar soluções globais ótimas para
o problema de controle semafórico. Estes software aceitam algumas linguagens de modelagem tais
como AMPL [24] e Mosel [33]. Tais linguagens procuram separar o modelo dos dados, permitindo
assim que um modelo possa ser utilizados na resolução de diferentes instâncias de uma mesma classe
de problemas. Elas também são responsáveis pela parte de pré-processamento e interface com os
algoritmos de otimização.
O modelo de tráfego descrito em programação matemática com o objetivo de buscar um valor
de desempenho ótimo global pode ter um custo computacional proibitivo. Ainda assim, torna-se
interessante comparar os resultados globais com aqueles obtidos por soluções heurísticas e algoritmos
aproximativos, como usados no Capítulo 4. A qualidade da solução pode ser avaliada por comparação
à solução obtida com o modelo global. Esta comparação pode ser feita por violação de restrições e/ou
comparação de valores da função objetivo.
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5.2 Modelo para Programação Matemática
A dinâmica do sistema de tráfego, baseada no modelo descrito na seção 4.1.1, terá sua topologia
modelada por um grafo G = (V, E) cujos nós representam as interseções das vias e os faixas repre-
sentam as vias. Os nós subdividem-se em dois tipos: os que representam as interseções controladas
e os limítrofes, que representam interseções sobre as quais não há autoridade de controle. Estes nós
limítrofes são estabelecidos como fronteiras da rede analisada com o restante do sistema de tráfego.
Na Figura 5.1, os nós-interseção, círculos escuros, são representados por I = {1, 2, 3}, e os nós-
fronteira, círculos claros, são representados por B = {4, . . . , 7}, onde V = I ∪ B. Um exemplo de
aplicação de modelagem AMPL, em uma rede de dimensão maior, com duplo sentido de fluxo está
apresentado em detalhes, no apêndice A.
A rede em consideração é denotada por Γ. O problema P para operação de Γ pode ser aproximado
pelo modelo de programação matemática apresentado a seguir. O objetivo é minimizar o atraso total
acumulado, de acordo com a seguinte função objetivo:
P : Minimizar f =
ts
2
∑
i∈I
∑
l∈Li
T−1∑
t=1
{xl(t) + xl(t + 1)} (5.1)
onde Li ⊆ E é o subconjunto das faixas que chegam na interseção i, ∪i∈ILi = E, Lm ∩ Lj =
∅, ∀m 6= j e ts é o tempo de amostragem sendo ts = tj+1 − tj , para j = 1, ..., T − 1. Além disso,
T é o número de períodos do horizonte de simulação considerado e xl(t) é o número de veículos
estacionários na linha de parada da faixa l. O estado inicial da rede de tráfego é dado por:
para cada l ∈ Li :
xl(0) = x
0
l (5.2)
al,j(0) = a
0
l,j , j = 1, . . . , N(l) + 1 (5.3)
onde x0l (t) é o número inicial de veículos parados e a
0
l,j é o número inicial de veículos em velocidade
livre na jésima seção da faixa l, conforme equação (4.5).
O número de seções de um faixa l, N (l) é igual ao número de intervalos de controle t requeridos
para atravessar o comprimento da faixa l, sendo dado pela equação (4.4). Note que N (l) é, em geral,
não inteiro. Então, existirá um número inteiro de seções que são atravessadas em um intervalo de
controle e uma seção de comprimento fracionário.
O carregamento das filas e suas descargas são calculadas para cada i ∈ I e são formulados como
segue:
para cada l ∈ Li, t = 0, ..., T − 1 :
xl(t + 1) ≥ xl(t) + al,1(t)− yl(t) (5.4)
yl(t) ≤ xl(t) + al,1(t) (5.5)
yl(t) ≤ slml(t) (5.6)
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Figura 5.1: Grafo da rede de tráfego com 3 interseções.
onde al,1(t) é o número de veículos em movimento através da primeira seção do lésima faixa (seção
imediatamente anterior à linha de parada); ml(t) assume o valor 1 se o tráfego da faixa l pode fluir
durante o tésimo período, e 0 caso contrário; sl é a taxa de descarga máxima da faixa l; yl(t) é o
número de veículos que partem da faixa l, durante o tésimo período. Note que yl(t) = 0 se ml(t) = 0
e yl(t) = min{sl, xl(t) + al,1(t)} se ml(t) = 1.
A progressão ao longo das faixas que levam à interseção i é dada pelas seguintes restrições:
para cada l ∈ Li, t = 0, . . . , T − 1, j = 1, . . . , N(l)− 1 :
al,j(t + 1) = al,j+1(t) (5.7)
O volume de tráfego a montante da faixa l é dado pelas equações (4.5)e (4.6, sendo reescritas na
forma de programação matemática como:
para cada l ∈ Li ∩Wy, t = 0, . . . , T − 1 :
al,N(l)(t + 1) = al,N(l)+1(t) + (1− rl)zl(t) (5.8)
al,N(l)+1(t + 1) = rlzl(t) (5.9)
zl(t) =
∑
l′∈Ul
pl′,lyl′(t) (5.10)
onde Wy ⊆ E é o subconjunto de faixas que recebem fluxo de outras faixas; N(l) + 1 é o número de
seções da faixa l; rl é a parte fracionária da faixa l que ocupa a (N(l)+1)ésima seção enquanto (1−rl)
é a fração de veículos que entram na N(l)ésima seção em um intervalo; Ul ⊆ E é o subconjunto de
faixas cujos veículos podem entrar na faixa l, l ∈ Wy; zl(t) é o número de veículos provenientes de
outras faixas que entram na faixa l durante o período t, faixas estas correspondendo a l ′ ∈ Ul; e pl′,l
é a fração de veículos que trafegam da faixa l′ para a faixa l.
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As equações (5.8-5.9) e (5.11-5.12) são necessárias em vista do resultado fracionário da equação
(4.4).
Exemplificando para a rede da Figura 5.1, o volume que chega das faixas a montante aa faixa
l = 2 é obtido fazendo-se U2 = {1, 4} com Wy = {2, 3}.
Para modelar o tráfego que entra na rede através de seus limites externos, se fazem necessárias as
seguintes restrições:
para cada l ∈ Li ∩Wn, t = 1, . . . , T :
al,N(l)(t) = al,N(l)+1(t− 1) + (1− rl)a
t
l (5.11)
al,N(l)+1(t) = rla
t
l (5.12)
onde Wn é o subconjunto de faixas que recebem tráfego externo; note que Wy∩Wn = ∅ e Wy∪Wn =
E e atl é uma constante que representa a quantidade prevista de veículos que chegam na faixa l ∈ Wn.
Para a rede da Figura 5.1, Wn = {1, 4, 5, 6}.
O estado da indicação corrente, em termos do número de verdes consecutivos garantidos para a
faixa l, iniciando no tempo t− 1, é dado por:
para cada l ∈ Li, t = 0, . . . , T − 1 :
ql(t + 1) ≤ ql(t) + ml(t) (5.13)
ql(t + 1) ≥ ql(t) + ml(t)−M [1−ml(t)] (5.14)
ql(t + 1) ≤ Mml(t) (5.15)
glml(t + 1) ≥ gl − ql(t)− glM [1−ml(t)] (5.16)
onde ql(t) é o número de verdes consecutivos garantidos para a faixa l no período imediatamente
precedente a t; q0l é o número inicial de verdes consecutivos concedidos aa faixa l e imediatamente
anteriores ao período t = 0; M é um número inteiro positivo suficientemente grande, onde M = T+1
satisfaz; e gl ∈ Z+ é o tempo de verde mínimo expresso em amostras de tempo. As condições iniciais
para indicação semafórica formam um grupo de restrições adicionais:
para cada l ∈ Li :
ql(0) = q
0
l (5.17)
A resolução do conflito é assegurada pelas seguintes restrições:
para cada l ∈ Li, t = 0, . . . , T − 1 :
ml(t) ∈ {0, 1} (5.18)
para cada t = 0, . . . , T − 1 :∑
l∈Li
ml(t) ≤ 1 (5.19)
as quais asseguram que ml(t) assume valores binários e, para um dado tempo t, somente um faixa
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tem permissão de passagem.
Assume-se que todas as variáveis são números reais positivos, com exceção de ml(t) que assume
valores binários. O problema P pode ser resolvido ao encontrar-se solução para (5.1) sujeito às res-
trições (5.2) - (5.19), sendo que as restrições são parametrizadas para cada interseção i e instanciadas
para todo i ∈ I .
O problema P pode ser inserido na classe de problemas de programação linear inteira mista,
sendo que as variáveis inteiras são as indicações semafóricas. Duas vantagens desta formulação são:
• a obtenção de limites inferiores através da solução da relaxação linear de P , dessa forma per-
mitindo a avaliação da qualidade de soluções aproximadas ou heurísticas;
• o emprego de algoritmos de otimização para encontrar soluções ótimas de P e, possivelmente,
soluções sub-ótimas quando um procedimento de enumeração implícita (p.ex., branch-and-
bound [62]) sofrer uma interrupção prematura.
Em princípio, se a dinâmica do tráfego fosse determinística e se existissem recursos computacio-
nais abundantes, a solução de P forneceria tempos de chaveamento ótimos para todos os semáforos
no horizonte de tempo T . Com relação aos dois impedimentos:
• dinâmica não determinística - o modelo de controle preditivo [46] e [54], instancia uma série
{Pt : t = 0, 1, . . .} de problemas, onde cada problema Pt aproxima P sobre um horizonte
deslizante [47]limitado e faz uso de realimentação periódica para compensar os erros nas pre-
dições, que tendem a tornar-se imprecisas com o expansão do horizonte;
• recursos computacionais abundantes - sozinho, o modelo de controle preditivo não proporciona
uma solução prática; assim, faz-se necessária a decomposição de Pt em um conjunto de sub-
problemas {Pt,i : i ∈ I}, um para cada interseção, o que converte a série {Pt} em uma série
de conjuntos de problemas {{Pt,i}}.
O algoritmo em tempo real apresentado no Capítulo 4 é comparável ao modelo de programa-
ção matemática quanto ao instanciamento de uma série de problemas {Pt : t = 0, 1, . . .} quando
é aplicada a técnica de horizonte deslizante para predizer as chegadas e conseqüentemente o com-
portamento futuro do tráfego. Quanto à decomposição de P em sub-problemas, a similaridade se
estabelece na arquitetura descentralizada do algoritmo de controle quando trata localmente a otimi-
zação do controle das interseções.
5.3 Resultados
Os resultados apresentados nesta seção são obtidos através de testes efetuados com a rede de trá-
fego da Figura 4.3, mantidas as mesmas características apresentadas no Capítulo 4. Somente o tempo
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Tabela 5.1: Comparação do atraso total (s) entre algoritmo descentralizado (D) e modelo global (G).
Simulação realizada para 25ts.
Escada Exponencial Pulsada Constante
G D G D G D G D
BA 517 581 608 665 474 563 512 512
DA 639 746 841 935 406 418 623 674
BM 295 343 249 290 182 221 286 289
DM 216 230 234 267 107 107 253 304
de simulação é alterado para 25 amostras de tempo (4 segundos cada), por restrições de eficiência
computacional do modelo de programação matemática.
Na Tabela 5.1 são apresentados os valores de atraso total obtidos com o algoritmo descentralizado
e com o modelo global para programação matemática. Os resultados mostram, nas colunas G, os valo-
res de ótimos globais obtidos com o modelo de programação matemática aplicado ao software ILOG
Cplex AMPL 9.0. e na coluna D os valores obtidos com o algoritmo descentralizado de controle
em tempo real, discutidos no Capítulo 4. Os resultados mostram um melhor desempenho do modelo
global em relação ao modelo descentralizado. Isto se deve ao modelo global levar em consideração a
influência das ações de controle mútuas entre interseções vizinhas e o modelo descentralizado sofrer
simplicações heurísticas para permitir sua aplicação em tempo real. No entanto, pode-se verificar
que em alguns casos como para distribuição de chegadas pulsada desbalanceada média e chegada
constante balanceada alta os resultados de otimização com o algoritmo descentralizado chegaram ao
resultado ótimo global.
Na Tabela 5.2 pode-se verificar a percentagem de melhoria do desempenho encontrado com o
modelo global sobre o algoritmo descentralizado. Os valores variam de um mínimo de 1,1% a um
máximo de 21,1%, sendo que em dois casos o algoritmo descentralizado atinge valores de ótimo
global. Desta forma pode-se afirmar que em função das características de tráfego simuladas o ganho
do modelo global sobre o descentralizado não é relevante, no entanto, para chegadas pulsadas com
distribuição balanceada entre as faixas secundários e arteriais o algoritmo descentralizado distância-
se do valor de ótimo global, o inverso acontecendo para uma situação de distribuição de tráfego
desbalanceada. A proporção apresentada na Tabela 5.2 foi calculada como:
Proporção =
D −G
G
100 (5.20)
Tabela 5.2: Proporção de melhoria de desempenho do modelo global × algoritmo descentralizado.
Escada Exponencial Pulsada Constante
BA 12,5 9,5 18,8 0,0
DA 16,8 11,2 3,0 8,3
BM 16,3 16,5 21,1 1,1
DM 6,3 14,0 0,00 20,1
Na Figura 5.2 pode ser verificada a progressão dos pelotões para um carregamento balanceado
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médio (BM) com uma distribuição de chegadas em escada. Verifica-se que o comportamento dos
pelotões e a formação de filas são próximos entre os resultados das duas estratégias. A progressão dos
pelotões pode ser identificada pela formação de vales, caracterizando a descarga das filas formadas.
(a) Descentralizado (b) Global
Figura 5.2: Comparação algoritmo descentralizado (a)×modelo global (b), carregamento desbalan-
ceado médio, chegada em escada.
5.4 Extensões ao Modelo de Programação Matemática
O modelo matemático (global) apresentado é uma descrição em programação matemática do
modelo de tráfego apresentado no Capítulo 4. As limitações do modelo de tráfego são repetidas no
modelo global. A superação de algumas limitações são apresentadas como possíveis extensões ao
modelo global e conseqüentemente ao modelo de tráfego e ao algoritmo de controle descentralizado
em tempo real. Estas extensões não foram testadas e, portanto, os resultados dos testes realizados não
incluem estas características.
5.4.1 Restrição de Verde Máximo
A restrição de verde máximo torna-se necessária quanda faixas com uma demanda de veículos
pequena em relação aa faixa em conflito, podem não ter formação de fila suficiente para receber a
indicação verde. Desta forma, uma pequena quantidade de veículos poderia ficar retida por um tempo
abusivo caso não exista uma restrição de verde máximo.
Seja gmaxl o número máximo de indicações semafóricas verdes contínuas que podem ser atribuí-
das à faixa l. Pode-se implementar esta restrição da seguinte forma:
para cada i ∈ I, l ∈ Li, t = 0, . . . , T − 1 :
ql(t) ≤ g
max
l (5.21)
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Nestas circunstâncias, pode-se substituir a constante M em (5.14) e (5.16) por gmaxl .
5.4.2 Restrição de Vermelho Máximo
A restrição de vermelho máximo se aplica ao mesmo caso da restrição de verde máximo.
Seja rmaxl o número máximo de indicações vermelhas que o faixa l pode receber continuamente.
Pode-se introduzir esta restrição ao modelo da seguinte forma:
para cada i ∈ I, l ∈ Li, t = 0, . . . , T − 1 :
qrl (t + 1) ≤ q
r
l (t) + (1−ml(t)) (5.22)
qrl (t + 1) ≥ q
r
l (t) + (1−ml(t))− r
max
l ml(t) (5.23)
qrl (t + 1) ≤ r
max
l (1−ml(t)) (5.24)
onde qrl (t) é o número de vermelhos consecutivos atribuídos aa faixa l no período imediatamente
precedente a t.
5.4.3 Coordenação entre semáforos adjacentes
Supondo que a coordenação deve ser garantida entre a faixa lk da interseção ik (lk ∈ Lik) e a
faixa lj da interseção ij (lj ∈ Lij ), conforme Figura 5.3. Para uma indicação verde para a faixa lk
no instante t, mlk(t) = 1, deseja-se que a via lj receba indicação de verde durante todo intervalo de
tempo [t + ∆tmink,j , t + ∆t
max
k,j ] o que implica mlj (t
′) = 1 para todo t′ ∈ {t + ∆tmink,j , t + ∆t
min
k,j +
1, . . . , t + ∆tmaxk,j }
Figura 5.3: Rede para coordenação.
A especificação acima pode ser transcrita em programação matemática:
para todo t = 0, . . . , T − 1 :
para t′ = t + ∆tmink,j , . . . , min{t + ∆t
max
k,j , T − 1}
mlj (t
′) ≥ mlk(t) (5.25)
Caso seja desejável que a indicação verde na via lj ocorra em pelo menos um instante do intervalo
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[t + ∆tmink,j , t + ∆t
max
k,j ], então basta substituir a equação (5.25) por:
Para todo t = 0, . . . , T − 1 :
min{t+∆tmax
k,j
,T−1}∑
t′=t+∆tmin
k,j
mlj (t
′) ≥ mlk(t) (5.26)
5.4.4 Aproximação de Filas Horizontais
Para obtenção de um modelo de filas horizontais, a variável al,j(t) passa a modelar ocupação
da seção j da via l durante o período t. A variável xl(t) deixa de existir e introduz-se a variável
ql,j(t), j = 1, . . . , N(l), tal que ql,j(t) corresponde ao número de veículos que saem da seção j + 1
e atingem a seção j durante o período t.
1. Restrição de capacidade de seção: O modelo de fila vertical não permite a identificação
do final espacial da fila formada. Uma aproximação de filas horizontais com a restrição de
capacidade das seções de um faixa torna possível a verificação deste limite. Esta restrição
determina quando um faixa tem sua capacidade atingida pela localização de veículos parados
nas seções da faixa ou veículos em velocidade de cruzeiro antes de uma parada.
para todo l ∈ E, t = 0, . . . , T :
al,1(t) ≤ a
max,parado
l,1 (5.27)
para todo l ∈ E, j = 2, . . . , N(l) + 1, t = 0, . . . , T :
al,j(t) ≤ a
max,parado
l,j (5.28)
al,j(t) ≤ a
max,cruzeiro
l,j + αl,j
j−1∑
i=1
al,i(t) (5.29)
onde:
• amax,paradol,j é uma constante com o número máximo de veículos parados que podem ser
acomodados na seção j da via l;
• amax,cruzeirol,j é uma constante com o número máximo de veículos que podem ocupar a
seção j da via l em velocidade de cruzeiro;
• αl,j é um fator de ajuste (constante) que aumenta a capacidade de ocupação da seção j,
conforme o acúmulo de veículos à jusante da seção j, ou seja, à medida que os veículos
reduzem a velocidade, a ocupação pode ser acrescida. Este valor deve ser escolhido de tal
forma que:
αl,j =
amax,paradol,j − a
max,cruzeiro
l,j
j−1∑
i=1
amax,paradol,j
(5.30)
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Se amax,paradol,j = Amax, ∀j
αl,j =
1
Amax(j − 1)
(
Amax − a
max,cruzeiro
l,j
)
(5.31)
A Figura 5.4 representa uma aproximação dos valores obtidos com as equações (5.30) e
(5.31).
Figura 5.4: Valores hipotéticos de αj .
2. Restrição de fluxo A restrição de fluxo permitirá a entrada de veículos nas seções de um faixa
somente quando houver capacidade nesta seção para entrada de novos veículos.
Para as seções inteiras da faixa l, considera-se:
para l ∈ E, j = 2, . . . , N(l)− 1, t = 0, . . . , T − 1 :
al,j(t + 1) = al,j(t) + ql,j(t)− ql,j−1(t) (5.32)
Para a seção da faixa l imediatamente após a linha de parada, considera-se:
para l ∈ E, t = 0, . . . , T − 1 :
al,1(t + 1) = al,1(t) + ql,1(t)− yl(t) (5.33)
A equação (5.4) é removida. A equação (5.5) é substituída por:
yl(t) ≤ al,1 + ql,1(t) (5.34)
E a equação 5.6 deve ser mantida:
yl(t) ≤ slml(t)
Para as seções da faixa l não inteiras, tem-se:
para l ∈ E, t = 0, . . . , T − 1 :
al,N(l)(t + 1) = al,N(l)(t)− ql,N(l)−1(t) + (1− rl)zl(t) + ql,N(l)(t) (5.35)
al,N(l)+1(t + 1) = al,N(l)+1(t)− ql,N(l)(t) + rlzl(t) (5.36)
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3. Dinâmica de fluxo
para todo l ∈ E, j = 2, . . . , N(l)− 1, t = 0, . . . , T − 1 :
ql,j(t) = Min{al,j+1(t), a
max,cruzeiro
l,j + αl,j
1∑
i=j−1
al,i(t)− al,j(t) + ql,j−1(t)} (5.37)
para todo l ∈ E, t = 0, . . . , T − 1 :
ql,1(t) = Min{al,2(t), a
max,parado
l,1 − al,1(t) + yl(t)} (5.38)
ql,N(l)(t) = Min{al,N(l)+1(t), a
max,cruzeiro
l,N(l) + αl,N(l)
1∑
i=N(l)−1
al,i(t)− al,N(l)(t) + ql,N(l)−1(t)}
(5.39)
A função Min{a, b} pode ser expressa em programação matemática usando variáveis binárias e
algumas igualdades e desigualdades lineares. 1
5.4.5 Discussão
As extensões das seções 5.4.1, 5.4.2 e 5.4.3, não introduzem dificuldades intrínsecas ao modelo,
ou seja, não são introduzidas variáveis binárias ou discretas adicionais. Todas as restrições incluídas
são lineares. Somente para a extensão de restrição de verde máximo, são introduzidas variáveis
adicionais contínuas (gmxl ).
Já para a extensão da seção 5.4.4 é adicionado um número significativo de variáveis binárias para
expressar a função não linear Min{a, b} em programação matemática.
A implementação das extensões descritas não foi realizada, são, no entanto, considerados para
trabalhos futuros.
5.5 Conclusões
Neste Capítulo foi apresentada a formulação matemática do modelo de tráfego desenvolvido no
Capítulo 4. A aplicação dos software Xpress-MP e ILOG Cplex permitiram a obtenção de valores glo-
bais ótimos. Os resultados obtidos e as comparações realizadas entre o algoritmo descentralizado e o
1Em programação linear a função Min{a, b} pode ser escrita como:
Seja: 0 ≤ a ≤ C,
0 ≤ b ≤ C, onde C é uma constante
u ≤ a, u = min{a, b}
u ≤ b, u ≥ b− C(1− y), y ∈ {0, 1}
u ≥ a− Cy
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modelo global, permitiram concluir que os resultados com o algoritmo descentralizado aproximam-
se em algumas situações de valores do ótimo global, ficando como perspectivas de trabalhos futuros
ajustes às heurísticas aplicadas com o objetivo de aproximar os resultados do algoritmo descentrali-
zado ao ótimo global.
Pode-se concluir dos resultados obtidos que o modelo global apresenta como grande limitação
o tempo computacional para obtenção de resultados. Um estudo detalhado do tempo computacional
consumido nas simulações com o modelo global não foi realizado. No entanto, extensões como
a aplicação da técnica de horizonte deslizante e um algoritmo de programação dinâmica poderiam
auxiliar para diminuição do tempo computacional consumido.
Capítulo 6
Resultados para malha viária aumentada
6.1 Introdução
No Capítulo 5 foi apresentado o modelo global para uma rede de tráfego e sua descrição em
programação matemática. Foram realizadas simulações sobre uma rede de três interseções e seus
resultados avaliados. Neste capítulo as simulações serão realizadas sobre uma rede de seis interseções,
com duplo sentido de fluxo. Sobre esta rede será aplicado o algoritmo descentralizado de controle em
tempo real, o modelo global em programação matemática e o TRANSYT. As comparações entre os
resultados serão apresentadas e avaliadas neste capítulo.
6.2 Características da Rede de Testes
Foram realizados testes em uma rede de seis interseções com duplo sentido de fluxo na via arterial
mostrada na Figura 6.1. A via arterial tem comprimento total de aproximadamente 1012 m dividida
em 4 arcos de aproximadamente 253 m cada. Os arcos secundários são de aproximadamente 350 m
e os arcos secundários paralelos à via arterial medem 253 m aproximadamente. A velocidade dos
veículos é considerada constante a um valor de 16, 7 m/s. As taxas de conversão entre arcos, consi-
deradas constantes e conhecidas. Um exemplo com todas as taxas de conversão e condições iniciais
para esta rede de seis interseções, pode ser encontrado no Apêndice A. A distribuição de fluxo en-
tre arcos arteriais e secundários é a mesma utilizada para a rede de três interseções, apresentada na
tabela 4.1. Os valores de carregamento testados são dois, alto carregamento (A), ou seja, 90% da
capacidade total de chegadas em uma interseção e médio carregamento (B), 60% da capacidade total
da interseção. Esta capacidade é considerada 1800 v.p.h. para cada interseção. Como a comparação
é realizada com o TRANSYT e com o modelo de tráfego descentralizado com tempos fixos foi es-
colhida a distribuição de chegadas de veículos constante, pois é o tipo de distribuição utilizada pelo
TRANSYT.
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Figura 6.1: Rede de Tráfego.
6.3 Comparações entre Algoritmo Descentralizado e TRANSYT
Inicialmente será apresentada na Tabela 6.1, o valor do atraso obtido diretamente da simulação
realizada com o TRANSYT/10 em pcu-h/h; na segunda coluna são apresentados os valores do mo-
delo de tráfego descentralizado com tempos fixos (calculados pelo TRANSYT/10 e obtidos na mesma
simulação do resultado da primeira coluna desta tabela), em veíc.-s/s, e na terceira coluna os valores
obtidos diretamente do algoritmo de controle aplicado sobre o modelo de tráfego, em veíc.-s/s. Como
no Capítulo 4 as comparações foram realizadas com a distribuição de chegadas constante para satisfa-
zer as especificações de entrada do TRANSYT/10. O mínimo tamanho de ciclo aceito pelo software
TRANSYT/10 é de 30 segundos, que é um valor maior do que a média obtida com o algoritmo
descentralizado. Os resultados são de 30 minutos de simulação.
Tabela 6.1: Atraso em pcu− h/h (TRANSYT) e pcu− s/s (descentralizada e fixa).
TRANSYT Fixo Desc.
BA 67,6 39,3 15,7
DA 50,2 28,6 15,3
BM 28,9 21,4 7,4
DM 15,7 11,8 5,6
O resultado apresentado na tabela 6.1 era esperado pois, como no caso de três interseções apre-
sentado no capítulo 4, o algoritmo descentralizado por ser um algoritmo atuado, adapta-se à demanda
em tempo real, proporcionando a melhoria apresentada nos resultados. Verifica-se que a diferença
entre os valores da primeira e segunda colunas aumentou em relação ao resultado obtido com a rede
de 3 interseções. Acredita-se que este comportamento deve-se ao fato de uma rede maior com duplo
sentido e um ciclo entre as interseções 2,3,5 e 6, (ver Figura 6.1) causar um maior grau de dificuldade
nas predições de fluxo veicular nas vias.
Na tabela 6.2 pode-se verificar o ganho comparativo do algoritmo descentralizado sobre o TRANSYT.
Os resultados mostram que o algoritmo descentralizado apresenta ganho elevado sobre o TRANSYT.
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Tabela 6.2: Proporção de melhoria do algoritmo descentralizado × TRANSYT.
Desc./TRANSYT
BA 330
DA 228
BM 290
DM 180
A proporção de melhoria foi calculada pela expressão:
Proporção =
T −D
D
100 (6.1)
onde, T é o valor de atraso obtido com o TRANSYT e D o valor de atraso obtido com o algoritmo
descentralizado.
Tabela 6.3: Proporção de melhoria do algoritmo descentralizado × tempo fixo.
Desc./Fixo
BA 150
DA 87
BM 189
DM 111
Na tabela 6.3 pode-se verificar o ganho comparativo do algoritmo descentralizado sobre o de
tempo fixo aplicado ao mesmo modelo. São aplicados os tempos fixos obtidos com o TRANSYT. Os
resultados mostram que o algoritmo descentralizado apresenta ganho elevado sobre a estratégia de
tempo fixo. A proporção de melhoria foi calculada pela expressão:
Proporção =
D − F
F
100 (6.2)
onde, D o valor de atraso obtido com o algoritmo descentralizado e F é o valor de atraso obtido com
o modelo de tráfego com os tempos fixos do TRANSYT.
Para analisar a formação de filas e a progressão de pelotões será apresentada a Figura 6.2 onde
pode-se verificar a adequação do algoritmo descentralizado à demanda verificada e conseqüentemente
a obtenção de um melhor desempenho, formando filas de tamanhos menores. As simulações foram
realizadas para distribuição de chegada constante, balanceada, alta (BA).
A Figura 6.2 mostra que o algoritmo descentralizado calcula tempos de verde menores do que o
TRANSYT, que tem o comprimento de ciclo fixo. Foram testados diferentes comprimentos de ciclo
no TRANSYT, no entanto, o melhor resultado é o apresentado. Os dados de entrada aplicados ao
TRANSYT e a configuração da rede para o TRANSYT podem ser encontrados no Apêndice C.
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(a) (b)
Figura 6.2: Comparação algoritmo descentralizado (a) × TRANSYT (b)
6.4 Comparação do Algoritmo descentralizado com o Modelo Global
A Tabela 6.4 apresenta os valores de atraso obtidos de simulações entre o algoritmo descentrali-
zado e o modelo global. Por limitações de capacidade computacional o modelo global só pode ser
simulado para um horizonte de 20 amostras de tempo. Outra limitação foi o tempo de processamento;
nenhuma das amostras testadas foi processada até a obtenção do ótimo global. Foi estipulado um li-
mite de 20 horas de processamento, e os resultados para todas as instâncias testadas atingiram valores
de melhor desempenho do que para o algoritmo descentralizado.
Tabela 6.4: Atraso (s) - (período de simulação: 20 amostras de tempo) Comparação entre modelos
Descentralizado(D) e Global(D).
Escada Exponencial Pulsado Constante
G D G D G D G D
BA 1213 1365 1148 1422 1198 1408 1129 1314
DA 1093 1227 1317 1444 1130 1331 1307 1342
BM 558 582 565 595 550 582 597 633
DM 460 480 389 489 429 522 413 478
Na Tabela 6.5 pode-se verificar a proporção de melhoria do desempenho encontrado com o mo-
delo global sobre o algoritmo descentralizado. Os valores variam de um mínimo de 2,7% a um
máximo de 25,7%. A proporção apresentada na Tabela 6.5 foi calculada como:
Proporção =
D −G
G
100 (6.3)
Mesmo não tendo sido obtidos valores de ótimo global para as instâncias testadas, os valores de
desempenho são melhores do que os valores obtidos com o algoritmo descentralizado. Este resultado
era esperado em função das simplificações realizadas através das heurísticas aplicadas ao algoritmo
descentralizado. Para a rede testada no Capítulo 4, o algoritmo descentralizado atingiu valores de
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Tabela 6.5: Proporção de melhoria do modelo global e algoritmo descentralizado.
Escada Exponencial Pulsada Constante
BA 12,6 23,9 17,5 16,4
DA 12,2 9,6 17,8 2,7
BM 4,4 5,4 5,8 6,0
DM 4,3 25,7 21,6 15,7
ótimo global para as instâncias de distribuição constante, com carregamento balanceado alto (BA)
e para a distribuição pulsada, com carregamento desbalanceado médio (DM). Para a rede de seis
interseções este resultado não foi reproduzido, pois a rede possui ciclos, ou seja, chegadas de veículos
advindos de descargas de filas que produzem um grau maior de dificuldade ao processo de predição
de chegadas.
Através das Figuras 6.3 (a) e (b) pode-se verificar como evolui a busca do ótimo global no pro-
cesso de otimização da programação matemática aplicada ao modelo global. As Figuras representam
dois casos distintos de comportamento da busca. No caso (a) o modelo global encontra um valor sub-
ótimo melhor do que o valor obtido pelo algoritmo descentralizado já nos primeiros passos da busca.
No caso (b), o valor sub-ótimo encontrado inicialmente é superior ao valor encontrado pelo algoritmo
descentralizado, no entanto, após algumas horas de simulação, o valor sub-ótimo torna-se menor do
que o obtido pelo algoritmo descentralizado. Os dois casos apresentados são representativos quanto
aos casos simulados, pois todos seguem o mesmo padrão de comportamento. Também para todos os
casos apresentados na tabela 6.4 a simulação foi realizada até aproximadamente 20 horas, não tendo
sido possível provar que o valor obtido é o valor de ótimo global para nenhum dos casos testados.
A Figura 6.4 mostra uma instância de distribuição de chegadas exponencial, carregamento médio,
desbalanceado.
Na Figura 6.4 pode-se verificar o comportamento de descarga de pelotões através da formação de
vales. O modelo global apresenta melhor desempenho do que o algoritmo descentralizado. Na Figura
(a), pode-se verificar uma maior formação de filas, representada pelos picos brancos.
6.5 Conclusões
Neste capítulo foi feita uma comparação entre o algoritmo descentralizado, o TRANSYT e o
modelo global para uma rede de seis interseções. A comparação com o TRANSYT teve como objetivo
proporcionar um índice de melhoria de uma metodologia de controle atuado em tempo real sobre
outra de tempo fixo. Já a comparação com o modelo global descrito em programação matemática
apresentou o quanto as heurísticas aplicadas ao algoritmo descentralizado podem ser aprimoradas.
Verifica-se também a necessidade de validação do algoritmo descentralizado e do modelo global.
Esta validação pode ser realizada através de micro-simulação utilizando-se o simulador SITRA-B+
[7] que tem como objetivo representar, de forma tão precisa quanto possível, o tráfego de veículos em
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uma rede urbana considerando, entre outras características, a geometria das interseções, o comporta-
mento típico dos motoristas, e a ocorrência da chegada de ônibus. O simulador proporciona para o
usuário uma ferramenta de avaliação do desempenho do sistema viário, que permite a comparação de
seus resultados com os de outros tipos de controle de tráfego ou estratégias de controle [7].
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(a)
(b)
Figura 6.3: (a) Carregamento desbalanceado, alto, escada, (b) Carregamento balanceado, médio,
escada.
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(a) descentralizado (b) global
Figura 6.4: Comparação algoritmo descentralizado (a) × (b) modelo global.
Capítulo 7
Conclusões e Perspectivas
7.1 Introdução
Este trabalho teve como objetivo o desenvolvimento de um algoritmo de otimização do desempe-
nho de uma rede de tráfego urbano. O algoritmo faz o controle dos tempos semafóricos em tempo real
em resposta às variações de demanda do sistema. Para aplicação em tempo real foram introduzidas
heurísticas ao modelo de tráfego, desenvolvido e aplicado neste trabalho. Heurísticas também foram
aplicadas ao algoritmo de controle de forma a proporcionar resultados sub-ótimos para minimização
do atraso veicular. Uma destas heurísticas determina a arquitetura descentralizada do algoritmo. Para
avaliação destes resultados sub-ótimos obtidos com o algoritmo descentralizado foi desenvolvido um
modelo global, onde são consideradas as interferências mútuas entre interseções, descrito por progra-
mação matemática e aplicado a software comerciais para busca de soluções ótimas globais. O modelo
global além de proporcionar uma ferramenta para comparação dos resultados de desempenho, tam-
bém permitiu avaliação quanto à descarga de veículos e coordenação de pelotões entre interseções.
7.2 Conclusões
O algoritmo descentralizado desenvolvido teve uma avaliação satisfatória, pois nos resultados
apresentados foi possível verificar a obtenção de valores sub-ótimos próximos às soluções ótimas
globais. Em comparações com a estratégia TRANSYT para as duas redes testadas, também pode ser
verificada a melhoria do desempenho.
Os resultados quanto à descarga de filas e coordenação de pelotões teve uma avaliação positiva,
pois os resultados demonstraram que o algoritmo descentralizado proporciona a formação de vales
caracterizando a descarga de pelotões de forma periódica. Os melhores resultados obtidos foram para
a distribuição de chegadas pulsadas, de onde pode-se imaginar que uma regra de limite de velocidade
aos usuários, de forma a mantê-los em pelotões, reduziria consideravelmente o atraso veicular. Tal
regra precisa ser comprovada como uma perspectiva de trabalhos futuros.
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7.3 Perspectivas
Proporcionar uma metodologia para prever bloqueios de vias a montante por existência de fila
na via a jusante da interseção. Um caminho estudado na tentativa de solucionar o problema foi a
modelagem de filas horizontais, no entanto, não foram obtidos resultados conclusivos, deixando-se
esta linha de pesquisa como perspectiva futura.
A coordenação de pelotões e a descarga de filas verificada com o algoritmo descentralizado foram
obtidas através de uma metodologia implícita de coordenação. Estudos mostram a existência de
metodologia explícitas para tratar este problema. Esta é outra linha de pesquisa a ser considerada no
futuro.
As expansões sugeridas ao modelo global descrito em programação matemática também são pers-
pectivas para desenvolvimentos futuros.
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Apêndice A
Modelo Matemático
A.1 Algoritmo de Programação Matemática
------------------------------------------------------------------
param L; # L e o nœmero de vias da rede
param T; # T e o horizonte de simulaçªo
param bigZ; # T+1
param x0 {l in 1..L}; # valor inicial das variÆveis x
param N {l in 1..L}; # e o nœmero de cØlulas em que uma via l Ø
# dividida
param a0 {l in 1..L, j in 1..(N[l]+1)}; # e o nœmero de veículos
# que ocupam as seçıes das vias
param R {l in 1..L}; # fraçªo da œltima cØlula que pertence a
# via
param S {l in 1..L}; # razªo de descarga da fila
set Wy within {1..L}; # l estÆ em Wy, quando outra via
# descarrega trÆfego em l
set Wn within {1..L}; # l estÆ em Wn, quando o trÆfego
# descarregado em l vem de partes externas
# ao sistema considerado
set U within {1..L cross 1..L}; # (l1,l2) estÆ U se o trÆfego do
# segmento da via l1 pode entrar no
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# segmento da via l2
param p {(ll,l) in U}; # p(l1,l2) Ø a proporçªo de conversªo
# da ll para a via l.
set I within {1..L cross 1..L}; # (l1,l2) pertencem a I se as vias
# l1 e l2 estiverem em conflito.
set LI within 1..L;
param An {t in 1..T, l in 1..L} >= 0;
# An(l,t) Ø o nœmero de veículos que entram na via
# l atØ o tempo t
#variÆveis #------------------------------------------------------
var x {l in 1..L, t in 0..T} >=0; # nœmero de veículos em fila na
# via l
var m {l in 1..L, t in 0..(T-1)} integer>=0, <=1;
var a {l in 1..L, j in 1..(N[l]+1), t in 0..T} >= 0;
var y {l in 1..L, t in 0..(T-1)} >= 0;
var z {l in Wy, t in 0..(T-1)} >= 0;
var mq {l in 1..L, t in 0..(T-1)} >= 0;
#------------------------------------------
# Funçªo Objetivo
#------------------------------------------
minimize atraso total: 4*sum{l in 1.. L} (0.5*x[l,0] + sum{t in
1..T-1} (0.5*(x[l,t] + x[l,t+1])) + x[l,T]);
#------------------------------------------------------
#Restriçıes
#------------------------------------------------------
sujeito a
ini_x {l in 1..L}:
x[l,0] = x0[l];
sujeito a
ini_a {l in 1..L, j in 1..(N[l]+1)}:
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a[l,j,0] = a0[l,j];
#-----------------------------------------------
# x’s dinâmicos
#-----------------------------------------------
sujeito a
x_dinâmicos_2 {l in 1..L, t in 1..T}:
x[l,t] >= x[l,t-1] + a[l,1,t-1] - y[l,t-1];
sujeito a
y_dinâmicos_1 {l in 1..L, t in 0..(T-1)}:
y[l,t] <= x[l,t] + a[l,1,t];
sujeitos a
y_dinâmicos_2 {l in 1..L, t in 0..(T-1)}:
y[l,t] <= S[l]*m[l,t];
#-----------------------------------------------
# a’s dinâmicos
#-----------------------------------------------
sujeitos a
a_dinâmicos_1 {l in 1..L, j in 1..(N[l]-1), t in 1..T}:
a[l,j,t] = a[l,j+1,t-1];
sujeitos a
a_dinâmicos_2 {l in Wy, t in 1..T}:
a[l,N[l],t] = a[l,N[l]+1,t-1] + (1-R[l])*z[l,t-1];
sujeitos a
a_dinâmicos_3 {l in Wy, t in 1..T}:
a[l,N[l]+1,t] = R[l]*z[l,t-1];
sujeitos a
a_dinâmicos_4 {l in Wn, t in 1..T}:
a[l,N[l],t] = a[l,N[l]+1,t-1];
sujeitos a
a_dinâmicos_5 {l in Wn, t in 1..T}:
a[l,N[l]+1,t] = An[t,l];
#-----------------------------------
# z’s dinâmicos
#-----------------------------------
sujeitos a
z_dinâmicos_2 {l in Wy, t in 0..(T-1)}:
z[l,t] = sum{(ll,l) in U} p[ll,l]*y[ll,t];
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#------------------------------
# conflito entre indicaçıes verdes
#------------------------------
sujeito a
sinais_verde {l in LI, t in 0..(T-1)}:
(m[l,t] + sum{(l,ll) in I} m[ll,t]) <= 1;
#-----------------------------
# restriçıes de verde mínimo
#-----------------------------
sujeitos a
min_verde_0 {l in 1..L}:
mq[l,0] = 4;
sujeito a
min_verde_1 {l in 1..L, t in 1..(T-1)}:
mq[l,t] <= mq[l,t-1] + m[l,t];
sujeito a
min_verde_2 {l in 1..L, t in 1..(T-1)}:
mq[l,t] >= mq[l,t-1] + m[l,t] - bigZ*(1 - m[l,t]);
sujeito a
min_verde_3 {l in 1..L, t in 1..(T-1)}:
mq[l,t] <= bigZ*m[l,t];
sujeito a
min_verde_4 {l in 1..L, t in 1..(T-1)}:
3*m[l,t] >= 3 - mq[l,t-1] - 3*bigZ*(1 - m[l,t-1]);
A.1.1 Arquivo de dados - 3 interseções
param L := 6; param T := 25;
param bigZ := 26;
param: x0 N R S :=
1 1.5840 3 0.8 2
2 0.6024 3 0.8 2
3 2.2896 3 0.8 2
4 0.9160 5 0.2 2
5 0.0 5 0.2 2
6 0.0 5 0.2 2;
param: a0 :=
1 1 0
1 2 0
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1 3 0.3960
1 4 1.5840
2 1 1.7820
2 2 1.7820
2 3 1.4656
2 4 0.1600
3 1 1.7698
3 2 1.3514
3 3 0.1620
3 4 0.1296
4 1 1.6200
4 2 0.3240
4 3 0
4 4 0
4 5 1.2960
4 6 0.3240
5 1 1.6200
5 2 0.3240
5 3 0
5 4 0
5 5 1.2960
5 6 0.3240
6 1 1.6200
6 2 0.3240
6 3 0
6 4 0
6 5 1.2960
6 6 0.3240;
set Wy := 2 3; set Wn := 1 4 5 6;
set U := (1,2) (4,2) (2,3) (5,3);
param: p :=
1 2 0.9
4 2 0.1
2 3 0.9
5 3 0.1;
set LI := 1 2 3; set I := (1,4) (2,5) (3,6);
param An: 1 2 3 4 5 6
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:=
1 1.9800 0 0 1.6200 1.6200 1.6200
2 1.9800 0 0 1.6200 1.6200 1.6200
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 1.9800 0 0 1.6200 1.6200 1.6200
7 1.9800 0 0 1.6200 1.6200 1.6200
8 1.9800 0 0 1.6200 1.6200 1.6200
9 0 0 0 0 0 0
10 0 0 0 0 0 0
11 0 0 0 0 0 0
12 1.9800 0 0 1.6200 1.6200 1.6200
13 1.9800 0 0 1.6200 1.6200 1.6200
14 1.9800 0 0 1.6200 1.6200 1.6200
15 0 0 0 0 0 0
16 0 0 0 0 0 0
17 0 0 0 0 0 0
18 1.9800 0 0 1.6200 1.6200 1.6200
19 1.9800 0 0 1.6200 1.6200 1.6200
20 1.9800 0 0 1.6200 1.6200 1.6200
21 0 0 0 0 0 0
22 0 0 0 0 0 0
23 0 0 0 0 0 0
24 1.9800 0 0 1.6200 1.6200 1.6200
25 1.9800 0 0 1.6200 1.6200 1.6200;
A.1.2 Arquivo de dados - 6 interseções
param L := 16; param T := 20;
param bigZ := 21;
param: x0 N R S :=
1 0.0000 3 0.8 2
2 0.7960 3 0.8 2
3 0.0000 3 0.8 2
4 0.7981 3 0.8 2
5 0.0000 5 0.2 2
6 0.0926 3 0.8 2
7 0.2640 5 0.2 2
8 0.0000 5 0.2 2
9 1.0129 5 0.2 2
10 0.0000 3 0.8 2
11 0.5940 3 0.8 2
12 0.9340 5 0.2 2
13 0.0000 3 0.8 2
14 0.1531 3 0.8 2
15 0.0000 3 0.8 2
16 1.4720 3 0.8 2;
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param: a0 :=
1 1 0.4640
1 2 0.8000
1 3 0.0660
1 4 0.2640
2 1 0.0813
2 2 0.3653
2 3 1.6913
2 4 1.0051
3 1 0.8305
3 2 0.3842
3 3 0.1958
3 4 0.1432
4 1 0.4147
4 2 1.4715
4 3 0.6915
4 4 0.3041
5 1 0.0000
5 2 0.0000
5 3 0.0000
5 4 1.2800
5 5 1.4656
5 6 0.2864
6 1 0.5346
6 2 0.2776
6 3 0.1818
6 4 0.0870
7 1 0.6020
7 2 0.6700
7 3 0.9340
7 4 0.4640
7 5 0.3300
7 6 0.0660
8 1 1.3300
8 2 0.8020
8 3 0.9340
8 4 0.2000
8 5 0.0000
8 6 0.0000
9 1 0.0650
9 2 0.7698
A. Modelo MatemÆtico 99
9 3 0.5760
9 4 0.5789
9 5 0.2806
9 6 0.0400
10 1 0.0660
10 2 0.2640
10 3 0.2000
10 4 0.8000
11 1 0.2000
11 2 0.9340
11 3 0.7360
11 4 0.8000
12 1 0.4640
12 2 1.4020
12 3 0.8700
12 4 0.3980
12 5 0.6020
12 6 0.1340
13 1 0.3185
13 2 0.1379
13 3 0.1958
13 4 0.1432
14 1 0.4053
14 2 1.6000
14 3 1.4520
14 4 0.6881
15 1 0.1258
15 2 0.1866
15 3 0.1171
15 4 0.0429
16 1 1.1980
16 2 0.6700
16 3 0.7360
16 4 0.8000;
set Wy := 2 3 4 5 6 9 13 14 15;
set Wn := 1 7 8 10 11 12 16;
set U := (1,2)
(2,3) (2,5)
(3,4)
(5,6)
(6,9)
(7,2)
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(8,3) (8,5) (8,13)
(9,4) (9,14)
(10,15)
(11,6)
(12,9)
(14,13)
(15,14)
(16,15);
param: p :=
1 2 0.9
2 3 0.9
2 5 0.1
3 4 1.0
5 6 0.1
6 9 0.1
7 2 0.1
8 3 0.1
8 5 0.8
8 13 0.1
9 4 0.1
9 14 0.1
10 15 0.1
11 6 0.9
12 9 0.9
14 13 1.0
15 14 0.9
16 15 0.9;
set LI := 1 2 3 4 5 6 7 8 9 10;
set I := (1,7) (2,8) (3,9)
(4,10) (5,11) (6,12) (7,13) (8,14) (9,15) (10,16);
param An :1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16:=
1 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.33 0.00 1.33 0.00 0.00 0.00 1.00
2 0.67 0.00 0.00 0.00 0.00 0.00 0.33 1.00 0.00 1.00 1.00 1.00 0.00 0.00 0.00 0.00
3 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.33 0.00 0.33 0.67 0.00 0.00 0.00 0.00 0.67
4 0.67 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 1.33 0.33 0.67 0.00 0.00 0.00 1.00
5 0.67 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.33 0.33 0.67 0.00 0.00 0.00 0.67
6 0.67 0.00 0.00 0.00 0.00 0.00 1.00 1.33 0.00 0.67 0.67 0.67 0.00 0.00 0.00 0.00
7 0.33 0.00 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.33 0.33 0.00 0.00 0.00 0.67
8 0.33 0.00 0.00 0.00 0.00 0.00 1.00 0.33 0.00 0.67 0.33 0.33 0.00 0.00 0.00 0.67
9 0.33 0.00 0.00 0.00 0.00 0.00 0.33 0.00 0.00 1.33 0.67 0.67 0.00 0.00 0.00 1.33
10 1.33 0.00 0.00 0.00 0.00 0.00 0.33 0.67 0.00 0.00 0.33 0.67 0.00 0.00 0.00 1.00
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.67 0.67 0.00 0.00 0.00 1.00
12 0.67 0.00 0.00 0.00 0.00 0.00 0.00 0.33 0.00 0.67 1.67 0.67 0.00 0.00 0.00 1.33
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13 0.67 0.00 0.00 0.00 0.00 0.00 1.33 0.33 0.00 0.67 0.00 1.00 0.00 0.00 0.00 0.67
14 1.00 0.00 0.00 0.00 0.00 0.00 0.67 0.33 0.00 0.00 0.33 0.33 0.00 0.00 0.00 1.33
15 0.67 0.00 0.00 0.00 0.00 0.00 0.33 0.33 0.00 0.33 0.33 0.00 0.00 0.00 0.00 0.33
16 0.67 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.33 1.00 0.33 0.00 0.00 0.00 0.67
17 0.67 0.00 0.00 0.00 0.00 0.00 0.33 0.67 0.00 0.33 0.67 0.00 0.00 0.00 0.00 0.00
18 1.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.67 1.33 0.00 0.00 0.00 0.00 0.33
19 0.67 0.00 0.00 0.00 0.00 0.00 0.33 0.33 0.00 0.33 1.00 0.67 0.00 0.00 0.00 1.00
20 1.67 0.00 0.00 0.00 0.00 0.00 0.67 0.67 0.00 1.00 0.33 1.33 0.00 0.00 0.00 0.00;
Apêndice B
Distribuições
Será apresentado neste apêndice as diferentes distribuições de chegadas de veículos em uma rede de tráfego urbano.
As distribuições obedecem as quantidades totais especificadas na tabela 4.1 para um carregamento alto, 90% da capacidade
total da via, (considerada constante e igual a 1800 v.p.h.) e para um carregamento médio, 60%.
B.1 Distribuição Escada
A distribuição escada representa uma chegada de veículos randômica, onde são atribuídos valores inteiros entre 0 e 2,
que representam os valores de chegada de veículos mínima e máxima, por amostra de tempo. Os intervalos de distribuição
são definidos para obtenção do valor total de chegadas de veículos por hora. Para um carregamento alto e balanceado a
distribuição é apresentada na figura B.1 e o pseudo-código do algoritmo de geração de veículos pode ser descrito da seguinte
forma:
Distribuição Escada
Faça j = 1 : tempo total de simulação −1
Faça l = 1 : número total de vias
g =valor randômico, g ∈ {0, 1}
Se l = via 1
Se 0 =< g < 0.15
chegada = 0
Se 0.15 =< g < 0.41
chegada = 1
Se 0.41 =< g < 1
chegada = 2
Se l >número total de interseções
Se 0 =< g < 0.64
chegada = 0
Se 0.64 =< g < 1
chegada = 1
B. Distribuiçıes 103
Figura B.1: Distribuição de chegadas para o primeiro arco arterial da rede.
B.2 Distribuição Exponencial
É uma distribuição contínua de probabilidades em que a ocorrência de veículos aumenta ou diminui constantemente.
Neste trabalho foi utilizada para representar a chegada de veículos com um aumento constante no tempo.
Os dados de chegada veicular exponencial podem ser obtidos da seguinte forma:
1. são gerados valores randômicos, r ∈ {0, 1};
2. estes valores são aplicados à equação que define uma distribuição exponencial:
q =
−1
λ
log(r) (B.1)
onde λ define a quantidade total de veículos que chegam em uma via em um determinado período de tempo, q é o
tempo que transcorrido entre duas chegadas;
3. é formado um vetor onde cada célula suporta a quantidade de dois veículos no máximo, acima deste valor, os
veículos são transferidos para a célula seguinte.
B.3 Distribuição Constante
A distribuição constante é representada por uma chegada constante de veículos em quantidade suficiente para garantir
a demanda definida.
Um exemplo para um carregamento alto e balanceado pode ser descrito da seguinte forma:
Distribuição Constante
Faça j = 1 : tempo total de simulação −1
Faça l = 1 : número total de vias
Se l = via 1
chegada = 0.991
Se l >número total de interseções
chegada = 0.811
B.4 Distribuição Pulsada
A distribuição pulsada representa a alternância entre um valor de chegadas n, onde 0 < n ≤ 2 e zero. O valor 2
representa a capacidade máxima da via por amostra de tempo.
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Um exemplo para um carregamento alto e balanceado pode ser descrito da seguinte forma:
Distribuição Pulsada
pn =tamanho do período de chegadas nulas
Enquanto j < 1 : tempo total de simulação −1
Se j <= pn
Faça l =número total de vias
Se l =via 1
chegada =1.98
Se l >número total de interseções
chegada = 1.62
j = j + 1
Se pn < j <= pn + 3
Faça l =número total de vias
Se l =via 1
chegada = 0
Se l >número total de interseções
chegada = 0
j = j + 1
Se j > pn + 3
pn = j + 2
Apêndice C
Configuração do sistema TRANSYT
Serão apresentados os dados de entrada necessários para especificação de simulação no TRANSYT. Estes dados repre-
sentam um caso de carregamento alto, balanceado para uma distribuição constante. O exemplo aqui apresentado refere-se
a rede de seis interseções especificada no capítulo 6.
• tempo de ciclo = 48 segundos;
• número de passo do histogramas de chegadas = 48;
• tempo de simulação = 30 minutos;
• deslocamento do início de verde efetivo = 2;
• deslocamento do final de verde efetivo = 3;
• fator de escala de fluxo = 100;
• fator de escala de tempo = 100;
• otimização de split e offset;
• fator de dispersão = 35;
• peso % do atraso = 100;
• peso % de parada = 100;
• arco arterial:
– fluxo total = 891;
– fluxo uniforme = 0;
– tempo de cruzamento (fluxo de entrada) = 40;
– tempo de cruzamento (fluxo de saída) = 20;
• arco secundário:
– fluxo total = 729;
– fluxo uniforme = 0;
– tempo de cruzamento (fluxo de entrada) = 18;
– tempo de cruzamento (fluxo de saída) = 20;
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