Abstract-Understanding the structure and dynamics of the user behavior networks for web traffic (To be convenient in next sections, we refer to replace it as UBNWT) that connect users with servers across the Internet is a key to modeling the network and designing future application. The Web-visited bipartite networks, called the user behavioral networks, display a natural bipartite structure: two kinds of nodes coexist with links only between nodes of different types. We obtained the result that the out-degree distribution of clients (the host initiating the connection), the in-degree distribution of servers (the host receiving the connection) and the strength distribution (the exchange bytes between clients and servers) are approximately power-law, whose exponential is between 1.7 and 3.4. The clustering coefficient of clients and servers is larger than that in randomized, degree preserving versions of the same graph, which indicate a modular structure of UBNWT. Finally, based on the algorithm of finding the community structure in bipartite network, we divided the clients into different communities, through manual examination of hosts in these communities, the typical normal (interest) and abnormal (DOS) communities were found. Interestingly, the loyalty of clients belonging to the same community in different time is higher than 80%. The structure analysis of UBNWT is very helpful for the network management, resource allocation, traffic engineering and security.
INTRODUCTION
Although the Internet was first built as an infrastructure to support other research efforts, its overwhelming success has created a complex system that has become a scientific challenge in its own right. There are two types of topology that are the physical topology and the logical topology. The physical topology is how the computers and peripheral are connected and how the cable is run between them, in other words the way the network looks. The logical topology describes the way in which a network transmits information from one node to the next node. Previous much studies has already gone into determining the physical structure of the Internet at several levels of granularity, with the goal of developing an abstract representation of Internet topology in which nodes and edges represent either routers and their physical connections, or autonomous systems(ASes) and their peering relations. Although these studies have revealed much about the physical arrangement of the Internet, they told us relatively little about the virtual networks created by the users who now spend a significant portion of their daily lives online, carrying out a wide variety of activities in different media. A detailed understanding of the many facets of the Internet's logical topological structure is critical for evaluating the performance of networking protocols, for assessing the effectiveness of proposed techniques to protect the network from anomaly intrusions and attacks, or for developing improved designs for resource provisioning. Human behavior more than physical connectivity determines the structure of these networks.
Web traffic is the amount of data sent and received by clients to a web site (server), which composed a large portion of Internet traffic. In this paper, we define these client-to-server networks, whose topology is formed by mutual use of HTTP application rather than the physical structure of the network, as the user behaviors network for Web traffic (UBNWT). Understanding their properties is an essential basis for further work in modeling the structure and dynamics of Internet Web traffic and contributes to our overall understanding of complex and emergent systems.
The remainder of this paper was organized as follows. In Section Ⅱ , we review the related work about the applications of complex network in communication network. In Section Ⅲ, we describe the methodology in this paper, including constructing the behavioral network from Web traffic, statistical characteristics of complex network used in this paper and the algorithm for finding community structures. In sectionⅣ we analyze the experiment results. Finally, we present conclusions and future work in Section Ⅴ.
II. RELATED WORK
Three particular developments have contributed to the complex network theory: Watts and Strogatz's investigation of small-world networks [1] , Barabasi and Albert's characterization of scale-free models [2] , and Girvan and Newman's identification of the community structures present in many networks [3] . Complex network structures, generally modeled as large graphs, have played an important role in recent real networks. A series of applications to real networks, including social networks [4, 5] , the Internet and the World Wide Web [6] , Metabolic, protein, genetic networks [7] , and brain networks [8] , have attracted increasing attention.
There are many applications based on complex network theory to communication networks and it includes aspects such as measurement, analysis, modeling, and algorithms. Measurements are critical for most of the papers in this Special issue. The last few years have seen an increasing interest in designing and applying more accurate measurement methods for various complex networks of interest [9] . A main goal of analyzing complex networks is to extract interesting information and illuminating properties from them. More recently, there has been interest in analyzing graph structures that evolve over time, but the analysis of such dynamic graphs is still in its infancy [10] . Modeling is a main aspect of complex network research. Network models are used for a variety of purposes, including the generation of synthetic network structures for simulations, prediction of the evolutionary behavior of the network, and gaining an understanding of the key forces the structure and impact the evolution of the network [11] . Dealing with large-scale graphs poses many algorithmic issues. A typical example is the author's devise new and efficient Steiner-tree constructions for multicast communication in Ref [12] .
In this paper, we present the first analysis of the structure characters and the community of UBNWT based on the theory of bipartite networks. The ultimate purpose about our study is to model the UBNWT.
III. METHODOLOGY
In this section we consider the methodology we applied to UBNWT. First we define the UBNWT. Then we explain the Statistical characteristic of Complex network that will be used in this paper. At last, we introduce the algorithm for finding community structures in bipartite networks.
A. Constructing the user behavior networks for web traffic
(UBNWT) Figure 1 . (Color online)The sketch map of the the bipartite network of user behaviors for web traffic (UBNWT). There are two types of nodes, i.e., client nodes and server nodes. Each link and its weight represent there being web traffic records between client nodes and server nodes and the accumulative bytes between them, respectively.
To perform the analysis presented in this paper we collected two weeks worth of flow records from a single site in a large campus environment connected by a private IP backbone and serving a total user population in excess of 16000 users. The flow records were collected from a boundary router using the Wireshark [13] . During the two week period we collected flow records corresponding to more than 400TByte of network traffic, then we removed weekend data from our data set and filtered out the web flow and ignored the network traffic among clients (that accounted for less than 0.02% of the total web traffic), stored traffic in 5 minute, one hour and one day intervals.
We can thus partition the set of all hosts into a subset Figure 1 . One can transform a two-mode network into a one-mode network by considering, e.g. two clients linked if they cocommunicate at least one server. Such a one-mode projection is shown in Ref [14] . Note that such a transformation is lossy, that is we no longer know which servers the clients communicate with. One can however assign weights to each edge corresponding to the number of shared connections in the two-mode networks. Since most network metrics are designed only for unweighted networks, and since omitting weights introduces a further loss of information, we will prefer to work with the full-bipartite network directly.
B. Statistical Characteristic of Complex Network
Graph theory is the natural framework for the exact mathematical treatment of complex network and, formally, a complex network can be represented as a graph. A graph
consists of two sets ( ) V G and ( ) E G . The degree of the complex network is the most simple and important unit. The degree distribution of the complex network ( ) p k is defined as the probability that a node chosen uniformly at random has degree k or equivalently, as the fraction of nodes in the complex network having degree k . The same information is also sometimes presented in the form of a cumulative degree distribution function, the fraction of nodes with degree greater than or equal to k .
The average degree in the graph is defined as
Where N is the total number of nodes in the network. sIn the case of directed networks one needs to consider two distributions, ( ) in P k and ( ) out P k . For weighted networks, the definition of degree given above can be used, but a quantity called strength of i , i s , defined as the sum of the weights of the corresponding edges, is more generally used:
It's cumulative degree distribution function is defined as
Some networks, notably the Internet, the world wide web, and some social networks are found to have degree distributions that approximately follow a power law:
, where γ is a constant. Such networks are called scale-free networks and have attracted particular attention for their structural and dynamical properties.
The clustering coefficient of a node i gives the probability that its neighbors are connected to each other. It is defined as 
Where i t is the number of triangle observered, i k is the number of neighbors of node i . However, in bipartite network, all nodes have 3 0 C = . To investigate the clustering properties of bipartite network, people usually project them into classical networks which are also called one-mode networks. However, the one-mode projection of a bipartite graph, generally loses some information of the original networks, brings an inflation of the number of edges and other drawbacks which are caused by the projection. Therefore, high clustering coefficients in projections may not viewed as significant properties: they are consequences of the bipartite nature of the underlying affiliation network. Some prior works have confirmed these [14] . So we used the define in Ref [15] , the fraction of cycles with size four was used to define the clustering coefficient. The equation is shown as:
Where m and n are the pair of neighbors of node i , and imn q is the number of existent squares which include these three nodes. . m k and n k is respectively the degree of node m and n . Since the clustering coefficient 4 ( ) C i is easily obtained from eq. (6) just by suming the numerator and denominator separately over the neighbors of i . The Algorithm for Finding Community Structures In recent years, people have found that both of physical systems in nature and the engineered artifacts in human society can be modeled as complex networks, such as the internet, the World Wide Web, social networks, citation networks and etc. Although these systems come from very different domains, they all have the community structure in common [16] , that is they have vertices in a group structure that vertices within the groups have higher density of edges while vertices among groups have lower density of edges. There are many successful methods for the identification of modules in unipartite network. However, a widely used one is the maximization of a modularity function. A ubiquitous function for unipartite networks is the Newman-Girvan's modularity. The rationale behind this modularity is that, in a modular network, links are not homogeneously distributed. Thus, a partition with high modularity is such that the density of links inside modules is significantly higher than the random expectation for such density. The modularity ( ) M P of a partition P of a network into modules is ( )
Where M N is the number of modules in a network, L is the number of links in the network, s l is the number of links between nodes in modules s, and s d is the sum of the degrees of the nodes in module s. Then s l L is the fraction of links inside module s, and ( 2 ) s d L is an approximation to the fraction of links one would expect to have inside the module form chance alone. As the strategy for finding communities from given networks, modularity optimization is often employed. As for bipartite networks, there are two definitions of modularity: Guimera's bipartite modularity [17] and Barber's bipartite modularity [18] . But the weakness of Barber's bipartite modularity are: 1) the number of communities have to be searched in advance, and 2) the numbers of communities of both vertex types have to be equal [19] . Because the first weakness is fatal for practical community extraction since the search for the number of communities is commputationally expensive. The second weakness is also fatal for dividing real networks since the numbers of communities of both vertex types are often imbalanced. So we choosed the Guimera's bipartite modularity, whose basic theory is similar to NewmanGirvan's eq.(8), which is defined as the cumulative deviation from the random expectation of the number of the Y-vertex communities in which two vertices of type X are expected to be together:
Where s is a X-vertex communities, N M is the number of t are total number of Y-vertex communities to which vertices i and j are connected, respectively. We refined the results with a simulated annealing approach using the heatbath algorithm [20] .
IV. EXPERIMENTS AND ANALYSIS
We now present the results of our analysis of the user behavior networks for web traffic gathered from 6 February 2008 to 20. In the course of two weeks, the flow collector received over 600 million flows involving almost 16000 hosts. Of these flows, 258 million (41.5%) were Webrelated. We randomly selected 5 minutes, one hour and one day intervals traffic to analyze. Of the Web-related traffic, the number of behaving as clients or servers at different time-interval is as TABLE 1. 
A. Degree distribution
We begin by considering the distribution of degree and strength for the nodes in UBNWT. Given a node N with i initial edges and j terminal edges, we define the degree as w denotes the weight of the edge between nodes a and b . In other words, the degree of a node in UBNWT reflects the total number of users with which it has exchanged data, and the strength reflects the total amount of bytes (bytes is a unit in kbytes) it has exchanged.
Because both the degree and strength distributions reflect the individual decisions made by a large population, it might seen plausible for their form to be roughly normal. This turns out to be far from the case, however, as shown in figure 2 . All of the degree and strength distributions shown have extremely long tails. We are able to approximate both the degree and strength distributions with a power-law function ( )~r p n n − over several orders of magnitude. Here we describe statistical techniques for making accurate parameter estimates for power-law data, based on maximum likelihood methods and the Kolmogorov-Smirnov statistic [21 ] .
There are a variety of measures for quantifying the distance between two probability distributions, but for normal data the commonest is the Kolmogorov-Smirnov or KS statistic, which is simply the maximum distance between the CDFs of the data and the fitted model: Let us examine the slopes of these power-law approximations, such as TABLE 2. When 1 2 γ < < , as is the case for the both the degree of the servers(except 5 minutes interval ) and strength, as for servers, the results show that there exist plenty of hub servers, that is, there exist hot spot website that are visited by the clients in the local area network; from the distribution of strength, we can conclude that traffic between the clients and servers in different time interval is different, there exist plenty of big traffic pairs. When 2 3 γ < < , the edges are linearly dependent on the nodes, as is the case for the degree distribution of servers in 5 five minutes interval, there exist a certain amount hub servers, but it is not obvious comparing one hour and one day. When 3 γ < , as is the case for the all clients in different time interval, as for the normal clients, the number of they visit website is homogeneous. 
B. Clustering
The basic cycle in bipartite networks is square. The cluster coefficient 4 C with squares is the quotient between the number of squares and total number of possible squares. Here we apply the eq.(6) to UBNWT. The results are displayed in TABLE 3, which is the average clustering coefficient for clients and servers at different time-intervals, which is significantly ( 12 10 p − < ) larger than that in randomized, degree preserving versions of the same graph ( 4 C =0.000263). The 4 C of clients in local area network is higher than that of servers, which show that clustering phenomena of clients is more obvious than that of the servers. From the above analysis of the clustering coefficient, we can see that in UBNWT, clients and servers are more likely to be correlated and overlapped than if they are randomly distributed.
Interestingly, it is observed that, in TABLE 3, the average clustering coefficients of clients becomes larger with the network size increasing, which explain that the interest of most clients is similar, with the number of clients increasing, the number of squares in network become large. But the average clustering coefficients of servers becomes smaller with the network size increasing, which suggests that some servers are visted by small fraction clients. Figure 3 shows the distribution(complementary cumulative distribution function(CCDF))of the clustering coefficients of clients and servers in different time intervals on the double logarithm coordinates. They are approximately power-law distribution, which suggests that the large clustering coefficients of clients and servers are relatively rare. 
C. Community Structure Analysis
As we saw in the previous section, clients may be 'clustered', many of the clients co-visit in the same set of servers. We may be interested in identifying such communities because they may correspond to different interest communities or abnormal communities. For small networks, this question may be answered through a visual analysis, However, the node in the network exceed 100, it is difficulty to be clear visual. For example, figure 4 shows community feature of clients in five minutes interval (the number of clients and servers exceeds 6000), it is difficult to vision. Larger networks often need to be analyzed using a community-finding algorithm. We applied the algorithm for finding community structures in bipartite network described above to the clients of 5 minute-interval and one day interval web traffic. We sort the communities based on their size (number of clients inside). In 5 minutes interval, out of the 103 identified communities, 70 contain fewer than 10 hosts, with total of 613 clients falling into these small communities. On the other hand, the top 5 communities contain total 716 clients with an average size of more than 100 clients per communities. This indicates that clients with HTTP application exhibit similar behaviors at very short interval. Manual examination of hosts in some communities from different five durations shows that they have some abnormal behaviors, such as a huge volume of outgoing traffic to a small number of destinations which resemble a DOS attack pattern, or brief communication with a large number of destinations, which resembles scanning traffic. At one day interval, the community character of clients is more obvious than that of 5 minutes interval, out of identified communities, 100 contain fewer than 50 hosts, with total of 706 clients falling into these small communities. On the other hand, the top 10 communities contain total 4320 clients with an average size of more than 400 clients per communities. On the other hand, more than 80% clients fall into communities larger than 300, and represent a routine usage of the majority of clients. The one day community analysis results show that most people have the similar interest, which can guide us integrate the information most people are interested in using the wide storage technology to satisfy the information most people need, then people will get information more economically and more quickly. Figure 4 . A spring layout of the network of clients and servers in five minutes interval drawn using the Pajek network analysis and visualization software [20] , yellow solid circular is corresponding to servers, green one is corresponding to clients.
We evaluate loyalty of clients to communities in one day interval. This experiment tests the hypothesis that normal clients tend to fall into the same or a similar communities, despite of their varying behavior over time. To compare client behaviors for HTTP with the characteristics of their belonging the same or a similar communities, one day interval trace is randomly selected from the two-week collected data (weekend data is ), we first apply community detecting algorithm described above to clients, then, tag each clients with ID of communities it belongs to. We call these communities the "control communities" for corresponding clients. The community change of clients is define as clients community change rate (CCCR): We then use remaining 10-day data to test loyalty of clients to communities. The results of these tests are shown in TABLE 3. It is observed that more than 80% clients have their control communities. This result verifies the hypothesis that a large number of clients exhibit steady behavior patterns over time. The above analysis results indicate that rapid client community changes would be an additional indication of anomalous network behavior. This holds true if a large number of clients are rapidly added to or removed from the community they do not belong to. In this paper, we analyzed the structure characterizes of user behaviors for Web traffic, including the degree of clients and servers and strength between clients and servers, the clustering coefficient of clients and servers in different time-interval, the community structure analysis of clients. The pervasive presence of distributions with extremely long and heavy tails implies that client and server behavior rarely follows normal distributions, but is so diverse as to defy characterization with a mean value. High co-visit implies clustering-communities of clients that visit simultaneously the same server. We demonstrated that these clusters of clients may be discovered by using community finding algorithm in bipartite network. Finally, we evaluate loyalty of clients to communities in one day interval, the result show that more than 80% client fall into the same community.
We are continuing the presented work by moving from the presented structure characterization of user behaviors for web traffic to finer grained per-host characterization for different traffic, such as P2P, FTP and DNS. Our ongoing work aims to provide models that accurately capture client community behavior. And our ultimate goal is to be able to apply such models to network management, resource allocation and security.
