ABSTRACT Currently, data centers have become an attractive candidate for users that require IT resources in the form of virtual networks to run their applications. Optimal mapping of the virtual network on the top of the substrate network with resource constraint is called virtual network embedding (VNE) problem. Most of the VNE algorithms are general algorithms for random topology and not suitable for data centers due to particular topological characteristics. To solve the VNE problem in data centers, this paper develops a topology-oriented algorithm based on the Discrete Particle Swarm Optimization (DPSO). We first develop a maximum spanning algorithm to compute the ranking of virtual nodes based on, not only its bandwidth and degree, but also its connectivity in the entire virtual network. Then, the virtual networks are embedded onto the substrate network according to the connectivity ranking result by a DPSO-based algorithm, in which we also propose a topological heuristic information of substrate network and combine it into the particle search process for boosting convergence speed and revenue/cost ratio of substrate network. The evaluation results show that the proposed algorithm can improve the optimization performance of VNE by comparing with a few existing algorithms.
I. INTRODUCTION
In the past decades, an increasing number of cloudbased applications greatly facilitate the interconnection and resources acquisition in our daily life. The increasing requirements placed on the cloud are fueling the evolution to architectures which make a better and more efficient use of the available virtual resources, and promote service innovations [1] . Therefore, many cloud data centers have been built up to meet the resource demands of a growing number of network-based large scale applications including both research applications and commercial multimedia applications, for instance, scientific workflows [2] and Content Delivery Networks [3] .
In today's IT market, physical resources are increasingly concentrated in the data centers of large companies, while service providers and end users rent virtual resources to execute their own online services [4] . This is the main reason of that cloud computing can save cost [5] . Through allocating cloud FIGURE 1. Schematic diagram of data center structure (adapted from figure by Cisco [13] ).
• To provide sufficient bandwidth for thousands of servers, data center network must provide high bisection-bandwidth and link capacity. Despite this, the bandwidth resources of data centers are still insufficient [11] , [12] .
• Most data center networks are tree-like structures. Different from general topology, there is a clear boundary between the network and the server in the data centers.
• Different locations of the pod require different levels of links for communication. Due to the above reasons, existing approaches designed for general network structures are not suitable for resolving the VNE problem in data centers.
We argued that the solution to VNE problem in data centers should focus on its topological nature and the utilization entity of different levels of links. Thus, in this paper, we proposed a topology-oriented VNE algorithm, in which we particularly focus on the mapping of topology features. The contributions of our work are summarized as follows:
• To improve the search efficiency of the embedding algorithm, we presented a node ranking method by considering the attributes of its influence in the whole topology.
• We put forward a topological heuristic information matrix to decide which pods to be added to the searching space according to the characteristic of data center network.
• We incorporated the node ranking method and heuristic information matrix into the Discrete Particle Swarm Optimization (DPSO) to improve the convergence speed and revenue/cost ratio in dealing with VNE problem in data centers. The rest of this paper is organized as follows. Section II reviews the related work on the VNE problem. Section III discusses the network model and VNE problem formulation. Section IV puts forward the details of the proposed algorithm. Section V shows the simulation results and analysis. Finally, conclusions are drawn in Section VI.
II. RELATED WORK
VNE is formulated as an unsplittable flow problem which is NP-hard. Most of the previous algorithms focused on the embedding problem on random topology structure of the substrate network and based heuristic algorithms. As the main force for virtual resource leasing, data center has unique topological properties. The general algorithms cannot gain desired performance. Therefore, we need to design specific VNE algorithms for data centers.
A. TYPICAL VNE ALGORITHMS
In the existing literature [8] , [9] , we have observed that there are two ways to solve VNE problem. Differing from the synchronization of link and node mapping process, they can be divided into one-stage and two-stage methods.
In one-stage methods, which solves link embedding while node mapping is solved. Such approaches, usually apply a greedy algorithm that maps the virtual nodes that requiring larger resources to the substrate nodes that possessing larger resources. Following that, virtual links are mapped to the substrate links according to the corresponding substrate nodes with the shortest or k-shortest path [10] . However, since the solution space is restricted when node mapping is executed without the consideration of its interaction with link resource restriction [14] , such algorithms usually provide unsatisfactory results.
In two-stage methods, node and link mapping are treated as two sub-problems. Yu et al. [15] advocated a different approach on the design of the substrate network to enable simpler embedding algorithms and more efficient use of resources. Considering both online space in [15] and location requirements of virtual nodes, Chowdhury et al. [16] formulated a mixed integer program model for VNE problem to coordinate the node and link mapping stages under the assumption that the substrate network supports path splitting feature. Zhang et al. [17] considered to minimize the VN embedding cost for each VNR as the main focus and established an ILP and a MIP model for the VN embedding problem when path splitting is unsupported and supported, respectively. At the heart of their algorithm is a variant of DPSO algorithm with a biased local selection strategy for position initialization and update. Cong et al. [18] presented a virtual topology pre-transformation mechanism leveraging reusable technology to reduce topology difference and achieve acceptance fairness. They proposed an incentive convergence mechanism, which can be used to accelerate convergence and save more bandwidth by exploiting individual candidate nodes lists.
B. NODE RANKING AND REPRESENTATIVE ALGORITHMS
In VNE, the mapping sequence has a positive effect on the result of the VNE algorithm. Therefore, for ranking methods of virtual nodes, Zheng et al. [14] introduced a ranking score calculated by summing all the link bandwidth resource which the target node connects. With an Ant Colony System (ACS) based mapping algorithm they solved the VNE problem to improve the optimization performance and reduce the cost of time. Zhang et al. [19] presented a node degree based approach to calculate the ranking score according to the degree of the target node and the connectivity of its neighborhood. The proposed algorithm not only takes advantage of the information of its neighborhood nodes, but also takes node clustering coefficient into consideration. Stimulating from the well-known Google PageRank algorithm, Cao et al. [20] proposed an iterative method to get stable node-ranking values covering five different topology attributes and global network resources. In their embedding algorithm, virtual link propagation delay was introduced for the first time in VNE problem to provide more realistic and diverse parameters.
C. VNE PROBLEM IN DATA CENTERS
In the recent years, increasing attention has been attracted to the VNE problem in data centers. Madanantha et al. [21] presented a VNE algorithm that adaptively allocates the bandwidth to virtual networks. Their work did not consider the resource requirement of virtual nodes by assuming that the number of VMs under each ToR switch is sufficiently large to embed all virtual nodes. Considering a more complex resource request model of VNs, the Girisagar et al. [22] and Truong-Huu et al. [23] proposed efficient algorithms for embedding workflow resource requests in optical or hybrid optical data centers.
However, the aforementioned works focused more on the allocation of wavelength in optical or hybrid optical data center networks to achieve better bandwidth efficiency, and are designed for workflow request that adds more features to the VNRs.
1) BRIEF SUMMARY
To summarize, because of VNE problem being NP-hard, VNE algorithms in the literature are mostly heuristic. Remaining algorithms are exact and usually solve VNE problem by using the optimization theory approach. Most of the existing algorithms are targeted at random topology and cannot take advantage of the additional information brought by topology structure when being applied to a particular topology. Therefore, as the major areas of resource leasing, it is important to develop specific heuristic algorithms for data centers.
Different from the above existing works, this paper focuses on VNE problem in data center which usually has treelike structures [13] , [24] . Our main objective is to improve physical resource utilization of SN and the revenue to cost (R/C) ratio. We also emphasize the importance of embedding sequence of virtual links. Hence, inspired by the node influence in the area of network security, we present a virtual ranking algorithm according to topological importance of virtual nodes and then gain the link mapping sequence. With the ranking result, we then design a DPSO based algorithm to obtain the VNE solution, in which a topological heuristic information of SN is also introduced to accelerate the convergence of the algorithm.
III. VNE PROBLEM FORMALIZATION A. BASIC NETWORK MODEL
We first define the basic network model for both SN and VN as weighted undirected graphs. SN is denoted by
, where N S is the set of substrate nodes, L S is the set of substrate link, C(N S ) denotes the computing attributes of the substrate nodes, including CPU capacity, memory, storage, etc. B(L S ) denotes the attributes of substrate edges, including bandwidth and delay. In this paper, we consider the typical constraint of available CPU capacity as C(N S ) in node resource and the available bandwidth for link resource as B(L S ).
Similar to the substrate network, a virtual network can be represented as
where N V and L V denote the set of virtual nodes and virtual link respectively, and CPU and bandwidth resource request are denoted by C(N V ) and B(L V ). Thus each VNR can be denoted by
When a VNR arrives, the SN should decide whether to accept it or not according to the algorithm. If the VNR cannot be accepted immediately, it will be added into a waiting queue Q W for further embedding.
B. VNE PROBLEM FORMATION
In VNE, for each VNR i , if the algorithm finds a suitable embedding solution, the VNR will be accepted and the SN will furnish it with appropriate resources. In the duration of the accepted VNR, the resources are occupied by it cannot be reused to support other VNRs. When a running VN expires, the physical resources it takes up will be released.
The assignment of a VNR to a SN can be seen as a mapping from G V i to G S . The mapping process can be decomposed into two major components: node mapping and link mapping.
1) NODE MAPPING
Each virtual node from the same VNR should be assigned to a substrate node. It is defined as a mapping N for all i, j
Subject to:
Eq. (2) ensures that the target SN node can provide sufficient computing resources for the virtual nodes.
2) LINK MAPPING
There are two ways to map virtual links. One is called unsplittable manner, in which each virtual link is mapped onto a single SN path and all the physical links in the SN path should afford same amount of bandwidth as the virtual link required. Another way is using the splittable manner that maps the virtual link onto a set of substrate paths, and each substrate path can share the bandwidth of the virtual links. In this paper we just consider the unsplittable case. Thus for each virtual link L V i , the mapping process can be denoted by a link
where 
C. SYSTEM MODEL
The objective of VNE problem is to obtain higher R/C ratio, i.e. using as less physical resources as possible to serve each VNR. The R/C ratio is the quotient of revenue R(G V ) divided by cost C(G V ) of SN. Their definitions are given in Eq. (5) and (6) respectively.
In Eq. (6), p mn indicates a SN path that the virtual link l V is mapped onto. Then to quantify the efficiency of SN for severing VNRs in long run, we can define the R/C ratio as:
From Eq. (5) and (6), we can observe that the revenue and cost of computing resources are always equal, so the R/C ratio just depends on the result of the link mapping. Thus, for each VNR, the system model can be described as the following optimization problem:
Subject to: ∀n
For the VNR, we use Eqs. (8)- (1) as our object function and problem constraints. Our subsequent work is mainly to find the best possible solution and improve the efficiency of the algorithm.
IV. TOPOLOGY-ORIENTED VNE ALGORITHM
In order to accelerate the convergence speed and avoid sucking in local optimal solution [25] , we must consider not only the embedding sequence of virtual nodes but also the selection of substrate nodes to be embedded. Therefore, before our embedding process, virtual nodes are first ranked in an appropriate mapping sequence. Then, substrate nodes are chosen for each virtual node in a DPSO base algorithm with topological heuristic information according to characteristics of data center network structure.
A. VIRTUAL NODES RANKING
In VNE, the link mapping stage is more difficult than node mapping stage [15] - [17] . For example, in particle swarm optimization, we can easily get feasible solutions for node mapping by sorting physical nodes in descending order and remove those nodes that have less computing capacity than the minimum virtual node request. However, in link mapping, even if we do the same preprocessing for physical links, there is no guarantee that the feasible solutions can be easily obtained during the search. Because in link mapping, many virtual links may be mapped onto the same physical link. Such situation can become more common due to the tree-like structure in data centers.
In addition, which virtual node is mapped first so as to map the virtual links connect to it also has an important impact on the search efficiency of the heuristics algorithm. It determines which links are preferentially attempted to be mapped so as to affect the searching efficiency. There are many node rank methods in the previous works as we mentioned in Section II, typical indicators are shown below.
where C(j) is the CPU resource request, B(l jk ) is the bandwidth resource request of virtual link l jk between node j and its neighbor k. 2 shows a typical VN which has 7 nodes and 8 edges, the number in each circle indicates the label of the virtual node. Assuming that virtual nodes 1, 3, 4 and 5 has the same CPU resource request, thus their ranking indicator are same through Eq. (11)- (14), i.e. we cannot decide an accurate ranking sequence in this situation. Because the importance of nodes in a network depends not only on the connectivity with its neighbors, but also on their connectivity with the entire network.
In our approach, we introduce direct and indirect connectivity of nodes, and combine the two as ranking indicator. Let N be the total number of a VN, D i be the degree of node i, Bl ik be the bandwidth request of link from node i to k, and Nb(i) is the set of all one hope neighbors of node i. Thus the direct connectivity of node i can be defined as follows. (15) where i, k, u, v ∈ N , and ω 1 is a factor to balance the importance of node capacity and link bandwidth. If ω 1 = 1, Eq. (15) is a weighted variants of Eq. (12); If ω 1 = 0, Eq. (15) is a variants of Eq. (13) . Note that if we sort the nodes 3, 4 and 5 in Fig. 2 just by Eq. (13), we still cannot gain an unambiguous sequence.
Hence we need to compute indirect connectivity. The main idea is to traverse the entire VN starting from each virtual node, and to build a connectivity spanning tree for it so as to calculate indirect connectivity. To construct a connectivity spanning tree for each node, each edge weight λ ik is normalized as follows.
where i, k, u, v ∈ N , and max {Bl uv } denotes the largest bandwidth request of virtual links in the virtual network. For virtual node r, in its connectivity spanning tree, the connectivity of r on a node k is defined as:
where Br i indicates the number of children node i in the spanning tree. Then we can define the indirect connectivity of a virtual node as follows.
RC rk (18) where T (r) denotes the set of all reachable nodes of r in its connectivity spanning tree. Note that Eq. (17) avoids reduplicative computing the connectivity of the root node and its immediate neighbors, which should be calculated as direct connectivity. The calculation algorithm of indirect connectivity is shown in Algorithm 1. Fig.2 . According to (18) , the indirect connectivity of the root node i is calculated by summing all the indirect connectivity of all its indirect nodes.
Algorithm 1 Calculation Algorithm of Indirect Connectivity
Input: A virtual network VN with total number of nodes N ; Output: Indirect connectivity of each virtual node in VN; 1: Construction a normalized graph G using Eq. (16); 2: for i = 1 to N do 3:
Build connectivity spanning tree T i for node i, set i as root node in T i , add i to an empty queue Q i ; 4:
while is not empty do 5:
Pull out a node v in Q i , find node u in T i through which a path p can be obtained from root node i to v has maximum e∈p λ e (λ e is normalized weight of edge e in p of G); 6:
Add v to under the corresponding parent node u; 7:
Add all neighbors of node v into queue Q i , if the neighbor is already in T i , ignore it; 8: end while 9: Access T i and calculate indirect connectivity IC i according to Eq. (17), (18), add IC i to the output set IC; 10: end for 11: return IC To this end, we can define the total connectivity of a virtual node i as follows.
As an example, set ω 1 = ω 2 = 0.5(equal balance), the total connectivity of node 3 TC 5 is calculate as 0.5×(0.5× ( . So node 4 has the biggest total connectivity, we will use its connectivity spanning tree as a check sequence in link mapping stage of our proposed VNE algorithm in subsection C.
B. TOPOLOGICAL HEURISTIC INFORMATION
In heuristic algorithm, the scale of searching space is also a key aspect for stable convergence and efficiency. If we can restrict the searching space, that is to say, to optimize the mapping region on SN, then we can greatly improve the efficiency of the VNE algorithm. Unfortunately, we cannot accurately obtain the possible mapping region in a data center network through similar process for VN in subsection A. The reason is that the scale of data center networks is much larger than VNs, and the ranking process for significantly more physical node is very costly. However, according to the topological characteristics of data center network we can still get some heuristic information. There are some points can be obtained from Fig. 2. • ToR switches have the maximum connectivity and all nodes in the same ToR are one-hop neighbors;
• The bandwidth resources of the high level links are more scarce, because core and aggregate switches are responsible for providing connectivity between different ToRs; VOLUME 7, 2019
• Nearby ToRs connect through the same aggregate switches, and remote ToRs connect with same core switch but different aggregate switches. The above features can enlighten us that physical nodes in a data center network can be divided into three categories depending on the connection level of them. Such information can be used to dynamically adjust the search space. Assumed that there are n SN nodes in a data cent network, they are labeled consecutively according to the ToR they are in. The topological heuristic information can be denoted as a n × n matrix as shown in Fig. 4 . Fig. 4 is a diagrammatic matrix of a topological heuristic information of a 4 ToRs data center network that has 2 aggregate switches and 2 core switches like the structure in Fig.1 . In the matrix, B i−j denotes bandwidth capacity of physical link between node i and j, C i denotes the CPU resource capacity of node i. There are three categories to node grouping: nodes in each green box are under same ToR switch, in blue box are connected with same aggregate switches, and in other condition which they must connect through core switches.
The above nodes distribution characteristic can give us a meaningful way to dynamically expand the searching space. That is smaller searching space can obtain higher efficiency. So if a set of physical nodes under the same ToR switch can support a VNR, we do not have to search a larger space. In addition, any VNE algorithm needs to maintain a realtime resource status of SN, through which we can easily build the heuristic information matrix. The details of our proposed searching space expanding algorithm is described in Algorithm 2.
In Algorithm 2, N S and N V indicate the number of nodes in SN and VNR i respectively, L V indicates the number of virtual links in VNR i . This algorithm helps to elastically determine the scale of searching space based on real-time if Ci < the minimum CPU resource request of virtual node in VNR i then 7: set C i = 0, and for all B i−j and B j−i (j ∈ N S ), set them to 0; 8: end for 9: set searching space as the whole processed matrix; 10: Check the matrix, try to find a ToR level region (green box in Fig. 4 ) which meets the following conditions:
(1) The number of non-zero elements on the diagonal is greater than or equal to N V ; (2) The number of non-zero non-diagonal elements is greater than or equal to L V ; 11: if step 10 finds a result then update as it, break; 12:
else if expanding ToR level to aggregate level can meet the conditions in step10 then update as it; 13: end if 14: end if 15: return resource condition for VNE algorithm that we have described in subsection C.
C. TO-DPSO VNE ALGORITHM
Combining with the virtual nodes ranking method and the topological heuristic information matrix, we have described the overall VNE algorithm in this subsection. Similar to [17] and [18] , our embedding algorithm is also based DPSO which can generate better optimal solution for discrete problem with stable convergence and efficiency [26] .
In DPSO, a swarm of particles are represented as potential solutions, flying through the searching space by following the current optimum particles. Each particle is associated with two vectors: position vector and velocity vector. The position and velocity of each particle can be initialized randomly within a giving searching space. During the evolutionary process, they are updated as follows:
Eq. (2) and (21) are velocity update and position update formulas respectively. Operators in the two equations are using the definition of typical DPSO. Calculate its direct connectivity according to Eq. (15), and its indirect connectivity using Algorithm 1; 3:
Calculate its total connectivity TC i 4: end for 5: Find the virtual node u with biggest total connectivity and store its connectivity spanning tree as T i ; 6: Get the initial searching space using Algorithm 2; 7: Initialize Num_of_pcls particles for VNRi; 8: while iterative rounds < MIround && G best of the population has been changed in latest Tof_rn rounds do 9:
Calculate velocity V i and update position X i for every particle according to Eq. (20) and (21); 10:
for each particle p j do 11:
Check whether the current position satisfies the resource constraints according to Eqs. (9) and (10); 12:
Try to map every link according to the sequence obtained by breadth-first traversal result of T i ; 13:
if all the links can be successful embedded then 14:
Calculate its fitness according to Equation (8) In our model, position X of every particle denotes a possible VN embedding solution, for a VNR i , it can be defined as.
where N is the number of virtual nodes in VNR i , x i k denotes the target physical node that virtual node k to be mapped.
Thus for an input VNR i , the embedding algorithm will initialize a population of particles to search a feasible solution. In each iteration, every particle can adjust its position to achieve a better position according to the individual and global optimal information. Thus, the approximate optimal solution of VNE problem can be obtained. The detail integrated processing steps for VNE problem in this paper is shown in Algorithm 3.
In Algorithm 3, there are 4 constants, MIround is the maximum iteration rounds, Tof_rn is another terminal condition to avoid excessive searching, Num_of_pcls indicates the scale of the population of particles, Eof_rn is used to avoid situation that the searching space is too small to find a viable solution. The system object in Eq. (8) is used as fitness calculation formula of particles. In link mapping stage, we use shortest path to find a mapping path of virtual links on SN, the resource restrict is defined in Eq. (1).
V. PERFORMANCE EVALUATION
We compared our proposed algorithm named TO-DPSO with the VNE-UEPSO in [17] and VNE-PTIC in [18] under unreusable manner, which are also DPSO based VNE algorithms. All the algorithms are implemented in CloudSim [27] which is a well known simulation platform of Cloud Computing. To evaluate the performance of the three algorithm, the control granularity of CloudSim has been modified from virtual machines to virtual networks. A topology generator is also developed to generate VNRs. The parameters of the generator contain number of nodes, connected probability and task duration as defined in Section III.
To guarantee fairness, all the basic DPSO settings of the three algorithms were same. The velocity update parameters were set as ϕ 1 = 0.1, ϕ 2 = 0.2, ϕ 3 = 0.3, the size of particle population was set to 2. The stop criterion was that the iterative rounds exceed 20 iterations or the global optimal position does not change during the latest 8 rounds. When a VRN is expired and released its resources, each algorithm will search top 20 VNRs in the waiting queue and try to find VNRs which can be embedded to make full use of resources. In each simulation, we generated 2000 VNRs as input to test the performances in long run. In our proposed algorithm, the parameters in virtual nodes ranking algorithm were set as ω 1 = ω 2 = 0.5. For the setting of SN, as shown in Fig. 5 , the switching network is set as a fat-tree structure [11] with 4 ports switch to provide good high-level connectivity, each ToR has 16 servers, the bandwidth capacity of different level of links are set to 10000, 40000, 160000 respectively.
The other parameters in our evaluation are shown in Table 1 .
We measured the revenue to cost ratio, SN node utilization, and searching efficiency of the three algorithms. In all these cases we provide the evaluation results to show how our proposed algorithm actually perform in long run. In order to verify the performance of them under universality. Firstly, we compared the long term revenue to cost (R/C) ratio which is calculated according to Eq. (8) of our proposed algorithm and the two other algorithms. As shown in Fig 6, our proposed algorithm incurs higher R/C ratio though all the compared algorithm are DPSO based. Such case demonstrates that our proposed algorithm can find more optimal VNE solutions which can use less resource to serve VRNs due to the dynamic expanding method of searching space. In our proposed algorithm, with the topological heuristic information according to the characteristics of data cent structure, the trend of searching space is expanded from small to big scale. Smaller searching space can make particles cover more feasible solutions so as to gain more optimal positions. The above evaluation can be also demonstrated in Fig. 7 , which shows the average utilization ratio of all substrate nodes. The average utilization ratio is obtained by dividing the total utilization of all physical nodes by the total number of them. As can be seen from the results, we can observe that our proposed algorithm can gain better physical nodes utilization, thus it can serve more virtual networks in less time.
The other thing to notice is that, due to the physical node category manner in Algorithm 2, if we can find an optimal solution with a small searching space, we have not searched a bigger space in which the extra acquired solution is useless. Because bigger searching space means some virtual links should be mapped onto higher level physical links, according to Eq. (9) in Section III, the revenue of SN must be smaller than the feasible solution gained from smaller searching space. We have also compared the searching efficiency of the three algorithms. Figure 8 shows the average iteration times to successfully embed a VNR for each algorithm changing over time. From the results we can observe that when the SN was idle the average iteration times of all algorithms were lower (at 0), VNE-UEPSO and VNE-PTIC gained very close value to 20 iteration times, that means each VRN in the waiting queue could be accepted after one round searching, our proposed TO-DPSO algorithm gained a bit lower value than 20. In addition, our proposed TO-DPSO algorithm achieved lower iteration times over time. This is because in our algorithm as we described in Subsection A of IV, virtual link is mapped according to the connectivity spanning tree which is helpful to improve link mapping success rate, and combining with the topological heuristic information our proposed VNE algorithm can enhance the searching efficiency.
VI. FURTHER DISCUSSION
With respect to the DPSO-based algorithm, it is a metaheuristic algorithm which can be suck in local optimum and usually has high computation complexity. We did some work in this paper to improve the searching efficiency of the algorithm, but it has not completely solved the local optimum problems. The exact solution of VNE problem still needs further exploration and research.
As for our further work, we will focus on improving the performance of the heuristic algorithm such as hybrid or multi-level particle swarm algorithm.
VII. CONCLUSION
To achieve flexible resource tenancy in data centers, we proposed a topology-oriented VNE algorithm in this paper. We firstly discussed characteristics of data center network structure from which we introduced topological heuristic information mechanism for constricting searching space. Then due to the difficulty of link mapping stage, we proposed a virtual node ranking method to determine the most important node according to topology characteristics so as to gain an appropriate linking mapping sequence. Combining with the above methods, we presented the overall VNE algorithm based on DPSO solution. The simulation results further illustrate that our proposed algorithm can achieve higher efficiency. 
