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ABSTRACT
Employees in companies can be divided into dierent communities,
and those who frequently socialize with each other will be treated
as close friends and are grouped in the same community. In the
enterprise context, a large amount of information about the employ-
ees is available in both (1) oine company internal sources and (2)
online enterprise social networks (ESNs). Each of the information
sources also contain multiple categories of employees’ socialization
activities at the same time. In this paper, we propose to detect the
social communities of the employees in companies based on the
broad learning seing with both these online and oine informa-
tion sources simultaneously, and the problem is formally called the
“Broad Learning based Enterprise Community Detection” (BL-Ecd)
problem. To address the problem, a novel broad learning based com-
munity detection framework named “HeterogeneoUs Multi-sOurce
ClusteRing” (Humor) is introduced in this paper. Based on the
various enterprise social intimacy measures introduced in this paper,
Humor detects a set of micro community structures of the employees
based on each of the socialization activities respectively. To obtain
the (globally) consistent community structure of employees in the
company, Humor further fuses these micro community structures
via two broad learning phases: (1) intra-fusion of micro community
structures to obtain the online and oine (locally) consistent com-
munities respectively, and (2) inter-fusion of the online and oine
communities to achieve the (globally) consistent community struc-
ture of employees. Extensive experiments conducted on real-world
enterprise datasets demonstrate our method can perform very well
in addressing the BL-Ecd problem.
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1 INTRODUCTION
People in social organizations (e.g., schools, companies, and even
countries) are usually involved in dierent social communities,
where individuals who frequently socialize with each other will be-
long to the same community, while those who rarely interact with
each other will be partitioned into dierent communities. Mean-
while, detecting the social communities of people within social
organizations is formally called the community detection problem
[31, 32, 35]. Depending on the specic application seings, the com-
munity detection problem can be studied in social organizations of
various granularities. In this paper, we will take the “company” as
an example [10, 30, 34–37], and propose to analyze the community
structures formed by employees within companies.
Workplace [30, 34–37] is actually an easily neglected yet impor-
tant social occasion for eective communication and interactions
among people in our social life. Based on the professional context
in enterprises, various company internal information about the
employees is available, which can provide crucial signals about the
community structures formed by the employees. For instance, em-
ployees in companies are usually divided into dierent hierarchies,
where people in management are at higher levels, while the regular
employees are at lower levels. e whole management structure of
the employees in a company can be characterized with the enterprise
organizational chart visually [30, 34–37]. Generally, employees who
are close in the company organizational chart (e.g., colleagues in
the same group) tend to be more familiar with each other and are
highly likely to be in the same community. What’s more, employees
in companies all have their job titles, which describe their duties,
responsibilities, and relative ranks in the company. Employees who
have common job titles may need to collaborate to carry out projects
together, and are more likely to be in the same community. In addi-
tion, for large international companies with branches all around
the world, from the company we can know the employees’ work-
place information and their oce locations as well. Employees who
work at the same place will have more chance to meet in the real
world and are more likely to be in the same community, especially
compared with those working in dierent countries. erefore, the
company internal information provides very important clues for
us to understand employees’ social community structures within
companies.
Meanwhile, nowadays, to facilitate the communication and col-
laboration among employees within companies, a new family of
online social networks has been adopted in many companies, which
are called the “enterprise social networks” (ESNs) [30, 34–37]. A
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representative example of online ESNs is Yammer. Over 500,000
businesses around the world are now using Yammer, including 85%
of the Fortune 500. ESNs can provide employees with various types
of professional services to help them deal with daily work issues,
e.g., identication of cooperators with required expertise; docu-
ment sharing among the team members; and instant notications
of some important internal events (like management board changes,
and newly released products). What’s more, in these online ESNs,
employees can also perform various personal and casual social ac-
tivities, like (1) making new friends online, (2) chaing with other
employees on various personal and work-related topics, (3) social-
izing with other employees and writing comments on their posts,
as well as (4) creating/joining in personal interest groups. Gener-
ally, employees who socialize with each other more frequently in
online ESNs are more close and will be partitioned into the same
communities. erefore, the personal information about employ-
ees’ in online ESNs is an important complement of their company
internal professional information, which together will provide a
more comprehensive understanding about employees’ community
structures in companies.
Problem Studied: In this paper, we propose to study the social
community structures of employees in companies based on the
broad learning seing with both the company internal profes-
sional information and the personal information available in the
online ESNs. Formally, the problem is named as the BL-Ecd (Broad
Learning based Enterprise Community Detection) problem.
Here, “Broad Learning” is a new type of learning task, which fo-
cuses on fusing multiple large-scale information sources of diverse
varieties together and carrying out synergistic data mining tasks
across these fused sources in one unied analytic [29–31, 33–38]. In
the real world, on the same information entities, e.g., social media
users [29, 31, 33, 38], movie knowledge library entries [40] and em-
ployees in companies [30, 34–37], a large amount of information can
actually be collected from various sources. ese sources are usu-
ally of dierent varieties, like Foursquare vs Twier [29, 31, 33, 38],
IMDB vs Douban Movie sites [40], Yammer vs company organiza-
tional chart [30, 34–37]. Each information source provides a specic
signature of the same entity from a unique underlying aspect. Ef-
fective fusion of these dierent information sources provides an
opportunity for researchers and practitioners to understand the
entities more comprehensively, which renders “Broad Learning”
an extremely important learning task. Fusing and mining multiple
information sources of large volumes and diverse varieties are a
fundamental problem in big data studies. “Broad Learning” inves-
tigates the principles, methodologies and algorithms for synergistic
knowledge discovery across multiple aligned information sources,
and evaluates the corresponding benets. Great challenges exist in
“Broad Learning” for the eective fusion of relevant knowledge
across dierent aligned information sources depends upon not only
the relatedness of these information sources, but also the target ap-
plication problems. “Broad Learning” aims at developing general
methodologies, which will be shown to work for a diverse set of
applications, while the specic parameter seings can be learned
for each application from the training data.
e BL-Ecd problem is an important problem, which can be
the prerequisite for many concrete applications in real-world com-
panies [10, 30, 34–37], like team formation for company internal
projects [36] and friend recommendations in ESNs [30]. Generally,
employees who are in the same communities will know each other
much beer than those in other communities and the communi-
cation costs among them will be relatively lower, which is a very
important factor in team formation problem [36]. Meanwhile, for
employees who are in the same communities, we can recommend
them as potential friends to each other in the online ESNs, and they
are more likely to accept the recommendations [30].
Besides its importance, the BL-Ecd problem is a new problem,
which has never been studied before (a short version of this paper
is available at [35]). To the best of our knowledge, we are the
rst to study the community detection problem in the enterprise
context. e BL-Ecd problem is dierent from existing works on
community detection problems. e enterprise context generates
lots of unique information sources that are rare in regular social
occasions, like the the tree-structured diagram, and ESNs, which
renders the existing clustering and community detection methods
cannot be applied to address the BL-Ecd problem directly.
In addition, the BL-Ecd problem is very challenging to address
due to the following reasons:
• Online ESNs based Community Extraction: Dierent types
of social interactions about the employees in online ESNs,
e.g., friendship, interest groups memberships, posts and
employee generated contents, provide important informa-
tion about the employees closeness in the online world. A
clear denition about the enterprise social intimacy and the
social community structure of the employees based on the
information in ESNs is desired for addressing the BL-Ecd
problem.
• Internal Information based Community Extraction: Various
categories of internal company information, e.g., the com-
pany organizational chart, employees’ job titles, and employ-
ees’ working locations, all can indicate the closeness among
the employees in the company from dierent aspects. A
formal denition of the enterprise social intimacy and the
social community structure of the employees can be the pre-
requisite for utilizing the company internal information to
address the BL-Ecd problem.
• Community Structure Fusion: Distinct employees’ commu-
nity structures can be detected with these various types of
information about employees in both online ENS and com-
pany internal sources respectively. An eective fusion of
these information sources can provide us with a more com-
prehensive understanding about employees’ social com-
munities in companies, which is still an open problem so
far.
To address the above challenges, a new enterprise social commu-
nity detection framework Humor (HeterogeneoUs Multi-sOurce
ClusteRing) is introduced in this paper. A new concept named en-
terprise social intimacy is formally dened to measure the closeness
among employees in this paper. Humor calculates the intimacy
scores among employees based on the heterogeneous information
available in online ESNs and oine company internal sources re-
spectively. Based on each category of the information, Humor
can detect unique community structures involving the employees,
which are called the micro enterprise communities in this paper.
2
Framework Humor obtains the globally consistent enterprise com-
munity structure by fusing these detected micro enterprise com-
munities with two hierarchical broad learning fusion phases: (1)
intra-fusion of the micro enterprise communities detected in online
ESNs and company internal sources respectively, and (2) inter-fusion
of the enterprise community structures between online ESNs and
company internal sources.
e remaining part of this paper is organized as follows. At rst,
we introduce several important concepts and dene the BL-Ecd
problem in Section 2. e framework Humor is introduced in detail
in Section 3, and evaluated in Section 4. Finally, we talk about the
related works in Section 5 and conclude this paper in Section 6.
2 PROBLEM FORMULATION
In this section, we will rst dene several important concepts used
in this paper, based on which, we will introduce the formulation of
the BL-Ecd problem next.
2.1 Terminology Denition
Enterprise social networks studied in this paper are a new type of
social networks launched in the rewalls of companies especially,
which can be formally dened as follows.
Denition 1 (Enterprise Social Network (ESN)): An enterprise so-
cial network can be represented as a heterogeneous information
network G = (V, E), where V denotes the set of nodes, and E
represents the complex links in the network.
In this paper, we will take Yammer as an example of online ESNs.
Users in Yammer can perform various kinds of social activities,
e.g., (1) follow other users, (2) create and join social groups of their
interests, (3) write posts, and (4) comment on/reply/like posts writ-
ten by others. erefore, according to the denition, the Yammer
network studied in this paper can be represented as G = (V, E),
whereV = U ∪ G ∪ P contains the node sets of the users, social
groups and posts, and E = Eu,u ∪ Eu,д ∪ Ewu,p ∪ Ecu,p ∪ Elu,p
involves the links among users, those between users and groups,
and the write/comment/like links between users and posts respec-
tively. Besides the online ESNs, a large amount of information (e.g.,
the organizational chart, and various other aribute information)
about the employees is available inside the company, which can
be formally represented as an aribute augmented organizational
chart.
Denition 2 (Aribute Augmented Organizational Chart): An
aribute augmented organizational chart can be represented as a
rooted tree T = (N ,L, root ,A), where N denotes the set of em-
ployees in the company, L represents the management links from
managers to subordinates, and root ∈ N indicates the CEO of the
company. SetA is the set of aributes aached to employees inN .
For instance, in this paper, each employee in the company is associ-
ated with both the job title and workplace aributes. erefore, set
A can be represented as A = At ∪ Al , where job title aribute
set At = {At (u1),At (u2), · · · ,At (u |N |)} involves the job title at-
tribute of all the employees and employee workplace aribute set
Al = {Al (u1),Al (u2), · · · ,Al (u |N |)} contains the workplace at-
tribute of the employees.
Generally, the organizational chart and company internal at-
tribute information sources involve all the employees in the com-
pany and we treat the employee node setN in the above denition
as the complete employee set. Among all the employees, some
of them may be using the online ESNs. In other words, the users
joining in the online ESNs is actually a subset of the whole em-
ployees, i.e.,U ⊆ N , which will be considered when conducting
the inter-fusion of community structures between online ESNs and
company internal sources.
2.2 Problem Denition
Based on the concepts dened above, we can dene the BL-Ecd
problem formally in this section.
Problem Denition (e BL-Ecd Problem): Given the online ESN
G and the oine aribute augmented organizational chat T , the
BL-Ecd problem aims at inferring the community structure of em-
ployees in the company. More specically, we aim at partition
the employee set N in the company into K disjoint social com-
munities C = {C1,C2, · · · ,CK }. In this paper, we don’t consider
that case that each employee is involved in multiple communi-
ties. erefore, for these detected community structures we have
Ci ∩Cj = ∅,∀i, j ∈ {1, 2, · · · ,K}, i , j and ⋃i Ci = N . Generally,
the employees grouped in each community (e.g.,Ci ) tend to interact
with each other more frequently and have larger closeness scores
with each other compared with those in other communities (i.e.,
C \Ci ).
3 PROPOSED METHODS
In this section, we will talk about the enterprise community detec-
tion framework Humor in great detail. At rst, we will introduce
the denition of ESNs based enterprise social intimacy measure and
calculate the intimacy scores among employees based on the dif-
ferent types of social interaction information in online ESNs in
Section 3.1.1. With these calculated intimacy scores, a set of micro
enterprise communities can be extracted, which will be fused with
the intra-fusion step by Humor in Section 3.1.2. Similarly, in Sec-
tion 3.2.1, we will calculate the company internal information based
intimacy scores among employees based on the company internal
information, and fuse the detected micro enterprise communities
with the intra-fusion step in Section 3.2.2. Finally, to obtain the glob-
ally consistent enterprise community structure of the employees,
we will formulate the inter-fusion step of theHumor framework as a
joint optimization problem, where will be introduced in Section 3.3.
3.1 ESNs based Community Detection
In this part, we will introduce the enterprise intimacy concept based
on ESNs. With the various categories of social information in online
ESNs, we can calculate dierent types of enterprise intimacy scores
among employees and detect the corresponding micro enterprise
communities respectively.
3.1.1 Enterprise Social Intimacy in Online ESN. Generally, social
intimacy is a measure of how people closely interact with each other.
At an individual level, specically, the enterprise social intimacy
involves the quality and number of connections one has with other
employees in the company.
Denition 3 (ESNs based Enterprise Social Intimacy): Based on
the social interactions information available in the online enterprise
social network G = (V, E), the ESNs based enterprise social intimacy
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between employees u and v denotes how close u and v are in the
online ESNs G , which can be represented as EIд(u,v) in this paper.
In this section, we will mis-use “employees” and “users” to repre-
sent the individuals involved in online ESNs. As introduced in the
previous section, employees in online ESNs can perform various
types of social activities, based on which, dierent enterprise social
intimacy measures can be calculated.
Social Connection based Enterprise Social Intimacy
According to the denition introduced in Section 2, the set of
social connections among the employees in online ESN G can be
represented as set Eu,u . e connections among employees (u,v) ∈
Eu,u is a directed link, which denotes that employee u follows v in
network G. Since the enterprise intimacy concept is symmetrical,
when calculating the intimacy scores among employees based on
the social connection information, we will neglect the directions
of the social links in this paper. Formally, for a certain employee
user u ∈ U, we can represent the set of neighbor employees that
are connected with u as set Γдs (u) = {v |v ∈ U, (u,v) ∈ Eu,u ∨
(v,u) ∈ Eu,u }, where the subscript s denotes that it is based on the
social connection information and the superscript д indicates it is
extracted from the online ESN G. Similarly, we can also represent
the set of neighbors of employee v as set Γдs (v). Furthermore,
the common neighbors shared by u and v can be denotes as set
Γ
д
s (u)∩Γдs (v), which is a strong indicator about the enterprise social
intimacy between employees u and v , and close employees would
share more common neighbors.
However, simply counting the common neighbors may suer
from some problems: employees u and v can be connected by a
large number of common neighbors merely because of the large
social degrees of either u, v or the intermediate nodes between
them, but the anity between u and v is not high. To address this
problem, we propose to weight the degrees of employees u and
v to penalize those popular ones in the closeness calculation. To
achieve such a goal, we propose the following pointwise mutual
information based social intimacy between employees u and v :
EI
д
s (u,v) =
|Γдs (u) ∩ Γдs (v)|
|U| log
|Γдs (u)∩Γдs (v) |
|U |
|Γдs (u) |
|U | ·
|Γдs (v) |
|U |
.
Group Membership based Enterprise Social Intimacy
Besides social connections, employee users can also create/join
their personal interest groups in ESNs. Intuitively, sharing more
common interest groups oen suggests that two employees have
more common interests and are closer to each other. Based on
the group membership information in online ESNs, we propose to
calculate the group participation activity based enterprise social
intimacy among employees. As introduced before, in the online
ESNG , the employees’ group membership links can be represented
as set Eu,д , and the set of groups that employee u is involved in
can be represented as Γдд (u) ⊆ G. Similarly, we can represent group
set for v as Γдд (v) ⊆ G, and the groups shared by u and v can be
represented as Γдд (u) ∩ Γдд (v).
However, in online ESNs, dierent groups may have dierent dis-
crimination power, where larger groups involving a large number
of members can hardly show the intimacy among the participants.
More specically, we can represent the set of employees involved
in a group д in the online ESN as set Γдд (д) ⊂ U. For any two
dierent social groups д1 and д2 both containing employees u and
v , group д1 will have a greater discrimination power than д2 if
Γ
д
д (д1) < Γдд (д2). In order to capture the discrimination of dierent
groups, we propose to apply the “Inverse Membership Frequency”
(IMF) introduced in [30], inspired by the IDF measure [13] widely
used in information retrieval, and the IMF of group д can be repre-
sented as IMF(д) = log |U ||Γдд (д) | .
Furthermore, the ESN group membership based enterprise social
intimacy between any two employees u and v can be represented
as the sum of the shared groups’ IMF measures
EI
д
д(u,v) =
∑
д∈Γдд (u)∩Γдд (v)
IMF(д) =
∑
д∈Γдд (u)∩Γдд (v)
log |U||Γдд (д)|
.
Text Content based Enterprise Social Intimacy
In addition to the social connection and group membership infor-
mation, employees in online ESNs can also write/reply/comment
on/like posts, which will generate lots of text content related infor-
mation. In this paper, we will not go deep into dealing with the text
words, and simply calculate the enterprise social intimacy based on
the correlated posts shared by dierent employees. For instance,
we can represent the sets of posts that employee u and v have
wrien/replied/commented on/liked as Γдp (u) ⊆ P and Γдp (v) ⊆ P
respectively. e set of shared posts that u and v both correlate to
can be represented as Γдp (u) ∩ Γдp (v). Generally, the more interac-
tions employees have via the posts online, the closer they would be,
but the total number of posts employees are correlated to (i.e., the
degrees of u and v) also need to be considered carefully. erefore,
based on the user generated content (i.e., post) information in online
ESNs, can represent the enterprise social intimacy between u and
v as the Jaccard’s Coecient (JC) of the post sets about employees
u and v :
EI
д
p (u,v) = JC(Γдp (u), Γдp (v)) =
|Γдp (u) ∩ Γдp (v)|
|Γдp (u) ∪ Γдp (v)|
.
3.1.2 Intra-Fusion of ESNs based Enterprise Community. Micro
Community Structure Detection in ESNs
Based on each enterprise social intimacy measure introduced in
the previous section, a concrete enterprise social intimacy matrix
can be constructed. For instance, according to the social connection
based enterprise social intimacy, we can dene the enterprise social
intimacy matrixAдs ∈ R |U |×|U | , where entryAдs (i, j) = EIдs (ui ,uj ),
ui ,uj ∈ U denotes the social connection information based enter-
prise social intimacy between employees ui and uj . In a similar
way, we can represent the enterprise social intimacy scores among
employees based on the group participation and user generated
content information as matrices Aдд ,A
д
p ∈ R |U |×|U | respectively.
Based on each of the enterprise social intimacy matrix (e.g., Aдs ),
various methods can be applied to detect the community structure
of the employees. In this paper, we propose to use the non-negative
matrix factorization (NMF) method to partition the intimacy matrix
Aдs due to its outstanding performance and wide applications in
clustering problems [27]. e NMF method aims at minimizing
the following objective equation to infer the community structure
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hidden factor matrix U:
JC (Aдs ) =
Aдs − UsU>s 2F .
Here, the entry Us (i, j) in the hidden factor matrix represents
the condence of employee ui ∈ U belonging to the jth commu-
nity Cj ∈ C. Formally, the enterprise social community structure
described by matrix Us is called the micro enterprise community
structure in this paper.
Similarly, we can dene the objective equations JC (Aдд) and
JC (Aдp ) of the enterprise social intimacy matrix based on the group
membership and user generated content information. e corre-
sponding hidden factor matrices Uд and Up can be obtained by
minimizing the following two objective equations
JC (Aдд) =
Aдд − UдU>д 2F , JC (Aдp ) = Aдp − UpU>p 2F .
Intra-Fusion of Micro Community Structures in ESNs
e detected hidden factor matrices Us ,Uд ,Up characterize the
community structures of the employee users in ESNs from dierent
aspects, which can be dierent from each other. Meanwhile, these
hidden factor matrices are all about community structures of the
same set of employees in the online ESNs information source, which
should be consistent with the real-world community structure of
the employees. To achieve such a goal, in this paper, an consistent
hidden factor matrix U ∈ R |U |×K is introduced to represent the
consistent community structure of the employees in online ESNs.
To infer U, we add a set of extra regularization terms to minimize
the dierences of community structure described by U from those
described by Us ,Uд ,Up respectively:
JR (Aдs ,Aдд ,Aдp ) = ‖Us − U‖2F +
Uд − U2F + Up − U2F .
Formally, the process of inferring the consistent community
structure matrix U is called the intra-fusion phrase in the Humor
framework. Based on the above remarks, the optimal consistent
community structure matrix U∗ which can minimize the matrix
decomposition costs and regularization terms simultaneously can
be obtained be resolving the following objective equation:
U∗ = argU minU,Us ,Uд,Up
∑
i ∈{s,д,p }
JC (Aдi ) + α · JR (A
д
s ,A
д
д ,A
д
p ),
where α represents the weight of the consistency regularizer and it
is assigned with value 1 in the experiments.
3.2 Company Internal Information based
Enterprise Community Detection
Besides the information available in online ESNs, employees also
have a large amount of information available in the oine company
information, which can also help identify the social community
structures of the employees.
3.2.1 Internal Information based Enterprise Intimacy. In this sec-
tion, we will measure the enterprise social intimacy among employ-
ees based on the company internal information, which include the
organizational chart, job titles and workplaces.
Organizational Chart based Enterprise Intimacy
Company organizational chart is a tree structured diagram out-
lining the management relationships among employees, where
employees are connected by the “management” links between man-
agers and their subordinates. For any two given employees u and
v , an intuitive idea to represent their intimacy is using the number
of required steps to walk between them along the “management”
links in the organizational chart. Generally, employees connected
by less “management links” (e.g., colleagues in the same group) are
closer to each other in the organizational chart. Based on such an
observation, we propose to follow the closeness measure “organi-
zational intimacy” introduced in [30] for employees u and v as the
inverse of required number of steps to walk from u to v via the
links in the organizational chart.
Formally, let step(u,v) denote the number of steps needed to
walk fromu tov along the links in the adjusted organizational chart,
based on which the enterprise social intimacy EI tc (u,v) between u
and v can be represented as
EI tc (u,v) =
1
step(u,v) ,
where the subscripts c denotes that EI tc (u,v) is based on the chart
information, and the superscript t denotes that the information is
from the company internal information in T .
Job Title based Enterprise Intimacy
Employees in the enterprise have dierent job titles to indicate
their duties and relative ranks in the companies. From the point of
view of job content, employees sharing common functionality on
job titles will have very similar workload and work categories, and
they will have more chance to cooperate with each other. To use
the job title information to calculate the enterprise social intimacy
among employees in enterprises, we propose to extract the root
job terms from all job titles, which can categorize what the job
is actually about. For instance, the root job term of both “Senior
SDE” and “SDE” are both “SDE”, but that of “Senior Researcher”
will be “Researcher” instead. Formally, for any two employees,
if their job titles are of the same job categories (i.e., sharing the
common root job term), then we will apply the Jaccard’s Coecient
based method to calculate their enterprise intimacy; otherwise,
their enterprise social intimacy will be 0 instead. Let job(u) and
root(u) represent the bag of word representation and the root job
term of employee u’s job title respectively. We can represent the
job title based enterprise social intimacy between employees u and
v as:
EI tt (u,v) = I (root(u), root(v))
|job(u) ∩ job(v)|
|job(u) ∪ job(v)| ,
where I (root(u), root(v)) = 1 i root(u) = root(v).
Here, we need to clarify that we don’t mean employees with
similar job titles will be close to each other for certain. Actually,
the job title provides an important signal for us to infer their po-
tential closeness. In many companies, employees taking similar
category of workload will work in the same workplace (e.g., HR
people on one oor, SDEs work together at another oor), and they
have more chance to meet each other. e job title together with
other categories of information will provide more comprehensive
knowledge about the closeness among employees at workplace.
Workplace based Enterprise Intimacy
Besides the organizational chart and job title information, we
can also know the workplaces of employees from the company,
which can help denote the geographical intimacy among employees.
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Specically, employees’ workplace information includes both the
country and time zone of employees’ oces. Generally, employees
working in closer locations (e.g., in the same country, or the same
time zone) have more chance to interact with each other. ere-
fore, in this paper, we propose to measure the enterprise intimacy
among employees by checking whether they are in the same coun-
try, and the same time zone or not. Let country(u) and time zone(u)
represent the country and time zone of employee u’s oces. e
workplace based enterprise intimacy between employees u and v
can be represented as
EI tl (u,v) =
1
2
(
I
(
country(u), country(v)) + I (zone(u), zone(v)) ),
where I
(
country(u), country(v)) = 1 i country(u) = country(v),
and similarly for function I
(
zone(u), zone(v)) .
3.2.2 Intra-Fusion of Internal Information based Enterprise Com-
munity. Based on the above enterprise social intimacy measures,
we can represent the intimacy scores among employees calculated
based on organizational chart, job title and workplace informa-
tion in the oine enterprise as adjacency matrices Atc ,Att ,Atl ∈
R |N |×|N | respectively. Similarly, the non-negative matrix factoriza-
tion (NMF) method can be applied to partition the intimacy matrices
to obtain their corresponding community hidden factor matrices,
and the decomposition cost functions are listed as follows:
JC (Atc ) =
Atc − VcV>c 2F , JC (Att ) = Att − VtV>t 2F ,
JC (Atl ) =
Atl − VlV>l 2F .
Meanwhile, these community hidden factor matrices Vc , Vt
and Vl all describe the micro enterprise community structures of
the employees in the oine enterprise from dierent perspectives,
which should be consistent with each other as well. To dene
the consistency regularization term, a new consistent community
hidden factor matrixV ∈ R |N |×K is introduced, and the consistency
regularization term between V and Vc , Vt , Vl can be represented
as follows:
JR (Atc ,Att ,Atl ) = ‖Vc − V‖2F + ‖Vt − V‖2F + ‖Vl − V‖2F .
Based on the above remarks and the intra-fusion strategy, the
optimal consistent community structure matrix V∗ of employees in
the oine enterprise can be obtained by resolving the following
objective equation:
V∗ = argV minV,Vc ,Vt ,Vl
∑
i ∈{c,t,l }
JC (Ati ) + α · JR (Atc ,Att ,Atl ),
where the same parameter α (with value 1 in the experiments) is
also used to represents the weight of the consistency regularization
term here.
3.3 Inter-Fusion of Enterprise Communities
Generally, the company contains the complete information about
all the employees, and some of whom can get involved in the online
ESNs as well. In this section, we will introduce the joint opti-
mization objective function for detecting the communities via the
inter-fusion of information available in the online ESNs and oine
company.
For the common employees shared by the online ESNs and oine
company internal information sources, the detected community
structures about them should be consistent with each other. To
achieve such a goal, we propose to regularize the detected com-
munity structures from online ESNs and oine company internal
information sources. Before introducing the regularization term,
we rst dene the binary employee transition matrix T ∈ R |U |×|N | ,
where entryT (i, j) = 1 i employee ui and uj are actually the same
employee in the online ESNs and oine enterprise respectively.
Based on the transitional matrix, we can map the employees as well
as their hidden community matrix from the online ESN to the of-
ine enterprise by simply multiplying it with the transition matrix.
For instance, given the hidden community structure matrix U of
the employees online, we can represent the mapped community
structure matrix to the oine company as T>U. e dierence of
the employees’ community structure mapped from the online ESNs
(i.e., T>U) and that obtained from the oine enterprise (i.e., V) can
be represented as inter-source community regularization term
JD (U,V) =
(T>U)(T>U)> − VV>2F ,
where the non-zero entries in matrices (T>U)(T>U)> and VV>
denote the condence scores for the corresponding employees to
be in the same community based on the information available in
online ESNs and oine company internal data respectively.
By adding the inter-source community regularization term, we
can redene the enterprise community detection objective equa-
tion. Formally, the process of adding the inter-source community
regularization term JD (U,V) to the objective function is named as
the inter-fusion procedure in this paper. e new objective equation
can be represented as:
min
U,V
∑
i ∈{s,д,p }
JC (Aдi ) + α · JR (A
д
s ,A
д
д ,A
д
p )
+
∑
i ∈{c,t,l }
JC (Ati ) + α · JR (Atc ,Att ,Atl ) + β · JD (U,V),
where parameter β denotes the weight of the inter-source commu-
nity regularization term, whose sensitivity analysis is also available
in Section 4.
By replacing the cost and regularization functions with the ma-
trix representations, we can obtain the nal joint objective function
involving 8 hidden factor matrix variables, each of which can rep-
resent the community structure of the employees from dierent
aspects. However, simultaneous inference of the optimal values
for the matrix variables can be very computational hard and time
consuming.
To simplify the problem, in this paper, we propose to constrain
the intra-fusion regularization terms JR (Aд1 ,A
д
2 ,A
д
3 ) as well as JR (Atc ,Att ,Atl )
to be both 0, i.e.,
Us = Uд = Up = U,
Vc = Vt = Vl = V.
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And the simplied objective function will contain two variables
U and V only, which can be represented as
min
U,V
Aдs − UU>2F + Aдд − UU>2F + Aдp − UU>2F
+
Atc − VV>2F + Att − VV>2F + Atl − VV>2F
+ β · (T>U)(T>U)> − VV>2F .
e objective equation is not actually jointly convex and no
closed-form solution exists. In this paper, we propose to solve with
an alternative updating approach. We will x one variable (e.g., V)
and update the other variable (e.g., U) iteratively and alternatively,
and such a process continues until all the variables converge.
Let L(U,V) denote the objective function. In iteration τ , the
updating equations can be represented as
U(τ ) = U(τ−1) − η1 · ∂L(U
(τ−1), V(τ−1))
∂(U )
= U(τ−1) − 2η1
(
6U(τ−1)(U(τ−1))>U(τ−1) − (Aдs + Aдд + Aдp )U(τ−1)
− ((Aдs )> + (Aдд )> + (Aдp )> )U(τ−1) − 2TV(τ−1)(V(τ−1))>T>U(τ−1)
+ 2TT>U(τ−1)(U(τ−1))>TT>U(τ−1)
)
.
V(τ ) = V(τ−1) − η2 · ∂L(U
(τ ), V(τ−1))
∂(V )
= V(τ−1) − 2η2
(
8V(τ−1)(V(τ−1))>V(τ−1) − (Atc + Att + Atl )V(τ−1)
− ((Atc )> + (Att )> + (Atl )> )V(τ−1) − 2T>U(τ )(U(τ ))>TV(τ−1)) .
where parameters η1 and η2 denote the gradient descent steps in
updating matrices U and V respectively. e optimal learning rates
η1 and η2 in each iteration steps obtaining the minimum L(U,V)
can be represented as
η
(τ )
1 = argη1 minL(U(τ ),V(τ )),
η
(τ )
2 = argη2 minL(U(τ ),V(τ )).
e functions can be addressed by taking derivative of L(·) with re-
gards to ηi (or η2) and make it equal to 0, we can obtain a cubic equa-
tion involving ηi (or η2). Multiple roots may exist when addressing
the equation and the representation of the roots is very complicated.
In this paper, for simplicity, we propose to assign ηi and η2 with
a small constant value (i.e., 0.05 in the experiments). e above
alternative updating scheme involves the multiplication of matrices.
Let n be the number of employees in the company and τ be the
required rounds to achieve convergence, the time complexity of the
alternative updating method can be represented O(τn2.373), where
the Optimized Coppersmith-Winograd algorithm [5] is applied in
the matrix product calculation. In addition, some pre-computation
can be applied to eective reduce the real running time of the frame-
work by storing the results of matrices (Aдs )> + (Aдд)> + (Aдp )>,
TT>, etc., in advance.
4 EXPERIMENTS
To test the eectiveness of the proposed framework Humor in
detecting the communities in companies, extensive experiments
have been done on real-world enterprise datasets. In this section,
we will rst describe the datasets used in this paper, and then
introduce the experiment seings in detail. Finally, we will show
the experiment results together with detailed explanation and give
the parameter sensitivity analysis.
4.1 Dataset Description
e enterprise datasets used in this paper is about the Microso
company. We crawled all the data about the employees from Yam-
mer as well as the complete organizational chart during June, 2014
[30, 34–37]. Brief descriptions about both the Yammer enterprise
social network data and the Microso organizational chart are
available as follows.1
• Enterprise Social Network: We crawl all the Microso em-
ployees’ information from Yammer and obtain the com-
plete organizational chart involving all these employees
in Microso during June, 2014. e social network data
covers all the user-generated content (such as posts, replies,
topics, etc.) and social graphs (such as user-user following
links, user-group memberships, user-topic following links,
etc.) by then that are set to be public.
• Organizational Chart: Besides the online enterprise social
network and enterprise organizational chart datasets, we
can also obtain the job titles and the specic workplaces of
all the employees from Microso, which together with the
company organizational chart is treated as the company
internal information in this paper.
ese above datasets are used as the online and oine infor-
mation sources for building the models only (e.g., to calculate the
intimacy scores). Meanwhile, to evaluate the proposed framework,
we further crawled a dataset containing employees together their
corresponding research teams from the ocial website of Microso
Research (MSR)2. Here, we need to clarify that the research teams
crawled from MSR are not the same as the organizational chart.
Each research team denotes an on-going project carried in MSR,
in which the team members may not necessary from the same de-
partments. In the research teams, researchers with dierent skills
and from dierent departments (in the organizational chart) are in-
vited to cooperate together to carry out certain research/production
projects that the team focuses on. For many research teams crawled
from MSR, actually the team members can actually come from the
campuses in dierent countries (e.g., MSR@US Redmond, MSR@US
Silicon Valley, MSR@CN Beijing, MSR@UK Cambridge).
Aer necessary data cleaning and employee ID alignment with
the enterprise social network and organization chart datasets, nally
142 research teams in the MSR department. Each team in the dataset
is treated as a community, and the employee-team membership is
used as the ground truth of the enterprise community structure.
4.2 Experiment Settings
In this part, we will introduce the experiment seings, which cov-
ers the detailed experiment setup, comparison methods and the
evaluation metrics.
4.2.1 Experiment Setup. Based on the social connection, group
participation and employee generated post information available in
1We are not able to reveal the actual numbers here and throughout the paper for
commercial reasons.
2hp://research.microso.com/en-us/
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Figure 1: Experiment result of comparison methods evaluated by ground truth with Rand, Mutual Information, Purity and
Inverse Purity metrics.
the online ESNs, we can construct the adjacency matrices Aдs , A
д
д
and Aдp involving the all the target employeesU to be partitioned.
Meanwhile, based on the organizational chart, job titles, and spe-
cic work location information available in the company internal
sources, we can construct the adjacency matrices Atc , Att and Atl
respectively. By incorporating these constructed matrices into the
objective function and obtaining the nal community hidden fac-
tor matrix V, we can infer the community structures of the target
employee set by applying some traditional clustering models (e.g.,
kmeans) to matrix V.
In the experiments, we will rst apply the Humor model to the
small-sized MSR dataset, whose performance can be measured with
the ground truth community structure, i.e., the research teams (each
teams is treated as a community). In addition, we also apply the
Humor model to all whole employees in Microso, and the per-
formance of Humor is measured with some traditional evaluation
metrics, which will be introduced at the end of this part.
4.2.2 Comparison Methods. To show the advantages of the Hu-
mor framework, we compare Humor with both traditional and
state-of-art community detection algorithms, which can be divided
into three categories:
Multi-Source Community Detection
• Humor: Humor is the method proposed in this paper,
which utilizes information in both online ESNs and of-
ine company internal information sources to infer the
community structure of all the employees in the company.
Single-Source (ESNs Only) Community Detection
To show that the internal information sources are helpful for
providing extra social information about the employees, we apply 4
other dierent baseline methods utilizing the information available
in the online ESNs only but no information from the company
internal information sources.
• Humor-esn : We also propose a simplied version of Hu-
mor which just infer the community structure of the em-
ployees based on information in online ESNs only.
• Inf-esn : Method Inf-esn is the inuence based clustering
method proposed in [39], which proposes to propagate
information among the employees (only the social link
information) within one single information source (e.g.,
online ESNs), where employees with strong mutual inu-
ences will be grouped in the same cluster.
• Cut-esn : Community detection method “normalized cut”
[22] aims at minimizing the normalized cut of links be-
tween dierent clusters can be used to detect the commu-
nities. Method Cut-esn that minimizes the cut of social
links among employees is used as a comparison method in
the experiments.
• Kmeans-esn : In addition, for completeness, the traditional
clustering method KMeans (Kmeans-esn) is also used as
a baseline method, where the social adjacency matrix in-
volving the employees in online ESNs is used as the input
of Kmeans-esn.
Single-Source (Company Internal Information Only) Com-
munity Detection
To show that the online ESN is useful in providing extra social
information about the employees, we also apply 4 dierent baseline
methods utilizing the information available in the company internal
information sources only.
• Humor-chart : Humor-chart is the simplied version of
Humor corresponding to Humor-esn, which infers the
employees’ community structure based on the information
available in the company internal information sources.
• Inf-chart: Similar to Inf-esn, method Inf-chart builds
the inuence propagation model based on the organiza-
tional chart information among all the employees in the
company internal information sources.
• Cut-chart: Method Cut-chart aims at minimizing the
cut of management links between employees in the or-
ganizational chart in the company internal information
sources.
• Kmeans-chart: Method Kmeans-chart uses the adja-
cency matrix constructed based on the organizational chart
as the input and infers the employees community structure.
4.2.3 Evaluation Metrics. To measure the performance of the
comparison methods, dierent metrics are applied in this paper.
For the MSR dataset, we have both the predicted community
structure Cpred (outpued by the methods) and the real community
structure Ctrue (i.e., the ground truth) about these employees. To
evaluate the performance of the methods (i.e., compare Cpred and
Ctrue ), the metrics used in this paper include Rand [17], Mutual
Information (MI) [17], Purity [1] and Inverse Purity [1].
In addition, for the community structure Cpred outpued by
dierent comparison methods, we will use 4 other widely applied
metrics normalized-dbi [6], silhouee index [20], density [21], and
entropy [17] in this paper. Metrics ndbi, silhouee will use the
similarity score among the employees, density counts the num-
ber of edges in each of the community, and entropy measure the
distribution of the community sizes. For ndbi and silhouee, we
calculate the average of the 6 enterprise intimacy scores dened
in this paper as the real-world similarities among the employees,
while for density, we count the ratio sum of social links in ESNs
and management links in organizational chart as the real-world
links among employees.
4.3 Experiment Results
According to the experiments, the alternative updating scheme
works very well and both the matrix U and V can converge within
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Figure 2: Experiment result of comparison methods evaluated by the Density, Silhouette Index, Normalized-DBI and Entropy
metrics.
30 iterations. e experiment results obtained based on the con-
verged matrices are available in Figures 1-2, where plots in Figure 1
show the results achieved by dierent methods compared with
the ground truth and plots in Figure 2 show the performance of
dierent methods evaluated by some traditional frequently-used
clustering metrics.
According to the plots in Figure 1, the enterprise community
detection framework Humor introduced in this paper can perform
very well in detecting the real-world community structures. For
instance, as shown in Figure 1(a), the Rand score achieved by Hu-
mor is 0.38, which denotes among all the potential employee pairs,
38% of them are either correctly grouped in the same community
or correctly divided into dierent communities. e Rand score
obtained by Humor is more than 3 times larger than the scores
achieved by methods Inf-esn, Inf-chart, Cut-esn, Cut-chart,
Kmeans-esn and Kmeans-chart respectively. Similar results can
be observed when the evaluation metrics are Mutual Information,
Purity and Inverse Purity in Figures 1(b)-1(d) respectively.
In addition, by comparing Humor with Humor-esn and Humor-
chart, based on information from both sources, Humor can outper-
form the single-source community detection methods Humor-esn
and Humor-chart with great advantages. For instance, the Rand
score achieved by Humor is 19% higher than the score achieved
by Humor-chart, and over 3 times greater than the Rand score of
Humor-esn. For other metrics, Humor and Humor-chart have
comparable performance, and Humor can outperform Humor-esn
consistently. Meanwhile, according to the results, method Humor-
chart based on the chart performs much beer than the method
Humor-esn based on the ESNs. One potential explanation can be
that ESNs provide the information for a subset of the total employ-
ees in the company only, but the company internal information
can cover all the employees in the company. Lots of the employees
actually either have no accounts or have no social activities in the
ESNs, and the community structure of these users is hard to infer
merely based on the information in ESNs.
In Figure 2, we show the results obtained by the comparison
methods evaluated by traditional metrics, like Density, Silhouee,
Normalized-DBI and Entropy. From the results, we can observe that
Humor can perform much beer than the other baseline methods
when evaluated by Density, Silhouee Index and Entropy, and have
comparable performance with some baseline methods when evalu-
ated by Normalized-DBI. For instance, the Density score obtained by
Humor is 0.74, which denotes 74% of the following links and man-
agement links are preserved within the communities. e density
score obtained by Humor is 3 times larger than that obtained by
Cut-esn and over 10 times greater than those obtained by Inf-esn,
Inf-chart, Cut-chart, Kmeans-esn and Kmeans-chart. Similar
results can be observed for the Silhouee Index and Entropy metrics
in Figure 2(b) and Figure 2(d).
4.4 Parameter Analysis
In this part, we will analyze the sensitivity of the community num-
ber parameter K on the performance of methods Humor, Humor-
esn and Humor-chart. e results evaluated by Density, Silhouee,
Normalized-DBI and Entropy are available in Figure 3. From the
results, we can observe that the performance of these methods
depend on parameter K a lot and will change signicantly as K
varies. For instance, as shown in Figure 3(a) and Figure 3(b), the
Density and Silhouee Index obtained by these three methods de-
crease steadily as K increases, but the slopes of the curves tend to
be aer. Similar observations are shown in Figures 3(c)-3(d). As
K increases, the performance of these methods gets beer when
evaluated by Normalized-DBI and Entropy, and the curve tend to
be more smooth.
5 RELATEDWORK
Clustering aims at grouping similar objects in the same cluster
and many dierent clustering methods have also been proposed.
One type is the hierarchical clustering methods [8], which include
agglomerative hierarchical clustering methods [4] and divisive hi-
erarchical clustering methods [4]. Meanwhile, according to the
manner that the similarity measure is calculated, the hierarchical
clustering methods can be further divided into single-link cluster-
ing [23], complete-link clustering [14] and average-link clustering
[26]. Another type of clustering methods is partition-based meth-
ods, which include K-Means for instances with numerical aributes
[11], K-Medoids for instances with categorical aributes [18], prob-
abilistic clustering [3], as well as density-based clustering methods
[2]. Other clustering methods include grid-based clustering meth-
ods [19], constraint-based clustering [25] and fuzzy clustering [9].
Clustering method has also been widely used to detect commu-
nities in networks. Newman et al. introduce a modularity func-
tion measuring the quality of a division of networks [16]. Shi et
al. introduce the concept of normalized cut and discover that the
eigenvectors of the Laplace matrix provide a solution to the nor-
malized cut objective function [22]. In addition, many community
detection works have been done on heterogeneous online social
networks. Sun et al. [24] propose to study the clustering problem
with complete link information but incomplete aribute informa-
tion. Lin et al. [15] try to detect the communities in networks
with incomplete relational information but complete aribute in-
formation. In recent years, many works have propose to detect
communities across aligned networks. Zhang et al. [31] propose
to detect the communities in emerging networks with extremely
sparse relational information and lile aribute information by
propagating information from other aligned networks (with abun-
dant of information). Jin et al. [12] propose to study the synergistic
partition problem of multiple large scale partially aligned social
networks based on the Map-Reduce.
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Figure 3: Parameter analysis of Humor, Humor-esn and Humor-chart evaluated by the Density, Silhouette Index,
Normalized-DBI and Entropy metrics.
Enterprise social networks [30, 34–37] can help employees in
companies get reliable information [7, 28]. Yarosh et al. [28] explore
the importance of dierent information types in expert searching
based on a small-sized questionnaire dataset. Based on the het-
erogeneous information in enterprise social networks, Zhang et
al. propose to infer the complete organizational chart based on an
unsupervised learning framework CREATE in [34]. By analyzing
the employees’ various social behaviors at workplace, Zhang et
al. propose to recommend friends for the employees in the online
enterprise social networks in [30]. Workplace has become an im-
portant place for social information exchange, and Zhang et al. [37]
studies the enterprise information diusion problem considering
the diusion channels in both online and oine world. Companies
can train their employees by involving them into company inter-
nal projects, Zhang et al. propose to partition the employees into
dierent teams from the team formation perspective [35].
6 CONCLUSION
In this paper, we have studied the enterprise community detection
problem based on the enterprise information about the employees in
both company internal information sources and online ESNs involv-
ing the employees. An integrated community detection framework
Humor has been proposed based on the broad learning seing in
this paper. Humor can detect the micro community structures about
the employees based on each category of the enterprise intimacy
scores calculated based on one type of enterprise information. In
addition, the micro community structures about the employees are
further fused in Humor with the intra-fusion and inter-fusion steps.
Extensive experiments have been done on the real-world enterprise
datasets (including both the company internal data and the online
ESNs data), and the results have demonstrated the outstanding
performance of framework Humor.
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