We introduce the Arithmetic Site: an algebraic geometric space deeply related to the non-commutative geometric approach to the Riemann Hypothesis. We prove that the non-commutative space quotient of the adèle class space of the field of rational numbers by the maximal compact subgroup of the idèle class group, which we had previously shown to yield the correct counting function to obtain the complete Riemann zeta function as Hasse-Weil zeta function, is the set of geometric points of the arithmetic site over the semifield of tropical real numbers. The action of the multiplicative group of positive real numbers on the adèle class space corresponds to the action of the Frobenius automorphisms on the above geometric points. The underlying topological space of the arithmetic site is the topos of functors from the multiplicative semigroup of non-zero natural numbers to the category of sets. The structure sheaf is made by semirings of characteristic one and is given globally by the semifield of tropical integers. In spite of the countable combinatorial nature of the arithmetic site, this space admits a one parameter semigroup of Frobenius correspondences obtained as sub-varieties of the square of the site. This square is a semi-ringed topos whose structure sheaf involves Newton polygons. Finally, we show that the arithmetic site is intimately related to the structure of the (absolute) point in non-commutative geometry.
Introduction
It has long been known since [5] that the noncommutative space of adèle classes of a global field provides a framework to interpret the explicit formulas of Riemann-Weil in number theory as a trace formula. In [7] , we showed that if one divides the adèle class space A Q Q × of the rational numbers by the maximal compact subgroupẐ × of the idèle class group, one obtains by considering the induced action of R × + , the counting distribution N (u), u ∈ [1, ∞), which determines, using the Hasse-Weil formula in the limit q → 1, the complete Riemann zeta function. This analytic construction provides the starting point of the noncommutative attack to the Riemann Hypothesis. In order to adapt the geometric proof of A. Weil, what was still missing until now was the definition of a geometric space of classical type whose points (defined over a "field" replacing the algebraic closure of the finite field F q as q → 1) would coincide with the afore mentioned quotient space. The expectation being that the action of suitably defined Frobenius automorphisms on these points would correspond to the above action of R × + . The primary intent of this paper is to provide a natural solution to this search by introducing (cf. Definition 3.1) the arithmetic site as an object of algebraic geometry involving two elaborate mathematical concepts: the notion of topos and of (structures of) characteristic 1 in algebra. The topological space underlying the arithmetic site is the Grothendieck topos of sets with an action of the multiplicative monoïd N × of non-zero positive integers. The structure sheaf of the arithmetic site is a fundamental semiring of characteristic 1, i.e. Z max ∶= (Z ∪ {−∞}, max, +) on which N × acts by Frobenius endomorphisms. The role of the algebraic closure of F q , in the limit q → 1, is provided by the semifield R max + of tropical real numbers which is endowed with a one parameter group of Frobenius automorphisms Fr λ , λ ∈ R The definition of the arithmetic site arises as a natural development of our recent work which underlined the following facts Figure 1 . The arithmetic site, Spec Z, and the adele class space.
− The theory of topoi of Grothendieck provides the best geometric framework to understand cyclic (co)homology and the λ-operations using the (presheaf) topos associated to the cyclic category [3] and its epicyclic refinement (cf. [11] ). − Both the cyclic and the epicyclic categories, as well as the points of the associated topoi are best described from projective geometry over algebraic extensions of Z max (cf. [10] ).
The arithmetic site acquires its algebraic structure from its structure sheaf. In Section 3, we describe the stalks of this sheaf at the points of the topos N × which are in turn described in Section 2, in terms of rank one ordered abelian groups. In Section 4, we combine the above theorem with our previous results as in [7, 8] to obtain (cf. Theorem 4.2) a description of the complete Riemann zeta function ζ Q (s) = π −s 2 Γ(s 2)ζ(s) as the Hasse-Weil zeta function of the arithmetic site. This construction makes heavy use of analysis and is naturally exploited on the right hand side of the correspondence between geometry and analysis described in Figure 1 . The role of the prime numbers, as parameters for the periodic orbits of the Frobenius flow is refined in Section 5 to construct (cf. Theorem 5.3) a geometric morphism of topoi between Spec Z and N × 0 . The slight difference between N × and the topos N × 0 , dual to the semigroup N × 0 of non-negative integers, is given by adjoining a base point to the points of N × : cf. §2.3. In Proposition 5. 7 we provide an interpretation of the pullback of the structure sheaf of the arithmetic site in terms of Cartier divisors on the spectrum of the ring of cyclotomic integers.
The general strategy adopted in this paper is to take full advantage of the knowledge achieved on both sides of the correspondence of Figure 1 . The left hand side of that picture develops naturally into the investigation of the square of the arithmetic site and into the definition of the Frobenius correspondences. In Section 6, we describe the square of the arithmetic site as the topos N ×2 endowed with the structure sheaf defined globally by the tensor square Z min ⊗ B Z min over the smallest Boolean semifield of characteristic one. The semiring Z min ∶= (Z ∪ {∞}, min, +) is isomorphic to Z max (by n ↦ −n) but is more convenient for drawing figures. The reduced square is then obtained by reducing the involved semirings to become multiplicatively cancellative. In this way one achieves the important result of working with semirings whose elements are Newton polygons and whose operations are given by the convex hull of the union and the sum. In Proposition 6.11, we prove that the points of the square of the arithmetic site over R max + coincide with the product of the points of the arithmetic site over R max + . Then, we describe the Frobenius correspondences as congruences on the square parametrized by positive real numbers λ ∈ R × + . The remarkable fact to notice at this point is that while the arithmetic site is constructed as a combinatorial object of countable nature it possesses nonetheless a one parameter semigroup of "correspondences" which can be viewed as congruences in the square of the site. In the context of semirings, the congruences i.e. the equivalence relations compatible with addition and product, play the role of the ideals in ring theory. The Frobenius correspondences Ψ(λ), for a rational value of λ, are deduced from the diagonal of the square, which is described by the product structure of the semiring, by composition with the Frobenius endomorphisms. We interpret these correspondences geometrically, in terms of the congruence relation on Newton polygons corresponding to their belonging to the same half planes with rational slope λ. These congruences continue to make sense also for irrational values of λ and are described using the best rational approximations of λ, while different values of the parameter give rise to distinct congruences. In Section 7, we compute the composition law of the Frobenius correspondences and we show the following Theorem 1.2 Let λ, λ ′ ∈ R × + be such that λλ ′ ∉ Q. The composition of the Frobenius correspondences is then given by the rule
The same equality still holds if λ and λ ′ are rational numbers. When λ, λ ′ are irrational and λλ ′ ∈ Q one has
where Id is the tangential deformation of the identity correspondence.
Finally, in Section 8 we establish the link between the structure of the (absolute) point in noncommutative geometry and the topos N × . In particular, we recast the classification of matroïds obtained by J. Dixmier in [13] in terms of the non-commutative space of points of the topos N × .
Notations
Topos The main reference for the theory of (Grothendieck) topoi is [1] . We shall denote by P the "point" in topos theory i.e. the topos of sets. Throughout the paper we also use extensively [20] .
Characteristic one We denote by R max + the semifield that plays a central role in idempotent analysis (cf. [18, 19] ) and tropical geometry (cf.e.g. [14, 22] ). It is the locally compact space R + = [0, ∞) endowed with the ordinary product and the idempotent addition x + ′ y = max{x, y}. This structure admits a one parameter group of automorphisms Fr λ ∈ Aut(R In this article, we shall use the multiplicative notation to refer to elements in Z min , i.e. we associate to n ∈ Z min the symbol q n . In this way, the second operation of Z min becomes the ordinary product. If one represents q as a positive, real number 0 < q < 1, the first operation corresponds to the addition in R max + : x ∨ y ∶= max(x, y). All these semirings are of characteristic 1 i.e. the multiplicative unit 1 is idempotent for the addition and fulfills the equation 1 ∨ 1 = 1. The operators Fr k ∈ End(Z min ): N × → End(Z min ), k ↦ Fr k (n) ∶= kn are the analogues, in characteristic 1, of the Frobenius endomorphism in characteristic p > 1 and, in the multiplicative notation, they are defined by the rule Fr k (x) = x k .
The points of the topos N ×
In this section we show that the category of points of the topos N × is equivalent to the category of rank one ordered groups, i.e. of totally ordered groups isomorphic to non-trivial subgroups of (Q, Q + ), and injective morphisms of ordered groups. We recall that for a topos of presheaf typê C, i.e. the topos of contravariant functors G ∶ C → Sets from a small category C to the category Sets of sets, any object C of the category C defines a point p ofĈ whose pullback p * is given by the evaluation G ↦ p * (G) ∶= G(C). Moreover, it is well known that every point ofĈ is obtained as a filtering colimit of points of the above form. In particular, for the topos N × this implies that every point can be obtained from a (filtering) sequence (n i ), with n i ∈ N × and n i n i+1 ∀i. Two cofinal sequences label the same point. The equivalence relation (n i ) ∼ (m i ) on sequences to define isomorphic points states that the classes of the limits n = lim n i , m = lim m i ∈Ẑ Ẑ × are the same in the double quotient Q × + A f Ẑ × , where A f =Ẑ ⊗ Z Q denotes the finite adèles of Q and where Q × + acts by multiplication on A f . In this section we shall give a detailed account of this construction of the points of the topos N × and discuss, also, the case of the topos N × 0 .
The points of a presheaf topos
It is a standard fact in topos theory that the category of points a toposĈ, where C is a small category, is canonically equivalent to the category of flat functors C → Sets and natural equivalences between them. We recall that a covariant functor F ∶ C → Sets is flat if and only if it is filtering i.e. F satisfies the following conditions (i) F (C) ≠ ∅, for at least one object C of C.
(ii) Given two objects A, B of C and elements a ∈ F (A), b ∈ F (B), there exists an object Z of C,
(iii) Given two objects A, B of C and arrows u, v ∶ A → B and a ∈ F (A) with F (u)a = F (v)a, there exists an object Z of C, a morphism w ∶ Z → A, and an element z ∈ F (Z), such that
Points of N × and ordered groups
We shall investigate the case of the small category C = N × with a single object * . A point of N × is described by a covariant functor F ∶ N × → Sets which is filtering, i.e. such that the category ∫ N × F is filtering (cf. [20] Chapter VII §6 for the notation). The functor F is determined by the set X = F ( * ) endowed with an action of the semi-group N × : F (k) ∶ X → X, ∀k > 0. The category ∫ N × F has objects given by elements x ∈ X and the morphisms between any pair of objects x, y ∈ X are provided by the elements of N × such that F (k)x = y. The filtering condition for the category ∫ N × F means that
(ii) For any x, x ′ ∈ X there exist z ∈ X and k, k
The last condition here above follows from the third condition of §2.1 and the fact that the semigroup N × is simplifiable. Next theorem provides an algebraic description of the points of the topos N × .
Theorem 2.1 The category of points of the topos N × is canonically equivalent to the category of totally ordered groups isomorphic to non-trivial subgroups of (Q, Q + ) and injective morphisms of ordered groups.
Proof. The proof of this theorem follows from the next two lemmas and some final, easy considerations.
Lemma 2.2 Let F ∶ N × → Sets be a flat functor. The following equality defines a commutative and associative addition on X = F ( * )
Endowed with this operation X coincides with the strictly positive part of an abelian, totally ordered group (H, H + ) which is an increasing union of subgroups (Z, Z + ).
Proof. We show that the operation + on X is well defined, that means independent of the choices. If for some y ∈ X and ,
u and then one uses (iii) of the filtering condition to obtain a = bk, a ′ = bk ′ . Thus one gets
This shows that the addition is well defined. This operation is commutative by construction. Notice that for any finite subset Z ⊂ X one can find z(Z) ∈ X such that Z ⊂ F (N × )z(Z). The associativity of the addition then follows from the associativity of the addition of integers. The obtained additive semigroup (X, +) is therefore an increasing union
of the additive semigroups z(Z) [1, ∞) , each isomorphic to the additive semigroup of integers n ≥ 1. From this fact one derives that the obtained semigroup is simplifiable and that for any pair a, b ∈ X, a ≠ b, there exists c ∈ X such that a + c = b or b + c = a. By symmetrization of (X, +) one obtains an abelian, totally ordered group (H, H + ) which is an increasing union of subgroups isomorphic to (Z, Z + ). One has X = {h ∈ H h > 0}.
Notice that the additive structure (X, +) determines the action of N × on X = F ( * ) by the equation
Lemma 2.3 The ordered abelian group (H, H + ) obtained as the symmetrization of (X, +) is isomorphic to a subgroup of (Q, Q + ). For any two injective morphisms j, j
Proof. Let x ∈ X: we show that there exists a unique injective morphism j x ∶ H → Q such that j x (x) = 1. For any x ′ ∈ X and with the notations of (1) one sets
This is well defined since, with the notations of the proof of Lemma 2.2, another choice y, , ′ of z, k, k ′ gives the equalities a = bk, a
is independent of any choice. One easily checks that j x is also additive and injective. We claim that given two subgroups H, H ′ ⊂ Q, any non-trivial ordered group morphism φ ∶ H → H ′ is of the form φ(x) = rx, ∀x ∈ H for some r ∈ Q × + . Indeed, one takes x 0 ∈ H, x 0 > 0, and lets r ∈ Q × + such that φ(x 0 ) = rx 0 . Then, for any x ∈ H + there exist integers n > 0 and m ≥ 0 such that nx = mx 0 . Then one derives nφ(x) = φ(nx) = φ(mx 0 ) = mφ(x 0 ) = mrx 0 = nrx and thus φ(x) = rx.
To finish the proof of the theorem, one notices that a natural transformation of flat functors is by definition an N × -equivariant map f ∶ X → X ′ . Then, the properties (ii) and (iii) of flat functors show that f is necessarily injective. Moreover, for x, y ∈ X, x = F (n)z, y = F (m)z, one has
Thus, f is an injective morphism of ordered groups. Conversely, an injective morphism of ordered groups gives a natural transformation of the associated flat functors. Thus one finally concludes that the category of points of the topos N × is the category of totally ordered abelian groups of rank one (isomorphic to subgroups of Q) and injective morphisms.
The case of
We investigate a variant of Theorem 2.1 obtained by replacing the multiplicative monoïd N × with the (pointed) monoïd N × 0 defined by adjoining a 0-element: N × 0 is the multiplicative monoïd of non-negative integers. Let C ′ be the small category with one object * and endomorphisms given by N × 0 . As before, a flat functor F ∶ C ′ → Sets is described by assigning a set X = F ( * ) and an action F of the monoïd N × 0 on X fulfilling the filtering conditions. Let P = F (0), this determines a map P ∶ X → X which fulfills
Thus, the image of P is described by the subset X 0 = {x ∈ X P x = x}. We use the filtering conditions to investigate X 0 . The second condition states that for any pair x, x ′ ∈ X there exist z ∈ X and k, k
If both x, x ′ ∈ X 0 , then one gets
and hence x = x ′ . Moreover the first filtering condition shows that the set X is non-empty and so is X 0 , thus it contains exactly one element that we denote 0 X . Next, let x ∈ X, n ∈ N × and assume that for some n ∈ N × one has F (n)x = 0 X . Then one has F (n)x = F (0)x and this time the third filtering condition states the existence of a morphism w ∶ * → * , and an element z ∈ X, such that F (w)z = x, n ○ w = 0 ○ w ∈ Hom C ( * , * ). Since n ∈ N × one has w = 0, and the equation F (w)z = x implies that x = 0 X . It follows that the set X * ∶= X ∖ {0 X } is stable under the action of N × . Let us assume that X * ≠ ∅. We show that the restriction of the action of N × on X * fulfills the filtering conditions. The second filtering condition is fulfilled since given two elements a, b ∈ X * , there exists morphisms u, v ∈ N × 0 and an element z ∈ X, such that F (u)z = a, F (v)z = b. The element z ∈ X cannot be 0 X since F (n)0 X = 0 X for all n ∈ N × 0 . Thus z ∈ X * . Moreover one cannot have u = 0 or v = 0 since we assume a, b ∈ X * . The third filtering condition for the flat functor F ∶ C ′ → Sets states that given u, v ∈ N × 0 and a ∈ X with F (u)a = F (v)a there exists w ∈ N × 0 , and an element z ∈ X, such that F (w)z = a, u ○ w = v ○ w ∈ N × 0 . Let us assume that a ∈ X * and that u, v ∈ N × . Then the condition F (w)z = a shows that one cannot have w = 0 since this would imply that a = 0 X . Thus one has w ∈ N × and u = v. This shows that the restriction of the action of N × to X * fulfills the three filtering conditions, provided one assumes X * ≠ ∅. With this verification, the replacement for Theorem 2.1 is given by the following Theorem 2.4 The category of points of the topos N × 0 is canonically equivalent to the category of totally ordered groups isomorphic to subgroups of (Q, Q + ), and morphisms of ordered groups.
Proof. Given a point of N × i.e. a flat functor F ∶ N × → Sets, we consider the setX ∶= X ∪ {0 X }. We extend the action of N × on X to an action of N × 0 onX such that 0 X is fixed by all F (n) and setting F (0)y = 0 X , ∀y ∈ X. This extended functorF fulfills the first two filtering conditions. We check that the third also holds. Let u, v ∈ N × 0 and a ∈X with F (u)a = F (v)a. Then, if a = 0 X we take the morphism w = 0 ∈ N × 0 and z = a. One has F (w)z = a and u ○ w = v ○ w ∈ N × 0 . If a ≠ 0 X and F (u)a = F (v)a = 0 X , it follows that necessarily one has u = v = 0 ∈ N × 0 . Thus, one can take w = 1 and z = a. Finally, if a ≠ 0 X and F (u)a = F (v)a ≠ 0 X , then one has u, v ∈ N × and one uses the flatness for the action of N × on X. This proves thatF is flat and hence defines a point of N × 0 . Moreover the above discussion shows that any point of N × 0 different from the one element set X = {0 X } is obtained in this manner. We claim that under an equivariant map f ∶ X → X ′ of N × 0 -sets one has f (0 X ) = 0 X ′ and if f (x) = 0 X ′ for some x ∈ X, x ≠ 0 X then one has f (y) = 0 X ′ for all y ∈ X. Indeed, there exists z ∈ X and n, m such that F (n)z = x, F (m)z = y. One has n ∈ N × since x ≠ 0 X and thus one gets f (z) = 0 X ′ since otherwise f (x) ≠ 0 X ′ as the complement of 0 X ′ is stable under F ′ (n) for n ∈ N × . This shows that the only new morphism is the morphism 0 and the only new point is the point 0.
Notice that the category of points of the topos N × 0 is pointed, i.e. it admits a (unique) initial and final object 0. The above proof shows that the category of points of the topos N × 0 is obtained canonically by adjoining to the category of points of N × an object which is both initial and final.
Adelic interpretation
The ring A f of finite adèles of Q is defined as the restricted product A f = ∏ ′ Q p : its maximal compact subring is the profinite completionẐ = ∏ Z p of Z. One has A f =Ẑ ⊗ Z Q and there is a
The following result will play an important role in the paper.
Proposition 2.5 (i) Any non-trivial subgroup of Q is uniquely of the form
whereẐ × denotes the multiplicative group of invertible elements in the ringẐ acting by multiplication on A f .
(ii) The map a ↦ H a of (2) induces a canonical bijection of the quotient space
with the set of isomorphism classes of points of the topos N × .
Proof. (i)
We give a conceptual proof using Pontrjagin duality for abelian groups.
It gives a character, still noted χ of A f , whose kernel is the additive subgroupẐ ⊂ A f (use the canonical isomorphism Q Z = A f Ẑ ). Then the pairing < q, a >= χ(qa) , ∀q ∈ Q Z, a ∈Ẑ identifiesẐ with the Pontrjagin dual of the discrete abelian group Q Z. To prove (i) we can assume that the non-trivial subgroup of Q contains Z. The subgroups of Q which contain Z are in fact determined by subgroups H ⊂ Q Z. Given a subgroup H ⊂ Q Z one has
It is a closed subgroup J ⊂Ẑ. Then, the equality H = H a for some a ∈Ẑ derives from the following observations on closed subgroups J ⊂Ẑ, by showing that they are all of the form J = aẐ, for some a ∈Ẑ unique up to the action ofẐ × by multiplication.
-A closed subgroup ofẐ is an ideal in the ringẐ.
-For each prime p, the projection π p (J) ⊂ Z p coincides with the intersection ({0} × Z p ) ∩ J and is a closed ideal J p ⊂ Z p , moreover one has: x ∈ J ⇐⇒ π p (x) ∈ J p ∀p.
-Any ideal of Z p is principal.
Thus one writes J p = a p Z p for all p and it follows that J = aẐ where a = (a p ) ∈ ∏ Z p . Moreover, for each p the element a p ∈ Z p is unique up to the action of Z × p and in this way one also proves the statement on the uniqueness.
(ii) By Theorem 2.1 any point of the topos N × is obtained from a subgroup H a ⊂ Q. Elements a, b ∈ A f Ẑ × determine isomorphic points of the topos N × if and only if the ordered groups H a and H b are abstractly isomorphic. An abstract isomorphism is given by the multiplication by q ∈ Q × + so that H b = qH a . It follows from (i) that a = qb in A f Ẑ × and one derives the result.
Remark 2.6 The quotient of the additive group A f by the open compact subgroupẐ is the direct sum
When this fact is applied to a rational number q ∈ Q, this yields the decomposition in simple elements
where n ∈ Z, the p j 's are prime numbers, 0 < n p j < p α j j , and (n p j , p j ) = 1. One can use this decomposition to give a direct proof of Proposition 2.5.
Remark 2.7 One can describe the elements ofẐ Ẑ × (which parametrize the subgroups Z ⊂ H ⊂ Q) by means of "supernatural numbers" in the sense of Steinitz. This is the point of view adopted in [13, 17] . By definition, a supernatural number is a formal product ∏ p np over all primes, where the exponents n p belong to N ∪ {∞}. One can check easily that this product is convergent in Z Ẑ × and that one obtains in this way a canonical bijection of the supernatural numbers witĥ Z Ẑ × compatible with the labeling of subgroups Z ⊂ H ⊂ Q.
Remark 2.8 In §3, we shall enrich the topos N × with the structure of a curve over the Boolean semifield B, by endowing the topos with its structure sheaf. The presence of a large group of automorphisms on the topos N × , arising from the automorphisms of the monoïd N × , shows that one does not have, at this state of the construction, a sufficient geometric structure on the topos. It is however useful to investigate how the endomorphisms ρ of the monoïd N × act on the points of N × in terms of the above adelic description. Any such ρ extends by continuity to an endomorphismρ of the multiplicative monoïdẐ Ẑ × and this extension determines the action of ρ on the points of N × . The action of ρ on the point associated to the ordered group H = H a , a ∈Ẑ Ẑ × is given by the point associated to the ordered group H = H b , with b =ρ(a) ∈Ẑ Ẑ × .
Remark 2.9 In §5, we shall construct a geometric morphism of topoi Θ ∶ Spec Z → N × 0 . When considered as a map of points, it associates to the point of Spec Z corresponding to a prime p the point of N × 0 associated to the class of the finite adele α p = p ∞ ∈ A f Ẑ × whose components are all equal to 1 except at p where the component vanishes. One can show that the topology induced on these points by the quotient topology of Q 
The Arithmetic Site
In this section we introduce the structure sheaf Z max on the topos N × . This additional structure on N × , without which the group of automorphisms (cf. Remark 2.8) would contain arbitrary permutations of the primes, turns the topos N × into the arithmetic site ( N × , Z max ).
The structure sheaf Z max and its stalks
We start by introducing the definition of the arithmetic site.
Definition 3.1 The arithmetic site ( N × , Z max ) is the topos N × endowed with the structure sheaf O ∶= Z max viewed as a semiring in the topos using the action of N × by the Frobenius endomorphisms.
The action of N × on Z max is by the Frobenius endomorphisms N × → End(Z max ), k ↦ Fr k (n) ∶= kn. Likewise an algebraic scheme is a ringed space of a certain kind, the arithmetic site can be thought of as a "semi-ringed topos". The semiring structure of Z max is compatible with the action of N × and automatically endows the stalks of the sheaf Z max on the topos N × with a particular structure of semiring which we now determine.
Theorem 3.2 The stalk of the structure sheaf O at the point of the topos N × associated to the ordered group H ⊂ Q is canonically isomorphic to the semiring H max ∶= (H ∪ {−∞}, max, +).
Proof. To the point of the topos N × associated to the rank one ordered group H corresponds the flat functor F ∶ N × → Sets which associates to the single object * of the small category N × the set F ( * ) = H >0 and to the endomorphism k the multiplication F (k) by k in H >0 . The inverse image functor connected with this point is the functor which associates to any N × -space X its geometric realization X F of the form
The relation ∼ states the equivalence of the pairs (x, F (k)y) ∼ (k.x, y), where k.x denotes the action of k on x ∈ X. More precisely, by using the flatness of the functor F the equivalence relation is expressed as follows
To obtain a description of the stalk of the structure sheaf O at H, one applies (5) to the N × -space X = Z max , with the action of N × defined by k.x ∶= kx and k.(−∞) ∶= −∞. We define
The map β is compatible, by construction, with the equivalence relation ∼. One has β(1, y) = y, β(0, y) = 0, β(−1, y) = −y, β(−∞, y) = −∞ , ∀y ∈ H >0 which shows that β is surjective. We show that β is also injective.
For u = 0 one has x = x ′ = 0 and one uses the flatness of F to find z ∈ H >0 and k, k
The same proof works also for u = −∞. The two operations ∨ and + on Z max determine maps of N × -spaces Z max × Z max → Z max . Since the geometric realization functor commutes with finite limits one gets
One has y(x ∨ x ′ ) = yx ∨ yx ′ for any y ∈ H >0 and x, x ′ ∈ Z max and this suffices to show that the map Z max F × Z max F → Z max F associated to the operation ∨ on Z max is the operation ∨ on H max . Similarly one has y(x + x ′ ) = yx + yx ′ for any y ∈ H >0 and x, x ′ ∈ Z max and again this suffices to show that the map Z max F × Z max F → Z max F associated to the operation + on Z max is the operation + on H max . 
, where the action of 0 ∈ N × 0 on Z max is the endomorphism x ↦ 0x = 0 ∀x ∈ Z ⊂ Z max and 0(−∞) ∶= −∞. The map β of (6) extends to the case y ∈ H ≥0 by setting 0(−∞) ∶= −∞. In the proof of injectivity of β, in the case u = 0, one uses that x or y vanishes to get (x, y)
The proof in the other cases is unchanged. Moreover at the only new point of N × 0 i.e. the point associated to the trivial group {0}, the stalk is the semifield B.
Remark 3.4 Theorem 3.2 continues to hold if one replaces the pair
where Z + min is the sub-semiring Z + min ∶= {n ∈ Z min , n ≥ 0}. The stalk at the point of the topos N × associated to the ordered group H ⊂ Q is canonically isomorphic to the semiring R = (H ≥0 ∪ {∞}, min, +). This is the notation adopted in Theorem 2.4 of [12] , where Z + min was denoted N. One switches back and forth from the semiring Z max ∼ Z min to the semiring Z + min ∼ N, by applying the following two functors. The first one, noted O, associates to a semiring R of characteristic one the (sub) semiring O(R) ∶= {x ∈ R x ⊕ 1 = 1} where ⊕ denotes the addition in R and 1 is the multiplicative unit. The second functor, noted Frac, associates to a semiring R without zero divisors its semiring of fractions.
One should not confuse the semiring Z max with the semiring of global sections of the structure sheaf of the arithmetic site. The latter selects the elements of Z max which are invariant under the action of N × as explained by the following Proposition 3.5 The global sections Γ( N × , Z max ) of the structure sheaf are given by the subsemifield B ⊂ Z max .
Proof. For a Grothendieck topos T the global section functor Γ ∶ T → Sets, is given by Γ(E) ∶= Hom T (1, E), where E is an object of T and 1 is the final object in the topos. In the particular case of a topos of the formĈ, where C is a small category, a global section of a contravariant functor P ∶ C → Sets is a function which assigns to each object C of C an element γ C ∈ P (C) in such a way that for any morphism f ∶ D → C one has P (f )γ C = γ D (see [20] Chapter I §6 (9)). We apply this definition to C = N × and derive that the global sections coincide with the elements of Z max which are invariant under the action of N × , i.e. B ⊂ Z max .
Proposition 3.5 indicates that, as a generalized scheme over B, the arithmetic site is, inasmuch as it can be considered as the analogue of a curve, both complete and irreducible. The above Theorem 3.2 shows that one does not require additional structure in order to obtain the semiring structure on the stalks of the structure sheaf at the points of N × . In the next sections, we shall see that this structure has the right properties to obtain the Riemann zeta function and the counting function of the mysterious "curve" underlying the geometry of the prime numbers.
The points of the arithmetic site over
is a morphism of rings on the topos X. Using the adjunction formula between the pullback f * and the pushforward f * , one can equivalently describe θ as the morphism
. This definition extends immediately to semi-ringed topoi, in this paper we apply it to the semi-ringed topos (P, R max + ), where P is the single point, i.e. the topos of sets, endowed with the semifield R max Likewise a point of a topos T is an equivalence class of isomorphic objects in the category of geometric morphisms P → T , we say that two points of
when there exists an isomorphism of points φ ∶ p ∼ → q compatible with the morphisms of semirings i.e. such that g
Before stating the main theorem of this section we introduce the following lemma which provides a canonical bijection between the quotient
) and the set of non-trivial rank one subgroups of R.
by the diagonal action of Q × + and the set of non zero subgroups of R whose elements are pairwise commensurable.
Proof. The map Φ is invariant under the diagonal action of Q × + since by replacing (a, λ) with (qa, qλ) for q ∈ Q × + one replaces H a by H qa = q −1 H a and λH a by qλq −1 H a = λH a . We show that Φ is surjective. A subgroup H ⊂ R whose elements are pairwise commensurable is, as an ordered group, isomorphic to a subgroup of Q. Given x ∈ H, x > 0 one can find λ ∈ R × + such that λ −1 x ∈ Q and it follows that λ −1 H ⊂ Q. This determines an adèle a ∈ A f Ẑ × such that H = λH a and thus H = Φ(a, λ). Next, we prove that Φ is injective. Assume that λH a = λ ′ H b , for λ, λ ′ ∈ R × + . Then since both H a and H b are non-zero subgroups of Q, one has λ ′ = qλ for some q ∈ Q × + . One then gets λH a = λqH b and hence H a = qH b . But qH b = H q −1 b and the equality H a = H q −1 b together with Proposition 2.5,
Thus we get λ ′ = qλ and b = qa which proves the injectivity.
In terms of semifields, the space we are considering here is that of sub-semifields of R max which are abstractly isomorphic to algebraic extensions of Z max . The natural action of R × + on this space through the Frobenius automorphisms Fr u (at the multiplicative notation level, Fr u is raising to the power u) is given by H ↦ uH. Thus, the action of R × + on the pair (a, λ) is given by the formula Fr u (Φ(a, λ)) = Φ(a, uλ). Proof. Consider a point of the arithmetic site over R
. This is given by a pair (p, f # p ) as in Definition 3.6. By applying Theorem 2.1, to a point p of the topos N × is associated a rank one ordered group H and, by Theorem 3.2, the stalk of the structure sheaf Z max at p is the semifield K = H max . The map of stalks is given by a (local) morphism of semifields f 
The subgroup H ′ determines uniquely, up to isomorphism, the pair given by the point p and the map f 
This shows that the points of the arithmetic site ( N × , Z max ) over R max + form the union of two sets: the set of isomorphism classes of points of N × and the set of the non-trivial rank one subgroups H ⊂ R. By Proposition 2.5 (ii), the first set coincides with the quotient
By Lemma 3.7, the set of non-trivial rank one subgroups H ⊂ R is the quotient
The quotient of the adèle class space of Q by the action ofẐ
is also the disjoint union of two pieces. The first one arises from the contribution of
Thus, this piece coincides with (8) . The second piece arises from the contribution of A f × R × ⊂ A f × R and gives, using multiplication by −1 ∈ Q × to shift back to positive reals, the quotient Q
) which coincides with (9) . Thus, the points of the arithmetic site ( N × , Z max ) over R 
Under the correspondence given by (7), the action of the Frobenius automorphisms Fr λ on the points translates into the scaling action H ↦ λH on the rank one subgroups H ⊂ R. In turns, by Lemma 3.7, this scaling action corresponds to the action of the idèle class group
. This is clear for x = 0 (the neutral element for the addition), while for x ≠ 0 and u = f # p (x) ∈ R max + the action of Fr λ replaces log u by λ log u which converges to 0 = log 1 = log ι p (x) when λ → 0. 
Hasse-Weil formula for the Riemann zeta function
In this section, we combine Theorem 3.8 with our previous results as in [7, 8] and derive a description of the complete Riemann zeta function as the Hasse-Weil zeta function of the arithmetic site.
The periodic orbits of the Frobenius on points over R max +
We shall describe, at a qualitative level, the periodic orbits of the Frobenius action on points of the arithmetic site ( N × , Z max ) over R max + . These points contribute through various terms in the counting distribution. To obtain a conceptual formula, one considers the action of the idèle class group G = GL 1 (A) GL 1 (Q) =Ẑ × × R × + on the adèle class space of Q. One then restricts the attention to test functions h on G which are invariant under the maximal compact subgroupẐ × , i.e. of the form h(u) = g( u ), where g is a test function on R × + and u ↦ u is the module, i.e. the projection of G =Ẑ × ×R × + on the second factor. Notice that restricting to (Ẑ × ×{1})-invariant test functions is the same as considering the action of R × + on the quotient of the adèle class space of Q by (Ẑ × × {1}). We shall also assume that the support of the function g is contained in (1, ∞). The periodic orbits of the Frobenius flow which contribute to the Lefschetz formula on the adèle class space of Q correspond, at a place v of Q, to the adèles a = (a w ) which vanish at v, i.e. with a v = 0. This condition makes sense in the quotient of the adèle class space of Q byẐ × × {1} and does not depend on the choice of a lift of a given class as an adèle. Next, we investigate the meaning of this condition in terms of the point of ( N × , Z max ) over R max + that it labels, accordingly to the place v of Q.
Archimedean place For v = ∞ the archimedean place, the above condition means that the corresponding point α is in the contribution of (8) i.e. it is fixed by the Frobenius action Fr λ (α) = α ∀λ. Thus, the points of ( N × , Z max ) over R max + which correspond to v = ∞ are the points of ( N × , Z max ) defined over B.
Finite places For a finite place v = p, with p a rational prime, the condition a p = 0 implies that the class α of a in the quotient of the adèle class space of Q by (Ẑ × × {1}), fulfills the equation Fr λ (α) = α ∀λ ∈ p Z . Indeed, the principal adèle p ∶= (p v ) associated to the rational number p is a product of the form p = (u × 1)(1 × p ∞ )p p , where each term of the product is an idèle. The first term belongs toẐ × × {1}, the second to 1 A f × R × + and the third term has all its components equal to 1 except at p where it is equal to p. The multiplication by this last term fixes a since a p = 0. The multiplication by (1 × p ∞ ) is the action of Fr p . Finally, the multiplication by (u × 1) is the identity in the quotient of the adèle class space of Q byẐ × × {1}. Moreover, since one operates in the adèle class space, the multiplication by the principal idèle p is the identity, and thus one has Fr p (α) = α. Conversely however, the condition Fr p (α) = α is not sufficient to ensure that the component a p = 0 since it holds for all fixed points of the Frobenius action. This condition is in fact best understood in terms of the intermediate semifields F ⊂ K ⊂ F = Q max which label the points of N × . In these terms it means that the Frobenius map x ↦ x p is an automorphism of K. Notice that this condition depends only on the point of the topos N × over which the point of ( N × , Z max ) over R max + sits. This invariance of K under the Frobenius at p implies of course that the range of the morphism f # p to R max + is invariant under Fr p . The condition Fr p (α) = α is sufficient for non-degenerate points but for degenerate points (those defined over B) it does not suffice to ensure a p = 0.
Counting function for the Frobenius action on points over R max +
In order to count the number of fixed points of the Frobenius action on points of ( N × , Z max ) over R max + , we let ϑ w ξ(x) = ξ(w −1 x) be the scaling action of the idèle class group G = GL 1 (A) GL 1 (Q) on the complex valued functions on the adèle class space A Q Q × and we use the trace formula in the form
We refer to [5, 6, 21] for a detailed treatment. The subgroups Q
arise as isotropy groups. One can understand why the terms h(w −1 ) 1 − w occur in the trace formula by computing, formally as follows, the trace of the scaling operator T = ϑ w −1
given by the distribution kernel k(x, y) = δ(wx − y)
We apply the trace formula (10) by taking the function h of the form h(u) = g( u ), where the support of the function g is contained in (1, ∞). On the left hand side of (10) one first performs the integration in the kernelẐ × of the module G → R × + . At the geometric level, this corresponds to taking the quotient of the adèle class space by the action ofẐ × . We denote by ϑ w the scaling action on this quotient. By construction, this action only depends upon w ∈ R × + . In order to count the number of fixed points of the Frobenius we consider the distributional trace of an expression of the form ∫ g x (u)ϑ u d * u where g x (u) = uδ x (u). It is characterized, as a distribution, by its evaluation on test functions b(u). This gives
thus we are simply considering an intersection number. We now look at the right hand side of (10), i.e. at the terms
Since h(w) = g( w ) and the support of the function g is contained in (1, ∞), one sees that the integral (12) can be restricted in all cases to the unit ball {w ; w < 1} of the local field Q v . Again we study separately the two cases.
Archimedean place At the archimedean place, let u = w −1 then one has 1 2
The above equation is applied for u > 1, in which case one can write equivalently 1 2
The term corresponding to (12) yields the distribution κ(u)
where γ = −Γ ′ (1) is the Euler constant. The distribution κ(u) is positive on (1, ∞) where, by construction, it is given by κ(u) =
Finite places At a finite place one has 1 − w = 1, thus for each finite prime p one has
Analogue of the Hasse-Weil formula for the Riemann zeta function
The results of §4.2 yield a distribution N (u) on [1, ∞) which counts the number of fixed points of the Frobenius action on points of ( N × , Z max ) over R max + . The next task is to derive from this distribution the complete Riemann zeta function in full analogy with the geometric construction in finite characteristic. In that case, i.e. working over a finite field F q , the zeta function ζ N (s), associated to a counting function N (q r ) which counts the number of points over the finite field extensions F q r , is given by the Hasse-Weil formula
Inspired by the pioneering work of R. Steinberg and J. Tits, C. Soulé associated a zeta function to any sufficiently regular counting-type function N (q), by considering the following limit
Here, Z(q, q −s ) denotes the evaluation, at T = q −s , of the Hasse-Weil expression
For the consistency of the formula (17), one requires that the counting function N (q) is defined for all real numbers q ≥ 1 and not only for prime integers powers as for the counting function in (18) . For many simple examples of rational algebraic varieties, like the projective spaces, the function N (q) is known to extend unambiguously to all real positive numbers. The associated zeta function ζ N (s) is easy to compute and it produces the expected outcome. For a projective line, for example, one finds ζ N (s) = 1 s(s−1) . To by-pass the difficulty inherent to the definition (17) , when N (1) = −∞, one works with the logarithmic derivative
where
Then one finds, under suitable regularity conditions on N (u), that (cf. Lemma 2.1 of [7] )
Lemma 4.1 With the above notations and for Re(s) large enough, one has
and
Using this lemma we can now recall one of our key results (cf. [7, 8] )
Theorem 4.2 The zeta function associated by (22) to the counting distribution of §4.2 is the complete Riemann zeta function ζ Q (s) = π −s 2 Γ(s 2)ζ(s).
This theorem implies that we are now working in a similar geometric framework as in the case of the geometry of a complete curve in finite characteristic. Moreover, in [7] we also showed that the counting distribution N (u) can be expressed in the form
where Z is the set of non-trivial zeros of the Riemann zeta function and the derivative is taken in the sense of distributions. The main open question is at this point the definition of a suitable Weil cohomology which would allow one to understand the above equality as a Lefschetz formula.
Relation of Spec Z with the arithmetic site
As shown in §4.2, the periodic orbits of the Frobenius action which are responsible for the contribution of a given prime p to the counting function correspond to adeles (a v ) whose component a p = 0. This fact gives a first hint for the determination of a precise relation between Spec Z and the arithmetic site. In this section we construct a geometric morphism of topoi Θ ∶ Spec Z → N × 0 , where Spec Z is viewed as a topos with the Zariski topology. In the second part of the section we give an interpretation of the pullback of the structure sheaf of the arithmetic site in terms of Cartier divisors.
The geometric morphism
. Thus we are looking for a sheaf S of sets on Spec Z corresponding to the unique object * of the small category N × 0 and for an action of the semigroup N × 0 on S. In fact, a geometric morphism such as Θ determines a map between the points of Spec Z and the points of N × 0 . We first give the natural guess for the definition of such map on points related to the periodic orbits associated to primes as in §4.2. For each prime p, let α p ∈ A f be the finite adele whose components are all equal to 1 except at p where the component vanishes. We let H(p) be the corresponding subgroup of Q as in (2) i.e.
H(p) ∶= {q ∈ Q α p q ∈Ẑ}.
Thus H(p) is the group of fractions whose denominator is a power of p. To this ordered group corresponds a point of N × and also of N × 0 . By working with N × 0 we see that, as a set with an action of N × 0 , the stalk of S at the point p ∈ Spec Z is S p = H(p) + , i.e. the set of non-negative elements of H(p) on which N × 0 acts by multiplication. Moreover N × 0 admits a point corresponding to the subgroup {0} ⊂ Q: we associate this point to the generic point of Spec Z. Thus the stalk of S at the generic point is {0}. This suggests that when one considers a section ξ ∈ Γ(U, S) of S on an open set U ⊂ Spec Z, its value at all primes but finitely many is the zero element of the stalk S p . In agreement with the above construction we introduce the following The restriction maps on sections of S are the obvious ones and they are N × 0 -equivariant by construction. To check that the above definition produces a sheaf, we notice that for an open cover {U j } of a non-empty open set U ⊂ Spec Z, each U j ≠ ∅ has a finite complement so that the finiteness condition is automatic for the sections locally defined using that cover. Moreover, two sections ξ, η ∈ Γ(U, S) with the same value at p are equal on an open set containing p and thus the stalk of S at p is H(p). We now formulate the filtering condition for the functor F ∶ N × 0 → Sh(Spec Z) that we just constructed. By applying Definition VII.8.1 of [20] , the three filtering conditions involve the notion of an epimorphic family of morphisms in the topos Sh(Spec Z
Proof
so that one derives f ξ = gξ as required.
Alternatively (and equivalently) one can use the formalism of generalized elements which allows one to think in similar terms as for the topos of sets. In the case of the topos Spec Z it is enough to consider the sections of the form ξ ∈ Γ(U, S) where U is an arbitrary open set, i.e. a subobject of the terminal object 1. We now reformulate the filtering condition as in Lemma VII.8.4 of [20] . In fact, we take advantage of the fact that the small category C = N × 0 has a single object * and that its image under the flat functor F is the object F ( * ) = S of Sh(Spec Z). 
(iii) Given two arrows u, v ∶ * → * in N × 0 and any section c ∈ Γ(U, S) with F (u)c = F (v)c, there exists a covering {U j } of U and for each j an arrow w j ∶ * → * , and a section z j ∈ Γ(U j , S), such that
We now state the main result of this subsection Theorem 5.3 The functor F ∶ N × 0 → Sh(Spec Z) which associates to the object * the sheaf S and to the endomorphisms of * the natural action of N × 0 on S is filtering and defines a geometric morphism Θ ∶ Spec Z → N × 0 . The image of the point p of Spec Z associated to a prime p is the point of N × 0 associated to the subgroup H(p) ⊂ Q. Proof. We check the three filtering conditions. Let U be a non-empty open set of Spec Z. Then the 0-section (i.e. the section whose value at each p is 0) is a generalized element of Γ(U, S). This checks (i). We verify (ii). Let U be a non-empty open set of Spec Z and c, d be sections of S over U . Then there exists a finite set E ⊂ U of primes such that both c and d vanish in the complement of E. The complement V ∶= U ∖ E is a non-empty open set of Spec Z and for each p ∈ E let U p = V ∪ {p} ⊂ U . By construction, the collection {U p } p∈E form an open cover of U .
The restriction of the sections c, d of S to U p are entirely determined by their value at p since they vanish at any other point of U p . Moreover, if one is given an element b ∈ S p in the stalk of S at p, one can extend it uniquely to a section of S on U p which vanishes in the complement of p. Thus, for each p one checks, using the filtering property of the functor associated to the stalk S
+ and this proves the statement.
Proposition 5.4 Let Θ * (O) denote the pullback of the structure sheaf of ( N × , Z max ). Then (i) The stalk of Θ * (O) at the prime p is the semiring H(p) max , and it is B at the generic point of Spec Z. is the coproduct of the constant sheaf −∞ on Spec Z with the sheaf on Spec Z obtained by glueing two copies S ± of S over the constant sheaf 0 which maps to 0 ± . Let U be a non empty open set of Spec Z and U ∋ p ↦ ξ p ∈ H(p) ⊂ H(p) max a map equal to 0 outside a finite set E ⊂ U . To show that ξ ∈ Γ(U, Θ * (O)), let E + = {p ξ p > 0} and E − = {p ξ p < 0}. Consider the sections ξ ± = ξ U± ∈ Γ(U ± , S ± ) obtained as restrictions of ξ to U + = U ∖ E − and U − = U ∖ E + . One has ξ + = ξ − on U + ∩ U − since one identifies the 0 + section with the 0 − section on any open set. Thus since Θ * (O) is a sheaf, there is a section η ∈ Γ(U, Θ * (O)) which agrees with ξ ± on U ± and hence η = ξ and ξ ∈ Γ(U, Θ * (O)). Finally there is only one section of the constant sheaf −∞ on any non-empty open set of Spec Z. 
Θ
It is a well-known fact that the localization of O K at any non-zero prime ideal is a discrete valuation ring (cf. [16] §I.6). To the ring homorphism Z → O K corresponds a morphism of schemes π K ∶ Spec O K → Spec Z and for a prime ideal ℘ ⊂ O K above a given rational prime p, one normalizes the associated discrete valuation so that v ℘ (p) = p − 1. We recall that the Cartier divisors on a scheme X are the global sections of the sheaf K × O × which is the quotient of the sheaf of multiplicative groups of the total quotient rings K of X by the sub-sheaf O × of the structure sheaf (cf. [16] page 140-141). Since K is a sheaf of rings and O × is a sheaf of subgroups of the multiplicative groups one gets on the quotient K O × a natural structure of sheaf of hyperrings.
Definition 5.5 Let X be an algebraic scheme. We denote by CaC (X) the sheaf of hyperrings K O × .
Since X = Spec O K is an integral scheme, K is simply a constant sheaf K.
Lemma 5.6 Let ℘ ⊂ O K be a prime ideal above a rational prime p ⊂ Z. Then, the normalized valuation v ℘ determines an isomorphism of hyperfields
where Z hmax is the hyperfield obtained from the semifield Z max by altering the addition of two equal elements x ∈ Z max as
Proof. By definition one has v ℘ (0) = ∞. For x, y ∈ K one has: Since the quotient of a ring by a subgroup of its multiplicative group defines always a hyperring one knows that Z hmax is an hyperfield.
Proposition 5.7 The normalized valuation −v ℘ determines an isomorphism of sheaves of hy-
where O h denotes the sheaf of hyperrings on the arithmetic site obtained from the structure sheaf by altering the addition as in (24) .
Proof. At the generic point ξ of Spec O K one has (O K ) ξ = K and the stalk of CaC (Spec O K ) is the Krasner hyperfield K = {0, 1} (1 + 1 = {0, 1}). This coincides with (Θ ○ π) * (O h ) since the stalk of the structure sheaf O of the arithmetic site at the point Θ(π(ξ)) is the semiring B. Thus at the generic point, (25) is an isomorphism. The stalk of (Θ ○ π) * (O h ) at a point ℘ ≠ ξ is the hyperfield H(p) hmax obtained from the semiring H(p) max by altering the addition as in (24) . Let v ∈ Val p (Q cyc ) be an extension of the p-adic valuation to Q cyc . Let us check that with the normalization taken above, i.e. v(p) = p − 1, one has v(Q cyc ) = H(p). The composite subfield 
Since u ≠ 0, one has u ∈ K × and thus −v ℘ (u) = 0 outside a finite set F of prime ideals of O K . Let F ′ = π −1 π(F ) be the saturation of F : it is a finite subset of Spec O K and its complement U is open. For each j ∈ F ′ one lets U j = U ∪ {j}. One has by construction −v ℘ (u) ∈ H(π(j)) and by Proposition 5.4, there is a section η j of the sheaf Θ * (O) which takes the value −v j (u) at π(j) and vanishes elsewhere. One then gets ξ U j = (π * η j ) U j as required. This reasoning applied in junction with Lemma 5.6 show that the map φ defines an injective morphism of sheaves CaC (Spec (O K )) → (Θ ○ π) * (O h ). These morphisms are compatible with the filtering colimit expressing O cyc in terms of subrings O K and in the colimit one obtains the surjectivity at the level of the stalks and hence the required isomorphism.
The square of the arithmetic site and Frobenius correspondences
The last sections have provided an interpretation of the non-commutative space quotient of the adèle class space of Q by the action ofẐ × as the set of points of the arithmetic site over R max + . The action of R × + on the adèle class space corresponds to the action of the Frobenius Fr λ ∈ Aut(R max + ) on the above points. It is natural to ask what one gains with this interpretation with respect to the original non-commutative geometric approach. In this section we prove that this algebrogeometric construction leads naturally to the definition of the square of the arithmetic site and to the introduction of the Frobenius correspondences.
The closed symmetric monoidal category Mod(B)
We refer to [23] for a general treatment of tensor products of semirings. The category Mod(B) of B-modules endowed with the tensor product is a closed, symmetric, monoidal category. One first defines the internal homomorphisms Hom by endowing the set of homomorphisms of two B-modules Hom B (E, F ) with the following addition
The definition of the tensor product is then dictated by the required adjunction formula Hom(F, G) ).
The tensor product E ⊗ B F of B-modules is, as in the case of modules over rings, the (unique) initial object in the category of bilinear maps E × F → G. It is constructed as the quotient of the B-module of finite formal sums ∑ e i ⊗ f i (where no coefficients are needed since E and F are idempotent) by the equivalence relation
, ∀ρ where ρ varies through all bilinear maps from E × F to arbitrary B-modules.
Remark 6.1 The notion of tensor product reviewed above does not coincide with the tensor product considered in Chapter 16 of [15] . Indeed, it follows from Proposition (16.12) of op.cit. that any tensor product so defined is cancellative which excludes all B-semimodules M since for any x, y ∈ M one has x + z = y + z for z = x + y. The notion recalled above is developed e.g. in §6 of [23] , and had been previously well understood by e.g. G. Duchamp (letter to P. Lescot).
6.2 The semiring Z min ⊗ B Z min and the unreduced square ( N ×2 , Z min ⊗ B Z min ) In this subsection we describe the tensor product Z min ⊗ B Z min . Let R be a B-module and consider bilinear maps φ ∶ Z min × Z min → R, i.e. maps fulfilling
where ⊕ denotes the idempotent addition of R and 0 ∈ R the neutral element. The simplest example of such a map is the projection π ∶ Z min × Z min → Z min ∧ Z min , where the smash product is taken for the base point ∞ ∈ Z min and the idempotent addition is defined component-wise as
The bilinearity follows using the idempotent property of addition in Z min . At first, one might think that any bilinear map φ ∶ Z min × Z min → R would factor through this B-module Z min ∧ Z min , however this is not true even for the operation m(a, b) = a + b in Z min playing the role of the product in the semiring structure. One might then conclude from this example that one would need to consider all finite formal sums of simple tensors a⊗ B b, for a, b ∈ Z min , i.e. roughly, the finite subsets of Z 2 . However, the associativity of the idempotent addition ⊕ of R provides one further relation as the following lemma points out Lemma 6.2 For any bilinear map φ ∶ Z min × Z min → R one has
Proof. Using the bilinearity of φ and the hypothesis one has
The above result shows that the following rule holds in Z min ⊗ B Z min
In view of these facts we introduce the following Definition 6.3 Let J be a partially ordered set. We denote by Sub ≥ (J) the set of subsets E ⊂ J which are finite unions of intervals of the form I x ∶= {y y ≥ x}.
Such subsets E ⊂ J are hereditary, i.e. they fulfill the rule: x ∈ E ⇒ y ∈ E, ∀y ≥ x.
Lemma 6.4 Let J be a partially ordered set, then Sub ≥ (J) endowed with the operation E ⊕E ′ ∶= E ∪ E ′ is a B-module.
Proof. One just needs to check that E ∪ E ′ ∈ Sub ≥ (J) which is immediate. The empty set ∅ ∈ Sub ≥ (J) is the neutral element for the operation ⊕. N and let (a, b) 
The map γ is non-increasing and thus γ takes only finitely many values. We thus get finitely many pairs α j = (x j , y j ) such that γ(x j ) < γ(x j − 1). By construction of γ, the set E is the upper graph of γ, and one gets E ∈ Sub ≥ (N × N) since E is the finite union of the intervals I (x j ,y j ) . Proposition 6.6 Let S = Sub ≥ (Z × Z) be the B-module associated by Lemma 6.4 to the ordered set Z × Z with the product ordering:
The following equality defines a bilinear map:
(ii) Let R be a B-module and φ ∶ Z min × Z min → R be bilinear. Then there exists a unique B-linear map ρ ∶ S → R such that φ = ρ ○ ψ. In other words one has the identification
Proof. (i) For a fixed v ∈ Z, the map u ↦ ψ(u, v) which associates to u ∈ Z the quadrant as in (27) is monotone. This fact gives the required linearity.
(ii) By construction, an element of S is a finite sum of the form z = ⊕ψ(α i ). The uniqueness of ρ is implied by φ = ρ ○ ψ which shows that ρ(z) = ∑ φ(x i , y i ), α i = (x i , y i ) ∀i. To prove the existence of ρ, we show that the sum ∑ φ(x i , y i ) does not depend on the choice of the decomposition z = ⊕ψ(α i ). In fact in such a decomposition the set of the α i 's necessarily contains as a subset the elements β of the canonical decomposition of Lemma 6.5. Moreover, for any element α j which is not a β , there exists a β such that α j ≥ β for the ordering of Z × Z. Thus one concludes, using Lemma 6.2, that one has: ∑ φ(x i , y i ) = ∑ φ(a , b ), β = (a , b ) independently of the decomposition z = ⊕ψ(α i ). It then follows that ρ is additive and fulfills φ = ρ ○ ψ.
From now on, we shall adopt a multiplicative notation to refer to elements in Z min , i.e. we associate to n ∈ Z min the symbol q n . The second operation of Z min then becomes the ordinary product and if one represents q as a real number 0 < q < 1, the first operation corresponds to the addition in R max + : x ∨ y ∶= max(x, y). Here, R max + denotes the multiplicative version of the tropical semifield R max ∶= (R ∪ {−∞}, max, +). Every element of Z min ⊗ B Z min is a finite sum of the form x = ∑ q n i ⊗ B q m i . We can endow the tensor product S = Z min ⊗ B Z min with the structure of a semiring of characteristic 1.
Proposition 6.7 (i)
On the B-module S = Z min ⊗ B Z min there exists a unique bilinear multiplication satisfying the rule
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(ii) The above multiplication turns S = Z min ⊗ B Z min into a semiring of characteristic 1.
(iii) The following equality defines an action of
Proof. We define an operation directly on Sub ≥ (Z × Z) as follows
One has ψ(u, v) = (u, v) + (N × N) and thus
v under the identification (28), one gets (i). This also shows that the operation (31) is well defined, i.e. that E + E ′ ∈ Sub ≥ (Z × Z). Moreover ψ(0, 0) = (N × N) is the neutral element. The operation (31) is associative and commutative and one has (E ∪ E ′ ) + E ′′ = (E + E ′′ ) ∪ (E ′ + E ′′ ) so that one obtains a semiring structure on Sub ≥ (Z × Z) and one gets (ii).
(iii) The affine transformation of R 2 given by the matrix n 0 0 m maps N × N to itself but fails to be surjective. It is an automorphism of the quadrant Q ∶= R + × R + (in fact also of Q + × Q + ). Let us associate to any E ∈ Sub ≥ (Z × Z) the subset of R 2 given byẼ ∶= E + Q. One then has E =Ẽ ∩ (Z × Z) so that the map E ↦Ẽ is injective. Moreover the two operations in 
Remark 6.9 Notice that the diagonal Fr n,n ∈ End(Z min ⊗ B Z min ) does not coincide with the operation x ↦ x n in Z min ⊗ B Z min . In fact this operation fails to be an endomorphism of Z min ⊗ B Z min which itself fails to be multiplicatively cancellative. This defect will be taken care in the following part of this section by passing to the reduced semiring.
We denote by N ×2 the topos of sets endowed with an action of N × × N × . It is the dual of the small category with a single object { * } and whose endomorphisms form the semigroup N × × N × .
Definition 6.10 The unreduced square ( N ×2 , Z min ⊗ B Z min ) of the arithmetic site is the topos N ×2 with the structure sheaf Z min ⊗ B Z min , viewed as a semiring in the topos.
The unreduced square comes endowed with the two projections π j to ( N × , Z max ) ∼ ( N × , Z min ). These morphisms are specified by the corresponding geometric morphisms of topoi and the semiring homomorphisms. We describe the projection π 1 on the first factor. One defines
it gives a corresponding geometric morphismp 1 ∶ N ×2 → N × . At the semiring level, one has a natural homomorphism ι 1 ∶ Z min → Z min ⊗ B Z min given in multiplicative notation by q n ↦ q n ⊗ 1. Moreover, one derives the compatibility: Fr n,m (ι 1 (x)) = ι 1 (Fr p 1 (n,m) (x)) ∀x ∈ Z min .
Proposition 6.11
The set of points of the unreduced square ( N ×2 , Z min ⊗ B Z min ) over R max + is canonically isomorphic to the square of the set of points of ( N × , Z max ) over R max + .
Proof. By Definition 3.6, a point of the unreduced square ( N ×2 , Z min ⊗ B Z min ) over R max + is given by a pair of a point p of N ×2 and a morphism f
of the stalk of the structure sheaf at p to R max + . As a multiplicative monoïd, the product N × × N × is isomorphic to N × and it follows that, up to isomorphism, all its points are obtained as pairs of the points of N × associated to rank one ordered groups. Moreover the stalk of the structure sheaf at the point p of N ×2 associated to the pair (H 1 , H 2 ) of rank one ordered groups is given by the tensor product of semirings
is the same thing as a pair of morphisms H j,max → R max + .
6.3 The Frobenius correspondences on ( N × , Z max ) Next, we want to interpret the product in the semiring Z min as yielding a morphism of semirings µ ∶ (Z min ⊗ B Z min ) → Z min . On simple tensors, µ is given by the equality µ(q a ⊗ B q b ) = q a+b and thus, since addition in Z min corresponds to taking the inf, one derives for arbitrary elements
Guided by this example of the product, we shall define the Frobenius correspondences C r for each positive rational number r ∈ Q × + using the composition µ ○ Fr n,m for r = n m. by two elements X, Y such that X m = Y n and where the addition comes from a total order. If (n, m) = 1 and n, m ≠ 1, the subset {n, m} ⊂ N of such pairs is determined by the semiring F (n, m).
(iii) Let r = n m, q ∈ (0, 1) and let
Up to canonical isomorphism of their ranges, the morphisms µ ○ Fr n,m and m r are equal.
Proof. with the semiring F generated by two elements X, Y such that X m = Y n and such that the addition comes from a total order. One has a homomorphism ρ ∶ F → R given by ρ(X) ∶= q n and ρ(Y ) ∶= q m . This morphism is surjective by construction. Any element of F is uniquely of the form X a Y b where b ∈ {0, . . . n−1}. One has ρ(X a Y b ) = q na q mb = q na+mb , where b ∈ {0, . . . n − 1} is uniquely determined from z = na + mb by the equality z ≡ mb mod. n and the fact that m is prime to n. This shows that ρ is injective and the hypothesis that the addition in F comes from a total order shows that ρ is an isomorphism. Let us now show how one recovers the ratio n m or its inverse from the semiring F . In fact, we only use the multiplicative monoïd of F . We assume that n and m are relatively prime and neither of them is equal to 1. Then, an equality of the form n = na + mb with a and b non-negative integers, implies that a = 1 and m = 0. Indeed, the only other possibility is a = 0 but then one gets n = mb which is not possible. This shows, using the isomorphism ρ that the elements X, Y of F are the only ones which are indecomposable for the product. It follows that the two integers n, m are uniquely determined from the relation X m = Y n , with m prime to n. (iii) By (33) one has
Since inf(nn i + mm i ) = m inf(rn i + m i ) with r = n m, one gets the required equality with m r .
The statement (iii) of Proposition 6.12 shows how to define the Frobenius correspondence asso- ciated to a positive real number Proposition 6.13 (i) Let λ ∈ R * + and q ∈ (0, 1), then the following defines a homomorphism of semirings
(ii) The semiring R(λ) ∶= F(λ, q)(Z 
Proof. (i)
We use the identification of Z min ⊗ B Z min with Sub ≥ (Z×Z) for which the two operations are given by the union E ∪ E ′ and the sum E + E ′ . The expression of F(λ, q) in terms of
The semiring R(λ) is a monoïd for the multiplication and a totally ordered set using its additive structure. As a monoïd, it contains two elements X, Y which are indecomposable as products (and are ≠ 1). We first choose X = q λ and Y = q. The total ordering allows one to compare X a with Y b for any positive integers a, b ∈ N. Let
One has X a < Y b if and only if λa > b, i.e. b a < λ so that D − = {b a b a < λ} and similarly D + = {b a λ < b a}. Thus one recovers from the semiring R(λ) the Dedekind cut which defines λ. The choice of the other of the two generators replaces λ by 1 λ.
Remark 6.14 Notice that the parameter λ ∈ R × + is uniquely specified by the pair of semiring homomorphisms ∶ Z min → R, r ∶ Z min → R, where (q n ) = q nλ and r(q n ) = q n , while R is the semiring generated by (Z min )r(Z min ) which does not depend upon the choice of q ∈ (0, 1). Indeed, as above one obtains the Dedekind cut which defines λ by comparing the powers of X = q λ and Y = q.
The congruence
associated to the morphism
is independent of q. It is important to note that this congruence can be obtained on any finite subset Z ⊂ Z min ⊗ B Z min by approximating λ by rational values λ ′ ∈ Q × + . Indeed, recall that a best rational approximation to a real number λ is a rational number n d, d > 0, that is closer to λ than any approximation with a smaller or equal denominator. One has Lemma 6.15 Let λ ∈ R × + and n d be a best rational approximation of λ. Then replacing λ by n d does not change the following sets of rational numbers
Since the interval between λ and n d does not contain any rational number b a with a < d one gets the equality Proof. (i) We fix q ∈ (0, 1). After multiplying x and y by q k ⊗ q k for k large enough, we can assume that x, y ∈ Z
Let then n d be a best rational approximation of λ with d > sup{n i , r i }. We show that the equality inf(λn i + m i ) = inf(λr i + s i ) is unaffected if one replaces λ by n d. To check this, it is enough to show that for any positive integers a, a
This amounts to show that the comparison of (a − a ′ )λ with b ′ − b is unaffected when one replaces λ by n d which follows from Lemma 6.15. Proposition 6.16 shows in a precise manner that for each λ ∈ R × + , not in Q × + , the congruence relation C λ on Z min ⊗ B Z min defined by (36) is in fact the limit of the C r , as the rational r → λ and in turns the congruence C r for r = n m is simply given by composing the endomorphism Fr n,m with the diagonal relation C 1 which corresponds to the product µ in the semiring Z min . Thus one can write
Definition 6.17 We let Conv ≥ (Z × Z) be the set of closed, convex subsets
such that the extreme points ∂C belong to Z × Z.
We endow Conv ≥ (Z × Z) with the following two operations, the first is the convex hull of the union
and the second is the sum C + C ′ .
Lemma 6.18 Endowed with the above two operations Conv ≥ (Z × Z) is a semiring of characteristic 1.
Proof. First notice that the operation defined in (38) is commutative, associative, and admits ∅ as the neutral element. Similarly, the second operation C + C ′ is commutative, associative, and admits Q = R 2 + as neutral element. Moreover, for three elements C,
which coincides, using the convexity of C ′′ , with
Finally, by construction, the first operation is evidently idempotent.
The role of the semiring Conv ≥ (Z × Z) will be clarified in Proposition 6.21 where we show that it gives the reduction of Z min ⊗ B Z min . Proof. The first part follows from Proposition 6.16. For each λ ∈ R × + the relation F(λ, q)(x) = F(λ, q)(y) is a congruence relation on Z min ⊗ B Z min independent of the choice of q ∈ (0, 1). The conjunction of congruences is a congruence and thus it only remains to show that the quotient semiring is Conv ≥ (Z×Z). This follows since the convex closure of any E ∈ Sub ≥ (Z×Z) is obtained as the intersection of the half planes of the form
6.4 The reduced square ( N ×2 , Conv ≥ (Z × Z)) Next, we investigate the relation between the semirings Z min ⊗ B Z min and Conv ≥ (Z × Z). One has by construction a homomorphism of semirings γ ∶ Z min ⊗ B Z min → Conv ≥ (Z × Z) which in terms of the description of Z min ⊗ B Z min as Sub ≥ (Z × Z) is simply given by E ↦ γ(E), where γ(E) is the convex hull of E. Observe that while the operation E ↦ nE defines the endomorphism Fr n,n of Sub ≥ (Z × Z) = Z min ⊗ B Z min , it does not coincide with the operation x ↦ x n . Indeed, the latter map corresponds to E ↦ E + E + . . . + E which differs in general from nE. In particular the operation x ↦ x n is not an endomorphism of Z min ⊗ B Z min and it fails to be additive. The simplest example of this failure of additivity is the following (n = 2)
By Proposition 4.43 of [15] , the map x ↦ x n is an injective endomorphism for any multiplicatively cancellative semiring of characteristic 1. We thus conclude that Z min ⊗ B Z min fails to be multiplicatively cancellative. In fact one checks that the equality ac = bc for a = (q ⊗ B 1
We now show that the homomorphism γ ∶ Z min ⊗ B Z min → Conv ≥ (Z×Z) is the same as the homomorphism from Z min ⊗ B Z min to its semiring of quotients, as defined in Chapter 11, Proposition 11.5 of [15] . We use the notation Ceiling(x) ∶= inf{n ∈ Z n ≥ x}. One has F(b a, q)(σ(a, b)) = q b and
Moreover, the following equality holds in Z
Proof To prove (40) we show that both sides are equal to σ(2a, 2b). For the left hand side one has
where we used the idempotent addition so that the common term only counts once. Next one has (q a ⊗ B 1 + 1 ⊗ B q b ) + σ(a, b) = σ(a, b) and thus for the right hand side of (40) one gets
Since F(b a, q)(σ(a, b)) = q b one has F(2b 2a, q)(σ(a, b)σ(a, b)) = q 2b and by applying (39) one derives σ(a, b)σ(a, b) + σ(2a, 2b) = σ(2a, 2b). We thus get as required (q 
from Z min ⊗ B Z min to its image in its semiring of quotients.
(iii) Let R be a multiplicatively cancellative semiring and ρ ∶ Z min ⊗ B Z min → R a homomorphism such that ρ −1 ({0}) = {0}. Then, there exists a unique semiring homomorphism
Proof. (i) An element x ∈ Conv ≥ (Z × Z) is uniquely specified by the elements F(λ, q)(x) ∀λ ∈ R × + (one can fix q ∈ (0, 1)). Moreover if x ≠ 0 one has F(λ, q)(x) ≠ 0, ∀λ ∈ R × + . Since the semifield R max + is multiplicatively cancellative one has for a, b, c ∈ Conv
(ii) Since we have shown that Conv ≥ (Z × Z) is multiplicatively cancellative, and moreover the homomorphism γ ∶ Z min ⊗ B Z min → Conv ≥ (Z × Z) fulfills γ −1 ({0}) = {0}, we get that
To prove (ii) it is enough to prove the converse, i.e. to show that for any a, a ′ ∈ Z min ⊗ B Z min one has
Multiplying a and a ′ by q n ⊗ q n , for n large enough, we can assume that a, a
The equality γ(a) = γ(a ′ ) means that the convex hulls of E and E ′ are the same. In particular the extreme points are the same, i.e. ∂Conv ≥ (E) = ∂Conv ≥ (E ′ ). We denote this finite subset of N×N by E = {(a i , b i ) 1 ≤ i ≤ n}, where the sequence a i is strictly increasing and b i is strictly decreasing. If n = 1 we have necessarily a = q a 1 ⊗ B q b 1 and the same holds for a ′ so that a = a ′ . We thus assume n > 1 and let
One has
and it follows from Lemma 6.20 that with c ∶= ∏ 1≤i≤n−1 σ(a i+1 − a i , b i − b i+1 ) one has xc = yc since
This implies that with a ∈ Z + min ⊗ B Z + min associated to E ∈ Sub ≥ (N × N), one has with the above notations, a = a + x and a + y = y. Multiplying by c and using xc = yc one gets ac = ac + xc = ac + yc = yc = xc. Thus, since ∂Conv ≥ (E) = ∂Conv ≥ (E ′ ), one gets ac = a ′ c as required. (iii) Since R is multiplicatively cancellative, and ρ ∶ Z min ⊗ B Z min → R fulfills ρ −1 ({0}) = {0}, we get that
Thus ρ(a) only depends upon γ(a) ∈ Conv ≥ (Z×Z) and one obtains the required factorization.
Definition 6.22
The reduced square ( N ×2 , Conv ≥ (Z × Z)) of the arithmetic site is the topos N ×2 with the structure sheaf Conv ≥ (Z × Z), viewed as a semiring in the topos.
Remark 6.23 One can prove in the same way the analogue of Proposition 6.11, i.e. that the set of points of the reduced square ( N ×2 , Conv ≥ (Z × Z)) over R max + is canonically isomorphic to the square of the set of points of ( N × , Z max ) over R max + .
Composition of Frobenius correspondences
In this section we investigate the composition of Frobenius correspondences. In order to relate directly the next results to those announced in [12] , we shall work out the tensor product using the restriction to Z + min which simplifies the description of the reduced correspondences. The main result of this section is Theorem 7.7 which describes the composition law of Frobenius correspondences. A subtle feature appears with respect to the expected composition rule Ψ(λ) ○ Ψ(λ ′ ) = Ψ(λλ ′ ). In fact, the equality holds when λλ ′ ∉ Q but when one composes Ψ(λ) ○ Ψ(λ ′ ) for irrational value of λ and with λλ ′ ∈ Q, one obtains the tangential deformation of the correspondence Ψ(λλ ′ ). The reason behind this result is that for irrational λ, the Frobenius correspondence Ψ(λ) has a flexibility which is automatically inherited by composition, and this property is not present for the Frobenius correspondence Ψ(λ) when λ is rational, but it is restored in the tangential deformation.
Reduced correspondences
We view the Frobenius correspondence associated to λ ∈ R 
Composing F(λ) with the projections yields two morphisms Z By construction, the Frobenius correspondence determines a reduced correspondence
From (35) one gets that the elements of R(λ) are powers q α , where α ∈ N+λN and the morphisms (λ) and r(λ) are described as follows
Lemma 7.2 Let (R, , r) be a reduced correspondence over ( N × , Z max ), then there exists a unique semiring homomorphism ρ ∶ Conv ≥ (N × N) → R such that = ρ ○ γ ○ ι 1 and r = ρ ○ γ ○ ι 2 .
Proof. By Proposition 6.6 there exists a unique B-linear map ρ 0 ∶ Z 0 ({0}) = {0}. We recall that a semiring of characteristic 1 is zero sum free ( [15] page 150) i.e. it satisfies the property
Indeed, if a + b = 0 then a = a + a + b = a + b = 0. As R is multiplicatively cancellative by hypothesis, it has no zero divisors and (q a )r(q b ) ≠ 0 ∀a, b ∈ N. This fact together with (43) shows that ρ −1 0 ({0}) = {0}. We now apply Proposition 6.21 (iii) and get that there exists a unique semiring
is surjective one gets the uniqueness of the homomorphism ρ.
We compute the composition of two Frobenius correspondences, viewed as reduced correspondences, i.e. we consider the reduced correspondence associated to the formal expression
Reducing this expression means that one looks for the multiplicatively cancellative semiring associated to the semiring R(λ)⊗ Z + min R(λ ′ ) and then the sub-semiring generated by the images of (λ)⊗Id and Id⊗r(λ ′ ). In particular, we first study the meaning of the semiring R(λ)⊗ Z + min R(λ ′ ) and the associated multiplicatively cancellative semiring. For λ, λ ′ ∈ R × + and q ∈ (0, 1), we let R(λ, λ ′ ) be the sub-semiring of R max + of elements of the form q α for α ∈ N + λN + λ ′ N. Up to canonical isomorphism, R(λ, λ ′ ) is independent of the choice of q ∈ (0, 1). We denote as above
Then ψ is bilinear:
and it satisfies the equality
(ii) Let R be a multiplicatively cancellative semiring and φ ∶ R(λ) × R(λ ′ ) → R be a bilinear map such that φ(aa
Then, assuming λλ
Proof. (i) By construction ψ(a, b) is the product of the two homomorphisms a ↦ Fr λ ′ (a) and b ↦ b hence the bilinearity and multiplicativity properties follow. Moreover, for a = q α ∈ R(λ), b = q β ∈ R(λ ′ ) and x = q n ∈ Z + min one has, using (42)
Since R is multiplicatively cancellative, the map R ∋ x ↦ x n ∈ R is an injective endomorphism. Thus it is enough to show that for some n ∈ N one has
Using the multiplicativity of φ one has φ(q α j , q
Thus it is enough to show that for some n ∈ N one has
By (44) one has
We can find n ∈ N and k, k ′ ∈ N such that
One then has, using nα 1 ≤ k and the bilinearity of φ φ(q nα 1 , q
By (48), one has φ(q k , q
Moreover, using k ′ ≤ nα 2 one has
Combining the above equalities gives
Thus we have shown (47) and hence (45). Let us now assume that λλ
It is multiplicative by construction. We show that it is additive, i.e. that for z, z 
Then ψ is bilinear, ψ(aa
Then there exists a unique homomorphism ρ ∶ R (λλ
is an isomorphism with its image. Indeed, for (i, j) ≠ (i ′ , j ′ ) one has a strict inequality of the form λi + j < λi ′ + j ′ and this still holds for small enough when one replaces λ by (1 + )λ. One has
which shows that ψ is bilinear and multiplicative. One checks directly the equality (49).
The equality φ = ρ ○ ψ implies that one must have
which shows the uniqueness of ρ, if it exists, since by construction U , V , W generate R (λλ ′ , λ ′ ). Let us show the existence of ρ. As shown in the proof of Proposition 7.3, one has the addition rule (45) which means with our notations a, b, c, a
The same rule holds by direct computation for U , V , W instead of U, V, W . This shows that if one defines ρ on monomials using multiplicativity and (51), the additivity follows provided one proves that for any u > 0
and for subsets S, S ′ ⊂ F (u) one has
Let s, t ∈ Q be the unique rational numbers such that λλ ′ = sλ ′ + t. Let m be the lcm of the denominators of s and t. One has s = f m, t = g m with f, g ∈ Z.
and an integer n ∈ N such that
Both R (λλ ′ , λ ′ ) and R are multiplicatively cancellative semirings and thus they embed in the semifields of fractions Frac(R (λλ ′ , λ ′ )) and Frac(R) resp. Let then
What remains to be shown is that for any subsets S, S ′ ⊂ {0, . . . , n} one has
Now, Z is given by the germ of the function ↦ q (1+ )mλλ ′ q −f λ ′ −g = q m λλ ′ and one gets
Thus the proof of (ii) follows from the following Lemma 7.5.
Lemma 7.5 Let F be a semifield of characteristic 1 and Z ∈ F , n ∈ N. Then the additive span of the Z i for i ∈ {0, . . . , n} is the set of
One has the following analogue of Lemma 6.20
In fact, we first show
In the first sum x + i varies from 2i to i + j, while in the second x + j varies from i + j to 2j while the repetition at i + j does not affect the sum since 1 + 1 = 1. Thus we get (54). Moreover one has
Indeed, this amounts to check that
Now by (53) one has Z(i, j) = s(i, j) and it follows that for any subset S ⊂ {0, . . . , n} one gets ∑ S Z k = Z(i, j) where i = inf S and j = max S. This shows that the additive span of the Z i for i ∈ {0, . . . , n} is the set of Z(i, j) ∶= Z i + Z j for 0 ≤ i ≤ j ≤ n and that (52) holds.
7.4
The composition Ψ(λ) ○ Ψ(λ ′ ) Let R be the the sub-semiring of Germ =0 (R max + ) generated, for fixed q ∈ (0, 1), by q and θ 1+ (q) = q 1+ . It is independent, up to canonical isomorphism, of the choice of q ∈ (0, 1).
Definition 7.6
The tangential deformation of the identity correspondence is given by the triple (R , , r ) where (q n ) ∶= θ 1+ (q n ) and r(q n ) ∶= q n , ∀n ∈ N.
We then obtain:
The composition of the Frobenius correspondences is then given by
The same equality holds if λ and λ ′ are rational. When λ, λ ′ are irrational and λλ ′ ∈ Q,
Proof. Let us first assume that λλ ′ ∉ Qλ ′ +Q. By Proposition 7.3 the multiplicatively cancellative
and the left and right actions of Z + min are given by min are given by (q n )X = q (1+ )λλ ′ n X, r(q n )X = q n X , ∀X ∈ R (λλ ′ , λ ′ ).
Assume first that λλ ′ ∉ Q. Let us show that the sub-semiring R of R (λλ ′ , λ ′ ) generated by the (q n ) and r(q m ) is isomorphic to R(λλ ′ ) and the left and right actions of Z + min are the same as for the correspondence Ψ(λλ ′ ). Indeed R is the sub-semiring of Germ =0 (R This implies that for small enough one has (1 + )αn j 0 + m j 0 < (1 + )αn j + m j , ∀j ≠ j 0 and thus one gets the equality σ( ) = q (1+ )αn j 0 +m j 0 in Germ =0 (R max + ). This shows that the evaluation at = 0 is an isomorphism R → R(α). For λλ ′ = 1 the sub-semiring R of R (λλ ′ , λ ′ ) generated by the (q n ) and r(q m ) is isomorphic to R with left and right actions given as in Definition 7.6 and thus one gets Ψ(λ) ○ Ψ(λ −1 ) = Id .
Assume now that α = λλ ′ ∈ Q. Then the sub-semiring R of R (λλ ′ , λ ′ ) generated by the (q n ) and r(q m ) is formed of finite sums of the form σ( ) = q (1+ )αn j +m j where the sum is taken in Germ =0 (R max + ). The left and right actions are given by (q n )X = q (1+ )αn X, r(q n )X = q n X , ∀X ∈ R.
Let us compare this with the compositions Id ○ Ψ(α) and Ψ(α) ○ Id . We first need to determine the multiplicatively cancellative reduction of R ⊗ Z + min R(α). Then there exists a unique homomorphism ρ ∶ R (α, α) → R such that φ = ρ ○ ψ.
Proof. (i) One has ψ(a, b) = Fr α (a)b which gives the required properties.
(ii) Let U ∶= φ(q (1+ ) , 1), V ∶= φ(q, 1) = φ(1, q α ), W ∶= φ(1, q). Let us show that :
Let a i ∈ N, β i ∈ N + αN be such that αa 1 + β 1 < αa 2 + β 2 . Let us show that φ(q (1+ )a 1 , q β 1 ) + φ(q (1+ )a 2 , q β 2 ) = φ(q (1+ )a 1 , q
Since R is multiplicatively cancellative the map R ∋ x ↦ x n ∈ R is an injective endomorphism. Thus it is enough to show that for some n ∈ N one has φ(q (1+ )na 1 , q nβ 1 ) + φ(q (1+ )na 2 , q nβ 2 ) = φ(q (1+ )na 1 , q
One then has, using na 1 < k, that in R , q The sub-semiring of Germ =0 (R max + ) generated by the range of ψ is generated by the q (1+ )αi+αj+k for i, j, k ∈ N. Let U = ψ(q (1+ ) , 1) = q (1+ )α , V = ψ(q, 1) = ψ(1, q α ) = q α , W = ψ(1, q) = q. The equality φ = ρ ○ ψ implies that one must have
which shows the uniqueness of ρ, if it exists, since by construction U , V , W generate R (α, α). Let us show the existence of ρ. As shown above a, b, c, a ′ , b ′ , c ′ ∈ N & αa + αb + c < αa
and the same rule holds by direct computation for U , V , W instead of U, V, W . This shows that if one defines ρ on monomials using multiplicativity and (61), the additivity follows provided one proves that for any u > 0 F (u) = {(a, β) ∈ N × (αN + N) αa + β = u} and subsets S, S ′ ⊂ F (u) one has
Here we use the notations
The products V b W c and V b W c only depend on β = αb+c. Now assume F (u) ≠ ∅, then u ∈ αN+N by construction since αa + β = u for some (a, β) ∈ N × (αN + N). The pairs (a, β) ∈ N × (αN + N) such that αa+β = u thus contain (0, u) and all the (a, u−aα) such that a ∈ N and u−aα ∈ αN+N. There is a largest t ∈ N such that u − tα ∈ αN + N and one then has F (u) = {(a, u − aα) 0 ≤ a ≤ t} Both R (α, α) and R are multiplicatively cancellative semirings and thus they embed in the semifields of fractions Frac(R (α, α)) and Frac(R). Let then Z ∶= U V −1 ∈ Frac(R (α, α)), Z ∶= U V −1 ∈ Frac(R).
What remains to be shown is that for any subsets S, S ′ ⊂ {0, . . . , t} one has
Now Z is given by the germ of the function ↦ q (1+ )α q −α = q α and one gets
Thus the proof of (ii) follows from Lemma 7.5.
In order to obtain the composition Id ○Ψ(λλ ′ ) one then takes the left and right actions of Z + min in the sub-semiring of Germ =0 (R max + ) generated by the range of ψ i.e. generated by the q (1+ )αi+αj+k for i, j, k ∈ N. One gets the sub-semiring of Germ =0 (R max + ) generated by the q (1+ )αi+k for i, k ∈ N, with left action of q given by i ↦ i + 1 and right action by k ↦ k + 1. This coincides with (56) and thus shows that
The structure of the point in noncommutative geometry
This section is motivated by the classification of matroïds discovered by J. Dixmier in [13] . It turns out that this classification involves the same noncommutative space as the space of points of the topos N × . The conceptual reason behind this coincidence comes from the structure of the topological space reduced to a single point when considered from the point of view of noncommutative geometry. As we show below this structure leads naturally to the topos N × . In noncommutative geometry a topological space is encoded by a C * -algebra. Moreover the large class of examples coming from spaces of leaves of foliations made it clear that Morita equivalent C * -algebras represent the same underlying space. In each Morita equivalence class of (separable) C * -algebras one finds a unique (up to isomorphism) representative A which is stable i.e. such that A is isomorphic with the tensor product A ⊗ K of A by the C * -algebra K of compact operators in Hilbert space. In particular, the single point is represented by the C * -algebra K. This C * -algebra is the natural home for the theory of infinitesimals ( cf. [4] ). All the (star) automorphisms of the C * -algebra K are inner, i.e. they are implemented by unitaries in the multiplier algebra. But this algebra admits non-trivial endomorphisms and in fact one has the following well-known result where an endomorphism is called non-degenerate if it transforms approximate units into approximate units.
Theorem 8.1
The semigroup End(K) of non-degenerate endomorphisms of the C * -algebra K is an extension of the group Int(K) of inner automorphisms by the semigroup N × .
Let ρ ∈ End(K) be a non-degenerate endomorphism, then ρ acts on the K-theory group K 0 (K) = Z and respects the order. Thus its action is given by multiplication by an integer Mod(ρ) ∈ N × and this provides a homomorphism of semigroups Mod ∶ End(K) → N × whose kernel is the group Int(K) of inner automorphisms. It is important to construct explicitly a splitting of this extension and one way to do that is as follows, this also fits with our considerations in characteristic 1. We let H ∶= 2 (Z) be the Hilbert space of square integrable sequences of complex numbers. For each integer k ∈ N × one considers the isometries u(k, j) ∶ H → H, 0 ≤ j < k, which are defined on the canonical orthonormal basis δ n of the Hilbert space H ∶= 2 (Z) by u(k, j)(δ n ) ∶= δ kn+j , ∀n ∈ Z.
The maps φ(k, j) ∶ Z → Z, n ↦ φ(k, j)(n) ∶= kn + j are injective and have disjoint ranges for fixed k ∈ N × when 0 ≤ j < k. Thus the u(k, j) ∶ H → H are isometries and their ranges are pairwise orthogonal so that they form a k-dimensional Hilbert space of isometries i.e. fulfill the rules u(k, i) * u(k, j) = δ j i , ∀i, j ∈ {0, . . . k − 1}, u(k, i)u(k, i) * = 1.
Moreover, the composition φ(k, j) ○ φ(k ′ , j ′ ) is given by n ↦ k(k ′ n + j ′ ) + j = kk ′ n + (kj ′ + j). When written in terms of the isometries u(k, i) one gets the following equality u(k, j)u(k ′ , j ′ ) = u(kk ′ , kj ′ + j).
We can then define an action of N × on the C * -algebra K as follows 
