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Abstract
Action detection and recognition tasks have been the tar-
get of much focus in the computer vision community due to
their many applications, namely, security, robotics and rec-
ommendation systems. Recently, datasets like AVA, provide
multi-person, multi-label, spatiotemporal action detection
and recognition challenges. Being unable to discern which
portions of the input to use for classification is a limita-
tion of two-stream CNN approaches, once the vision task
involves several people with several labels. We address this
limitation and improve the state-of-the-art performance of
two-stream CNNs. In this paper we present four contribu-
tions: our fovea attention filtering that highlights targets for
classification without discarding background; a generalized
binary loss function designed for the AVA dataset; miniAVA,
a partition of AVA that maintains temporal continuity and
class distribution with only one tenth of the dataset size;
and ablation studies on alternative attention filters. Our
method, using fovea attention filtering and our generalized
binary loss, achieves a relative video mAP improvement of
20% over the two-stream baseline in AVA, and is compet-
itive with the state-of-the-art in the UCF101-24. We also
show a relative video mAP improvement of 12.6% when us-
ing our generalized binary loss over the standard sum-of-
sigmoids.
1. Introduction
When ImageNet [26] appeared, image classification per-
formance increased dramatically. The features learned from
data greatly outperformed hand-crafted features and the
methods found in the state-of-the-art of that task all con-
verged to Convolutional Neural Network (CNN)s. How-
ever, such a dramatic paradigm shift has yet to be discovered
when video understanding tasks are researched [31]. 3D-
CNN models are currently the approach with the best per-
formance, but the gap between data-driven feature extrac-
tion and hand-crafted features like iDT [33] is surmount-
able. Also, the performance of 2D-CNN models applied
to still video frames shows competitive performance with
3D-CNN’s, despite not incorporating any type of tempo-
ral information modelling. Furthermore, 2D-CNN models
have fewer parameters to train, making them computation-
ally more tractable. Architectures such as two-stream 2D-
CNN’s, that take RGB and Optical Flow as input, offer a
good balance between having temporal information encod-
ing on optical flow with context on the RGB frames, but
still not requiring the immense computational power that
3D-CNN models need.
Recently, datasets such as the AVA dataset [13] or the
UCF101-24 [28] have increased the complexity of the video
understanding task by providing multiple persons and labels
per video instance. Since for each video there may be an ar-
bitrary number of persons performing an arbitrary number
of actions, the models used in those datasets are required
to be able to identify each person on the video, and only
then classify the actions being depicted. The difficulty in
data region selection is a limitation found on state-of-the-art
two-stream CNN approaches. In this work, we address this
limitation. We propose an attention filtering mechanism to
be used with CNN based classifiers. Using attention filter-
ing, we can ensure that the classification models we employ
use more detailed information in the location of the target
rather than in the surrounding background. This is partic-
ularly useful in cases where different actors performed dif-
ferent actions at the same time, as is the case of the AVA
dataset.
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1.1. Contributions
There are four main contributions in this work:
• Fovea attention filtering, a filtering method mimicking
human vision. This technique can be applied with any
classification approach, and resulted in significant per-
formance increases on our tests with a state-of-the-art
two-stream CNN (20% relative performance increase
in video mAP on the AVA dataset)
• A custom loss function to be used with the popu-
lar AVA dataset that takes into account this dataset’s
unique labelling structure
• miniAVA, a partition of the AVA dataset that maintains
temporal continuity, keeps the same approximate dis-
tribution of the data, while being only 10% of the full
dataset
• Ablation studies on alternative attention filtering ap-
proaches
1.2. Paper Outline
The rest of this paper is organized as follows: in Section
2 we present an overview of the previous relevant work. In
Section 3 we describe the unique characteristic of the AVA
dataset that guided several of our design choices. Section
4 describes our fovea attention filtering approach and our
generalized binary loss function. In Section 5 we describe
the experiments we ran to validate our approach as well as
its implementations details. We present and discuss our re-
sults in Section 6 and conclude this work in Section 7 with
some final thoughts and future work considerations.
2. Previous Work
We can separate approaches to video classification in two
categories: before CNNs and after CNNs. Before CNNs,
most approaches were heavily focused on feature repre-
sentation and feature encoding. These are called hand-
crafted since the features were often computed via an in-
terpretable, analytical method. These approaches, of which
improved Dense Trajectories (iDT) [33] is a good example,
can be broken down into the following three steps: i) high-
dimensional visual features that describe a region of the
video are extracted and linked across time; ii) the extracted
features get encoded into a fixed-sized video description
vector via BoVW [5], LLC [20], FV [23][25] or VLAD
[18]; iii) a classifier, often Support Vector Machines (SVM)
or Random Forests (RF) is trained on the encodings.
After the performance increase achieved by CNNs in the
domain of image recognition [26], it was believed that the
advances in performance would also show improvement ac-
tion recognition [14]. However, many handcrafted methods
still outperformed CNN-based methods regardless of the
growing interest in the use of convolutions for action recog-
nition over temporal stacks [17]. Many network-based ap-
proaches [29][4] still use an averaging with iDT predictions
in order to improve performance. Early network-based ap-
proaches [19] tried using single 2D CNNs and their results
were worse than traditional methods for two reasons: the
learned features did not capture either motion and long tem-
poral context and the UCF101 [28] dataset was not large or
varied enough for the networks to learn such features. Af-
ter data-driven approaches became more powerful, the use
of CNN architectures in action recognition quickly became
the state of the art [29]. More recent action recognition
approaches normally differ in how they employ temporal
information [4]. We describe five main categories of ap-
proaches in this sense.
Long short-term memory (LSTM) networks, (e.g Be-
yond Short Snippets [21], LRCN [6]) model sequences [2]
of trained features maps extracted with CNNs to capture
long temporal information. Recently, SSN [22] have shown
good results on long untrimmed videos. These approaches
have the largest temporal receptive fields.
3D-CNNs, (e.g C3D [29] [37]) built on earlier single-
stream 2D approaches [19], but instead used 3D convolu-
tions on video volumes.
Two-Stream CNN, (e.g Two-Stream [27], Two-Stream
Fusion [9], TSN [35]) introduce the use of an additional 2D-
CNN stream trained on explicit motion features like optical
flow to try and capture short temporal context. Many as-
pects of this original approach have been further augmented
(e.g ActionVLAD [11], HiddenTwoStream [39]). This ap-
proach presents an interesting trade-off in that they are ca-
pable of achieving competitive results with methods requir-
ing far more computational resources like 3D-CNNs.
Finally, Fused Two-Streams, and Two-Stream 3D-
ConvNet, (e.g I3D [4], S3D [36], R(2+1)D[30]) are cur-
rently the best performing approaches. They extend two-
stream approaches by in the time dimension as well, either
through 3-D convolutions or by alternating between spatial
2-D convolutions with 1-D temporal convolutions. As such,
these approaches tend to be more computationally intense
than all others.
Two fundamental insights to be extracted when looking
at these approaches is that allowing the network to learn
temporal features is fundamental for good performance in
video classification; and that incorporating explicit motion
features like optical flow is a benefit to be found even in 3-D
CNNs.
In this work, we test our approaches for attention filter-
ing using a state-of-the-art Two-Stream network. We were
unable to use more complex 3D-CNN models because of
computational constraints: all experiments ran for this pa-
per were computed on a machine with a single NVIDIA
1080Ti, with 32gb of RAM. For comparison, in [4] the
4322
computations are run on machines with 32 or 64 GPUs.
Nevertheless, we believe our approach could be used in
more complex models. When compared using state-of-the-
art networks, our attention filters resulted in a performance
increase in all instances tested.
3. The AVA dataset
The AVA dataset is composed of densely annotated 15-
minute videos. The annotations are person-centric with
a sampling frequency of 1Hz, and each annotation corre-
sponds to a 3-second video snippet, with the label corre-
sponding to the frame in the center, called the keyframe, of
that snippet (this implies that two adjacent annotations have
an overlap between them of 1.5 seconds).
Figure 1. Examples of AVA [13] labeling. HO stands for human-
object actions and HH stands for human-human actions.
The dataset has a unique multi-label structure as shown
in Fig. 1. For each person, in each frame, a bounding box is
provided as well as up to seven labels. Each bounding box
in a frame must have 1 pose label like stand or walk (from
mutually exclusive CP of them), 0-3 human-human labels
(from non-mutually exclusiveCH of them) like talk to or hit
and 0-3 human-object labels (from non-mutually exclusive
CO of them) like hold object or watch (e.g TV). The total
number of classes is C = CP + CH + CO.
In AVA, the action class distribution is heavily imbal-
anced, roughly following Zipf’s Law (see [13] for more de-
tails.) This imbalance itself is a challenge given that some
classes will be severely under-represented (the most preva-
lent classes have over 105 instances while the least common
have less than 20).
Finally, to give the reader an approximate notion of how
challenging this dataset is, we highlight the performance
that the baseline model provided in [13] with this dataset
achieved. The baseline model is a very deep, 3D-CNN that
is a fusion of I3D [4] and Faster RCNN [24]. The perfor-
mance this model obtained in JHMDB [16] and UCF101-
24 [28] beats other state-of-the-art methods [13], achieving
78.6% and 59.9% video mAP at 0.5 IoU, respectively. In
the AVA dataset, this model scored 12.3% video mAP at
0.5 IoU.
4. Proposed Methodology
The AVA dataset allows methods to be tested on a va-
riety of challenges simultaneously, namely, action recogni-
tion but also action segmentation in both time and space.
While we are interested in approaching the multi-person
multi-label part of this dataset, we do not address the seg-
mentation portion of the dataset. As such, our approach
focuses on correctly classifying the actions being depicted
by every person in a video, but not in localizing the ac-
tor in space and time. (i.e. we focus on the classification
part of the problem, and assume that the actor detection is
a problem solved a priori. We argue that using bounding
box ground truth information doesn’t reduce the difficulty
of this dataset in a meaningful way by referring to the abla-
tion study found in [13]. In Table 5 of [13], the authors re-
port that comparing UCF101-24 and AVA, the performance
decrease in actor detection (i.e.: locating the person) is quite
small (84.8% to 75.3% frame-mAP) when compared to the
performance dip in action detection (76.3% to 15.6% frame-
mAP).
The rest of this section is ordered as follows: in Section
4.1 we describe the attention filtering methods studied in
this work, Gaussian Background Blur (GBB), Crop filter-
ing and Fovea filtering. In Section 4.2 we describe the ar-
chitecture we use for classification. We describe our custom
Generalized Binary loss function in Section 4.3, and finish
the explanation of our methodology in Section 4.4 with con-
siderations on how to apply our method to the UCF101-24
dataset.
4.1. Attention Filtering
Attention filtering contributes to improve classification
performance by using more detailed information in the loca-
tion of the target rather than in the surrounding background.
As such, the features correlated to the action performed by
the target person will have a stronger role in the classifica-
tion than the ”distracting features” of the other actors. This
is particularly useful in cases where different actors per-
formed different actions at the same time, as is the case of
the AVA dataset. Two alternative approaches are possible:
the first, which we refer to as Crop filter, would be to crop
the area outside that region and the second, which we refer
to as GBB (Gaussian Background Blur) would be to simply
apply a Gaussian blur with a Gaussian kernel to everything
outside that region.
Despite the goal of the attention filters, the Crop filter,
having no background context at all, might hinder the clas-
sifier (i.e an abundance of blue might help a classifier guess
the swim action). Additionally, for both the GBB and the
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Crop filter, regions with large contrasts exist (i.e in the crop
filter there is a sharp transition from the attention region to
black and in the GBB there is a sharp transition from the
relevant region to a blurred region).
For these edge artifacts we use an artificial foveal vision
filter from [1] inspired by human foveal vision [32][3]. This
provides a smooth blur transition between the bounding box
and the background. Firstly, a Gaussian pyramid is built
with increasing levels of blur. The image gk+1 can be ob-
tained from gk via convolution with 2D isotopic Gaussian
filter kernels with progressively higher σk = 2k−1σ1 stan-
dard deviations for each kth level. Next, a Laplacian pyra-
mid [3] is computed from the difference between adjacent
Gaussian levels. Finally, exponential weighted kernels are
multiplied by each level of the Laplacian pyramid to emu-
late a smooth fovea:
k(u, v, fkx, fky) = e
−
(
(u−u0)2
2f2
kx
+
(v−v0)2
2f2
ky
)
, 0 ≤ k ≤ K
(1)
where f0x = 12w, f0y =
1
2h, and fkx = 2
kf0x, fky =
2kf0y is used to define the fovea intensity at the k-th level
and the fovea is centered at uo = x + w/2, vo = y + h/2,
given (x, y, h, w) where x, y are top-left corner coordinates
and h,w are the height and width of the bounding box.
In Figure 2 we show an example of the attention fil-
ters used in this work, highlighting the difference in the
abrupt transition boundaries introduced by the approaches
of Gaussian Background Blur (GBB) and Crop filtering ver-
sus the smooth transition in our Fovea attention filter.
4.2. Two-Stream CNN
We propose a baseline two-stream CNN architecture mo-
tivated by promising results achieved with these networks
[9][8], as shown in Fig. 3. We use a ResNet50 architecture
for each stream because this architecture demonstrated to
be successful [7] for these tasks, as well as having available
pre-trained weights from [9] trained on UCF101 [28]. The
input is a single frame for the RGB stream and an optical
flow stack for the OF stream. The output layers take into
account the unique labelling structure of the dataset where
for the pose classes (CP ) a Softmax is used, enforcing mu-
tual exclusion between labels. For the human-human inter-
action (CH ) and human-object (CO) interaction classes, a
sum of sigmoids loss function is used, which is then thresh-
olded. The top 3 values that are above the threshold are
chosen as classes. Each network stream (RGB and OF) is
individually fine-tuned for our task. We fuse these networks
using a concatenation fusion of their last Fully Connected
(FC) layers and then train a FC layer so that spatiotempo-
ral features can be learned. Since retraining both networks
together would be too computationally heavy we load their
individually fine-tuned weights, and freeze them (i.e do not
update them in backpropagation) so we only train the de-
sired FC spatiotemporal filters.
4.3. Generalized Binary Loss
The baseline method for AVA [13] has an an output layer
of C (number of classes) independent sigmoid activation
functions. Note, however, that this does not truly reflect the
label structure of the AVA [13] dataset which is not entirely
mutually exclusive but also not entirely multi-label. In the
AVA dataset there are three distinct types of classes, each
describing a type of action: pose classes (e.g. standing),
human-human interaction classes (e.g. hug), and human-
object interaction classes (e.g. hold (an object)). While the
pose classes are mutually exclusive (i.e. each data sample
has exactly one pose class in its label), the human-object
and human-human interaction classes are not mutually ex-
clusive, and any number of zero to three of each type can be
found in the label of each data sample.
As such, in our architecture, we use our custom loss
function: Generalized Binary Loss, to address this hetero-
geneity by having three separate output layers. The layer
corresponding to the pose classes has size CP with a Soft-
max activation function. The remaining two layers have a
sum-of-sigmoids activation function, where the number of
sigmoids is CH for the human-human interaction classes
and CO for the human-object interaction classes.
This implies that the loss function cannot simply be cat-
egorical cross-entropy or binary cross-entropy [12]. There-
fore the architecture must minimize a global loss which is
the sum of the losses of each output layer and which can be
expressed as follows:
LGB =
pose classes loss︷ ︸︸ ︷
− log
 esp∑CP
j e
sj
+
human−human classes loss︷ ︸︸ ︷
CH∑
j
(
−
1∑
i=0
tj,i log(σ(sj,i))
)
+
human−object classes loss︷ ︸︸ ︷
CO∑
j
(
−
1∑
i=0
tj,i log(σ(sj,i))
)
(2)
where the s vectors are the predictions of each layer in equa-
tion 2 (different for each component of the sum), sp is the
only positive label in the softmax layer, and σ is the sig-
moid function, j is iterating over the classes, i is iterating
over the possible labels for each class (1 or 0) and t is the
ground truth class. Note that this backpropagation is possi-
ble as the encoding of the target labels is done as a binary
vector which can then be partitioned into smaller vectors
for each output layer. A representation of how this loss is
incorporated in our architecture is shown in Fig. 3.
4.4. UCF101-24
In the UCF101-24 dataset, for each input video there is
exactly one label identifying the action that is represented
in it. When there are multiple people in the video, several
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Figure 2. Comparison of the different attention filters. We highlight how our Fovea attention filter induces less artifacts in the image when
compared with GBB and Crop filtering.
Figure 3. Our proposed two-stream architecture for the AVA dataset. After training each stream (RGB and OF) we fuse then with concate-
nation (see Section 4.2) and apply our Generalized Binary Loss on the output. More information on our Generalized Binary Loss in Sec.
4.3
bounding boxes are provided, but the label is the same for
all the bounding boxes. As such, to use the architecture
we show in Fig. 3 on this dataset we change the output
layers to a Softmax layer (since every class will be mutually
exclusive with all other classes).
5. Experiments
We test our models on two datasets, the UCF101-24
and the AVA datset. Although we could process the whole
UCF101-24 in the computer we had available, due to com-
putational limitations, we were unable to run the tests on
the full AVA dataset, so we were forced to create a subset of
this dataset. For simplicity, we refer to it as miniAVA.
5.1. miniAVA
The AVA dataset was too large for us to process with the
computational resources we had available. In Table 1 we
show the two datasets used in this work. We note that the
AVA dataset is around 17 times larger than the UCF101-24.
Furthermore, the multi-label characteristic of AVA makes it
Dataset AVA UCF101-24
#Videos 430 3194
Avg. Video Duration 15 min 7 sec
#Classes 80 24
Labels per Video Variable 1
Total Video Duration 6450 min 373 min
Table 1. Comparison of AVA and UCF101-24
more computationally intensive during training. We made a
partition of AVA, that, for simplicity, we call miniAVA.
When partitioning AVA we had three goals: make it
computationally tractable with our resources, maintain tem-
poral continuity in the samples, and maintain the class dis-
tribution of the original dataset (see [13] for details). We
ensured temporal continuity by sampling from the first seg-
ments from each split of the AVA dataset. We were also
able to maintain a distribution that roughly follows Zipf’s
law, albeit with a smaller number of classes, as shown in
Table 2. This ensured we would not simplify the dataset
by reducing class imbalance inadvertently. Similarly to the
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testing scheme in the ActivityNet Task B challenge [10] in-
volving AVA, we took particular care to make sure that all
classes had at least 20 samples in the test set. We did this
by removing the class labels that had less than 20 examples
on the test set. The number of samples chosen for each set
was 15000. We chose this number so that we could process
the dataset in a reasonable time frame.
5.2. Subsampling and Voting Scheme for AVA
As discussed in Sec. 3, the AVA dataset annotations are
person-centric and made at a 1Hz frequency. Each annota-
tion corresponds to a 3 second video segment. A straight-
forward implementation, at a rate of 30 FPS for each 3s seg-
ment, would need a receptive field of 90 frames and a 3D
architecture to process a single segment. This would imply
a much more computationally intense architecture and, as
such, we propose a subsampling scheme as shown in Fig.
4.
Figure 4. Our subsampling scheme. We extract 5 representative
RGB frames and 5 OF stacks around a keyframe.
Since we have 5 frames and OF volumes representative
of a segment, we use a voting scheme to arrive at a consen-
sus for the label to assign to a segment. A similar strategy
was employed in [38].
As such, to obtain the predictions for a single segment
we pass each frame of our 5 subsampled representative
frames and its corresponding OF through the network and
store the predictions. For the mutually exclusive (pose
classes) predictions we count the maximum valued predic-
tion as a vote and for all non-mutually exclusive (human-
human and human-object classes) predictions we count any
prediction values above a certain threshold v as a valid vote.
This threshold was initialized at 0.4, following [13]. Then,
for the mutually exclusive classes we take the most voted
class as the predicted class for the segment and for each
of the non mutually exclusive classes we take their top 3
most voted classes as the predicted classes for the segment.
For the non-mutually exclusive classes the number of pre-
dicted classes will be between 0 (if no prediction is above
the threshold) and 3.
5.3. Implementation Details
Following the recommendations of [34] the training was
done for 200 epochs. Batch size is 32 with a learning rate
of 0.001 decaying to 0.0001 after 80% of the epochs. All
Class Category miniAVA AVA Mutually Exclusive
Pose 10 14 Yes
Human-Object 12 49 No
Human-Human 8 17 No
Table 2. Class categories in the AVA [13] dataset vs miniAVA.
Model\Dataset AVA UCF101-24
RGB 5.06% 53.4%
Optical Flow (OF) 5.85% 66.8%
RGB + OF 5.00% 73.3%
Table 3. Baseline individual streams and their fusion. Results are
the video mAP at 0.5 IoU.
streams were ResNet50 [15] networks which were initial-
ized with weights from [7] for the respective RGB and OF
networks trained on the UCF101 dataset. The input to the
networks are 224x224 RGB images and stacks of 10 OF
volumes. For the results we use the same benchmarking
tools as those provided for the AVA challenge with minor
alterations only to obtain useful plots.
We report the results of several experiments on our mini-
AVA and on UCF101-24. This task involves localizing the
atomic actions in space and time, achieving the highest
video mean Average Precision (mAP) (at 0.5 Intersection
over Union (IoU)) possible. For all experiments we round
mAP to 2 decimal places.
5.4. Tests
We ran the following tests on our methods, on both the
miniAVA dataset and the UCF101-24 datastet:
• Baseline RGB, OF, and 2-stream Fusion with no atten-
tion Filtering
• Generalized Binary Loss vs Sum-of-Sigmoids.
• GBB, Crop and Fovea attention filtering on RGB
streams.
• 2-stream Fusion With all combinations of attention fil-
tering (including no filtering)
6. Results
6.1. Baseline
For the baseline experiment, we want to establish what
the mAP of an unaltered, state-of-the-art, Two-Stream CNN
is on this task, as well as the performance of each individual
stream. With this baseline we have a result against which
we can establish a fair comparison of the performance of
our method.
In Table 3 we show the results of this experiment. For the
AVA dataset we note how using only Optical Flow performs
better than RGB. This has been also found to be the case for
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some implementations of these types of networks [4] and is
often due to the fact that certain actions have very clear mo-
tion patterns. Furthermore, we highlight that the baseline
of the fusion is lower than both of the fused streams, which
suggests that the spatiotemporal features being learned are
not properly using complementary information from both
streams, a result which we improve upon in further experi-
ences.
On UCF101-24 the performance is a lot better for every
model. This is another evidence of the high difficulty of
the AVA dataset classification task. The results obtained in
UCF101-24 are as not surprising, with a single OF stream
outperforming a single RGB stream. The Two-Stream fu-
sion approach outperforms either single stream.
6.2. Single Stream RGB Attention Filtering
In this experiment, the goal is to compare the attention
filtering approaches we tested: no-filtering, crop, GBB and
fovea attention filtering.
In Table 4 we show the results of this experiment. For
the AVA dataset, two main conclusions can be drawn from
these results. One is that the use of all pre-filtering attention
mechanisms improve results. The second is that the filter-
ing techniques we hypothesize would lead to the networks
learning artificial edges (i.e all except fovea filter) perform
best. We think this is due to the fact that these artificial
edges seem to be contributing to more accurate prediction of
certain over represented classes, particularly stand, which is
the most common class. An important observation to make
is that the fact that attention streams provide improvement
on the AVA dataset is not surprising. In this dataset, seldom
do the labels of all targets in a video coincide, leading to
incorrect classifications when no attention is applied. If the
network doesn’t know who it should classify, how can it be
expected to correctly predict the label of two different tar-
gets in the same video when their labels are not the same?
We believe this to be why our attention approach provides
the biggest improvement in the AVA dataset. We build on
this notion in subsequent tests.
On the UCF101-24 dataset the RGB stream with no at-
tention filtering achieves the best results. This is not surpris-
ing taking into account the characteristics of the UCF101-
24 dataset. Although the dataset is multi-person, in a single
video, every person will be performing the same activity.
As such, allowing the network to look at what a person that
is not the target is doing is not detrimental to the networks
performance. Regarding the attention, we have Fovea as the
top performer, GBB in second place and Crop in last.
6.3. Generalized Binary Loss
In this experiment, we validate the choice of using our
custom loss by showing the results of the best individual
RGB stream when trained with a single output layer con-
sisting only of sigmoid activation functions. This sum-of-
sigmoids loss function is employed in the AVA baseline
[13].
In Table 5 we show the results of this experiment. Our
loss achieves an video mAP of 5.63%, representing a rel-
ative mAP improvement of 12.6% over using a standard
sum-of-sigmoids loss. We believe this is due to the fact that
our Generalized Binary Loss takes into account the mutual
exclusion of the pose classes, while the Sum-of-Sigmoids
approach does not.
6.4. 2-Stream Fusion Attention Filtering
In this experiment we compare the results of the attention
filters when fused in a two-stream CNN architecture.
In Table 6 we show the results of this experiment. For
the AVA dataset, the first result is that cropped flow seems
to worsen results when fused with all other streams except
the cropped RGB stream, which is an interesting result that
suggests some synergy in the learned features. We also note
how the fovea filter performs better than all others when
fused with unfiltered flow and that it is the only two-stream
approach that improves on all previous experiments.
For the UCF dataset we again notice that the Crop fil-
tering approach severely underperforming. This is to be
expected, considering the poor performance this approach
had on this dataset even in single-stream RGB attempts (See
Section 6.2. However, a surprising result is found: the Two-
Stream fusion with Fovea attention filtering is outperform-
ing the no-filter approach. Like we stated in Section6.2, we
expected no-filter to be the best performer in the UCF101-
24 dataset.
Our fovea attention filter outperforms all other ap-
proaches when fused with OF despite not being the best sin-
gle stream approach (on UCF101-24 the best single stream
approach was no-filter, and on AVA GBB filtering. See Ta-
ble 4). This seems to indicate that the features learned using
attention filtering on RGB better complement the features
learned by the OF stream.
7. Conclusions and Future Work
In this work, we show our attention filtering approach to
deal with multi-person, multi-label, spatiotemporal action
detection datasets like the AVA dataset. We show improve-
ments over the baseline on both datasets we used to run our
experiments. Although we had to reduce the scale of our ex-
periments due to computational limitations, we believe that
our comparison of our method with and without attention
filtering is reliable, and believe these results should be scal-
able to more complex architectures. We point out that the
datasets we used for these experiments are new, and very
challenging, particularly the AVA dataset, who was used in
the ActivityNet challenge in CVPR 2018 (task B). Further-
more, we also present a comparison between our fovea at-
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Model\Dataset AVA RelativeImprovement UCF101-24
Relative
Improvement
RGB 5.06% – 53.4% –
RGB + GBB 5.63% +11.2% 45.3% -15.1%
RGB + Crop 5.19% +2.5% 24.5% -54.1%
RGB + Fovea 5.12% +1.1% 49.2% -7.8%
Table 4. Attention filtering results on individual RGB streams vs baseline (RGB).Results are the video mAP at 0.5 IoU.
Model\Dataset AVA
RGB + GBB - Generalized Binary Loss 5.63%
RGB + GBB - Sum-of-Sigmoids 5.01%
Table 5. Results that validate our choice of a custom loss against a
standard binary cross entropy loss.
tention filtering and other common approaches, like GBB
and crop filtering. We show that our fovea consistently out-
performs those approaches, achieving a relative video mAP
increase of 20%. We also achieve a relative video mAP im-
provement of 12.6% when using our generalized binary loss
over the standard sum-of-sigmoids.
In the future, we hope to study why fovea outperforms all
other approaches when fused with an OF stream, even if this
approach is not the best to use in single-stream RGB CNNs.
Furthermore, it would be very relevant to confirm that our
approach works with different architectures. It would also
be a natural extension of this work to test our approach on
the full AVA dataset. Since the AVA baseline [13] is using a
fusion of Faster RCNN [24] and I3D [4], the attention filter-
ing they implicitly use is a crop on the feature maps after the
region proposal network decides the RoIs. We would like to
test what the results would look like if instead of cropping
over the selected RoI a more sophisticated attention filter
was employed, namely, our Fovea attention filtering that we
show in this study to outperform cropping in two-stream
networks (like the I3D architecture).
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