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Abstract
Using the relationship of a polynomial and its associated polynomial, we derived a necessary and
sufficient condition for determining all roots of a given polynomial on the circumference of a circle
defined by its associated polynomial. By employing the technology of analytic inequality and the
theory of distribution of zeros of meromorphic function, we refine two classical results of Cauchy
and Pellet about bounds of modules of polynomial zeros. Sufficient conditions are obtained for the
polynomial whose Cauchy’s bound and Pellet’s bounds are strict bounds. The characteristics is given
for the polynomial whose Cauchy’s bound or Pellet’s bounds can be achieved by the modules of
zeros of the polynomial.
 2003 Published by Elsevier Inc.
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1. Introduction
The distribution of polynomial zeros in complex plane has a close connection with the
asymptotical behavior of a linear constant dynamical system. On the other hand, in nu-
merical computations it is needful to estimate the location of polynomial zeros in complex
plane. There are a series of results about bounds of modules of polynomial zeros [1,2,4–
8,13]. Recently, G.V. Milovanovic and T.M. Rassias have introduced the inequalities for
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their surveying papers [1,2] and commented on many classical results.
Set
p(z) = anzn − an−1zn−1 − · · · − a1z − a0 (an = 0),
g(z) = |an|zn − |an−1|zn−1 − · · · − |a1|z − |a0|,
f (z) = anzn + · · · + ap+1zp+1 − apzp + · · · + a0 (ap = 0, 0 < p < n),
h(z) = |an|zn + · · · + |ap+1|zp+1 − |ap|zp + · · · + |a0|.
The polynomials g(z) and h(z) are called associated polynomial of p(z) and f (z), respec-
tively.
Let z1, z2, . . . , zn are zeros of p(z) such that |z1|  |z2|  · · ·  |zn|, counted with
their multiplicities, w1,w2, . . . ,wn are zeros of f (z) such that |w1| |w2|  · · · |wn|,
counted with their multiplicities.
Using associated polynomial g(z) of p(z), Cauchy has given the result as follows [1,11]:
Theorem A. Suppose that r is only a positive root of equation g(z) = 0, then |z| r .
Remark 1.1. Using companion matrices, Perron has proved a equivalent result with The-
orem A for monic polynomial [3]. By Descarte’s rule of signs, we know that there is not
more than one positive root of equation g(z) = 0. The positive number r in Theorem A is
called the Cauchy’s bound of polynomial zeros.
Pellet has developed the Cauchy’s idea about associated polynomial. Using Rouche’s
theorem of analytic function, he has obtained the following result [1,10]:
Theorem B. Suppose that ap = 0, |ap+1| + · · · + |an| > 0, 0 < p < n, ana0 = 0, and
r1 < r2 are only two positive roots of equation h(z) = 0, then
(1) |wp| r1 and |wp+1| r2,
(2) there are no zeros of p(z) in r1 < |z| < r2.
Remark 1.2. The positive numbers r1 and r2 in Theorem B are called the Pellet’s bounds
of polynomial zeros.
For Theorems A and B, inspiring by Anderson, Saff, and Varge [5], we will solve the
problems as follows:
(1) What conditions on p(z) can the inequality |zn| r be sharpened into |zn| < r?
(2) How characteristics on p(z) are there if |zm| = r (1m n)?
(3) What conditions on f (z) can the inequalities |wp| r1 and |wp+1| r2 be sharpened
into |wp| < r1 and |wp+1| > r2?
(4) How characteristics on f (z) are there if |ws | = r1 (1 s  p) and |wt | = r2 (p + 1
t  n)?
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the interval [0,2π) and ak (0  k  n) are complex numbers. The symbol I is the set of
all integers.
2. Main results
In this section, we firstly give the main results, and then introduce some examples of
applications of main theorems. The proofs of main theorems are discussed in Section 3.
Theorem 2.1. If that akj = 0 (0  j  m, 0  k0 < k1 < · · · < km = n) and r is only a
positive root of equation g(z) = 0, then
(1) if p(αs) = 0 (0 s  d − 1), then |zn| < r ,
(2) zn−d+1+s = αs (0 s  d−1) iff θkj + (kj −k0)ϕ¯ ≡ θk0 (mod 2π, 0 j m), where
θkj = arg(akj ), αs = reiϕs , ϕs = ϕ¯ + (2πs)/d , d = gcd{kj | 0 j m}, and
ϕ¯ =


θk0 − θk1
k1 − k0 θk1  θk0,
θk0 − θk1 + 2π
k1 − k0 θk1 > θk0 .
(2.1)
Remark 2.1. Theorem 2.1 gives the conditions on p(z) whose Cauchy’s bound is strictly
upper bound of zeros of p(z) and the characteristics on p(z) whose Cauchy’s bound is
achieved. The result is an improvement of Theorem A.
Example 2.1. Set p1(z) = z8 − 13z6 − 13z4 − 13z2, then
g1(z) = z8 − 13z
6 − 1
3
z4 − 1
3
z2.
The positive number r = 1 is only a positive root of equation g1(z) = 0. We have
ϕ¯ = 0, d = gcd{8,6,4,2} = 2, α0 = 1, α1 = −1,
p1(α0) = 0, and p1(α1) = 0.
By Theorem 2.1, we know z7 = 1, z8 = −1, and |zi | < 1 (1 i  6).
Theorem 2.2. If that akj = 0 (0  j  m, 0  k0 < k1 < · · · < km = n) and r1 < r2
are only two positive roots of equation h(z) = 0. Let αs = r1eiϕs , βs = r2eiϕs , ϕs = ϕ¯ +
(2πs)/d , d = gcd{kj | 0 j m} and ϕ¯ be defined by (2.1), then
(1) if f (αs) = 0 or f (βs) = 0 (0 s  d − 1), then |wp| < r1 and |wp+1| > r2, and there
are no zeros of f (z) on r1  |z| r2;
(2) wp−d+1+s = αs and wp+1+s = βs iff θkj + (kj − k0)ϕ¯ ≡ θk0 (mod 2π, 0 j m).
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upper bounds of zeros of f (z) and the characteristics on f (z) whose Pellet’s bound is
achieved. The result is an improvement of Theorem B.
Example 2.2. Set f1(z) = z8 − 32z2 + 12 , then h1(z) = z8 − 32z2 + 12 . The positive numbers
r1 (r1 =
√
ω −ω−1 − 2/√6 where ω = 3
√
82 + 6√201) and r2 = 1 are only two positive
roots of equation h1(z) = 0. We have
p = 2, ϕ¯ = 0, d = gcd{8,2,0} = 2, α0 = r1, α1 = −r1,
β0 = 1, and β1 = −1,
f1(α0) = 0, f1(α1) = 0, f1(β0) = 0, and f1(β1) = 0.
By Theorem 2.2, we know w1 = r1, w2 = −r1, w3 = 1, and w4 = −1 and |wi | > 1 (5 
i  8).
3. The proof of main results
In this section, we will prove Theorems 2.1 and 2.2. For this purpose, we need the
following lemmas.
Lemma 3.1. Suppose that bk > 0 (0  k m, m 1) and tk are complex numbers such
that tk = eiθk , then∣∣∣∣∣
m∑
k=0
bktk
∣∣∣∣∣
m∑
k=0
bk, (3.1)
the equality in (3.1) is held iff arg(tk) = θk = c (c is a constant) for all 0 k m.
Proof. For complex sequences p = (p0,p1, . . . , pm) and q = (q0, q1, . . . , qm), from the
Cauchy inequality [12],
∣∣∣∣∣
m∑
k=0
pkqk
∣∣∣∣∣
(
m∑
k=0
|pk|2
)1/2( m∑
k=0
|qk|2
)1/2
,
with equality holding if and only if the sequences p and q are proportional (i.e., p = λq ,
where λ is a constant). Taking pk = tk√bk and qk = √bk , we get Lemma 3.1, with the
equality in (3.1) iff eiθk = tk = λ = eic, i.e., θk = c (c is a constant). 
Lemma 3.2. Suppose that bkj = 0 (0 j m, 0 k0 < k1 < · · · < km  n) and z = reiθ ,
then ∣∣∣∣∣
m∑
bkj z
kj
∣∣∣∣∣
m∑
|bkj |rkj , (3.2)
k=0 k=0
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θkj + (kj − k0)ϕ¯ ≡ θk0 (mod 2π, 0 j m), (3.3)
where αs = reiϕs , ϕs = ϕ¯ + (2πs)/d , d = gcd{kj | 0 j m}, and ϕ¯ is defined by (2.1).
Proof. The proof follows directly from Lemma 3.1 and the well-known triangle inequality
for complex numbers [12, pp. 7–8]. 
Lemma 3.3 [9]. Suppose that ϕ and ψ are meromorphic functions in the region G, curve
γ is a closed Jordan curve, region D is the region enclosed by the curve γ , and D ⊆ G.
There are no poles of ϕ and ψ on γ such that
|ϕ − ψ| < |ϕ| + |ψ|, (3.4)
then
N(ϕ,γ ) − P(ϕ,γ ) = N(ψ,γ ) −P(ψ,γ ), (3.5)
where N(ϕ,γ ) and P(ϕ,γ ) are the numbers of zeros and poles of ϕ in region D.
Proof of Theorem 2.1. (1) On |z| = r, z = reiθ , θ = argz, and z = αs , from Lemma 3.2,
we have∣∣∣∣∣
m−1∑
j=0
akj z
kj
∣∣∣∣∣<
m−1∑
j=0
|akj ||z|kj ,
∣∣p(z)∣∣ |an||z|n −
∣∣∣∣∣
m−1∑
j=0
akj z
kj
∣∣∣∣∣> |an|rn −
m−1∑
j=0
|akj |rkj = g(r) = 0.
Because of p(αs) = 0, that is p(z) = 0 for |z| = r .
Notice that limt→+∞ g(t) = +∞ and r to be only a positive root of equation g(z) = 0,
for |z| > r , this implies that g(|z|) > 0 and |p(z)|  g(|z|) > 0, therefore, p(z) = 0 for
|z| > r . Hence, all zeros of p(z) is located in region |z| < r , i.e., |zn| < r .
(2) Necessity: From the condition zn−d+1+s = αs , i.e., p(αs) = 0 for s = 0,1, . . . , d−1,
we have
anα
n
s =
m−1∑
j=0
akj α
kj
s and
∣∣∣∣∣
m−1∑
j=0
akj α
kj
s
∣∣∣∣∣= |an|rn.
Because of g(r) = 0, we have∑m−1j=0 |akj ||αs |kj = |an|rn. From Lemma 3.2, we can obtain
θkj + (kj − k0)ϕ¯ ≡ θk0 (mod 2π, 0 j m − 1),
arg
(
m−1∑
j=0
akj α
kj
s
)
= θk0 + k0ϕ¯, arg
(
anα
n
s
)= θn + nϕ¯ + 2πl (l ∈ I).
Therefore, θn + (n − k0)ϕ¯ ≡ θk0 (mod 2π), i.e., the conditions θkj + (kj − k0)ϕ¯ ≡ θk0
(mod 2π, 0 j m) hold.
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Lemma 3.2, we have∣∣∣∣∣
m−1∑
j=0
akj α
kj
s
∣∣∣∣∣=
m−1∑
j=0
|akj ||αs |kj .
Because of g(r) = 0, we have
m−1∑
j=0
|akj ||αs |kj = |an||αs |n, arg
(
m−1∑
j=0
akj α
kj
s
)
= θk0 + k0ϕ¯ = arg
(
anα
n
s
)
.
Hence, the equality anαns =
∑m−1
j=1 akj α
kj
s holds, i.e., p(αs) = 0. Because of |αs | = r and
r to be only a positive root of equation g(z) = 0, we have |zn|  r by Theorem A. The
equalities zn−d+1+s = αs hold for s = 0,1, . . . , d − 1. 
Proof of Theorem 2.2. Firstly, we prove an assertion as follows:
Assertion. For s = 0,1, . . . , d − 1, f (αs) = 0 iff f (βs) = 0.
Suppose f (αs) = 0 but f (βs) = 0, then
apβ
p
s =
∑
kj =p
akj β
kj
s , i.e., |ap||βs |p =
∣∣∣∣∣
∑
kj =p
akj β
kj
s
∣∣∣∣∣.
Because |βs | = r2 is a positive root of h(z) = 0, we have
|ap||βs |p =
∑
kj =p
|akj ||βs|kj .
From Lemma 3.2, we can obtain
θkj + (kj − k0)ϕ¯ ≡ θk0 (mod 2π, 0 j m, kj = p),
arg
( ∑
kj =p
akj β
kj
s
)
= θk0 + k0ϕ¯, arg
(
apβ
p
s
)= θp + pϕ¯ + 2πl (l ∈ I),
θp + pϕ¯ ≡ θk0 + k0ϕ¯ (mod 2π).
Hence, we have θkj + (kj − k0)ϕ¯ ≡ θk0 (mod 2π, 0 j m) and f (αs) = h(r1)eiθk0 = 0.
This is a contradiction, so f (βs) = 0 is held.
That f (βs) = 0 derives f (αs) = 0 can be proved similarly.
(1) On |z| = r1 and |z| = αs , from Lemma 3.2 we have∣∣∣∣∑
kj =p
akj z
kj
∣∣∣∣< ∑
kj =p
|akj ||z|kj ,
∣∣f (z)∣∣ |ap||z|p −
∣∣∣∣∑
k =p
akj z
kj
∣∣∣∣> |ap||z|p − ∑
k =p
|akj ||z|kj = g
(|z|)= 0.j j
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∣∣∣∣∑
kj =p
akj z
kj
∣∣∣∣ ∑
kj =p
|akj ||z|kj = |ap||z|p < |f (z)| + |ap||z|p.
By Lemma 3.3, there are p zeros of f (z) in region |z| < r1. Hence, inequality |wp| < r1 is
held.
If |z| = r2 and z = βs , by Lemma 3.2, we have∣∣f (z)∣∣ |ap||z|p −
∣∣∣∣∑
kj =p
akj z
kj
∣∣∣∣> |ap||z|p − ∑
kj =p
|akj ||z|kj = −h
(|z|)= 0.
Because of f (βs) = 0, on |z| = r2 we have f (z) = 0.
If r1 < |z| < r2, because r1 and r2 are only two positive roots of equation h(r) = 0,
there is a function h1(r), no positive root, and h(r) = (r − r1)(r − r2)h1(r). Because
of limr→+∞ h(r) = +∞, for r1 < |z| < r2, h1(r) > 0 holds. Hence, h(r) < 0 holds for
r1 < |z| < r2, we have∣∣f (z)∣∣ |ap||z|p − ∑
kj =p
|akj ||z|kj = −h
(|z|)> 0.
Therefore, there are no zeros of f (z) on region r1  |z| r2. Because there are n zeros for
f (z), there are n − p zeros of f (z) in region |z| > r2. Hence, the inequality |wp+1| > r2
is held.
(2) Necessity: Suppose that wp−d+1+s = αs and wp+1+s = βs , then f (αs) = 0 and
f (βs) = 0 we have
apα
p
s =
∑
kj =p
akj α
kj
s , i.e., |ap||αs |p =
∣∣∣∣∑
kj =p
akj α
kj
s
∣∣∣∣.
Because of h(|αs |) = 0, we have∑
kj =p
|akj ||αs |kj = |ap||αs |p =
∣∣∣∣∑
kj =p
akj α
kj
s
∣∣∣∣.
From Lemma 3.2, we can obtain
θkj + (kj − k0)ϕ¯ ≡ θk0 (mod 2π, 0 j m, kj = p),
arg
( ∑
kj =p
akj α
kj
s
)
= θk0 + k0ϕ¯.
Because of f (αs) = 0, we have
θp + (p − k0)ϕ¯ ≡ θk0 (mod 2π).
Hence, we have
θkj + (kj − k0)ϕ¯ ≡ θk0 (mod 2π, 0 j m).
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Lemma 3.2, we have∣∣∣∣∑
kj =p
akj α
kj
s
∣∣∣∣= ∑
kj =p
|akj ||αs |kj .
Because of h(r1) = 0, we have∑
kj =p
|akj ||αs |kj = |ap||αs |p, arg
( ∑
kj =p
akj α
kj
s
)
= θk0 + k0ϕ¯ = arg
(
apα
p
s
)
.
Hence, the equality apαps = ∑kj =p akj αkjs holds, i.e., f (αs) = 0. Because of |αs | = r1
and r1 to be less one of two positive root of equation h(z) = 0, we have |wp|  r1 by
Theorem B. Therefore, the equalities wp−d+1+s = αs hold for s = 0,1, . . . , d − 1.
The equality wp+1+s = βs can be proved similarly for s = 0,1, . . . , d − 1. 
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