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a b s t r a c t
A graph-based model of perfect two-dimensional codes is pre-
sented in this work. This model facilitates the study of the met-
ric properties of the codes. Signal spaces are modeled by means of
Cayley graphs defined over the Gaussian integers and denoted as
Gaussian graphs. Codewords of perfect codes will be represented
by vertices of a quotient graph of the Gaussian graph in which the
signal space has been defined. It will be shown that any quotient
graph of a Gaussian graph is indeed a Gaussian graph. This makes
it possible to apply previously knownproperties of Gaussian graphs
to the analysis of perfect codes. To illustrate themodeling power of
this graph-based tool, perfect Lee codes will be analyzed in terms
of Gaussian graphs and their quotients.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The problem of packing and covering lattices has earned attention in the literature because of its
theoretical interest and its practical applications. In particular, packing and covering Hamming spaces
were studied in depth in Cohen et al. (1997).
The Hamming space is widely used for the definition of error-correcting codes but depending
on the modulation scheme, other signal spaces have been considered for coding over them. The
Lee metric defined over ZkN spaces has been demonstrated to be more suitable than the Hamming
one for phase modulation (PSK) (Berlekamp, 1984). More recently, Huber defined new metric spaces
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for dealing with quadrature amplitude modulation (QAM) (Huber, 1994). The proposed spaces were
quotients of the Gaussian integers (modulo an ideal generated by a Gaussian prime). Later, inMartínez
et al. (2007) a metric alternative to the distance defined by Huber was given. Signal spaces were
modeled by a family of Cayley graphs denoted as Gaussian graphs. There is a Gaussian graph generated
by each Gaussian integer. This graph theory approach determined the existence and construction of
perfect codes over the Gaussian integers. Perfect Gaussian codes include, as subcases, the well-known
two-dimensional perfect Lee codes (Golomb andWelch, 1970), aswas shown inMartínez et al. (2006).
In this paper we introduce a graph-based model of perfect Gaussian codes. The code will be
modeled by a quotient graph of the Gaussian graph in which it is defined. Codewords will correspond
to vertices in the quotient graph. We will show how each divisor of the Gaussian integer generator of
a Gaussian graph induces a perfect tiling on its set of vertices. Then, an equivalence relation will be
defined such that vertices in the same tile of the partition correspond to the same representative,
and representatives of adjacent tiles correspond to adjacent vertices in the quotient graph. The
modeling power of this tool will be illustrated when analyzing the metric properties of the codes. As
an application, the maximum distance of two-dimensional perfect Lee codes developed by Golomb
and Welch (1970) will be computed in terms of quotients graphs.
Different graph models, of which the most famous may be the Tanner graph (Tanner, 1981), have
previously been considered for studying codes. In addition, perfect codes in graphs were defined by
Biggs as a generalization of the classical notions of perfect Hamming and Lee error-correcting codes
(Biggs, 1973). Finally, the idea of generating a quotient graph is, in some cases, the opposite of a kind
of replacement product considered in Reingold et al. (2002).
The rest of this paper is organized as follows. In Section 2, some definitions and previous work
on Gaussian graphs are introduced to give a self-contained paper. In Section 3, quotient graphs of
Gaussian graphs are defined and their use for establishing graph metric bounds is illustrated. In
Section 4, quotient graphs are presented as amodel of two-dimensional perfect codes; specifically, an
application to characterize maximum distances in two-dimensional perfect Lee codes is considered.
Finally, in Section 5we conclude the paper with some final remarks about other possible applications.
2. Definitions and previous work
Gaussian graphs are a family of undirected, connected and vertex-symmetric regular graphs of
degree 4. They are Cayley graphs defined over quotients of the Gaussian integers (Martínez et al.,
2008).
TheGaussian integersZ[i] are the subset of the complex numbersCwith integer real and imaginary
parts, that is,
Z[i] := {x+ yi| x, y ∈ Z}.
As was shown in Hardy and Wright (1975), Z[i] is a Euclidean domain whose norm is defined by
N : Z[i] −→ Z+
x+ yi 7−→ x2 + y2.
Then, for everyα, β ∈ Z[i]withα 6= 0 there exist q, r ∈ Z[i] such thatβ = qα+r withN (r) < N (α).
If 0 6= α ∈ Z[i], we consider Z[i]α which is the ring of the classes of Z[i] modulo the ideal (α)
generated by α. Therefore, we will write β ≡ β ′ (mod α) if β and β ′ belong to the same class
modulo (α). The following can be easily proved:
Theorem 1. Let 0 6= α ∈ Z[i]. Then, Z[i]α hasN (α) elements.
Although Cayley graphs are usually defined over groups, we define them over quotient rings of
Gaussian integers in the following way:
Definition 2. Let 0 6= α ∈ Z[i].We define theGaussian graph generated byα,Gα = (V , E), as follows:
(i) V = Z[i]α is the set of vertices.
(ii) E = {(η, β) ∈ V × V | β − η ≡ ±1,±i (mod α)} is the set of edges.
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Fig. 1. Representation of G4+3i in minimum weight.
According to Theorem 1, the Gaussian graph generated by α ∈ Z[i] hasN (α) vertices.
We now consider the metric induced by the Gaussian graph Gα over Z[i]α .
Definition 3. Let 0 6= α ∈ Z[i]. We define the Gaussian distance over Z[i]α as the distance among
vertices in the Gaussian graph Gα . Then, if β, γ ∈ Z[i]α , the Gaussian distance dα(β, γ ) = |x| + |y|,
where β − γ ≡ x+ yi (mod α)with |x| + |y|minimum.
The Gaussian graphsGα ,G±α ,G±iα ,Gα ,G±α ,G±iα , withα = a+bi ∈ Z[i], are all isomorphic. Therefore,
from here onwards and without loss of generality we assume that α = a+ bi with a, b both positive
integers such that 0 ≤ b ≤ a.
Although Gaussian graphs admit different representations, we will focus on two of them. On
the one hand, in a minimum weight representation of the graph, vertices are labeled with a set of
representatives whose coordinates (x, y) minimize their distance |x| + |y| to vertex 0. Fig. 1 shows a
drawing of the graph G4+3i with vertex 0 located at the center of the coordinate axes. On the other
hand, the set
Rα = {x+ yi ∈ Z[i]|0 ≤ x, y ≤ a− 1} ∪ {x+ yi ∈ Z[i]|a ≤ x ≤ a+ b− 1, 0 ≤ y ≤ b− 1}
is a complete set of residues of Z[i]α as was proven in Jordan and Potratz (1965). Consequently, any
Gaussian graph can be seen as two attached square meshes of sides a and b. For convenience, we
denote both meshes as real and imaginary squares. Fig. 2 shows an L-shape representation of the
Gaussian graph G4+3i. Vertex 0 is located at the lower left corner. In both representations peripheral
vertices complete their adjacency with wraparound edges.
By using the weight distribution of the vertices provided by the first graph representation, in
Martínez et al. (2008) it was shown that general expressions for the diameter and the average distance
of Gaussian graphs can be obtained as follows:
Theorem 4. Let 0 6= α = a+ bi ∈ Z[i] be such that 0 ≤ b ≤ a. Let N = a2 + b2 be the norm of α. The
diameter, k, and the average distance, k¯, of the graph Gα are
k =
{
a if N is even
a− 1 if N is odd
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Fig. 2. L-shaped representation of G4+3i .
k¯ =
{
3aN+2b(b2−1)
6(N−1) if N is even
3a(N−1)+2b(b2−1)
6(N−1) if N is odd.
Gaussian graphs are planarwhen they are laid out on a torus surface. Also, Gaussian graphs can be tori,
twisted tori or doubly twisted tori graphs. A Gaussian graph is said to be dense if it has the maximum
number of vertices for a given diameter. Note that the diameter does not depend on the imaginary
part of the generator. Hence, the vertices arranged on the imaginary square are freewith respect to the
graph diameter. Consequently, the dense Gaussian graphs are the ones generated by α = (t + 1)+ ti
and they have diameter t and (t+1)2+ t2 = 2t2+2t+1 vertices. In this case, Gα is a doubly twisted
torus isomorphic to a degree 4 circulant graph. On the opposite side, wewill refer to as the ‘‘less dense’’
Gaussian graphs those generated by any Gaussian integer α = t ∈ Z, i.e. with no imaginary part.
Therefore, these are torus graphs with t2 vertices (just the ones in the real mesh) and with diameter
t or t − 1, depending on the parity of their order. More details about Gaussian graphs can be found in
Martínez et al. (2008).
3. Quotient graphs of Gaussian graphs
In this section, quotient graphs of a Gaussian graph are introduced. These quotient graphs will be
defined by means of a divisor of the Gaussian graph generator. The selected divisor will determine a
subset of vertices of the Gaussian graph which constitute the vertex set of the quotient graph. All the
vertices of the Gaussian graph collapse in this subset. Adjacency among vertices of the quotient graph
will be determined by the weight of the divisor. This graph operation can be seen, in some cases, as
the opposite of a replacement product of graphs like the one discussed in Reingold et al. (2002).
The following result can be easily proved:
Theorem 5. Let 0 6= α ∈ Z[i] and let β ∈ Z[i] be such that β divides α. Then, the ideal generated by β ,
(β) ⊆ Z[i]α has N (α)N (β) elements.
On the basis of this result, a partition of the set of vertices of any Gaussian graph Gα into N (α)N (β) disjoint
subsets can be obtained for each divisor β of the Gaussian graph generator α. This partitioning can
be easily visualized as a tessellation of an L-shaped plane with smaller L-shaped tiles as Fig. 3 shows.
Vertices inside each L-shaped tile will collapse into a unique vertex in the quotient graph. A quotient
graph of a Gaussian graph can be formally defined in the following way:
Definition 6. Let 0 6= α ∈ Z[i] be such that there exists a divisor β = c + di of α withN (β) < N (α)4 .
We define the quotient graph of Gα with respect to β , Gαβ = (V , E), as follows:
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Fig. 3. Tiling of G11+2i induced by the divisor 4+ 3i. (Note that (11+ 2i) = (4+ 3i)(2− i).)
• V = (β) ⊂ Z[i]α is the set of vertices.• E = {(γ1, γ2) ∈ V × V |dα(γ1, γ2) = |c| + |d|} is the set of edges, where dα is the graph distance
in Gα .
As proven in the next result, it is interesting and useful to know that a quotient graph of a Gaussian
graph is itself a Gaussian graph.
Theorem 7. Under the hypothesis and notation of Definition 6, the graphs Gα
β
and G α
β
are isomorphic.
Proof. We consider the following well-defined mapping between the sets of vertices:
φ:Z[i] α
β
−→ (β) ⊂ Z[i]α
γ 7−→ γ β (mod α).
The preceding mapping φ is a graph isomorphism of the graphs Gα
β
and G α
β
. Clearly, it is a bijection
between the two sets of vertices. Now, we prove that it also preserves the adjacency.
On the one hand, let γ ∈ Z[i] α
β
be a vertex of the graphG α
β
. Then, its four adjacent vertices are γ+u,
where u ∈ {±1,±i}. Hence, φ(γ ) = γ β and φ(γ + u) = (γ + u)β . Therefore, φ(γ + u)−φ(γ ) = β ,
which implies
dα(φ(γ ), φ(γ + u)) ≤ dα(β, 0) ≤ |c| + |d|,
that is, φ(γ ) and φ(γ + u) are adjacent vertices in the quotient graph Gα
β
.
On the other hand, let η, η′ ∈ (β) ⊂ Z[i]α be such that they are adjacent vertices in Gαβ . Since φ is
a bijection, let γ , γ ′ ∈ Z[i] α
β
be such that φ(γ ) = η and φ(γ ′) = η′. Now we prove that γ and γ ′ are
adjacent vertices in G α
β
. Let λ ∈ Z[i] be such that α = λβ .
Since η and η′ are adjacent in Gα
β
, by definition, dα(η, η′) = dα(β, 0), which implies that
η′ − η ≡ x+ yi (mod α) | dα(β, 0) = |x| + |y|, x, y ∈ Z.
Therefore, there exist δ1 ∈ Z[i] such that
η′ − η − (x+ yi) = δ1α = δ1λβ.
Now, since φ(γ ) = η and φ(γ ′) = η′, we know that
γ β ≡ η (mod α)⇔ ∃δ2 ∈ Z[i] | γ β − η = δ2α = δ2λβ,
γ ′β ≡ η′ (mod α)⇔ ∃δ3 ∈ Z[i] | γ ′β − η′ = δ3α = δ3λβ.
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As a consequence of previous expressions, we deduce that
x+ yi = (γ ′ − γ − δ3λ+ δ2λ− δ1λ)β. (1)
Therefore, x + yi is a multiple of β with the same weight, which implies that x + yi = uβ with
u ∈ {±1,±i}. Now, this fact together with expression (1) implies that
γ ′ − γ − u = (δ3 − δ2 + δ1)λ.
Equivalently, γ ′ − γ ≡ u (mod λ), that is, d α
β
(γ , γ ′) = 1, which concludes the proof. 
By combining Theorems 4 and 7, quotient graphs can be used as a tool for estimating distance
properties among the vertices of the quotient in the original Gaussian graph. In particular, upper
bounds for the maximum and the average distances of the vertices of the quotient in the original
Gaussian graph can be established. As shown in Section 4, the following result can be used for
bounding certain metric parameters of perfect codes over the Gaussian integers.
Corollary 8. Let 0 6= α ∈ Z[i] be such that there exists a divisor β = c + di with N (β) < N (α)4 . Let Gα
denote the Gaussian graph generated by α and Gα
β
the quotient graph of Gα with respect to β . We denote
as C = (β) and we define:
(i) max(C) = max{dα(γ , 0)|γ ∈ C},
(ii) avg(C) =
∑
γ∈C dα(γ , 0)
N (α)
N (β)
− 1 .
Then, if k is the diameter of the quotient graph Gα
β
and k its average distance, we have that:
(i) max(C) ≤ (|c| + |d|)k.
(ii) avg(C) ≤ (|c| + |d|)k.
Since, by Theorem 7, the quotient graph is also a Gaussian graph, k and k in Corollary 8 can be obtained
bymeans of Theorem 4. These upper bounds are achieved in some particular cases studied in the next
section but, in general, they are strict inequalities. Considering Fig. 3 again, the resulting quotient
graph is the 5-vertex G2−i, isomorphic to G2+i. As, by Theorem 4, this graph has k = 1 and k = 1 then
max(C) ≤ |4| + |3| and avg(C) ≤ |4| + |3|.
4. Quotients of Gaussian graphs and perfect Lee codes
Perfect codes in graphs were defined by Biggs as a generalization of the classical notions of perfect
Hamming and Lee error-correcting codes (Biggs, 1973). Finding a perfect code in a graph is equivalent
to finding perfect dominating sets in the graph. These have beenwidely studied (Livingston and Stout,
1990; Jha, 2003). In particular, the concept of perfect t-error-correcting code in Gaussian graphs can be
defined as follows:
Definition 9. Let 0 6= α = a+ bi ∈ Z[i] and consider Gα . Given 0 < t ≤ |a|, we denote as
Btα(γ ) = {η ∈ Z[i]α | dα(η, γ ) ≤ t},
the ball of radius t centered on γ embedded in Gα . A code C in Gα is a nonempty subset of Z[i]α . Then,
a vertex subset S is called a perfect t-error-correcting code if {Btα(γ ) | γ ∈ S} forms a disjoint partition
of the vertex set of Gα .
Note that if S is a perfect t-error-correcting code, then S + β = {γ + β (mod α) | γ ∈ S} is also a
perfect t-error-correcting code and, consequently, we can assume 0 ∈ S.
The following result states the conditions for obtaining perfect t-error-correcting codes inGaussian
graphs. The proof can be found in Martínez et al. (2007).
Theorem 10. Let 0 6= α ∈ Z[i] and t be a positive integer; then
(i) If β = (t + 1)+ ti divides α then S = (β) is a perfect t-error-correcting code in Gα .
(ii) If β ′ = (t + 1)− ti divides α then S = (β ′) is a perfect t-error-correcting code in Gα .
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Fig. 4. A representation of a perfect error-correcting code over the Gaussian graph generated by 4+ 3i.
Fig. 5. G9+8i and the quotient graph G2+5i .
Note that balls of radius t constitute a special class of tiles that have (t + 1)2 + t2 vertices. Let us
consider a couple of examples. In the second one, the quotient graph concept is considered.
Example 1. In Fig. 4 the Gaussian graph generated by 4 + 3i is represented. As α = 4 + 3i =
(1 + 2i)(2 − i), 2 − i divides α. By Theorem 10, the ideal generated by 2 − i C = (2 − i) =
{0, 2 − i, 1 + 2i,−1 − 2i,−2 + i} is a perfect one-error-correcting code in Z[i]2−i for the Gaussian
distance. In Fig. 4, a representation of this perfect code is illustrated.
Example 2. Consider Gα with α = 9 + 8i = (2 − i)(2 + 5i). The perfect code C = (2 − i)
induces a quotient graph which is isomorphic, by Theorem 7, to the Gaussian graph G2+5i. In Fig. 5, a
representation of Gα and the quotient graph considered can be seen. Using Corollary 8 we have that
max(C) ≤ 3 · 4 = 12 and avg(C) ≤ 3 · 447168 ∼= 7.982. It can be seen by exhaustive computation that
exact values of themaximum and average distances of the codes are max(C) = 8 and avg(C) = 5.85.
An important subcase of the perfect Gaussian codes is when α = a, with 0 6= a ∈ Z. In this case, the
Gaussian graph is a square torus with a × a vertices. Therefore, perfect Lee codes of length 2 can by
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Golomb andWelch (1970) be obtained as a particular subcase of Theorem 10. This is based on the fact
that the Lee distance defined over ZN × ZN can be seen as the graph distance in an N2-vertex torus
whose vertices are labeled by means of ZN × ZN (Berlekamp, 1984; Bose et al., 1995).
Now, quotient graphs are considered as a tool for modeling perfect Lee codes. In particular, we see
that the upper bounds obtained in Corollary 8 and the maximum and average distances of the code
do not coincide. However, as we will see in Proposition 11, maximum code distance equals the bound
in the cases in which the quotient graph is dense. Next, a characterization of maximum distances
in perfect two-dimensional Lee codes is presented in terms of their quotient graphs. With this aim,
we will prove the next three propositions. The quotient graph will be useful in their proofs since the
maximum code distance is determined by a codeword which is at maximum distance (diameter) in
the quotient graph.
Proposition 11. Let n = 2t2+2t+1, with t a positive integer. Then, themaximum distance of the perfect
Lee code C = ((t + 1)+ ti) ⊂ Z[i]n is (2t + 1)t.
Proof. Let n = 2t2+2t+1 and β = (t+1)+ ti. The quotient graph Gn
β
is isomorphic to the Gaussian
graph Gβ , which is dense of diameter t . Next, we prove that:
(i) The vertex γ = t is such that dβ(γ , 0) = t in the quotient graph Gβ .
(ii) The vertex γ ′ = βγ is such that dn(γ ′, 0) = (2t + 1)t in the graph Gn.
(iii) For every γ ′′ ∈ C, dn(γ ′′, 0) ≤ (2t + 1)t .
The first item is straightforward, so let us prove the second one. Clearly, since γ ′ = βγ = ((t + 1)+
ti)γ = (t2+ t)+ t2i we know that dn(γ ′, 0) ≤ |t2+ t|+ |t2| = 2t2+ t . Now, by reductio ad absurdum
we prove that dn(γ ′, 0) < 2t2+ t is not possible. Hence, let us suppose that there exists x+ yi ∈ Z[i]
such that x+ yi ≡ γ ′ (mod n)with |x| + |y| < 2t2 + t .
To simplify the notation, we use the notation |x+ yi| = |x| + |y|. Then,
|x+ yi− γ ′| ≤ |x+ yi| + |γ ′| < 2(2t2 + t) = 4t2 + 2t.
On the other hand, γ ′ ≡ x+ yi (mod n) implies that c + di ∈ Z[i] exists such that γ ′ − (x+ yi) =
(c + di)n, that is,
|t2 + t − x| = |c|(2t2 + 2t + 1),
|t2 − y| = |d|(2t2 + 2t + 1).
By the addition of the twoprevious equalitiesweobtain that (|c|+|d|)(2t2+2t+1) ≤ 2t2+t+|x|+|y|.
Since by hypothesis |x| + |y| < 2t2 + t we obtain that (|c| + |d|)(2t2 + 2t + 1) < 4t2 + 2t . Finally,
analyzing this inequality we can observe that the only two possible cases are |c| + |d| = 0, which
leads to γ ′ = x + yi and |c| + |d| = 1, which leads to γ ′ = u(x + yi), where u ∈ Z[i] is a unit of the
ring, which also leads to a contradiction.
To end the proof, just note that any γ ′′ ∈ C is such that dn(γ ′′, 0) ≤ (2t + 1) by Corollary 8. 
Proposition 12. Let n = s(2t2 + 2t + 1) be such that s and t are positive integers and s is odd. Then, the
maximum distance of the perfect Lee code C = ((t + 1)+ ti) ⊂ Z[i]n is 2st2 + 2st − t + s− 1.
Proof. The proof proceeds in an analogous way to the previous one. Let n = s(2t2 + 2t + 1) and
β = (t + 1) + ti. The quotient graph Gn
β
is isomorphic to Gsβ , which has an odd number of vertices
s2(2t2+2t+1) and therefore diameter s(t+1)−1. The generator of the quotient is sβ = s(t+1)+sti.
We define
τ = s(t + 1)+ st − 1
2
= st + s− 1
2
.
Therefore γ = τ + (τ − st)i = st + s−12 + s−12 i is a vertex of the quotient graph which is at a
distance equal to the diameter s(t + 1)− 1. Now, let γ ′ = βγ and prove that this vertex is such that
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Fig. 6. Graphical representation of a square with vertices±τ ± τ i.
dn(γ ′, 0) = 2st2 + 2st − t + s− 1, that is, it is a codeword which gives the maximum distance of the
code. It can be deduced that
γ ′ = βγ = ((t + 1)+ ti)
(
st + s− 1
2
+ s− 1
2
i
)
=
(
st2 + st + s− 1
2
)
+
(
st2 + st − t + s− 1
2
)
i,
which has weight∣∣∣∣st2 + st + s− 12
∣∣∣∣+ ∣∣∣∣st2 + st − t + s− 12
∣∣∣∣ = 2st2 + 2st − t + s− 1.
Therefore, we obtain that dn(γ ′, 0) ≤ 2st2 + 2st − t + s − 1. By a method analogous to that of the
previous proof, we prove that dn(γ ′, 0) = 2st2 + 2st − t + s− 1.
Finally, we have to prove that any γ ′′ ∈ C is such that dn(γ ′′, 0) ≤ 2st2 + 2st − t + s− 1. To this
end, we define R = n−12 = (t2 + t)s+ s−12 . Then, all the vertices in the square
SR = {x+ yi | |x| + |y| ≤ R}
are at a minimum distance from vertex 0. Since 2R + 1 = n, the square SR and the four adjacent
triangles form another square with vertices±R± Ri (see Fig. 6). Since γ ′′ ∈ C, it has to belong to the
triangle with vertices R − Ri, R − t − Ri, R − (R − t)i. In this triangle, the vertex R − (R − t)i is the
codeword farthest from γ ′. Its distance is 2t , which is less that the minimum code distance 2t + 1.
Therefore, there is no codeword at a greater distance than γ ′. 
Proposition 13. Let n = s(2t2 + 2t + 1) be such that s, t are positive integers and s is even. Then, the
maximum distance of the perfect Lee code C = ((t + 1)+ ti) ⊂ Z[i]n is 2st2 + 2st + s.
Proof. The proof proceeds in an analogous way to the previous ones. Let n = s(2t2 + 2t + 1) and
β = (t + 1) + ti. The quotient graph Gn
β
is isomorphic to Gsβ and has s2(2t2 + 2t + 1) vertices, an
even number. Therefore, its diameter is s(t + 1) and its generator is s(t + 1)+ sti. Let us define
τ = s(t + 1)+ st
2
= st + s
2
.
The vertex γ = τ + (τ − st)i = st + s2 + s2 i is at a distance equal to the diameter of the quotient
graph. Let us define γ ′ = βγ andprove that this vertex gives the corresponding value of themaximum
distance. Hence,
γ ′ = βγ =
(
st2 + st + s
2
)
+
(
st2 + st + s
2
)
i,
which is at a distance equal to |st2 + st + s2 | + |st2 + st + s2 | = 2st2 + 2st + s.
Finally, we just prove that any γ ′′ ∈ C is such that dn(γ ′′, 0) = 2st2 + 2st + s = s(2t2 + 2t + 1).
But this is straightforward since this is the diameter of Gn, by Theorem 4. 
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Fig. 7. Perfect two-error-correcting code over Z[i]33+4i and the quotient graph G7+6i modeling it.
As a conclusion of the three previous propositions, note that given any n = s((t + 1)2 + t2), for any
positive integers s, t , there is always a perfect Lee code over Z[i]n. The numerical values related to the
perfect codeC = ((t+1)+ ti) (that is max(C), the bound (|c|+|d|)k in Corollary 8 and the difference
between the two values) have been characterized in the following way:
Parameters s odd s even
max(C) 2st2 + 2st − t + s− 1 2st2 + 2st + s
(|c| + |d|)k (2t + 1)(s(t + 1)− 1) (2t + 1)s(t + 1)
difference (s− 1)t st
Hence, the bound for the maximum distance is achieved if and only if s = 1. Therefore, this only
happens in those cases in which the generator of the quotient graph is a sum of two consecutive
squares. This occurs when the quotient graphs are dense Gaussian graphs.
Finally, we consider two different examples of perfect codes over different Gaussian integer
constellations. In the first example, the quotient graph obtained is dense for diameter 6. In the second
one, the corresponding quotient graph is the less dense Gaussian graph for the same diameter, that is,
the torus graph of side 6. Wewould like to highlight that the denser the graph is, the closer the bound
is to the real maximum distance.
Example 3. Let us consider α = 33 + 4i = (3 − 2i)(7 + 6i). Therefore, the ideal C = (3 − 2i)
is a perfect two-error-correcting code over Z[i]α . The quotient graph in this case is G7+6i, which is
the dense Gaussian graph for diameter 6. Then, by Corollary 8, the maximum distance of the code is
upper bounded by 5 · 6 = 30. In this case, both maximum distance and the upper bound coincide.
Fig. 7 shows a representation of the code and its quotient graph.
Example 4. Let us consider α = 18 − 12i = (3 − 2i)6. Again, the ideal C = (3 − 2i) is a perfect
two-error-correcting code over Z[i]α . The quotient graph in this case is G6, which is isomorphic to
the square torus graph of side 6 and the less dense Gaussian graph for diameter 6. The maximum
distance of the code is 18, whereas the upper bound given by Corollary 8 is 30 again (the quotient has
the same diameter as in the previous case and the weight of the divisor is the same). Fig. 8 shows a
representation of the code and its quotient graph.
5. Conclusions and final remarks
In this paper we have introduced a graph model of perfect codes over quotient rings of Gaussian
integers. This model takes advantage of graph properties to bound the distance parameters of the
corresponding code. As an application, maximum distances of two-dimensional perfect Lee codes
have been computed by means of their quotient graphs. However, we consider that the study of
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Fig. 8. Perfect two-error-correcting code over Z[i]18−12i and quotient graph G6 modeling it.
Fig. 9. Different tessellations induced by 11+ 2i and its divisors.
other code properties can also benefit from this graph construction. For example, note that minimum
path algorithms in quotient graphs would correspond to minimum distance calculation between
codewords. In this way, there would be a complete dictionary of graph and code properties.
In previous sections, the definition of quotients has been considered when the Gaussian graph
generator α has a divisor β , for any β such that N (β) > N (β)4 . Then, the different divisors of α
will induce different tessellations of the set of vertices. Moreover, combining different divisors of α,
tessellations of different densities can be considered. For example, assume α = 11+ 2i = (i)(2− i)3.
Since α is the third power of the Gaussian integer 2 − i, the two (non-trivial) divisors 2 − i and
(2 − i)2 can be used. The resulting quotient graphs, G4+3i and G1+2i, are both dense. Fig. 9 shows a
representation of this example. It is interesting to observe that three different tessellations of Z[i] can
be associated with this graph: the one induced by Gα itself and the other two induced by its divisors.
Finally, note that we have considered two different tessellations associated with any Gaussian
graphs: the one for the L-shape and the one induced by the minimum weight distribution.
Consequently, two different coverings of the space can be considered in terms of Gaussian graphs
and their quotients.
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