We consider explicit methods for initial-value problems for special second-order ordinary differential equations where the righthand side does not contain the derivative of y and where the solution components are known to be periodic with frequencies ω j lying in a given nonnegative interval [ω,ω _ ]. The aim of the paper is to exploit this extra information and to modify a given integration method in such a way that the method parameters are "tuned" to the interval [ω,ω _ ]. Such an approach has already been proposed by Gautschi in 1961 for linear multistep methods for first-order differential equations in which the dominant frequencies ω j are a priori known. In this paper, we only assume that the interval [ω,ω _ ] is known. Two "tuning" techniques, respectively based on a least squares and a minimax approximation, are considered and applied to the classical explicit Störmer-Cowell methods and the recently developed parallel explicit Störmer-Cowell methods.
Introduction
We consider explicit methods for nonstiff initial-value problems (IVPs) for the special second-order ordinary differential equation (ODE) (1.1) d 2 y dt 2 = f(y), y, f ∈ R d , t 0 ≤ t ≤ t end , where the righthand side does not contain the derivative of y. On a set of subintervals, the solution of this IVP can be piecewise approximated by a sum of complex exponential functions like (1.2) y(t) ≈ α 0 + α 1 e iω 1 t + α 2 e iω 2 t + ... + α s e iω s t , where the vectors α j and the frequencies ω j are such that the approximation error is small in some sense. These frequencies ω j will be referred to as dominant frequencies. For a given subinterval and tolerance, many trigonometric approximations like (1.2) are possible, and for a given s the approximation error can be made smaller as the length of the subinterval decreases. We are particularly interested in the case where the solution of (1.1) can be approximated such that in all subintervals (i) the values of || α j || ∞ are of modest magnitude and (ii) the frequencies ω j are located in a given, relatively small, nonnegative interval [ω,ω _ ] (in Section 2.3.1, we shall show that this is not an exceptional situation). The aim of the paper is to exploit this extra information on the solution by 2 modifying a given integration method for (1.1) in such a way that the method parameters are "tuned"
to the interval [ω,ω _ ]. A related approach has already been proposed by Gautschi in 1961 [2] . He considered linear multistep methods for first-order ODEs whose solutions are known to have a priori given, dominant frequencies ω j , and he "tuned" the linear multistep coefficients to these dominant frequencies. However, instead of assuming that the location of the dominant frequencies is given, we only assume that the interval [ω,ω _ ] is available. By using a minimax technique, we will "tune" the coefficients of the integration method to this interval. The tuning will of course be more effective as ω _ -ω is smaller.
In [5] we applied the minimax approach to linear multistep methods for first-order ODEs. In this paper, we analyse this approach for two families of second-order ODE methods, viz. the classical explicit Störmer-Cowell methods (see e.g. [3, p.422] ) and the parallel explicit Störmer-Cowell methods developed in [4] . In addition, we show that in general the minimax approach is superior to a tuning technique based on least squares minimization. The minimax and least squares versions of the Störmer-Cowell methods will be called oscillatory Störmer-Cowell methods.
The numerical schemes
The methods studied in this paper are of the explicit general linear method (GLM) form Evidently, each step requires the evaluation of the k righthand side functions f(y nj ), but they can be evaluated in parallel, so that effectively the GLM requires only one righthand side function per step.
The local error
The local error is defined by the residue upon substitution of the exact solution into the GLM. The rate by which the residue tends to zero as h → 0 determines the order of consistency. We shall call the GLM (and the stage vector Y n+1 ) consistent of order q if the residue upon substitution of the exact solution values y(t n + a j h) into (2.1) is of order h q+2 . The value of q is often called the stage order.
Given the vector a, the consistency condition leads to a set of order conditions to be satisfied by the matrices R and S. In addition, in order to have convergence, the GLM has to satisfy the necessary condition of zero-stability, that is, the matrix R should have its eigenvalues on the unit disk and the eigenvalues of modulus one should have multiplicity not greater than two.
From the consistency definition given above, the order conditions follow immediately. For simplicity of notation, we assume that the ODE is a scalar equation. Here, and in the sequel of this paper, we will use the componentwise definition of functions of vectors, that is, for any function g and vector v, we define g(v) := (g(v j )). Then, substituting the exact solution into (2.1), we define the local error
where b := a -e, e being the vector with unit entries, Y(t) denotes the vector containing the exact stage values, and
Let us expand φ in the Taylor series
c -2 :=Re -e, c -1 := Rb -a, c j :
Furthermore, let us choose the matrix R such that c -2 = c -1 = 0. By defining the matrices
we find that the matrix S and the error matrix C are related by the formula
The conventional way of constructing IVP solvers chooses distinct abscissae a j (so that X is nonsingular) and defines S by (2.5b) with C = O yielding methods with stage order q = k. By a judicious choice of a one may increase the order of accuracy at the step points t n to obtain step point order p > q (superconvergence at the step points).
Störmer-Cowell methods
The definition of the classical explicit k-step Störmer-Cowell (SC) methods with (step point) order p = k can be found in e.g. [3, p. 422] . These methods fit into the GLM format (2.1) with
T , where the vector s is determined by substituting (2.6a) into (2.5b) and setting C = O. Because the (shifted) abscissae b j are distinct, X is invertible, and since s T = e k T S, it follows from (2.5b) that
Note that y nj = y n-1,j+1 for j = 1, ... , k-1, so that the first k-1 components f(y nj ) of F(Y n ) are available from the preceding step. Hence, (2.6) defines a classical linear multistep type method with only one new righthand side evaluation per step.
In [4] we derived parallel Störmer-Cowell (PSC) methods by allowing S to be a full matrix satisfying (2.5b) with C = O, and by defining R according to the (zero-stable) matrix (2.7a) R = (0, ..., 0, e -r, r), r = ea a k-1 -1 (note that the consistency conditions c -2 = c -1 = 0 are now automatically satisfied). Since the (shifted) abscissae b j are distinct, S can be defined by
to obtain PSC methods with stage order q = k. However, in [4] it was shown that the abscissa vector a can be chosen such that the step point order p > k. In addition, in a few cases it is possible to choose a such that instead of k computational stages only k-1 computational stages are involved, that is, only k-1 distinct righthand side functions, and hence only k-1 processors, are needed per step. For future reference, Table 2 .1 lists the abscissa vector a, the number of computational stages k * and the order p. 
where π s+1 (t) := (t -τ 1 )(t -τ 2 ) ... (t -τ s+1 ), θ 1 = θ 1 (t) and θ 2 = θ 2 (t) assume values in [t * , t * + h], and y and g s are assumed sufficiently differentiable. Subtracting these two formulas yields
By observing that choosing the points τ m equal to the zeros of the first-kind Chebyshev polynomial shifted to the subinterval [t * , t * + h], that is,
minimizes the maximum of the polynomial π s+1 (t) in the interval [t * , t * + h], it follows from formula (2.8) that we may expect that this choice reduces the magnitude of δ s (t). It is easily verified that in the 6 case of the Chebyshev zeros π s+1 (t) = 2 -2s-1 h s+1 T s+1 (2h -1 (t -t * ) -1). Thus, we have the following result:
Theorem 2.1. Let τ m be given by (2.9) and let g s (t) be a function satisfying the collocation conditions y(τ m ) = g s (τ m ), m = 1, ..., s+1. If y and g s are s+1 times differentiable in [t * , t * + h], then
where θ 1 and θ 2 are in [t * , t * + h].♦ By means of this theorem we can obtain insight into the trigonometric approximation (1.2). Let y(t) denote a component of the ODE solution y(t) and let us write (1.2) for this component in the form
In each subinterval [t n , t n + h] we require that the coefficients α j are such that y(τ m ) = g s (τ m ) for the s+1 points τ m defined by (2.9) with t * = t n . In this way, we obtain a piecewise trigonometric approximation of the solution component y(t). In each subinterval, the accuracy of this approximation is determined by Theorem 2.1. This theorem implies that for any given set of frequencies ω j for which the linear system for the coefficients α j is nonsingular, the approximation error 
This example illustrates that the representation of oscillatory functions by means of formulas of the form (1.2) with relatively small frequency bands and modest coefficients is quite accurate. If the location of the frequencies ω j is known in advance and if there are sufficiently many free parameters available, then we obtain a perfect tuning of the method by choosing S such that the quantities φ j (ihω 1 ), ..., φ j (ihω s ) vanish. This is precisely the approach of Gautschi [2] in his oscillatory linear multistep methods for first-order ODEs with a priori given frequencies.
In this paper, our starting point is that only the interval Evidently, for h → 0, the matrix S resulting from the least squares and minimax options converges to the matrix S defining the Störmer-Cowell type methods discussed in the preceding section. Likewise, the error matrix C defined in (2.5a) converges to O.
The least squares and minimax approach applied to Störmer-Cowell type methods will be discussed in more detail in the next subsections. 
Minimization of the components of the integral expression (2.10) yields for S the condition (2.11)
(2.12)
Note that W is symmetric, so that its computation requires the evaluation of only k(k+1)/2 entries.
For the OSC methods we only have to minimize the last component of (2.10), so that we find for s the equation s T W = e k T V. On substituting b j = j-k it follows that the values e k T v j can be written as
For the POSC methods we obtain by substituting b k-1 = 1 2 , b k = 0 that w j is again given by (2.12) and that
In order to evaluate the expressions for v j and w j analytically we use the integration formulae To answer this question, we look at the local error of the oscillatory methods which is determined by the error matrix C defined in (2.5a). This matrix depends on h and is related to the matrix S by the equation C(h) = S(h)X -U a + RU b . We restrict our considerations to the matrix C(h) associated with the minimax method. It follows from the minimax equations (2.16a) that S(h) can be expanded in powers of h 2 , so that C(h) can also be expanded in powers of h 2 . Since C(0) = S(0)X -U a + RU b vanishes, we have that C(h) = 
where α is a sort of averaged weighted coefficient. Evidently, α is at most max j || α j || ∞ , but usually much smaller. Thus, the size of || ε(t,h)|| ∞ is largely determined by || φ(ix)|| ∞ , hω ≤ x ≤ hω _ . In the following, we write φ(ix) as φ(ix,hω,hω 
This error estimate shows that irrespective the value of ω 
------------------------------------------------------------------------------------------------------------------------

Stability
One may wonder how the oscillatory modes affect the stability of the method. We restrict our considerations to the linear stability of (2.1). The linear stability is determined by the matrix M(z) := R + zS with z = h 2 λ, λ running through the eigenvalues of the Jacobian matrix of the righthand side function f of the ODE (1.1). Assuming that (1.1) is linearly stable itself, we only consider negative values of z. Here, the stability interval is defined by the interval -β 2 ≤ z ≤ 0, where M(z) has its eigenvalues on the unit disk. The value of β is called the stability boundary. As an illustration, we have computed the stability boundaries of the POSC methods with ω = ω _ and with ω = 0. Table 2 .4 presents values of β for the 6th-order (k = 5) and the 10th-order (k = 8) POSC methods (these methods are also used in the numerical experiments in Section 3). In all cases, the oscillatory approach slightly stabilizes the PSC method until some maximal value of hω _ is reached. 
Numerical experiments
In this section we compare the performance of the OSC and POSC methods in least squares and minimax mode with the nonoscillatory Störmer-Cowell methods. In the tables of results, we use the following abbreviations: Table 2 .1} of order p POSC(p) Oscillatory version of the PSC(p) method.
If in the examples the exact solutions are known, the starting vector Y 0 was taken from the solution values (y(t 0 + b j h)), otherwise it was computed numerically by a one-step method. We used a few well known test problems from the literature. The accuracy is defined by the number of correct digits ∆ at the end point (the maximal absolute end point error is written as 10 -∆ ). The number of steps taken in the integration interval is denoted by N which is at the same time for all methods the total number of sequential righthand sides needed to perform the integration.
Problems with one dominant frequency
We start with Bessel's equation [5] 
The second test problem is the Orbit problem from the Toronto test set [6] (ii) The minimax approach can be used until the 20 decimals accuracy range.
(iii) The minimax approach produces higher accuracies than the conventional approach.
The fact that the minimax method is less effective in the case of the Orbit problem, particularly in the high accuracy range, can be explained by the fact that for high accuracies, frequencies other than ω ≈ 1 start to come into play.
From now on, we do not apply the least squares strategy because of its erratic performance. Version   40  80  160  320  640 - 
Effect of perturbing a periodic problem
In order to see how the performance of the minimax method changes if an ODE with a fully periodic solution is perturbed, we integrated the IVP 
Method Version 
Influence of wrong frequency estimates
Suppose that we apply the oscillatory methods with a wrong estimate of the frequency interval for the dominating frequencies. For example, let us compare the results for the orbit problem when integrated with the correct, an underestimated and an overestimated frequency interval. Version   40  80  160  320  640 - 
Problems with changing frequency
Next, we consider problems with a changing dominant frequency. The results are presented in the Tables 3.5a and 3 .5b from which we conclude:
(vi) Even for larger frequency bands the minimax approach outperforms the conventional approach. Method  Version   160  320  640  1280  2560  5120 - - Method  Version   160  320  640  1280 - will be quite large, so that we should not expect a better performance of the oscillatory methods.
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Surprisingly, the results in Table 3 ].
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