Let N (d, n) be the variety of all d-tuples of commuting nilpotent n × n matrices. It is well-known that N (d, n) is irreducible if d = 2, if n ≤ 3 or if d = 3 and n = 4. On the other hand N (3, n) is known to be reducible for n ≥ 13. We study in this paper the reducibility of N (d, n) for various values of d and n. In particular, we prove that N (d, n) is reducible for all d, n ≥ 4. In the case d = 3, we show that it is irreducible for n ≤ 6.
Introduction
Let C(d, n) denote the set of all d-tuples of commuting n×n matrices over an algebraically closed field F and let N(d, n) be its subset consisting of all d-tuples of nilpotent commuting matrices. Both sets are defined by polynomial equations in the entries of matrices, therefore they can be viewed as affine varieties in F dn 2 . Irreducibility of C(d, n) has been studied for a long time. Motzkin and Taussky [15] proved that the variety C(2, n) is irreducible for each positive integer n. On the other hand, C(d, n) is known to be reducible if d and n are both at least 4. This result is usually referred to Gerstenhaber [5] , but he proved reducibility of C(d, n) only if n ≥ 4 and d ≥ n + 1 (and his proof can be applied also to d = n ≥ 4), while reducibility of C(d, n) for d ≥ 4 and n ≥ 4 was proved by Guralnick [6] , using Gerstenhaber's idea. It is also known that C(d, n) is irreducible for each d if n ≤ 3 (see [12] and [6] ). The situation in the case of triples is much more complicated, and the problem of irreducibility of C(3, n) is not solved completely. With a dimension argument Guralnick [6] proved that C(3, n) is reducible for n ≥ 32, and using his idea Holbrook and Omladič showed reducibility of C(3, n) for n ≥ 30. In fact, their proof in [11] shows also reducibility of C (3, 29) , since in the case of irreducibility of C(3, n) all its subvarieties must have strictly smaller dimension than n 2 + 2n, and the inequality at the beginning of page 136 of [11] does not need to be strict. On the other hand, C(3, n) is known to be irreducible for n ≤ 10 (see [8, 11, 20, 9, 24, 26] ). The last results were stated if char F = 0, but in many proofs this assumption can be omitted, and probably slight modifications of the other proofs would also give the same results in any characteristic.
In this paper we study reducibility of N(d, n) and the characteristic of F will be arbitrary. The study of N(d, n) started much later than that of C(d, n). Baranovsky [1] and Basili [3] independently showed that N(2, n) is irreducible for each n, and this result was significantly generalized by Premet [21] to varieties of pairs of commuting nilpotent elements of arbitrary reductive Lie algebras. Explicitly, he proved that these varieties are equidimensional and their components are parametrized by distinguished nilpotent conjugacy classes in the Lie algebra. Moreover, his proof for irreducibility of N(2, n) does not depend on the characteristic of F, while in [1] and [3] there are some restrictions on char F. On the other hand, for d ≥ 3 much less is known. If n ≤ 3, then N(d, n) is irreducible for each d by Proposition 5.1.1 and Theorem 7.1.2 of [18] . In the introduction of Chapter II of Young's thesis [28] it was claimed that N(d, n) is reducible for d ≥ 4 and n ≥ 4. However, this result was not proved and it is also not clear how to obtain it. To show reducibility of C(d, n) for n ≥ 4 and d ≥ n Gerstehnaber [5] constructed a unital algebra (i.e. an algebra with an identity) of dimension more than n which is generated by d commuting (square zero) n × n matrices, and his proof can clearly be applied to the nilpotent case to show reducibility of N(d, n) for d ≥ n ≥ 4. However, Guralnick's [6] proof of reducibility of C(d, n) for n ≥ 4 and d ≥ 4, using block diagonal matrices, cannot be applied to the nilpotent case, since all blocks have to be nilpotent. Using Gerstenhaber's idea we will prove that N(d, n) is indeed reducible for all d ≥ 4 and n ≥ 4. In particular, for each n ≥ 4 we will find a unital (n + 1)-dimensional commutative subalgebra of M n (F) generated by 4 nilpotent matrices. The question of irreducibility of N(d, n) then remains open only in the case of triples, i.e. for d = 3. There are two known results about irreducibility of N(3, n). In [28] , Theorem 2.2.1 it was proved that N(3, 4) is irreducible. On the other hand, Clark, O'Meara and Vinsonhaler proved in their book on Weyr form [19] that the variety N(3, n) is reducible for n ≥ 13 (Theorem 7.10.5), using methods from [6] and [11] . Since this result was proved for much smaller dimension than analogous result for C(3, n), it seems to be easier to determine when N(3, n) is irreducible than when C(3, n) is. In this paper we partially answer this question. We prove irreducibility of N(3, n) for n ≤ 6. Our result provides a rigorous argument for irreducibility of N(3, 4) stated in Young's thesis [28] . We also prove that the variety of pairs of commuting nilpotent matrices in the centralizer of a 2-regular nilpotent matrix (i.e. matrix whose Jordan canonical form has at most 2 Jordan blocks) is irreducible, which gives an analog to Corollary 10 of [17] . However, we will show that the same result does not hold for 3-regular case, i.e. a result analogous to Theorem 12 of [25] does not hold in the nilpotent case.
The paper is organized as follows. In Section 2 we recall some preliminary results on nilpotent commuting matrices from the literature. We show that the variety N(d, n) is irreducible if and only if it is equal to the Zariski closure of the set of all d-tuples of commuting nilpotent 1-regular n × n matrices. As a corollary we show two interesting relations between (ir)reducibility of varieties N(d, n) and C(d, n). In Section 3 we show that for each n ≥ 4 there exists a unital (n + 1)-dimensional commutative subalgebra of M n (F) which is generated by 4 nilpotent matrices. This will imply reducibility of varieties N(d, n) for all d ≥ 4 and n ≥ 4. In Section 4 we consider varieties of pairs of commuting nilpotent matrices in the centralizers of given nilpotent matrices. We show that such variety is irreducible if the given matrix is 2-regular, but it can be reducible if the given matrix is 3-regular. In Section 5 we prove irreducibility of varieties N (3, 5) and N(3, 6), using simultaneous commutative perturbations of triples of commuting nilpotent matrices by triples of commuting nilpotent 1-regular matrices. We also show that in any dimension a triple of nilpotent commuting matrices can be perturbed by triples of 1-regular nilpotent commuting matrices if Jordan canonical forms of the matrices in the triple have only one nonzero Jordan block or all Jordan blocks of order at most 2. Note that analogous results in the case of C(3, n) were proved in [11] .
Preliminaries
In the proofs of (ir)reducibility of C(d, n) generic matrices play an important role. Recall that an n × n matrix is called generic if it has n distinct eigenvalues. Generic matrices form an open subset of M n (F) defined by the inequality det p ′ X (X) = 0 where p ′ X is the derivative of the characteristic polynomial of the matrix X. In particular, each irreducible component of the subvariety of M n (F) consisting of all matrices that are not generic is (n 2 − 1)-dimensional. Moreover, the variety C(d, n) is irreducible if and only if it is equal to the Zariski closure of the set of all d-tuples of generic commuting n × n matrices (see [26] , and note that these results do not depend on the characteristic of F). To adapt this strategy for proving irreducibility of N(d, n), we use the concept of 1-regular matrices instead. In this section we recall some results from the literature, especially from [19] , on commuting nilpotent matrices, that will be needed in the sequel. We start with the following definition from [17] .
Remark. Note that the eigenspace of a nilpotent matrix is its kernel and that a nilpotent matrix is r-regular if and only if its Jordan canonical form has at most r Jordan blocks.
For the study of commutativity 1-regular matrices (which are also called regular or nonderogatory) are especially important, since each matrix that commutes with 1-regular matrix is a polynomial in that matrix. Moreover, each (nilpotent) n × n matrix can be perturbed by (nilpotent) 1-regular matrices, and therefore it belongs to the Zariski closure of the set of (nilpotent) 1-regular matrices. We denote by N n the variety of all nilpotent n × n matrices, by R n the set of all 1-regular nilpotent n × n matrices, by R(d, n) the set of all d-tuples (A 1 , A 2 , . . . , A d ) ∈ N(d, n) such that the linear span of A 1 , . . . , A d contains a 1-regular matrix, and by
On the other hand, the set R(d, n) is obtained by the action of the general linear group GL d (F) on R 1 (d, n), hence it can be written as a union of the sets isomorphic to
, where S denotes the closure of the set S in the Zariski topology. We first show that the converse of this implication also holds. If follows from the following proposition (which is essentially Lemma 7.10.3 of [19] ) that shows the irreducibility and the dimension of R 1 (d, n).
Proof. For any nonnegative integer k we denote by F k [t] the space of all polynomials in t over F of degree at most k. The polynomial map ϕ :
is bijective, since all matrices that commute with 1-regular nilpotent matrix A are polynomials in A, and the constant terms of these polynomials have to be zero because of the nilpotency of the matrices in a d-tuple from N(d, n). The variety N n = R n is irreducible and of dimension n 2 −n by Proposition 2.1 of [3] , therefore R 1 (d, n) is the closure of a polynomial image of the irreducible variety N n ×(F n−2 [t]) d−1 , hence it is irreducible. Moreover, the theorem on fibres (Theorem 11.12 of [10] ) implies that the varieties
Remark. Based on this result and the arguments from [6] and [11] the reducibility of N(3, n) for n ≥ 13 was proved in Theorem 7.10.5 of [19] .
Proof. Since the variety R 1 (d, n) is irreducible and the set R(d, n) is obtained from
The corollary now follows immediately from the previous proposition.
The following two corollaries show the relations between (ir)reducibility of C(d, n) and of N(d, n).
Corollary 3.
1 Suppose that the variety C(d, m) is irreducible for each m < n and that
where at least one of the matrices A 1 , . . . , A d is 1-regular (see [25] ). Let (A 1 , . . . , A d ) ∈ C(d, n) be an arbitrary d-tuple. If one of the matrices A 1 , . . . , A d has two distinct eigenvalues, then extending the proof of Lemma 5 of [26] (which clearly holds in any characteristic) to any number of matrices we get (A 1 , . . . , A d ) ∈ R 1 (d, n). In the sequel we can therefore assume that A i has only one eigenvalue λ i for each i = 1, . . . , d. If we denote by I the identity matrix, then (
by the assumption on irreducibility of the variety N(d, n). However, the sets
} are clearly the same, so their closures also are, and we get ( Since we know that C(4, 4) is reducible and N(4, n) is irreducible for n ≤ 3, we obtain:
We conclude this section with two lemmas telling us which reductions we can do while proving that N(d, n) = R(d, n). The first lemma is a simple consequence of the fact that in an irreducible variety any nonempty open subset is dense. 
The lemma tells us that if we want to prove that any d-tuple from some irreducible subvariety of N(d, n) belongs to R(d, n), then we can assume any nonempty open condition on the d-tuple. Lemma 7. Let (A 1 , . . . , A d ) ∈ N(d, n) be a d-tuple of commuting nilpotent matrices, P ∈ GL n (F) an arbitrary invertible matrix, Q ∈ GL n (F) an invertible matrix satisfying (c) (
be a polynomial map that maps the set R(d, n) to its closure. Since polynomial maps are continuous in the Zariski topology, it follows that ϕ(R(d, n)) ⊆ ϕ(R(d, n)) ⊆ R(d, n). Moreover, if ϕ is invertible and its inverse is also a polynomial map that maps the set R(d, n) to its closure, then ϕ(R(d, n)) = R(d, n). Now the equivalences in (a), (b), (d) and (e) follow immediately if the map ϕ is respectively conjugation of the matrices in the d-tuple by P , the action of a fixed element of
, the transposition, and the composition of the conjugation and the transposition. However, since
follows also if ϕ is bijective with polynomial inverse and ϕ and ϕ
3 Commutative subalgebras of M n (F) and reducibility
By Corollary 5 the variety N(4, 4) is reducible. In this section we generalize this result. In other words, we show that N(d, n) is reducible for all d, n ≥ 4. To do so we use the connection between irreducibility of N(d, n) and the dimension of commutative subalgebras of M n (F) generated by d nilpotent matrices. For commuting matrices
denote the unital algebra generated by the matrices A 1 , . . . , A d . Using the idea from [6] we first show that irreducibility of the variety N(d, n) implies that each commutative unital subalgebra of M n (F) generated by d nilpotent matrices is at most ndimensional. Then for each n ≥ 4 we construct a (n + 1)-dimensional commutative unital subalgebra of M n (F) that is generated by 4 nilpotent matrices, which shows reducibility of N(d, n) for all d, n ≥ 4. We start with the following proposition whose proof is just extension of the proof of Theorem 1 of [6] to an arbitrary number of matrices.
Proposition 8. For each positive integer r the set
is closed in the Zariski topology (i.e. it is an affine variety).
Proof. Consider the n 2 ×n d matrix whose columns are the matrices A
The rank of this matrix is equal to the dimension of the algebra F[A 1 , . . . , A d ]. However, the condition that the rank of a matrix is bounded by r is a closed condition, hence the proposition follows.
Corollary 9.
If the variety N(d, n) is irreducible, then each commutative unital subalgebra of M n (F) generated by d nilpotent matrices is at most n-dimensional.
Proof. By the previous proposition the set Proof. By the previous corollary it suffices to find for each n ≥ 4 some commutative unital subalgebra of M n (F) of dimension n + 1 which is generated by 4 nilpotent matrices. Let A 1 be the nilpotent matrix in Jordan canonical form which has one Jordan block of order n − 2 and one Jordan block of order 2, and let A 2 = e 1 e n T , A 3 = e n−1 e n−2 T and A 4 = e n−1 e n T where e i denotes the i-th standard basis vector of F n , i.e. the vector with 1 on the i-th component and 0 elsewhere. Then the algebra F[A 1 , A 2 , A 3 , A 4 ] is generated by 4 nilpotent commuting matrices and spanned by I, A 1 , . . . , A
, which proves the theorem.
Pairs of commuting nilpotent matrices in the centralizer of a nilpotent matrix
In Section 2 we have seen that N(3, n) is irreducible if and only if it is equal to the Zariski closure of R(3, n). The proof of irreducibility of N(3, n) is usually based on perturbation by triples of 1-regular nilpotent commuting matrices, in the sense that through each triple from N(3, n) we find an irreducible curve (typically a line) in N(3, n) with a Zariski open (and dense) subset contained in R(3, n). However, in general the perturbed triples are not easy to find. Much easier to find, when they exist, are commutative nilpotent 1-regular perturbations of only two of the matrices of the triple in the centralizer of the third matrix. (For an example when this is not possible, see Proposition 23 below.) Similarly as in the proofs of irreducibility of C(3, n), it is therefore convenient to study varieties of pairs of commuting nilpotent matrices in the centralizers of given nilpotent matrices. For a nilpotent matrix A ∈ M n (F) denote by C(A) the centralizer of A, by N(A) the nilpotent centralizer of A (i.e. the set of all nilpotent n × n matrices that commute with A), and let
Clearly all these sets are affine varieties. The variety C 2 (A) is irreducible if A is 3-regular, cf. Corollary 10 of [17] and Theorem 12 of [25] . In this section we study analogous problem for N 2 (A). In particular we prove that the variety N 2 (A) is irreducible if A is 2-regular nilpotent matrix. However, the same does not hold if A is 3-regular. For the proofs of these results we now introduce some additional notation. For a nilpotent n × n matrix A we define
Note that, by Theorem 1.1 of [16] , for commuting n × n matrices A and B the condition dim F[A, B] = n is equivalent to dim(C(A) ∩ C(B)) = n and to the condition that the algebra F[A, B] is self-centralizing.
Lemma 11. For any nilpotent matrix
≤ r} is Zariski closed for each positive integer r. On the other hand, by Theorem 1 of [6] a unital algebra generated by two commuting n × n matrices can be at most n-dimensional, so the set
= n} is closed, and therefore ({A} × N(A)) ∩ V is closed. However, the later set is isomorphic to N(A)\D(A), which shows that
For the second part of the lemma observe that
The following lemma was proved in [3] (Lemma 2.3).
Lemma 12 (Basili). For any nilpotent matrix A the variety N(A) is irreducible.
Proof. Because of the previous two lemmas we have to prove only that the set D(A) is nonempty. Since for each invertible matrix P ∈ GL n (F) the varieties N(A) and N(P −1 AP ) are clearly isomorphic, we can assume that the matrix A is in the Jordan
block for each i = 1, 2, . . . , k, and n 1 ≥ n 2 ≥ · · · ≥ n k ≥ 1 (and J i = 0 in the case of
. Then the matrix B is nilpotent, it commutes with A and dim(ker A ∩ ker B) = 1, where ker X denotes the kernel of the matrix X. Theorem 2 of [13] then implies that dim F[A, B] = n, i.e. B ∈ D(A). Note that, although in [13] it is assumed F = C, the proof of Theorem 2 of [13] is valid over any field.
Proof. Similarly as in the previous corollary we can assume that the matrix A is in the Jordan canonical form. Let A = J 1 ⊕ · · · ⊕ J k where for each i = 1, . . . , k the matrix J i is the nilpotent Jordan block of size n i × n i , and n 1 ≥ n 2 ≥ · · · ≥ n k ≥ 1. Let B be any nilpotent n × n matrix that commutes with A such that the algebra generated by A and B is n-dimensional. Then the algebra F[A, B] has the basis
(see Theorem 2 of [2] or Theorem 1.1 of [14] ). We define the polynomial map
= n, and Theorem 1.1 of [16] implies that the algebra F[A, B] is self-centralizing. In particular, C is a polynomial in A and B, and since the matrix C is nilpotent and B is the basis of F[A, B], it follows that the map ϕ is surjective. Therefore the closure D 2 (A) is a closure of a polynomial image of the irreducible variety N(A) × F n−1 , hence it is irreducible. Moreover, since B is the basis of F[A, B], the map ϕ is also injective, and dim D 2 (A) = dim N(A) + n − 1 by the theorem on fibres.
To complete the proof we have to find the dimension of the variety N(A). We can conjugate the matrix A, so we can assume that •
and
By Lemma 2.3 of [3] the matrix B belongs to N(A) (i.e. it is nilpotent) if and only if the matrices B
11 , . . . , B
ll are all nilpotent. Since dim In the sequel we assume that C is not a polynomial in A and B and also that B is not a polynomial in A and C. For any invertible matrix P ∈ GL n (F) the varieties N 2 (A) and N 2 (P −1 AP ) are clearly isomorphic, therefore we can assume that the matrix A is in and q is of degree less than m. Moreover, as observed in the remark after Lemma 4 of [17] the multiplication in C(A) corresponds to the multiplication of such polynomial matrices. In Case 1 we will use this polynomial notation for all elements of C(A). Note that in this notation A corresponds to the matrix t 0 0 t . The matrices B and C commute with A, they are nilpotent and by Lemma 16 we can add any polynomials (with zero constant terms) in A to them, therefore we can assume that B = 0 t k−m p(t) q(t) r(t) and
for some polynomials p, p ′ , q, q ′ , r, r ′ ∈ F[t]/t m . Since B and C are nilpotent, the polynomials r and r ′ have zero constant terms. (1) Assume first that at least one of the polynomials p, p ′ , q, q ′ has nonzero constant term. By Lemma 16(a) we can assume that p or q has nonzero constant term. Then it is easy to see that in the first case dim(ker A ∩ ker B) = 1 and in the second case dim(ker A T ∩ker B T ) = 1. Theorem 2 of [13] then in both cases implies that dim F[A, B] = n, therefore (B, C) ∈ D 2 (A).
(2) Assume now that the constant terms of the polynomials p, p ′ , q, q ′ are all zero. Let β be the largest positive integer such that t β divides p(t), q(t) and r(t), and let γ be the largest positive integer such that t γ divides p ′ (t), q ′ (t) and r ′ (t). Then B =
, where at least one of the polynomialsp(t),q(t),r(t) is not divisible by t and at least one ofp ′ (t),q ′ (t),r ′ (t) is not divisible by t. If t dividesr(t) orr ′ (t), then by Lemma 16(a) we can assume that t dividesr(t).
The matrix X = 0 t k−mp (t) q(t)r(t)
is then nilpotent and it commutes with B. Since at least one of the polynomialsp(t),q(t) is not divisible by t, for each λ = 0 the pair (B, C + λX) belongs to D 2 (A) by (1) . Therefore (B, C) ∈ D 2 (A). However, ifr(t) andr ′ (t) are not divisible by t, then by Lemma 16(a) we can assume that β ≤ γ. Moreover, the matrixr(A) is invertible and its inverse is a polynomial in A, therefore by Lemma 16(b) the pair (B, C) belongs to D 2 (A) if and only if the pair (B, C − A γ−βr′ (A)r(A) −1 B) belongs to D 2 (A), and we can assume thatr ′ (t) = 0. Since the matrix C is not a polynomial in A and B, one of the polynomialsq ′ andp ′ is nonzero, therefore the pair (B, C) belongs to D 2 (A) by the previous paragraph.
Case 2. Assume that k = m. Since for any invertible matrix P ∈ GL n (F) the varieties N 2 (A) and N 2 (P −1 AP ) are isomorphic, we can assume that the matrix A is of the block
with k rows and k columns, and each block is a 2 × 2
matrices B i and C i . Clearly B 1 and C 1 have to be nilpotent matrices. By the remark after Lemma 4 of [17] these matrices B and C can be identified with the polynomials
We will use this notation in Case 2.
(1) If B 1 or C 1 is nonzero matrix, then by Lemma 16(a) we can assume that B 1 = 0. However, then dim(ker A ∩ ker B) = 1, which implies dim F[A, B] = n by Theorem 2 of [13] , therefore (B, C) ∈ D 2 (A).
(2) Assume now that B 1 = C 1 = 0. If B 2 is not a scalar matrix, then the commutativity relation of B and C implies that B 2 C 2 = C 2 B 2 which is equivalent to C 2 = αI + βB 2 for some α, β ∈ F. Moreover, by Lemma 16(b) we can assume that C 2 = 0. Then the commutativity relation implies that B 2 C 3 = C 3 B 2 , which again means that C 3 is linearly dependent of I and B 2 , and using Lemma 16(b) we can assume that C 3 = 0. Repeating this we can assume that C i = 0 for each i ≤ k−1. Since the variety of all 2×2 matrices that are not generic is 3-dimensional, its intersection with any 2-dimensional vector subspace of M 2 (F) is at least 1-dimensional by Theorem 6 in Chapter I, §6.2 of [22] . In particular, there exist µ, ν ∈ F, at least one of them nonzero, such that the matrix µB 2 − νC k is not generic. If ν = 0, then B 2 is not generic, and since we can add any multiple of A to B, we can assume that B 2 is nilpotent. The matrix
is then nilpotent and it commutes with B. Since (B(t), C(t) + λ B(t)) ∈ D 2 (A) for all λ = 0 by (1), we obtain (B, C) ∈ D 2 (A). However, if ν = 0, then by Lemma 16(b) we can subtract µ ν A k−2 B from C, therefore we can assume that C k is not generic, and by the same lemma we can assume that it is nilpotent. Since C is not a polynomial in A and B, its submatrix C k is nonzero. The matrix C(t) = C k ∈ C(A) is then nilpotent, it commutes with C and by (1) the pair (B(t) + λ C(t), C(t)) belongs to D 2 (A) for each λ = 0. Therefore (B, C) ∈ D 2 (A). It remains to consider the case when B 2 is a scalar matrix. Since C is not a polynomial in A, there exists the smallest positive integer l such that C l is not a scalar matrix. The matrix C(t) = C l t + · · · + C k t k−l+1 then commutes with C, and by the previous paragraph (B(t) + λ C(t), C(t)) ∈ D 2 (A) for each λ = 0. However, then (B, C) ∈ D 2 (A), which completes the proof of the theorem. (A, B, C) is any triple of commuting nilpotent n × n matrices with A 2-regular, then (A, B, C) ∈ R(3, n).
Corollary 18. If
Proof. Let A be 2-regular and (X, Y ) ∈ D 2 (A) arbitrary pair. Then the pair (X, 0) also belongs to D 2 (A) and Y is a polynomial in A and X by Theorem 1.1 of [16] . By Theorem 3.7 of [21] the variety N(2, n) is irreducible for all positive integers n, therefore (A, X) ∈ R(2, n) and (A, X, 0) ∈ R(2, n) × {0}. However, since R(2, n) × {0} ⊆ R(3, n), it follows that (A, X, 0) ∈ R(3, n). 
Clearly V is a proper subvariety of N 2 (A), and its dimension is at least 16, since it is a subset of F 18 defined by 2 equations. However, by Proposition 14 the closure D 2 (A) has dimension equal to dim C(A) − dim ker A + 5 = 16, therefore D 2 (A) cannot be equal to N 2 (A), and N 2 (A) is reducible.
Remark. As we will see in the next section, although the variety N 2 (A) in the previous proposition is reducible, the variety N(3, 6) is still irreducible. However, to prove this one needs to have all three matrices of the triples from {A} × N 2 (A) perturbed by 1-regular nilpotent commuting matrices, not only two of them. N (3, n) for n ≤ 6
Irreducibility of varieties
In the previous section we proved that each triple of commuting nilpotent n × n matrices that contains a 2-regular matrix belongs to R(3, n). In this section we consider all other cases that occur in dimensions 5 and 6. Eventually, we prove that the varieties N (3, 5) and N(3, 6) are irreducible. We start with two results that hold in any dimension. We prove that a triple of commuting nilpotent n × n matrices belongs to R(3, n) if the Jordan canonical forms of the matrices in the triple have only one nonzero Jordan block or if they have Jordan blocks of orders at most 2. These results will be proved under some additional assumptions on the perturbability of triples of matrices of higher rank, which, however, have no influence on irreducibility of N(3, n), since in the case of irreducibility of N(3, n) all triples have to belong to R(3, n). Note that these results are nilpotent versions of Theorems 5.3 and 5.1 of [11] .
Proposition 20. Let k < n and assume that each triple of commuting nilpotent n × n matrices whose linear span contains a matrix of rank at least k belongs to R(3, n). Let (A, B, C) ∈ N(3, n) be a triple such that the Jordan canonical form of A has one Jordan block of order k and n − k zero Jordan blocks. Then (A, B, C) ∈ R(3, n).
Proof. If k = n − 1, then the matrix A is 2-regular and the proposition follows from Corollary 18. Therefore we assume that k ≤ n − 2. By Lemma 7(a) we can assume that the matrix A is in the Jordan canonical form. If J denotes the k × k Jordan block, then
for some polynomials with zero constant
. By Lemma 7(c) we can assume that p and p ′ are zero polynomials. Moreover, if D or D ′ is nonzero, then there exists some linear combination of the matrices A, B and C which is of rank at least k, and the triple (A, B, C) belongs to R(3, n) by the assumption of the proposition. Therefore we can assume that D = D ′ = 0. Then the triple (A, B, C) belongs to a subvariety of N(3, n) which is isomorphic to {(a, a
This variety is irreducible, since it is defined by one irreducible polynomial. Therefore by Lemma 6 we can assume any open condition on the matrices B and C. We assume that the vectors a and a ′ are linearly independent and that a T b = 0 and a ′ T b ′ = 0. In particular, the vector a is nonzero and by Lemma 7(a) we can assume that a = e 1 . Let β = e 1 T b
and Q = 1 0 b I ∈ GL n−k (F) whereb is the vector of the last n − k − 1 components
. By Lemma 7(a) the triple (A, B, C) belongs to R(3, n) if and only if the triple (A, P −1 BP, P −1 CP ) does, therefore we can assume that b = βe 1 . Moreover, by Lemma 7 we can add any multiple of B to C and change the basis of F n , therefore we can assume that a ′ = e 2 . The commutativity relation of B and C then implies that e 1 T b ′ = 0, and similarly as we assumed b = βe 1 we can assume also that b ′ = −γe 2 for some nonzero γ ∈ F. We define
where the first two rows and columns are of dimension 1 and the last ones are of dimension n − k − 2 (possibly 0), and let Y = 0 0 0 X and Z = 0 0 0 X ′ , where the first rows and columns are of dimension k and the last ones of dimension n−k. The matrices X and X ′ are of square zero, they commute, and e 1 T X ′ = e 2 T X and βX ′ e 1 = −γXe 2 , therefore (A, B+λY, C+λZ) ∈ N(3, n) for each λ ∈ F. Since the matrix X is nonzero, for each λ = 0 some linear combination of A and B + λY has rank k, therefore (A, B + λY, C + λZ) ∈ R(3, n) by the assumption of the proposition. However, then the triple (A, B, C) also belongs to R(3, n). Now we deal with triples whose matrices generate a vector space of square zero matrices. We first prove a lemma, which can be seen as the nilpotent version of Proposition 4.3 of [11] . Our proof is just a slight modification of that of Theorem 1 in [20] . In the sequel we assume that V is injective, and in particular l ≥ m. The conclusion of the lemma clearly remains the same if we conjugate the matrix B by any invertible matrix of the form P =   P 1 0 0 0 P 1 0 0 P 2 P 3   (which belongs to the centralizer of A). In particular, since V is injective, there exist R ∈ M m×l (F) and Q ∈ GL l (F) such 
Since we can conjugate the matrix B by the matrix P =
, where the first row and column are of dimension l − (t + 1)m and the other t + 1 rows and t + 2 columns are of dimension m, and we can proceed with the induction. However, if l − tm = 0, then because of m ≥ 2 there exists a nonzero nilpotent matrix
Then N is a nilpotent matrix that commutes with A and with B, which completes the proof of the lemma.
Remark. Note that the above proof would not work for m = 1, even if we assume that rank B ≤ l − 1, which was assumed in [11] and [20] . As we will see in the proof of the next proposition, the lemma still holds if m = 1 and rank B ≤ l − 1, but it has to be proved slightly differently.
Proposition 22. Let l be a positive integer, m a nonnegative integer and n = 2l + m.
Assume that each triple of commuting nilpotent n × n matrices whose linear span contains either a matrix of rank at least l + 1 or a matrix of rank l with nonzero square belongs to R(3, n). Let (A, B, C) ∈ N(3, n) be a triple such that the Jordan canonical form of A has l Jordan blocks of order 2 and m zero Jordan blocks. Then (A, B, C) ∈ R(3, n).
Proof. By Lemma 7(a) we can conjugate the matrices by any invertible n × n matrix, therefore we can assume that A = 
. By the assumption of the proposition we can assume that each linear combination of the matrices A, B and C is a square-zero matrix of rank at most l. The second condition immediately implies that 
Recall that for any matrix X ∈ M l (F) we denoted by C(X) the centralizer of X. Similarly we denote by C(C(X)) the centralizer of the algebra C(X) in M l (F) (i.e. the set of all matrices from M l (F) that commute with all elements of C(X)) and by Z(C(X)) the center of the algebra C(X) (i.e. Z(C(X)) = C(C(X)) ∩ C(X)). Theorem 7 in Chapter 1 of [23] yields Z(C(X)) = F[X] for all X ∈ M l (F), and since each matrix that commutes with all elements of C(X) clearly belongs to C(X), we obtain C(C(X)) = F[X] for all X ∈ M l (F). Since the algebra at least 1-dimensional by Theorem 6 in Chapter I, §6.2 of [22] . In particular, there exist λ, µ ∈ F, not both of them zero, such that the matrix λE + µE ′ is not generic. Moreover, by Lemma 7(b) we can assume that E is not generic. Therefore it commutes with some nonzero nilpotent matrix N ′ ∈ M l (F). The matrix N = N ′ 0 0 N ′ is then nilpotent and it commutes with B, so (A, B, C + λN) ∈ N(3, n) for each λ ∈ F. Since N ′ = 0, the triple (A, B, C + λN) belongs to R(3, n) for all λ = 0 by the previous paragraph, therefore (A, B, C) ∈ R(3, n).
In the rest of the proof we will assume that m > 0. Since B 2 = 0, it follows that F G = 0. Moreover, for each λ ∈ F the rank of the matrix λA+ B is at most l, which implies that
therefore e j T GF e i = 0 for all i, j = 1, . . . , m, i.e. GF = 0. Assume first that there exist µ, ν ∈ F such that the matrices µG+νG ′ and µF +νF ′ are both nonzero. By Lemma 7(b) we can then assume that F and G are nonzero matrices. Since GF = 0 and F G = 0, it follows that m > 1 and that the rank of the matrices F and G is strictly smaller than min{m, l}. By Lemma 7(a) we can conjugate the matrices B and C by any invertible matrix in the centralizer of A, therefore we can assume that F = with A and with B. Moreover, for each λ = 0 there exists a linear combination of A and C + λN which has rank at least l + 1, so (A, B, C + λN) ∈ R(3, n) by the assumption of the proposition, and therefore (A, B, C) ∈ R(3, n).
We can now assume that for all µ, ν ∈ F we have µF + νF ′ = 0 or µG + νG ′ = 0, which is equivalent to F = F ′ = 0 or G = G ′ = 0, and by Lemma 7(e) we can assume that G = G ′ = 0. The triple (A, B, C) belongs to the 2l(m + l)-dimensional affine space of all triples of n × n matrices such that the first matrix of the triple is equal to A and the other two matrices have nonzero entries only in the last two block columns of the first block row. This is an irreducible subvariety of N(3, n), therefore by Lemma 6 we can assume any open condition on A, B and C, and we assume that some linear combination of F and F ′ is of full rank (i.e. equal to min{m, l}). If m ≥ 2, then we can use the previous lemma to obtain a nonzero nilpotent n × n matrix of the form
 that commutes with A and B, therefore (A, B, C + λN) ∈ N(3, n) for all λ ∈ F. Since N is nonzero and some linear combination of F and F ′ has full rank, the triple (A, B, C + λN) belongs to R(3, n) for all λ = 0 by the cases already considered in this proof. Therefore the triple (A, B, C) also belongs to R (3, n) .
However, if m = 1, then by Corollary 2.1 of [27] there exists some nonzero linear combination of A, B and C that has rank at most l − 1, and by Lemma 7(b) we can assume that rank B ≤ l − 1. Therefore there exists some nonzero vector x ∈ F l such that x T E = 0 and x T F = 0. Moreover, since [E F ] is l × (l + 1) matrix of rank at most l − 1, its kernel is at least 2-dimensional. In particular, there exist y ∈ F l and ζ ∈ F, not both of them zero, such that x T y = 0 and Ey + ζF = 0. The matrix N =   yx
is then nilpotent and it commutes with A and B. As in the previous paragraph the triple (A, B, C + λN) belongs to R(3, n) for each λ = 0, therefore (A, B, C) ∈ R(3, n), which completes the proof of the proposition.
To prove irreducibility of the variety N(3, 6) only the case of Jordan blocks of orders 3, 2 and 1 is left to be considered. We will prove that triples of commuting nilpotent matrices with such Jordan structure also belong to R(3, 6). However, if the matrix A is such a matrix, then the variety N 2 (A) is reducible, cf. Proposition 19. This means that we have to perturb all three matrices in the triple, not only two of them, as it was done in all previous cases. The perturbed matrices can be computed explicitly, but expressing them in terms of the original matrices is complicated. Therefore we prefer to give a geometric proof of their existence. such that c + λc ′ and f + λf ′ are both nonzero, then the matrix B + λC has rank at least 4 and (A, B, C) ∈ R(3, 6) by Corollary 18. Therefore we can in the sequel assume that c = c ′ = 0 or f = f ′ = 0, and by Lemma 7(e) we can assume that f = f ′ = 0. We will consider two cases. Case 1. Assume that c = 0 or c ′ = 0. By Lemma 7(b) we can assume that c = 0. If i + λi ′ = 0 for some λ ∈ F, then we can by Lemma 7(b) assume that i = 0. However, then dim(ker A ∩ ker B) = 1, so Theorem 2 of [13] implies that dim F[A, B] = 6, i.e. (B, C) ∈ D 2 (A), and therefore (A, B, C) ∈ R(3, 6) (see the proof of Corollary 18). In the rest of Case 1 we can therefore assume that i = i ′ = 0. To simplify the notation of the matrices we will change the basis of 
for some x i ∈ F 3 , Y i ∈ M 3 (F), Z i ∈ M 3×2 (F) and ζ i ∈ F, where J denotes the nilpotent 2 × 2 Jordan block. Furthermore, let U be the open subset of V consisting of all triples (X 1 , X 2 , X 3 ) ∈ V with X 1 1-regular and x 1 , x 2 , x 3 linearly independent, let U 1 be the set of all 6 × 6 matrices X 1 such that (X 1 , X 2 , X 3 ) ∈ U for some X 2 , X 3 ∈ M 6 (F), and let U 
