Abstract-There are indications that the morphology of atherosclerotic carotid plaques, obtained by high-resolution ultrasound imaging, has prognostic implications. The objective of this study was to develop a computer-aided system that will facilitate the characterization of carotid plaques for the identification of individuals with asymptomatic carotid stenosis at risk of stroke. A total of 230 plaque images were collected which were classified into two types: symptomatic because of ipsilateral hemispheric symptoms, or asymptomatic because they were not connected with ipsilateral hemispheric events. Ten different texture feature sets were extracted from the manually segmented plaque images using the following algorithms: first-order statistics, spatial gray level dependence matrices, gray level difference statistics, neighborhood gray tone difference matrix, statistical feature matrix, Laws texture energy measures, fractal dimension texture analysis, Fourier power spectrum and shape parameters. For the classification task a modular neural network composed of self-organizing map (SOM) classifiers, and combining techniques based on a confidence measure were used. Combining the classification results of the ten SOM classifiers inputted with the ten feature sets improved the classification rate of the individual classifiers, reaching an average diagnostic yield (DY) of 73.1%. The same modular system was implemented using the statistical k-nearest neighbor (KNN) classifier. The combined DY for the KNN system was 68.8%. The results of this paper show that it is possible to identify a group of patients at risk of stroke based on texture features extracted from ultrasound images of carotid plaques. This group of patients may benefit from a carotid endarterectomy whereas other patients may be spared from an unnecessary operation.
to identify patients at high risk, which will be considered for carotid endarterectomy, and patients at low risk, which should be spared from an unnecessary, expensive and often dangerous operation. There are indications that the morphology of atherosclerotic carotid plaques, obtained by high-resolution ultrasound imaging, has prognostic implications [2] [3] [4] [5] [6] [7] . Smooth surface, echogenicity and a homogenous texture are characteristics of stable plaques, whereas irregular surface, echolucency and a heterogeneous texture are characteristics of potentially unstable plaques. The objective of this study was to develop a computer-aided system that will facilitate the characterization of carotid plaques for the identification of individuals with asymptomatic carotid stenosis at risk of stroke.
In previous work, Geroulakos et al. [2] tested the hypothesis that the ultrasonic characteristics of carotid artery plaques were closely related to symptoms, and that the plaque structure may be an important factor in producing stroke, perhaps more than the degree of stenosis. An association was found of echolucent plaques with symptoms and cerebral infractions, which provided further evidence that echolucent plaques are unstable and tend to embolize. El-Barghouty et al. [3] in a study with 94 plaques reported an association between carotid plaque echolucency and the incidence of cerebral computed tomography brain infractions. The gray scale median (GSM) of the ultrasound plaque image was used for the characterization of plaques as echolucent (GSM ) and echogenic (GSM ). Iannuzzi et al. [4] analyzed 242 stroke and 336 transient ischemic attack (TIA) patients and identified significant relationships between carotid artery ultrasound plaque characteristics and ischemic cerebrovascular events. The features that were more consistently associated with TIAs were low echogenicity of carotid plaques, thicker plaques, and presence of longitudinal motion. Elatrozy et al. [5] in a study where 80 patients were examined, reported that plaques with GSM are more related to ipsilateral hemispheric symptoms. Wilhjelm et al. [6] in a study with 52 patients scheduled for endarterectomy, presented a quantitative comparison between subjective classification of the ultrasound images, first-and second-order statistical features, and a histological analysis of the surgically removed plaque. Some correlation was found between the three types of information where the best performing feature was found to be the contrast. Finally, Polak et al. [7] in a study where 4886 individuals were followed up for an average of 3.3 years, found that hypoechoic carotid plaques, as seen on ultrasound images of the carotid arteries, are associated with increased risk of stroke. The plaques were manually categorized as hypoechoic, isoechoic or hyperechoic by independent readers. Polak et al. [7] further suggested that the subjectively grading of the plaque characteristics might be improved by the use of quantitative methods, as proposed in this study.
The main objective of this study was to develop a computer-aided system using multifeature texture analysis, neural network classifiers and statistical pattern recognition techniques, for the automated characterization of carotid plaques recorded from high-resolution ultrasound images. The computer-aided classification of carotid plaques will contribute toward a more standardized and accurate methodology for the assessment of carotid plaques. The developed system should be able, based on extracted texture feature and shape parameters, to automatically classify plaques into one of the following types: 1) symptomatic because of ipsilateral hemispheric symptoms; 2) asymptomatic because they were not connected with ipsilateral hemispheric events. The aim is to identify patients at risk of stroke. The system is composed from the following modules: 1) image acquisition and preprocessing; 2) feature extraction; 3) plaque classification; and 4) system combiner. Fig. 1 illustrates the flowchart of the system.
II. MATERIAL
A total of 230 carotid plaque ultrasound images (115 symptomatic and 115 asymptomatic) obtained from 209 subjects, were analyzed. For some subjects plaques were obtained from both the right and left carotid arteries. Two sets of data were selected: 1) for training the system; 2) for evaluating its performance. For training the system, 80 symptomatic and 80 asymptomatic plaques were used, whereas for evaluation of the system, the remaining 35 symptomatic and 35 asymptomatic plaques were used. Five different bootstrap sets were constructed, where in each set 160 (80 80) plaques were selected at random for training and 70 (35 35) plaques for evaluation. The carotid plaques were labeled as symptomatic after one of the following symptoms was identified: stroke, TIA, or amaurosis fugax (AF). Hemorrhagic plaques, whose structure might change after the incidence, were excluded from the set of plaques under investigation. The aim of the system was to identify plaques with the potential to generate an incidence (stroke, TIA or AF).
III. IMAGE ACQUISITION AND PREPROCESSING
The ultrasound images were collected at the Irvine Laboratory for Cardiovascular Investigation and Research, Saint Marys Hospital, U.K., by two ultrasonographers using an ATL (model HDI 3000; Advanced Technology Laboratories, Leichworth, U.K.) duplex scanner with a 7-4 MHz multifrequency probe. Longitudinal scans were performed using duplex scanning and color flow imaging [8] . B-mode scan settings were adjusted so that the maximum dynamic range was used with a linear postprocessing curve. The position of the probe was adjusted so that the ultrasonic beam was vertical to the artery wall. The time gain compensation curve was adjusted (gently sloping) to produce uniform intensity of echoes on the screen, but it was vertical in the lumen of the artery where attenuation in blood was minimal so that echogenicity of the far wall was the same as that of the near wall. The overall gain was set so that the appearance of the plaque was assessed to be optimal and noise appeared within the lumen. It was then decreased so that at least some areas in the lumen appeared to be free of noise (black) [8] . The resolution of the images was in the order of 700 500 pixels and the average size and standard deviation of the segmented images was pixels. Before processing, the images were standardized manually by linearly adjusting the image so that the median gray level value of the blood was 15-20, and the median gray level value of the adventitia (artery wall) was 180-200. The scale of the gray level of the images ranged from 0 to 255. This standardization using blood and adventitia as reference points was necessary in order to extract comparable measurements in case of processing images obtained by different operators or different equipment [8] . Following the image standardization, the expert physician using as guide their corresponding color blood flow images segmented the plaques manually. Fig. 2 shows an ultrasound image with the plaque region outlined, as well as the adventitia and blood regions used as reference points for the standardization. Fig. 3 shows some examples of segmented symptomatic and asymptomatic plaques.
IV. FEATURE EXTRACTION
Texture features and shape parameters were extracted from the segmented plaque images in order to be used for the classification of the carotid plaques. Texture contains important information that is used by humans for the interpretation and the analysis of many types of images. Texture refers to the spatial interrelationships and arrangement of the basic elements of an image [9] . Visually, these spatial interrelationships and arrangements of the image pixels are seen as variations in the intensity patterns or gray tones. Therefore, texture features have to be derived from the gray tones of the image. Although it is easy for humans to recognize texture, it is quite a difficult task to be defined, and subsequently to be interpreted by digital computers.
In this study, a total number of 61 texture features and shape parameters were extracted from the plaque segments using the following algorithms. The tested feature sets were also successfully used in previous work in texture analysis [10] [11] [12] [13] . Some of the used features capture complementary textural properties, however, features that were highly dependent or similar with features in other feature sets, were identified through statistical analysis and eliminated. The implementation details for the texture algorithms can be found in the referred papers.
A. First-Order Statistics (FOS)
The following statistical features were computed [14] : Fig. 3 . Examples of symptomatic and asymptomatic plaques as these were segmented by the expert physician. Selected texture values are given for the features Coarseness (36), Entropy (27) and Median (2) . The numbers in brackets denote the serial feature number as listed in Table I. 1) mean value, 2) median value, 3) standard deviation, 4) skewness, and 5) kurtosis.
B. Spatial Gray Level Dependence Matrices (SGLDM)
The SGLDM as proposed by Haralick et al. [15] are based on the estimation of the second-order joint conditional probability density functions (pdfs) that two pixels ( ) and ( ) with distance in direction specified by the angle , have intensities of gray level and gray level . Based on the pdfs the following texture measures [15] were computed: 1) Angular second moment, 2) Contrast, 3) Correlation, 4) Sum of squares: variance, 5) Inverse difference moment, 6) Sum average, 7) Sum variance, 8) Sum entropy, 9) Entropy, 10) Difference variance, 11) Difference entropy, and 12), 13) Information measures of correlation.
For a chosen distance (in this paper was used, i.e., 3 3 matrices) and for angles , 45 , 90 and 135 we computed four values for each of the above 13 texture measures. In this paper, the mean and the range of these four values were computed for each feature, and they were used as two different feature sets.
C. Gray Level Difference Statistics (GLDS)
The GLDS algorithm [10] uses first-order statistics of local property values based on absolute differences between pairs of gray levels or of average gray levels in order to extract the following texture measures: 1) Contrast, 2) angular second moment, 3) entropy, and 4) mean.
The above features were calculated for displacements , (1, 1), (1, 0), (1,  ) , where , and their mean values were taken.
D. Neighborhood Gray Tone Difference Matrix (NGTDM)
Amadasun and King [9] proposed the NGTDM in order to extract textural features, which correspond to visual properties of texture. The following features were extracted, for a neighborhood size of 3 3: 1) Coarseness, 2) contrast, 3) busyness, 4) complexity, and 5) strength.
E. Statistical Feature Matrix (SFM)
The SFM [16] measures the statistical properties of pixel pairs at several distances within an image, which are used for statistical analysis. Based on the SFM the following texture features were computed: 1) Coarseness, 2) contrast, 3) periodicity, and 4) roughness. The constants , which determine the maximum intersample spacing distance were set in this paper to .
F. Laws Texture Energy Measures (TEM)
For the laws TEM extraction [11] , [17] , vectors of length , , , and were used, where performs local averaging, acts as edge detector and acts as spot detector. If we multiply the column vectors of length by row vectors of the same length, we obtain Laws masks. In order to extract texture features from an image, these masks are convoluted with the image and the statistics (e.g., energy) of the resulting image are used to describe texture. The following texture features were extracted.
1) LL-texture energy from LL kernel; 2) EE-texture energy from EE kernel; 3) SS-texture energy from SS kernel; 4) LE-average texture energy from LE and EL kernels; 5) ES-average texture energy from ES and SE kernels; and 6) LS-average texture energy from LS and SL kernels.
G. Fractal Dimension Texture Analysis (FDTA)
Mandelbrot [18] developed the fractional Brownian motion model in order to describe the roughness of natural surfaces. The Hurst coefficient [11] was computed for image resolutions , 2, 3, 4. A smooth surface is described by a large value of the parameter whereas the reverse applies for a rough surface.
H. Fourier Power Spectrum (FPS)
The radial sum and the angular sum of the discrete Fourier transform [10] were computed in order to describe texture.
I. Shape Parameters
The following shape parameters were calculated from the segmented plaque image.
1) X-coordinate maximum length; 2) Y-coordinate maximum length; 3) area; 4) perimeter; and 5) /area. A simple figure of merit for the discriminatory value of each individual feature could be defined by computing the distance between the two classes for each feature as follows: (1) where and are the mean values and and are the standard deviations of the two classes for each feature. Best features are considered to be the ones with the greatest distance. More elaborate feature selection techniques, like sequential feature forward and backward selection [19] , were also tested in order to identify the best features. However, when the selected best features were used as a separate feature set they performed worse than the individual feature sets, or the best features selected with the simple process using (1). This can be attributed to the high degree of overlap between the two classes, which did not allow a reliable estimate of the best feature combinations. Future work will investigate the use of more efficient feature selection techniques, like floating search [19] , which may provide a better identification of the best features.
V. PLAQUE CLASSIFICATION
Following the feature extraction, feature classification was implemented based on a multifeature multiclassifier modular architecture [20] . For the classification of the carotid plaques into symptomatic or asymptomatic two different classifiers were used: 1) the neural network self-organizing map (SOM) classifier [21] and 2) the statistical K-nearest neighbor (KNN) classifier. Each one of the ten features sets described in the previous section, was used as input to a classifier and the results were combined. All features were normalized before use by subtracting their mean value and dividing with their standard deviation (2) where is the mean value and is the standard deviation of the feature .
A. The SOM Classifier
The SOM classifier is an unsupervised learning algorithm where the input patterns are freely distributed over the output node matrix [21] . The weight vectors of the output nodes are adapted without supervision in such a way, so that the density distribution of the input data is preserved and represented on the output nodes. This mapping of similar input patterns to output nodes, which are close to each other, represents a discretization of the input space, allowing a visualization of the distribution of the input data (see Fig. 4 ). The output nodes are usually ordered in a two-dimensional (2-D) grid and at the end of the training phase, the output nodes are labeled with the number of the input patterns per class, assigned to each node.
In the evaluation phase, a new input pattern was assigned to the winning output node with the weight vector closest to the new input vector. In order to classify the new input pattern, the majority of the labels of the output nodes in a neighborhood window (e.g., 3 3 ) centered at the winning node, were considered. The number of the input patterns in the neighborhood window for the two classes , (1 symptomatic, 2 asymptomatic), was computed as (3) Fig. 4 . Distribution of 160 carotid plaques of the training set (80 symptomatic and 80 asymptomatic) on a 10 2 10 SOM using as input the SGLDM (range of values) feature set which gave in average the highest DY (3 = symptomatic, o = asymptomatic). Similar plaques are assigned to neighboring output matrix nodes. A new plaque will be assigned to one winning output node and will be classified based on the labels of the neighboring nodes in a 5 2 5 neighborhood window. The output nodes near to the winning node are given a greater weight than the ones farther away.
where is the number of the output nodes in the neighborhood window with (e.g., using a 3 3 window), and is the number of the training patterns of the class assigned to the output node . , is a weighting factor based on the distance of the output node to the winning output node.
gives the output nodes near to the winning output node a greater weight than the ones farther away (e.g., in a 3 3 window, for the winning node , for the four nodes perpendicular to the winning node and for the four nodes diagonally located , etc). The evaluation input pattern was classified to the class of the with the greatest value, as symptomatic or asymptomatic. Beyond the classification result, a confidence measure on how reliable the classification result was computed as (4) If the plaque was classified as symptomatic then the computed confidence measure was multiplied with . The confidence measure has a range of values from (symptomatic) to 1 (asymptomatic). Values close to zero mean low confidence of the correctness of the classification result whereas values close to or 1 indicate a high confidence. Fig. 4 shows the distribution of the 160 carotid plaques of the training set on a 10 10 SOM using as input the SGLDM (range of values) feature set.
B. The KNN Classifier
For comparison reasons, the statistical KNN classifier was also used for the classification of the carotid plaques. In the KNN algorithm, in order to classify a new input pattern, its nearest neighbors from the training set are identified [22] . The new pattern is classified to the most frequent class among its neighbors based on a similarity measure that is usually the Euclidean distance. In this paper, the KNN carotid plaque classification system was implemented for different values of 1, 3, 5, 7, and 9, and it was tested using for input the ten different feature sets. In the case of the KNN, the confidence measure was simply computed as given in (4) with being the number of the nearest neighbors per class .
C. Combining Classifiers
In the case of difficult pattern recognition problems, the combination of the outputs of multiple classifiers using for input multiple feature sets extracted from the raw data, can improve the overall classification performance [23] , [24] . The combination of the classification results of the different features and the different classifiers increases the probability that the errors of the individual features or classifiers may be compensated by the correct results of the rest. The use of a confidence measure by weighting the individual classification results before combining can further improve the overall performance. However, it should be noted that combining techniques would perform optimally In this paper, a modular neural network system composed of ten SOM classifiers was developed. The ten different SOM classifiers were trained and evaluated using as input one of the feature sets given in Section IV. The ten classification results were combined using: 1) majority voting where the input pattern was assigned to the class with the greatest number of votes; 2) with weighted averaging based on the confidence measure. In this case, the final classification result was the average of the ten confidence measures computed as described in (3) . If the final result value was negative, then the plaque was classified as symptomatic, otherwise if it was positive as asymptomatic. The confidence measure decided the contribution of each feature set to the final result. The same modular system was implemented using the statistical KNN classifier.
VI. RESULTS
A total of 230 (115 symptomatic and 115 asymptomatic) ultrasound images of carotid atherosclerotic plaques were analyzed. Ten different texture feature sets and shape parameters (a total of 61 features) were extracted from the manually segmented plaque images as described in Section IV. For each feature set, the mean and standard deviation for the symptomatic and asymptomatic classes were computed, as well as the distance [as given in (1)] between the two classes. Unfortunately, a high degree of overlap between the values of the two classes was obtained. Best texture features using the distance given by (1) as criterion, were found to be: the coarseness of NGTDM, the entropy, the mean and range of values of the angular second moment, and entropy of SGLDM, the fractal values H1 and H2, the median gray level value, and the roughness and the periodicity of SFM. Table I tabulates the results for the 15 best feature sets. In general, texture in symptomatic plaques tends to be more dark, with higher contrast, more heterogeneous, more rough and less periodical, whereas in asymptomatic plaques texture tends to be brighter, with less contrast, more homogeneous, more smooth, with large areas with small gray tone variations, and more periodical. This confirms the original assumption [2] [3] [4] [5] [6] [7] that smooth surface, echogenicity, and a homogenous texture are characteristics of stable plaques, whereas irregular surface, echolucency and a heterogeneous texture are characteristics of potentially unstable plaques. Table II summarizes the texture characteristics of symptomatic Vs asymptomatic plaques as these were obtained by interpretation of the values of the texture features given in Table I . Fig. 5 displays 2-D plots of combinations of some of the first best features tabulated in Table I . The figure shows the high degree of overlap of the texture features for the two classes and the difficulty of the problem.
For the classification task, the neural SOM classifier and the statistical KNN classifier were implemented. For training the classifier, 80 symptomatic and 80 asymptomatic plaques were used, whereas for evaluation of the system the remaining 35 TABLE II  TEXTURE CHARACTERISTICS OF SYMPTOMATIC VERSUS ASYMPTOMATIC PLAQUES AS THESE WERE OBTAINED BY INTERPRETATION OF THE TEXTURE  FEATURES VALUES GIVEN IN TABLE I Fig. 5. Two dimensional plots for the 230 carotid plaques, of several combinations of some of the best features as these are tabulated in Table I (3 = symptomatic, o = asymptomatic). The numbers in brackets denote the serial feature number as listed in Table I . All plots show the high degree of overlap between the symptomatic and asymptomatic plaque classes.
symptomatic and 35 asymptomatic plaques were used. In order to verify the correctness of the classification results, a bootstrapping procedure was followed. The system was trained and evaluated using five different bootstrap sets where in each set 160 different plaques were selected at random for training and 70 different plaques for evaluation. Table III tabulates the average diagnostic yield (DY) obtained for the two classifiers, for the ten different feature sets, and when the classification results were combined. The DY is defined as the percentage of the correctly classified plaques to the total number of the tested plaques. The unsupervised neural SOM classifier was implemented with a 10 10 output node architecture and it was trained for 5000 learning epochs. Different neighborhood window sizes were evaluated for computing the confidence measure, where the 5 5 window size proved to give in average the best results. Best feature set was the SGLDM (range values) with 70.0%, followed by the NGTDM with 68.3%, the Laws TEM with 67.4%, and the GLDS with 66.8%. Worst feature set was the shape parameters with DY only 52.8%, which means that they contain little diagnostic information. The combination of the classification results improved the average DY for the ten feature sets from 64.9% up to 66.0% when combined with majority voting, and up to 73.1% when combined with the confidence measure. Fig. 4 illustrates the distribution of 160 carotid plaques of the training set on a 10 10 SOM, using as input the SGLDM (range values) feature set that gave in average the highest DY. In addition, the DY was computed using all 61 features as one feature set, which yielded 68.8%, and for the 15 best features that 6 . Histograms of the distribution of the average confidence measure for the five bootstraps, for the symptomatic and asymptomatic cases, for the SOM system using as input the SGLDM (range) feature set. For the symptomatic cases negative values indicate the correctly classified plaques whereas the positive values indicate the misclassified plaques. The reverse applies for the asymptomatic cases. Values close to zero mean low confidence.
were selected as described in (1), which yielded 68.0%. These results were better than the average DY of the individual feature sets but worse than the overall DY of the combiner. These results are also tabulated in Table I . For comparison reasons the statistical KNN classifier was also implemented, which also performed comparably well. In Table III , the results are tabulated for that gave the highest combined DY. This was 68.8% and it was obtained when combining the results by averaging the ten confidence measures. The DY when combining the results with simple majority voting was 65.1%. The best individual result for the KNN classifier was also achieved with the SGLDM (range) feature set, which was 67.1%, followed by the SGLDM (mean) with a DY of 66.5%, the FDTA with a DY of 64.9%, and the GLDS with a DY of 64.0%. These feature sets performed well also with the SOM system. Best results for the KNN system were obtained when all 61 features were used as one feature set, with 69.7%. Fig. 6 shows two histograms of the distribution of the combined average confidence measure for the five bootstrap sets, for the symptomatic and asymptomatic cases using the SOM classifier and the SGLDM (range) feature set. For the symptomatic cases negative values indicate the correctly classified plaques whereas the positive values indicate the misclassified plaques. The reverse applies for the asymptomatic cases. The value of the average confidence measure indicates the degree of confidence of the final classification result. Values close to or close to 1 mean high confidence, whereas values close to 0 mean low confidence.
Receiver operating characteristic (ROC) analysis is a standard approach to evaluate the sensitivity and specificity of Fig. 7 . ROC analysis based on the distributions of the average confidence measure as shown in Fig. 6 , for the SOM and the KNN (dotted curve) classifiers, using as input the SGLDM (range) feature set. The area below the curve is for the SOM classifier 0.753 whereas for the KNN classifier is 0.738. diagnostic procedures [25] . ROC analysis estimates a curve of the true positive rate (sensitivity) Vs the false positive rate (1 specificity), which describes the inherent tradeoff between sensitivity and specificity of a diagnostic system. The area below the curve indicates the discrimination capability of the specific system. Fig. 7 shows the ROC curves for the SOM and the KNN classifiers, for the SGLDM (range) feature set, based on the distributions of the average confidence measure as shown in Fig. 6 . The area below the curve was slightly higher for the SOM classifier, 0.753, whereas for the KNN classifier was 0.738.
VII. DISCUSSION
In this study, a modular system using multiple texture features and multiple classifiers is proposed for the classification of carotid plaques. Such a system will help in enhancing the significance of noninvasive cerebrovascular tests in the identification of asymptomatic carotid stenosis at risk of stroke. A total of 61 texture features and shape parameters were extracted from the ultrasonic carotid plaque images. The statistics for all the texture features extracted indicate a high degree of overlap between the symptomatic and asymptomatic groups. This makes the separation and the classification tasks of the two groups very difficult.
In previous work, a relationship between plaque morphology and the risk of stroke was reported [2] [3] [4] [5] [6] [7] . El-Barghouty et al. [3] used the GSM of the ultrasound plaque image for the characterization of plaques as echolucent (GSM ) and echogenic (GSM ). Elatrozy et al. [5] reported that plaques with GSM are good predictors of ipsilateral hemispheric symptoms related to carotid plaques. In this paper, the cutoff GSM value was found to be about 23 (GSM for symptomatic plaques and GSM for asymptomatic plaques). The difference in the GSM value computed in this paper, compared with that of El-Barghouty et al. [3] can be attributed to the fact that the gray level of the plaque images was not standardized using blood and adventitia as reference. In the case of Elatrozy et al. [5] , a standardization procedure was followed, as used in this paper, but with different values for the reference points. Furthermore, the use in this study of a color image indicating the blood flow for segmenting the plaque, enabled the more correct outline of the plaque region. This was especially true in the case of highly echolucent (dark) plaques where the plaque boundaries were not otherwise visible and, therefore, dark areas of the plaque could have been omitted. This can explain why the GSM value of 23 reported in this paper is lower than the GSM values reported in the other two studies.
In most of the above studies [2] [3] [4] [5] [6] [7] , the characteristics of the plaques were usually subjectively defined or using simple statistical measures, and the association with symptoms was established through simple statistical analysis. In this paper, a large number of texture features were extracted directly from the plaque ultrasound images, and they were used in order to build an automated system, which can classify carotid plaques as symptomatic or asymptomatic, based on a multifeature multiclassifier paradigm.
Standardization using blood and adventitia as reference points, is an important preprocessing step, which affects the quality of the results. As previous work has shown [8] , images obtained from different scanners, by different ultrasonographers and through different peripherals, can be standardized so that measurements of the plaque echodensity may become comparable. This step is necessary in order to get images with low intra-and interobserver variability, which will allow the development of meaningful studies in relation to clinical events.
The neural SOM classifier and the statistical KNN classifier were implemented for the classification of the carotid plaques.
The SOM was chosen because it is an unsupervised learning paradigm where the input patterns are freely distributed over the output node matrix, allowing an efficient mapping of the input data with no need to create exact classification boundaries. The SOM is well suited for pattern classification problems, where there is a high degree of overlap between the classes as this was the case in this study. Ten different texture and shape feature sets were extracted from the plaque images and used for training multiple SOM classifiers. Best feature sets were the SGLDM (range) feature set, followed by the NGTDM, the Laws TEM, and the GLDS. In general, all feature sets performed in a range of about 62%-70%, except of the shape parameters that performed much worse.
In order to enhance the classification success rate, the classification results of the ten feature sets were combined, by averaging the confidence measure derived from the SOM classifier. The confidence measure decided the contribution of each feature set to the final classification result. Combining the classification results of the ten different feature sets with the use of a confidence measure, improved the classification results obtained by the individual feature sets, reaching an average DY of 73.1% for the evaluation set. The benefits of combining are more obvious in the case where there are no dominant best feature sets or best classifiers, as was the case with the features extracted from the carotid plaque images in this study. Combining and averaging of classifiers can be beneficial when there is no reliable method for selecting the best classifier or when several classifiers have similar performance [23] . The idea behind combining is that although one of the classifiers will eventually yield the best performance, the sets of patterns misclassified by the different classifiers using as input the different feature sets, will not necessarily overlap. This suggests that different classifier designs potentially offer complementary information, which could be harnessed to improve the overall classifier performance [24] .
The statistical KNN classifier was also implemented for the classification of carotid plaques, which also performed well and yielded results comparable in most cases with the results obtained by the SOM classifier. The best individual result for the KNN classifier was also achieved with the SGLDM (range) feature set, with a DY of 67.1%. The KNN classifier was computationally much faster compared to the training time needed by the SOM classifier, which was about 1 minute on a PC Pentium 4 at 1.5 GHz. The optimal choice of entails a tradeoff between bias (accuracy) and variance (precision). Likewise, the dimensionality of the SOM entails a similar tradeoff between bias and variance. In this paper, the value and the SOM size were so chosen so that to yield the highest classification score.
The confidence measure computed as given in (4) is a qualitative measure of the degree a plaque belongs to the assigned class. Fig. 6 illustrates the histograms of the confidence measure distribution of the plaques analyzed in this paper. The range of the confidence measure is from (symptomatic) to 1 (asymptomatic), where values close to 0 mean low confidence. The in-between values indicate the degree a plaque can be characterized as symptomatic or asymptomatic. In a prospective study where the patients could be followed up and assessed over a period of time, it will be interesting to investigate how this qualitative measure is affected by medication or other treatment.
The quality of the ultrasound images affects the quality of the extracted texture features. As the quality of the ultrasound devices improves, it will be possible to acquire better quality ultrasound images, which will improve the system performance. Another way to improve performance will be through a threedimensional (3-D) reconstruction of the plaque, which will allow the extraction of global 3-D texture features characterizing the carotid plaque [26] . Such 3-D information, not considered in 2-D features will provide a better representation of the plaque structure and when used for classification will contribute toward a higher DY. Furthermore, additional sources of information like clinical data, risk factors and stroke related laboratory factors may be integrated into a hybrid diagnostic system. The full automation of the system will be also the subject of future work where the automation of the carotid plaque identification and segmentation, and the image standardization will be investigated. This will reduce any observer biases concerning the location and size of the plaque.
In conclusion, the results in this paper show that it is possible to identify a group of patients at risk of stroke based on texture features extracted from high-resolution ultrasound images of carotid plaques. This group of patients may benefit from a carotid endarterectomy whereas other patients may be spared from an unnecessary operation. Because of the difficulty of the problem and the high degree of overlap of the symptomatic and asymptomatic classes, the above results should be verified with more images from more patients.
