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Abstract
Following the calculation of optimal energy transfer in thermal environment in our first paper
(Wu et al., New J. Phys., 2010, 12, 105012), full quantum dynamics and leading-order ‘classical’
hopping kinetics are compared in the seven-site Fenna-Matthews-Olson (FMO) protein complex.
The difference between these two dynamic descriptions is due to higher-order quantum corrections.
Two thermal bath models, classical white noise (the Haken-Strobl-Reineker model) and quantum
Debye model, are considered. In the seven-site FMO model, we observe that higher-order cor-
rections lead to negligible changes in the trapping time or in energy transfer efficiency around
the optimal and physiological conditions (2% in the HSR model and 0.1% in the quantum Debye
model for the initial site at BChl 1). However, using the concept of integrated flux, we can identify
significant differences in branching probabilities of the energy transfer network between hopping
kinetics and quantum dynamics (26% in the HSR model and 32% in the quantum Debye model for
the initial site at BChl 1). This observation indicates that the quantum coherence can significantly
change the distribution of energy transfer pathways in the flux network with the efficiency nearly
the same. The quantum-classical comparison of the average trapping time with the removal of
the bottleneck site, BChl 4, demonstrates the robustness of the efficient energy transfer by the
mechanism of multi-site quantum coherence. To reconcile with the latest eight-site FMO model,
the quantum-classical comparison with the flux network analysis is summarized in the appendix.
The eight-site FMO model yields similar trapping time and network structure as the seven-site
FMO model but leads to a more disperse distribution of energy transfer pathways.
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I. INTRODUCTION
Natural photosynthesis is of particular interest due to its essential role as the energy
source for life on earth. In the process of biological evolution over billions of years, photo-
synthetic systems have developed optimal and robust strategies of converting solar energy
to chemical energy. In the early stage of photosynthesis, solar energy is collected by pig-
ments and transferred through light-harvesting protein complexes to the reaction center for
the subsequent charge-separation. The energy conversion from photons to electrons is fast,
robust, and nearly perfect in efficiency, although the overall efficiency of photosynthesis is
low. Understanding the mechanism of efficient energy transfer in natural light-harvesting
systems can help developing low-cost and highly-efficient man-made solar energy apparatus,
including photovoltaic devices and artificial photosynthesis [1].
For a long time, energy transfer was considered as an incoherent process described by
hopping kinetics with Forster rate constants. The Forster rate theory has been a prevailing
theoretical technique. In spite of the widespread success of the Forster rate approach, recent
experimental advance has shown evidence of long-lived quantum coherence in several nat-
ural light-harvesting systems, e.g., Fenna-Matthews-Olson (FMO) [2, 3] and phycocyanin
645 (PC645) [4]. A full quantum dynamic framework becomes necessary for studying co-
herent energy transfer. Many theoretical techniques have been developed to serve this pur-
pose [5–30]. With temporal-spatial correlation for the protein environment, the generalized
Bloch-Redfield (GBR) equation [5–9], the hierarchy equation [10–14], and other methods [16]
have successfully predicted the long-lived quantum coherent phenomenon. Alternatively, the
Haken-Strobl-Reineker (HSR) model and its generalization [17–19] have attracted much at-
tention due to its simplicity, although the bath noise is classical [6, 20, 21, 23–26]. Recently,
quantum-classical mixed methods have been also applied to the dynamics of energy trans-
fer [28–30]. Different theoretical methods have been tested in the simple two-site system [11]
and other complex systems [27], mainly focusing on the reliability of theoretical predictions.
However, a systematic and comprehensive investigation is still needed to distinguish hop-
ping kinetics and full quantum dynamics, with the goal of quantifying nontrivial quantum
effects, e.g., long-range quantum coherence, in a complex energy transfer network. Through-
out this paper, the long-range quantum coherence is defined in the local site basis and
excludes the contribution from the two-state quantum dynamics. Here we will propose a
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quantum-classical comparison strategy, and apply it to the seven-site FMO system with two
different descriptions of baths: the classical white noise (the HSR model) and the quantum
Debye noise. In spite of their simplicity, quantum dynamics under these two bath models can
be computed exactly and thus can be used for a meaningful quantum-classical comparison.
Although the additional eighth site in the new eight-site FMO model can modify quantum
dynamics, the seven-site model is a good example to explore interesting and relevant quan-
tum phenomena, and it is also consistent with our previous paper [6]. In Appendix C, we will
present a short summary on the eight-site FMO model. Here we will use the leading-order
kinetics: a hopping network with Fermi’s golden rule rate, which is the leading-order expan-
sion to quantum dynamics. With a dipole-dipole interaction between two chromophores,
Fermi’s golden rule rate becomes Forster rate of energy transfer. In the standard fashion,
such hopping kinetics is considered as a ‘classical’ description of energy transfer. In this
paper, we will explore energy transfer in FMO using exact quantum dynamic equations
and using Fermi’s golden rule rate (i.e., Forster rate) to quantify the difference between
full quantum dynamics and ‘classical’ hopping kinetics. This difference includes nontrivial
quantum effects, e.g., multiple-site coherence. A systematic kinetic mapping of quantum
dynamics including high-order corrections was described in a review paper for the classical
noise [20] and will be described for the quantum noise in a forthcoming publication [31].
In the first paper of this series [6], we applied the HSR model and the GBR equation
approach to optimize energy transfer with intermediate values for various bath parameters,
such as reorganization energy, bath relaxation rate, temperature, and spatial correlation. In
particular, we found an optimal temperature for efficient energy transfer in the seven-site
FMO model. Our results have been verified by the hierarchic equation [32]. The optimiza-
tion behavior has been found in other conditions such as the spatial arrangement [8]. The
site energy optimization for the new eight-site FMO model is shown in the third paper of this
series [9]. To interpret the optimization behavior, we have proposed the concept of trapping-
free subspace, and determined the asymptotic scalings in the weak and strong dissipation
limits [33]. Since two-site quantum coherence is included in Fermi’s golden rule rate, ‘classi-
cal’ hopping kinetics can predict the optimization behavior in many light-harvesting systems,
as we will show in this paper. Therefore, the quantum-classical comparison reported in this
paper is essential for identifying the contribution of nontrivial quantum effects to optimal
energy transfer. Specifically, we will investigate two quantities: the trapping time and the
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branching probability. The former is directly related to the energy transfer efficiency as
shown in our first paper [6], whereas the latter is a new concept constructed by directional
population flux for each two-site pair in the energy transfer network [34–36]. A key ad-
vantage of natural photosynthesis compared to its artificial counterpart is the robustness
against environmental variation and self-protection against damages. Here the quantum-
classical comparison is combined with the stability analysis of energy transfer to quantify
the robustness in FMO. Our study thus provides a new approach to understand the bio-
logical role of nontrivial quantum effects excluding the two-site coherence, different from
other theoretical papers on time-dependent behaviors of quantum coherence and entangle-
ment [37].
The paper is organized as follows: In Sec. II, we review the quantum dynamic frame-
work for light-harvesting energy transfer. In Sec. III, we use the leading order of kinetic
mapping to define ‘classical’ hopping kinetics, and introduce the concept of the integrated
population flux and the branching probability. In Secs. IV-V, we apply the HSR model and
compare the trapping times and the branching probability in the flux networks of FMO
calculated from the classical hopping kinetics and full quantum dynamics. The sensitivity
of parametric dependence for the trapping time is evaluated using classical hopping kinetics.
The robustness of energy transfer is explored by removing one donor site of FMO together
with a quantum-classical comparison. In Sec. VI, we apply the Debye spectral density for
the protein environment. The trapping time and the flux network are computed quantum
mechanically using the hierarchy equation and classically using Fermi’s golden rule rate. In
Sec. VII, we conclude and discuss our results of quantum-classical comparison and robust-
ness analysis. The necessary mathematical formulation is provided in Appendices A and B.
A short summary of the eight-site FMO model is given in Appendix C with emphasis on
the quantum-classical comparison and the flux network analysis.
II. LIOUVILLE DYNAMICS AND TRANSFER EFFICIENCY
In this section, we review the theoretical framework of exciton dynamics, following the
same notation as introduced in a previous review article [20] and the first paper of this
three-part series [6].
For each local chromophore (site) of the exciton system, a two-level truncation is reliable
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for the lowest electronic excitation. In consistence with low light absorption in natural light-
harvesting systems, we consider the situation of single excitation, and then energy transfer
dynamics can be studied in the subspace of single-excitation quantum states. Thus, we
introduce a tight-binding Hamiltonian in the site ({|n〉}) representation [38],
H =
∑
n
εn|n〉〈n|+
∑
m6=n
Jmn|m〉〈n|, (1)
where εm is the excitation energy at chromophore site m and Jmn is the electronic coupling
strength between them-th and n-th sites. The system investigated in this paper is the Fenna-
Matthews-Olson (FMO) protein complex with seven bacteriochlorophyll (BChl) sites [2, 3,
39–44]. To be consistent, we use the particular Hamiltonian model in our first paper [6]. The
possibility of the eighth site in FMO has been addressed recently [45], and the optimization of
energy transfer regarding the new FMO model is studied in the third paper of this series [9].
For an exciton system, the time evolution of the reduced density matrix ρ(t) is governed
by the Liouville equation [20, 38, 46, 47],
ρ˙(t) = − [Lsys + Ltrap + Ldecay + Ldissp] ρ(t). (2)
The four Liouville superoperators L on the right-hand side of the above equation correspond
to four distinct dynamic processes, which are discussed as follows. For an isolated system, the
system Liouville superoperator Lsys is given by the commutator of the system Hamiltonian,
Lsysρ = i[H, ρ], and its explicit form in the Liouville space is
[Lsys]mn,kl = i(Hmkδn,l −Hlnδm,k). (3)
For conciseness, we neglect the reduced Planck constant ~ throughout this paper.
The irreversible population depletion of the exciton system originates from exciton decay
by the electron-hole recombination and energy trapping at the reaction center [6, 20]. The
Liouville superoperators of these two processes are diagonal: [Ldecay]mn = kd;mn = (kd,m +
kd,n)/2, and [Ltrap]mn = kt;mn = (kt,m + kt,n)/2, where kd,n and kt,n are phenomenological
decay and trapping rate constants at site n, respectively. Here [L]mn = [L]mn,mn represents
the diagonal element. In practice, we often assume a homogeneous decay process with
kd;n = kd. In the FMO system, BChl 3 is the trap site connecting to the reaction center,
kt;n = ktδn,3, and the trapping rate is set to be kt = 1 ps
−1.
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In addition to the above three dynamic processes, the excitation energy transfer is modu-
lated by fluctuations due to the interaction between the exciton system and the protein envi-
ronment. On the microscopic level, Ldissp is evaluated using the explicit system-bath Hamil-
tonian. Within this description, the linearly-coupled harmonic bath, HSB =
∑
n |n〉〈n|Bn,
is widely applied, with Bn the linear quantum operator of bath [38, 46, 47]. The dissipative
dynamics of system is then fully determined by the bath spectral density J(ω). For simplic-
ity, we ignore the spatial correlation of bath in this paper and discuss its effect in the future.
Next we can apply quantum dynamic methods, e.g., the Redfield equation, the generalized
Bloch-Redfield equation [5–9], and the Forster equation, under various approximations. For
a Gaussian bath whose time correlation function can be represented as a linear combination
of exponentially decaying functions, the hierarchy equation approach can provide a reliable
prediction of quantum dynamics [10–12].
Alternatively, we can view the system-bath interaction as a time-dependent fluctuation
on the system Hamiltonian [10, 17–19, 48], i.e., H(t) = H + δH(t), with 〈δH(t)〉 = 0. The
dissipative dynamics can be fully determined if all the time-averaged moments of δH(t)
are resolved, which is usually an unfeasible task. In the extremely high temperature limit,
δH(t) behaves classically and the relevant second-order moment becomes real. One example
of this approximation is the HSR model where a classical white noise, 〈δεm(t)δεn(0)〉 =
Γ∗δm,nδ(t), is assumed on site energies [17, 18]. The dissipation Liouville superoperator
becomes diagonal in the site representation, [Ldissp]mn = (1− δm,n)Γ
∗, where Γ∗ is the pure
dephasing rate. Since the HSR model can be rigorously solved, it serves as the simplest
model to examine our kinetic mapping of quantum dynamics.
A key quantity of excitation energy transfer is the energy transfer efficiency q, which is
the ratio of energy trapping at the reaction center. The mathematical definition of q is given
by
q =
∫ ∞
0
dt Tr {Ltrapρ(t)} =
∑
n
kt;nτn, (4)
where τn is the mean residence time at site n, τn =
∫∞
0
dtρn(t). For an arbitrary vector
X in Liouville space (e.g., the density matrix ρ), its trace is defined as Tr{X} =
∑
nXnn.
In nature, spontaneous energy decay occurs on the time scale of nanosecond, much slower
than the picosecond energy transfer process. The condition of kd ≈ 1 ns
−1 ≪ kt allows us
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to simplify the transfer efficiency to [6, 20],
q ≈
1
1 + kd〈t〉
, (5)
where 〈t〉 =
∑
n τn(kd = 0) is the mean first passage time to the trap state in the absence
of decay (i.e., the average trapping time). The comparison of transfer efficiencies calculated
from Eqs. (4) and (5) has been examined in our first paper [6], and their excellent agreement
over a broad range of Γ∗ proves the reliability of Eq. (5). In this paper, we will ignore the
energy decay process and focus on the average trapping time 〈t〉. Following the formal
solution of Eq. (2), the average trapping time,
〈t〉 = Tr
{
L−1ρ(0)
}
kd=0
, (6)
is determined by the Liouville superoperator L = Lsys+Ltrap+Ldissp and the initial condition
ρ(0) = ρ(t = 0). For the FMO system, BChl 1 and BChl 6 connected to the baseplate are
considered as two initial sites for energy transfer [12]. In our calculation, we consider two
initial conditions at either BChl 1 (ρ1(0) = 1, initial condition I) or BChl 6 (ρ6(0) = 1,
initial condition II).
III. KINETIC MAPPING, FLUX NETWORK, AND BRANCHING PROBABIL-
ITY
A. Kinetic Mapping
In our first paper, we have demonstrated the generality of optimal energy transfer by the
competition of quantum coherence and bath-induced relaxation [6]. A remaining question
is to identify contributions of nontrivial quantum effects. To do this, we systematically map
the energy transfer process to a kinetic process. With the Markovian approximation, the
quantum kinetic equation reads [20]
P˙m = −
∑
n 6=m
(
kQmnPm − k
Q
nmPn
)
− kt,mPm, (7)
where Pm = ρmm is the population at site m. The effective quantum kinetic rate k
Q
mn
can be formally derived following the Laplace transformation, as shown in Appendix A. In
the HSR model, the kinetic mapping is solved in a recent feature article [20], following an
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alternative stationary approximation for quantum coherence ρmn(t). In a general quantum
network, the kinetic mapping in a rigorous non-Markovian form will be left in a forthcoming
paper [31]. The formal derivation in Appendices A and B is sufficient for understanding
quantum-classical comparison in this paper. Equation (7) can be organized into a matrix
form as P˙ = −(KQ + Kt)P , where [P ]m = Pm is the population vector. The two rate
matrices, KQ and Kt, are defined as [K
Q]m,n(6=m) = −k
Q
m,n, [K
Q]n,n =
∑
m(6=n) k
Q
m,n, and
[Kt]m,n = δm,nkt;n. The average trapping time can be alternatively defined as
〈t〉 =
∑
n
τn =
∑
n
[(KQ +Kt)
−1P (0)]n. (8)
which is exactly the same as that in Eq. (6).
In this kinetic mapping, the leading order term represents the ‘classical’ hopping behavior
in the site basis, and higher-order corrections represent nontrivial quantum coherent effects.
In practice, the full quantum kinetic rates KQ are difficult to evaluate exactly whereas the
leading-order hopping rates KC can be calculated using Fermi’s golden rule expression [31].
For the ‘classical’ hopping kinetics, the rate equation in Eq. (7) and the trapping time in
Eq. (8) remain the same after the replacement of the classical rate matrixKC . To distinguish
quantities calculated by full quantum dynamics and by classical hopping kinetics, we denote
the quantum results by {τQn , 〈t〉Q} and the classical results by {τ
C
n , 〈t〉C}. The difference
between the two trapping times is attributed to higher-order quantum corrections, e.g.,
multi-site quantum coherence.
B. Integrated Population Flux
To further reveal the difference between quantum and classical energy transfer, we con-
struct the flux network defined by directional population flows [34–36]. For a classical kinetic
network, the integrated population flux FCmn is defined by the net population flow from site
n to site m,
FCmn = k
C
mnτ
C
n − k
C
nmτ
C
m =
∫ ∞
0
kCmnP
C
n (t)− k
C
nmP
C
m(t)dt. (9)
The quantum population flux FQmn can be similarly defined by replacing the classical resi-
dence time τCn and the hopping rate k
C with the quantum residence time τQ and the effective
quantum rate kQ from the kinetic mapping. Alternatively, we will rewrite FQmn in terms of
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the coherence decay time, τQmn =
∫∞
0
dtρmn(t). As derived in detail in Appendix B, the
quantum integrated population flux is given by
FQmn = k
Q
mnτ
Q
n − k
Q
nmτ
Q
m = 2 Im
[
Jmnτ
Q
nm
]
. (10)
Equations (9) and (10) will be used in this paper to calculate the population fluxes in
the leading-order hopping kinetics and in full quantum dynamics, respectively, and their
difference will reveal nontrivial quantum effects that cannot be revealed by the average
trapping time 〈t〉 or efficiency.
C. Basic Properties of Flux Network
The concept of the integrated population flux is important in understanding network
structure and dynamics. The classical flux was introduced in the study of enzymatic net-
works. Its quantum mechanical counterpart share many of the basic properties:
• Integrated flux accounts for the net population transfer in energy transfer processes. It
vanishes for an equilibrium system because of the detailed balance condition and is an
intrinsic property of non-equilibrium steady state (NESS) systems. Light-harvesting
energy transfer is an irreversible NESS process driven by absorbed photons to the
reaction center and is therefore characterized by the integrated flux.
• The flux is a conserved quantity which is normalized to unity for every absorbed
photon. For a one-dimensional chain system, the flux is unit for every link, both in
classical kinetics and in quantum dynamics. As a result, the integrated flux is a unique
quantity to characterize the topology of an energy transfer network and to compare
the quantum and classical flows in the network.
• The conservation of the integrated flux applies both globally and locally. For any state
on the network, the sum of fluxes is zero,
∑
m Fmn = 0, so that the sum of fluxes into
the state is identical to the sum of fluxes out of the state. As a result, we can define
the branching probability,
qmn =
Fmn∑
m′,Fm′n>0
Fm′n
, (11)
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to describe the normalized probability of n → m from the starting point n. The
complete set of qmn then characterizes the flow pattern on the network. In the rest of
this paper, the integrated population flux Fmn will be used interchangeably with the
branching probability qmn.
• In a kinetic network, the integrated population flux Fmn and the residence time τn
can be simultaneously solved by imposing the flux conservation relationship (i.e., the
flux balance approach) [34, 35]. This flux method can significantly reduce the compu-
tational cost for a large-scale network. As shown in the study of FMO in this paper,
we will use the sign and magnitude of Fmn to quantify the reaction pathways in an
irreversible network.
IV. QUANTUM-CLASSICAL COMPARISON IN THE HAKEN-STROBL-
REINEKER MODEL
A. Trapping Time
For the HSR model, the quantum dynamics of the seven-site FMO system has been solved
in our first paper [6]. Following the kinetic mapping, the ’classical’ hopping rate between
sites m and n is given by [20, 49]
kCmn = k
C
nm =
2Γmn
Γ2mn +∆
2
mn
|Jmn|
2, (12)
where the site energy difference is ∆mn = εm − εn and the overall dephasing rate is Γmn =
Γ∗mn + kt;mn. In Appendix A, we further prove that Eq. (12) can be recovered from Fermi’s
golden rule rate under a classical white noise. Next we calculate the trapping time in both
full quantum dynamics and classical hopping kinetics. In Ref. [20], we have proven that
〈t〉Q and 〈t〉C are the same for the two-site system in the HSR model. Thus, the difference
between these two trapping times arises from multi-site quantum coherence.
In Fig. 1, we plot the average quantum trapping time 〈t〉Q and the classical counterpart
〈t〉C as functions of the pure dephasing rate Γ
∗ with the two initial conditions for the
seven-site FMO system. We observe that the values of 〈t〉 computed from the two different
methods are close. For example, the relative difference between 〈t〉Q and 〈t〉C is 2% under
the optimal condition of Γ∗opt = 175 cm
−1 for the initial population at BChl 1, while the
11
difference becomes less than 1% under Γ∗opt = 195 cm
−1 for the initial population at BChl
6. Overall, the relative trapping time difference is always less than 10% for Γ∗ ' 30 cm−1.
Our result shows that full quantum dynamics and hopping kinetics lead to similar behav-
iors in the trapping time and energy transfer efficiency around the optimal condition. In the
HSR model, energy transfer in the seven-site FMO is controlled by the downhill pathway
from BChl 6 to BChl 3, which does not need long-range exchange assisted by multi-site
quantum coherence [43]. More importantly, the trapping time is the sum of residence time
at all the sites so that the cancelation from different sites can reduce the quantum effect.
Unlike the classical white noise, a quantum colored noise at a finite temperature complicates
the quantum-classical comparison, which will be discussed in Sec. VI.
B. Flux Network
In this subsection, we present the quantum-classical comparison of the population flux for
the seven-site FMO system in the HSR model. For the two-site system in the HSR model,
we can prove that Eqs. (9) and (10) lead to the same result, consistent with the result of
the trapping time. In the over-damped limit, i.e., Γ∗ ≫ |J |, quantum dynamics reduces to
classical hopping kinetics, and the two definitions become identical for multi-site networks.
Apart from this limit, we compare the results obtained with Eqs. (9) and (10), and use their
difference to define the higher-order contribution, e.g., multi-site quantum coherence in the
HSR model.
Figure 2 presents relevant population fluxes (> 0.05) calculated by full quantum dy-
namics (FQmn) and hopping kinetics (F
C
mn), with two initial conditions in FMO. For each
initial condition, its respective optimal pure dephasing rate Γ∗opt is used. Both quantum and
classical flux networks show two identical dominating pathways: 1 → 2 → 3 (path A) and
6→ (5, 7)→ 4→ 3 (path B). This result is consistent with 2D electronic spectroscopy [43].
With initial condition II, path A is nearly negligible whereas with initial condition I, path
B contributes significantly with FQ34 = 0.40 (F
C
34 = 0.56). As shown in the next section,
the two-pathway structure in FMO helps maintain its high efficiency even if one donor is
removed.
Compared to results of the average trapping time, the quantum-classical difference of
fluxes is much larger. For the branching probability from BChl 1 to BChl 3, the weak
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electronic coupling J13 leads to a small value of F
C
31 = 0.053 in the hopping picture with
initial condition I. On the other hand, multi-site quantum coherence allows the long-range
population transfer through interconversion between various off-diagonal elements of the
density matrix [31, 47]. This quantum tunneling effect enhances the quantum branching
probability more than twice, FQ31 = 0.123. For the entire network, we introduce the weighted
relative difference between classical and quantum branching probabilities as
χF =
2
∑
m6=n |F
Q
mn − F
C
mn|∑
m6=n |F
Q
mn + FCmn|
. (13)
The result is χF = 26% for initial condition I and χF = 7% for initial condition II. Both
values are significantly larger than those for the trapping time (≤ 2%). The comparison of
population fluxes quantifies the contribution of multi-site quantum coherence in the HSR
model.
The quantum-classical comparison of branching probabilities clarifies the structure of
various energy transfer pathways. For the first path of 1 → 2 → 3, our Hamiltonian
shows that BChl 2 is the energy barrier along the transfer pathway. As we discussed, the
quantum tunneling effect is relevant, assisting energy transfer. For the second pathway of
6→ (5, 7)→ 4→ 3, the energy downhill structure allows quick energy transfer even in the
classical hopping picture, and quantum effect is less relevant. The weighted relative flux
difference χF is much larger in initial condition I than that in initial condition II, consistent
with energy structures of these pathways.
V. ROBUSTNESS OF ENERGY TRANSFER IN THE HAKEN-STROBL-
REINEKER MODEL
A. Stability Against the Variation of System/Bath Parameters
The leading-order kinetic network provides a simple estimate of the parametric depen-
dence of the average trapping time and can explain the robustness of energy transfer via the
insensitivity to changes in dephasing rate, trapping rate, and system Hamiltonian. Within
the kinetic network, estimation based on the magnitudes of the hopping rate and trapping
rate yields the average trapping time on the order of picosecond time scale, 〈t〉 ∼ 10 ps.
In comparison with the average decay rate on the nanosecond time scale, kd = 1 ns
−1, the
13
Site Removed 1 2 4 5 6 7 complete FMO
〈t〉C(initial condition I) (ps) 10.57 15.32 9.60 10.61 9.38 10.30
〈t〉Q(initial condition I) (ps) 10.32 12.41 9.17 9.84 9.13 10.10
〈t〉C(initial condition II) (ps) 7.47 7.61 16.12 7.98 7.78 8.72
〈t〉Q(initial condition II) (ps) 7.51 7.72 14.31 7.80 7.63 8.66
TABLE I: The quantum (〈t〉Q) and classical (〈t〉C) trapping times of FMO with the removal of
one non-trapping site under the respective optimal dephasing rate for two initial conditions in the
HSR model. As a comparison, the results for the complete seven-site model are shown in the last
column.
average trapping rate is much faster and therefore the efficiency is close to one, q ∼ 1. The
small ratio of the trapping time and decay time, kd〈t〉 ∼ 0.01, suggests that significant drop
in energy transfer efficiency will result from a change of two-order’s magnitude in the trap-
ping time. According to Eq. (12), changes of two-order’s magnitude in Γ∗ and kt or changes
of one-order’s magnitude in the J and ∆ disorders are needed to produce this drop, based
on simple estimation. Although the above simple estimation can deviate from the rigorous
quantum dynamics, our method reveals that FMO can resist a large change in dephasing
rate, trapping rate, and system Hamiltonian, mainly because of the time scale separation
between the decay process (Ldecay) and the other three dynamic processes (Lsys, Ldissp, and
Ltrap.
B. Robustness Against the Loss of a BChl Chromophore
Over the course of evolution, the FMO complex has achieved robustness such that the
high energy transfer efficiency is retained even if one or two chromophores do not func-
tion properly [50]. We investigate this feature by taking out one non-trapping site off the
seven-site FMO network and then calculating the average trapping time under the optimal
condition. As shown in Table I, removal of BChl 4 causes a noticeable increase in the average
trapping time while removal of any other site do not have major effects and some can even
enhance the transfer efficiency. The flux distribution in Fig. 2 indicates that BChl 4 is the
bottleneck of the dominant pathway 6 → (5, 7) → 4 → 3, where all fluxes in this pathway
converge to site 4 before arriving at the trap site. However, even with BChl 4 removed, the
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increase in the average trapping time (or equivalently the decrease in efficiency) is moderate.
This phenomenon is due to the two major pathways in the energy transfer network of FMO.
Without multiple pathways in energy transfer networks, a linear-chain system exhibits much
stronger response since the single pathway would be blocked after the removal of a donor. In
addition, the trapping time decreases 12-20% (see Table I) in full quantum dynamics than
in classical hopping kinetics, which demonstrates that the quantum coherence can help the
FMO system further resist the damage on BChl 4. Next we plot the relation of 〈t〉 - Γ∗ in
Fig. 1 using both quantum dynamics and hopping kinetics for the FMO system with BChl
4 removed. Our results show that the quantum trapping time is consistently smaller than
the classical result when BChl 4 is removed, verifying the robustness of energy transfer due
to multi-site quantum coherence.
VI. QUANTUM-CLASSICAL COMPARISON IN A QUANTUM NON-
MARKOVIAN BATH
In a general quantum network, the leading-order hopping rate is the same as Fermi’s
golden rule rate, which becomes the Forster rate if the dipole-dipole interaction Jmn is
applied. In detail, Fermi’s golden rule rate is written as
kCm6=n = 2|Jmn|
2Re
∫ ∞
0
dtei∆nmte−[gmn(t)+kt;mnt], (14)
and
gmn(t) = 2(1− cmn)
∫ ∞
0
dω
J(ω)
ω2
[coth(βω/2)(1− cosωt) + i sinωt] , (15)
where β = 1/kBT , J(ω) is the bath spectral density, and cmn is the bath spatial correlation
between sites m and n. The negative correlation cmn(6=m) = −1 is used in the spin-boson
model, and the zero spatial correlation cmn = δm,n is considered in this paper. Consistent
with our first paper [6], we use the Debye spectral density,
J(ω) = Θ(ω)
2λ
pi
ωD
ω2 +D2
, (16)
with Θ(ω) the step function, λ the reorganization energy, and D the Debye frequency. The
real bath spectral density of the protein environment in FMO is more complicated with
high-frequency signature of local vibrational modes. The approximate Debye spectral den-
sity, however, can predict reasonably well for the light spectra of FMO. Besides, quantum
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dynamics is extremely difficult to be calculated rigorously for a complex bath spectral den-
sity. Therefore, we will keep the simple Debye spectral density in this paper. Without
trapping, the ratio of forward and backward hopping rate constants satisfies the detailed
balance condition, kCmn/k
C
nm = exp[−β(εn − εm)]. The hopping rates from Eq. (14) are then
used to compute the trapping time and population fluxes in ‘classical’ kinetics.
Applying the Matsubara expansion [38], the bath time correlation function C(t) of the
Debye spectral density follows
C(t) =
∞∑
j=0
(f rj + if
i
j)e
−νjt, (17)
where the zeroth decay rate is ν0 = D and all the other decay rates are the Matsubara
frequencies νj≥1 = 2pij/β. The coefficients f
r
j and f
i
j can be determined accordingly [12]. For
the exponentially decaying bath, quantum dynamics can be reliably solved by the hierarchy
equation approach in principle [10–13]. Here we use the explicit form shown in Ref. [12],
with the trapping Liouville superoperator Ltrap included for both the reduced density matrix
and auxiliary fields. To reduce the computation cost, the high-temperature approximation,
coth(βω/2) ≈ 2/βω, is applied so that all the Matsubara frequencies νj≥1 are ignored in
Eq. (17). To be consistent, the same approximation is used in computing hopping rates.
The high-temperature approximation will not cause a significant difference in our calculation
at room temperature (T = 300 K). Our quantum computation is truncated upto the 10th
hierarchic order. Due to instability of Liouville superoperators, τQ is evaluated by the
time integral of ρ(t) for λ ≥ 15 cm−1. The resulting trapping time and population fluxes
correspond to full quantum dynamics.
A. Trapping Time
Here we study the quantum-classical comparison with the change of λ by fixing T =
300 K and 1/D = 50 fs. The dependence on other parameters can be explored similarly.
Figure 3 presents the results of the trapping time computed using both quantum dynamics
(〈t〉Q) and hopping kinetics (〈t〉C) with two distinct initial conditions in the seven-site FMO
model. We observe that 〈t〉Q and 〈t〉C are still close, 0.1% and 11% under the physiological
reorganization energy λ = 35 cm−1, for the initial conditions I and II, respectively. Full
quantum dynamics does not necessarily lead to a faster energy transfer process. With initial
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condition I, 〈t〉Q is smaller than 〈t〉C for λ > 34 cm
−1; with initial condition II, 〈t〉Q is
larger than 〈t〉C in the complete range of λ. The latter behavior is consistent with a recent
calculation of energy transfer rate in the two-site system [11].
To understand our quantum-classical comparison, we need to clarify higher-order correc-
tions to the leading-order hopping kinetics in a quantum network at finite temperatures.
(1) As shown in the HSR model, the first effect arises from multi-site quantum coherence,
which facilitates the barrier-crossing energy transfer. This effect is beyond the Fermi golden
rule rate (or the second-order truncation in a general manner) and arises from direct inter-
conversion of various off-diagonal elements of the reduced density matrix. The multi-site
quantum coherence, including tunneling, interference, and delocalization, has been discussed
before [6, 12, 20, 51] and is now identified in the quantum-classical comparison. In a sense,
our systematic expansion and flux network analysis provides quantitative measures to de-
scribe these effects. To distinguish from the two-site quantum coherence inherent in the
Fermi’s golden rule rate, we will use the concept of the multi-site quantum coherence to de-
fine nontrivial quantum effects throughout this paper. (2) The second effect comes from the
non-Markovian bath. Without instantaneous bath relaxation, the system is retained in its
previous state, slowing down energy transfer. In the second-order truncation method, a non-
Markovian memory kernel can be still extracted, but the underlying Born approximation
cannot capture the full contribution of bath relaxation. Following the Laplace transforma-
tion, we can prove that the results of τ and 〈t〉 are the same, calculated by Fermi’s golden
rule rate or the second-order non-Markovian master equation in the local basis. Hence, our
comparison distinguishes higher-order effects of bath relaxation excluding the Born approx-
imation. A systematic approach of including bath relaxation in electron transfer has been
shown in Ref. [52]. (3) Other than the above two effects, a more subtle quantum-classical
difference results from the steady-state population distribution. Without trapping, hopping
kinetics always imposes Pn(t → ∞) ∝ exp(−βεn). Instead, the quantum steady-state dis-
tribution is evaluated by ρ(t → ∞) ∝ TrB{exp(−βHtot)}, which arises from the rigorous
quantum Boltzmann distribution with the consideration of both system and bath [53]. The
steady-state population of the lowest energy trap site can be decreased, implying a lower
probability of energy being trapped (energy transfer efficiency). The interplay of these three
effects suggests that quantum energy transfer can be much more complicated, compared to
the leading-order hopping kinetics. The identification of various higher-order effects for the
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trapping time and transfer efficiency will be studied in our forthcoming papers.
B. Flux Network
For the physiological condition of λ = 35 cm−1 [12], we compare the quantum and classical
flux networks, as shown in Fig. 4. Similar to the study of the HSR model, the flux network
analysis clarifies the contribution of higher-order corrections, especially multi-site quantum
coherence. In the seven-site FMO model, with the barrier-crossing pathway under initial
condition I, the quantum and classical trapping times are nearly the same but the detailed
flux networks can be quite different: 6 → (5, 7) → 4 → 3 is the major path with a ratio of
FC34 = 75% in ‘classical’ hopping kinetics, whereas 3 ← 1 → 2 → 3 dominates in quantum
dynamics with FQ31+F
Q
32 = 71%. The branching probability from BChl 1 to BChl 3 differs by
three times, FQ31/F
C
31 = 3.06, and the overall quantum-classical flux difference is χF = 32%.
The switch of the major energy transfer path results from the quantum tunneling effect of
multi-site quantum coherence. With the downhill pathway under initial condition II, the
flux network structure is the same for both hopping kinetics and quantum dynamics, with
a smaller difference of χF = 7%.
C. Robustness Against the Removal of BChl 4
To complete the quantum-classical comparison for our quantum dynamic network, we
study the stability of FMO after the removal of BChl 4. As shown in Fig. 3, the change of
the trapping time 〈t〉 is small enough to sustain a highly efficient energy transfer. Consistent
with the HSR model, quantum dynamics always leads to a smaller trapping time than
hopping kinetics. This behavior can be interpreted by replacing the removal of BChl 4 with
an infinite energy barrier, ε(BChl 4) = ∞, so that the quantum tunneling effect is very
important. As shown by the flux network analysis, BChl 4 is no longer the bottleneck site
under initial condition I, and the trapping time 〈t〉Q is unaffected by the removal of BChl 4
over a broad range of reorganization energy. The stability analysis thus reflects the multi-site
quantum coherence feature of the original energy transfer network.
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VII. CONCLUSIONS AND DISCUSSION
In this paper, we continue our investigation of efficient energy transfer in light-harvesting
systems and compare the prediction of the trapping time and the population flux calculated
by full quantum dynamics and by ‘classical’ hopping kinetics. The classical white noise
(the HSR model) and the quantum Debye noise are used to model the protein environment.
The quantum dynamics under the quantum Debye noise is solved by the hierarchy equation,
which compares well to the GBR equation used in our first paper [6]. Relative to the rigorous
results of quantum dynamics, hopping kinetics is consistently calculated by Fermi’s golden
rule rate. In principle, full quantum dynamics can be mapped to an equivalent kinetic net-
work of population transfer by a systematic expansion. We have extended the systematic
expansion from the HSR model [20] to a general quantum dynamic network, which will
be shown in a forthcoming paper [31]. In this mapping, the leading-order hopping rate is
equivalent to Fermi’s golden rule (i.e., the Forster rate for the dipole-dipole interaction)
and is taken as the ‘classical’ hopping limit. Therefore, our quantum-classical comparison
is capable of systematically illustrating nontrivial quantum effects using higher-order cor-
rections beyond the second-order truncation with the Born approximation. Our result is
different from a previous approach based on factorizing the Liouville operator of various
dynamic processes [22]. In the HSR model, higher-order effects originate purely from multi-
site quantum coherence (direct interconversion of off-diagonal density matrix elements) [20].
For a quantum bath model such as the Debye spectral density, there exist additional con-
tributions from bath relaxation (non-Markovianity excluding the Born approximation) [52]
and the finite temperature effect [31].
Our investigation of the average trapping time demonstrates that hopping kinetics com-
pares well with full quantum dynamics, and that the Forster rate can reliably predict optimal
energy transfer in the seven-site FMO model. Two initial conditions, BChl 1 and BChl 6, are
used in our study, while the initial condition is shifted to BChl 8 in the eight-site model [9].
For both the HSR model and the Debye spectral density, the quantum and classical trap-
ping times are close, differing a few percentages over a broad range of parameters around
the optimal and physiological conditions. In the local site basis, the energy difference (∆)
between two neighboring levels is several times larger than their electronic coupling (J). The
study in our first paper suggests that an intermediate dissipation strength (Γ), is necessary
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for the optimal energy transfer. A crude estimation on the kinetic expansion parameter,
J2/(∆2 + Γ2) < 1, indicates that quantum-classical difference can be treated as a small
correction to the leading-order ‘classical’ kinetics in the overall dynamic behavior, i.e., the
trapping time and the transfer efficiency.
However, nontrivial quantum coherent effects can be fundamentally important in the de-
tailed behavior of the energy transfer process. A better measurement of nontrivial quantum
effects involves off-diagonal coherence (ρmn(6=m)) of the reduced density matrix. In this paper,
we propose a new measure, the integrated population flux (or equivalently the branching
probability), which is defined using the decay time of the off-diagonal density matrix el-
ements ρmn in full quantum dynamics. The flux thus defined obeys the conservation law
and is a unique measure of non-equilibrium energy flow in quantum networks. Through
the flux network analysis, we are able to extract the two major energy transfer pathways,
1 → 2 → 3 (path A) and 6 → (5, 7) → 4 → 3 (path B), in the seven-site FMO model.
Here the energy transfer through path A crosses a barrier at BChl 2; path B is a down-
hill structure, thus becoming the dominant pathway in hopping kinetics. With the initial
population at BChl 1 and the physiological condition of the Debye spectral density for the
bath, the quantum tunneling effect switches the dominant pathway from path B to path
A. The trapping time and flux network with the initial population at BChl 6 are much less
affected due to its downhill structure. The quantum-classical comparison of the flux net-
work thus characterizes multi-site quantum coherence for various network structures, and
this coherence becomes more pronounced with the decrease of temperature. As discussed in
Appendix. C, the two-pathway energy transfer structure can be found in the eight-site FMO
model but the weight of the two pathways is changed due to the change of the Hamiltonian
and the presence of the eighth BChl.
Using the leading-order ‘classical’ kinetics, we present a simple estimation on the stability
of energy transfer against the change of internal and external parameters. The time scale
separation of energy trap and decay processes, kd〈t〉 ∼ 0.01, is a key factor for FMO. Based
on the estimation of hopping rate, a noticeable change in the transfer efficiency requires a
dramatic change in the trapping time, which in turn requires one or two orders of magnitude
change in various parameters. To induce a permanent damage in FMO, we remove the
bottleneck site, BChl 4, and explore the modified trapping time in both quantum dynamics
and ‘classical’ kinetics. We observe that the multiple pathways help FMO sustain a less
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dramatic change in the trapping time, thus ensuring the robustness of quantum energy
transfer.
Our analysis is based on a physically-motivated kinetic mapping of quantum dynamics.
The quantum coherence has been discussed in the framework of the long-lived quantum
beat and entanglement [37]. Complementary to these studies, we provide a quantitative
measurement rather than a qualitative description for nontrivial higher-order quantum ef-
fects. Using the two-pathway FMO as our model system, we reveal the contribution of
multi-site quantum coherence and its dependence on the pathway structure. Our approach
can be easily applied to other light-harvesting systems and artificial devices. Specifically,
multi-site quantum coherence can lead to various phenomena, e.g., quantum interference
between various energy transfer pathways, quantum phase modulation of a closed transfer
loop, and long-range energy exchange by quantum tunneling [20]. To systematically study
these nontrivial quantum behaviors as well as the bath relaxation effect [52], we need to de-
velop a more detailed partition procedure based on our kinetic mapping technique [31]. Our
study is limited in the initial condition with pure populations, and a more general case with
initial coherence will be extended in the future. For the FMO system, different Hamiltonian
models have been applied in theoretical and experimental studies [44, 45]. The variation of
the Hamiltonian will lead to different results, e.g., the site energy of the additional eighth
BChl can be optimized close to the experimental value [9], but our quantum-classical com-
parison strategy is applicable in general to these new models. As a demonstration, the
calculation of the eight-site model is summarized in Appendix C, where the generality of
our methodology should be not confused with model-dependent results.
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Appendix A: Quantum Effective Kinetic Rate Matrix
In this appendix, we will provide a formal approach of kinetic mapping, and prove that
the leading-order hopping rate of the HSR model can be recovered from Fermi’s golden rule
rate with a classical white noise.
For a kinetic network satisfying the master equation in Eq. (7), the integrated residence
time is calculated by the Laplace transform
Pˆ (z = 0) = [K +Kt]
−1 P (t = 0), (A1)
where Pˆ (z) =
∫∞
0
dte−ztP (t) and τn = [Pˆ (z = 0)]n. For a quantum dynamic network, we
will generate its kinetic mapping by the constraint of the same integrated residence time
Pˆ (z = 0). The Liouville equation, ρ˙(t) = −Lρ(t), is rewritten as
ρ˙P (t) = −Lsys;PCρC(t)−Ltrap;PρP (t)
ρ˙C(t) = −Lsys;CPρP (t)− [Lsys;C + Ldissp;C + Ltrap;C] ρC(t) (A2)
where the indices P and C represent diagonal population elements and off-diagonal coher-
ence elements of the density matrix in the local site basis. The reduced density matrix ρ
is separated into two block elements, ρP and ρC . Each Liouville superoperator (Lsys, Ltrap,
and Ldissp), is also separated into the block-matrix form. In the HSR model, the dissipation
Liouville superoperator is described the pure dephasing constant Γ∗, i.e., Ldissp;C = Γ
∗.
In general, the influence of Ldissp;C can be described by a time-convolution form, i.e.,
Ldissp;CρC(t) =
∫ t
0
M(t − τ)ρC(τ)dτ . The time-nonlocal dissipation kernel M(t) can be
formally expressed in terms of projection operators. Applying the Laplace transform, we
obtain a closed form for the population vector,
ρˆP (z) =
{
z − Lsys;PC
[
z + Lsys;C + Mˆ(z = 0) + Ltrap;C
]−1
Lsys;CP + Ltrap;P
}−1
×ρP (t = 0), (A3)
where ρˆP (z) and Mˆ(z) are the population vector and the disspation Liouville superoperator
in the Laplace z-domain, respectively. To derive the above equation, we presume zero initial
quantum coherence, ρC(t = 0) = 0. With two identities, P = ρP and Kt = Ltrap;t, the
integrated residence time vector from the full quantum dynamics is given by
Pˆ (z = 0) =
{
−Lsys;PC
[
Lsys;C + Mˆ(z = 0) + Ltrap;C
]−1
Lsys;CP +Kt
}−1
P (t = 0). (A4)
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Comparing Eq. (A1) and Eq. (A4), we obtain the quantum kinetic rate matrix as
KQ = −Lsys;PC
[
Lsys;C + Mˆ(z = 0) + Ltrap;C
]−1
Lsys;CP , (A5)
which includes the leading-order ’classical’ hopping rates and higher-order corrections from
multi-site quantum coherence. The effective quantum rate is given by kQ
mn(6=m) = −[K
Q]mn.
In the leading order, we ignore the off-diagonal elements of Lsys;C , i.e., Lsys;C ≈ L
(0)
sys;C →
i∆mn. With the explicit form of Lsys in Eq. (3), this simplification allows us to obtain
the ‘classical’ hopping rate kCmn ( 6= k
Q
mn) in Eq. (12) for the HSR model. In a forthcoming
paper [31], we will demonstrate the mapping procedure for the general quantum dynamic
network. The leading-order hopping rate is given by Fermi’s golden rule rate in Eq. (14). For
a classical white noise described by J(ω) = (βΓ∗/2pi)ω, we ignore the constant imaginary
part of g(t) and arrive at
g(t) ≈ 2
∫ ∞
0
dω
(βΓ∗/2pi)ω
ω2
2
βω
(1− cosωt) = Γ∗t (A6)
and
kCm6=n = 2|Jmn|
2Re
∫ ∞
0
dτe−(Γmn+i∆mn)τ = 2|Jmn|
2 Γmn
Γ2mn +∆
2
mn
, (A7)
which recovers the result in the HSR model.
Appendix B: Derivation of Quantum Integrated Population Flux
The integrated population flux FCmn in a classical kinetic network is defined in Eq. (9).
The corresponding quantity, FQmn, in a quantum kinetic network is similarly defined using
kQ and τQ. Since the quantum effective rate kQ is difficult to be exactly determined, we will
rewrite FQmn using the time integration of coherence. Applying the Laplace transform to the
second equation of Eqs. (A2) and setting the Laplace variable to be zero (z = 0), we obtain
− Lsys;CP ρˆP (0) =
[
Lsys;C + Mˆ(z = 0) + Ltrap;C
]
ρˆC(0), (B1)
where the condition of zero initial quantum coherence (ρC(t = 0) = 0) is used. The above
equation be further rearranged, giving
KQPˆ (0) = Lsys;PC ρˆC(0) (B2)
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with the help of KQ defined in Eq. (A5). The n-th vector element on the both sides of this
equation is written as
∑
m(6=n)
[
kQmnτ
Q
n − k
Q
nmτ
Q
m
]
= i
∑
m(6=n)
(
Jnmτ
Q
mn − Jmnτ
Q
nm
)
, (B3)
where the coherence decay time τQmn =
∫∞
0
dtρmn(t) is introduced. Since the indices, m and
n, are arbitrary in the above summation, we obtain the quantum population flux as
FQmn = k
Q
mnτ
Q
n − k
Q
nmτ
Q
m = 2 Im
[
Jmnτ
Q
nm
]
, (B4)
with two identities, Jnm = J
∗
mn and τ
Q
nm = [τ
Q
mn]
∗.
Appendix C: Summary of Quantum-Classical Comparison and Flux Network Anal-
ysis for the Eight-Site FMO Model
Since the last year, the crystal structure of FMO has been revisited and a new eight-site
model has been proposed [45]. The additional eighth BChl is considered as the initial site
for energy transfer in FMO. Quantum dynamics in the original seven-site model is modified,
leading to different observations. In the third paper of this series [9], we explained the
suppressed oscillation in the eight-site FMO model and proposed an optimal equally-spaced
ladder structure for the 8 → (1, 2) → 3 pathway. Our methodology of quantum-classical
comparison and flux network analysis is however general and model independent. Here we
provide a short summary of our calculation for the eight-site model for the completeness.
Applying the Hamiltonian of the eight-site model from Ref. [45], which can be found in
the third paper of this series [9], we perform the quantum (hierarchic equation) and classical
(Fermi’s golden rule rate) calculations described in Sec. VI. The bath is modeled by the Debye
spectral density with the same set of parameters (λ = 35 cm−1, 1/D = 50 fs and T = 300 K).
The high-temperature approximation is used to reduce the numerical cost. The resulting two
trapping times are 〈t〉C = 4.05 ps and 〈t〉Q = 4.69 ps, with the relative difference of ∼ 14%
between quantum dynamics and hopping kinetics. Compared to the result of the initial
condition at BChl 1 in the seven-site FMO model, the difference of 〈t〉Q is less than 5%,
indicating the stability of energy transfer efficiency against the change of the Hamiltonian.
Next we construct the flux network using both quantum and classical approaches. As shown
in Fig. 5, the two major energy transfer pathways, 8→ 1→ 2→ 3 and 6→ (5, 7)→ 4→ 3,
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are determined by relevant net population flows (> 0.1), and the overall structure of the flux
network is kept the same under quantum and classical descriptions. The average difference
between the two flux networks is χF ≈ 20%, slightly larger than the difference of the
trapping time. Compared to the case of the initial condition at BChl 1 in the seven-site
model, the energy transfer in the eight-site model is more dispersed in the network, and
the probabilities of the two pathways are closer (F32 ≈ F34). A small but unidirectional
inter-path energy flow can be observed from the first pathway, 8→ (1, 2)→ 3, to the second
pathway, 6 → (5, 7) → 4 → 3. These two phenomena are related to the Hamiltonian used
in the eight-site model: 1) the average energy level of the first pathway is higher than that
of the second pathway; 2) the coupling between the trap site, J34 ≈ 2J32, prefers the second
pathway, especially in the classical description; 3) the additional eighth site allows more
chances of inter-path energy flows and further increases the dispersibility. One the other
hand, quantum-classical comparison also reveals a noticeable change in the weights of the
two pathways (χF ≈ 20%). Quantum mechanically, the multi-site quantum coherence allows
a long-range direct energy transfer from BChl 8 to BChl 2. The increase of quantum branch
probability from BChl 2 to BChl 3 compared to the classical value results from the interplay
of multi-site quantum coherence and solvent relaxation effect.
In a summary, we apply the quantum-classical comparison and the flux network analysis
to a new eight-site FMO model. The basic two-pathway energy transfer structure can be
still observed in the eight-site FMO model. Because of the change in the Hamiltonian, the
detailed results of quantum-classical difference and non-trivial quantum effects are modified
accordingly. Interestingly, energy transfer becomes more dispersed in the eight-site FMO
model, which may help the system resist damages.
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Figure Captions
Fig. 1: The average trapping time 〈t〉 vs. the pure dephasing rate Γ∗ in the HSR model of
the seven-site FMO for a) the initial population at BChl 1, and b) the initial population at
BChl 6. The solid curves are calculated from full quantum dynamics, whereas the dashed
curves are calculated from the leading-order ‘classical’ kinetics. In each figure, the lower
pair of curves correspond to the seven-site FMO model, while the upper pair corresponds
to the six-site FMO model after the removal of BChl 4.
Fig. 2: The flux networks of FMO under the optimal pure dephasing rate in the HSR model
of the seven-site FMO for a) initial population at BChl 1 (Γ∗opt = 175 cm
−1), and b) initial
population at BChl 6 (Γ∗opt = 195 cm
−1). For each population flux, the upper number
is obtained from full quantum dynamics, whereas the lower number is obtained from the
leading-order hopping kinetics.
Fig. 3: The average trapping time 〈t〉 of the seven-site FMO vs. the reorganization energy
λ of the Debye spectral density for a) the initial population at BChl 1, and b) the initial
population at BChl 6. The other bath parameters are given in text. The solid curves are
results of full quantum dynamics, whereas the dashed curves results of the leading-order
hopping kinetics. In each figure, the lower pair of curves (black) correspond to the seven-
site FMO model, while the upper pair (red) corresponds to the six-site FMO model with
the removal of BChl 4. (colored online)
Fig. 4: The flux networks of the seven-site FMO under the physiological condition (λ = 35
cm−1, 1/D = 50 fs, and T = 300 K) of the Debye spectral density for a) initial population
at BChl 1, and b) initial population at BChl 6. For each population flux, the upper number
is obtained using full quantum dynamics whereas the lower number is obtained using the
leading-order ‘classical’ hopping kinetics.
Fig. 5: The flux networks of the eight-site FMO under the physiological condition (λ = 35
cm−1, 1/D = 50 fs, and T = 300 K) of the Debye spectral density using a) full quantum
dynamics and b) the leading-order classical kinetics.
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FIG. 1: The average trapping time 〈t〉 vs. the pure dephasing rate Γ∗ in the HSR model of the
seven-site FMO for a) the initial population at BChl 1, and b) the initial population at BChl 6. The
solid curves are calculated from full quantum dynamics, whereas the dashed curves are calculated
from the leading-order ‘classical’ kinetics. In each figure, the lower pair of curves correspond to
the seven-site FMO model, while the upper pair corresponds to the six-site FMO model after the
removal of BChl 4.
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FIG. 2: The flux networks of FMO under the optimal pure dephasing rate in the HSR model of the
seven-site FMO for a) initial population at BChl 1 (Γ∗opt = 175 cm
−1), and b) initial population
at BChl 6 (Γ∗opt = 195 cm
−1). For each population flux, the upper number is obtained from full
quantum dynamics, whereas the lower number is obtained from the leading-order hopping kinetics.
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FIG. 3: The average trapping time 〈t〉 of the seven-site FMO vs. the reorganization energy λ of
the Debye spectral density for a) the initial population at BChl 1, and b) the initial population at
BChl 6. The other bath parameters are given in text. The solid curves are results of full quantum
dynamics, whereas the dashed curves results of the leading-order hopping kinetics. In each figure,
the lower pair of curves (black) correspond to the seven-site FMO model, while the upper pair
(red) corresponds to the six-site FMO model with the removal of BChl 4. (colored online)
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FIG. 4: The flux networks of the seven-site FMO under the physiological condition (λ = 35 cm−1,
1/D = 50 fs, and T = 300 K) of the Debye spectral density for a) initial population at BChl 1,
and b) initial population at BChl 6. For each population flux, the upper number is obtained using
full quantum dynamics whereas the lower number is obtained using the leading-order ‘classical’
hopping kinetics.
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FIG. 5: The flux networks of the eight-site FMO under the physiological condition (λ = 35 cm−1,
1/D = 50 fs, and T = 300 K) of the Debye spectral density using a) full quantum dynamics and
b) the leading-order classical kinetics.
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