Abstract-The use of multipliers is an important technique for absolute stability analysis. In continuous-time the RL and RC multipliers preserve the positivity of memoryless and monotone nonlinearities. We classify their discrete-time counterparts and analyse their phase properties. The classification of the discrete-time multipliers is richer than that of their continuoustime counterparts; their phase properties are less flexible.
I. INTRODUCTION
A multiplier is a transfer function that preserves the positivity of nonlinearities within a specific class. The classes of RL and RC multipliers play an important role in absolute stability theory [1] , [2] , [3] , [4] . For example they are used in the construction of the off-axis circle criterion [5] . A multiplier of the form M(s) = (s + a 1 )(s + a 2 ) ··· (s + a n ) (s + b 1 )(s + b 2 ) ··· (s + b n )
is said to belong to the class of RL multipliers if
and it is said to belong to the class of RC multipliers if 0 < b 1 < a 1 < b 2 < a 2 < ··· b n < a n .
Their names derive from the fact that they can be realised with a network of resistors and inductors or of resistors and capacitors respectively. An RL multiplier has positive phase bounded above by the phase of (s + a 1 )/(s + b n ) while an RC multiplier has negative phase bounded below by the phase of (s + a n )/(s + b 1 ) (Fig 1) . The multipliers have the important property that they preserve the passivity of memoryless monotone nonlinearities. In fact the class of RL multipliers is a subclass of the Zames-Falb multipliers while for every RC multiplier of the form (1) there is an anticausal Zames-Falb multiplier
with the same phase [4] . We say the class of RC multipliers is phase-contained within the class of Zames-Falb multipliers [6] , [7] . The product of an RL multiplier and an RC multiplier is also ph ase-contained within the class of Zames-Falb multipliers [4] . An important application of the continuous-time RL and RC multipliers is the construction of the off-axis circle [5] . It is also useful to understand their phase properties as it is often the case that hand-tuning multipliers produces superior results to automatic searches (an example is discussed at length in [8] ). It is recognised that the geometric interpretation of multipliers is important when they are to be used in hand-tuning [9] .
Another application is to develop Lyapunov methods to introduce design. In [10] , [11] , [12] , quadratic Lyapunov functions are used in robust synthesis. One possible application is to use a subclass of RL and RC multipliers in the synthesis. This subclass may be out of the class of multipliers obtained by Lyapunov functions and may bring a stronger result.
In this paper we study the phase properties of the discretetime counterparts of the RL and RC multipliers. Our motivation stems from the non-trivial differences between discretetime and continuous-time Lur'e systems (also written as Lurie or Lurye systems). In particular there are more restrictive phase limitations for discrete-time Zames-Falb multipliers than for continuous-time Zames-Falb multipliers [13] and in discrete-time there are second-order counterexamples to the Kalman conjecture [14] , [15] . First-order discretetime multipliers and their sums have been discussed in the literature [16] , [17] ; an example where the understanding their phase properties is crucial for hand-tuning can be found in [18] . However the discrete-time counterparts of the RL and RC multipliers do not appear to have been previously considered. Although it is possible to define classes of discretetime multipliers similar to the continuous-time classes, there is no longer a corresponding direct physical interpretation. Furthermore, while limited versions of the off-axis circle criterion can be derived [16] , there is no direct counterpart to the continuous time version [13] . In this paper we shed further light on the phase properties of these important classes of simple discrete-time multipliers.
Specifically we consider discrete-time transfer functions of the form
with either
We find that the classification of discrete-time multipliers that have this structure is richer than that of their continuous-time counterparts. Proofs are omitted due to space restrictions. ; an RC multiplier has negative phase bounded below by the phase of (s + a n )/(s + b 1 ).
II. NOTATION AND PRELIMINARY RESULTS

A. Spaces
Let Z and Z + be the set of integer numbers and positive integer numbers including 0, respectively. Let (Z + ) be the space of all real-valued sequences, h : Z + → R. Let 1 (Z + ) be the space of all absolute summable real sequences h : Z + → R. Let 2 (Z + ) denote the Hilbert space of all squaresummable real sequences f : Z + → R ( (Z + ) is the extended space of 2 (Z + )). Similarly, we can define (Z) as the space of all real-valued sequences, h : Z → R. Let 1 (Z) be the space of all absolute summable real sequences h : Z → R. Let 2 (Z) denote the Hilbert space of all square-summable real sequences f : Z → R ( (Z) is the extended space of 2 (Z)).
In this paper, we use short for (Z + ), 1 short for 1 (Z) and 2 short for 2 (Z + ). Then the inner product on 2 is
Given a sequence h : Z → R such that h ∈ 1 , its 1 -norm is given by
B. Memoryless nonlinearities
Definition II.1 (Memoryless and monotone nonlinearity) We say φ : → is memoryless and monotone if there is a function N :
Definition II.2 (Odd nonlinearity) A memoryless and monotone nonlinearity is said to be odd if the function N in Definition II.1 is odd, i.e. N(x) = −N(−x)
, for all x ∈ R.
Definition II.3 (Slope-restricted nonlinearity) A memoryless and monotone nonlinearity is said to be slope-restricted in S[0, k] if the function N in Definition II.1 satisfies
N(x 1 ) − N(x 2 ) x 1 − x 2 ≤ k, ∀x 1 , x 2 ∈ R, x 1 = x 2 .(11)
C. Transfer function classes Definition II.4 Let M(z) have the form (5); we say M(z) belongs to the class
we say M(z) belongs to the class
In addition we say M(z) belongs to the class
A transfer function is causal if its region of convergence includes the unit circle and its exterior. Briefly we say a transfer function is causal if its poles are all in the unit disc. It is anticausal if its poles are all outside the unit disc. It is noncausal if it is neither causal nor anticausal. If −1 ≤ η and ξ ≤ 1 the transfer functions in M + (η, ξ ), M − (η, ξ ) and M +− (η, ξ ) are all causal. We will find it useful to define the following two classes of transfer functions which are anticausal when −1 ≤ η and ξ ≤ 1.
we sayM (z) (14) .
D. Zames-Falb multipliers
The Zames-Falb multipliers play an important role in the classical analysis of both continuous-time and discrete-time Lur'e systems [19] , [20] . They were first proposed by O'Shea [3] , [21] but their properties were clarified and formalised by Zames and Falb for continuous-time systems [22] and by Willems and Brockett for discrete-time systems [23] . There has recently been considerable revived interest, not least because they can naturally be expressed within an IQC framework [24] and the availability of convex searches [25] , [26] , [27] , [28] , [29] , [30] . For recent overviews see, for example, [9] , [31] , [8] , [32] .
Definition II.7 (Zames-Falb multipliers) The class M of discrete-time SISO LTI Zames-Falb multipliers is the class of transfer functions that can be written
where m k ≤ 0 for all k = 0 and m 1 ≤ 2m 0 . Without loss of generality we may set m 0 = 1.
The Zames-Falb multipliers have the property that they preserve the positivity of memoryless monotone nonlinearities. That is to say if φ is memoryless and monotone and if
If φ is odd then a wider class of multiplier is available. 
Remark II.
It is straightforward to show that a causal Zames-Falb multiplier in M (or M odd ) has all its zeros in the unit disc and an anticausal multiplier has all its zeros outside the unit disc. It can be shown that a noncausal Zames- 
E. Phase substitution and phase containment
The definitions of phase substitution and phase containment are given in [6] and [7] for continuous-time systems. Corresponding definitions can be given for discrete-time systems.
Let RH ∞ be the class of proper transfer functions with poles within the unit circle.
Definition II.10 The subset S R ⊂ RH ∞ is defined as:
S R = G ∈ RH ∞ : G −1 ∈ RH ∞ and G(π) > 0 . (18)
Definition II.11 (Phase substitution) Let M a and M b be two multipliers and G ∈ S R. The multiplier M b is a phase substitute of the multiplier M a when
for some δ 1 > 0 implies
for some δ 2 > 0. Given a transfer function M, let Re{M} and Im{M} be the real part and imaginary part of M. The phase of a multiplier at each frequency can be expressed as
In this paper we express phase in degrees.
Lemma II.14 Let M a and M b be two multipliers satisfying
Re{M a (z)} > 0 and Re{M b (z)} > 0 for all |z| = 1. (22) The multiplier M b is a phase substitute for the multiplier M a , if ∠M a (z) = ∠M b (z) for all |z| = 1.
Proof: Immediate from the definition.
III. FIRST ORDER MULTIPLIERS
We begin by considering first order multipliers of the form
A. Causal multipliers
Here we restrict our attention to causal multipliers (i.e. with |b| < 1). Let M 1+ , M 1− , M 2+ , M 2− , M 3+ and M 3− be sets of transfer functions of the form (23) satisfying respectively:
and either 2b < a + 1 or b < 2a + 1;
and either 2b > a − 1 or b > 2a − 1. Regions corresponding to these sets are shown in Fig 2. and hence not all terms of the impulse responses are nonnegative.
Remark III.1 In terms of the classes defined in Definition II.4 we find
Similarly it is easy to check that there are first order transfer functions whose pole and zero are both inside the unit circle but have no phase-equivalent Zames-Falb multiplier. An example is M(z) = z−1+ε z+1−ε with ε > 0. When ε → 0, there exists no phase-equivalent Zames-Falb multiplier for M(z) following the phase limitation test given in [33] . Hence there exist first-order discrete-time transfer functions which do not preserve the positivity of slope-restricted nonlinearities.
B. Anticausal multipliers
Every causal first order multiplier given by (23) with |b| < 1 has an anticausal phase substitutẽ
Thus we can construct classes of multipliersM 1+ through toM 3− that are respectively phase equivalent to M 1+ through to M 3− . The multipliers have the form (24) with a and b satisfying the same conditions as their phase-equivalent causal counterparts.
Remark III.3 In terms of the classes defined in Definition II.5 we findM
(a) Transfer functions inM 1+ andM 1− preserve the positivity of memoryless and monotone nonlinearities.
preserve the positivity of memoryless monotone and odd
Proof: Omitted.
IV. HIGHER ORDER MULTIPLIERS We are now in a position to consider higher order multipliers. First we consider causal multipliers with positive poles and zeros. We show that, similar to their continuous-time counterparts, they are phase-contained within the class of Zames-Falb multipliers. However there is less flexibility in their phase properties; this is consistent with the absence of a direct discrete-time counterpart of the off-axis circle criterion. The results complement those of [16] where the phase properties of sums of first order discrete-time multipliers are considered.
Proof: Omitted. The bounds of Theorem IV.2 are illustrated in Fig 3. Similar results follows for multipliers whose poles and zeros have negative real parts. are phase-contained within M odd . We have also discussed transfer functions whose poles and zeros are real and may have opposite sign; in particular we have illustrated classes that are phase-contained within M odd , but also shown by counterexample that some elements are not multipliers.
Although practical examples are beyond the scope of this paper, we are confident these results can be usefully applied. In the continuous-time domain, while there exist powerful convex searches [25] , [26] , [27] , [28] , [29] , [30] , it is often the case that choosing multipliers by hand can lead to better results [8] . Hence understanding the phase properties of simple classes of multipliers remains useful in control system design and analysis.
While our analysis shows that multipliers in M + (0, 1) and M − (0, 1) are only guaranteed to preserve the positivity of odd multipliers, it is straightforward to apply the analysis of [34] at least first order multipliers to subclasses that preserve the positivity of quasi-odd nonlinearities. It would be interesting to see if such classification could be extended to higher order multipliers. Finally we note that an efficient search for FIR multipliers is presented in [30] . It would be useful to find a similar classification for these multipliers.
