In the paper, we present EVALD applications (Evaluator of Discourse) for automated essay scoring. EVALD is the first tool of this type for Czech. It evaluates texts written by both native and non-native speakers of Czech. We describe first the history and the present in the automatic essay scoring, which is illustrated by examples of systems for other languages, mainly for English. Then we focus on the methodology of creating the EVALD applications and describe datasets used for testing as well as supervised training that EVALD builds on. Furthermore, we analyze in detail a sample of newly acquired language data -texts written by non-native speakers reaching the threshold level of the Czech language acquisition required e.g. for the permanent residence in the Czech Republic -and we focus on linguistic differences between the available text levels. We present the feature set used by EVALD and -based on the analysis -we extend it with new spelling features. Finally, we evaluate the overall performance of various variants of EVALD and provide the analysis of collected results.
Introduction
The present contribution summarizes results of a long-term research focused on automated essay scoring (AES) with emphasis on automatic evaluation of surface coherence in texts written by native as well as non-native speakers of Czech. The research resulted in three software applications (one for native, two for non-native speakers).
The applications are called Evaluator of Discourse (EVALD) and are available for the general public, especially for students, teachers, examiners or anyone involved in the language teaching process.
To create a well-structured and comprehensible piece of writing is a difficult task. A text has to form a functional complex in both content and formal aspects and, primarily, it has to faithfully fulfill the author's communicative intention. To formulate ideas into a complex piece of discourse (text) is much more difficult than to create separate sentences. The stylization skills and the ability to express thoughts and attitudes in a coherent text are thus taught in language lessons as one of the most important language competencies. At the same time, these competencies are regularly tested in official as well as unofficial language exams of various kinds.
A part of the school-leaving examination at secondary schools in the Czech Republic is writing an essay in the mother tongue. Successful passing of this exam affects student's further life (e.g. the possibility of their further study at a university). Writing an essay in Czech is a part of various official exams also for foreigners, e.g. for those who apply for permanent residence in the Czech Republic. The required language level according to the Common European Framework of Reference for Languages (CEFR) is A1. Furthermore, the compulsory CEFR level for foreigners to be granted state citizenship in the Czech Republic is B1, most of the Czech universities require B2 and companies usually B2 or C1. The motivation of foreigners to learn Czech (and to practice their writing skills in Czech) is thus clear.
Given the importance and severity of the mentioned exams (which affect the real life of the students or applicants), the assessment of the essays needs to be as objective as possible. A software application like EVALD can help in this task. 1 Similar applications already exist and successfully work abroad (for more details, see Section 2). For Czech, EVALD is so far the first tool in this category.
Section 3 introduces versions of EVALD that have been developed as well as the individual steps that led to the creation of the EVALD application. These steps almost overlap with individual levels of linguistic description that have been gradually incorporated to the application. In the paper, we thus describe the creation process of EVALD also from the linguistic point of view -concerning the individual language levels/phenomena, we present their contribution to AES.
The description of EVALD is divided into the following parts. In the methodological part (Section 3.1), we introduce the individual steps necessary for developing the software application. Both linguistic and computational parts (the process of implementation) are given in detail.
The datasets used for our task are presented in Section 3.2. One is aimed at automatic evaluation of texts written by native speakers of Czech (evaluated on the scale 1-5, i.e. excellent-fail), another one for evaluation of texts written by non-native speak-ers of Czech in the CEFR classes A1-C2, and finally, the third one for determining texts reaching at least the boundary CEFR class A1. It is necessary to mention that the first two datasets were annotated in terms of the level of surface text coherence (cohesion). The newly added third dataset, the NIE dataset, was used for a slightly different task. Instead of grades with respect to coherence (cohesion), it contains overall grades embracing all aspects of language. The dataset was created especially for the purpose of permanent residence examination requiring evaluation of the overall grade.
The result part comprises three sections. We put under scrutiny a sample of selected texts from the NIE dataset, as the clear delimitation of the A1 lower boundary appeared to be very helpful in practice, especially for the official exams compulsory for the applicants to be granted permanent residence in the Czech Republic (Section 3.3).
In Section 3.4, we present individual linguistic features across the language levels according to which it is possible to differentiate the examined texts automatically using methods of supervised machine learning. As a result of the analysis of the NIE dataset, we also design new features focused on spelling here.
Finally, we present performance of the resulting applications in Section 3.5. We evaluate not only the newly introduced spelling features, but also the EVALD system as a whole. Conducting a feature ablation analysis, we explore the key properties of the tool.
In the conclusion part (Section 4), we summarize the results achieved during the whole EVALD project and we describe the possibilities of use of EVALD applications in practice.
Automated Essay Scoring in Practice
The topic of automated essay scoring goes back to the 1960s. The English teacher and psychologist Ellis Batten Page, who designed the first system for the automatic assessment of student essays, became a pioneer in this field (Page, 1966 (Page, , 1968 . In 1973, he managed to conduct successful experiments (Ajay et al., 1973) and implemented his system under the name Project Essay Grade. However, it was difficult and costly to use the system in practice with the original technical capabilities.
Therefore, the development of the field and its connection with practice was carried out later in the 1990s with the expansion of the Internet and tools for natural language processing. It gave rise to new as well as some updated applications such as E-Rater (Burstein et al., 1998) , Intelligent Essay Assessor (Foltz et al., 1999) , Text Categorization Technique (Larkey, 1998) , or the continuing work on Project Essay Grade (Page and Petersen, 1995) .
Currently, automatic text evaluation systems are used (often together with teacher assistance, albeit sometimes on themselves) for the actual classification of student writing, mostly for English as a foreign language (L2). Automatic text evaluation is used, for example, in the Test of English as a Foreign Language (TOEFL), Graduate Record Examination (GRE), Graduate Management Admissions Test (GMAT), SAT, American College Testing (ACT), Test of English for International Communication (TOEIC), Analytic Writing Assessment (AWA), No Child Left Behind (NCLB), or Pearson Test of English (PTE), cf. Zupanc and Bosnić (2015) .
Tools for English
For English, the choice of automatic text evaluation systems is quite varied. They differ from each other by their sophistication, the number of statistical analyses they are able to offer to the user, the number of texts they have acquired for training, the chosen computational method, or whether they are available free of charge (a large number of assessing tools are currently paid).
Project Essay Grade. For example, Project Essay Grade (PEG), the first automated text evaluation project designed in the first version in the 1960s, is now a completely commercial product, with not even a demo available freely (it commercialized in 2003) . PEG analyzes the input text and calculates more than 300 features that reflect the characteristics of the writing, such as fluency, diction, grammar, and construction. According to its website, 2 it is currently used in 1000 schools and 3000 public libraries.
Text Inspector. One of the well-known models for English is the Text Inspector 3 that is designed to evaluate non-native speakers' texts. The basic functionality is offered free of charge, a subscription plan is available for those who wish to analyze longer texts or get more detailed results. The Text Inspector provides a statistical analysis of the evaluated text and finally displays also its language level according to CEFR. For example, the tool calculates number of sentences, words, syllables, their average length or relative frequency in a text, distributions for part of speech and other morphological categories, variety of vocabulary, and many other linguistic characteristics. In addition, it compares frequency of words in CEFR categories with large corpora such as the British National Corpus. 4 The system also estimates how difficult the text is for the reader's understanding, using three metrics: Flesch Reading Ease, Flesch-Kincaid Grade and Gunning Fog Index.
Readable.io. Another widely used tool for automatic evaluation of texts in English is Readable.io. 5 Again, basic functionality is available free of charge, while advanced features require a subscription. The application ranks the evaluated text in one of the CEFR as well as IELTS categories. 6 Similarly to Text Inspector, Readable.io quantifies the readability of the text, i.e. how difficult or easy it is to read. For this purpose, it uses eight different metrics. Some are based on the length of the words and sentences, others work with lists of "difficult" or "basic" words of the language.
Apart from detailed statistics, the application gives some specific verbal recommendations, such as "This sentence is very long. Consider rewriting it to be shorter or splitting it into smaller sentences." or "This is a hard word to read. Consider using an easier word if possible." The application also attempts to estimate the text style (formalinformal) and conducts sentiment analysis to display its emotional color and polarity (negative -positive).
Readable.io is also linked to other automatic language processing tools. With their help, it lists keywords from the text (separate words and especially word pairs, i.e. assumed phrases), lists the currently popular words (buzzwords), grammatical words, words pragmatically colored, words that are among the first 850 words designed to teach English to foreigners, and words that are among the thousand of most frequent words from children's books. It also estimates whether the author of the text is a man or a woman.
Tools for other languages
Some AES systems extended their scope to languages other than English. For example, IntelliMetric 7 claims it can handle 20 languages. It gives the opportunity to experience Chinese, Turkish, or Malaysian text ratings directly on the website, along with American, British and Australian English.
This tool is specific in that it evaluates essays written according to the predefined assignment and offers several possibilities of text evaluation to the user. In one task, for example, the application shows the user the beginning of a text and requires to complete it. The system then evaluates this completed part. If a user inserts a text that is not actually completing the predefined text, the ranking system refuses to evaluate it because the inserted text does not match the specified topic.
The tool also offers other possibilities of text evaluation. In another task, the user has to write a story on a given topic, namely a story that is supposed to be published in a magazine read by students throughout Australia. The specific task is e.g.: write a story about captivity or imprisonment -the narrator of the story, his friend, or his animal should get into the trap. The assignment also outlines where the story takes place, what events lead to captivity and who is involved in them, what feelings the characters have and how the issues raised are resolved.
When the user enters the input text, the system provides grades in several areas. It assesses whether the text matches the intended audience, and provides marks on the text structure, ideas, vocabulary, cohesion, paragraph breakdown, sentence structure, punctuation or spelling in general.
This system seems to be trained also with regard to the topic of the text and its target group of readers. This can make the scorer more accurate, but it also limits the range of text types that the system can evaluate.
In general, other languages than English are less covered by AES tools but research results (sometimes accompanied by tools) have been reported also for French (Lemaire and Dessus, 2001) , Japanese (Ishioka and Kameda, 2006) , German (Wild et al., 2005) , Spanish (Castro-Castro et al., 2008) , Arabic (Al-Jouie and Azmi, 2017), Polish (Broda et al., 2014) , and other languages (cf., e.g., Zupanc and Bosnić, 2015) .
EVALD -the pioneer automated essay scoring for Czech
EVALD is a software application that serves primarily for AES of Czech written texts. Currently, EVALD exists in three versions. The first two applications were created for texts written by native speakers of Czech (with grades 1-5) and by non-native speakers (in A1-C2 of CEFR levels). These two versions were focused on evaluation of surface coherence (cohesion). Their previous development and gradual extension of the systems has been reported in Rysová et al. (2016) , Novák et al. (2017) , Novák et al. (2018) and Novák et al. (2019) . The third, new version targets texts of non-native speakers with their language competence around the lowest CEFR level. That is, the system attempts to distinguish between the competence equal to A1 level and the competence that does not reach it (level 0). It was created especially for the purpose of permanent residence examination that requires evaluation of an overall mark. The third EVALD version (exploiting the NIE dataset from the National Institute for Education, see Section 3.2) thus does not provide evaluation of surface text coherence but a general, overall grade.
In general, EVALD processes the input text by internal procedures and then informs the user about the supposed level of surface coherence (or overall grade, respectively) in the submitted text. The online version of the EVALD for Foreigners is shown in Figure 1 .
In its assessment, EVALD tries to imitate human evaluators by means of supervised machine learning. That is, using hundreds of texts evaluated by teachers (human assessors) EVALD learned how they evaluate the texts in order to be able to evaluate new texts itself. An example of the text evaluation by EVALD for Foreigners is given in Figure 2 .
The software is trained to evaluate prosaic texts whose content and form (e.g. length) correspond to common school essays. The essays are usually created as a comprehensive piece of writing on a given topic, e.g. during the Czech language exams in case of non-native speakers or e.g. during the lessons of Czech at secondary and higher grades of elementary schools in case of native speakers. When evaluating a different type of text (e.g. too short texts or poems), the software may not work reliably because it is not trained for these text genres.
Methodology -building the EVALD applications
The process of creation of EVALD applications may be divided into several steps. Firstly, suitable data has been collected. We gathered sets of texts written by native as well as non-native speakers of Czech and detailed linguistic research has been carried out on them. Texts written by learners of Czech come from the MERLIN corpus (Boyd et al., 2014) , CzeSL-SGT corpus (Šebesta et al., 2014) , and from exams organized by the National Institute for Education. Texts by the native speakers were taken from the corpus Skript2012/AKCES 1 (Šebesta et al., 2016) . The individual datasets are described in detail in Section 3.2.
Collecting the data comprises also labeling the texts with corresponding grades. Concerning texts written by native speakers, the scale of grades was 1-5 (excellent to fail; five grades are typically used at Czech schools). As for non-native speakers of Czech, we used the scale A1-C2 (and separately 0-A1) in accordance with language levels defined by CEFR.
The texts were then examined from the perspective of the individual language areas: spelling, morphology, lexicology, syntax, semantics and discourse phenomena. Based on the linguistic analysis of collected texts, a list of differentiating language features has been established. The features were designed to sort new texts into multiple levels labeled by the grades. Using the designed features, EVALD then learns to do the same job automatically by means of supervised machine learning. The linguistic analysis of selected texts (gained from the National Institute for Education) is presented in Section 3.3 and the differentiating features are described in detail in Section 3.4. Based on the mentioned activities, a software application for automatic text evaluation was developed. 8 Firstly, automatic pre-processing of input texts was carried out with the help of the Treex system (Popel and Žabokrtský, 2010) . The automatic text processing consists of several steps, e.g. tokenization, sentence segmentation, morphological analysis, or both surface and deep syntactic analysis. For the purpose of the EVALD project, the Treex was extended also to include detection of discourse connectives and discourse (semantico-pragmatic) relations in a text, recognition of anaphoric relations, and processing of phenomena concerning sentence information structure (topic-focus articulation), see Novák et al. (2018) . Subsequently, experiments were performed on the automatically pre-processed texts. In the individual project phases, they were focused on different language layers and phenomena. The experiments were also carried out using various machine learning scenarios. A detailed evaluation of resulting applications is given in Section 3.5.
Finally, the EVALD applications themselves have been created. They are available online as a public web service of the LINDAT/CLARIN server, 9 or to download and run locally in a Docker container. 10
Datasets
The EVALD system is based on supervised learning and as such relies heavily on labeled data. The three versions of the system have been trained using three different collections of labeled texts -collections of essays manually annotated with the overall and/or surface coherence grade: (1) L1, (2) L2, and (3) NIE dataset. In addition, EVALD takes advantage of a great number of unlabeled texts collected in the SYN dataset. Table 1 gives an overall statistics of these datasets and their short description follows.
L1 dataset. Manually labeled essays written by native speakers of Czech come from the Skript2012/AKCES 1 corpus (Šebesta et al., 2016) . It comprises 1,694 students' essays written during classes of Czech language at elementary and high schools. The texts were manually labeled by coherence marks (1-5) by the authors of Novák et al. (2017) .
L2 dataset. The L2 dataset was compiled from three language acquisition corpora:
(1) the MERLIN corpus (Boyd et al., 2014) , (2) CzeSL-SGT/AKCES 5 (Šebesta et al., 2014) 11 , and (3) the Skript2012/AKCES 1 corpus (Šebesta et al., 2016) . Data from these three corpora form a dataset with essays manually labeled by coherence marks on the scale of A1-C2, i.e. the full scale defined in CEFR. As the L2 sources (1) and (2) do not contain any C2 texts, the C2 class was substituted by texts taken from the L1 Skript2012/AKCES 1 corpus (see Novák et al., 2017 for details).
NIE dataset. For the task of distinguishing texts that do not even reach the lowest level A1, we newly obtained a dataset from the National Institute for Education coming from the examinations for permanent residence of foreigners in the Czech Republic. 12 In total, we deal with around 200 texts in each of the following classes: 0 (worse than A1), borderline, and A1. Documents here are in average much shorter than in the L1 and L2 datasets.
Each text was evaluated independently by three teachers -evaluators. Unlike the previous two datasets, these texts were not evaluated in terms of text coherence but they were assigned an overall mark -due to the general rules concerning the permanent residence examination. The A1 and 0 classes contain texts where all three evaluators agreed on the same evaluation, the borderline class includes texts where the evaluation was not unanimous.
In Section 3.5, besides experiments with classification into all three classes, we also carry out experiments that work with the A1 and 0 classes only. For these experiments, we prepared the NIE-2 dataset, which is a limited version of NIE that does not contain borderline examples.
Example 1 demonstrates a text from the A1 class, Example 2 from the borderline class and Example 3 from the 0 class.
( Novák et al. (2019) , the EVALD system incorporates features that use large unlabeled data of Czech texts in two forms: (1) as a source for a language model, and (2) as a source for density estimations of other features. We use the SYN collection (version 4) of the Czech National Corpus (Hnátková et al., 2014 ). The language model was trained on the entire dataset, i.e. 275 million sentences, while the density estimation was counted on approx. 7% of the full SYN data.
Text analysis of samples from the NIE dataset
As already mentioned, the collected texts (both by native and non-native speakers) were first subjected to a detailed linguistic analysis across the individual language layers. We dealt with phenomena from the following linguistic areas: spelling, morphology, lexicology, syntax, semantics and discourse. We conducted a complex analysis of the texts and we examined how deficiencies in certain language layer may disrupt the overall coherence of the resulting text.
Texts written by native speakers of Czech were evaluated on the scale 1-5, texts by non-native speakers were evaluated on the scale A1-C2 according to CEFR. However, it turned out to be practical to focus further on the bottom class A1 (reaching A1 is e.g. a condition for permanent residence in the Czech Republic). In practice, it is thus often necessary to state the boundary between texts already having A1 and texts that do not yet reach this level (i.e. class 0).
In this section, we focus on the analysis of these lower-level texts, specifically on the differences between texts reaching the A1 level, texts below A1 (we mark them as class 0) and borderline texts (i.e. texts between A1 and 0). It turned out that linguistically interesting is especially the difference between the A1 and the borderline level.
From the linguistic point of view, the texts are rather simple. It is, for example, very difficult to observe here linguistic phenomena from the higher language levels (such as anaphoric and coreference chains or pragmatic relations), which are practically absent in these texts. On the other hand, the texts differ from each other in lower language phenomena (concerning e.g. spelling, vowel length or writing voiced vs. voiceless consonants) that are already acquired by more advanced learners and that are thus not worth observing at higher CEFR levels.
The texts from the 0 class appeared to be rather distinct from the other two sets. These texts (as demonstrated in Example 3) contain many mistakes already in spelling, morphology or lexicology. The authors of these texts have problems already with the Czech writing system (cf. mixing of uppercase and lowercase letters within a single word, e.g. POTŘEBujes, PROSim, MůžES, PŘiJiT, DEKUJi) . They make basic mistakes in spelling (connected with phonological issues, cf. missing vowels such as m instead of mi; mistakes in diacritics such as potřebujes instead of potřebuješ, můžes instead of můžeš, dekuji instead of děkuji, or in vowel length such as prosim instead of prosím, prijit instead of přijít) and morphology (cf. use of wrong noun cases such as Alenu instead of Aleno; mistakes in verbal grammatical categories such as mixing of person, cf. Jste nemocná. instead of Jsem nemocná., potřebujes instead of potřebuji etc.).
The content of sentences in these texts is often hard to interpret, as they contain unrecognizable words (cf. examples from other text samples like PANE RUŽiČKA PŠiLECE(?); koupit 15 dkg sý(?), 1 kus maslo krava 3 kus rohlič(?), or JSE OMLOUVAM NEMUŽU PŠIEC(?)). Besides many formal and grammatical mistakes (and also due to them), the overall comprehensibility of these texts is disrupted -even the native speakers of Czech have problems to understand the main message of the text. The 20 authors' communicative competence in the Czech language is thus rather low and it can be assumed that the authors could have problems with basic understanding of common (language) situations.
The other two sets (A1 vs. borderline class) appeared to be linguistically more interesting. Their overall comprehensibility was (despite the errors present) rather good and both of them contained similar error types. The problematic issues concerned especially the vowel length (cf. problem instead of problém or dojit instead of dojít in Example 1, nemužu instead of nemůžu, přijit instead of přijít or povolan instead of povolán in Example 2), confusion of voiced and voiceless consonants (heský instead of hezký in Example 1), confusion of uppercase and lowercase letters (cf. PŘijDU, ZiTRA or PROSiM from other text samples), and, rather rarely, punctuation (using a comma instead of full stop at the end of sentences, missing of a comma in subordinating constructions such as když něco, zavolej in Example 1 or na schůzku nemužu přijit, proto ze jsem povolan na Policie ČR in Example 2). Sporadic problematic issues appeared in these text sets also with higher language phenomena, namely with discourse connectives (cf. a wrong use of a connective -li "if" in the sentence Mužeme-li objednat schůzku na čtvrtek o 11.30 u Vás v ofisu? or a wrong form of the connective protože "because" used as proto ze in Example 2).
The borderline class contained also lexical errors, especially using inappropriate words and phrases (cf. the wrong phrase objednat schuzku "to book a meeting" instead of sjednat schůzku "to arrange a meeting", or stylistically inappropriate mam bouračku "I have a smash" used in an official letter instead of mám nehodu "I have an accident").
The difference between A1 and borderline sets was thus rather in the frequency of errors. Despite these errors, the main message of the texts was understandable (interpretable) and their authors proved to have a basic communicative competence in Czech.
Linguistic features
Based on a deep linguistic analysis of all datasets, we established a list of linguistic features according to which it is possible to evaluate new texts automatically, more precisely to sort them into the classes associated with individual grades.
We created such language features that EVALD is capable to track automatically in newly inserted texts and then to compare them to the already known ones (training datasets).
Currently, the EVALD application monitors approximately 200 language features from both lower and higher language levels. Additionally, the application works with the readability of a text, language model and density estimates.
As demonstrated in Section 3.3, the texts from the NIE dataset are different from the other two datasets containing texts by native speakers and non-native speakers of Czech. The low-level NIE texts are written by complete Czech language beginners, which is projected in their (non-)acquisition of various linguistic means and which should be thus reflected in the feature selection in automated scoring as well. It turned out, for example, that discourse or coreference features are not so much suitable or beneficial for this task, as they practically do not appear in the NIE texts. On the other hand, these texts differed in lower language features, especially in spelling. They contained differentiating features that were not worth observing in previous two datasets (the features concerning e.g. correct writing of letters in Czech, the use of long vs. short vowels etc. has been already adopted by the native speakers or more advanced earners of Czech). Based on the text analysis presented in Section 3.3, we thus designed new spelling features for automated scoring, not used in EVALD before. In the overview below, these features are put in bold.
The individual features can be arranged to multiple categories that are listed in the following overview (please note that all absolute numbers are normalized to the length of the text).
Spelling: number of typos, punctuation marks, accented characters and diphthongs, ratio of uppercase and lowercase letters, capital letters used elsewhere than at the beginning of a word, the number of lowercase letters after the full stop, the number of ú, the number of ú used elsewhere than at the beginning of a word, occurrence of two (or more) vowels next to each other in a single word (except for diphthongs au, ou) , the occurrence of soft consonants with y/ý, the occurrence of selected hard consonants with i/í, number of occurrences of the sequence pje, number of occurrences of two long syllables next to each other, number of characters other than letters, numbers, and punctuation etc. Vocabulary: richness of vocabulary expressed by several measures, average length of words, percentage of lemmas být [to be], mít [to have] and the most frequent lemma. Morphology: percentage of individual cases, parts of speech, degrees of comparison, verb tenses, moods, etc. Syntax: average sentence length, percentage of sentences without a predicate, number and types of dependent clauses, structural complexity of the dependency tree (number of levels, numbers of branches at various levels), distributions of functors and part-of-speech tags at the first and second positions in the sentences, etc. Topic-focus articulation: variety of rhematizers (focalizers), number of sentences with a predicate on the first or second position, percentage of (contrastive-) contextually bound and non-bound words (more precisely: nodes in the tectogrammatical tree), percentage of subject-verb-object and object-verb-subject sentences, position of enclitics, percentage of coreference links going from a topic part of one sentence to the focus part of the previous sentence, etc. Coreference: proportion of 21 different pronoun subtypes, variety of pronouns, percentage of null subjects and several concrete (most commonly used) pronouns, number of coreference chains (intra-sentential, inter-sentential) and distribution of their lengths, etc. Discourse: quantity and variety of discourse connectives (intra-sentential, inter-sentential, coordinating, subordinating), percentages of four basic classes of types of discourse relations (temporal, contingency, contrast, expansion) and numbers of most frequent connectives, etc. Readability: various readability measures combining a number of characters, syllables, polysyllables and sentences (Flesch-Kincaid Grade Level Formula, SMOG index, Coleman-Liau index, etc.) Language model: prob. estimates of the texts with respect to an n-gram language model trained on the SYN dataset. Density estimates: prob. estimates of all the other features with respect to SYN dataset.
Evaluation
The aim of the following experiments is to measure the overall performance of EVALD as well as contribution of individual feature sets.
We have tried multiple supervised machine learning methods 14 to train EVALD models: (1) stochastic gradient descent optimization using various loss types, (2) support vector machines with the radial basis function kernel, and (3) random forests. Apart from classification methods, we also take advantage of regression variants of the aforementioned methods. Before training, we mapped the labels of grades to integers, to which real-valued predictions of the regression models are also discretized in the end. Furthermore, we have also varied the values of hyperparameters specific to each of these methods, e.g. regularization and class balancing hyperparameters. Following the random search strategy, thousands of machine learning configurations have been tested. For the final evaluation, we pick those performing the best on the development portion of the data (see below).
The datasets are too small to be split to separate training, development and test portions. Instead, we perform a cross-validation. A standard k-fold cross-validation, however, leaves no room for development data, necessary for tuning a machine learning method and its hyperparameters. We thus take advantage of the k*l-fold crossvalidation. It is a nested procedure, where in the outer loop the data are split into k folds and one of them is considered a test set in each iteration. In the inner loop, a data portion comprising the remaining k-1 folds is split into other l folds. The procedure then goes over them and takes one fold as a development set and the rest as a training set. The result of the inner loop is a machine learning configuration tuned on the development set. Back in a given iteration of the outer loop, this configuration is subsequently used to train a model on all k-1 folds and to test it on a corresponding test fold. Predictions on test data are thus collected in the outer loop, possibly using a different learning configuration in each of its iterations. In particular, all the following experiments are run in 10*9-fold cross-validation. 15 Picking a single configuration as an output of the inner loop may introduce some noise for small datasets. In order to make the results of the analysis more reliable, we do the evaluation in the outer loop with an ensemble of 5 best configurations for each fold, instead of using just a single configuration. An essay is thus assigned the grade that earns the majority out of 5 possible votes.
We report performance of the tested systems using two metrics: (1) accuracy, and (2) macro-averaged F-score. Accuracy is a standard measure for classification tasks. However, it becomes less suitable for datasets with skewed distribution of classes, e.g. the L1 dataset. Therefore, we use macro-averaged F-score as a primary measure for the following experiments. It calculates an F-score value for every class in the dataset and then averages it over the classes.
Effect of additional spelling features.
In the first experiment, we evaluate the system that takes advantage of all the features presented in Section 3.4.
We compare its performance on all labeled datasets with two baselines. The first one exploits the complete set of features except for the newly added spelling features that were designed with respect to the properties of the NIE dataset. This corresponds to the feature set as presented in (Novák et al., 2019) . And the second, "majority class" baseline labels each essay with a most frequent grade. Table 2 shows that EVALD with the new spelling features slightly outperforms the system that does not include them. The only exception is the NIE dataset, which is surprising, since these features were primarily designed to target this dataset. The
L1
L2 NIE NIE-2 Macro-F Acc Macro-F Acc Macro-F Acc Macro-F Acc improvement on NIE-2 reveals, however, that it is likely a result of the mixed nature of the borderline class. All in all, it is necessary to mention that the difference caused by removing the new spelling features from EVALD is statistically significant 16 only on L1. The highest scores are naturally achieved on the NIE-2 dataset, which consists of solely two classes. Hence, it is important to take the majority class baseline into account. With this respect, the biggest improvement of 60 F-score points is observed on the L2 dataset.
Ablation of feature categories. In the second experiment, we investigate what is the contribution of individual feature categories to the overall quality of EVALD. We contrast the system based on the full feature set with its modifications where one feature category is left out at the time. This is repeated for each feature category. Note that each density estimation feature is derived from a single original feature. In other words, a group of density estimation features derived from a particular category encodes in some way the information captured by the category itself. Therefore, together with each category we decided to remove the corresponding density estimation features, too. Table 3 shows results of the ablation analysis for all the datasets. Although behavior of the model changes with different datasets, some common properties are evident, especially between L1 and L2. Performance gaps between the complete EVALD and its ablation variants are not large. Indeed, they are not statistically significant for most of the variants and datasets. EVALD thus seems to be robust enough, i.e. removing one category from the complete feature set does not change the results too much. Some of the categories, however, seem to be more important than the others, because we observe lowest numbers after their removal, e.g. vocabulary and morphology features. On the other hand, syntactic features appear to harm the performance on the L1 and L2 datasets, as EVALD performs even better without them.
On both NIE datasets, better scores are achieved after exclusion of discourse-related features. Due to a short average length of its documents and low Czech competence of their authors, there is most likely no room for such features to activate. In addition, recall that for the NIE dataset, we predict an overall grade, not just a grade for surface coherence.
As no obvious conclusion can be drawn when leaving out a single category, we proceeded in the ablation analysis by removing two important groups of categories. First, we left out the features that are based on the unlabeled data, i.e. language model and density estimation features. Second, apart from these, we also excluded all coherence-related features, i.e. topic-focus articulation, coreference, and discourse features. Together with the full EVALD system, these two configurations represent the three major steps in development of EVALD.
The lower part of Table 3 shows the results of these ablation experiments. Removal of SYN-based features causes a drop in accuracy, but it does not change any further after subsequent removal of coherence-related features. More important macroaveraged F-score statistics paints a different picture, though. Whereas inclusion of coherence-related and SYN-based features gradually improves the prediction quality for L1, it rather harms performance of EVALD for the other three datasets. This observation accords with the findings in (Novák et al., 2018 (Novák et al., , 2019 , even if it is more emphasized most likely due to tuning of learning configuration and a more reliable crossvalidation technique. Novák et al. (2018) has concluded that the effect of coherencerelated features is more pronounced for essays written by native speakers of Czech, since their language competence is high enough to disclose coherence-related nuances. Similarly, Novák et al. (2019) has shown that features based on the SYN corpus are also more powerful on L1 essays. Such behavior has been justified by higher similarity of texts from the SYN corpus and L1 essays, as both were authored by native speakers of Czech. Figure 3 illustrates the previous ablation analysis in a greater detail -on F-scores related to individual grades. Prediction naturally works best for boundary grades (i.e. 1 and 5 for L1; A1 and C2 for L2; A1 and 0 for NIE). Other grades are more difficult to distinguish. Interestingly, exclusion of SYN-based features on the L1 dataset results in performance drops for rather negative grades but gains for positive grades. The most plausible explanation is that coherence-related features, which are more effective in distinguishing high-quality texts, play a stronger role in such a model. After their subsequent removal, performance for positive grades deteriorates again.
Conclusion
In the paper, we introduced EVALD (Evaluator of Discourse), an application for automated essay scoring in Czech. We described the process of creation of the tool and we presented its individual versions aimed at slightly different purposes.
In the linguistic part of the paper, we presented the NIE dataset -texts from the A1-0 classes gained from the National Institute for Education -and we carried out a detailed analysis of a sample of them. It turned out that these lower-level texts written by non-native speakers are linguistically rather simple. The texts from the 0 class contain many mistakes e.g. in spelling (often connected with phonological issues), morphology or lexicology. Their authors often have problems already with the Czech writing system (e.g. they mix uppercase and lowercase letters within a single word). The overall comprehensibility of the A1 and borderline texts was, on the other hand, rather good (despite the errors present). The problematic issues included especially the vowel length, confusion of voiced and voiceless consonants, and use of inappropriate words and phrases. Sporadic errors concerned higher language phenomena, namely a wrong use or wrong form of discourse connectives. The A1 and borderline texts thus differed especially in the frequency of errors.
Based on the analysis, we designed new spelling features that tried to highlight the biggest issues, so that EVALD can distinguish between the classes more easily. The experiments, however, showed that these features are surprisingly more helpful on L1 and L2, the other two datasets that EVALD operates with.
In the experiments, we also explored overall properties of the EVALD system. We observed no strong characteristic that would be common across all the datasets. Nevertheless, the present analysis confirmed (and even highlighted) the findings from previous publications on automated essay scoring in Czech: coherence-related features and the features based on great amount of unlabeled texts play an essential role in evaluation of L1 essays, i.e. the essays written by native speakers of Czech. On texts written by foreigners, these features are less important.
