Twitter introduced user lists in late 2009, allowing users to be grouped according to meaningful topics or themes. Lists have since been adopted by media outlets as a means of organising content around news stories. Thus the curation of these lists is important -they should contain the key information gatekeepers and present a balanced perspective on a story. Here we address this list curation process from a recommender systems perspective. We propose a variety of criteria for generating user list recommendations, based on content analysis, network analysis, and the "crowdsourcing" of existing user lists. We demonstrate that these types of criteria are often only successful for datasets with certain characteristics. To resolve this issue, we propose the aggregation of these different "views" of a news story on Twitter to produce more accurate user recommendations to support the curation process.
INTRODUCTION
Recently there has been a significant shift online towards the task of content curation and distillation, moving away from the traditional activity of content generation alone 1 . Notably, media outlets can now break or cover stories as they evolve by leveraging the 1 http://rww.to/y6TKoY
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. content produced by users of social media sites (e.g. videos, photographs, tweets). However, significant issues arise when trying to (a) identify content around a breaking news story in a timely manner, (b) monitor the proliferation of content on a certain news event over a period of time, and (c) ensure that this content is reliable and accurate. Storyful 2 is a social media news agency established in 2010 with the aim of filtering news, or newsworthy content, from the vast quantities of noisy data on social networks such as Twitter and YouTube. To this end, Storyful invests considerable time into the manual curation of content on these networks. In some cases this involves identifying key "gatekeepers" who are prolific in their ability to locate, monitor, and filter news from eyewitnesses.
Twitter users can organise the users they follow into Twitter lists. Storyful maintains lists of users relevant to a given news story, as a means of monitoring breaking news related to that story. Often these stories generate community-decided hashtags. But even with small news events, using such hashtags to track the evolution of a story becomes difficult. Spambots quickly intervene, while users with no proximity (in space, time or expertise) to the news story itself drown out other voices. Manual curation via user lists is one way to overcome this problem, but this process is time-consuming, and risks incomplete coverage of all aspects of a news story.
In this paper, we address Twitter list curation from a recommender systems perspective. The input to the recommendation process is an embryonic seed list, containing a small number of users that have been deemed to be authoritative on the subject matter of the list by one or more journalists. While these seed users may tweet on a variety of topics, the list defines the context in which recommendations should be made. For instance, when building a list about a political issue, if a journalist in the seed set tweets about politics and sport, then the recommendations should be concerned with politics rather than sport. To support the list curation tasks performed by Storyful, we have developed and deployed a system for exploring the Twitter network and recommending the important users that form the "community" around a news story (see Fig. 1 ).
In Section 3 we propose a variety of network-and content-based criteria that are used to help to produce an expanded user list, which provides more comprehensive coverage of a news story. In Section 4 we evaluate these criteria on ten new datasets pertaining to Twitter discussions around the Republican Party nomination for the United States 2012 presidential election, where ground truth annotations have been provided by our partners at Storyful. Using a novel cohesion analysis procedure, we demonstrate that, depending upon the Twitter data available, criteria based solely on either network or content analysis will not perform consistently well. Therefore, in Section 4.4 we describe techniques for aggregating these criteria, and demonstrate that this aggregation process out-performs individual criteria across a range of datasets.
RELATED WORK
Many researchers have become interested in exploring content and network structure within Twitter, given the potential for the microblogging platform to facilitate the rapid spread of information. Kwak et al. [6] studied a sample of 41.7 million users and 106 million tweets, investigating aspects such as: identifying influential users, information diffusion, and trending topics. Shamma et al. [8] performed an analysis on microblogging activity during the 2008 US presidential debates. The authors demonstrated that frequent terms reflected the topics being discussed, but the use of informal vocabulary complicated topic identification.
The specific problem of identifying influential and authoritative users on Twitter has been examined by a number of users. Kwak et al. [6] performed initial work on ranking the importance of users, using both PageRank on the network of followers, and by counting the number of retweets achieved by each user. Cha et al. [1] attempted to capture different network perspectives by examining user follower in-degree, retweets, and mentions. Surprisingly, the authors found that follower information alone provided little evidence of authority, while the latter measures provided a better assessment of the level of engagement between users and their audience. Weng et al. [9] proposed a topic-specific adaptation of PageRank for ranking Twitter users according to their authority in a given area.
Researchers have also considered the related problem of producing personal recommendations for finding additional users to follow on Twitter, either by following network links or by performing textual analysis of tweet content. Hannon et al. [4] proposed a set of techniques for producing personal recommendations on users to follow, based on the similarity of the aggregated tweets or "profiles" of users that are connected to the ego in the Twitter social graph. Such techniques have primarily relied on a single view of the network to produce suggestions. However, we can view the same Twitter network from a range of different perspectives. For instance, Conover et al. [2] performed an analysis of Twitter data based on references to other Twitter screen names in a tweet, while researchers have also looked at the diffusion of content via retweets to uncover the spread of memes and opinions on Twitter [2, 7] . The idea is that both mentions and retweets provide us with some insight of the differing interactions between microblogging users.
In the context of enterprise social media, experiments performed by Daly et al. [3] suggested that, rather than automatically-generating social recommendations based on a single perspective, multiple recommender algorithms applied to different views may be preferable for supporting user selections.
LIST CURATION CRITERIA
In this section we describe a variety of criteria used to generate recommendations based on Twitter data. Given a breaking or evolving news story, we begin with a small set of annotated seed users that has been manually identified by a curator. Our task then becomes to identify additional Twitter users relevant to the news story, in the form of a ranked list of recommended users provided to the curator.
Each recommendation criterion involves representing the data in a sparse matrix representation, where users are represented by sparse profile vectors. To generate recommendations, we construct the mean or centroid profile vector for the set of annotated training users, and then rank the test users according to the cosine similarity between their profile vector and the centroid.
Content-Based Criteria
The popularity of these techniques may be partly attributable to the ability to apply existing techniques from text mining and information retrieval research to tweet content [4] , and partly due to the ready availability of streaming tweet data (relative to other network-based Twitter data).
Tweet profiles. Following the technique proposed in [4]
, we construct a tweet profile vector for each user, consisting of the aggregation of a certain number of their most recent tweets. This results in a sparse term-user profile matrix. For the evaluations conducted in this paper, we consider up to the 50, 100 and 200 most recently-posted tweets for each user. As terms, we extract all unique words, hashtags, and user name mentions, while URLs are removed.
List names. Each Twitter user list has a human-readable name, designated by the list creator, which usually indicates the topic to which the users in the list pertain (e.g. "Idaho Politics", "Machine Learning Researchers"). From this we derive a content-based criterion, where each user is represented by a term vector constructed from the aggregation of the tokens in names of the Twitter user lists to which they have been assigned.
List descriptions.
Twitter user lists can also have an optional description, which often provides a more verbose definition of the type of user contained in the list. This allows us to derive another content-based criterion, where each user is represented by a term vector constructed from the aggregation of the descriptions of the Twitter user lists to which they belong.
List merged. Finally, to provide term vectors with a larger feature set, we can represent each user by a vector constructed from the aggregation of the both names and descriptions of the Twitter user lists to which they have been assigned.
Note that, for the content-based views, we apply standard log-based TF-IDF normalisation prior to generating recommendations.
Network-Based Criteria
We now describe a number of criteria, based on network and graph views of Twitter data. A motivating factor for these criteria is the use of co-citation information in bibliometrics research, which has been shown to often be more effective in revealing the true associations between papers than citations alone [10] .
Followed-by profiles. The follower graph is an unweighted directed graph, where an edge exists from one node to another if one user follows another user. Reciprocal links exist where a pair of users follow one another. From this graph, for each user u i we can construct a sparse binary followed-by profile vector v, where an entry v j = 1 if user u i is followed by another user u j , or v j = 0 otherwise. A pair of users are deemed to be similar if their vectors have a high cosine similarity -i.e. they are "co-followed" by the same users.
Retweeted-by profiles. The retweet graph is a weighted directed graph, where an edge exists from one node to another if one user retweets another user. From this graph, for each user u i we can construct a sparse real-valued retweeted-by profile vector v, where an entry v j indicates the number of times tweets posted by u i were retweeted by another user u j . A pair of users are deemed to be similar if their vectors have a high cosine similarity -i.e. their tweets are frequently "coretweeted" by the same users.
Mentioned-by profiles. The mention graph is a weighted directed graph, where an edge exists from one node to another if one user mentions another user. From this graph, for each user u i we can create a sparse real-valued mentioned-by profile vector v, where an entry v j indicates the number of times the user u i was mentioned in the tweets posted by another user u j . A pair of users are deemed to be similar if their vectors have a high cosine similarity -i.e. they are "co-mentioned" by the same users.
Co-listed information. Our primary motivation in this paper is to identify user list members relevant to a given news story. It may often be the case that other news organisations and private individuals will also be simultaneously curating user lists on the same topic in the wider Twittersphere. Ideally we would like to be able to "crowdsource" these efforts to support list curation. Based on existing Twitter user list memberships, we can construct a bipartite list-user graph, where an edge between a list and a user node indicates that the list contains the specified user. As an example, Fig. 2 shows a simple bipartite graph representing three user lists. The users @RickSantorum and @MittRomney are co-listed twice, as both users are members of the lists GOP_Candidates and GOP. If this co-listing is replicated across the wider Twitter network, this may be indicative of an affinity between the pair of users.
Using a list-user matrix representation, we can compute the cosine similarity of users with one another, indicating the similarity of their list memberships profiles. Users who are more frequently co-listed will be deemed to be more similar.
EVALUATION

Datasets
For evaluation purposes, we constructed a collection of Twitter datasets focused on news surrounding the Republican nomina- tion for the United States presidential election of 2012. Specifically, these datasets focus on ten states where the votes were held on "Super Tuesday" (March 6, 2012). For each state, our partners at Storyful manually curated a set of between 20 and 97 seed users. For each seed user, we gathered a maximum of approximately 300 tweets, friends, followers, and user list memberships using the Twitter API. For any user list that we encountered, we also retrieved its associated name and description, if available. These limits reflect a quantify of data that might realistically be retrieved when monitoring multiple news stories in real-time, taking into account the comparatively strict query rate limits imposed by the Twitter API.
For each dataset, we also generated an expanded set of non-seed users. These sets were created as follows: we constructed the follower graph for the seed users, ranked the non-seed users in the graph based on their in-degree, and selected up to 1,000 of these with the highest in-degree such that their in-degree was ≥ 2. The rationale here is that these are prominent candidate members for the list in the Twitter neighbourhood of the story. Data was retrieved for these users using the same limits as used for the seed set.
This yielded ten datasets for evaluating the proposed curation criteria, containing on average ≈ 831 total users, of which ≈ 5% are annotated as seed users. In total 1,618,383 tweets from 8,305 unique users were collected. Details of these datasets are listed in Table 1 . These datasets are made available online in pre-processed form 3 .
Experimental Setup
To compare the individual criteria introduced in Section 3, we perform multiple runs of k-fold cross-validation on each of the ten datasets, using the annotated seed users as a ground truth. For each fold, we hold out a proportion of the seed set for use as test data, and used the remaining seed users as training data in conjunction with the centroid-based recommender. The goal of the recommendation task becomes that of distinguishing the users in the test set from the remaining non-seed users in the complete dataset, which constitute false positives.
We rank the non-training users using each criterion, and compute precision and recall scores relative to the test data for the top k ∈ [10, 50] recommendations. This process is repeated for 250 randomised runs, from which mean precision and recall scores are calculated. Note that, due to the differing number of seed users in each dataset, the number of folds for a given dataset is selected from ∈ [2, 5] so as to ensure there is at least ten users in each test set. Fig. 3 shows an example of a single instance of 3-fold crossvalidation on the subgraph induced by the seed set for the Georgia mentions network. The goal here is to identify the ten red (dark) nodes representing the set of users which have been held out as test data, based on the training set of blue (light) users, from among the larger set of 966 users in the complete dataset.
Dataset Seed Users Total Users Tweets Friends Followers Listed
Comparison of Criteria
Firstly, to examine the diversity of recommendations produced by the various criteria, Fig. 4 illustrates the agreement between rankings generated across all 10 × 250 runs, in terms of their pairwise Spearman rank correlations. These aggregated correlations indicate that there are a number of distinct signals present across different views of the same data. As we would expect, the different tweet profile sets are very highly-correlated. However, the rankings produced by list content text (i.e. list names and descriptions) are considerably different, and correlated far more highly with the corresponding list memberships (i.e. rankings generated on the colisted graph). The latter criterion also shares some similarity with another network view, provided by the followed-by criterion.
To compare the accuracy of the criteria, we rank the performance
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Tweets (50) Tweets (100) Tweets ( of each criterion on each dataset for each value of k in terms of both precision and recall measures. Table 2 shows the total percentage of times that each criterion achieved first, second, and third place in terms of precision, while Table 3 shows analogous results for recall. The criteria are ranked by the first, then the second, then the third column. Firstly, we observe that the precision and recall results are frequently low by the standards of most recommendation tasks. This reflects the difficulty of the task -Twitter data is inherently noisy [8] , and for the purposes of curation, it may sometimes be the case that one user may be substituted for another in terms of the information that they provide. Nonetheless, in conjunction with a human curator, the ability to achieve up to ≈ 0.7 recall on a manually-curated list does suggest that list curation can provide benefit in terms of supporting the work of online news outlets.
From the results, we see that the criteria derived from the analysis of the user mentions and followers networks are most successful, followed by the criteria derived from user list names and membership co-listings. The tweet content-based measures perform surprisingly poorly, although, as one might expect, the addition of more tweets does provide additional information and yield better results. Finally, the retweeted-by criterion does not achieve a top three placement in any of the 2,500 experiments. The sparsity of the retweet network, based on the number of retweets in the tweets collected for these datasets, appears to significantly limit the effectiveness of this criterion. Although ≈ 20% of all posts collected were retweets, many of these originated from users outside of the expanded datasets. Fig. 7 shows the percentage of times that each criterion achieved a top three placement across all experiments. It is clear that no individual criterion performs consistently-well across all ten datasets. In fact, the best performing criterion (mentioned-by) only achieves a top three placement 50% of the time. This variation across datasets suggests that no single criterion or view alone is sufficient to support list curation. For instance, the tweet profile approach is successful on the Alaska and Georgia datasets, yet is the least accurate criterion on a number datasets (e.g. Ohio, Virginia -see Figures 5  and 6 ). Similarly, co-listed information proves informative on the Idaho and Ohio datasets, yet achieves a precision of < 0.10 ∀k in the case of North Dakota.
To investigate the quality of information provided by individual views, relative to the annotated seed set, we consider the cohesion of that set of users for each criterion as follows. For a given criterion, we compute the mean pairwise similarity between users in the seed set -since we make use of cosine similarity in all cases, this value has the range ∈ [0, 1]. We then compute the mean expected similarity for a set of users of that size as follows: we re-label the user identifiers in the full dataset, and compute the mean pairwise similarity the new seed set users. This process is repeated over a large number of randomised runs, yielding an approximation of 9 respectively show a plot of corrected cohesion, as calculated above, against precision for the top k = 50 recommendations on all datasets. As one might expect, we see a strong correlation between the cohesiveness of the seed set in a given view, and the quality of recommendations produced on that view. For instance, in the case of Virginia in Fig. 8 , we see that the mean similarity between seed users in terms of their Tweet profiles is little different than if we had selected a pair of users at random from the overall datasets -naturally, our ability to identify relevant users based on their Tweet profiles alone is strictly limited here. Similarly, in Fig. 9 we see that list memberships do not effectively distinguish seed from non-seed users in the case of North Dakota. Similar trends are evident in the case of the other criteria, for both precision and recall.
Aggregating Multiple Criteria
As discussed previously, the various criteria presented here can potentially produce rankings of users that can differ considerably, and the effectiveness of these criteria can vary significantly from one Twitter dataset to another. To resolve this issue and to harness the diversity of views of Twitter views available (as indicated by Fig. 4) , we suggest the combination of rankings generated using both network and content-based techniques. To actually combine the rankings, we use SVD-based aggregation, which has previously been shown to be effective for combining recommendations in other contexts [11] . Specifically, we aggregate the top five performing criteria from Section 4.4. It is clear from the pairwise correlations in Fig. 4 that these represent a diverse set of network and content-based criteria:
• Network criteria: Followed-by, mentioned-by, co-listed.
• Content criteria: Tweets (200), list names.
To compare the performance of SVD aggregation relative to the individual criteria, we repeat the cross-validation experiments, com- paring SVD against the top five individual criteria used in the aggregation process. We then re-rank these alternative approaches based on their precision and recall, again computed as described in Section 4.2. Table 4 shows the the percentage of times that each approach achieved first, second, and third place, in terms of precision, as computed across all 10 datasets and each of the five values of k that we examined (ranked by first column, then second, then third). We observed that SVD-based aggregation consistently out-performed the other techniques, achieving first place in almost half of the experiments, and finishing in the top three in 92% of the experiments. In contrast, from Fig. 10 we see that the most competitive individual criterion on this ordering (mentioned-by) finished in the top three during only 50% of the experiments. Again content-based techniques fare relatively poorly. We see similar performance in terms of recall, as evidenced by the ordering of approaches in Table 5.
Criterion
CONCLUSIONS
The problem of content curation in social media networks is becoming increasingly important, particularly in the context of news curation for media outlets. In the case of Twitter, curating a list of authoritative users tweeting about a given news story provides a means of monitoring discussions around that story. However, currently this is a time-consuming manual task. Here we presented a range of criteria for building topical user lists, based on an initial seed set. By analysing the cohesion of the training data across different views of the same datasets, we demonstrated the strengths and weaknesses of these recommendation criteria, in the context of a limited availability of Twitter data. To overcome the weaknesses, we proposed the use of SVD rank aggregation. Experiments on a range of Twitter datasets relating to US politics demonstrated that this aggregation process yields more robust recommendations, succeeding in cases where individual content-or network-based criteria perform poorly.
