We use Generalized Beta Prime distribution, also known as GB2, for fitting response time distributions. This distribution, characterized by one scale and three shape parameters, is incredibly flexible in that it can mimic behavior of many other distributions. GB2 exhibits power-law behavior at both front and tail ends and is a steady-state distribution of a simple stochastic differential equation. We apply GB2 in contrast studies between two distinct groups -in this case children with dyslexia and a control group -and show that it provides superior fitting. We compare aggregate response time distributions of the two groups for scale and shape differences (including several scale-independent measures of variability, such as Hoover index), which may in turn reflect on cognitive dynamics differences. In this approach, response time distribution of an individual can be considered as a random variate of that individual's group distribution.
Introduction
Response time (RT) is the time interval between the presentation of a stimulus to a subject and subject's response. Distributions of RT data, collected during cognitive tasks, can be studied to glean insights into underlying cognitive dynamics. One particular application is a comparison of distributions, in the form of probability density functions (PDF), of two distinct groups of individuals: for instance, a group of dyslexic children with a control group [1] or a group of ADHD children receiving medication with those receiving placebo [2] . There are three key elements in this process: aggregation, fitting and modeling.
Aggregation
There is a range of performances within each group, which can be quite wide. For instance, dyslexia can vary from mild to severe and the effect of an ADHD medication can vary from significant to negligible. Aggregation of RT data of all individuals in the group serves two important purposes [3, 4] . First, it allows to establish differences between distinct groups, such as existence of an overall medication effect (or lack thereof). Second it helps to considerably improve statistics, which is particularly important for distributions with power-law ("fat") tails [5] . If the PDF, including its parameters, of a group reflects group's cognitive dynamics, one can think of each individual in the group as a random variate generated from this PDF [3, 4] . Of course, one cannot infer an individual subject outcome based on the group performance [6, 7] . In that case, RT distribution of an individual subject needs analyzed, for instance to determine the degree of dyslexia of (or the effect of medication on) that particular subject.
Fitting
To this day, short-tailed distributions characterized by (modified) exponential decay, are used to fit RT distributions. Two prominent examples are exponentially modified Gaussian (exGaussian) and translated Weibull (3-parameter Weibull). Both are characterized by three parameters: location, scale and shape. As shown in Table 2 they perform considerably worse than distributions with fat tails. Detailed discussion of other fitting candidates was conducted in [3, 4] . In particular, thorough fitting was conducted using Generalized Inverse Gamma (GIGa) distribution and lognormal-Pareto "cocktail" (LNP) distribution [8] .
GIGa distribution has a location, a scale and two shape parameters. (From Table 2 it is clear that fitting with a 3-parameter GIGa, GIGa3, is almost as good since, in this case, location parameter of GIGa is always close to zero.) It is a steady-state distribution of a simple stochastic differential equation (SDE) (see below and [9, 10, 11] ) and is encountered in the context of a network model of economy [12] . Its chief deficiency is that it decays as a (modified) exponent at front end. LNP matches lognormal distribution at front with a mixture of lognormal and Pareto so that the tail end is Pareto (power-law). LNP has one scale and three shape parameter. Its chief deficiency is that all its derivatives above first are discontinuous at the matching point and it does not appear as a result of a first-principles model.
Here, for the first time, we propose to use GB2 for fitting RT distributions [13] . It is given by
where
is a Beta function, Γ(α) is a Gamma function, p, q and α are shape parameters and β is a scale parameter. Its limiting behaviors are given by
and
We assume that αp > 1, that is that GB2 has a maximum (a bell shape). The condition for variance to exist is αq > 2. Clearly, for large αp and αq GB2 can mimic lognormal and (modified) exponential behavior (formally, GIGa3 and GGa are, respectively, p → ∞ and q → ∞ limits of GB2 [14] ). An important property of GB2 is that under a change of variable to its inverse, x → x −1 -which converts front end to tail and vice versa -it transforms as GB2(x; p, q, α, β)
which explains the p + 1 α ↔ q symmetry of the averages calculated with GB2 [11] .
Modeling
Consider a stochastic differential equation.
where dW t is a Wiener process. Its steady-state distribution is [9, 10, 11] GB2(x; p, q, α, β) with
The steady-state distribution of (5) is GIGa3 for κ α = 0 and Generalized Gamma for κ 2 = 0. For α = 1 we have mean-reverting models which yield a Beta Prime steady-state distribution in general [15] and Inverse Gamma and Gamma for κ 1 = 0 and κ 2 = 0 respectively. This is not to claim that eq. 5 necessarily describes a feature of cognitive dynamics. However, it belongs to the family of "birth and death" or "exchange" stochastic models [16] that intend to describe natural and social phenomena. We strongly believe that such an underlying first-principles model should exist if a distribution is to be used for fitting purposes. Weibull, Pareto [9] and lognormal [17] distributions, for instance, satisfy this requirement.
In this paper we apply methodology developed in [3] and [4] to a study that compared RT performance in Flanker, Color Naming, Word Naming and Arithmetic tasks between children diagnosed with dyslexia and a control group of age-matched children (for a detailed description of tasks see [1] ). Ordinarily, the deficiency in performance is associated with a slower RT. Initial question we wanted to address was whether the aggregate distributions are simply scaled versions of each other by the ratio of their mean RT [18] . We use a distribution-agnostic test by comparing zeroed-out distributions of log-transformed RT data. We find that for Flanker, where ratio of the mean control to dyslexic RT is the largest, rescaling cannot be rejected. For Color it can but not as strongly as for Word Naming and Arithmetic for which the ratios are the smallest.
Next, we wanted to quantify differences in aggregate distributions. To this end, we concentrated on their shape parameters and quantities associated with them. We fitted the distributions with GB2 and used bootstrap [19] to obtain confidence intervals (CI) for the shape parameters and variability indices. Since the usual measures of variability, such as standard deviation (SD) are not ideal because they overweigh fat tails, we previously introduced half-width (HW) of the distribution as a measure of variability [3] and [4] . However both SD and HW are proportional to the scale parameter. Mean-reduced SD [2] , that is SD divided by the distribution mean, is scale-independent and so is the mean-reduced HW, rHW. We also use a quantity known in economics as the Hoover (Pietra, Schultz) inequality index [13] . Altogether, in addition to obtaining distribution and variability parameters and their CI, we find complete agreement between fitting results and simple scaling analysis. This paper is organized as follows. In Section 2 we conduct a test of whether the control and dyslexic distributions are scaled versions of each other. In Section 3 we conduct thorough Maximum Likelihood Estimation (MLE) fitting of the distributions with GB2, using Kolmogorov-Smirnov (KS) statistics for goodness of fit, and use bootstrap to establish CI for important parameters, such as tail exponents and rHW and Hoover indices. The fitting is performed on the data with the un-physical small values of RT cut. We conclude with the Summary of the results. Appendix shows fits of the uncut data.
Check for Rescaling
Here we conduct an agnostic -that is not tied to fitting with a specific distribution -check whether the aggregate distributions of control and dyslexic groups are just two versions of the same distribution scaled by the ratio of their mean values. The detailed description of methodology can be found in [3] . The results are summarized in Table 1 . Here µ C and µ D are mean values, measured in seconds -of control and dyslexic group RT distributions respectively, c 1 = µ C /µ D , and log(c 2 ) is the difference of the mean values of the distributions of the log-transformed control and dyslexic RT data -theoretically c 2 and c 1 should be the same. KS statistics and p-values are obtained by comparing zeroed-out (moved to have zero mean) log-transformed data. Lower KS numbers correspond to a better match between distributions.
It is clear that for Flanker it cannot be ruled out that the control and dyslexic groups are scaled versions versions of each other, while the other three can -with much greater certainty for Word Naming and Arithmetic tasks. Visually, this is illustrated in Fig. 1 , which shows contour plots of zeroed-out logtransformed distributions. 
Fitting with GB2

Maximum Likelihood Estimation Fitting and Kolmogorov-Smirnov Statistics
Initially, we eliminated a number of un-physically small RT, which most likely were recorded in error. This was done by cutting in steps larger and larger number of low-time RT. At each step MLE fitting was performed and KS statistic obtained. The procedure continued until 6% of the total was reached. The step with the lowest KS was identified and RT from all steps prior were cut. In Appendix we show the results of MLE fitting without cuts -they produce consistently larger KS numbers (poorer fits). Table 2 shows results of MLE fitting for distributions mentioned in the Introduction. Lower KS numbers correspond to better fits. Clearly, fat-tailed distributions perform considerably better and, of those, GB2 is by far the best. In the rest of the paper, therefore, we concentrate solely on GB2. Figs. 2-5 show RT distributions fits with GB2 and their comparison between control and dyslexic groups, including rescaled versions in order to emphasize shape differences or lack thereof. We will use bootstrap in Section 3.3 to more precisely identify differences between shape-related quantities introduced in Section 3.2. Table 3 gives parameters of GB2 fits and the values of front and tail exponents. 
Measures of Variability
Here we identify several scale-independent measures of variability which will be used to compare the distributions of control and dyslexic groups. As we mentioned early, SD overweighs influence of fat tails. Therefore we utilize a different measure -Half Width. It is illustrated in Fig. 6 , where "modal PDF", M P DF , is the height of the PDF at the mode and "Half Width", HW , is the width of the distribution at half modal PDF. Since both HW and the mean µ of the distribution are proportional to the scale parameter, ∝ β, the reduced HW
is scale-independent, that is depends only on shape parameters. Since M P DF ∝ β −1 another scale-independent quantity, which measures the fraction of those with particularly low values and those in the tails, can be used [11] :
A well known scale-independent measure of variability, known as Hoover index in studies of income/wealth inequality, is given by
where p(x) is the distributions PDF and µ is its mean.
Bootstrap and Confidence Intervals
Here we perform bootstrap, as discussed in great detail in [3, 4] , to establish distributions and CI for the tail exponent αq + 1 and the variability measures introduced in Section 3.2 -rHW, DMMS and Hoover. Fig.  7 shows the distributions of these quantities and Table 4 gives their mean and SD, as well as CI. Sample sizes in bootstrap simulations are very close to those in the study described in [1] . 
Summary
We proposed to use Generalized Beta Prime for fitting response-time distributions. It does superior job of fitting relative to previously used distributions and is a steady-state distribution of a simple stochastic model. We used aggregated response times to compare two distinct groups of individuals in a contrast study. In this approach, aggregated group distribution is surmised to reflect on group's underlying cognitive dynamics, while an individual's distribution can be thought of as a random variate of the group distribution. The contrast in distributions was analyzed in terms of overall rescaling, by the ratio of the mean values, and in terms of shape differences. We introduced several shape-related parameters and showed that where the mean values differed the most, the difference in shape parameters was also the greatest.
Appendix A. GB2 Fits without Front Cuts
Here, we repeat fitting procedure of Section 3 but without cutting un-physically small RT, that is to say that we use the full RT data set. 
