Abstract-We propose a modified self-organizing neural network to estimate the disparity map from a stereo pair of images. Novelty consists of the network architecture and of dispensing with the standard assumption of epipolar geometry. Quite distinct from the existing algorithms which, typically, involve area-and/or feature-matching, the network is first initialized to the right image, and then deformed until it is transformed into the left image, or vice versa, this deformation itself being the measure of disparity. Illustrative examples include two classes of stereo pairs: synthetic and natural (including random-dot stereograms and wire frames) and distorted. The latter has one of the following special characteristics: one image is blurred, one image is of a different size, there are salient features like discontinuous depth values at boundaries and surface wrinkles, and there exist occluded and half-occluded regions. While these examples serve, in general, to demonstrate that the technique performs better than many existing algorithms, the above-mentioned stereo pairs (in particular, the last two) bring out some of its limitations, thereby serving as possible motivation for further work.
I. INTRODUCTION

C
OMPUTATIONAL stereo refers to the problem of estimating the depth of objects in a physical scene from multiple 2-D images captured from different viewpoints. In the case of images taken by two cameras with parallel optic axes and displaced perpendicular to the axes, the depth can be extracted from the difference in the positions of pairs of pixels in the two images that correspond to a single physical point. This difference is called disparity. The problem of physical depth estimation is reduced to locating the match for each pixel of one image, a pixel in the other, and, hence, the name correspondence problem. In practice, however, the camera axes may not be parallel. In such cases, calibration has to be carried out to estimate the external geometrical parameters which are then used to rectify the images. When humans view stereo pairs appropriately (i.e., using, for example, a stereoscope for separately given left and right images or the red-green goggles for the red-green stereo composites or anaglyphs), they perceive the corresponding 3-D scenes. The problem under consideration refers to automating this phenomenon, and can be formulated as follows. Stereopsis: For the stereo pairs under consideration, estimate the disparity maps, thereby providing a solution to the correspondence problem. Stereopsis is, in general, associated with one or more of the following difficulties: noise and illumination changes (and specularity) as a result of which the feature values for the corresponding points in the left and right images differ; lack of unique match features in large regions; presence of salient structural features: discontinuities in depth at object boundaries, discontinuities in surface orientation ("creases"), and steeply sloping surfaces, occlusion, and half occlusion.
Since there have been, in recent times, many surveys of the literature on stereopsis (for instance, [1] - [3] ), we examine only those references that relate to or can be compared with the present results.
II. LITERATURE SURVEY
The problem of stereopsis is normally broken into three relatively independent parts: feature selection, correspondence, and disparity interpretation. Starting from the pioneering work of Marr et al. [4] , many assumptions have been made, and constraints imposed on the variables, in order to arrive at a solution to the stereopsis problem. The explicit assumptions are: stereo pairs are epipolar and the epipolar lines are horizontally aligned, i.e., the correspondence points in the two images lie along the same scan lines; the objects have continuity in depth and, hence, in disparity; there is a one-to-one mapping of an image element from one image to the other (uniqueness); and there is an ordering of the matchable points [5] , and the implicit assumptions are: every pixel or point in one image has a corresponding point in the other; and there is a fixed range for disparity. On the other hand, typical constraints (relaxed in some recent papers) are: corresponding points have similar intensities/features; surfaces are smooth; and disparity gradient is 1.
Traditionally, solutions to the correspondence problem have been explored using area-, feature-, and phase-based, and Bayesian approaches, even though a starting point for an investigation can be normally, expected to be pixel-based [4] . The use of pixel values is declared to be "generally not suitable as matching primitives for stereo because a given scene entity often produces pixels in the left and right images of different intensities" [6] . However, more recently, in the process of explicitly dealing with occlusions, pixel-based approaches have been revived in generalized forms, since they provide a dense disparity map, require no feature extraction, avoid the adaptive windowing problem of area-based correlation methods, and eliminate the need for sophisticated interpolation techniques.
Area-based algorithms provide a dense disparity field but lack an explicit occlusion model [7] - [9] . Feature-based algorithms are expected to give an accurate location of discontinuities. Marr and Poggio [10] propose the choice of zero-crossings but the disparity map is sparse, necessitating an interpolation stage to fill in the values of disparity at intermediate points and leading to loss of accuracy in disparity. For modifications and refinements, see [11] - [15] . In the last two references, edge segments are assumed to be "abundant in the environment." Such an assumption does not seem to be helpful in images with sparse features as in wire frames. Further, even though [15] and others employ the self-organizing map and the perceptron, there is little likelihood of an explicit relationship between their results and the human visual model since the self-organizing map is used merely for grouping of (feature) data. Finally, the phase-based approach of [16] is implicit, i.e., disparity is expressed in terms of phase differences in the outputs of local, bandpass filters applied to a stereo pair. However, there exist mathematical limitations with respect to the permissible disparity range.
Recent algorithms deal with occlusion explicitly, incorporating some stereo cues to deal with occlusions. In [17] , intensity windows rather than individual pixels are matched, and smoothing of discontinuities is done within the framework of regularization. For a Bayesian formulation, see [18] . Assuming that an intensity variation accompanies depth discontinuities, [19] proposes a cost function based mainly on intuition and "justified solely by empirical evidence," resulting in "crisper, more accurate depth discontinuities on a wider range of images, and with much less computation." It is found that such an assumption is not, in general, valid for textureless and wire-frame images. Even dynamic programming (DP) in combination with graph-theoretic formulations has also been employed, assuming epipolar geometry and imposing and uniqueness and ordering constraints [20] . By designing a suitable graph, [21] relates the stereo matching problem to the minimum-cut problem. The complex graph approach in [22] includes, in the energy function, an occlusion term which represents the penalty associated with the pixels that cannot be matched; and invokes the uniqueness constraint. However, it fails in the case of wire-frame images. In [23] , a maximum-flow (graph-theoretic minimum-cut) approach is proposed along with a convex discontinuity cost, and, more importantly, dispenses with epipolar geometry and the traditional ordering constraint. It is found that graph-cut algorithms require more computational time than DP methods. For some recent extensions, see [24] . According to [25] , experimental results show that the graph-cut algorithm has the most accurate performance, especially in low textures scenes. However, no results seem to be available for wire frames.
The motivation for the proposed approach arose from the acknowledged stereo-perception ability [26] of the human visual system (HVS). A natural question is: To what extent do the existing algorithms have any resemblance to the HVS? It is found that very few of them provide an approach to imitating the HVS.
In this context, an unsolved problem is: Are there trainable artificial neural networks that can be employed for stereopsis? In view of the quite exciting pattern recognition results using neural networks and, in particular, self-organizing maps [27] , we propose the latter, and explore its application to stereopsis.
We organize the remaining part of the paper as follows. We introduce, in Section III, the self-organizing map (SOM) of Kohonen [28] and its modification, leading to the modified self-organizing map (MSOM); analyse it in Section III-A as applied to the problem of stereopsis, and explain the procedure employed to deal with occlusion; and present the main contributions in Section III-B. We generate, in Section IV, some basic synthetic images needed for testing stereo algorithms. After comparing, in Section V, the performance of the proposed approach with some of the results of the literature, we summarize, in Section VI, the special features and merits of the proposed approach along with its critique; and conclude the paper in Section VII. For details, see [29] .
III. PROPOSED SELF-ORGANIZATION MAP-BASED APPROACH
The SOM is a neural network that transforms a higher-dimension feature space to a one-or 2-D discrete map in a topologically ordered fashion. During the training, which is unsupervised, the neuron/node whose synaptic weight is closest (in a Euclidean sense) to the input feature vector is declared the winner. The winner's weight vector is updated so that it moves closer to the input vector in the weight space. The topologically neighboring neurons (in the weight-space) are also updated in a weighted manner. The updating at th iteration for the th-component of weight vector , with input vector , is given by , where is the weight vector of the winning node; is the learning rate, and is the neighborhood-function, defined below in (2), with the parameter controlling the influence of the winner on its neighbors:
. If the network is isomorphic to the data set, i.e., the number of nodes is equal to the number of data points, then, on convergence, each node maps onto a unique data point; and the positions of the nodes represent the best topographical fit for the initial distribution of the nodes.
It is found that the SOM cannot be directly applied to stereopsis, and certain modifications are called for in order to take care of stereo constraints. We now explain how to modify the SOM to discover a possible isomorphic mapping between the two images, the novelty in modification consisting primarily in taking into account the stereo-matching constraints. This leads to the creation of the MSOM. The steps are as follows.
Step 1: Initialize a node for each pixel in the left image, with the corresponding coordinates and intensity as the initial weights. Let denote the weights of the node corresponding to pixel at with intensity . For each pixel in the right image, associate a feature vector whose elements are the coordinates and the intensity. These feature vectors serve as inputs to the network. Select a pixel at random from the right image, and feed the corresponding feature vector as input to the network. Let be the input feature vector corresponding to pixel at .
Step 2: Let be the index of the winning neuron in the network for th input, then
The winner node corresponds to the minimal distance, and represents the pixel in the left image which could be a match for the th pixel in the right image.
Step 3: Let be the height and , the width of an image. Update only the first two components of all the neuron weight vectors as follows: (2) where (3) (4) for 1, 2, and , , , , is the standard learning rate, and , are the neighborhood parameters, which control the rate of propagation of disparity in the topological neighborhood and within the range of the object, respectively. Repeat the above three steps times where is a predetermined number; typically, .
Step 4: The disparity vector for each pixel is defined as: ; corresponding to vertical and horizontal disparity. Note that MSOM assumes that the mapping of each pixel from one image to the other is isomorphic. However, in practice, some sections of one image will be occluded in the other [29] . For such images, the MSOM needs to be further generalized.
A. Analysis of MSOM
The MSOM converts the stereo-correspondence problem into an estimation of an onto map from each pixel of one image to the corresponding pixel in the other image of the stereo pair. Let represent the set of pixels in the left image, and , the set of pixels in the right image;
, the set of position vector of the pixels, and , for , is its intensity. Then, the correspondence map is represented as the transformation, , which is estimated on the basis of the constraints related to photometry, continuity, localization, and occlusion briefly explained below.
Photometric constraint: Minimize . For , the correspondence point is given by , which is the winner node. See (1) . The updating of the winner node in (2) tends to reduce the distance between the correspondence-node and the input in the coordinate space, thereby strengthening the map. Continuity Constraint: The transformation should be one-to-one and topologically ordered. We incorporate continuity using,
; if , and , where and , ,
. In contrast with the algorithms of the literature, which define continuity in the coordinate space alone, we use continuity in 3-D feature space, with intensity as one of the components. This helps preserve the discontinuity in disparity based on the assumption that it is accompanied by a discontinuity in intensity. The MSOM implements this criterion using the modified updating (2) . The terms and define the neighborhood in the intensity and coordinate spaces respectively. The schematic diagram in Fig. 1 shows the difference in the directions of updating in the SOM and MSOM, the latter according to (3) . Note that MSOM produces a one-to-one map that is also topology-ordering, with (2) ensuring that the neighboring nodes take on similar disparity, and, thereby, improving continuity in disparity.
The continuity condition is implemented in the algorithm by neighborhood updating, using the and terms. The term leads to the propagation of disparity, i.e., smoothing in the spatial neighborhood. The term preserves the discontinuity in disparity across object boundaries with discontinuity in intensity and does not lead to smoothing or blurring of disparity boundaries. This is striking in the case of wire-frame stereo pairs where disparity can be estimated along the wires (see Fig. 2 ). A similar result is obtained for natural images (like Tsukuba), too [29] . On the other hand, in the case of high texture, the use of the term leads to a distortion of the boundary in comparison with its omission (see Fig. 3 ).
In the standard SOM updating process, the winner and all its neighboring nodes move towards the input vector in the weight/ feature vector space. However, for the correspondence problem, we require an isomorphic map. This inconsistency is demonstrated in the case of zero disparity (see Fig. 4 ). The updating (2) in MSOM ensures that the winner node moves towards the input vector, whereas the neighbors move to corresponding neighbors of the input vector.
In contrast with the application (of the standard) SOM, the intensity feature in MSOM is not updated, since such an operation would change the photometric constraint, and produce an erroneous disparity (see Fig. 5 ). Localization Constraint: For stereo pairs containing periodic textures, if the periodicity of the texture is pixels, then there is a match at every pixel interval. If is the actual disparity at that point, observations suggest that the perceived depth corresponds to a disparity of . This shows that, out of all the maps possible, we need to select the one that gives minimum disparity. We minimize , thereby ensuring that, in the case of nonunique solutions, we choose the localized solution in the coordinate space. As far as we are aware, none of the algorithms in the literature consider this case (of periodic textures). Since there are multiple matches, uniqueness is not defined by the existing algorithms of the literature, and the range of disparity has to be known a priori in order to get a unique solution. Hence, the choice of disparity depends on the implementation. In contrast, MSOM needs no such prior knowledge of disparity range. Occlusion Constraint: Many stereo algorithms assume implicitly that there exists a correspondence for every pixel of one image in the other, and, hence, produce a false mapping for stereo pairs with half-occluded points. However, the MSOM inherently detects occluded pixels, and uses a modified pixel set to estimate disparity. Such a procedure is distinct from the various pre-and postprocessing approaches proposed in the literature in order to find the occlusion points. Details are left out for lack of space [29] . The MSOM tracks pixels that do not win, and then labels them as occluded pixels automatically. It is found that occlusion detection is successful for not only the simple rectangular fronto-planar objects [29] but also real textured images (Fig. 6) .
B. Main Contributions of the Paper
The primary contribution is the MSOM which is a novel modification of SOM [28] to facilitate the latter's application to stereopsis. The special characteristics of the MSOM are: It does not assume epipolar constraint, is invariant to vertical disparities, and does not require a prior knowledge of the range of disparity. In fact, the search region could be taken as the whole image, and the disparity map obtained is unique. However, in practice, we employ a search window only to speed up the algorithm. The MSOM is superior to the existing algorithms in its ability to reliably estimate disparity in images having low textures. It can handle occlusions and salient features better than the earlier algorithms, and performs well on wire-frame images. It is robust not only to noise but to limited size variations and blurring of one image, and achieves global stereopsis automatically as a propagation of local correspondences. The resulting disparity maps are, in general, comparable to those in the literature but with less restrictive assumptions; and better than those in the literature as applied to the difficult bench-mark (synthetic) stereo pairs described in Section IV.
IV. GENERATION OF SYNTHETIC STEREO PAIRS
We generate certain classes of elementary stereo pairs in order to help us identify limitations on the use of constraints in the stereo algorithms. 1) Planar surfaces: The images are of planar surfaces that are texture-mapped with different types of textures or may be textureless. For stereo constraints analysis, we examine two of its categories. Fronto-planar surfaces (FPS) are visible surfaces of objects that are parallel to the image plane, having a uniform disparity. The corresponding pixels of the object have a one-to-one map. The performance of the algorithms on these stereo pairs shows the use of continuity constraint. In the case of textureless objects, the ability of an algorithm to propagate disparity can be tested. Nonfrontal planar surfaces (NFPS) are planar surfaces that are at an angle with the image plane. The surface has a uniform disparity gradient. Here, the correspondence pixels do not have a one-to-one mapping; hence, they violate the uniqueness condition. The results of the algorithms on these stereo pairs will demonstrate the interaction between continuity and uniqueness constraints. The results of the algorithms also depend on the types of texture, based on the matching approach used. Since the types of textures are innumerable, we use random-dots with different sparsity to check on matching. As mentioned above, a periodic texture is a special case meant to test for localization constraint. 2) Curved surfaces: Here, the objects could be of any shape, but from the stereo point of view, the objects considered are convex and, hence, do not have self occlusions. Textureless surfaces do not give rise to curved surfaces. On the other hand, Lambertian surfaces (LCS) with intensity gradients produce curvatures [ Fig. 10, top row (a) , in Section V below]. We can evaluate not only the ability of the algorithm to use intensity for matching but smoothness criteria. These stereo pairs do not have extractable features like zero-crossings, and, hence, the feature-based approaches fail to produce disparity.
3) Thin/fine objects wire-frames (WFS): One of the most significant features of wire-frame images [ Fig. 10 , bottom row (a), in Section V below] is that they contain no clues (like shading or texture), which are important pointers to depth information in (natural) monocular images. The wire-frame images have sparse match points, with disparity confined to the lines, and represent the narrow objects (in the image). Such images help us test the performance of a stereo algorithm on fine-structured objects. 4) Objects with occlusion, half occlusion: A discontinuity in disparity map along the epipolar line gives rise to half occlusions. To analyze the occlusion handling capability of the algorithm, we use the stereo pair with Panum's limiting case [4] (Fig. 7) .
V. IMPLEMENTATION AND RESULTS
We apply the MSOM to standard, nonepipolar and noisy (elementary and standard) stereo pairs, and compare the results with those of sum-of-accumulated difference (SAD), cooperative stereo (CS) [7] and graph-cut-based (GC) [21] , [30] approaches. In order to speed up the MSOM, the winner for each input is determined in a small neighborhood as against searching the whole image, and weight updation is carried out within the regions where the Gaussian tail tapers off to 0.001. Typical values of different parameters that are used for the experiments are as follows: For an image of size , number of iterations, , depending on the sizes of the image and textureless region in it; neighborhood parameter of , (which controls the spread in disparity); neighborhood parameter of , , depending on the intensity levels of the image; and learning constant, (which controls the speed of convergence and the smoothness of the disparity map).
The choice of the values for and has been guided by those in the standard literature on neural networks. The others parameters were determined by trial and error. Typically, for images with texture and small depth gradient, , and , and for images with low texture and high depth gradient, , and . Compared to other standard algorithms, the MSOM is slow. No attempt was made to optimize the code since the primary goal of the study was to check on the general correctness and viability of the algorithm. If the processing window size is , the processing time is given by where is the number of iterations and is the time required to search for the winning node. For an image-pair of size 256 256 with a search region of 20 10 pixels, the time taken to compute the disparity map on a Linux platform with Pentium-IV 1.4-GHz CPU and 256-MB RAM is, typically, 120 s. If we know the disparity range to be, say, 0-20, and there is no vertical disparity, a window of size 20 1 requires a computational time is 50 s. The speedup over using the whole image as a window is of the order of 60.
A. Performance Measures for Comparison
In order to compare the results of different algorithms, we adopt a method similar to that of Scharstein et al. [31] . In the case of stereo pairs with true disparity map, the estimated and the true disparity maps are normalized such that the pixels with lowest disparity are assigned zero value, and the highest disparity value is equal to the range of disparity. Then, the difference in the disparity value is computed at each pixel between the estimated and the true value. If the difference is greater than a threshold (of 2, chosen by trial and error), then the corresponding pixels are classified as "bad." The percentage of bad pixels in the image is used as the measure for comparison, and we call it percentage of bad pixels in disparity (PBD).
On the other hand, in the case of stereo pairs without the true disparity maps, only a qualitative evaluation can be made. However, in an attempt at some quantification, we employ the estimated disparity map to estimate the right image from the left image. Then, the nonoccluded pixels for which the intensity difference between the actual right image and the estimated right image pixels is greater than a threshold (of 50 out of 255) are classified as bad pixels. We, thus, obtain the percentage of bad pixels in intensity (PBI). It should be noted that this approach fails to give reliable measures in textureless regions and near the object boundaries.
For lack of space, a few experimental results are presented here [29] . However, the error measures for the other tested stereo pairs are also given in the tables. On the same PC as indicated above, typical computational times for an image of 256 256 pixels and a disparity range 
B. Elementary Stereo Pairs
Results show that, in the case of textured images, if the intensity distributions in the object and in the background are similar, then the disparity estimate by MSOM at the boundaries is more noisy than that obtained by other algorithms. On the other hand, in the case of textureless images, SAD is unable to propagate disparity, in comparison with other algorithms. The MSOM is able to estimate disparity in the case of textureless object and background, whereas the other algorithms fail.
In Fig. 8 , the FPS object has a periodic texture with periodicity of 15 pixels, and the object has a disparity of 10 pixels. Observation shows that the object is perceived as having a disparity of pixels. The MSOM is able to compute the disparity of , because of the localization constraint, whereas, with other algorithms, the computed disparity depends on the search range.
If a binary random-dot stereogram is treated as a texture, the MSOM fails to give correct disparity. This is due to the lack of features for matching but can be resolved by blurring the images using a Gaussian mask so as to introduce some spatially dependent intensity. The disparity results with and without blur are shown in Fig. 9 .
Even in the absence of features, like edges or zero-crossings, the network produces an acceptable disparity map (Fig. 10) . The disparity map produced by MSOM is smooth compared to other approaches. The superiority of the MSOM algorithm is demonstrated in the case of wire frames, for which the computed disparity is indeed confined to the lines, and the disparity map is close to the true-disparity. In contrast, the other algorithms give rise to blocky artifacts in the disparity map.
C. Standard Stereo Pairs
Qualitative comparison of the results shows that MSOM has the following distinct advantages: it can estimate disparity of fine objects, detect discontinuity in disparity effectively, preserve the shape of objects, and compute a smooth disparity map. The PBD and PBIs for the stereo pairs are tabulated in Table I. 1) Stereo Pairs With Known Disparity Map: Fig. 11 shows an estimated disparity map for a standard stereo pair (Tsukuba) which has only fronto-planar surfaces. The background is textured with small textureless patches in the foreground. Compared to other algorithms, the MSOM preserves the shape of the objects. However, it fails to estimate the disparity of the lamp post. The disparity values close to the outer boundary of the lamp and the camera are noisy, since the occluded parts have similar intensities.
2) Stereo Pairs With Unknown Disparity Map: In the (highly textured) Pentagon stereo pair [29] , the camera motion is not exactly horizontal but contains some rotation, violating the epipolar constraint. The MSOM gives the structure of the pentagon effectively and distinguishes the bridge from the ground. See Table III for PBIs of different algorithms.
3) Occluding Contours: Observations by Nakayama et al. [32] , [33] show that the occluded contours or sections always take on such disparity values as to suggest that they are behind the occluding object. This is clearly visible in the Panum's case (Fig. 7) , where a reversal of the stereo pair will change the contours that are matched. None of the existing algorithms take this into account.
4) Orientation Discontinuities:
The MSOM can produce discontinuities in orientation only if there is a change in intensity. In certain cases, there are two possible disparity maps: one in which only the middle black line appears to be raised above the background; and the other in which the white plane forms a roof like structure. Our perception gives rise to the roof-like effect, but the MSOM gives the disparity map in which only the line is raised [29] . However, the MSOM can estimate disparity correctly in the presence of discontinuity in orientation, accompanied by texture or intensity gradient as in Fig. 12 .
The MSOM algorithm, in which the planes are forced to take on fronto-planar form, performs well on textured vertical and horizontal slant surfaces. However, it fails to produce gradient in textureless surface unless there is good support from the boundaries [29] .
5) Other Stereo Pairs:
The first is nonepipolar. In Fig. 13 , the right image of the tsukuba stereo pair is altered to create nonepipolar stereo pairs. The results in the figure show the superior performance of our approach compared to other algorithms. The PBD for the MSOM (Table IV) shows that it is robust with a nonepipolar constraint. For the second, noisy pair, the robustness of the algorithms against noise in the stereo pair is analyzed by estimating disparity map with added noise in the right image. The resulting disparity-maps with impulse noise, and blurred right image are found in [29] .
However, since the pixel-by-pixel intensity is used to find the closest match and for updating weights, if the two images of the stereo pair have different contrasts, the MSOM fails to give an acceptable result (see Fig. 14) .
6) Specular Surfaces: The disparity map, estimated for a typical stereo pair with specular reflection, is found to be erroneous in the region of reflection [29] . 
VI. UNIQUE FEATURES AND CRITIQUE OF MSOM
The MSOM is distinct from a mere application of the standard SOM, with no need for interpolation to propagate the disparities along horizontal lines, since the MSOM is able to estimate disparities in these regions by local cooperation. The disparity maps compare favorably with those of the literature, and, in the difficult cases of nonepipolar geometry and occlusion, are superior to those of the literature.
The earlier psychovisual experiments by Julesz (see [26] ) seem to suggest human visual ability to fuse stereo pairs subjected to rotations of upto 15 . In Fig. 15 , the left image of the RDS pair is rotated about the center of the image. This gives rise to an additional gradient in vertical disparity and the horizontal disparity. Most of the existing algorithms assume that epipolar geometry can be estimated from the images, using feature points like lines or corner points. However, for Fig. 15 , it is not possible to find the epipolar lines by any method available in the literature.
As far as occlusion is concerned, the MSOM can track the pixels that do not win, and then label them as occluded pixels automatically. Compared to other algorithms, the MSOM has inherent global interaction. In the periodic, slant-plane stereo pair of Fig. 16 , applied on a slant plane, the left and right images have the same texture but with different periods. Experiments show that we perceive a sawtooth shaped object [ Fig. 16(g) ], instead of a slant plane [ Fig. 16(f) ]. The phenomenon can be explained by using the coordinate constraint. This seems to be the first ever such observation; and it is significant that MSOM is able to predict the perceived object. For wire-frame stereo pairs, MSOM can estimate disparity along the wires because of the term.
In the case of stereo pairs of different sizes with texture, there should be a limit on the amount of difference in the sizes of the left and right images. If the image is low textured, the MSOM fails. Further, since the matching criteria are based on intensity comparison of individual pixels, the MSOM fails to give an acceptable disparity map for stereo pairs in which the right (or left) image has a different contrast from the correct version.
VII. CONCLUSIONS
We have proposed a novel modification of the self-organizing map for estimating the disparity map from a stereo pair of images. After initializing the network to one of the images, we compute the amount of deformation required to transform it into the other image; the deformation itself constitutes a measure of disparity. It is conjectured that this deformation is closely related to the phase difference between Gabor-mask outputs of Qian et al. [34] who model the neurons in the visual cortex using Gabor functions. The MSOM has many special properties: no assumption of epipolar geometry of the images, no limit on disparity but accommodates salient features (like discontinuous depth values at boundaries and surface wrinkles) and half occlusions. It performs better than many existing algorithms on synthetic and natural stereo pairs (including wire frames). Examples are given to illustrate not only its superiority but also its limitations.
