Introduction
The numerical scheme which is often used to solve systems of nonlinear equations is Newton's method. It has a quadratic rate of convergence. But in order that it may converge, initial estimates of the solution are required to be close to the solution. Furthermore, at each iteration, a Jacobian whose value must "be other than zero has to be evaluated. These are indeed severe drawbacks of this method especially when a large system of nonlinear equations is to be solved. On the other hand, simpler schemes of iterations are the functional iterations, namely, Jacobi iterations and Gauss-Seidel iterations. These could be easily applied to large systems, but their rates of convergence are linear. In this paper, attempts are made 1;o develop a simple functional iterative scheme having a quadratic rate of convergence with respect to other functional iterations.
The method has been derived by perturbing nonlinear Jacobi iterations. Its effectiveness is established through several applications. Some of them are discussed in section 6. It has been proved mathematically and verified computationally that the perturbation parameters control the mode of convergence of iterations. Also, because of these perturbations, since the iterates undergo displacements, it is expected that in some cases -these perturbed iterations may converge to the solution whereas nonlinear Jacobi iterations will fail. This has been verified through examples in section 6.
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Various perturbation methods to solve systems of equations can be found in [1] - [4] . Hence the basic concept in this work is not new. However, since the algorithm of this method is much simpler than the previous methods, when applied to a large system of nonlinear equations, it should take less computer time and computer memory storage.
Formulation of the algorithm
The problem before us is to solve a system of nonlinear equations
in a domain D which is a subspace of R n , where R n is the n-dimensional real space.
T Let x be a vector in D, given by x = (x^jXg,..•,x n ) , where the superscript T denotes the transpose of a matrix. Let i" i Dcfi n -•» R n , then (1) may be expressed as
It is assumed that there exists a solution x = x*e D of (2) , where x* = (x*,x|,... ,x*) T . Thus F(x*) =0. Let us express the system (1) as (3) x ± = G i (x 1 ,x 2 ,...,x n ) , i = 1,2,...,n).
These equations may be expressed as
where G s FcE n -E n . Since x = x* is a solution of (4), thus x* is a fixed point of the operator G. Let x^e D, be an initial estimate of x*. The nonlinear Jacobi iteration at some k-th iteration may be expressed as
.00
*i is the value of x^ at the k-th iteration. We will now introduce a perturbed iterative scheme as follows (6) .00
where W^ i 00
are the elements of the perturbation vector .. R a ; and will be computed in terms of quantities obtained at the (k-1)-th iteration.
(kl (k} Let us assume that, for all k, x v J eD and g v ; £D, where
To compute W^ ' we will assume that these quantities are small such that terms containing their squares may be neglected. Also the functionals G^ must be such that their first and second derivatives at any k iteration must satisfy the following conditions (7a) 3 G. 3x. (6) converges to the solution x* after k-1 iterations,
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Expanding the right-hand side of this equation by Taylor's series, and truncating after the second term by virtue of the assumptions imposed upon and (7b) on G^, we have
The equations (6) and (8) form the required algorithm which we will apply to solve systems of nonlinear equations numerically.
Convergence theorems
We will now analyze the convergence properties of the algorithm. In the vector form the equation (6) may now be expressed as the iterative scheme (9) will converge to the solution x* and x* is the unique solution in D. Proof:
Since ^(A)<1. we can choose a norm such that ||A|| < 1. Let e (k) = |x' k) -x*| and v^ = From (11) for some j > kQ, ||v^||<6. Thus k k
Since ||A||<1, as k -«»-, 0. This establishes convergence of iterations to the solution.
To prove uniqueness, let us assume that y* is another fixed point of G in D. Then, It is rather easy to establish that the condition (11) is a necessary condition for convergence of the iterative scheme (9). Theorem 2. If the mapping G satisfies (10), the condition (11) is a necessary condition for. convergence of the iterative scheme (9) to the solution x* in D.
Proof: Prom (9)
-695 -If y, zeH are two vectors, |y| ^ |z| implies that ||y|| || z||. Thus we get, II < -x*|| + || A || |x^k~1 ^ -x*|| .
If the iterations converge to x*, for some + 1,
Thus, ||W (k) || < £. This proves the theorem.
Criterion for convergence of iterations In most iterative schemes, convergence of iterations is accepted if after some k iterations,
..,n, where e is a small positive quantity chosen arbitrarily. Although mathematically the validity of this condition is understandable, in a computer program it is merely a necessary condition for convergence. Thus it is conceivable that a slowly converging iterative scheme may satisfy (12) and converge to a wrong solution even when S = 0.0001. In the present scheme, the mode of convergence is asymptotic and directly depends on the values of the perturbation vector This consistent with (11) the convergence criterion is set as
where (in a computer program) we generally chose £ 10"\ If the assumptions imposed upon the operator G are satisfied, then according to the theorems 1 and 2, the condition (13) is both necessary and sufficient for convergence. This was verified by computer experimentations.
Computational procedure
Let us consider an illustration showing thereby the computational procedure of the algorithm.
Example. Solves x^ -cos(x^,x 2 ) +1=0, x 2 -sinCx^.x,,) = 0.
This system has a unique solution: x^ = 0, x 2 = 0. Let G^Cx^.Xg) = cosix^jXg) -1 and G 2 (x 1 ,x 2 ) = sin(x 1f x 2 ).
2G.
Let P i (x 1 ,x 2 ) i = 1,2.
Step 1.
Choose some x 2° ^) to be the initial estimate of the solution. Then at some k-th iteration we compute
where G^" 1 > = G^x^" 1 >, x| k~1 >) , i = 1,2.
Now compute
Step 3. xi k ) = w{ k) + i =1,2.
Step If max | | 10~\ the last computed (k) i values of x^ ' will give the solutions. If this inequality is not satisfied, the steps 2-4 will be repeated.
This procedure may now be extended to any large system. If P^ = 0 for some i, the value of the perturbation parameter will be zero, and the effectiveness of the method will be reduced. If P^ = 1 for some i, the method will fail.
For the above system of equations when we started iterations arbitrarily with \ ^ equal to (999.0, -999.0), (-999.0, 999.0) and (-999.0, -999.0) respectively, the method converged to the solution (0, 0) within 4 iterations.
-697 -We will now consider few more applications of this method and compare its effectiveness with that of the other well--known nonlinear functional iterations, namely Picard, Jacobi and Gauss-Seidel iterations.
6. Comparison with other functional iterations A comparative study "between the effectiveness of this method with that of other functional iterations, namely, Picard, Jacobi and Gauss-Seidel iterations will now be studied by virtue of applications. Equations with one, two, and three variables will be considered for solution, ihe criterion foy convergence of iterations in Picard, Jacobi and Gauss-Seidel iterations is given by (12) with e, = 10~\ whereas that for the present scheme is given by (13) with E, = 10~\ (a) Equations with one variable In this case, the present scheme will be compared with Picard's iterations. The method is found to be not quite effective to solve systems of equations having multiple roots. For example: the system of equations x = sin x cos y and y = 1.5708 cos x sin y has solutions which are: (0, 0), (0, 1.5708) and (0, -1.5708). When were chosen as follows: (0.1, -2.0), (0.1, 0.1) and (0.5, 2.1), the method converged to the solutions (0, -1.5708), (0, 0) and (0, 1.5708) respectively. However, when the initial estimates were arbitrarily chosen as (999.0, 999.0), (333.9, -444.9) and (24.5, -45.9) it converged to (0, 0), (0, 1.5708) and (0, -1.5708) respectively. Indeed it was found consistently that whenever good initial estimates of a particular solution are chosen, the method invariably converged to that solution within few iterations; and if the initial estimates are chosen at random, it usually converges to one of the multiple roots. The cause for this has not yet "been found mathematically.
For systems of equations with unique solutions, it was verified computationally that the method exhibits a global convergence property. In the example 3 (of the previous section), when the initial estimates were arbitrarily chosen as In several applications it was found that while Jacobi iterations failed to converge, the new scheme converged to the solution within few iterations. We will now study the probable cause for this. Let 10 iterations when the initial estimates were where
Then from (6) and (8),
where, G{ k " 1 > = gJx^ >,... .x^1 >) .
' is replaced by zero, the present scheme reduces to nonlinear Jacobi iterations. Thus it is clear that the sequence of iterates generated by the present scheme are different from those given by Jacobi .iterations. However, it can be proved that if both techniques generate the sequence of iterates {x^} such that x' k 'eD for all k and the mapping G is contractive in D satisfying (10), then Jacobi iterations will converge to x*, and if furthermore, the perturbation vector W satisfies (11), the present method will also converge to the solution x*. But in general, nonlinear Jacobi iterations will generate iterates {x^}£D0, where D0cE n and DQ ^ D. Thus both techniques may not simultaneously converge to the solution. This has been verified in the examples 3, 5, 6 and 7 of section 5. Although no example was found yet, where present scheme of iterations diverged and the nonlinear Jacobi scheme converged to the solution, such a possibility cannot be ruled out. A large number of applications studied so far have indicated that whenever both the present scheme and nonlinear Jacobi iterations converged simultaneously, the former converged faster than the latter in ¡jeneral. The possible cause for this will now be the topic of our discussion.
First, we will assume that the method is converging to the solution so that,
Since we did not assume the existence of ^ for i ^ j, (kl ^ let us assume that for all x v J e D,
where 0<G<1, p£ k~1 ^ is given by (14) and k_1 ^ are real numbers depending on G^ and x. It may be observed that ^ may toe chosen such that (15) will represent the contractive property of G. Now, from (6) we get
Recalling that x* = G(x*,...,x*) and applying the contractive property of G as given by the inequality (10) we get, n
where a^ are the elements of A. 
The inequalities (17) and (19) are both derived from the same equation (16). Only contractive property of the operator G was used in (17), whereas the value of wjp^ as well as contractive property of G were used in (19)-Thus recalling the assumption (7b) (which shows that the elements t^ are bounded for all on W 4
(k > i = 1,2,...,n) and the assumption imposed (that they ara small quantities whose squares may be neglected) we may conclude that v ' approaches x as fast as approaches zero, the rate of convergence is proportional to -for i = 1,2,...,n. This was systematically verified "by computer experimentations. In the (k-1) absence of perturbations ' are the nonlinear Jacobi iterates. However, since are small near the solution, (k-1 ) under the present scheme, ' will approximate the Jacobi iterates. Thus we may conclude that the rate of convergence of the present method is almost quadratic with respect to that of the nonlinear Jacobi iterations.
Conclusion
The method developed in this paper is a form of functional iteration and hence it is simple both in theory and in practice. Although it is obtained by simply adding a perturbation vector to the nonlinear Jacobi iterations, it has demonstrated so far better convergence properties with respect to other existing functional iterations. A large number of applications studied so far indicate that the method is effective.
Finally, works are on progress at present to study both theoretically and computationally the properties of a combined iterative scheme consisting of a successive over/under relaxation technique and perturbed Jacobi/Gauss-Seidel iterations. Theoretically or computationally no conclusive results have yet been obtained. However, by computer experimentations it was found so far that the perturbed Jacobi and the perturbed Gauss-Seidel are almost equally effective and the introduction of an arbitrary over/under relaxation parameter in the perturbed iterations does not improve its convergence properties.
