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Abstract: The irreducible representations of SU(N) over a mixed quark-antiquark Fock space component
V ⊗m ⊗ V ∗⊗n, where dim(V ) = N , have been studied for many years (see [1–5] and many more). In
analogy to the case for the quark-only Fock space component V ⊗m, there exist efficient tools to classify the
irreducible representations of SU(N) over V ⊗m ⊗ V ∗⊗n using tableaux. Unlike the case of V ⊗m, the only
general algorithm known to us for constructing the associated projection operators onto irreducible multiplets
involves translating n(N−1) fundamental factors into n antifundamental factors using the Leibniz rule, which
turns out to be computationally extremely inefficient.
If one is interested only in singlets, this problem can be entirely avoided as is demonstrated below where we
provide an efficient algorithm to construct the projection operatators onto the irreducible representations of
dimension 1 of the special unitary group SU(N) over a mixed Fock space component V ⊗m ⊗ V ∗⊗n that
transparently gives access to N dependence, and discuss the relative merits in comparison to an alternative
algorithm briefly discussed in a different context by Keppeler and Sjo¨dahl in [5].
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1 Introduction
The theory of invariants (in mathematics-circles also often referred to through the Schur-Weyl duality, see
e.g. [6]) is a powerful method of characterizing the irreducible representations of the general linear group
GL(N) on a finite dimensional vector space W [3, 7] that is formed as a tensor product of a finite number of
factors containing an N -dimensional vector space V and its dual V ∗ (see [8] for a textbook treatment). This
method exploits the fact that the set of linear maps on W that commute with the action of the group GL(N) on
W in the most general case are easily described in terms of a set of maps called primitive invariants of GL(N)
on W [9], and will collectively be denoted as PI (GL(N),W ) in this paper. We will write API (GL(N),W ) to
denote the algebra of real linear combinations of the primitive invariants.
Almost concurrently with the formulation of the theory of invariants, Young contrived a combinatorial method
of classifying the irreducible representations of GL(N) on V ⊗m and many of its subgroups, in particular the
special unitary group SU(N) [1]. In this method, one constructs an object called a Young tableau, and from
it obtains the irreducible idempotents (also known as the Young projection operators) corresponding to the
irreducible representations of SU(N) on V ⊗m.
In the 1930’s, Littlewood and Richardson [10] were able to generalize Young’s tableaux to Littlewood-
Richardson (LR) tableaux,1 which correspond to the irrducible representations of SU(N) on general product
spaces W that may include spaces derived from V (such as V ∗ or also specifically V (adj), the carrier space
of the adjoint representation, which is also the traceless part of V ⊗ V ∗) in addition to V [12]. If one con-
siders a product space consisting of V and V ∗ only, for example V ⊗m ⊗ V ∗⊗n, then the projection operators
corresponding to the irreducible representations of SU(N) on V ⊗m ⊗ V ∗⊗n can be extracted from the LR
tableaux via the Leibniz formula for determinants [13], as is exemplified in appendix A.
The resulting procedure is, however, extremely longwinded and thus only of limited use in practical applica-
tions. Appendix A contains an example exhibiting the tedium. If one needs to keep N generic, the method
1These are not to be confused with Littlewood-Richardson skew tableaux [6, 11], which are sometimes simply referred to as
Littlewood-Richardson tableaux in the literature.
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becomes impractical already for small spaces such as V ⊗V ∗, and thus, by extrapolation, nearly unmanagable
for spaces beyond V ⊗ V ∗.
In physics applications one is often only interested in the singlet representations of SU(N) on V ⊗m ⊗ V ∗⊗n.
The associated singlet states |φS〉 ∈ V ⊗m ⊗ V ∗⊗n of SU(N) satisfy, for every U ∈ SU(N),2
U|φS〉 = |φS〉 and 〈φS |U† = 〈φS | , where U := U⊗m ⊗ U∗⊗n . (1)
The singlet states of the color group SU(Nc) play a special role in quantum chormodynamics since only
these correspond to observable particle configurations due to confinement. Somewhat more generally, group
integrals will be non-vanishing only on singlet integrands, which can be projected out if all singlet states are
known.
With such applications in mind, the present paper provides a compact, and efficiently programmable algo-
rithm to construct the 1-dimensional (singlet) representations of SU(N) on V ⊗k⊗V ∗⊗k, which we call generic
singlets, since they remain singlets irrespective of N , once N is large enough in relation to k for a specific
singlet representation λ to appear in the decomposition of V ⊗k ⊗ V ∗⊗k into irreducibles. The algorithm
provides easy access to the associated threshold values Nλ,k. We argue that singlets on V
⊗m ⊗ V ∗⊗n, where
m 6= n are non-generic or transient in the sense that they are one dimensional only for specific values of N .
We will comment on their role more directly in section 3.2.
The idea behind the algorithm that delivers generic singlets is simple: To stay with the QCD example, consider
a Fock space component containing an equal number of quarks and antiquarks, V ⊗k ⊗ V ∗⊗k. To construct a
particular singlet state and the associated singlet projector of SU(N) on this Fock space component, one first
selects an element P ∈ API (SU(N), V ⊗i ⊗ V ∗⊗j), where the only restriction is that i+ j = k. In particular,
one may select P from API
(
SU(N), V ⊗k
)
as we will discuss in section 3. (This is the reason the threshold
values Nλ,k can be readily determined.) One then writes P in birdtrack notation (see section 2) and bends
P to obtain a singlet state in V ⊗k ⊗ V ∗⊗k. Since V ⊗m ⊗ V ∗⊗n inherits an inner product from V , this state
can easily be normalized. The associated projection operator is obtained if we multiply this by its Hermitian
conjugate, obtained in birdtracks by reflecting across a vertical axis, followed by a reversal of all arrows. The
procedure is summarized as
. . .
. .
.
P
bend & normalize−−−−−−−−−−−→ αP
. .
.
. . .
. .
.
. . .
P
︸ ︷︷ ︸
singlet state
mult. by conj.−−−−−−−−−→ α2P
. .
.
. . .
. .
.
. . .
P
. . .
. .
.
. . .
. .
.
P
︸ ︷︷ ︸
singlet projector
;
1
α2P
:=
. . .
. .
.
. . .
. .
.
P
. .
.
. . .
. .
.
. . .
P . (2)
Converting a full set of basis elements {Ol} of API
(
SU(N), V ⊗i ⊗ V ∗⊗j) in this manner leads to a maximal
set of linearly independent singlet basis states in V ⊗k ⊗ V ∗⊗k and their associated projectors.
All inner products appearing in this context are induced by the inner product on V : The inner product used
in eq. (2) features also as the inner product on Lin (V ⊗m ⊗ V ∗⊗n) through
〈A|B〉Lin(V ⊗m⊗V ∗⊗n) := tr
(
A†B
) ∀ A,B ∈ Lin (V ⊗m ⊗ V ∗⊗n) , (3)
i.e. the inner product of the linear maps equals the inner product of the states generated by the procedure.
Therefore any orthonormal basis on Lin
(
V ⊗i ⊗ V ∗⊗j) leads to an orthonormal set of singlet states and
projectors.
2Many casual readers will be irritated by the appearance of complex instead of Hermitian conjugation in this expression. See
eqns. (14) and (15) for the reason.
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It is important to note that this procedure yields all singlets on V ⊗k ⊗ V ∗⊗k, all of them are generic. Non-
generic singlets are a different matter, they appear only in V ⊗m ⊗ V ∗⊗n where m 6= n. At fixed N , they
are relevant for specific states in the spectrum of physical theories such as all baryons in QCD. As soon as
we consider varying N , for example to implement a 1/N expansion, several options appear to implement
the process. All of them are related to the basic idea behind the Littlewood-Richardson equivalence (as
induced by the Leibniz formula for determinants), which allows us to provide a canonical map that takes
these transient singlets onto generic ones at a given value of N .
The main body of the paper aims to substantiate the claims made above: Section 2 shortly recapitulates
the use of the birdtrack formalism, with special care devoted to the issues that typically cause confusion in
first time encounters with the toolset. Section 3 provides the core statements on generic and non-generic
singlets. Section 4 demonstrates the tools at work for generic singlets by comparing the MOLD-algorithm
based construction with an alternative method while comparing relative benefits and drawbacks for practical
applications.
2 Background: Theory of invariants & birdtracks
This section serves to provide the theoretical and notational background needed for the remainder of this
paper: we present a short overview of the theory of invariants in section 2.1, and an introduction to the
birdtrack formalism in section 2.2. For a more comprehensive discussion of these topics, readers are referred
to references in the respective sections.
2.1 Invariants of SU(N)
This section presents a summary of the theory of invariants already given in [14–16], mainly to establish
notation.
As mentioned earlier, the theory of invariants provides a method of classifying the irreducible representations
of GL(N) on a tensor product space W . For this paper, our main interest is on the irreducible representations
of SU(N) ⊂ GL(N) on the mixed product space V ⊗m ⊗ V ∗⊗n, and thus our treatment of the theory of
invariants will focus on this particular case. For a more general introduction to the topic, readers are referred
to standard textbooks such as [6, 9, 17].
Consider first the case where n = 0: we wish to classify the irreducible representations of SU(N) on V ⊗m.
More precisely, we consider the fundamental representation of SU(N) on a given vector space V with dim(V ) =
N , whose action will simply be denoted by v 7→ Uv for all U ∈ SU(N) and v ∈ V (note that we use the same
symbol for the group element U ∈ SU(N) and its fundamental representation on V ). We then explore the
product representations of SU(N) on V ⊗m constructed from its fundamental representation on V as follows:
Choosing a basis {e(i)|i = 1, . . . ,dim(V )} such that v = vie(i), the fundamental representation becomes
vi 7→ U ij vj . This immediately induces a product representation of SU(N) on V ⊗m if one uses this basis of
V to induce a basis on V ⊗m so that a general element v ∈ V ⊗m takes the form v = vi1...ime(i1)⊗ · · · ⊗ e(im):
(Uv)i1...im := U i1j1 · · ·U imjm vj1...jme(i1) ⊗ · · · ⊗ e(im) . (4)
Since all the factors in V ⊗m are identical, the notion of permuting the factors is a natural one and leads to
a linear map on V ⊗m according to
(ρv)i1...im := viρ−1(1)...iρ−1(m)e(i1) ⊗ · · · ⊗ e(im) , (5)
4
where ρ is an element of the permutation group on m objects, Sm.
3 From definitions (4) and (5) one
immediately infers that the product representation commutes with all permutations on any v ∈ V ⊗m:
U ◦ ρ(v) = ρ ◦U(v) . (6)
In other words, any such permutation ρ is an invariant of SU(N):
U ◦ ρ ◦U† = ρ equivalently U† ◦ ρ ◦U = ρ , (7)
where we used the fact that U−1 = U† by definition of the special unitary group. It can further be shown
that these permutations span the space of all linear invariants of SU(N) on V ⊗m [17]. The permutations
thus are the primitive invariants of SU(N) on V ⊗m, and as sets,
Sm = PI
(
SU(N), V ⊗m
)
. (8)
The algebra of real linear invariants is then given by4
API
(
SU(N), V ⊗m
)
:=
{ ∑
σ∈Sm
ασσ
∣∣∣ασ ∈ R, σ ∈ Sm} ⊂ Lin (V ⊗m) . (9)
As one considers the fundamental representation of SU(N) on a vector space V , one may also consider the
anti-fundamental representation of SU(N) on the dual space V ∗. Again, the irreducible representations
of SU(N) on a mixed product space V ⊗m ⊗ V ∗⊗n can be classified through the invariants living in the
algebra [8, 9]
API
(
SU(N), V ⊗m ⊗ V ∗⊗n) := { ∑
ρ∈Sm,n
αρρ
∣∣∣ αρ ∈ R} ⊂ Lin (V ⊗m ⊗ V ∗⊗n) , (10)
where Sm,n (to be discussed in the following section, c.f. eqns. (24)) denotes the set of primitive invariants
of SU(N) on V ⊗m ⊗ V ∗⊗n,5
Sm,n = PI
(
SU(N), V ⊗m ⊗ V ∗⊗n) . (11)
We will explictly demonstrate below that its elements are in a 1-to-1 correspondence with the primitive
invariants Sm+n. The correspondence becomes exceptionally clear in the birdtrack formalism we turn to
next.
2.2 The birdtrack formalism
In the 1970’s Penrose devised a graphical method of dealing with invariants of Lie groups [18, 19], which
was subsequently applied in a collaboration with MacCallum [20]. This graphical method, now dubbed the
birdtrack formalism, was modernized and further developed by Cvitanovic´ [9] in recent years. The immense
benefit of this formalism is that it makes the actions of the operators visually accessible and thus more
3Permuting the basis vectors instead yields ρ−1: viρ−1(1)...iρ−1(m) ⊗ · · · ⊗ e(im) = vi1...ime(iρ(1)) ⊗ · · · ⊗ e(iρ(m)).
4The algebra of invariants as given here provides a representation of the group algebra R[Sm] and as such “shares” its
multiplication table. Note, however, that its dimension will be smaller than m! if dim(V ) < N . We will need to keep track of
this information and thus we deal directly with API
(
SU(N), V ⊗m
)
instead of R[Sm].
5It should be noted that, unlike Sm, Sm,n is not a group; this is exemplified in eq. (24b), where four of the six elements of
S2,1 do not have an inverse.
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intuitive. For illustration, we give as an example the permutations of S3 written both in their cycle notation
(see [8] for a textbook introduction) as well as birdtracks:
︸ ︷︷ ︸
id
, ︸ ︷︷ ︸
(12)
, ︸ ︷︷ ︸
(13)
, ︸ ︷︷ ︸
(23)
, ︸ ︷︷ ︸
(123)
, ︸ ︷︷ ︸
(132)
. (12)
The action of permutations on a tensor product can be naturally defined as a reodering of factors, for example
(123) (v1 ⊗ v2 ⊗ v3) = v3 ⊗ v1 ⊗ v2. (13a)
In the birdtrack formalism, this equation is written as
v1
v2
v3
=
v3
v1
v2
, (13b)
where each factor in the product v1 ⊗ v2 ⊗ v3 (written as a tower
v1
v2
v3
) can be thought of as being moved
along the lines of in the direction of the arrows. In fact, the arrow-direction on a particular index leg
encodes its transformation behaviour under the action of SU(N): We call a Kronecker δ a quark line if we
can interpret it as the unit operator in Lin(V ), and thus transforms under the associated representation:
quark line: U U† = ∈ Lin(V ) ∀U ∈ SU(N) . (14a)
Similarly, an antiquark line is a Kronecker δ that acts as the unit operator in Lin(V ∗) and transforms
accordingly as
antiquark line: U∗ U t = ∈ Lin(V ∗) ∀U ∈ SU(N) . (14b)
Consistently, we interpret as an element in V ⊗ V ∗, and as an element in V ∗ ⊗ V , transforming under
the associated product representations as invariants,
U
U∗
= ∈ V ⊗ V ∗ (15a)
U∗
U
= ∈ V ∗ ⊗ V . (15b)
The appearance of U∗ instead of U† in (15) is due to the fact that the V ∗ factor it acts on is placed on
its right. This is simply how index notation reflects that the anti-fundamental representation acts via a left
group action just like the fundamental one. The index positioning is required to facilitate the cancellation of
the group elements via UU† = 1. Eq. (14b) is a necessary consequence of (15) and (14a).
The birdtrack formalism also offers an intuitive way of forming the product of linear maps of this type by
merely connecting the lines, for example,
(12) · (132) = · = = = (13) . (16)
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The Hermitian conjugate of a birdtrack can be formed by flipping the birdtrack about its vertical axis and
reversing the arrows [9, 15], e.g.
flip−−→ reverse arrows−−−−−−−−−→ =
( )†
. (17)
Particular linear combinations of permutations will be used throughout this paper, such as symmetrizers and
antisymmetrizers: A symmetrizer Sa1...an is defined as the sum over all permutations of the set {a1 . . . an},
together with a prefactor 1n! . Similarly, an antisymmetrizer Aa1...an differs from a symmetrizer only in the
prefactors of the terms that appear in the sum: each permutation in the sum is weighted by the signature of
the permutation. In birdtrack notation, a symmetrizer is denoted by an empty (white) box drawn over the
affected index lines, and an antisymmetrizer is represented by a filled (black) box. For example,
S123 = :=
1
3!
(
+ + + + +
)
(18a)
A123 = :=
1
3!
(
− − − + +
)
. (18b)
The definition of SU(N) (dim(V ) = N),
SU(N) := {U ∈ Lin (V ) |〈Uu|Uv〉 = 〈u|v〉∀u, v ∈ V ∧ det(U) = 1} , (19)
involves two explicit invariant algebraic structures: Kronecker deltas that appear in the component expression
of the inner product and the ε-tensor that features in the Leibniz formula for determinants. (See also [3, 6, 8, 9]
for more background on its role in representation theory.) In birdtracks
δij = i j and
iφ√
N !
εa1...aN =
...
a1
a2
aN−1
aN
or
i−φ√
N !
εa1...aN =
a1
a2
aN−1
aN
... where φ =
N(N − 1)
2
. (20)
While the Kronecker delta is evident in the birdtrack construction of the primitive invariants above, the
ε-tensor appears in a more subtle manner, through the identity (c.f. [9, eq. (6.28)])
...
...
a1
a2
ap−1
ap
p=dim(V )=N
==========
...
...
a1
a2
aN−1
aN
, (21)
which also motivates the convention used for the prefactor in the relation between ε and its birdtack(s).
(Eq. (37) identifies the two versions as Hermitian conjugates of each other.)
[9, Sec 6.2] provides a long list of combinatorical identities (and their derivations) that are essential in
performing calculations involving antisymmetrizers of length p and ε-tensors. The most relevant for the
calculations in this paper are the “absorption identities”
...
...
...
...
...
...
...
...
=
...
...
...
...
so that (at N = p)
...
...
...
...
...
...
=
...
...
, (22)
and the partial trace identities (where the trace is taken over the top p− k index lines and the remaining k
index lines are open)
...
...
...
...
=
(N − k)!k!
(N − p)!p!
...
... and (at N = p)
...
...
...
...
=
(N − k)!k!
N !
...
... . (23)
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The birdtrack formalism also allows for an efficient way to include antifundamental representations and the
associated algebra of invariants on the mixed space V ⊗m ⊗ V ∗⊗n, API (SU(N), V ⊗m ⊗ V ∗⊗n). To do so, we
start from V ⊗(m+n) and replace factors of V , one by one, with a total of n factors of V ∗ and, in parallel,
modify the elements of Sm+n ⊂ Lin
(
V ⊗(m+n)
)
accordingly by swapping the left and right endpoints of the
associated level of its birdtrack. An example will give clarity: the primitive invariants S3 = PI
(
SU(N), V ⊗3
)
given in eq. (12) map onto S2,1 = PI
(
SU(N), V ⊗2 ⊗ V ∗⊗1) as
S3 : , , , , , (24a)
S2,1 : , , , , , (24b)
in a direct 1-to-1 correspondence.
From the multiplication rule of birdtracks (as was exemplified in (16)) it immediately follows that S2,1 (unlike
S3) is not a group, as only the first two elements in (24b) have an inverse.
Generalizing the graphical procedure of swapping quarks into antiquarks to arbitrary m and n yields
API
(
SU(N), V ⊗m ⊗ V ∗⊗n) := { ∑
ρ∈Sm,n
αρρ
∣∣∣ αρ ∈ R} ⊂ Lin (V ⊗m ⊗ V ∗⊗n) . (25)
The multiplication table follows directly from the multiplication rules of birdtracks (eq. (16)) and differs
significantly from that of API
(
SU(N), V ⊗(m+n)
)
.
Despite the bijection between the sets of primitive invariants PI (SU(N), V ⊗m) and PI
(
SU(N), V ⊗k ⊗ V ∗⊗l),
if k+ l = m, exemplified in eq. (24), the structures we can associate with these two sets are radically different:
1. The multplication table for elements in API (SU(N), V ⊗m) is identical to that of the permutation group
Sm and thus makes no reference to N or SU(N) for that matter: the product of any two elements
directly yields a specific element in the set of primitive invariants PI (SU(N), V ⊗m) and allows us to
assign an associative multiplication with the set itself (which furnishes even a representation of Sm).
This is not the case for two elements of Sm,n = PI (SU(N), V
⊗m ⊗ V ∗⊗n). An arbitrary product of
two elements in PI (SU(N), V ⊗m ⊗ V ∗⊗n) is not simply another element in this set: Instead the result
generically ends up in API (SU(N), V ⊗m ⊗ V ∗⊗n), with nontrivial N -dependent prefactors appearing
automatically. For example
= N ∈ API (SU(N), V ⊗m ⊗ V ∗⊗n) . (26)
2. While we can think of the group algebra R(Sm) in a way that does not involve representations as
primitive invariants on a vector space V ⊗m, we do not know of an equivalent structure for Sm,n, all we
have is API (SU(N), V ⊗m ⊗ V ∗⊗n).
3. While R(Sm) has a fixed dimension (dim(R(Sm) = |Sm| = m!), its representations on API (SU(N), V ⊗m)
reach this dimension only if m ≥ N . Below that threshold not all of the PI (SU(N), V ⊗m) act as linearly
independent maps on V ⊗m so that the dimension of API (SU(N), V ⊗m) is smaller than m!. In this sense
we say that
max(dim(API
(
SU(N), V ⊗m
)
)) = m! (27)
An analogous situation arises for API (SU(N), V ⊗m ⊗ V ∗⊗n), which also reaches is maximal dimension
with m ≥ N .
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2.3 Orthogonal bases for API (SU(N), V ⊗m ⊗ V ∗⊗n) via Clebsch Gordan coefficients
We denote a general Clebsch-Gordan operator that implements the projection and basis change from a product
of irreducible representations labelled q1, . . . , qm, q¯1, . . . , q¯n (with states labelled by k1, . . . , km, k¯1, . . . , k¯n) into
an irreducible representation labelled by λ (where λ stands in for an irreducible representation corresponding
to a Littlewood-Richardson tableau, its states labelled by κ) [8], by Cλκ;q1...mk1...mq¯1...nk¯1...n ,
Cλκ;q1...mk1...mq¯1...nk¯1...n = |λ, κ〉
Cλκ;q1...mk1...mq¯1...nk¯1...n︷ ︸︸ ︷
〈λ, κ|q1, k1〉 . . . |qm, km〉|q¯1, k¯1〉 . . . |q¯n, k¯n〉〈q1, k1| . . . 〈qm, km|〈q¯1, k¯1| . . . 〈q¯n, k¯n|
=: |λ, κ〉 κ
...
...
λ
q1,k1
qm,km
q¯1, k¯1
q¯n, q¯n
〈q1, k1|
〈qm, km|〈q¯1, k¯1|
〈q¯n, k¯n|
. (28)
The part marked by the overbrace,
Cλκ;q1...mk1...mq¯1...nk¯1...n = 〈λ, κ|q1, k1〉 · · · |qm, km〉|q¯1, k¯1〉 · · · |q¯n, k¯n〉 , (29)
is the usual Clebsch-Gordan coefficient, and the labelled diagram in the second line is its birdtrack represen-
tation [9, 16]. The full operator is obtained by summing over all the states and represented by an unlabelled
diagram
Cλ,m,n :=
∑
κ
∑
ki,k¯i
Cλκ;q1...mk1...mq¯1...nk¯1...n =
...
...
λ . (30)
It should be thought of as a linear map
...
...
λ : V ⊗m ⊗ V ∗⊗n → V (λ) , (31)
where V (λ) ⊂ V ⊗m ⊗ V ∗⊗n denotes the irreducible subspace associated with the representation λ.
A familiar set of Clebsch-Gordan coefficients is given by the generator coefficients [ta]ik, which is graphically
denoted by a vertex between a solid (quark) and a dotted (gluon) line [9], the arrow points from the right to
the left matrix index on the generator:
1√
2
[ta]ik :=
k
i
a and
1√
2
[tb]lj :=
l
j
b . (32)
To graphically distinguish adjoint from fundamental lines, the latter are drawn as a dotted lines. The direction
of the arrow removes any ambiguity about the order of factors in the interpretation of the associated Clebsch-
Gordan operators and as linear maps
: V ⊗ V ∗ → V (adj) ⊂ V ⊗ V ∗ and : V (adj) → V ⊗ V ∗ . (33)
Another familiar set of Clebsch-Gordan coefficients are dabc and fabc, which, in birdtrack notation, are
depicted by an empty (white) circle respectively a filled (black) circle over the gluon lines,
dabc := c
a
b
and ifabc := c
a
b
. (34)
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The associated Clebsch Gordan operators can be interpreted as linear maps V (adj) ⊗ V (adj) → V (adj).
It should be noted that for N < 3, all dabc = 0. In particular, we say that the coefficients dabc and with it
the full associated operator vanishes dimensionally, since the dimension of the vector space dim(V ) = N is
too small to accommodate it; we give a more comprehensive discussion on the conditions needed to avoid
dimensionally null operators after eqns. (42).
Likewise the ε-tensor with N legs becomes a linear map from V ⊗N onto a singlet
... : V ⊗N → C , (35)
a one dimensional irreducible representation.
In the birdtrack spirit, the Hermitian conjugate of a Clebsch-Gordan operator is given by (c.f. eq. (17))
C†λ,m,n :=
...
...
λ . (36)
The birdtrack expression for C†λ,m,n is obtained from that of Cλ,m,n by reflecting it at a vertical axis followed
by a reversal of all arrows. To illustrate this with our earlier examples we observe that the prescription
instructs us to set
[ ]†
=
[ ]†
=
[ ]†
=
 ...
† = ... (37)
This faithfully encodes hermiticity of the generators ta† = ta, both in the fundamental and adjoint representa-
tions (where [t˜a]ij = if
iaj), the symmetry of the dabc, and, in the last expression, we obtain an interpretation
for the definitions for the two ε birdtracks from eq. (20).
By its very nature as a linear map V ⊗m ⊗ V ∗⊗n → V (λ) onto an irreducible image, the Clebsch-Gordan
operator translates a product representation into its irreducible sub-block labelled by λ, i.e.
...
...
λ
U†
U†
U t
U t
= U(λ)
...
...
λ and
U
U
U∗
U∗
...
...
λ =
...
...
λ U†(λ) (38)
for all U†, U ∈ SU(N) (or, more pendantically, in its (anti-) fundamental representation) and U(λ) in the
representation λ of SU(N). Furthermore, by definition, these new states are chosen to be orthonormal,
〈λ, κ|λ′, κ′〉 = κ
...
...
λ λ ′ κ ′ = δλ,λ′δκ,κ′ . (39)
Eq. (38) guarantees that this statement remains invariant under the group action.
Let λ and λ′ denote two equivalent irreducible representations of SU(N) [8], i.e. representations for which
there exists an isomorphism Sλλ′ , such that U(λ) = Sλλ′U(λ′)S−1λλ′ for all U ∈ SU(N), as linear maps acting
on their respective domains. (If λ = λ′, then Sλλ′ = Sλλ becomes the identity map.) This, of course,
implies that there exists a pair of bases for λ and λ′ such that the matrix representations of U(λ) and U(λ′)
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become identical. Since the bases we work with are by definition orthonomal, one may, on the level of matrix
representations, interpret Sλλ′ as a unitary change of basis matrix that synchronizes the basis choice for λ
and λ′ in this sense. Sλλ′ can then be used to construct linear maps on V ⊗m⊗V ∗⊗n from the Clebsch-Gordan
operators as follows:
Projection operators: If λ = λ′, we define the projection operators Pλ through
Pλ :=
∑
κ
|λ, κ〉〈λ, κ| = C†λ,m,nSλλCλ,m,n =
...
...
...
...
λλ , (40a)
and general theory assures us that these yield projectors on all irreducible subspaces contained in V ⊗m ⊗
V ∗⊗n [8] and accordingly provide a decomposition of unity,
∑
λ
Pλ = 1, on V ⊗m ⊗ V ∗⊗n. Clearly, the Pλ are
elements of the algebra API (SU(N), V ⊗m ⊗ V ∗⊗n) due to eq. (38).
Transition operators: If λ 6= λ′ (but λ and λ′ are equivalent), then the operator Tλλ′ defined as
Tλλ′ :=
∑
κ
|λ, κ〉〈λ′, κ| = C†λ,m,nSλλ′Cλ′,m,n =
...
...
...
...
λ ′λ (40b)
is called the transition operator [16] between Pλ and Pλ′ .
The combined set of operators (40), called the projector basis (this name is justified below), satisfies
PλPλ′ = δλλ′Pλ (41)
and
Tλλ′Pλ′ = Tλλ′ = PλTλλ′ (42a)
T †λλ′ = Tλ′λ (42b)
Tλλ′Tλ′λ = Pλ ; (42c)
these properties are a consequence of the orthogonality of Clebsch-Gordan operators eq. (39) (or, equivalently,
Schur’s Lemma [21]). Since the operators (40) are elements of API (SU(N), V ⊗m ⊗ V ∗⊗n), they can be
decomposed into linear combinations of the primitive invariants in Sm,n. Therefore, there are at most
max(dim(API (SU(N), V ⊗m ⊗ V ∗⊗n))) = |Sm,n| = (m+ n)! of them (c.f. eq. (27)).
If dim(V ) = N < m+ n, not all elements of Sm,n are linearly independent (as maps on V
⊗m ⊗ V ∗⊗n). This
is reflected by the fact that some Clebsch-Gordan operators are represented by algebraic expressions that are
strictly zero if N is smaller than some threshold value Nλ,V ⊗m⊗V ∗⊗n . The most familiar example for this are
probably the dabc coefficients, which vanish for N < 3.
Since we are interested in keeping N a parameter we include such Clebsch Gordan operators in our list so
that the formal set of operators in API (SU(N), V ⊗m ⊗ V ∗⊗n) we construct from them will always contain
(m + n)! operators, just like our generating set for Sm,n. Abusing nomeclature somewhat, we call this set
the extended projector basis. The abuse of course lies in the fact that some operators in the combined
set (40) may act as the zero map if N < Nλ,V ⊗m⊗V ∗⊗n — these operators are said to be dimensionally
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null.6 It is important to remember that, for all the operators (40) to be dimensionally nonzero, we require
dim(V ) = N ≥ m+ n. In section 4 we will revisit the subject of dimensionally null operators in light of the
singlet projectors to be constructed in section 3.1. There, we will suggest a particular basis for the singlets
that makes the identification of dimensionally null operators especially simple, c.f. Theorem 3.
Unlike the projection operators Pλ constructed in (40a), the transition operators Tλλ′ in (40b) are clearly
not Hermitian. However, they inherit a notion of unitarity (if properly restricted) from the underlying Sλλ′ ,
since, Tλλ′ reduces to Sλλ′ if restricted onto the target spaces of the representations λ and λ′. This is
conveniently reflected in the notation: It follows immediately from their definition in terms of the Clebsch-
Gordan states (40b) that
(Tλ′λ)
† = Tλλ′ . (43)
By definition, these operators simply embed the equivalence isomorphisms Sλλ′ into the algebra of invariants
API (SU(N), V ⊗m ⊗ V ∗⊗n).
By their very definition, the dimensionally-non-null Clebsch-Gordan coefficients give a complete set of states
translating the product representation into the representation λ (see, for example, [8, Thm. 3.12]). Fur-
thermore, the projector basis gives all nonzero combinations of Clebsch-Gordan operators of the form
C†λ,m,nSλλ′Cλ′,m,n : V ⊗m ⊗ V ∗⊗n → V ⊗m ⊗ V ∗⊗n. Since these are necessarily invariants of SU(N),
the projection and transition operators exhaust the algebra of invariants and thus constitute a
basis for API (SU(N), V ⊗m ⊗ V ∗⊗n),
justifying the name “projector basis”. Unlike the generating sets for Sm,n and Sm+n, which are in 1-to-
1 correspondence so that |Sm,n| = |Sm+n| = (m + n)!, the projector basis exposes the dimensionally null
operators: The set of dimensionally null Clebsch-Gordan operators lead to elements in the list of operators (40)
that are equally dimensionally null, but can be uniquely related to linear combinations of the generating sets
Sm,n. The statement that these linear combinations vanish as linear maps on V
⊗m⊗V ∗⊗n identifies the full
set of dimensionally null linear combinations.
Since the generating sets of the algebras API (SU(N), V ⊗m ⊗ V ∗⊗n) and API (SU(N), V ⊗(m+n)), Sm,n and
Sm+n respectively, are in 1-to-1 correspondence (c.f. eq. (24)), it follows that for N ≥ n+m
dim(API
(
SU(N), V ⊗m ⊗ V ∗⊗n)) = |Sm,n| = |Sm+n| = (m+ n)! (44)
(c.f. [16] for the quark-only counterpart).
The observant reader will have noticed that all conclusions other than the discussion of dimensionally null
operators could have been drawn from Schur’s Lemma [21] (see [22, 23] and other standard textbooks) — this
is, for example, done in [24]. However, in order to fully justify the graphical singlet construction algorithm
given in eq. (2), the explicit formulation through Clebsch-Gordan operators (in the birdtrack formalism, as
given here) seems more intuitive than the abstract results derived from Schur’s Lemma, as will become clear
in section 3.1.
3 Singlets
We will now present a construction algorithm for the singlet projection operators of SU(N) on a mixed
quark-antiquark Fock space component V ⊗m ⊗ V ∗⊗n. By definition, a singlet space in V ⊗m ⊗ V ∗⊗n is an
6C.f. [14, 16] for a further discussion on dimensionally null operators.
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irreducible subspace on which the product representation acts trivially (i.e. it acts as the identity map).
The latter condition implements the physical idea of an uncharged state, in QCD this refers to global color
neutrality: it states that the U(λ) in
U
U
U∗
U∗
...
...
λ =
...
...
λ U†(λ) (45)
is simply the unit matrix. Irreducibility then requires the dimension of the subspace of the representation
λ to be one. As a consequence we may omit the state label leg on the right altogether – we are confronted
with a representation that consists of a single invariant state:
U
U
U∗
U∗
...
...
λ =
...
...
λ . (46)
The states ∈ V ⊗ V ∗, and ∈ V ∗ ⊗ V provide elementary examples.
With this notation, singlet projection operators always split: For a singlet, there exists a birdtrack represen-
tation which factorizes into disconnected left and right hand sides in the form
...
...
...
...
λλ
singlet rep.−−−−−−−→
...
...
λ
...
...
λ , (47)
the two factors being conjugates of each other.
As with any irreducible representation in V ⊗m ⊗ V ∗⊗n, the projectors onto singlet representations may be
dimensionally zero, but even once they turn on, we need to distinguish two “types” of singlets in V ⊗m⊗V ∗⊗n:
• Generic singlets, which turn on at some threshold value of N and remain singlets for all larger values
of N , and
• Non-generic singlets, which turn on at some threshold value of N and turn into higher dimensional
irreducible representations as we increase N further. These singlets are in a sense transient phenomena.
The prototypical case of a non-generic singlet appears as we vary N for the totally antisymmetric irreducible
representation in V ⊗p: Its projector is dimensionally zero for N < p, and switches on at N = p. The
dimension of its associated subspace
V ⊗p
∣∣
AS
:=
...
... V ⊗p , (48)
immediately follows from (23) with k = p:
dim(V ⊗p
∣∣
AS
) = tr
 ... ... a1a2
ap−1
ap
 = (N
p
)
=
N !
p!(N − p)! =
N(N − 1)(N − 2) · · · (N − p+ 1)
p!
. (49)
This is equal to zero for all N < p where the operator is dimensionally zero, equal to one for p = N and
strictly larger than one for N > p. The irreducible multiplet is a singlet only for p = N , and thus not generic
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in the the sense described earlier. Correspondingly, the associated projector splits, precisely and only at
N = p, as already stated in eq. (21)
...
...
a1
a2
ap−1
ap
p=dim(V )=N
==========
...
...
a1
a2
aN−1
aN
. (50)
As it turns out, the singlets in V ⊗m ⊗ V ∗⊗n appear as generic singlets if n = m, (section 3.1). If m 6= n
the only singlets that can appear are non-generic singlets (section 3.2). In fact, the splitting relation (21)
provides a “canonical” isomorphism between all singlets on a mixed product space V ⊗m ⊗ V ∗⊗n (where
m 6= n) into singlets on V ⊗α ⊗ V ∗⊗α for some natural number α, see Theorem 2.
We first present the general construction algorithm for generic singlet states of SU(N) on V ⊗m ⊗ V ∗⊗m,
which was already alluded to in eq. (2). The treatment we present below is a direct generalization of that
given in [16] for the Clebsch-Gordan operators on V ⊗m. For a more comprehensive discussion of the simpler
case using different methods, readers are referred to [25, in German] or [8] for a more modern treatment.
3.1 Singlets for an equal number of “quarks and antiquarks”: bending basis
elements
Our goal is to identify a complete set of linearly independent invariant states in V ⊗k ⊗ V ∗⊗k, i.e. states in
V ⊗m ⊗ V ∗⊗m that satisfy (46).
The fact that the the full set of operators in API
(
SU(N), V ⊗k
)
is invariant and the logic that connects
singlet states V ⊗ V ∗ with invariant maps in Lin (V ) (c.f. eqns. (14) and (15)) readily allows us to interpret
API
(
SU(N), V ⊗k
)
as the subspace of singlet states in V ⊗k ⊗ V ∗⊗k.
Moreover, since
V ⊗m ⊗ V ∗⊗n ⊗ V ⊗n ⊗ V ∗⊗m ∼= V ⊗(m+n) ⊗ V ∗⊗(m+n) (51)
by a simple reordering isomorphism, one can start the process from any API (SU(N), V ⊗m ⊗ V ∗⊗n) as long
as the numbers add up, i.e. as long as m+n = k. To emphasize that the distribution of quark and antiquark
legs is irrelevant we will frame our statements in terms of API (SU(N), V ⊗m ⊗ V ∗⊗n) in this section.
In birdtracks, the process is a simple graphical reshaping of the diagrammatic representations that was
alluded to in eq. (2): Starting from an operator Tλλ′
7 and labelling the fundamental lines as q, p and the
antifundamental lines as q¯, p¯ for clarity, we obtain the following state
p1
pm
p¯1
p¯n
...
...
λ
...
...
λ ′
q1
qm
q¯1
q¯n
reshape−−−−−→
p1
pm
p¯1
p¯n
q¯n
q¯1
qm
q1
...
...
...
...
λ
λ ′
=: |mλλ′〉 . (52)
Due to the reshaping process the quark lines q1 . . . qm have become antiquark lines, and similarly the antiquark
lines q¯1 . . . q¯n have become quark lines in that their transformation behaviour changed (c.f. eqns. (14)): The
7We allow for λ and λ′ to be equal, in which case Tλλ′
λ=λ′−−−−→ Pλ.
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index lines q1 . . . qm transformed as quark lines in the operators Tλλ′ but now transform as antiquark lines
after the reshaping procedure, and similarly for the index lines labelled q¯1 . . . q¯n. Hence, the states (52) are
elements in the space V ⊗m ⊗ V ∗⊗n ⊗ V ⊗n ⊗ V ∗⊗m which is isomorphic to V ⊗(m+n) ⊗ V ∗⊗(m+n) — due to
eq. (51) we will often merely say that the states (52) are elements of V ⊗(m+n) ⊗ V ∗⊗(m+n). Lastly, by the
completeness of Clebsch-Gordan operators [8], the construction (52) exhausts all possible linearly independent
singlet states of SU(N) on V ⊗(m+n) ⊗ V ∗⊗(m+n), and thus spans the space of singlet states.
The singlet states (52) can be used to construct the singlet projection operator PSλλ′ (which lies in the algebra
of invariants API
(
SU(N), V ⊗(m+n) ⊗ V ∗⊗(m+n))) as
PSλλ′ := |mλλ′〉〈mλλ′ | = βλλ′ ·
...
...
...
...
λ
λ ′
...
...
...
...
λ
λ ′
, (53a)
where βλλ′ is a constant uniquely defined by requiring P
S
λλ′ · PSλλ′ = PSλλ′ ,
βλλ′ :=

...
...
...
...
λ
λ ′
...
...
...
...
λ
λ ′

−1
=
tr

...
...
...
...
λ
λ ′
...
...
...
...
λ
λ ′


−1
, (53b)
unless the state |mλλ′〉 = 0 in which case we define βλλ′ := 0 (recall that |mλλ′〉 = 0 can only occur if
dim(V ) = N < m+ n). The operators (53a) are singlet projectors satisfying
U·PSλλ′ = PSλλ′ = PSλλ′ ·U† , U := U ⊗ . . .⊗ U︸ ︷︷ ︸
m times
⊗U† ⊗ . . .⊗ U†︸ ︷︷ ︸
n times
⊗U ⊗ . . .⊗ U︸ ︷︷ ︸
n times
⊗U† ⊗ . . .⊗ U†︸ ︷︷ ︸
m times
; (54)
this is an immediate consequence of eq. (47). Thus, unless |mλλ′〉 = 0 (in which case PSλλ′ projects onto a
dimensionally null representation), eq. (53b) ensures that dim(PSλλ′) = 1.
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The projection operators PSλλ′ on V
⊗(m+n) ⊗ V ∗⊗(m+n) are clearly orthonormal from eq. (39). Furthermore,
we note that we have not fixed dim(V ) = N to a particular value in our considerations so far, but have rather
kept it as a parameter. Thus, the projector (53) is either a dimensionally null projector (which can only
occur for N < m+ n) or a singlet projector for all N ≥ m+ n, inspiring us to call PSλλ′ a generic singlet.
Lastly, we notice that the singlet projection operators (53) all correspond to equivalent irreducible repre-
sentations of SU(N), since we can explicitly construct the transition operators between them: Consider two
singlet projection operators
PSλλ′ = βλλ′ · |mλλ′〉〈mλλ′ | and PSξξ′ = βξξ′ · |mξξ′〉〈mξξ′ | , (55)
where βλλ′ and βξξ′ are defined according to eq. (53b). The object T
S
λλ′,ξξ′ defined as
TSλλ′,ξξ′ :=
√
βλλ′βξξ′ · |mλλ′〉〈mξξ′ | =
√
βλλ′βξξ′ ·
...
...
...
...
λ
λ ′
...
...
...
...
ξ
ξ ′
(56)
8We emphasize that βλλ′ is defined such that P
S
λλ′ · PSλλ′ = PSλλ′ is true, not to ensure tr
(
PS
λλ′
)
= 1: while it is always
possible to force the trace of a projection operator O to 1 by fixing its normalization constant, this constant may not be the
correct one rendering O idempotent.
15
is the unique transition operator between PSλλ′ and P
S
ξξ′ as it satisfies the defining properties of transition
operators (c.f. eqns. (42))
TSλλ′,ξξ′ · PSξξ′ = TSλλ′,ξξ′ = PSλλ′ · TSλλ′,ξξ′ (57a)(
TSλλ′,ξξ′
)†
= TSξξ′,λλ′ (57b)
TSλλ′,ξξ′ · TSξξ′,λλ′ = PSλλ′ ; (57c)
this is again an immediate consequence of eq. (39). Note that, if one of the representations corresponding to
PSλλ′ and P
S
ξξ′ is dimensionally null, then T
S
λλ′,ξξ′ = 0 (as one of the states |mλλ′〉 or 〈mξξ′ | vanishes). Let us
summarize:
Theorem 1 (Generic singlets & singlet count) Consider the irreducible representations of SU(N) on a
product space V ⊗k ⊗ V ∗⊗k. If N = dim(V ) ≥ k, there exist exactly k! singlet states |mλλ′〉 satisfying
U|mλλ′〉 = |mλλ′〉 and 〈mλλ′ |U† = 〈mλλ′ | , (58)
where U is a tensor product defined as U := U⊗k ⊗ (U†)⊗k, and U ∈ SU(N) is arbitrary. These singlet
states are obtained from reshaping the basis elements of API (SU(N), V ⊗m ⊗ V ∗⊗n) as described in eq. (52),
where m,n are any non-negative integers satisfying m+n = k. The projection operators PSλλ′ onto the singlet
representations of SU(N) on V ⊗k ⊗ V ∗⊗k are given by
PSλλ′ :=
|mλλ′〉〈mλλ′ |
〈mλλ′ |mλλ′〉 (59)
If N = dim(V ) < k, then several states |mλλ′〉 become zero, causing the associated projection operator PSλλ′
to correspond to a (dimensionally) null representation of SU(N).
Furthermore, all 1-dimensionel irreducible representations of SU(N) on the product space V ⊗k ⊗ V ∗⊗k are
equivalent; the transition operator TSλλ′,ξξ′ between the singlet projectors P
S
λλ′ and P
S
ξξ′ is given by
TSλλ′,ξξ′ :=
|mλλ′〉〈mξξ′ |√〈mλλ′ |mλλ′〉 〈mξξ′ |mξξ′〉 . (60)
TSλλ′,ξξ′ is the zero map precisely when either P
S
λλ′ or P
S
ξξ′ (or both) are dimensionally zero.
The singlet projection and transition operators form a subalgebra of API
(
SU(N), V ⊗k ⊗ V ∗⊗k) called the
singlet subalgebra.
Two comments are in order:
1. Reshaping the projector basis (c.f. page 11) generates orthogonal singlet projectors PSλλ′ , as will be
discussed in section 4. This is not automatic: Reshaping, for example, the primitive invariants Sk
spanning API
(
SU(N), V ⊗k
)
does not lead to orthogonal operators.
2. In the case where several singlet projectors and all associated transition operators vanish dimensionally
(this can only occur for N < k), a well chosen basis causes individual singlet operators to vanish, rather
than establishing complicated constraint equations between the singlet projection operators. This will
also be discussed in more detail in section 4.
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3.2 Singlets for an arbitrary number of quarks and antiquarks: Littlewood-
Richardson rule for singlets in the birdtrack formalism
The singlets of SU(N) on V ⊗k⊗V ∗⊗k (where k := m+n) discussed thus far contain Kronecker δs only since
they can all be constructed from the (basis) elements of API
(
SU(N), V ⊗k
)
. The second invariant of SU(N),
the ε-tensor, does not play an explicit role in this construction at all. For GL(N), where this invariant is
absent, this is not surprising, since each fundamental index has to be contracted with an antifundamental
index to obtain a singlet state [26], but for SU(N) this is a nontrivial result: all singlet states in V ⊗k ⊗V ∗⊗k
that can be written in terms of the ε-tensor can be recast in terms of Kronecker δs entirely. If an ε-tensor
appears in a singlet expression with equal numbers of quarks and antiquarks, it must appear in a pair
combination that allows us to use eq. (50) to trade it for a (reshaped) antisymmetrizer.
The role of the ε invariant is more subtle: it allows singlet representations of SU(N) over product spaces in
which the number of fundamental and antifundamental factors is distinct. Such singlets contain ε-tensors
εa1a2...aN in addition to Kronecker δs and here they cannot be eliminated in favor of Kronecker δs. These
singlets are non-generic or transient in the sense that they are singlets only if N is at the threshold value
Nλ,m,n where this representation first appears. Moreover, for this specific value of N , the ε-tensors provide
a canonical isomorphism onto an associated generic singlet.
However, as will be shown, no new information is produced when including the second invariant into the
projectors. This does not come as a surprise: Due to the Leibniz identity [13],
εb1b2...bNU
†
bNaN
= εa1a2...aNUb1a1Ub2a2 . . . Ub(N−1)a(N−1) , (61)
it is possible to translate N −1 fundamental indices into an antifundamental one (c.f. appendix A.2 for more
details). Therefore, εa1a2...aN can be understood as a Clebsch-Gordan operator translating N−1 fundamental
index legs into an antifundamental leg,
...ε :=
... : V ⊗(N−1) → V ∗ (62)
(c.f. eq. (20) for the graphical notation of εa1a2...aN ). Restricting (62) onto the antisymmetrized subspace of
V ⊗(N−1) produces an isomorphism:
...ε : V ⊗(N−1)
∣∣
AS
∼=−→ V ∗ since dim(V ⊗N−1∣∣
AS
) =
(
N
N − 1
)
= N = dim(V ∗) , (63)
with its Hermitian conjugate acting as its inverse. I.e., in physics parlance, we have the orthogonality and
completeness relations
...ε ε = 1V ∗ and
...
... εε = 1
V ⊗N−1
∣∣
AS
(64)
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respectively. Therefore we have
...
...
a1
a2
aN−1
aN
=
...
...
a1
a2
aN−1
aN
=
...
...
. .
.
. . .
. . .
. .
.
...
...
aN−1
a2
a1
a¯N−1
a¯2a¯1
︸ ︷︷ ︸
∈API(SU(N),V ⊗N )
∼=
. .
.
. . .
. . .
. .
.
aN−1
a2
a1
a¯N−1
a¯2a¯1
︸ ︷︷ ︸
∈API(SU(N),V ⊗(N−1)⊗V ∗⊗(N−1))
(65)
Here ∼= indicates that this procecure induces a specific isomorphism between two very specific singlets in V N
and V ⊗(N−1) ⊗ V ∗⊗(N−1).
The underlying ideas are of course well known: This naturally arises from applying the Littlewood-Richardson
method (see appendix A) to the specific case of singlets. Practical calculations on larger product spaces suffer
from the same algebraic complexity exemplified in appendix A.
Due to their relevance in physics applications, these ideas have been visited and revisited many times, in
particular in connection with the large Nc expansion of QCD. We will briefly comment on these applications
from our perspective in section 3.2.1 before we cast the Littlewood-Richardson equivalence for singlets in the
birdtrack formalism in section 3.2.2.
3.2.1 Example: “Baryon color” singlet projectors at fixed and general N
The isomorphism of a given pair of singlet spaces spelled out in eq. (65) is special in that it connects singlets
that appear as subspaces of V N and V ⊗(N−1) ⊗ V ∗⊗(N−1) respectively. This is of relevance in many physics
applications since these spaces are typically tied to particle content of wave functions or correlators that help
identify the larger spaces into which the individual singlets are embedded.
QCD Wilson line correllators at Nc = 3:
We now consider N = Nc = 3 to be the number of colors in QCD. The singlet states and singlet projectors
then refer to global color singlets. Due to confinement all asymptotic states of the theory must live in the
color singlet subspace of the theory, but the microscopic particle content is by no means given simply in terms
of a fixed number of quarks, antiquarks, and gluons. Still, perturbation theory and factorization arguments
often isolate certain Fock space components with fixed numbers of legs that can be readily interpreted in
terms of birdtrack diagrams. For example, observables accessed in high energy collider experiments in the
context of the Regge-Gribov limit are described in terms of Wilson line correlators in a factorzation approach
that has been dubbed the Color Glass Condensate framework. For the present purpose the Wilson lines can
be thought of as group valued fields U : R2⊥ → SU(Nc)(where R2⊥ refers to the spatial directions orthogonal to
the collider axis), that, in a given Fock-space component whose color space is V ⊗m⊗V ∗⊗m, induce transitions
between all available global color singlet states.
For m = 1 we have precisely one such state and one such correlator that probes the Wilson line field Ux at
2m = 2 positions:
〈 Ux
(U†y)t
〉 = 〈 tr(UxU
†
y)
Nc
〉 (66)
The average indicated by 〈 〉 is over soft gluon fields and depends on kinematics of the observable under
consideration via the JIMWLK equation [27–31], but this is outside the scope of the present discussion.
What we are interested in here is solely the role played by the singlet states.
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For m = 2 there are two states and thus 2×2 correlators, that probe the field at altogether 2m = 4 positions:
〈
Ux1
Ux2
(U†y1 )
t
(U†y2 )
t
Ux1
Ux2
(U†y1 )
t
(U†y2 )
t
Ux1
Ux2
(U†y1 )
t
(U†y2 )
t
Ux1
Ux2
(U†y1 )
t
(U†y2 )
t

〉
(67)
The explicit component expressions for the operator entries
[A]ij =
tr(Ux1U
†
y2) tr(Ux2U
†
y1)
4
+ (−1)j−1 tr(Ux1U
†
y1Ux2U
†
y2)
4
+ (−1)i−1 tr(Ux1U
†
y2Ux2U
†
y1)
4
+ (−1)i+j tr(Ux1U
†
y1) tr(Ux2U
†
y2)
4
(68)
make it easy to verify that the matrix becomes diagonal in both the limits x1 → x2 and y1 → y2.
If we probe a baryon, the leading Fock space component is formed from Nc = 3 fundamental quarks. For
this contribution, there is only one possible singlet state and associated correlator, namely
Ux1
Ux2
Ux3
= εi1i2i3 [Ux1 ]i1j1 [Ux2 ]i2j2 [Ux3 ]i3j3ε
j1j2j3 (69)
The singlet to singlet relation (65) at Nc = 3,
= = ∼= for dim(V ) = N = 3 , (70)
then provides a relationship between the “baryon” correlator (69) and the y1,y2 → x3 coincidence limit of
the bottom right entry in eq. (67), namely
Ux1
Ux2
(U†y1 )
t
(U†y2 )
t
∣∣∣∣∣∣
y1,y2=x3
=
Ux1
Ux2
Ux3
=
Ux1
Ux2
Ux3
(71)
as already noted in [32].
It is in this sense that correlators associated with transient singlets, for any value of N , appear as coincidence
limits of more complicated correlators “inside” higher Fock space components of the theory and, in this sense,
are not “new” entities.
QCD in the large Nc limit:
The situation becomes more involved if we consider taking the large Nc limit as suggested by ’tHooft [33, 34]
as an alternative approximation scheme for QCD. He argued that taking Nc large (but ultimately finite)
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while keeping the ’tHooft coupling g2’tHooft := g
2
QCDNc constant leads to a meaningful approximation scheme
for QCD in (fractional) powers of 1/Nc, starting from some well defined leading order results.
In the traditional framework, quarks are taken to transform under the fundamental representation of SU(Nc).
The leading Fock space component of mesons resides in the singlet subspace of V ⊗ V ∗ and appears as
tr(q ⊗ q¯) = qiq¯i while the leading Fock space contribution to baryons at Nc = 3 is formed according to
εi1i2i3qi1qi2qi3 (72)
and relies on 1 = det(U) = εi1i2i3U1i1U2i2U3i3 for global color invariance.
To take the large Nc limit one may leave the meson color structure unchanged but the “smallest” fully
antisymmetric product state of fundamental quarks must contain Nc of them to obtain an invariant:
εi1i2...iNc qi1qi2 · · · qiNc . (73)
In birdtrack notation
Nc = 3 : mesons in baryons in Nc > 3 : mesons in baryons in
... (74)
As a result, and by way of a nontrivial argument [33? , 34], meson masses scale like N0c ; baryons become
heavy, their masses scale like N1c (the number of elementary fields in the product state) and the m-meson
couplings scale like N
1−m/2
c .
Later Witten argued [36? ] that it is natural to identify baryons with toplogical solitons, such as Skyrmions [37,
38] by showing that masses of mesons and baryons as well as scattering amplitudes scale with 1/
√
Nc the
same way as the soliton model quantities scale with the meson-meson coupling g.
The observation that this large Nc extrapolation is not unique is based on the ε-isomorphism under scrutiny
in this section,
...ε : V ∗⊗(N−1)|AS
∼=−→ V . (75)
(Compare the arrow directions with its counterpart in eq. (63))
This implies that at Nc = 3 we cannot distinguish a theory that has quarks in the fundamental representation,
qi ∈ V , from a theory that has its quarks in a two index antisymmetric subspace, Q¯[ij] ∈ V ∗⊗2. (The square
brackets indicate antisymmetry in the indices of the tensor.) At n = 3 (i.e. the number of particles n is
three), the map that translates between them is simply
qk =
1
2
εklmQ¯[lm] and its inverse Q¯[ij] =
1
2
εijkqk , (76)
with constistent behavior under the group action. We can indeed interpret the ε-tensors as a basis for the
3-dimensional space of antisymmetric matrices {T k, k = 1, 2, 3} with
[T k]ij := −1
2
εikj , (77)
normalized and mutually orthogonal under the inner product
〈 , 〉 : V ∗⊗2 × V ∗⊗2 → C, defined by 〈A,B〉 := 2tr(A†B) for all A,B ∈ V ∗⊗2, (78)
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such that
Q¯[ij] = [T k]ij〈T k, Q〉 with 〈T k, Q〉 = qk . (79)
We can extrapolate away from Nc = 3 by noting that the antisymmetric part of V
∗⊗2 transforms as an
Nc(Nc−1)
2 dimensional irreducible representation of SU(Nc), irrespective of the exact value of Nc. Choosing
an orthonormal basis {T k ∈ RNc×Nc |(T k)t = −T k, tr((T k)tT l) = δkl, k = 1, . . . , Nc(Nc−1)2 } of antisymmetric
real Nc ×Nc matrices under the associated inner product (generalizing the Nc = 3 example above), we find
that we can retain eq. (79) and use 〈T k, Q〉 to define qk at any Nc. The associated representation matrices
are simply
[UAS]
ab = 2tr
(
(T a)†(U†)tT bU†
)
(80)
with the U in the fundamental representation of SU(Nc). Automatically
det(UAS) = 1 , (81)
so that the “smallest” totally antisymmetric singlet formed as a product state of Q¯[ij] fields is given by
εa1...adAS 〈T a1 , Q¯〉 · · · 〈T adAS , Q¯〉 where dAS := Nc(Nc − 1)
2
(82)
(c.f. [39] for a technically different but equivalent perspective).
It has been pointed out in [40] that the soliton mass in this limit scales like N2c . This turns out to be in
agreement with the corresponding QCD extrapolation behavior. Like in the traditional extrapolation, the
scaling is foreshadowed by the particle content scaling as dim(V ∗⊗2|AS) = Nc(Nc−1)2 = N2c 12 (1−O( 1Nc )) and
proven in [41? ]. m-meson couplings scale like N2−mc and lead to a somewhat different phenomenology than
the traditional approach.
3.2.2 Singlets on V ⊗m ⊗ V ∗⊗n from singlets on V ⊗k ⊗ V ∗⊗k
Both of the examples presented in section 3.2.1 speak of the importance of the ε-induced isomorphisms and
we want to close this section by briefly sketching the general case.
A general singlet on V ⊗k ⊗ V ∗⊗k may contain several ε-tensors of length N . The remaining index legs (not
entering any ε-tensor) must be contained in a generic subsinglet (consisting of Kronecker δs only) in order for
the overall operator to be color neutral. A schematic drawing of such a general singlet projection operator of
SU(N) on V ⊗m ⊗ V ∗⊗n (up to the appropriate normalization constant) is given in Figure 1 — note that we
have changed notation slightly: the subscripts of the singlet projector PS from now on refers to the number
of fundamental and antifundamental factors of the product space onto which the singlet acts (compare this
with eq. (59)), as this notation will be more convenient for the present section.
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P S[m,n] →
...
...
...
...
...
. .
.
. . ....
...
...
...
q1
qN
qN+1
q2N
q(a−1)N+1
qaN
qaN+1
qaN+k =: qm
q¯bN+k =: q¯n
q¯bN+1
q¯bN
q¯(b−1)N+1
q¯N
q¯1
mq
nq¯
...
...
...
...
.... . .
. .
.
...
...
...
...
q1
qN
qN+1
q2N
q(a−1)N+1
qaN
qaN+1
qm := qaN+k
q¯n := q¯bN+k
q¯bN+1
q¯bN
q¯(b−1)N+1
q¯N
q¯1
mq
nq¯
Figure 1: This figure depicts a general singlet projector PS[m,n] (up to the appropriate normalization con-
stant) on the space V ⊗m ⊗ V ∗⊗n, where the top m index lines q1 . . . qm (counted top to bottom) are in the
fundamental representation, and the bottom n index lines q¯1 . . . q¯n (counted bottom to top) are in the anti-
fundamental representation. This singlet contains (a+ b) ε-tensors: a of them over fundamental lines, and b
over antifundamental lines. The remaining k = m− aN fundamental lines and k = n− bN antifundamental
lines together form a generic subsinglet as is indicated by the (blue) shaded box.
Each of the ε-tensors appearing in Figure 1 can be related to an antisymmetric (sub)singlet on N − 1
fundamental and antifundamental legs, analogously to the example in the previous section 3.2.1. Thus, the
singlet PS[m,n] of Figure 1 can be shown to be isomorphic to a singlet on V
⊗α⊗V ∗⊗α for α := (a+b)(N−1)+k,
as depicted in Figure 2.
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(a+b)(N−1)+ k
(a+b)(N−1)+1
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(a+b−1)N
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1
Figure 2: The operator of Figure 1 is transformed into a singlet projector consisting of Kronecker δs only (no
ε-tensors): Each ε-tensor of length N in the singlet in Figure 1 has been transformed into an antisymmetric
subsinglet on N − 1 fundamental and antifundamental legs. The generic subsinglet of Figure 1 (blue shaded
box) remains unchanged. (In this graphic, we have numbered each fundamental leg and each antifundamental
leg (marked by the overbar) to keep track of their number.)
Let us summarize:
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Theorem 2 (Non-generic singlets and Leibniz induced equivalences) Let N be a particular natural
number and let PS[m,n] be a singlet projection operator of SU(N) on V
⊗m ⊗ V ∗⊗n. PS[m,n] has to fulfill the
following conditions:
• PSm,n contains exactly (a + b) antisymmetrizers of length N (a of which are antisymmetrizers over
fundamental legs, and b over antifundamental legs) such that
m− aN = n− bN =: k (83)
for some natural number k. Note that N , m and n do not uniquely determine a, b and k through
eq. (83), allowing for several non-generic (transient) singlet projectors on V ⊗m ⊗ V ∗⊗n.
• The remaining k fundamental and k antifundamental legs not contained in any antisymmetrizer of
length N (equivalent to a product of ε-tensors of length N) are joined into a generic subsinglet PSm,n,(k).
Then, there exists a generic singlet projection operator PS[α,α] in API (SU(N), V
⊗α ⊗ V ∗⊗α) with
α := (a+ b)(N − 1) + k (84)
that is isomorphic to PS[m,n] for the chosen value of N
PS[α,α]
∣∣∣
N
∼= PS[m,n] . (85)
In particular, PS[α,α] will have the following subsinglet structure:
• k of its fundamental and antifundamental legs will constitute the subsinglet PSm,n,(k),
• the remaining legs constitute (a+ b) totally antisymmetric generic subsinglets, each containing exactly
N − 1 fundamental and antifundamental legs.
As mentioned in Theorem 2, eq. (83) does not uniquely determine the integers a, b and k from m,n and N .
An immediate consequence of this is that two different singlets QS1 and Q
S
2 of SU(N) over V
⊗m⊗ V ∗⊗n may
be equivalent to singlets over V ⊗α1 ⊗ V ∗⊗α1 and V ⊗α2 ⊗ V ∗⊗α2 respectively, where α1 6= α2. Nonetheless,
even though the product spaces (Fock space components) are different, V ⊗α1 ⊗ V ∗⊗α1 6= V ⊗α2 ⊗ V ∗⊗α2 , QS1
and QS2 are equivalent to each other.
4 Practical construction of singlet projectors
Eq. (52) and Theorem 1 discuss the construction of singlet states and singlet projection and transition
operators of SU(N) on V ⊗k ⊗ V ∗⊗k via bending products of Clebsch-Gordan operators on V ⊗m ⊗ V ∗⊗n
with m + n = k. Theorem 2 (in particular eq. (85)) ensures us that this construction encompasses all
singlet projectors of SU(N), also those on product spaces in which the number of fundamental factors V is
different to the number of antifundamental factors V ∗. The singlet states on V ⊗m⊗ V ∗⊗n⊗ V ⊗n⊗ V ∗⊗m ∼=
V ⊗(m+n)⊗V ∗⊗(m+n) constructed in eq. (52) allow for a reordering of its index lines in order to obtain singlet
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states on V ⊗(m+n) ⊗ V ∗⊗(m+n),
...
...
...
...
λ
λ ′
reorder−−−−−→∼=
...
...
...
...
...
...
...
...
λ
λ ′
=
. .
.
. . .
O
, (86)
where O is an operator on V ⊗(m+n) =: V ⊗k. Rather than taking O to be a (product of) Clebsch-Gordan
operators on V ⊗k, we will use the MOLD (Measure Of Lexical Disorder) projection and transition operators
operators [14, 15] to obtain the desired singlets: In [15], we gave a construction algorithm for compact, Hermi-
tian versions of the standard Young projection operators (which correspond to the irreducible representations
of SU(N) on V ⊗k), called MOLD operators. In [16], we expanded on this topic and constructed compact
transition operators between MOLD projectors corresponding to equivalent irreducible representations. The
set containing all MOLD projection and transition operators of SU(N) on V ⊗k is denoted by Sk. As was
shown in [16], Sk spans the algebra of invariants API
(
SU(N), V ⊗k
)
, and all of its elements are mutually
orthogonal under the scalar product (3) (〈A|B〉 := tr (A†B)). In that, they satisfy the same properties as
the Clebsch-Gordan projection and transition operators (c.f. eqns. (40)) used in section 3.1.
Furthermore, the MOLD projection and transition operators have the distinct advantage of making the
identification of dimensionally null operators very easy: As was explained in [16], the elements of Sk vanish
individually for some N = N∗, if they contain an antisymmetrizer of length > N∗. Clearly, this can only
happen if k > N as, for k ≤ N , all operators in Sk are dimensionally nonzero. Thus, not only do individual
MOLD operators vanish as N decreases (rather than establishing complicated constraint equations between
operators), but, furthermore, the MOLD operators allow one to immediately identify vanishing operators
through a simple, visual criterion.
In summary:
Theorem 3 (Practical construction of generic singlets) To construct the singlet states of SU(N) in
V ⊗k ⊗ V ∗⊗k, it is sufficient to bend certain elements of the algebra API (SU(N), V ⊗k); these states can then
be used to construct the singlet projection and transition operators of SU(N) on V ⊗k ⊗ V ∗⊗k.
In particular, the fact that the MOLD projection and transition operators in Sk
1. are easy to construct ( c.f. [15, 15])
2. are mutually orthogonal under the scalar product (3) (〈A|B〉 := tr (A†B))
3. allow for an easy identification of dimensionally null operators
makes them ideally suited for the construction of singlet states of SU(N) on V ⊗k ⊗ V ∗⊗k. The singlet
projectors resulting from bending the MOLD operators form an orthonormal basis for the singlet subalgebra
of API
(
SU(N), V ⊗k ⊗ V ∗⊗k) with respect to the scalar product (3).
4.1 Example: Singlet projectors on V ⊗3 ⊗ V ∗⊗3 from MOLD projectors
As an example, let us construct all singlet projection and transition operators of SU(N) on V ⊗3 ⊗ V ∗⊗3.
To accomplish this, we bend the elements of S3 [16, eq. (141)] (c.f. the birdtrack notation introduced in
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eqns. (12) and (18))
S3 =
{
,
4
3
· ,
√
4
3
· ,
√
4
3
· , 4
3
· ,
}
(87)
into singlet states
χ1 · , χ2 · , χ2 · , χ2 · , χ2 · , and χ3 · . (88)
The normalization constants χi are given by
χ1 =
6
(N + 2)(N + 1)N
, χ2 =
3 · θN>1
N(N2 − 1) and χ3 =
6 · θN>2
(N − 2)(N − 1)N , (89)
where the function θN>p, defined as
θN>p :=
{
1 if N > p
0 if N ≤ p , p ∈ N , (90)
reminds us that the affected states in (88) are dimensionally zero for values of N that are smaller than
the threshold p, which is simply determined by the length of the longest antisymmetrizer in the associated
birdtrack. (C.f. the end of the present section for a further discussion.)
Using the singlet states (88) we can construct the singlet projection and transition operators of SU(N) on
V ⊗3⊗ V ∗⊗3 according to Theorem 1. Arranging these operators into a matrix (for visual clarity), which has
the projection operators on the diagonal and the transition operators on the off-diagonal, we obtain
χ11· χ12 · χ12 · χ12 · χ12 · χ13 ·
χ21 · χ22· χ22 · χ22 · χ22 · χ23 ·
χ21 · χ22 · χ22· χ22 · χ22 · χ23 ·
χ21 · χ22 · χ22 · χ22· χ22 · χ23 ·
χ21 · χ22 · χ22 · χ22 · χ22· χ23 ·
χ31 · χ32 · χ32 · χ32 · χ32 · χ33·

; (91)
the constants χij are defined as
χij :=
√
χi · χj with χj given in eq. (89) . (92)
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4.2 The trace basis of singlet projectors
The basis of singlet states obtained from bending smaller operators according to Theorem 1 has the advantage
of being an efficient algorithm that is guaranteed to produce all singlet states of SU(N) in V ⊗k ⊗ V ∗⊗k.
Additionally, if the MOLD projection and transition operators are used for the bending procedure, one
immediately gains access to which singlet representations vanish dimensionally. Lastly, such a basis leads to
significant simplification when implementing (partial) coincidence limits between Wilson lines corresponding
to particles in the same representation, as will be discussed in a follow-on paper [42].
However, if one requires the adjoint representations contained within the singlets to be explicit, a different
construction is mandatory. The algorithm we suggest is extremely efficient, exposes the properties of coinci-
dencs limits of quark with antiquark lines, but at the price that a case by case post-processing is necessary
to expose dimensional zeros. Since the number of operators and the threshold values Nλ,k at which they
occur follow uniquely from the MOLD construction of the previous section, we can at least use that as a
requirements checklist for the post-processing steps.
To proceed, let us regroup the fundmental and antifundamental lines of V ⊗m ⊗ V ∗⊗m pairwise,
V ⊗m ⊗ V ∗⊗m ∼= (V ⊗ V ∗)⊗m∈ ∈
(93)
...
...
reorder−−−−−→
lines
...
.
Each pair V ⊗ V ∗ contains a singlet and an adjoint representation as its irreducible components,
δp¯q¯δpq = δ
ab[ta]q¯q[t
b]p¯p +
1
N
δq¯qδp¯p (94a)
= ︸ ︷︷ ︸
adjoint
+
1
N︸ ︷︷ ︸
singlet
; (94b)
(94) is known as the Fierz identity [9, 43]. Singlet states that make the adjoint and singlet components of
the pairs V ⊗ V ∗ in (V ⊗ V ∗)⊗m explicit can be generated directly from the permutations in Sm:
Trace basis algorithm:
1. Write any ρ ∈ Sm in its disjoint cycle form, and also explicitly display the conventionally omitted
1-cycles:
ρ = σkσk−1 . . . σ1 ; (95)
2. Replace every cycle σ (in the permutation ρ) of length > 1 containing elements ij , with the trace
tr
(
t
aiσ(1) t
aiσ(2) . . . t
aiσ(|σ|)
)
, (96a)
and multiply this trace with the tensor product
[tai1 ]q¯i1qi1 ⊗ [tai2 ]q¯i2qi2 ⊗ · · · ⊗ [t
ai|σ| ]q¯i|σ|qi|σ| . (96b)
using a summation convention for all repeated indices ak.
26
3. Replace every 1-cycle (j), with the Kronecker delta δq¯jqj .
The resulting object is a singlet state |ρ〉 ∈ (V ⊗ V ∗)⊗m, presented in index notation. The q1, . . . qm refer to
the V factors, the q¯1, . . . q¯m refer to the V
∗ factors in ∈ (V ⊗ V ∗)⊗m. The procedure creates a unique state
for each permutation ρ, since the disjoint cycle decomposition of ρ is unique.
This algorithm automatically produces the correct amount of singlet states if N ≥ m where we are guaranteed
that no dimensional zeros are present. Each of the m! elements in Sm leads to its own state, all of which
are linearly independent. If N < m dimensional zeros will occur and the states generated by the trace basis
algorithm will no longer be linearly independent. Unlike the MOLD states of section 4.1 it is not individual
states that turn off below threshold, instead we typically get genuine linear combinations involving several
states that vanish in that situation. The most familiar example for this is the set of dabc which appear as
a linear combination of trace basis states at m = 3 (see eq. (99)) and vanish unless N ≥ 3. As long as we
do not have a general deterministic algorithm to map out the dimensional zeros this remains an important
drawback – we need to post-process the states at each m to expose the dimensional zeros.
If we restrict ourselves to permutations that do not contain one cycles (derangements) we arrive at singlet
states in V (adj)⊗m where V (adj) is the traceless part of V ⊗ V ∗, i.e. the adjoint representation (c.f. (94a)).
This provides a convenient way to directly construct singlets in this subspace which has been suggested earlier
by Keppeler and Sjo¨dahl [5].
Let us illuminate the trace basis algorithm through an example: Consider the permutations in S3 written
in their disjoint cycle structures, id = (1)(2)(3), (12)(3), (13)(2), (23)(1), (123) and (132). Then, the (non-
normalized) singlet states corresponding to these cycles are
id = (1)(2)(3) −→ δq¯1q1 ⊗ δq¯2q2 ⊗ δq¯3q3 = (97a)
(12)(3) −→ tr (ta1ta2) [ta1 ]q¯1q1 ⊗ [ta2 ]q¯2q2 ⊗ δq¯3q3 = = (97b)
(13)(2) −→ tr (ta1ta3) [ta1 ]q¯1q1 ⊗ δq¯2q2 ⊗ [ta3 ]q¯3q3 = = (97c)
(23)(1) −→ tr (ta2ta3) δq¯1q1 ⊗ [ta2 ]q¯2q2 ⊗ [ta3 ]q¯3q3 = = (97d)
(123) −→ tr (ta1ta2ta3) [ta1 ]q¯1q1 ⊗ [ta2 ]q¯2q2 ⊗ [ta3 ]q¯3q3 = (97e)
(132) −→ tr (ta1ta3ta2) [ta1 ]q¯1q1 ⊗ [ta2 ]q¯2q2 ⊗ [ta3 ]q¯3q3 = . (97f)
(In eqns. (97) we have used the fact that the trace is cyclic, e.g. tr (ta3ta1) = tr (ta1ta3) and tr (ta2ta3ta1) =
tr (ta1ta2ta3), etc..)
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At N > 2 all the states in (97) are linearly independent, but the singlet states (97e) and (97f) are not
orthogonal to each other,
= −N
2 − 1
N
6= 0 . (98)
The most useful mutually orthogonal linear combinations arise by forming the symmetric and antisymmetric
linear combinations
:=
1
2
 +
 and := 1
2
 −
 , (99)
where the empty (white) circle and the filled in (black) circle over the gluon lines correspond to the structure
constants dabc and ifabc (c.f. eq. (34)). In addition to being orthogonal these combinations are adapted
to dimensional zeros: The symmetric combination, containing the dabc vanishes for N < 3 representing a
dimensional zero while the antisymmetric combination is nontrivial for all N > 1. Unfortunately, we do not
have a general post-processing algorithm for arbitray m to achieve such a mutually orthogonal result in a
generic fashion.
One obtains the following orthonormal basis of singlet states on (V ⊗ V ∗)⊗3,
ξ1 · , ξ2 · , ξ2 · , ξ2 · , ξ3 · and ξ4 · (100a)
with normalization constants ξi given by
ξ1 =
1√
N3
, ξ2 =
θN>1√
N(N2 − 1) , ξ3 =
θN>1√
2N(N2 − 1) and ξ4 =
√
θN>2 ·N
2(N2 − 4)(N2 − 1) . (100b)
Besides being orthonormal, the basis (100) also gives immediate access to which singlet states become dimen-
sionally null as N decreases: the structure constant dabc vanishes for N < 3, and every operator containing
a generator ta vanishes for N < 2.
5 Conclusion
Singlet representations of SU(N) are of vital importance in many physics applications. The most prominent
example is arguably QCD, where confinement requires color-charged particles to combine into color-neutral
states. However, the general method to construct the multiplets of SU(N) on V ⊗m ⊗ V ∗⊗n from the Leibniz
formula for determinants (c.f. appendix A) is computationally costly and thus not useful in practice (as
exemplified in appendix A).
In this paper, we gave an alternative, simple construction method for the singlet projection operators of
SU(N) on V ⊗k ⊗ V ∗⊗k (section 3.1): these singlets are obtained from bending the basis elements of the
algebra of invariants of SU(N) on V ⊗m ⊗ V ∗⊗n with m + n = k (c.f. Theorem 1), and were referred to
as generic singlets. We argued that the MOLD projection and transition operators of SU(N) on V ⊗k are
ideally suited for this process. Theorem 1 also gave a counting argument predicting the number of singlet
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representation of SU(N) on V ⊗m⊗V ∗⊗m to be maximally m!. If N < m the number of singlets is smaller than
m!, and the MOLD operators/states give direct access to which of the underlying states become dimensionally
zero.
Singlets on V ⊗m ⊗ V ∗⊗n with m 6= n are always non-generic, they only appear at isolated values of N , right
at the threshold above which the irreducible representation ceases to be dimensionally zero. We referred to
these as transient singlets. At that value the Littlewood-Richardson correspondence, mediated by the Leibniz
formula for determinants, maps these canonically onto generic singlets in some V ⊗α ⊗ V ∗⊗α, typically with
α  m or α  n (but not both). As such, they are most efficiently reconstructed from their Littlewood-
Richardson partner as exemplified in section 3.2.
We used an explicit example to demonstrate the general singlet construction algorithm: we constructed the
singlets of SU(N) on V ⊗3 ⊗ V ∗⊗3 in section 4. This exemplifies that the MOLD projection and transition
operators [15, 16] are particularly well suited for the bending procedure to generate singlets, as they are easily
constructed and encode important information on dimensionally vanishing operators in a visually explicit
manner. We, furthermore, provided an efficient algorithm that constructs the singlet states of V ⊗k ⊗ V ∗⊗k
directly from the permutations in the group Sk (section 4.2); we referred to this as the trace basis algorithm.
While this latter algorithm presents a starting point towards constructing a basis of singlet states that makes
the adjoint (in QCD parlance gluon) components explicit, it does not, by itself, give rise to an orthogonal
basis, nor does it encode information on dimensionally vanishing singlets as N decreases (in the sense that
not a particular singlet vanishes, but rather a linear combination of basis states). This warrants further
research on the topic.
A Irreducible representations of SU(N) on mixed product spaces:
the textbook method
Young’s contributions to the representation theory of SU(N) on V ⊗m [1] allow for a simple construction
algorithm of (Hermitian) projection operators onto the irreducible representations of SU(N) [15, 44]. The
situation for the irreducible representations of SU(N) on a mixed product space V ⊗m ⊗ V ∗⊗n is not as
well developed, despite what a casual glance at the literature might lead us to believe. The aim of this
appendix is to give a brief account of the existing (standard) methods to construct the projection operators
corresponding to the irreducible representations of SU(N) on V ⊗m ⊗ V ∗⊗n from the appropriate tableaux
(Littlewood-Richardson tableaux). This will illustrate that the standard methods are only adequate for
classification purposes, not for explicit calculations. While all pieces of information given in this section are
present in the standard literature [8, 11, 13, 22], we are not aware of a text that describes the entire method
from start (constructing the tableaux) to finish (obtaining the projection operators), and thus have chosen
to give a full account here.
A.1 The irreducible representations of SU(N) on V ⊗m⊗V ∗⊗n with standard meth-
ods: Littlewood-Richardson tableaux
When constructing the (Hermitian) Young projection operators from Young tableaux, one presupposes each
factor V in the product space on which SU(N) acts to be in the fundamental representation, and therefore
represents it by a single box in the Young tableau. Antifundamental factors V ∗ can therefore not be repre-
sented by a single box. However, as a result of the Leibniz formula for determinants (c.f. eq. (61) or [13] for
a textbook treatment), an antifundamental component can be viewed as an antisymmetric combination of
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N − 1 fundamental ones [8],
fundamental: antifundamental:
1
1
2
...
N−1
, (101)
where the numbers here help to keep track of the amount of boxes, but are not necessarily the filling of the
box in the tableau sense.9
While Young’s algorithm gives a prescription on how to add fundamental factors V to the product space
(via adding individual boxes to the Young tableau), a different method is needed to add antifundamental
factors V ∗. In the 1970’s, Littlewood and Richardson (LR) generalized Young’s method to include factors
of all representations [2]. Since, in this paper, our focus lies on adding factors V ∗ to the product space on
which we consider SU(N), we quote a simplified version of the LR prescription, also referred to as Pieri’s
formula [11, 22]. For the fully general algorithm, readers are referred to Littlewood’s book [2] or Sagan’s
book [22], the latter offering a more modern combinatorial view. Furthermore, Howe and Lee [46] provide a
wonderfully intuitive proof of the general LR rule using only classical invariant theory.
Theorem 4 (adding antifundamental factors to the product space (LR rule, Pieri’s formula)) Let
Θ be a standard Young tableau10 consisting of m boxes (corresponding to an irreducible representation of
SU(N) on V ⊗m), and let an antiquark be represented by the Young tableau consisting of one column of length
N − 1 ( c.f. eq. (101)),
Φ¯ =
m+1
m+2
m+3
...
m+
N−1
=:
a1
a2
a3
...
ak
with aj+1 := aj + 1, and end points a1 = m+ 1 and ak = m+N − 1 . (102)
Then, the product Θ ⊗ Φ¯ yields the direct sum of all tableaux that can be constructed as follows: Take the
tableau Θ and add each box aj ∈ Φ¯ that preserves the left-alignedness and top-alignedness of standard Young
tableaux. Additionally, we require that each box aj appears in a row strictly above aj+1 , and that the resulting
tableau has a maximum of N rows. Evidently, all tableaux in this sum are standard Young tableaux with
m+N − 1 boxes and correspond to the irreducible representations of SU(N) on V ⊗m ⊗ V ∗.
We may iterate the above described procedure to form the tableaux
Θ⊗ Φ¯1 ⊗ · · · ⊗ Φ¯n , (103)
where each Φ¯i is a tableau consisting of a single column of length N−1. Let the set of all tableaux appearing in
the sum (103) be denoted by
{
Θ⊗ Φ¯1 ⊗ · · · ⊗ Φ¯n
}
, each of which corresponds to an irreducible representation
of SU(N) on V ⊗m ⊗ V ∗⊗n. All tableaux constructed according to the Littlewood-Richardson rule will be
referred to as Littlewood-Richardson tableaux in this paper.
9Further motivation behind the claim (101) is given by the dimension of the representation corresponding to these tableaux,
which can be calculated using the factors-over-hooks formula [9, 45]: Using this formula, one finds that each of the tableaux
in eq. (101) corresponds to an N -dimensional representation, namely the fundamental and the antifundamental representation,
respectively.
10See [11, 22] or other textbooks for a definition of standard Young tableaux.
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For the sake of brevity, we will assume that all Young tableaux discussed in this section are standard (unless
explicitly stated otherwise!) and merely refer to them as Young tableaux, dropping the adjective “standard”.
The requirement that the resulting LR tableau has at most N rows ensures that the corresponding operator
is not dimensionally zero, since a column of size > N would give rise to an antisymmetrizer of more than
dim(V ) = N objects (the steps involved in obtaining a projection operators from an LR tableau are explained
by means of an example in section A.2).
As an example of the LR rule described in Theorem 4, consider the Young tableau
Θ =
1 3
2
, (104)
and let N = 4 such that
Φ¯ =
4
5
6
. (105)
Then, according to Theorem 4, the product Θ⊗ Φ¯ yields
Θ⊗ Φ¯ =
1 2 4
3 5
6
⊕
1 2 4
3
5
6
⊕
1 2
3 4
5
6
, (106)
where each tableau in the direct sum has 6 = 3+N−1 boxes and corresponds to an irreducible representation
of SU(4) on V ⊗3 ⊗ V ∗.
A.2 Projection operators from Littlewood-Richardson tableaux (using the Leib-
niz formula)
The LR rule (Theorem 4) allows us to build up the tableaux corresponding to the irreducible representations
of SU(N) on V ⊗m ⊗ V ∗⊗n. Let us now discuss how to construct the corresponding projection operators:
Recall the Leibniz formula for determinants [13], which allows one to express a group element U† ∈ SU(N)
in the antifundamental representation as a product of N − 1 factors of the same group element U in the
fundamental representation,
εb1b2...bNU
†
bNaN
= εa1a2...aNUb1a1Ub2a2 . . . Ub(N−1)a(N−1) (107a)
(where we used the symbol U† for both the group element as well as its antifundamental representation on
V ∗). Even further, one may write
εb1b2...bN U
†
bNaN
. . . U†b(N−j+1)a(N−j+1)︸ ︷︷ ︸
N−j elements
= εa1a2...aN Ub1a1Ub2a2 . . . Ub(N−j)a(N−j)︸ ︷︷ ︸
j elements
. (107b)
In birdtrack notation (c.f. eq. (20)), the Leibniz formulae (107) allow one to “bend” one, respectively, N − j
legs of the ε-tensor (c.f. eq. (62)),
... and
... , respectively ,
...
...
and
...
...
. (108)
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We now illustrate how the Leibniz identity helps construct projection operators from Littlewood-Richardson
tableaux by means of an example: The Fock space component containing a qq¯-pair, V ⊗V ∗, decomposes into
two irreducible representations of SU(N) (c.f. eq. (94b)):
the “singlet”:
1
N
δikδjl =
1
N
and the “octet”: [ta]ik[t
a]jl = , (109)
where [ta]ik is the generator of the group (c.f. eq. (32)). The projection operators (109) can indeed be
recovered from the appropriate Littlewood-Richardson tableaux corresponding to 1 fundamental and 1 anti-
fundamental factor by means of the Leibniz identity: Consider the branching tree of LR tableaux for 1q+ 1q¯
constructed according to Theorem 4:
1
1 2
3
···
N
1
2
3
···
N
. (110)
The left tableau in the second level of the tree corresponds to a 1-dimensional representation of SU(N), while
the right tableau corresponds to a N2 − 1-dimensional representation of SU(N).11
The MOLD algorithm [15] can be used to construct Hermitian Young projection operators on V ⊗N corre-
sponding to the tableaux (110),12
P 1
2
3
···
N
=
...
... and P 1 2
3
···
N
=
2(N − 1)
N
· ... ... . (111)
The Leibniz identity (108) allows us to transform N − 1 fundamental legs (corresponding to the antiquark)
into 1 antifundamental leg. This is done by acting an ε-tensor of length N (c.f. eqns. (107a) and (108)) on
the bottom N − 1 legs on either side of the operator, for example,
...
...
transform−−−−−−→ N · ... ... ; (112)
notice that the additional factor N arising from the action of εi2...iN i(N+1) is needed to ensure that the
resulting operator is idempotent.
After a significant computational effort (the details of which are presented in the following section), one
arrives at the desired outcome:
...
... → N · ... ... = (113a)
11This can be checked using the factors-over-hooks formula [9, 45], c.f. footnote 9.
12The prefactors of the operators in eq. (111) arise from the MOLD algorithm: since both operators correspond to lexically
ordered tableaux (c.f. [15]), the MOLD algorithm predicts that the Hermitian operators have the same normalization factor as
their Young counterparts.
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2(N − 1)
N
· ... ... → 2(N − 1) · ... ... = . (113b)
The immense computational expense involved in obtaining the last equalities in eqns. (113) makes this method
undesirable in practice, thus warranting a compact construction method, as is given in the present paper for
singlet operators.
The example presented here shows that the textbook method of talking about irreducible representations of
SU(N) on a mixed space V ⊗m ⊗ V ∗⊗n (using LR tableaux) is rather more indirect than that on a monotone
space V ⊗m (using Young tableaux): The primitive invariants of SU(N) on V ⊗m⊗V ∗⊗n, and thus all elements
of API (SU(N), V ⊗m ⊗ V ∗⊗n), are included in API (SU(N), V ⊗[m+n(N−1)]) in the sense of a subalgebra, as is
evident from the corresponding Littlewood-Richardson tableaux (c.f. Theorem 4), which form a subset of the
Young tableaux of m+n(N−1) boxes. This is due to the presence of εi1...iN as a second invariant in addition
to δij (c.f. eq. (20)). To be a little more explicit: API
(
SU(N), V ⊗[m+n(N−1)]
)
encompasses representations
on V ⊗m ⊗ V ∗⊗n via the LR rule, which exploits the determinant condition for SU(N), i.e. the invariance of
the ε-tensor in N dimensions, and so formally gives access to all these representations as well. The drawback
clearly is the size of the algebra: [m+ n(N − 1)]! (m+ n)! generically and keeping N as a parameter will
not be a trivial task.
A.3 Expanding on eqns. (113): Simplifying the 1q + 1q¯ operators
This section provides all steps involved in simplifying the operators in equations (113) using the birdtrack
formalism.
The singlet operator (113a): Starting from the operator
N · ... ... , (114)
we pull the left ε-tensor to the right
N · ... ...
pull ε
===== N ·
...
...
, (115)
and then use identity (21) to combine the two ε-tensors of length N into an antisymmetrizer,
N ·
...
...
eq. (21)
====== N ·
...
...
. (116)
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For simplicity, we will “disentangle” the q¯-leg for the remainder of this calculation and treat it as a quark
leg,
N ·
...
...
disentangle−−−−−−−→
q¯ line
N ·
. .
. . . .
, (117)
but we will reverse this at the end of the calculation (in eq. (125)). Furthermore, we wish to explicitly
distinguish the lengths of the two antisymmetrizers in (117) for the sake of clarity in the argument to follow.
We thus say that the left antisymmetrizer (originating from the LR tableau) has length p, while the right
antisymmetrizer (originating from the ε-tensors) has length N . At the end of the calculation we will once
again set p = N .
By identity [9, eq. (6.19)], the right antisymmetrizer of length N in (117) can be decomposed as follows:
N ·
. .
. . . .
=
. .
. . . .
− (N − 1) ·
. .
. . . .
. (118)
We may absorb the shorter antisymmetrizer(s) into the longer one in each of the terms — in the last term,
we pull the rightmost antisymmetrizer over the top to the left of the longer antisymmetrizer and absorb it
from the left. This yields
N ·
. .
. . . .
=
. .
. . . .
− (N − 1) ·
. .
. . . .
. (119)
We consider each term in eq. (119) separately: The first term is just a free index line and a trace over all
but one of the indices of the antisymmetrizer of length p. Using identity [9, eq. (6.23)], we can carry out this
trace, yielding
. .
. . . .
=
[
(N − 1)!/ [N − (p− 1)− 1]!
p!
]
. (120)
Setting p = N , we find
. .
. . . .
=
[
(N − 1)!0!
N !
]
=
1
N
. (121)
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We now simplify the second term in (119). This term traces all but two indices of the antisymmetrizer of
length p. Again we follow [9, eq. (6.23)] to evaluate this trace,
(N − 1) ·
. .
. . . .
= (N − 1)
[
(N − 2)!/ [N − (p− 1)− 1]!
p!/2!
]
. (122)
Again setting p = N we find
(N − 1) ·
. .
. . . .
=
2
N
. (123)
Substituting (121) and (123) back into (119) yields
N ·
. .
. . . .
=
1
N
− 2
N
=
1
N
. (124)
Lastly, we have to transform the bottom index leg back into an antiquark leg,
1
N
−→ 1
N
. (125)
In summary, we found that
...
... =
1
N
, (126)
as was claimed in eq. (113a).
The adjoint operator (113b): Once again, we pull the left ε-tensor to the right and use eq. (21) to
combine the two ε-tensors into an antisymmetrizer of length N . Furthermore, as we did in the calculation of
the singlet operator, we will treat the antiquark leg q¯ as a quark leg, transforming it back at the end of our
calculation. We have:
2(N − 1) · ... ... −→ 2(N − 1) ·
. .
. . . .
. (127)
Using the cancellation rules derived in [14], this operator may be simplified as
2(N − 1) ·
. .
. . . .
= 2(N − 1) ·
. .
. . . .
, (128)
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where no additional constant is induced.13 We begin the simplification process by decomposing the sym-
metrizer in (128) into its primitive invariants (c.f. eq. (18a)),
2(N − 1) ·
. .
. . . .
= (N − 1)
 . . . . . . + . . . . . .

= (N − 1)
 . . . . . . + . . . . . .
 , (129)
where we merely disentangled the index lines of the second term in (129). The first term in eq. (129) is an
antisymmetrizer of length N with all but one of its legs traced. Thus, using [9, eq. (6.23)], this term simplifies
to
(N −1) ·
. .
. . . .
= (N −1)
[
(N − 1)!/ [N − (N − 1)− 1]!
N !
]
=
(N − 1)
N
. (130)
The second term in eq. (129) is an antisymmetrizer with all but two indices traced, yielding
(N − 1) ·
. .
. . . .
= (N − 1)
[
(N − 2)!/ [N − (N − 1)− 1]!
N !/2!
]
=
2
N
, (131)
where we again used identity [9, eq. (6.23)]. Substituting expressions (130) and (131) back into (129) yields
2(N − 1) ·
. .
. . . .
=
(N − 1)
N
+
2
N
. (132)
Decomposing the antisymmetrizer into its primitive invariants allows for further simplification,
2(N − 1) ·
. .
. . . .
=
(N − 1)
N
+
1
N
(
−
)
= − 1
N
. (133)
It remains to transform the bottom leg back into the antifundamental representation,
− 1
N
−→ − 1
N
= , (134)
13This is true since the cancelled part of the operator is a Young projection operator with normalization constant 2(N − 1),
as can be verified by direct calculation.
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where we used the Fierz identity [9, 43] (c.f. eq. (94))
= +
1
N
(135)
to obtain the operator in the last step. Thus, we found
2(N − 1) · ... ... = , (136)
confirming eq. (113b).
B The equivalence between the 3q-singlet and the totally antisym-
metric 2q + 2q¯-singlet
The equivalence between the operators
and (137)
for dim(V ) = N = 3 [33, 35, 47] is shown using the Leibniz identity (61) (equivalently (108)): this identity
translates N − 1 = 2 antifundamental index lines into a fundamental line through the Levi-Civita symbols
(i.e. ε-tensors of length N = 3)
and . (138)
We act each such Levi-Civita tensor on the bottom two antifundamental legs of the antisymmetric 2q + 2q¯-
singlet in eq. (137) and then absorb the antisymmetrizers into the Levi-Civita tensors,
act ε−−−→ absorb=======
antisym.
. (139)
We now flip each antisymmetrizer about its vertical axis, keeping the end points fixed,
flip
==== (−1)2 , (140)
where we had to absorb a transposition (12) into each ε-tensor in the process, inducing a factor of (−1)2 = 1.14
It should be noted that through this flipping procedure each ε-tensor in (140) will be accompanied by a factor
14Defining κk to be the transposition between k and (N−k), longer and thus more “entangled” ε-tensors will have a prefactor
[sign (κ1κ2κ3 . . .)]
2 = 1.
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i±φ (c.f. eq. (20)) with the wrong sign in the exponent. However, in the product (140), each prefactor can
be reassigned to the other ε-tensor, thus remedying the incorrect sign. If this “prefactor conundrum” caused
by the flip in (140) seems undesirable to the reader, we present a work-around in section B.1, which leaves
the prefactors untouched, but still yields the desired result.
It now remains to recombine the two Levi-Civita tensors in (140) into the antisymmetrizer A123 according
to eq. (21) in order to obtain the desired result,
=
eq. (21)
====== . (141)
In this example, we chose to transform N − 1 antifundamental lines into a fundamental line by means of the
Leibniz identity (108). Equally effectively, we could have transformed (N − j) antifundamental lines into j
fundamental ones according to eq. (107b), for example, if j = 2,
act ε−−−→ flip==== = . (142)
However, the first way of obtaining the baryon singlet projector will be more useful when looking at Wilson
line correlators and coincidence limits, as is done in a future paper [42].
B.1 Untwisting ε-tensors without flipping the sign in the factor i±φ
Instead of the flip conducted in eq. (140), we may obtain the desired equivalence (137) in a way that does
not cause havoc with any prefactors. Let us pick up at eq. (139): Keeping the end points fixed, we may move
the left ε† to the right of ε without flipping it ; this yields a somewhat entangled operator,
move ε-tensors
=========== . (143)
The two Levi-Civita tensors combine into an antisymmetrizer of length N = 3 according to eq. (21),
eq. (21)
====== . (144)
The antisymmetrizer in the middle may now be flipped to disentangle the index lines; this does not produce
any phase factors, as the antisymmetrizer is a real quantity,
= = (−1)2 , (145)
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where, in the disentanglement process, we absorb a transposition (12) on either side of the antisymmetrizer,
inducing an additional prefactor (−1)2 = 1 in the last step (this is in analogy to the prefactor (−1)2 in
eq. (140), c.f. footnote 14). Thus, we once again arrive at the desired result (141).
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