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ABSTRACT 
Let A be any element in an algebraically closed field F of characteristic not 2, and 
let M: F”‘” X F”‘” 4 F”‘” be a bilinear map on the algebra F”‘” of IZ X n 
matrices over F. We prove for n > 5 that if AB + ABA = 0 implies M(A, B) = 0 
and rank(AB + ABA) = 1 implies rank M(A, B) = 1 for all matrices A, B E F”‘“, 
then there exist invertible matrices P, Q E F”‘” such that either M( X, Y ) = P( XY 
+ AYX)Q or M(X, Y) = P( XY + AYX)‘Q. 0 Elsevier Science Inc., 1997 
Throughout, F is a field and Fnx” is the algebra of n X n matrices over 
F. During the past 35 years, a substantial effort has been made to solve 
preserver problems for linear maps on F”’ “. (An entire issue of Linear and 
Multilinear Algebra [3] consists of recent survey articles on every aspect of 
the subject.) The linear-preserver problem is to characterize all linear maps 
on Fnxn that preserve some function of a matrix or some subset of matrices. 
One such problem is to characterize all linear maps L such that 
rank A = 1 3 rank L(A) = 1 
for all A E F”‘“. Linear maps L that satisfy this condition are said to 
preserve rank-one matrices. Clearly, for invertible matrices P, Q the maps 
L(X) = PXQ (1) 
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and 
L(X) = PX’Q (2) 
preserve rank-one matrices. (In fact, these maps preserve every other rank as 
well.) Remarkably, the maps (1) and (2) are the only linear maps that 
preserve rank-one matrices. (See [l, 71.) Th’ is result is fundamental, and the 
solution to almost every other linear preserver problem depends on it. 
Although hundreds of papers have been written about linear-preserver 
problems, only two results have described the structure of nonlinear pre- 
servers. The first [5] characterizes polynomial maps that preserve commutativ- 
ity. The second, which is the one relevant to this discussion, characterizes 
bilinear maps that have a certain rank-preserving property. 
Let L, and L, be linear maps of the form (1) or (21, and let M : Fnx” X 
F”X” --) Fnxn be a bilinear map with one of the following forms: 
M(X,Y) = L,(X)&(Y), (3) 
M(X,Y) = L,(Y)L,(X). (4) 
It is clear that these maps satisfy the rank-preserving properties: 
rank A=l, rank B=n * rank M( A, B) = 1, 
rank A = n, rank B = I * rank M( A, B) = 1. 
(5) 
(6) 
Robinson [4] showed that any bilinear map M satisfying (5) and (6) has one of 
the forms (3) or (4). Actually he proved the analogous more general result for 
multilinear maps. 
In this paper, we characterize all bilinear maps that satisfy a different 
rank-preserving condition. We assume that M: Fnx” X FnXn + Fnxn is 
bilinear. In other words M( X, Y) is an n X n matrix, each of whose entries 
mij(X, Y) is a bilinear F-polynomial in the 2n2 indeterminates Xjj, Yij that 
occur as entries in the matrices X = (Xjj), Y = (Y,,). We denote the 
subspace of matrices with trace zero by sl,,(F) and the rank-one matrix (ujvj) 
by u B U, where u = (ui, . . . , un) and u = (u,, . . .,v,) E F”. 
THEOREM 1. Let F be an algebraically closed field and let A E F. lf 
h = - 1, assume n 2 5 and the characteristic of F is not 2; if h # - 1, 
assume n > 4. Suppose M : F” x n X Fn ’ n + F nx n is a bilinear function that 
satisfies the conditions 
AB+hBA=O*M(A,B)=O (7) 
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and 
rank( AB + ABA) = 1 = rank M( A, B) = 1, (8) 
for all matrices A, B E F n ’ “. Then there exist invertible matrices P, Q over F 
such that either 
M(X,Y) = P(XY + AYX)Q 
or 
M( X,Y) = P( XY + hYX)‘Q. 
It is possible that the condition (8) alone is sufficient to imply the 
conclusion of the theorem, or possibly (8) implies (7). The author does not 
have counterexamples. The cases where n is small or where F is not 
alebraically closed have not been investigated. 
The rest of the paper is a proof of Theorem 1. 
LEMMA 1. Let F be any field. Let m: F”‘” x FnX” + F be a bilinear 
ftlnctional that satisfies the condition 
AB=O and BA=O*m(A,B)=O 
for all matrices A, B E F”’ “. Then there exist linear functions g, h on F”‘” 
such that 
m(X,Y) =g(XY) + h(YX). 
Proof. The proof is trivial for n = 1, so assume that n >, 2. Since m is 
bilinear, there exist scalars c(i, j, s, t) E F such that 
m(X,Y) = C c(i,j,s,t)XjjX,,. 
i, j, S, t 
Let Eii be the standard matrix units, and let 
(9) 
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TABLE 1 
Xl x2 YI Y2 GYF GYz” GY? GYz” r,rzvl” “1XzY22 XTYlY2 GYlY2 XlX2YlY2 
1010 1 0 0 0 0 0 0 0 0 
1001 0 1 0 0 0 0 0 0 0 
0110 0 0 1 0 0 0 0 0 0 
0101 0 0 0 1 0 0 0 0 0 
1110 1 0 1 0 1 0 0 0 0 
1101 0 1 0 1 0 1 0 0 0 
1011 1 1 0 0 0 0 1 0 0 
01110 0 11 0 0 0 1 0 
1111 1 1 1 1 1 1 1 1 1 
and 
where i f t, j z s, and x1, x2, yi, y2 are independent indeterminates over 
F. Then AB = BA = 0 and thus m( A, B) = 0 for all substitutions of 
Xl> x2, yl, y2 from the field F. 
We claim that each of the coefficients of m( A, B), as an F-polynomial in 
Xl> x2, yi, y2 is zero. Suppose 
m(A, B) = axfy; + /3xFyi + yxiyf 
+ 6X&y; + KX1X2Zj; + /LX,X,tj,2 
+ dY,Yz + PdY,Y, + flXlX2YlY2 (10) 
and that m(A, B) = 0, for all substitutions of xi, x2, yi, y2 from F. The 
values of the nine monomials on the right side of Equation (10) are computed 
for various substitutions of 0 and I for x1, x2, yi, y2 as shown in Table 1. It 
follows that each of the coefficients (Y, /3, . . . , u is zero. 
To finish the proof, th e only coefficients we need to consider are 
(Y, K, v, CT. By substituting A, B for X, Y in Equation (9) we get 
(Y = m(Elj, E,,) = c(i, j, s, t) = 0, (11) 
v = -m(Eij, Ejt) + m( Ei,, Es,) 
= -c(i,j,j,t) +c(i,s,s,t) =O, (12) 
K = -m( Eij > Es!) + m( E,j, Es,) 
= -c(i,j,s, i) + c(t,j, s, t) = 0, (13) 
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and 
= c(i,j, j, i) - c( i, s,s,i) - c(t,j,j,t) + c(t, s, s,t) 
= 0. (14) 
From Equation (11) c(i, j, s, t) = 0 whenever i f t and j z s. Thus by 
removing these zero terms from Equation (9), we can write 
m(X,Y) = C CC(i,j,j,t)XijYjt 
ift j 
+ C Cc<i>j> s, i)xijysi 
j#s i 
+ Cc(i,j,j, i)XijY$. (15) 
i,j 
Equation (12) 11 a ows us to simplify the first sum in Equation (15). From 
Equation (121, the scalars c(i, j, j, t), forj = 1, . . . , R, have a common value, 
c,(i, t). Thus 
C CC(i,j,j,t)XijYjt = CCl(id)(XY)it* 
i#t j i#t 
Likewise, from Equation (131, the scalars c(i, j, s, i), for i = 1,. . . , n, have a 
common value ce(j, s), and so 
C Cc(i,j,S,i)XijYsi = Cc,(j,s)(YX)~j. 
j&s i j+s 
Finally, consider the third sum in Equation (15). Equation (14) holds for 
all i, j, s, t, from which it follows that there exist scalars (pi, . . . , a,, PI, . . . , & 
such that c(i,j,j, i) = ai + p,, for all i,j. [Let Q, = c(i, 1, 1, i) - ~(1, 1, 1, 1) 
and pj = ccl, j, j, 1). Then cxi + pj = c(i, 1, 1, i) - ~(1, 1, 1,l) + c(l,j,j, 1) 
= c(i, j, j, i).] Therefore 
Cc(i,j,j, i)Xj,Y,, = Cayi< m)ii + CPj<">jj- 
i.j I j 
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It follows that 
m(X,Y) = &(iJ)(xY>i, + CCq(j,S)(YX),5j 
i#t ] # s 
+ CcyiCm)ii + CPj(yx),~.,' 
1 j 
LEMMA 2. Let F he any field and let A E F. Let m: F”X” X F”‘” + F 
he a bilinear functional that satkfies the condition 
AB + ABA = 0 3 m( A, B) = 0 
j&all A, B E F”X”. Then there exists a linearftcnctional k on F”’ ” such that 
m(X,Y) = k(XY + AYX). 
Proof. If n = 1 there is nothing to prove, so assume that n B 2. 
Suppose A, B E F”‘” and AB = BA = 0. Then AB + ABA = 0 and thus 
m( A, B) = 0. Thus by Lemma 1, there exist linear transformations g, h on 
F n ’ ” such that 
m(X,Y) = g(XY) + h(YX). 
Case A = - 1: Since AI - IA = 0, for all A, we have 
0 = m( A, I) = g(A) + h(A) 
for all A E FnX”. Thus, h = -g and 
m(X,Y) = g(XY) - g(YX) = g(XY - YX). 
Case A # - 1: Let A = E,, and B = E,, - AE,,. Then AB = -AE,, 
and BA = E,,. Thus AB + ABA = 0. Now let E be any matrix with 
tr E = 0 and rank E = 1. The Jordan form for E is E,,, and so there exists 
invertible S E F”X ” such that E = Sp’E,,S. Let A’ = S’AS and B’ = 
Sp’BS. Then A’B’ = -AE, B’A’ = E, and A’B’ + AB’A’ = 0. Thus, by the 
hypothesis, 
0 = m( A’, B’) = -Ag( E) + h(E). 
BILINEAR TRANSFORMATIONS ON MATRICES 37 
The matrices E with tr E = 0 and rank E = 1 span sl,,( F). Thus /I( A) = 
Ag( A), for all A E d,,(F). It f o 11 ows that h(X) = Ag(X> + c(tr X) for some 
scalar c. Now 
m(X,Y) = g(XY) + Ag(YX) + c(trYX) 
=g(XY’+AYX) +c(l +A)-‘tr(XY+AYX). 
Thus we can take the linear functional k to be k(X) = g(X) + c(1 + 
A)-’ tr X. n 
LEMMA 3 [I?]. Let F he an ulgehraicully closerlJielc1 of characteristic not 
2. Let n > 4, anal K(X) be a linear map from sl,,(F) to F” ’ ” that satisfies 
the condition 
for all nonzero 11, ti E F”. Then there exist inoertible matrices I’, Q E F”’ ” 
.mch that one of the following ho&: 
K( A) = PAQ for all A E sl,,( F) 
or 
K( A) = PA’Q $)r all A E sl,,( F). 
Proof of Theorem 1, Assmne that M satisfies the conditions (7), (8) in 
the theorem. By q~plying Lemma 2 to each entry of M(X, Y ), we see that 
there exists a linear transformation K on F”X’l such that M(X, Y > = K(XY 
+ AYX). 
Case A = - 1: In this case M( X, Y > = K( XY - YX). We now show that 
K satisfies the hypothesis (16) of Lemma 3. Suppose u, o ztre nonzero vectors 
in F” with IL . u = 0. Pick ZL: E (II, 0)’ such that w * w = 1. This is possible 
becauseif u:.u;=Oforallu: E (u,~)‘, then ( u , u ) ’ is ;I totally isotropic 
subspace of F” of dimension II - 1 or n - 2. But the maximum dimension 
for ti totally isotropic subspace is [n/2]. (See 121.) Thus n < 4, which 
contradicts the hypothesis n > 5. 
Let A = IL @ u: and B = u: @ c. Then AB - BA = u @ v, which is a 
matrix of rank 1. Thus by the hypothesis (8), M(A, B) = K(AB - BA) = 
K(ZL @ 0) also has rank 1. Thus, K satisfies the hypothesis of Lemma 3, and 
therefore there exist invertible matrices P, Q over F such that K(A) = PAQ 
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or K(A) = PA’Q f or all matrices A E sl,(F). In the first case, there exists a 
matrix C E FnXn such that K(X) = PXQ + (tr X)C and so 
M(X,Y) = K(XY) - K(YX) 
= PXYO + (tr XY)C - PYXQ - (tr YX)C 
= P( XY - YX)Q. 
The other case leads to the equation 
M(X,Y) = P(XY - YX)Q 
Case A # - 1: In this case M(X, Y) = K( XY + AYX). Thus M(X, Z) = 
(1 + h)K(X). If rank A = 1, then rank[(I + h)A] = 1, and by the hypothe- 
sis (8) rank M( A, I) = 1. That is, rank K(A) = 1. It follows [l, 71 that there 
exist invertible matrices P, Q E Frjx” such that either K(X) = PXQ or 
K(X) = PXQ 
Thus either 
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