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Let A(G) be the von Neumann algebra generated by the left regular represen- 
tation h of a locally compact group G, and A’j, be the von Neumann subalgebra 
of d(G) generated by the image h(H) of a closed subgroup H. For an element 
x CA(G) to fall in &J it is necessary and sufficient that the support of x in 
the sense of Eymard, [4], is contained in H. This result yields that the corre- 
spondence of H and Jj, is a lattice isomorphism. 
This paper is a continuation of the previous paper [7] written by the 
same authors. Let G be a locally compact group with left Haar 
measure ds. On the Hilbert space L2(G, ds), denoted later by sj, of all 
square integrable functions on G with respect to ds, three von 
Neumann algebras are naturally defined: one is the abelian von 
Neumann algebra G?(G) of all multiplication operators defined by 
essentially bounded measurable functions, the second one is the von 
Neumann algebra A?(G) generated by the left regular representation h 
of G and the last one is the von Neumann algebra A’(G) generated 
by the right regular representation A’ of G. The algebras A(G) and 
AC(G) are the commutant of each other and isomorphic under the 
map: x ++ JxJ, where J denotes the operator on $j defined by (Jo) = 
A(s)-~/~&s-~), 5 E &. Therefore, we only consider the algebras A(G) 
and a(G). Throughout the duality discussion in [7], the operator W 
on sj @I $j defined by (W[)(s, t) = f(s, st), 5 E $j @ 43, plays a crucial 
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role. Namely, Wfalls in the tensor product g(G) GA!(G) and gives 
rise to the comultiplications 6: x t+ W(1 @ X) W-l in &Y(G) and 
7r : x I-+ W-1(x Q l)W in A(G). In the previous paper we showed 
that (i) There exists the one-to-one correspondence between closed 
subgroups H of G and von Neumann subalgebras 9’ of a(G) satis- 
fying 6(g) C .@ @ ad(G), called right invariant, which is determined by 
Hg = (s E H: y(s)f = f for every f E 9}, 
BH = {f E a(G): y(s)f = f for every s E H), 
where y(s) denotes the automorphism of Q!(G) defined by (y(s)f)(t) = 
f(s-lt), f E G’(G); (ii) Th ere exists the one-to-one correspondence 
between closed subgroups H of G and von Neumann subalgebras 
X of A(G) satisfying n(J) C ./tr @ .M; called invariant, which is 
determined by 
Hx = {s E H: h(s) E N}, 
Jv;, = {A(s): sE H}“, 
The correspondence of aH and XH is given by 
Jr/-, = .%YH’ n A!(G). 
Of course, the correspondence in (i) reverses the inclusion order and 
the correspondence in (ii) preserves the inclusion order. 
On the other hand, Eymard showed in [4], that each operator in 
A(G) is interpreted as a distribution on G in the sense of Bruhat 
[I]; and introduced the support of an operator in A!(G). 
In the present paper, we shall show that an operator x in A(G) 
falls in A& for a closed subgroup H of G if and only if the support of x 
in the sense of Eymard is contained in H. This result will enable us to 
conclude that the correspondence in (ii) is a lattice isomorphism and 
the one in (i) is a lattice antiisbmorphism. 
Let A*(G) denote the predual of the von Neumann algebra d(G), 
The comultiplication 7r of A’(G) defined by n(x) = W*(x Q 1) IV, 
x E A(G), makes A&(G) into an abelian Banach algebra with the 
multiplication defined by 
for each x E A’(G) and the pair 9, zj in A!.+(G). The duality theorem 
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shown by Eymard [4] and SaitG [5] says that the group G is identified 
with the spectrum space of A?*(G) and that the Gelfand transform @ 
of A&(G) into the abelian C*-algebra C,(G) of all continuous func- 
tions on G vanishing at infinity is given by 
@d4 = <w*, Tp>, s E G, v E J%(G). 
Let 9(G) denote the range of @, which is named the Fourier algebra of 
G by Eymard [4]. F or a given element a E A(G), we define the 
actions of a to each y E A.+.(G) by 
<x, acp> = W v), 
<x, ?a> = <ax, TJ>, x E d(G). 
LEMMA 1. Letg, be an element of A?.+(G). If Q(v) falls in $( = L2( G)), 
then for every a E 4(G), @(aq) falls in sj and 
@(ad = a%~,). 
Proof, Suppose (a& is a net in A(G) converging strongly to 
some a E k(G). Since v is of the form (x, v) = (a$ [ 7) for some 
pair .$, q in 8, we have 
II a,rp - up, II = SUPW, (ai - a)cp>l: x E JW-% II 2 II -G 11 
= ~uP{I<x(~~ - a), v>l: xE -4% II xII d 1) 
G =.dl(4ai - a)[ I 41: x E Jkt(G), IIxII G 11 
= s~P{I(G - 4E I x*41: x 6 d(G), II xII < 1) 
< ll(ai - 45 II sup{I/ x*q /I: x e d(G), II xII G 11 
< I\(ui - 45 II I 3II; 
thus we get lim (1 a,p, - ag, (/ = 0. 
Let A$ denote the subset of A’(G) consisting of all elements a such 
that @(aq)falls in jjand @(a~) = a@(y). If {q) is a net in-J& converging 
strongly to an element a E A(G), then lim 1) aiq - up, I( = 0, by the 
above arguments, so that 
lim I/ @(a,(p) - @(u~)lim < lim (/ aig, - up, 11 = 0. 
On the other hand, we have, by definition, 
lim I/ u,@(cp) - u@(~)\12 = 0. 
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Hence @(a~) falls in 8 and @(a~) = a@(q); thus a falls in A0 . There- 
fore, A0 is strongly closed. Clearly, A0 is a linear subset of A(G). 
Let s be an element of G. Then we have 
@(wTJ)(~) = O(t)*, W)p?) = 0(~)“N~)> 9J> 
= (h(s-It)*, cp) = @($u)(s-It) 
so that h(s) falls in A$. Since the linear combinations of X(s)‘s is 
strongly dense in.&(G), &X0 must coincide with A!(G). This completes 
the proof. 
Let Y(G) denote the algebra of all continuous functions on G with 
compact support. Then we can take the following definition for the 
support of an element x of A’(G), see [4, Proposition 4.81. 
DEFINITION 2. For an element x of A’(G), the support of x, which 
will be denoted by supp x, is the smallest closed subset F of G such that 
(x, V(f)) = 0 for every f E 9(G) n X(G) vanishing in a neigh- 
borhood of F. 
THEOREM 3. Let H be a closed subgroup of G and NH denote the 
van Neumann subalgebra of A’(G) generated by /t(s), s E H. Then the 
following two statements for an element x E A(G) are equivalent: 
(i) x belongs to J$ ; 
(ii) The support of x is contained in H. 
Proof. Since supp X(s) = (s}, the implication (i) * (ii) is an imme- 
diate consequence of Eymard’s result [4; Proposition 4.81. 
Suppose conversely supp x C H. By Lemma 1, the actions of x on 
F(G) n X(G) and on @-‘(9(G) n Y(G)) are coherent, so 
that we can identify them. By [4, Proposition 4.81, we have 
SUPP kf) CHSUPP(f) f or every f E F(G) A X(G). Let V be an 
open subset of G with V = HV. Then for every f E F(G) n X(G) 
with supp f C V, we have supp(xf) C H supp( f) C HV = V. Since 
the set of all f E 9(G) n ,X(G) with supp f C V is total in the subspace 
p,Lz(G), where p, denotes the projection defined by multiplying the 
characteristic functions xv of V, x leaves the range of p, invariant; 
hence xp, = p,xp, . Considering x*, we have x*py = pYx*pY . 
Therefore, x and p, commute whenever V is an open subset of G 
with V = HV. Such projections py’s generate the von Neumann 
subalgebra &9H of Q!(G) consisting of all multiplication operators given 
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by functions constant on each right H-coset Hs. Therefore, x falls in 
d(G) n LYH’; thus x belongs to A$ by [7; Theorem 61. This com- 
pletes the proof. 
Let {HiLI (resp. {J’JiEr> b e a family of closed subgroups of G 
(resp. von Neumann subalgebras of A’(G)). We denote by V,,,H, 
(resp. Viol 4) the closed subgroup of G (resp. the von Neumann 
subalgebra of J&‘(G)) generated by Vie, Hi (resp. Via, JQ. Then we 
get the following: 
THEOREM 4. If(H&or is a family of closed subgroups ofG, then 
(i) Vie, 4. = Jlr 
(ii) &, MHl = ~(~~~~~~1 
(0 Vi.f 9~~ = gmierHij , 
(ii’) f7isl gHi = gtviGIHij . 
The lattice theoretic correspondence between H and ,lr, was first 
considered by Walter [9, section 41. 
Proof. Since the correspondence H I-+ A$ preserves the inclusion 
order, it is obvious that 
But, Jy;vis,lii, is generated by {A(s): s E VielH,) and X(s) falls in 
ViEI NH, rf s E V,,,H, ; hence we have 
It is also obvious that 
If x is an element of &, A$ , then by Theorem 3 supp x C Hi, 
i E I; hence supp x C niB, H,‘; therefore, Theorem 3 implies that 
X E 4niEriq . 
Now, let H = niEI Hi and g = ViEI g,,i . Then H is a closed 
subgroup of G and L~J is a right invariant von Neumann subalgebra 
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of a(G) in the sense that 6(g) C LZY 0 LX(G). Furthermore, we have, 
by [7, Theorem 61, 
@ n A!(G) = (V BHj)’ n d(G) 
&I 
= Jy;, = 9?*’ n A?(G). 
Therefore, again by [7, Theorem 61 we get &?I = a’. 
The last statement follows from the simple calculation of the 
cornmutants: 
= W) n (l Ai) 
zzz m(G) n (n &ii) = n @f(G) n .&ii) 
&I &I 
= (-pi- 
This completes the proof. 
ACKNOWLEDGMENT 
The authors would like to express their thanks to the Research Institute for Mathe- 
matical Sciences, Kyoto, where this collaborated work was finished. 
REFERENCES 
1. F. BRUHAT, Distributions sur un groupe localement compact et applications a 
I’ktude des representations des groupes p-adiques, Bull. Sm. Math. France 89 
(1961), 43-75. 
2. J. DIXMIER, “Les Algebres d’OpCrateurs Dans I’Espace Hilbertien,” 2e edition, 
Gauthier-Villars, Paris, 1969. 
3. J. ERNEST, Hopf-von Neumann algebras, Functional Analysis Conference at 
Irvine, Thompson Book Company, (1967), 195-215. 
4. P. EYMARD, L’algebre de Fourier dun groupe localement compact, Bull. Sot. Math. 
France 92 (1964), 181-236. 
190 TAKESAKI AND TATSUUMA 
5. K. SAITB, On a duality for locally compact groups, ZZAoku Math. J. 20 (1968), 
355-367. 
6. M. TAKESAKI, Duality and van Neumann algebras, Bull. Amer. Math. Sm. 77 
(I 971), 553-557. 
7. M. TAKFSAKI AND N. TATSUUMA, Duality and subgroups, Ann. of Math. 93 (1971), 
344-364. 
8. N. TATSUUMA, A duality theorem for locally compact groups, J. Math. Kyoto 
U&Y. 6 (1967), 187-293. 
9. M. WALTER, W*-algebras and non-abelian harmonic analysis, J. Functional 
Analysis, to appear. 
