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ABSTRACT
Gravito-inertial waves are excited at the interface of convective and radiative regions and by the
Reynolds stresses in the bulk of the convection zones of rotating stars and planets. Such waves have
notable asteroseismic signatures in the frequency spectra of rotating stars, particularly among rapidly
rotating early-type stars, which provides a means of probing their internal structure and dynamics.
They can also transport angular momentum, chemical species, and energy from the excitation region
to where they dissipate in radiative regions. To estimate the excitation and convective parameter
dependence of the amplitude of those waves, a monomodal model for stellar and planetary convection
as described in Paper I is employed, which provides the magnitude of the rms convective velocity as a
function of rotation rate. With this convection model, two channels for wave driving are considered:
excitation at a boundary between convectively stable and unstable regions and excitation due to
Reynolds-stresses. Parameter regimes are found where the sub-inertial waves may carry a significant
energy flux, depending upon the convective Rossby number, the interface stiffness, and the wave
frequency. The super-inertial waves can also be enhanced, but only for convective Rossby numbers
near unity. Interfacially excited waves have a peak energy flux near the lower cutoff frequency when
the convective Rossby number of the flows that excite them are below a critical Rossby number that
depends upon the stiffness of the interface, whereas that flux decreases when the convective Rossby
number is larger than this critical Rossby number.
Keywords: Convection, Instabilities, Turbulence, Waves – Stars: Evolution, Rotation
1. INTRODUCTION
Gravito-inertial waves (hereafter GIWs) are low-
frequency internal gravity waves (hereafter IGWs) that
propagate in the stably stratified regions of rotating
stars and planets (Dintrans & Rieutord 2000). They
propagate under the simultaneous restoring action of the
buoyancy and Coriolis forces. Such waves are currently
detected at the surface of rapidly rotating intermediate-
mass and massive stars thanks to high-precision aster-
oseismology (e.g., Neiner et al. 2012; Moravveji et al.
2016; Van Reeth et al. 2018; Christophe et al. 2018;
Aerts et al. 2018, 2019, and references therein). More-
over, GIWs and IGWs have been detected through
multiple observational techniques in the atmosphere,
interior, and oceans of Earth (e.g., Melchior & Ducarme
1986; Gerkema et al. 2008; Gubenko & Kirillovich 2018;
Maksimova 2018), and the atmospheres of Mars (e.g.,
Gubenko et al. 2015), Jupiter (e.g., Young et al. 1997;
Fletcher et al. 2018), Titan (e.g., Hinson & Tyler 1983),
and Venus (e.g., Tellmann et al. 2012; Ando et al.
2018). In intermediate-mass and massive stars, GIWs
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and IGWs constitute a powerful probe of the chemical
stratification and the radial differential rotation at the
boundary between the convective core and the radia-
tive envelope (e.g., Van Reeth et al. 2016; Ouazzani
et al. 2017; Van Reeth et al. 2018; Christophe et al.
2018; Li et al. 2019). While propagating in the convec-
tively stable zones of stars and planets, they are able to
transport angular momentum, energy, and chemicals to
the regions where they dissipate through thermal dif-
fusion (e.g., Schatzman 1993; Zahn et al. 1997; Mathis
et al. 2008; Mathis 2009), co-rotation resonances (e.g.,
Goldreich & Kumar 1990; Alvan et al. 2013), and non-
linear wave breaking (e.g., Rogers et al. 2013; Rogers
& McElwaine 2017). Thus, GIWs, alongside magnetic
fields, provide a possible explanation for the weak ra-
dial differential rotation revealed by space-based helio-
seismology and asteroseismology observations of stellar
radiative zones across the Hertzsprung-Russel diagram
(e.g., Garc´ıa et al. 2007; Beck et al. 2012; Deheuvels
et al. 2012; Mosser et al. 2012; Deheuvels et al. 2014;
Kurtz et al. 2014; Benomar et al. 2015; Saio et al. 2015;
Murphy et al. 2016; Spada et al. 2016; Van Reeth et al.
2016; Aerts et al. 2017; Fossat et al. 2017; Gehan et al.
2018). Indeed, IGWs have been shown to be poten-
tially efficient at angular momentum redistribution in
the radiative core of the Sun (e.g., Talon & Charbonnel
ar
X
iv
:2
00
9.
10
47
3v
1 
 [a
str
o-
ph
.SR
]  
22
 Se
p 2
02
0
2 Augustson et al.
2005; Charbonnel et al. 2013; Mathis 2013; Mathis et al.
2013), in sub-giant stars (Pinc¸on et al. 2017), and in the
radiative envelope of early-type stars (e.g., Lee & Saio
1993; Lee et al. 2014; Rogers 2015; Fuller 2017; Fuller
& Ro 2018).
Therefore, the excitation mechanisms and the result-
ing amplitudes and frequency spectrum need to be un-
derstood in an astrophysical context. In this work,
the focus is on the stochastic excitation of GIWs at
convective-radiative interfaces and in the bulk of con-
vective regions by turbulent Reynolds stresses. In-
deed, small-scale eddies or large-scale turbulent struc-
tures such as convective plumes are able to perturb the
interface between radiative and convective zones, lead-
ing to the excitations of IGW and GIW packets. The
influence of small-scale eddies has been semi-analytically
been modelled for IGWs by Press (1981) and Zahn et al.
(1997) for example, whereas the impact of larger-scale
flows modelled analytically as collections of plumes on
IGWs has been considered by Schatzman (1993) and
Pinc¸on et al. (2016) for example. These excitation mech-
anisms have also been observed in 2D and 3D local and
global numerical simulations (e.g., Hurlburt et al. 1986;
Browning et al. 2004; Dintrans et al. 2005; Kiraga et al.
2005; Rogers & Glatzmaier 2005; Rogers et al. 2006,
2013; Alvan et al. 2014, 2015; Augustson et al. 2016;
Edelmann et al. 2019). In addition, turbulent Reynolds
stresses in the bulk of convective regions also contribute
to the generation of IGWs both in late-type stars (e.g.,
Belkacem et al. 2009b) and in early-type stars (e.g.,
Samadi et al. 2010; Shiode et al. 2013) through their
coupling to the evanescent tail of the IGWs in the con-
vective zone (e.g., Lecoanet & Quataert 2013). This dis-
tributed effect due to Reynolds stresses has been studied
in the context of laboratory experiments of the tem-
perature stratified convective to non-convective transi-
tion of water as seen in Le Bars et al. (2015); Lecoanet
et al. (2015), and Couston et al. (2018), finding that
the Reynolds stresses are the dominant wave excitation
mechanism in that system.
However, most of the above mentioned studies have
neglected the action of rotation both on the turbulent
convective flows (see e.g., Julien et al. 2006; Davidson
2013; Brun et al. 2017; Alexakis & Biferale 2018, ; and
references therein) and on the IGWs that become GIWs.
Belkacem et al. (2009a) have presented a formalism for
the study of the stochastic excitation of IGWs in ro-
tating stars, although only in the case of slowly rotat-
ing stars. Building upon this approach, Mathis et al.
(2014) demonstrated how the nature of the couplings
between the GIWs and the turbulent Reynolds stresses
could be strongly affected by the Coriolis acceleration.
On one hand, those waves with frequencies above twice
the rotation rate, super-inertial waves, are evanescent
in stellar convective regions, and thus only weakly cou-
ple to the Reynolds stresses away from the convective-
radiative transition. On the other hand, those waves
with frequencies below twice the rotation rate, sub-
inertial waves, become propagative inertial waves in stel-
lar convection zones and are intrinsically coupled with
the turbulent convective flows throughout the convec-
tion zone. The reader is referred to the detailed discus-
sion of this in Mathis et al. (2014). Moreover, turbu-
lent structures become strongly anisotropic with global
alignment with the rotation axis while the efficiency of
the heat transfer between different scales is globally de-
creased (e.g., Sen et al. 2012; Julien et al. 2012). Ad-
ditionally, turbulent convective structures can be un-
derstood as being a combination of inertial waves in
the asymptotic regime of rapid rotation (e.g., Davidson
2013; Clark di Leoni et al. 2014). These mechanisms
can be very important in stars since late-type stars are
rapidly rotating during their pre-main-sequence phase
(e.g., Gallet & Bouvier 2015), while early-type stars
generally have high rotation rates throughout their evo-
lution (e.g., Maeder & Meynet 2000, ; and references
therein). Yet, Mathis et al. (2014) did not provide
a quantitative estimate of the GIW amplitudes, fre-
quency spectrum, and induced transport of momentum
and chemicals due to the lack of a prescription for ro-
tating turbulent convection.
Stevenson (1979) and Augustson & Mathis (2019)
(hereafter Paper I) have derived mixing-length based
scaling laws for the primary properties of small-scale
convective eddies in rotating stellar and planetary con-
vection (e.g., their rms velocity, horizontal convective
scale, and the local superadiabaticity). Direct nonlinear
f-plane numerical simulations of Ka¨pyla¨ et al. (2005) and
Barker et al. (2014) have shown that these prescriptions
appear to hold up well in polar regions. Thus, the con-
vective scaling laws are employed to provide a first quan-
titative analytical estimate of the amplitudes and fre-
quencies of stochastically excited GIWs. Indeed, such a
model permits the action of (rapid) rotation to be taken
into account both for the propagation of GIWs and for
the nature of the convection. The obtained formalism
constitutes a generalization of the work of Lecoanet &
Quataert (2013) for pure IGWs in the nonrotating case.
This formalism can be implemented into stellar evolu-
tion and oscillation codes to explore the properties and
consequences of GIWs across the Hertzsprung-Russell
diagram. Therefore, this represents a step toward build-
ing a coherent theoretical framework to study the seis-
mology of rotating stars and the wave-induced trans-
port in their interiors, working synergistically with the
ongoing development of numerical simulations and lab-
oratory experiments. For instance, see the recent labo-
ratory experiments by Rodda et al. (2018).
1.1. Outline
The model of convection derived in Paper I is em-
ployed to estimate the GIW energy flux into the stable
region adjacent to convective zones. The general frame-
work of the convection model is briefly summarized in
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§2. GIWs and their excitation mechanisms are briefly
reviewed in §3. Following the arguments of Press (1981)
and Andre´ et al. (2017), the interfacial generation of
GIWs and their associated energy flux is assessed in
§4. Subsequently, in §5, an estimate is given for the
energy flux of GIWs excited by Reynolds stresses using
the convection model. A summary of the results and
perspectives are presented in §6.
2. HEAT-FLUX MAXIMIZED CONVECTION
MODEL
2.1. Hypotheses and Localization
A self-consistent and yet computationally tractable
treatment of stellar and planetary convection has been
a long sought goal, with many such models having been
employed in evolution models. One such model based
upon a variational principle for the maximization of the
heat flux (Howard 1963) and a turbulent closure assump-
tion for the velocity amplitude (Stevenson 1979) has
been expanded upon in Paper I (Augustson & Mathis
2019). In the context of GIW excitation, one needs to
ascertain the amplitude of the velocity field that ex-
cites the waves both through Reynolds stresses acting
throughout the bulk of the convection zone on both the
evanescent super-inertial waves and propagating inertial
waves and also exciting them directly through thermal
buoyancy in the region of convective penetration.
To that end, a local region is considered as in Paper
I, where a small 3D section of the spherical geometry
is the focus of the analysis. This region covers a por-
tion of both the convectively stable and unstable zones
as shown in Figure 1, where the set up is configured
for a low mass star with an external convective enve-
lope. One may exchange these regions when considering
a more massive star with a convective core. In this lo-
cal frame, there is an angle between the effective gravity
geff and the local rotation vector that is equivalent to
the colatitude θ. The Cartesian coordinates are defined
such that the vertical direction z is anti-aligned with
the gravity vector, the horizontal direction y lies in the
meridional plane and points toward the north pole de-
fined by the rotation vector, the horizontal direction x
is equivalent to the azimuthal direction. The angle ψ in
the horizontal plane defines the direction of horizontal
wave propagation χ.
While the details of the derivation of the heat-flux
maximized rotating convection model may be found in
Paper I, it is necessary to recall a few of the relevant
results as they are applied in subsequent sections. The
heuristic model is local such that the length scales of the
flow are much smaller than either the density or pres-
sure scale heights, thus ignoring the global-scale flows,
which will be the focus of a forthcoming paper. The
dynamics are further considered to be in the Boussi-
nesq limit. This localization of the convection there-
fore consists of an infinite layer of a nearly incompress-
ible fluid with a small thermal expansion coefficient
Figure 1. Coordinate system adopted for the models of
rotating convection and gravity-wave excitation, showing (a)
the global geometry and f-plane localization, (b) the f-plane
geometry, and (c) the direction χ in the horizontal plane of
the f-plane. The orange tones denote a convective region and
the yellow tones denote a stable region for late-type stars,
and vice versa in early-type stars.
αT = −∂ ln ρ/∂T |P that is confined between two in-
finite impenetrable boundaries differing in temperature
by ∆T = T (z2)−T (zc), with the lower boundary located
at z1 and the upper boundary at z2. In this model, it is
assumed for this model that T (z2) < T (zc) and that the
boundaries are separated by a distance `0 = z2 − zc, as
in Figure 1, where zc is the point of transition between
the convectively stable and unstable regions.
The recent motivation behind the development of the
convection model arose from the numerical work of
Ka¨pyla¨ et al. (2005) and Barker et al. (2014), where it
was found that the rotational scaling of the amplitude
of the temperature, its gradient, and the velocity field
compare well with those derived in Stevenson (1979).
Moreover, the experimental work of Townsend (1962)
and the analysis of Howard (1963) have shown that a
heat-flux maximization principle provides a sound ba-
sis for the description of Rayleigh-Be´nard convection,
leading to its use here. Thus, two hypotheses underlie
the convection model: the Malkus conjecture that the
convection arranges itself to maximize the heat flux and
that the nonlinear velocity field can be characterized
by the dispersion relationship of the linearized dynam-
ics. Constructing the model of rotating convection then
consists of three steps: deriving a dispersion relation-
ship that links the normalized growth rate sˆ = s/N∗
to q = N∗,0/N∗, which is the ratio of superadiabatic-
ity of the nonrotating case to that of the rotating case
(where N2∗ = |gαTβ| is the absolute value of the square
of the Brunt-Va¨isa¨la¨ frequency), and to the normalized
wavevector ξ3 = k2/k2z , maximizing the heat flux with
respect to ξ, and assuming an invariant maximum heat
flux that then closes this three variable system.
2.2. Dispersion Relationship and Flux Maximization
For rotating convection, one may show that for impen-
etrable and stress-free boundary conditions the solutions
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of the equations of motion are periodic in the horizon-
tal, sinusoidal in the vertical, and exponential in time,
e.g. vz = v sin [kz (z − zc)] exp (ik⊥ · r + st), where k⊥
is the horizontal wavevector, s is the growth rate, r is
the local coordinate vector, and v is a constant velocity
amplitude. To satisfy the impenetrable, stress-free, and
fixed temperature boundary conditions, it is required
that the vertical wavenumber be kz = npi/`0. The in-
troduction of this solution into the reduced linearized
equation of motion yields the following dispersion rela-
tionship that relates s to the wavevector k as(
s+ κk2
) (
s+ νk2
)2
k2 + gαTβk
2
⊥
(
s+ νk2
)
+ 4 (Ω·k)2 (s+ κk2) = 0. (1)
This equation may be nondimensionalized by dividing
through by the appropriate powers of N∗ and kz, leading
to the definition of additional quantities
sˆ =
s
N∗
, ξ3 = 1 + a2 =
k2
k2z
, a2 =
k2x
k2z
+
k2y
k2z
= a2x + a
2
y,
(2)
K =
κk2z
N∗
, V =
νk2z
N∗
.
Introducing these into the dispersion relationship yields(
sˆ+Kz3
)(
ξ3
(
sˆ+V ξ3
)2
+O2 (cos θ + ay sin θ)
2
)
−(ξ3−1)(sˆ+V ξ3)=0, (3)
with 4(Ω · k)2/N2∗ = k2zO2 (cos θ + ay sin θ)2 where
O2 =
4Ω20
N2∗
, (4)
where Ω0 is the bulk rotation rate of the system.
The characteristic velocity v0 of the nonrotating
and nondiffusive case is derived from the growth
rate and maximizing wavevector in that case, with
s20 = 3/5|g0αTβ0| = (3/5)N2∗,0, β0 being the ther-
mal gradient, g0 being the effective gravity, and where
k20 = (5/2) k
2
z with kz = pi/`0. This leads to
v0 =
s0
k0
=
√
6
5
N∗,0
kz
=
√
6
5pi
N∗,0`0. (5)
Thus, the definition of the convective Rossby number
Roc is
Roc =
v0
2Ω0`0
=
√
6N∗,0
10piΩ0
, (6)
which implies that
O =
2Ω0
N∗
=
v0
N∗Roc`0
=
√
6N∗,0
5piN∗Roc
. (7)
The superadiabaticity for this system is  = HPβ/T ,
meaning that N2∗ = |gαTT/HP |, where HP is the
pressure scale height. The potential temperature gra-
dient in the nonrotating and nondiffusive case is as-
certained from the Malkus-Howard turbulence model
(Malkus 1954; Howard 1963), which yields a value of
N∗,0. It is also useful to compare the timescales relative
to N∗,0. Letting the ratio of superadiabaticities be
q = N∗,0/N∗, (8)
all parametric quantities have the following equivalen-
cies
O = q
√
6
5piRoc
= qO0,
K = q
κk2z
N∗,0
= qK0, (9)
V = q
νk2z
N∗,0
= qV0.
So, the dispersion relationship (Equation 3) and the
heat flux may be written as(
sˆ+K0qξ
3
)(
ξ3
(
sˆ+V0qξ
3
)2
+O20q
2 cos2 θ
)
−(ξ3−1)(sˆ+V0qξ3)=0, (10)
F =
F0
q3
[
sˆ3
ξ3
+ V0qsˆ
2
]
, (11)
where F0 = 〈ρ〉cPN3∗,0/
(
gαT k
2
z
)
.
To ascertain the scaling of the superadiabaticity, the
velocity, and the horizontal wavevector with rotation
and diffusion, an additional assumption is made to close
the system. This assumption is that the maximum heat
flux is invariant to any parameters: max [F ] = max [F ]0
so the heat flux is equal to the maximum value max [F ]0
obtained for the nonrotating case, which fits with the as-
sumption that the energy generation of the star is not
strongly effected by rotation.
In the case of planetary and stellar interiors, the vis-
cous damping timescale is generally longer than the con-
vective overturning timescale (e.g., V0  N∗,0). Thus,
the maximized heat flux invariance is much simpler to
treat. In particular, the heat flux invariance condition
under this assumption is then
max [F ]
max [F ]0
=
25
6
√
5
3
[
sˆ3
q3ξ3
+
V0sˆ
2
q2
]
max
≈ 25
6
√
5
3
sˆ3
q3ξ3
∣∣∣∣∣
max
= 1, (12)
implying that
sˆ = s˜qξ +O(V0), (13)
where s˜ = 21/331/25−5/6 and max [F ]0 = 6/25
√
3/5F0
follows from the definition of the flux and the maximiz-
ing wavevector used to define v0 above in Equation 5.
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a = kx/kz Maximizing horizontal wavevector
kz = pi/`0 Maximizing vertical wavevector
K0 = κk
2
z/N∗,0 Normalized thermal diffusivity
O0 =
√
6/ (5piRoc) Normalized Coriolis coefficient
Roc =
√
6N∗,0/ (10piΩ0) Convective Rossby number
sˆ = s/N∗ Normalized growth rate
v0 =
√
6N∗,0`0/ (5pi) Velocity of the nonrotating case
V0 = νk
2
z/N∗,0 Normalized viscosity
q = N∗,0/N∗ Ratio of buoyancy timescales
ξ3 = k2/k2z Normalized wavevector
Table 1. Frequently used symbols in the convection model.
2.3. Rotational Scaling of Superadiabaticity, Velocity,
and Wavevector
The assumption of this convection model is that the
magnitude of the velocity is defined as the ratio of
the maximizing growth rate and wavevector. With the
above approximation, the velocity amplitude can be de-
fined relative to the nondiffusive and nonrotating case
scales without a loss of generality as
v
v0
=
k0
s0
s
k
=
5√
6
N∗
N∗,0
sˆ
ξ3/2
=
5√
6
sˆ
qξ3/2
=
(
5
2
) 1
6
ξ−
1
2 .
(14)
So only the maximizing wavevector needs to be found in
order to ascertain the relative velocity amplitude. For
reference, the symbols that will be frequently used from
this section are listed in Table 1.
With all the equations in hand, the horizontal
wavevector may be seen to be the roots of the
fourteenth-order polynomial,
ξ3
(
V0ξ
2+s˜
)2[
3V0K0ξ
4
(
2ξ3−3)
+s˜ξ2(V0+K0)
(
4ξ3−7)+s˜2 (2ξ3−5)]
− 6 cos
2θ
25pi2Ro2c
[
2s˜ (K0 − V0) + 3s˜2ξ
+s˜ (K0 + 5V0) ξ
3 + 3K0V0ξ
5
]
=0, (15)
whereas the superadiabaticity is defined as

0
=
(
s˜+K0ξ
2
)(
25pi2Ro2c s˜
2ξ5
(
s˜+V0ξ
2
)2
+6 cos2 θ
)
25pi2Ro2c s˜ (ξ
3−1) (s˜+V0ξ2)
.
(16)
For the study of adiabatic GIWs, the nondiffusive
model is employed where V0 → 0 and K0 → 0, lead-
ing to
2ξ5 − 5ξ2 − 18 cos
2 θ
25pi2Ro2c s˜
2
= 0, (17)
and

0
=
25pi2Ro2c s˜
2ξ5 + 6 cos2 θ
25pi2Ro2c s˜
2 (ξ3 − 1) . (18)
So, to ascertain the maximizing wavenumber, and thus
the velocity and superadiabaticity, of the motions that
maximize the heat flux one supplies the colatitude θ and
the convective Rossby number of the flow Roc. Now
that the quantities related to the convection model have
been defined, the impact of rotation on the convective
excitation of gravito-inertial waves can be characterized.
3. GRAVITO-INERTIAL WAVES
When examining the excitation of GIWs, the region
of interest is near the radiative-convective interface. As
a first step toward a coherent global treatment of GIW
excitation, the forthcoming analysis will share the same
Cartesian geometry as the convection model, which is
depicted in Figure 1 where the stable region is now also
considered. For compactness, one may introduce the
two components of the rotation vector along the vertical
direction z and the latitudinal direction y as
f = 2Ω0 cos θ, and fs = 2Ω0 sin θ. (19)
As depicted in Figure 1, the waves to be considered prop-
agate along a direction with an angle ψ in the horizontal
x − y plane, the latitudinal component of the rotation
vector has two images in this plane with
fsc = 2Ω0 sin θ cosψ, and fss = 2Ω0 sin θ sinψ.
(20)
In this analysis, both components of the rotation vec-
tor are kept in the equations of motion, as opposed to
the so-called traditional approximation that considers
only its vertical component in the Coriolis acceleration
in order to yield a separable dynamical system. How-
ever, in the near-inertial frequency range, nontraditional
effects act as a singular perturbation. Specifically, the
phase of the wave has a vertical dependence that is
absent under the traditional approximation. Also, as
shown in Gerkema & Shrira (2005), when considering
a non-constant stratification, sub-inertial GIWs can be
trapped in regions of weak stratification. This behavior
does not arise in the traditional approximation.
The near-inertial wave dynamics are quite sensitive to
variations in the effective Coriolis parameters f and fs,
which could arise from a locally strong vortex. For in-
stance, the low Rossby number, quasi-geostrophic flows
that likely exist deep in stellar interiors and that im-
pinge upon stable regions could transform a near-inertial
wave from the super-inertial regime into the sub-inertial
regime. The wave would suddenly find itself trapped in a
waveguide, leading to a strong interaction between the
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near-inertial waves and large-scale motions. Such no-
tions will be considered in a forthcoming investigation
of global-scale dynamics.
Following Gerkema & Shrira (2005) and Mathis et al.
(2014), the linearized equations of motion used to con-
struct the convection model above are extended into the
radiative region to study the coupling of the convec-
tion with both the gravity and inertial waves present in
both regions. Specifically, these equations are Boussi-
nesq and in the Emden-Cowling approximation (Emden
1907; Cowling 1941), where the gravitational potential
perturbations are ignored, with
∂tvx − fvy + fsvz = −∂xp, (21)
∂tvy + fvx = −∂yp, (22)
∂tvz + fvx = −∂zp+ b, (23)
∂xvx + ∂yvy + ∂zvz = 0, (24)
∂tb+N
2
R (z) vz = 0, (25)
where the buoyancy is b = −geffρ′ (r, t) /ρ0. One may
eliminate the pressure, buoyancy and the horizontal ve-
locities to yield an equation of motion for the vertical
component of the velocity as[
∂2t∇2 + 4 (Ω·∇)2 +N2R∇2⊥
]
vz = 0, (26)
where ∇2⊥ is the horizontal Laplacian and N2R (z) is the
Brunt-Va¨isa¨la¨ frequency in the radiative zone. If one
then further considers monochromatic GIWs with a fre-
quency ω that propagates along the direction character-
ized by the angle ψ in the horizontal plane and a coor-
dinate χ = x cosψ + y sinψ along that direction as in
Figure 1 with a solution of the form vz (r, t) = w (r) e
iωt,
one obtains the Poincare´ equation for the GIWs(
N2R − ω2 + f2ss
)
∂2χw + 2ffss∂χzw +
(
f2 − ω2) ∂2zw = 0.
(27)
Nominally, this is a nonseparable equation. However, it
may be transformed when assuming the following spatial
form of the solution
w = ŵ (z) eik⊥[χ+δ(Row)z], (28)
as in Gerkema & Shrira (2005), where k⊥ is the wavevec-
tor along χ, Row = ω/2Ω0 is the wave Rossby number,
and
δ(Row) =
sinθ cosθ sinψ
Ro2w − cos2θ
(29)
is the phase shift linking the horizontal and vertical di-
rections. Yet the above form of the solution leads to a
homogeneous Schro¨dinger-like equation in the vertical
coordinate as
∂2z ŵ + k
2
V (z) ŵ = 0, (30)
where
k2V (z) = k
2
⊥
[
N2R − ω2
ω2 − f2 +
(
ωfss
ω2 − f2
)2]
. (31)
Similar to the nonrotating case, this permits the use of
the method of vertical modes to find the modal func-
tions ŵj that satisfy the appropriate boundary condi-
tions. Indeed, it can be shown that solutions of the form
of Equation 28 constitute an orthogonal and complete
basis (Gerkema & Shrira 2005).
In convectively stable regions where rotation is impor-
tant, GIWs may propagate if their frequency falls within
the range between ω− and ω+,
ω±=
1√
2
√
N2R+f
2+f2ss ±
√
(N2R+f
2+f2ss)
2 − (2NRf)2,
(32)
whereas in convection zones one has that
k2CZ = k
2
⊥
R˜ow
−2 − 1
(1− Row cos2 θ)2
, (33)
where the local wave Rossby number is
R˜ow =
Row√
cos2θ+sin2θ sin2ψ
. (34)
At the pole in a convectively stable region, this im-
plies that the frequency must be between 2Ω0 and NR
for the wave to propagate, where the Brunt-Va¨isa¨la¨ fre-
quency is typically much larger than the rotational fre-
quency in the radiative core of late-type stars and the
radiative envelope of early-type stars (e.g., Aerts et al.
2010). More generally, at other latitudes, the hierar-
chy of extremal propagative wave frequencies satisfy the
inequality ω− < 2Ω0 < NR < ω+. As these waves prop-
agate, the Brunt-Va¨isa¨la¨ frequency varies, for instance
it becomes effectively zero in the convection zone. This
implies that waves in the frequency range ω < 2Ω0 are
classified as sub-inertial GIWs in stable regions, becom-
ing pure inertial waves in convective regions. Waves in
the frequency range ω ≥ 2Ω0 are classified as super-
inertial GIWs in the stable region, which in contrast to
sub-inertial GIWs become evanescent in the convective
region. Figure 2 in Mathis et al. (2014) provides a con-
cise visual reference of the hierarchy of frequencies, to
which the reader is referred.
4. INTERFACIAL GRAVITO-INERTIAL WAVE
ENERGY FLUX ESTIMATES
There are many models for estimating the magnitude
of the gravity wave energy flux arising from the waves
excited by convective flows. One of the first and most
straightforward of such estimates is described in Press
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(1981, hereafter P81), where the wave energy flux across
an interface connecting a convective region to a stable
zone is computed by matching their respective pressure
perturbations at that interface. Because the wave exci-
tation occurs at an interface, the pressure perturbations
are more important than the Reynolds stresses of the
flows. What is more, the model assumes that the con-
vective source is a delta function in Fourier space. So,
the model permits only a single horizontal spatial scale
2pi/kc and a single time scale for the convection 2pi/ωc
that also selects the depth of the transitional interface
where NR(r) = ωc for gravity waves, where ωc = ω0/
√
ξ
with ω0 = 2piv0/`0, which lends itself well to the above
convection model. This approach yields a wave energy
flux proportional to the product of the convective ki-
netic energy flux and the ratio of the wave frequency to
the Brunt-Va¨isa¨la¨ frequency in the nonrotating case for
gravity waves.
The convective model established above captures some
aspects of the influence of rotation on the convective
flows. Therefore, the impact of the Coriolis force on the
stochastic excitation of GIWs can be evaluated. In this
context, recent work has established an estimate of the
GIW energy flux (Andre´ et al. 2017). It can be used
to estimate the rotational scaling of the amplitude of
the wave energy flux arising from the modified prop-
erties of the convective driving. From Equation 61 of
Andre´ et al. (2017), the vertical GIW energy flux can
be computed from the horizontal average of the product
of the vertical velocity and pressure perturbation that,
given the linearization of the Boussinesq equations for
monochromatic waves propagating in a selected horizon-
tal direction, can be evaluated to be
Fz =
1
2
ρ0
ω2 − f2
ωk2⊥
kzv
2
w, (35)
where vw is the magnitude of the vertical velocity of the
wave. Moreover, the solution for the vertical velocity
implies that the dispersion relationship is
kz
k⊥
=
[
N2R − ω2
ω2 − f2 +
(
ωfss
ω2 − f2
)2] 12
, (36)
where f and fss are defined above in Equation 20. Note
that a reference table is given to help identify the many
parameters in this section (Table 2).
Following P81, further assumptions are necessary to
complete the estimate of the wave energy flux. The con-
vection is turbulent. So the fluctuating part of the ve-
locity field is of the same order of magnitude as the
convective eddy turnover velocity v ≈ ωc/kc, which im-
plies that convective pressure perturbations are approxi-
mately Pc = ρ0v
2. Assuming that the pressure is contin-
uous across the interface between the convectively stable
and unstable regions, the horizontally-averaged pressure
perturbations of the propagating waves excited at the
χ = cosψx+ sinψy Horizontal position
δ(Row) =
sinθ cosθ sinψ
Ro2w − cos2θ
Horizontal phase shift
∆j =
∫ zc
zj
dk⊥|kV | Vertical phase shift
k⊥= cosψkx + sinψky Horizontal wavevector
kV Vertical wavevector
f = 2Ω0 cos θ V. Coriolis frequency
fs = 2Ω0 sin θ H. Coriolis frequency
fss = 2Ω0 sin θ sinψ P. H. Coriolis frequency
fsc = 2Ω0 sin θ cosψ P. H. Coriolis frequency
NR Brunt-Va¨isa¨la¨ frequency
ωc =
√
6vN∗,0/ (5piv0) Convective frequency
ωe Eddy timescale
ψ Angle in horizontal plane
Row = ω/2Ω0 = 5piσRocS/
√
6 Wave Rossby number
R˜ow=
Row√
cos2θ+sin2θ sin2ψ
Local Rossby number
S = NR/N0 Interface stiffness
S Convective source
σ = ω/NR Normalized frequency
Table 2. Frequently used symbols in the models of
interfacially-excited and Reynolds-stress-induced wave exci-
tation. The abbreviations used in the table are V. for Verti-
cal, H. for Horizontal, and P. H. for Projected Horizontal.
interface must then be equal to the turbulent pressure
on the convective side of the interface. Those pressure
perturbations follow from the solution for the vertical ve-
locity and the nondiffusive Boussinesq equations (Andre´
et al. 2017). For plane wave solutions, the magnitude of
those perturbations can then be written as
P =
ρ0vw
k⊥ω
[
ω2f2sc +
(
ω2 − f2)2 k2z
k2⊥
] 1
2
. (37)
Note however, the pressure matching condition fails for
these modes at the pole for sub-inertial waves (ω → f).
The reason is that the propagation domain of sub-
inertial GIWs excludes the pole and it becomes increas-
ingly concentrated toward the equator for faster rotation
rates (e.g., Dintrans & Rieutord 2000; Prat et al. 2016).
Using the dispersion relationship, and equating the two
pressures, yields the following equation for the vertical
wave velocity
vw = ωk⊥v2
[
ω2f2s +
(
N2R − ω2
) (
ω2 − f2)]− 12 , (38)
Therefore, the wave energy flux density becomes
Fz =
1
2
ρ0v
4k⊥ω
[
ω2f2ss +
(
N2R − ω2
) (
ω2 − f2)] 12
ω2f2s + (N
2
R − ω2) (ω2 − f2)
.
(39)
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Flows in a gravitationally stratified convective medium
tend to have an extent in the direction of gravity that
is much larger than their extent in the transverse direc-
tions. Therefore, the horizontal wavenumber of the con-
vective flows is much greater than the vertical wavenum-
ber. This implies that k⊥,c ≈ ωc/v. For efficient wave
excitation, the frequency of the wave needs to be close to
the source frequency (Press 1981; Lecoanet & Quataert
2013), which means that the horizontal scale of the
waves will be similar to that of the convection. More
generally, there will be a distribution of excitation effi-
ciency as a function of the wave frequency ω, which may
be peaked near the convective overturning frequency
ωc. However, since this distribution is unknown, the
full frequency dependence is retained. This assumption
simplifies the wave energy flux to
Fz ≈ 1
2
ρ0v
3ω2
[
ω2f2ss +
(
N2R − ω2
) (
ω2 − f2)] 12
ω2f2s + (N
2
R − ω2) (ω2 − f2)
. (40)
In this case, the nonrotating wave energy flux estimate
found in P81 can be recovered when letting Ω0 → 0 as
F0 ≈ ρ0v
3
0ω
2 (N2R − ω2)
1
2
. (41)
Finally, taking the ratio of the two energy fluxes to
better isolate the changes induced by rotation, assum-
ing that the Brunt-Va¨isa¨la¨ frequency is not directly im-
pacted by rotation, and at a fixed wave frequency ω, one
has that
Fz
F0
≈
(
v
v0
)3ω{(N2R−ω2)[ω2f2ss+(N2R−ω2) (ω2−f2)]}12
ω2f2s +(N
2
R−ω2) (ω2−f2)
.
(42)
To make this a bit more parametrically tractable, one
can normalize the wave frequency as σ = ω/NR, and
cast the rotational terms into a product of the stiffness of
the transition S = NR/N0, with the convective Rossby
number of the convection zone as defined above in §2
with Equations 8 and 6. Doing so yields
Fz
F0
≈
(
v
v0
)3[
Ro−2w sin
2θ+
(
σ−2−1)(1−Ro−2w cos2θ)]−1[(
σ−2−1)Ro−2w sin2θ sin2ψ+(σ−2−1)2(1−Ro−2w cos2θ)]12,
(43)
where Row = ω/2Ω0 = 5piσRocS/
√
6 and the wave
Rossby number is R˜ow = Row/
√
sin2 θ sin2 ψ + cos2 θ.
This is depicted in Figures 2 and 3, where the colored
region exhibits the magnitude of the logarithm of the en-
ergy flux ratio and the energy flux itself. An interfacial
stiffness of S = 103 is chosen as it is a rough estimate
of the potential stiffness in most stars, being the ratio
10-8 10-6 10-4 10-2 100 10210-5
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10-3
10-2
10-1
100
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σ
Log10Fz/F0
-7 -6 -5 -4 -3 -2 -1 0
Figure 2. Convective Rossby number dependence of the ra-
tio of the interfacial gravito-inertial wave energy flux excited
by rotating convection relative to the nonrotating case Fz/F0
for the nondiffusive convection model near the equator, with
an interface stiffness of S = 103 and a horizontal direction of
ψ = pi/2. The red dashed line indicates the lower frequency
cutoff σ−, the green dashed line indicates the upper cutoff
frequency of σ = 1 since the wave energy flux is being com-
pared to a non-rotating case, whereas the blue dashed line
indicates a wave Rossby number of R˜ow = 1. The vertical
dashed orange line indicates the critical convective Rossby
number.
of the buoyancy time-scale in the stable region to the
convective overturning time. The choice of latitude de-
termines the width of the frequency band of sub-inertial
waves, where it is a minimum at the pole and maxi-
mum near the equator. This is due to the presence of
a critical latitude of the gravito-inertial waves, where
sub-inertial waves become evanescent (cos2 θc = Row
2).
The direction of ψ = ±pi/2 is chosen as it represents the
maximum value of the energy flux ratio for the choice
of other parameters and represents the waves traveling
toward either of the poles as the energy flux ratio is an
even parity function of the horizontal direction. Specif-
ically, the poleward wave energy flux ratio is greater
than the other extremal choice of the prograde or ret-
rograde wave energy flux ratios. In particular, given
the range of ω±, there are no sub-inertial waves in the
prograde or retrograde propagation case (ψ = {0, pi},
respectively), whereas the super-inertial waves may still
propagate with roughly the same frequency range. The
white region corresponds to the domain of evanescent
waves for a given convective Rossby number with fre-
quencies below the lower cut-off frequency (σ−, dashed
red line) for propagating GIWs. At frequencies above
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Figure 3. Convective Rossby number dependence of the in-
terfacial gravito-inertial wave energy flux normalized by the
non-rotating convective flux excited by rotating convection
Fz for the nondiffusive convection model, with parameters
as in Figure 2, showing the scaling of the flux for σ > 1.
this threshold there is a frequency dependence of the
energy flux ratio until reaching the upper cut-off where
σ = ω/NR = 1, which arises due to the domain of
validity when comparing GIW to gravity wave energy
fluxes. Indeed, gravity waves may propagate if ω < NR,
whereas super-inertial GIWs may propagate even when
NR < ω < ω+. The transition between super-inertial
and sub-inertial waves is demarked with the dashed blue
line, with super-inertial waves for R˜ow > 1 and sub-
inertial waves for R˜ow < 1. Here, interfacially-excited
super-inertial waves exhibit both a frequency and con-
vective Rossby number dependence. Specifically, the
wave energy flux decreases algebraically with frequency
at a fixed convective Rossby number and have a re-
duced energy flux for convective Rossby numbers be-
low unity. The interfacially-excited sub-inertial waves
possess a small frequency domain at a fixed convec-
tive Rossby number over which they are propagative.
The sub-inertial wave energy flux increases with decreas-
ing convective Rossby number until a critical convec-
tive Rossby number Roc,crit =
√
6/ (5piS) as depicted
by the vertical dashed orange line in Figure 2. Below
this critical convective Rossby number, the sub-inertial
wave energy flux decreases and their frequency domain
is further restricted until it vanishes entirely and there
are no propagative super-inertial waves . The effect of
the stiffness is to lower (raise) the value of the critical
convective Rossby number for larger (smaller) values of
S, which corresponds to the ratio of the buoyancy time-
scale in the radiative zone to the convective overturn-
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Figure 4. Variation of the convective Rossby number at
the base of the convective envelope of low-mass stars (from
0.7 to 1.5 M) along their evolution. The critical convective
Rossby numbers are shown for which a potential increase of
the excitation rate of GIWs (when compared to the one of
pure IGWs) is expected. The purple dashed-dot line cor-
responds to the case of their interfacial excitation and the
dashed gray line to the case of the excitation triggered by
Reynolds stresses.
ing time. This may have important consequences for
the wave-induced transport of angular momentum dur-
ing the evolution of rotating stars. In particular, the
convective Rossby number can vary by several orders of
magnitude over a star’s evolution from the PMS to its
ultimate demise (e.g. Landin et al. 2010; Mathis et al.
2016; Charbonnel et al. 2017). Moreover, it can vary
internally as a function of radius due to the local am-
plitude of the convective velocity and due to transport
processes, angular momentum loss through winds, and
structural changes that modify the local rotation rate
(Mathis et al. 2016). Figure 4 presents the variation of
the convective Rossby number at the base of the con-
vective envelope of low-mass stars (from 0.7 to 1.5 M)
throughout their evolution. These convective Rossby
numbers have been calculated using grids of stellar mod-
els that take into account rotation computed with the
STAREVOL code (Siess et al. 2000; Palacios et al. 2003;
Decressin et al. 2009; Amard et al. 2016). The details
of the micro- and macro-physics used for these grids
are described in Amard et al. (2019). The dot-dashed
purple line provides the value of the critical convective
Rossby number (Roc,crit =
√
6/ (5piS), shown here for
S = 103, for which an increase of the interfacial excita-
tion of GIWs can be expected. For all the stars consid-
ered here, which have a median initial rotation (i.e. 4.5
days), this should happen during their PMS.
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Figure 5. Scaling of the relative flux integrated over θ, ψ,
and frequency with respect to the ratio of the rotation rate Ω
to the break-up rotation rate Ωb, with the stiffness S = 10
3
and a minimum Rossby number Rob = 10
−5 at Ωb, showing
the peak at Ω/Ωb ≈ 0.091.
The flux ratio Fz/F0 integrated over latitude θ, prop-
agation direction ψ, and frequency is shown in Figure
5. This illustrates the general rotational trend of the
interfacial flux, namely that it decreases with increas-
ing rotation rate. However, there is a peak at a rota-
tional frequency that depends upon the choice of stiff-
ness S and the Rossby number of the convection at the
breakup velocity Rob. Thus, for stars with a modest
rotation rate below approximately 0.2Ωb, the interfa-
cial or pressure-driven GIW wave flux could play a role
in transport processes that is at least as important as
the transport by IGWs. Yet, for more rapidly rotating
stars, this flux becomes fairly negligible due primarily
to the reduction in the convective velocity amplitudes.
Nevertheless, given the complex and nonanalytic form
of the full integral, the exploration of the parameter de-
pendence of this peak will be left for future work. As
a means of comparison, consider the spherical Couette
flow laboratory experiments of Hoff et al. (2016), where
it is found that the kinetic energy of the dominant iner-
tial mode increases with decreasing wave Rossby num-
ber. Below a critical wave Rossby number this leads to a
wave breaking and an increase of small-scale structures
at a critical Rossby number, which may be similar to the
large increase of wave energy flux for sub-inertial waves
below the critical convective Rossby number described
above.
5. REYNOLDS STRESS CONTRIBUTIONS TO
GIW AMPLITUDES
As a means of comparison, the amplitude and the wave
energy flux of the GIWs may be computed exactly when
using the convection model presented earlier, where the
impact of rotation on the waves is treated coherently.
In a means similar to Goldreich & Kumar (1990) and
Lecoanet & Quataert (2013), although with a greater
degree of computational complexity, one may derive the
wave amplitudes for GIWs in a f-plane. As seen in
Mathis et al. (2014), one must first find solutions to
the homogeneous Poincare´ equation for the GIWs and
then use linear combinations of those solutions to con-
struct solutions to the forced equation in the convection
zone. These equations result from writing the linearized
equations of motion in a f-plane as a single equation for
the vertical velocity W as[
∂tt∇2 + 4 (Ω·∇)2 +N2∇2⊥
]
W = ∂tS, (44)
where S is the convective source term described in de-
tail below. Note that the thermal sources derived in
Samadi & Goupil (2001) have been neglected here as
in Mathis et al. (2014), for they have been found to be
comparatively small for gravity waves when compared to
Reynolds stresses (Belkacem et al. 2009b). In addition,
the damping mechanisms (i.e. the radiative damping
and the damping due to convection-wave interactions)
are neglected here. As pointed out in Samadi, R. et al.
(2015), the value of the amplitude of stochastically ex-
cited waves is proportional to the ratio of the energy
injection rate that measures the efficiency of the cou-
plings of turbulent motions with waves and of the damp-
ing. The focus of this work is on the energy injection
rate while getting a coherent treatment of the turbulent
damping of waves in rotating stars will be considered in
forthcoming work.
In the stable region, where S is assumed to vanish, it
can be shown that if one follows the methodology of con-
structing normal modes as in Gerkema & Shrira (2005)
then the solutions of the homogeneous Poincare´ equa-
tion for GIWs may be expanded as w = w(χ, z)eiωt. The
horizontal coordinate χ = cosψx + sinψy corresponds
to the distance along the direction of the wave propaga-
tion with an angle ψ in the horizontal plane as seen in
Gerkema & Shrira (2005) and Figure 1 of Mathis et al.
(2014). Therefore, as before, the solution of the forced
Poincare´ equation for GIWs in the convection zone may
be expanded as
W (χ, z, t) =
∑
n
An (t) wn (χ, z) e
iωt (45)
=
∑
n
An (t)ψn (z) e
ikn(χ+δz)+iωt, (46)
where ω is the chosen frequency, with kn being the se-
quence of eigenvalues associated with it, the ψn are the
eigenmodes of the reduced Poincare´ equation (see Equa-
tion 30), and An is its amplitude. Technically, the full
velocity field would be an integral over all frequencies
and the sum over modes associated with each frequency.
However, for simplicity, this discussion will at first fo-
cus on a single frequency taken to be within the band of
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propagative frequencies. Substituting this into Equation
44, yields an equation for the mode amplitudes given a
source function∑
n
{
[∂ttAn + 2iω∂tAn]
[
∂zz − k2n
]
+An
[(
f2 − ω2) ∂zz
+2iffsskn∂z + k
2
n
(
ω2 −N2 − f2ss
)]}
wne
iωt = ∂tS.
(47)
Noting that the second term is simply the homogeneous
equation, it vanishes, leaving∑
n
[∂ttAn + 2iω∂tAn]
× [∂zzψn + 2iknδ∂zψn − k2n (δ2 + 1)ψn]
× eikn(χ+δz)+iωt = ∂tS. (48)
Utilizing Equation 30, this becomes∑
n
[∂ttAn + 2iω∂tAn]
×
[
2iknδ∂zψn − k2n
(
f2 −N2
f2 − ω2 +
(
ω2 + f2
)
f2ss
(f2 − ω2)2
)
ψn
]
× eikn(χ+δz)+iωt = ∂tS. (49)
Assuming homogeneous Dirichlet boundary conditions
on ψn and that the change in the amplitudes at infinity
are zero, with an initial condition of being zero, this can
be integrated against a single conjugate mode of index
m to see that the constant amplitude is
〈An〉 =
i
∫ L
0
dz
∫∞
−∞ dχ
∫∞
−∞ dt∂tSψ
∗
ne
−ikn(χ+δz)−iωt
2ωk2n
∫ L
0
dz
(
f2−N2
f2−ω2 +
(ω2+f2)f2ss
(f2−ω2)2
)
|ψn|2
,
(50)
where the normalization cn follows from the orthogonal-
ity condition on the ψn,
c2nδnm =
1
L
∫ L
0
dz
(
ω2 −N2
f2 − ω2 +
ω2f2ss
(f2 − ω2)2
)
ψ∗mψn.
(51)
where L = z2 − z1 is the depth of the domain. The
convective source term is
S = ∂z∇ · F−∇2Fz = ∂z∇⊥ · F−∇2⊥Fz, (52)
where F =∇ · (v ⊗ v) are the Reynolds stresses due to
the convective velocities v. This can be further simpli-
fied noting the definition of the perpendicular direction,
yielding
S = ∂χzFχ − ∂2χFz, (53)
= ∂χχz
(
v2χ − v2z
)
+ (∂χzz − ∂χχχ) vχvz. (54)
The integral in the numerator of Equation 50 can be
identified as a Fourier transform of the source in time
and space. Treating it as such, it becomes∫ L
0
dz
∫ ∞
−∞
dχ
∫ ∞
−∞
dt∂tSψ∗ne−ikn(χ+δz)−iωt
=ω
∫ L
0
dz
[
ik2n∂z
(
v˜2z −v˜2χ
)
−kn
(
∂zz+k
2
n
)
v˜χvz
]
ψ∗ne
−iknδz.
(55)
In turn this is a Fourier transform of a product, or a con-
volution in spectral space of the Reynolds stress with a
Heaviside function H that confines the convection to a
the convective region and the reduced eigenmodes. Un-
der this approach, the previous equation yields
ω
∫ ∞
−∞
dk′
[
k′k2n
(
v̂2z (k
′)− v̂2χ (k′)
)
+kn
(
k′2 − k2n
)
v̂χvz (k
′)
]
Ĥψ∗n (knδ − k′) . (56)
Assuming henceforth that the Brunt-Va¨isa¨la¨ fre-
quency is a discontinuous jump of an amplitude
N = Sωc, there is an exact solution for all three wave
classes, sub-inertial, inertial, and super-inertial. This
assumption provides an approximation of the stratifi-
cation in a star, but captures its order of magnitude
effects. This means that all integrals except the one
of the Reynolds stresses can be evaluated. The latter
depends upon the turbulence model that is chosen. The
one introduced at the beginning of this paper will be
examined here. Specifically, with this choice of N , the
reduced Poincare´ equation becomes{
∂zzψn + k
2
nα
2ψn = 0 0 ≤ z < `s
∂zzψn + k
2
nβ
2ψn = 0 `s ≤ z ≤ L
, (57)
where
α2 =
N2 − ω2
ω2 − f2 +
ω2f2ss
(ω2 − f2)2 , (58)
β2 =
ω2f2ss
(ω2 − f2)2 −
ω2c + ω
2
ω2 − f2 , (59)
and where ωc is the convective overturning time and
`s = zc − z1 is the depth of the radiative-convective
interface. The boundary conditions are that ψn(0) =
ψn(L) = 0, and with matching conditions and momen-
tum continuity at the interface leading to the dispersion
relationship. With these choices, above equations admit
the following solutions for the sub-inertial waves
ψn =
 −
sin (knβ (L− `s))
cos (knβL) sin (knα`s)
sin (knαz) 0 ≤ z < `s
sin (knβz)− tan (knβL) cos (knβz) `s ≤ z ≤ L
,
(60)
with a dispersion relationship
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α tan [knβ (L− `s)] + β tan [knα`s] = 0. (61)
Similarly, the super-inertial waves are
ψn =
 −
sinh (knβ (L− `s))
cosh (knβL) sin (knα`s)
sin (knαz) 0 ≤ z < `s
sinh (knβz)− tanh (knβL) cosh (knβz) `s ≤ z ≤ L
,
(62)
with a dispersion relationship
α tanh [knβ (L− `s)] + β tan [knα`s] = 0. (63)
Note that with sin (knα`s) in the numerator, there are
certain values of knα`s = mpi with m some integer where
this solution is invalid. This provides an additional se-
lection criterion on the values of S that have solutions.
Note that the inertial waves already are normalized with
cn = 1. The integrals for the denominator in Equation
50 are very similar.
Finally, from Equation 62 in Andre´ et al. (2017), the
vertical wave flux for a single mode is given as
Fz =
ρ0
2
(
f2 − ω2
ωk2n
) ∣∣A2nψn∂zψn∣∣ . (64)
Note that this definition of the flux is slightly differ-
ent from the interfacial flux, which used an approxima-
tion of the pressure. Moreover, that interfacial flux is
a local model with driving taking place only at the in-
terface, whereas the current model assesses wave driv-
ing throughout the convective zone. The definition of
the flux given in Equation 64 is consistent with previ-
ous studies of gravity wave driving in the bulk of con-
vective regions (e.g., Press 1981; Goldreich & Kumar
1990; Lecoanet & Quataert 2013), where it is seen that
the flux for a discontinuous Brunt-Va¨isa¨la¨ frequency is
Fz ≈ FcS−1, where Fc is the convective flux. This scal-
ing can be obtained using Equation 64 if one considers
the regime of low-frequency gravity waves in the non-
rotating case (where f = 0), which are described within
the JWKB approximation, assuming that their horizon-
tal velocity is vh ≈ vc = ωc/kc, where vc, ωc, and kc
are the convective velocity, frequency, and wavevector,
respectively, while one also sets ω ≈ ωc and k ≈ kc.
Note that within these assumptions the influence of the
spatial behaviour of the eigenmodes is not taken into
account.
Thus, with the definition of the amplitude, the flux is
Fz =
ρ0
(
f2 − ω2) |ψn∂zψn|
8ω3k6n
×
∣∣∣∫ L0 dz ∫∞−∞ dχ ∫∞−∞ dt∂tSψ∗ne−ikn(χ+δz)−iωt∣∣∣2(∫ L
0
dz
(
f2 −N2
f2 − ω2 +
(
ω2 + f2
)
f2ss
(f2 − ω2)2
)
|ψn|2
)2 . (65)
Averaging over the stable region, this becomes
Fz =
ρ0
(
f2 − ω2)ψ2n(`s)
8ω3k6n`s
×
∣∣∣∫ L0 dz ∫∞−∞ dχ ∫∞−∞ dt∂tSψ∗ne−ikn(χ+δz)−iωt∣∣∣2(∫ L
0
dz
(
f2 −N2
f2 − ω2 +
(
ω2 + f2
)
f2ss
(f2 − ω2)2
)
|ψn|2
)2 . (66)
The integral in the denominator of the wave flux for
the sub-inertial and super-inertial waves are thus
Dn = sec
4 (knLβ)
×
[
sin2(knβ`0)
sin2 (knα`s)
(
f2 −N2
f2 − ω2 +
(
ω2 + f2
)
f2ss
(f2 − ω2)2
)
×
(
`s
2
− sin (2knα`s)
4knα
)
+
(
f2 + ω2c
f2 − ω2 +
(
ω2 + f2
)
f2ss
(f2 − ω2)2
)(
`0
2
− sin (2knβ`0)
4knβ
)]2
,
(67)
for the sub-inertial waves and
Dn = sech
4 (knLβ)
×
[
sinh2(knβ`0)
sin2 (knα`s)
(
f2 −N2
f2 − ω2 +
(
ω2 + f2
)
f2ss
(f2 − ω2)2
)
×
(
`s
2
− sin (2knα`s)
4knα
)
+
(
f2 + ω2c
f2 − ω2 +
(
ω2 + f2
)
f2ss
(f2 − ω2)2
)(
`0
2
+
sinh (2knβ`0)
4knβ
)]2
,
(68)
for the super-inertial waves.
The integral in the numerator can be computed ex-
actly for the convection model discussed in Section 2.
Specifically, using the definition of the velocities there,
e.g.
vz = v (Roc) sin
(
piz
`0
)
e(ik⊥χ+iωct), (69)
vχ =
ipi
`0k⊥
v (Roc) cos
(
piz
`0
)
e(ik⊥χ+iωct), (70)
as follows from the continuity equation for the convec-
tion model. These integrals are
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Figure 6. Scaling of the gravito-inertial wave flux Fz, normalized by the gravity wave flux for the non-rotating case F0, when
excited by columnar convection at the equator for waves, where the stiffness is the ratio Brunt-Va¨isa¨la¨ frequency to the rotation
frequency S = NR/N0 is taken to be (a) 10
5, (b) 103, and (c) 10 and where `0 = `s = L/2, and ψ = pi/2. The vertical dashed
line denotes the transition between sub-inertial and super-inertial waves and the horizontal line denotes unity. (d) illustrates
the scaling of the pure gravity wave flux (F0) normalized by the total convective flux with the stiffness parameter, showing that
the wave flux is always below the convective flux, but that the gravito-inertial wave flux can be greatly amplified in comparison.
Note that such mode amplification of GIWs has also been seen in a global model (see Figure 7 Neiner et al. 2020)
pi4v4 sec2 (2k⊥Lβ)
(
2k2⊥`
2
0 − 3pi2
)2
2`40
[
pi4 − 2pi2k2⊥`20 (β2 + δ2) + k4⊥`40 (β2 − δ2)2
]2
× [pi4 − 2pi2k2⊥`20 (β2 + δ2)+ k4⊥`40(β4 + 14β2δ2 + δ4)
+ 4βδk2⊥`
2
0
(
k2⊥`
2
0 (β − δ)2 − pi2
)
× (cos (2k⊥`0 (β + δ)) + cos (2k⊥`0 (β − δ)))
−
(
pi2−k2⊥`20 (β + δ)2
)(
pi2−k2⊥`20 (β−δ)2
)
cos (4k⊥`0β)
]
,
(71)
for the sub-inertial waves where the horizontal and time
integrals impose ω = 2ωc and k⊥ = kn/2. For the super-
inertial waves, this is
− pi
4v4sech2 (k⊥Lβ)
(
2k2⊥`
2
0 − 3pi2
)2
2`40
[
pi4 + 2pi2k2⊥`
2
0 (β
2 − δ2) + k4⊥`40 (β2 + δ2)2
]2
× [pi4 + 2pi2k2⊥`20 (β2 − δ2)+ k4⊥`40(β4 − 14β2δ2 + δ4)
+ 16β2δ2k4⊥`
4
0 cos (2k⊥`0δ) cosh (2k⊥`0β)
− 8βδk2⊥`20
(
pi2 + k2⊥`
2
0
(
β2 − δ2))
× sin (2k⊥`0δ) sinh (2k⊥`0β)
−
(
k2⊥`
2
0β
2 + (pi + k⊥`0δ)
2
)
×
(
k2⊥`
2
0β
2 + (pi − k⊥`0δ)2
)
cosh (4k⊥`0β)
]
. (72)
These waves will attain a maximum flux near the
equator, especially for low convective Rossby number
where the waves become increasingly equatorially fo-
cused. Thus, evaluating these expressions at the equa-
tor, one has a wave flux analogous to the section on in-
terfacial waves, but excited by the Reynolds stresses in
the bulk of the convection zone. Figure 6 illustrates this
flux for several values of the stiffness, where each value
of the convective Rossby number is computed such that
the dispersion relationships are obeyed, leading to its
discrete nature. The sub-inertial waves have an oscilla-
tory character, where some waves achieve a resonance
and have a peak in flux. The peak flux arises at mod-
erate convective Rossby numbers below 1/
√
5, due to α
being small and transitioning from super-inertial to sub-
inertial waves. The decay of the flux at lower convective
Rossby numbers results from the weakening convective
velocities and the increasing horizontal wavenumber of
the convection. The peak in the super-inertial waves
also occurs near Roc = 1/
√
5, above which it decays pri-
marily due to the scaling of the denominator of the flux,
which arises from the hyperbolic trigonometric functions
in the structure of the eigenmodes and it asymptotes to
the flux of pure gravity waves driven by nonrotating con-
vection. When considering Figure 4 and also Figure 4
in Mathis et al. (2016), where Roc = 1/
√
5 is distin-
guished by the dashed gray line. One can see that these
phenomena may occur for a majority of low-mass stars
along their evolution, in particular during the PMS (or
close to the base of their convective envelope) because of
the low values of Roc during these evolutionary phases
(and in these regions).
The actual value of the both the nonrotating and ro-
tating fluxes are very dependent upon the value of the
stiffness chosen due to the dependence on the average of
the eigenfunction in the stable region in the numerator
and the normalization in the denominator of the flux de-
rived above. The non-rotating wave flux normalized by
the total convective flux is shown in Figure 6(d). Note
that this flux F0 differs from that of Section 4 because
the flux defined in Equation 64 has a complex spatial
dependence. When averaged over the stable region, this
yields F0 ∝ Q(S)S−4 where Q(S) is the dependence
arising from the integral of the source term and the aver-
age value of |ψn∂zψn| in the radiative region (see Equa-
tion 65). However, if one makes the assumptions ex-
plained in the Appendix, where the spatial dependence
of the eigenfunctions and their dispersion relationship
become simple and continuous (see Appendix), one re-
covers F0 ∝ S−1. Thus, if one makes similar assump-
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tions for the gravito-inertial waves, then Fz/F0 ∝ 1,
whereas with the more complex spatial dependence of
the exact eigenfunctions and the more intricate disper-
sion relationship it scales as Fz/F0 ∝ Q(S)S−2 as seen
in Figure 6. Finally, both the flux of the IGWs and the
GIWs are always weaker than the total convective flux.
6. SUMMARY AND DISCUSSION
A model of rotating convection originating with
Stevenson (1979) has been extended to include ther-
mal and viscous diffusions for any convective Rossby
number in Augustson & Mathis (2019). The scaling of
the velocity and superadiabaticity in terms of the co-
latitude, and Rossby number are outlined in Section 2.
Asymptotically at low convective Rossby number and
without diffusion, these match the expressions given in
Stevenson (1979), as well as the numerical results found
in the 3D simulations of Ka¨pyla¨ et al. (2005) and Barker
et al. (2014).
Here this rotating convection model has been em-
ployed to examine the excitation of gravito-inertial
waves (GIWs) by two different channels: one by in-
terfacial excitation and another by Reynolds-stress
excitation. First, the convection model is applied to
the interfacial wave excitation paradigm developed in
Press (1981), where the gravity wave dynamics there
is replaced with the GIW wave dynamics computed in
Mathis et al. (2014) and Andre´ et al. (2017). Both
mechanisms are considered since, as seen in Lecoanet
et al. (2015), both sources of wave excitation play a role
in simulations of gravity wave excitation, with the dom-
inant one being due to the volume integrated Reynolds
stresses. Next, with a turbulent convective velocity
spectrum in hand, more sophisticated approaches al-
low for the computation of the wave energy flux in
the context of both more realistic variations in the
Brunt-Va¨isa¨la¨ frequency as well as in a non-interfacial
paradigm that includes the Reynolds stresses through-
out the convection zone. Such a step has been taken in
this paper, which builds upon the methods developed in
Belkacem et al. (2009a), Lecoanet & Quataert (2013),
Mathis et al. (2014), where the gravity wave and GIW
excitation amplitudes and accompanying wave energy
injection rate are computed by solving the wave equa-
tion driven by a convective source term. This approach
provides a general method of computing the wave flux
that takes into account the volumetric excitation of the
waves and that includes the region in which they are po-
tentially evanescent. Specifically, to assess the influence
of the convective Reynolds stresses and of rotation on
the GIWs, a wave energy flux estimate is constructed
using an explicit computation of the amplitude for both
the super-inertial and sub-inertial waves. The con-
vection model of Paper I is then invoked as means of
estimating the Reynolds stresses.
In the context of the wave energy flux, distinct pa-
rameter regimes have been found that depend upon the
mode of excitation (either interfacial pressure pertur-
bations or convective Reynolds stresses), the convective
Rossby number (or alternatively the rotation rate), and
the stiffness of the convective-radiative interface. The
visibility of these regimes depends upon the colatitude
selected, with the distinction between them being stark-
est at low latitudes near the equator and vanishing at
the poles due to impact of the Coriolis acceleration on
the frequency range over which GIWs may propagate.
As depicted in Figure 2, interfacially-excited sub-inertial
waves have a peak energy flux near a critical convec-
tive Rossby number, but decay below it. Interfacially-
excited super-inertial waves, on the other hand, have
an increasing energy flux with increasing frequency and
increasing Rossby number. As a means of comparison,
the influence of convective Reynolds stresses on the wave
amplitude and their energy flux has been assessed by di-
rectly employing the convection model of Paper I. The
detailed behavior of the eigenfunctions appropriate for
GIWs and how they interact with the convective source
is examined in 5. A trend similar to that of interfacial
waves is found where there is a decline in the amplitude
of the fluxes is found as the convective Rossby number
is decreased for both the sub and super-inertial waves.
However, there is a large variation in the sub-inertial
wave flux for a given convective Rossby number, depend-
ing upon whether wave is in resonance or not, leading
to the series of peaks seen in Figure 6 where the flux
relative to gravity waves in nonrotating convection can
be many orders of magnitude larger, but still below the
convective flux. The amplitude of the nonrotating flux
is computed using the same mathematical formalism as
the gravito-inertial waves, but utilizing the proper eigen-
modes. The super-inertial waves have an increased flux
at lower Rossby numbers reaching a peak at the transi-
tional Rossby number of 1/
√
5 for the parameters chosen
in Figure 6.
If realized, these characteristics of GIWs may have
substantial consequences for the transport and mixing of
angular momentum, chemical species, and heat in stellar
and planetary interiors, in particular during the PMS of
low-mass stars or close to the base of their convective
envelope, as well as consequences for the seismic obser-
vations of them. According to the results presented in
§4 and shown in Figure 2, the GIW energy flux due to
interfacially-excited waves is likely to be reduced relative
to the nonrotating case when the wave Rossby number is
not close to the critical one, meaning that any transport
mechanisms associated with those waves will be reduced
as well. Similarly, as discussed in §5 and shown in Figure
6, the sub-inertial wave energy flux generally decreases
at lower convective Rossby numbers, but reaches a peak
at moderate Rossby number. What is described here
is the energy injection rate by turbulent convective mo-
tions into GIWs. However, to get a more complete pic-
ture, the damping of GIWs resulting from their interac-
tions with turbulent convection needs to be studied (see
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Samadi & Goupil (2001) and Belkacem et al. (2009a)).
Nevertheless, the examination of Be star outbursts in
Neiner et al. (2020) have already pointed to tantilizing
clues about the role of gravito-inertial waves in angu-
lar momentum transport. There, a global description of
gravito-inertial wave excitation is employed to compute
the a wave spectrum that matches the observations well
(see their Figure 7).
Finally, the model examined here for the wave energy
flux and excitation of GIWs has assumed a particular
form of the convective Reynolds stresses that is valid
only in local domains. However, this neglects global-
scale shearing flows seen in 3D convection simulations
in spherical geometry (e.g., Brun et al. 2011; Augustson
et al. 2012; Alvan et al. 2015; Emeriau-Viard & Brun
2017) and theoretically predicted (Busse 2002; Julien
et al. 2006; Grooms et al. 2010), as well as neglecting
the more extremal convective events that can still occur
frequently enough to influence the wave energy flux (e.g.,
Pratt et al. 2017b,a). These events have typically been
modeled as collections of plumes for gravity waves (e.g.,
Schmitt et al. 1984; Schatzman 1993, 1996; Pinc¸on et al.
2016, 2017), and they are tied closely to the interfacial
excitation model as such events are more likely to deform
the average interface depth at least in the local region
near the plume. Therefore, the model can be further
improved by considering more sophisticated models of
the structure of the flows, such as applying the models of
rotating plumes considered in Pedley (1968) or Grooms
et al. (2010). Thus, the formalism developed here will
be extended in future work to include the influence of
rotation on those plumes as well as a utilizing theoretical
models for global-scale flows to better characterize GIW
excitation and energy flux.
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APPENDIX
A. GRAVITY WAVE FLUX IN THE NONROTATING AND LOW-FREQUENCY LIMIT
With the appropriate limit and the assumptions made in Goldreich & Kumar (1990) and Lecoanet & Quataert
(2013), which also are similar to those made in section 4 of this paper and in Press (1981), one can show that they are
equivalent. To do this, recall that the definition of the flux given in Equation 64 is
Fz = ρ0
f2 − ω2
2ωk2n
∣∣A2nψn∂zψn∣∣ . (A1)
In the non-rotating limit this becomes
Fz = −ρ0 ω
2k2n
|A2nψn∂zψn|. (A2)
In the asymptotic limit of low-frequency gravity waves the JWKB approximation can be applied where ∂zψn ≈ ikV ψn,
so the flux becomes
Fz = −ρ0ωkV
2k2n
|Anψn|2. (A3)
In this limit, the vertical wavenumber is approximately
kV =
N
ω
kn. (A4)
So, then it can be seen that
Fz = −ρ0 N
2kn
|An|2ψ2n. (A5)
Now, noting that vw = Anψn is the vertical velocity of the wave, one has that
Fz = −ρ0 N
2kn
v2w. (A6)
Making the assumptions of Goldreich & Kumar (1990), Lecoanet & Quataert (2013), and Press (1981), one has that
kn ≈ kc, ω ≈ ωc and vw ≈ ω2c/(kcN), where the subscript c indicates the wave vector (kc) and overturning frequency
16 Augustson et al.
(ωc) of the convection. To obtain this expression of vw, we consider the low-frequency regime where the ratio between
the vertical and the horizontal components of the gravity waves’ velocity is given approximately by vw/vh ≈ ω/N . In
addition, it is assumed, as in Equation (36) of Press (1981) and in Equation (49) of Lecoanet & Quataert (2013), that
the horizontal wave velocity is given by vh ≈ vc = ωc/kc. Therefore, the previous expression becomes
Fz ≈ −ρ0 N
2kc
(
ω2c
kcN
)2
= −ρ0 ω
4
c
2k3cN
. (A7)
Now, since uc = ωc/kc (the convective velocity), one has that
Fz ∝ ρ0u3c
ωc
2N
∝ FcM, (A8)
where M = ωc/N = S
−1 is the Mach number or the inverse stiffness (S) and Fc is the convective flux. Hence, under
these limits and assumptions, the flux definitions have the same scaling. Note that within these assumptions the
influence of the spatial behaviour of the eigenmodes is not apparent because |ψn|2 ≈ |eikV z|2 = 1, which is not the
case for the exact solutions used in Equation 65.
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