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A novel approach is presented to unfold particle hit positions in tracking detectors with multiplexed readout representing
an under determined system of linear equations. The method does not use any prior information about the hit positions,
the only assumption in the procedure is that isolated hit signals generated on consecutive detector strips follow a
smooth distribution. Ambiguities introduced by charge sharing from multiplexing are reduced by using a regularization
technique. We have tested this method on a multiplexed 50x50 cm2 Micromegas detector with 1037 strips and only 61
readout channels, using cosmic rays, and we have found that single and multiple clusters of hits can be reconstructed
with high efficiency.
I. INTRODUCTION
Since the invention of the wire chamber1 and the sub-
sequent development of Micro-Pattern Gaseous Detectors
(MPGDs), modern particle physics experiments routinely em-
ploy gaseous tracking sensors2–6 thanks to their ease of use
and robustness combined with excellent spatial resolution7,8.
However, scaling such systems to a large area requires a sig-
nificant increase in the number of electronic readout channels,
which demands high costs. The recent innovative technique
of genetic multiplexing9, developed for Micromegas10, offers
the possibility of reducing the number of readout channels in
large area detectors. This multiplexing approach groups de-
tector strips together in such a way that the redundancy in the
signal matches the loss of information due to the charge shar-
ing exactly. An apparent limitation of this readout scheme is
the rise in the level of ambiguities when multiple particles hit
the same detector plane and the produced charges are shared
among some of the detector strips. In this case, the level of
multiplexing needs to be fine-tuned in order to reduce the
probability of ambiguities to an acceptable level (depending
on the incoming particle flux and the physics needs).
In this work we investigate the possibility of directly un-
folding hit positions of multiple particles in MPGD detec-
tors with genetic multiplexing readout, addressing the poten-
tial multi-hit ambiguities. As a result, a numerical minimiza-
tion approach is proposed that seeks for a solution without any
prior information on the true hit positions but with a constraint
reducing the existing ambiguities. First, we briefly describe
the genetic multiplexing readout scheme. Then we introduce
the unfolding technique and illustrate it by applying it to sim-
ulated data. Finally, we assess the performance of the method
using cosmic ray data collected with multiplexed, 50x50 cm2
Micromegas detectors11.
a)Electronic mail: bradics@phys.ethz.ch
II. GENETIC MULTIPLEXING READOUT
The genetic multiplexing scheme was invented by Pro-
cureur et al.9. In this readout solution one arranges the readout
channels and strips in the following way: having a multiplex-
ing factor, m, and a number of readout channels, p (a prime
number), one generates m sublists for the ordering of m× p
strips. For each group of p strips, the ordering is given by the
following formula,
O = 1+[(i× s)mod p] (1)
where i ranges from 0 to p−1, and s is the sth out of the total
m sublists. The consecutively printed strips are then grouped
together in m groups, and within each of the groups, the strips’
connections to readout channels are following the ordering
rule given by the generated lists in Eq.(1). With such a readout
scheme the loss of information from the grouping of strips co-
incides with the redundancy in the signal given by the special
ordering rule. As mentioned before, the presence of multiple
hits increases the level of ambiguity for the reconstruction of
true hit positions. In the following section, we discuss a possi-
ble approach of adding a constraint to the allowed configura-
tions of strips that could produce a particular readout pattern.
The particular choice of the constraint removes some of the
ambiguities that arose from the grouping of the channels.
III. UNFOLDING HIT POSITIONS WITH
REGULARIZATION
In the context of the current work, unfolding refers to the
general idea of estimating unknown vector components,~x∈V ,
of an underlying linear vector space, V =Rn, using vectors in
the measurement space,~b∈W ,W =Rp, and knowing the (for-
ward) mapping between the two vector spaces, f : Rn→ Rp.
For an unmultiplexed detector, n= p, while for a multiplexed
detector n> p. The mapping, f , is given by the genetic multi-
plexing algorithm, and can be represented by a matrix, Ap×n,
with constant matrix elements. Then one can formulate the
unfolding problem by the following classical system of linear
equations,
A~x=~b, (2)
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2where the coefficient matrix A is known, ~b is measured, and
one seeks for a solution for the unknown ~x. Since n > p,
there are fewer equations than unknowns, which leads to an
under determined system with infinitely many solutions. For
the simplest cases of the genetic multiplexing problem, we ob-
serve that the rank of the coefficient matrix and that of the aug-
mented matrix both equals to p, which means that the system
must have at least one solution. This allows the possibility of
introducing a constraint to select the most interesting one out
of the possibly infinitely many solutions. A popular choice
is Tikhonov regularization12,13, where the problem is turned
into a minimization problem combined with a regularization
term in order to give preference to solutions with particular
properties. One then minimizes the following quantity,
min
~x∈Rn
{‖A~x−~b‖2+λ 2‖L~x‖2} (3)
where L~x is a term, which penalizes unwanted solutions such
that L is a matrix acting in the solution space, and λ is a tuning
parameter controlling the amount of penalization applied dur-
ing minimization. There is some freedom on how to choose L.
In the following, we show that the choice of seeking a smooth
solution guides us to use the second order difference operator.
Then we make use of a direct numerical minimization to find
the best estimate for~x.
IV. PERFORMANCE WITH SIMULATED DATA
A. Single hit reconstruction
In order to investigate the performance of our approach
and for illustration purposes, we start with a low dimensional
problem, and later we increase the size of our simulated de-
tector. Idealized clusters of signals are generated with a Gaus-
sian shape at various mean strip positions, ~x = Gaus(µ,σ),
on n fictitious detector strips, and using p < n readout chan-
nels. We generate the multiplexing matrix, Ap×n, using the ge-
netic multiplexing algorithm, Eq. (1), with number of readout
channels p= 11, multiplexing factor m= 5, and consequently
number of strips n = p×m = 55. Then the multiplexing ma-
trix is applied on the generated signal to obtain a simulated
measurement, ~b = A~x. An example of simulated true signal
distribution, ~x, along the n strips, and that of the correspond-
ing measurement readout, ~b, in the p channels are shown in
Fig.1. As a next step, we use the Minuit library14 to numeri-
cally minimize Eq. (3) and try to recover an estimate for the
true ~x at the obtained minimum. The free parameters of the
minimization are the charges on the strips,~x. During the min-
imization we have tried using various well-known, widely-
used standard regularization matrices: the identity matrix, first
and second order finite difference matrices, in order to penal-
ize solutions with a large amplitude, or large first or second
derivatives, respectively. The best results were obtained when
using the second-order finite difference matrix for regulariza-
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FIG. 1. Generated toy data: true charges per strip (left) and charges
per readout channel after genetic multiplexing (right).
tion,
L=

2 −1 0 · · · 0
−1 2 −1 · · · 0
0 −1 2 · · · 0
...
...
. . .
...
0 0 · · · −1 2
 (4)
which has no effect on smooth underlying signals, while
damping solutions with many oscillations. Therefore the regu-
larization improves the reconstruction if the underlying signal
has smooth, distinct features. A good detector should produce
a contiguous cluster of signals on the consecutive strips, as a
result of a passage of a particle through a sensitive volume,
therefore the choice of the second-order finite difference ma-
trix is reasonable. At the same time, initially, there is no prior
choice on the λ parameter, which controls the relative amount
of regularization. A standard way of tuning λ is to scan with
its value and study the residual between the found solution
and the input vector, rλ = ‖A~xλ −~b‖2. A result of such a
scan for the current simulated data is shown in Fig.2. Large
λ values were found to lead to solutions with preference to
over-smoothing, i.e. smoothing out even important character-
istics of the underlying signal. Very small λ values indicate
a solution without any penalization on smoothing, giving so-
lutions with large oscillations. A good compromise was iden-
tified using λ values which produce small residuals but still
with sufficient penalization over oscillations. Such a choice is
λ ' 2− 5× 10−3, which lies close to the corner of the curve
at λ ' 10−3, below which the smoothing has no effect any
longer. It is noted that the particular choice of λ is only valid
for the genetic multiplexing parameters used in this example,
p= 11 and m= 5. An typical result of unfolded hit positions
is presented in Fig. 3, where we show the comparison of the
true underlying signal with the one obtained from Minuit. The
signal cluster is successfully reconstructed, however, there are
small residual charges in the solution. To understand their ori-
gin we show on Fig. 4 the same solution together with the
pseudo-solution, which is the vector of charges calculated as
ATA~x = AT~b, where AT denotes the transpose of the multi-
plexing matrix. This transformation projects into the vector
space of ~x. The pseudo-solution contains the true cluster so-
lution as well as a number of fake clusters. The latter are
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FIG. 2. Residual charges, ||A~x−~b||2, for various values of the regu-
larizaton parameter, λ , for the unfolding performed on a system with
multiplexing factor, m= 5, and number of readout channels, p= 11.
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FIG. 3. True (black) and unfolded (gray) distribution of strip charges
for a simulated event with a single cluster, using p= 11 readout chan-
nels and multiplexing factor m= 5.
suppressed by the regularization. However, the small residu-
als align with the fakes in the pseudo-solution and therefore
they are consistent with the suppressed fake clusters.
In order to demonstrate that Minuit finds good minima dur-
ing the processing, in Fig.5 we show the target quantity in
Eq. (3) as a function of two strip charges values around the
maximum amplitude. The minimum in the regularized target
function evidently points to charge amplitudes covering the
true values.
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FIG. 4. The pseudo-solution AT~b (black, dotted line) and the un-
folded (gray, shaded area) distribution of strip charges for a simu-
lated event with a single cluster, using p = 11 readout channels and
multiplexing factor m= 5.
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FIG. 5. Two-dimensional scan of strip charge values around the max-
imum of the hit position (strip #10 and #11) for the solution shown in
Fig. 3. The color scale indicates the value of the target minimization
function.
B. Multiple hit reconstruction
The performance of the unfolding method is illustrated in
Fig. 6 for the case of simulated double hits. In this case, the
small, residual oscillations are somewhat more pronounced
because as more channels fire there is also more possibility
for fake clusters to exist as solutions. They, however, do not
affect the hit position reconstruction, and may be treated by
further post-processing of the solution.
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FIG. 6. True (black) and unfolded (gray) distribution of strip charges
for a simulated event with two clusters, using p = 11 readout chan-
nels and multiplexing factor m= 5.
C. Reconstruction with large multiplexing factor
As a final example, we present the performance of the
method on a problem with a large number of dimensions: mul-
tiplexing factor m = 17, and readout channels p = 61, with
n = 17× 61 = 1037 strips. This means that Minuit has to
find minima in the (maximally) 1037-dimensional parameter
space. In practice, however, the dimension of the parameter
space is lower because the mapping of the strips to readout
channels is known, therefore inactive channels can be used to
eliminate strips from the solution space in advance. For such a
large dimensional problem we had to retune the regularization
parameter, λ , and the best value was found to be λ ' 0.5. This
may be interpreted in such a way, as previously discussed, that
for larger systems and more channels fired there are more pos-
sibilities to form fakes, hence these cases may need a larger
amount of penalization to find a smooth solution. The result
is shown in Fig. 7. All the positions of the multiple hits have
been correctly recovered. As seen before, the unfolded ampli-
tude of the hit signals are slightly lower than the those of the
true hits, however, this does not impact the reconstruction of
the mean position and general shape of the hit clusters, which
is the main interest for tracking detectors.
D. Closed-form solution
One particular strength of Tikhonov regularization is the
existence of a solution in closed form, which could replace
the iterative minimization step in principle. Generally, this
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FIG. 7. True (black) and unfolded (gray) distribution of strip charges
for a simulated event with three clusters, using p= 61 readout chan-
nels and multiplexing factor m= 17.
can be written as:
~x=
(
ATA+λ 2L2
)−1
AT~b (5)
with the variables defined as earlier. For the particular prob-
lem of unfolding multiple hit positions in large detectors with
high multiplexing factor, however, it is often the case that the
resulting matrix to be inverted has high condition number (i.e.
high sensitivity of the solution, ~x, to small changes in the in-
put, ~b), leading to poor solutions. Therefore, we decided to
use the Minuit numerical minimization approach for further
data analysis, which gives more robust results.
V. PERFORMANCE WITH COSMICS DATA
We have used cosmic data to verify that the unfolding ap-
proach works as well for real detectors. In particular, the main
aim of this work was to investigate the unfolding performance
in the presence of multiple hits per detector layer. Therefore,
we first selected single-track events from the cosmic data and
used those to artificially produce mixed, multiple hit events.
This allows quantifying the efficiency of the hit finding for
the case of multiple hits.
A. The Micromegas detector
The Micromegas detectors used in this work were built at
Saclay for muography projects15 and as a prototype tracker
system for the GBAR experiment16. They have an active area
of 50x50 cm2, for a total length of 54.6 cm, a 2D readout
with 1037 X (horizontal) strips and 1037 Y (vertical) strips
5arranged in 2 layers within the Printed Circuit Board (PCB),
a Kapton layer with resistive strips between the micro-mesh
(bulk technology) and the readout channels. The readout was
implemented following the genetic multiplexing, with a mul-
tiplexing factor of m = 17, resulting in 61 channels (1 connec-
tor) for each coordinate of a detector, and a drift gap ranging
from 8 to 15 mm ensured by an Aluminum frame. The detec-
tors were equipped with an electronics readout system based
on the DREAM ASIC17 developed for large capacitance de-
tectors. The data was taken with 4 such Micromegas detectors
arranged to a telescope, measuring in self-triggering mode.
The detectors were placed at z=550, 450, 100 and 0 mm re-
spectively along the telescope axis.
B. Data preprocessing
As a first step, we used our unfolding approach to recon-
struct the hit positions of an event in every detector layer.
A cluster finder algorithm was used then to identify isolated
hits. The mean cluster positions, total charge, and widths
were calculated for all the found clusters. In order to suppress
noise-induced clusters, we applied the following discrimina-
tion cuts: the clusters taken for further processing were re-
quired to have a minimum cluster width of four strips and an
amplitude larger than 150 ADC counts. Events were then pre-
selected for cases with only one hit per each detector plane,
and in addition, we also required that these hits form a straight
line track. Only these events were used for further analysis.
Out of the preselected events with a single track, we created
a dataset of double-hit events by merging each pair of events.
Merging was performed by adding the collected charges at
the readout level channel by channel. That is having A as
the multiplexing matrix and A ·~x1 =~b1 and A ·~x2 =~b2 as
two measurements, we added directly the measurement vec-
tors,~bmerge =~b1 +~b2, which implies that the solution for the
merged event should be just the vectorial sum of the true un-
derlying solutions ~bmerge = A · (~x1 +~x2). All possible com-
binations of single track events were thus merged together in
order to maximize the possible double hit cases. With this
dataset, we used again the unfolding approach, along with the
same cluster finding and discrimination cuts as mentioned be-
fore, in order to find how many times double-hit events were
successfully unfolded.
C. Results
The performance of the unfolding method on a Micromegas
readout projection for two separate events with single hits in
the cosmic data is illustrated in an example in Fig.8. The re-
sult of the unfolding from the merging of these two events is
shown in Fig.9. This example demonstrates that our method
is capable of resolving the signals of cosmic double hits. Both
the pulse heights and the pulse shapes were fully recovered.
We note that in the case of Fig.9 the hit at the lower strip
coordinates has a double bump structur. We show a similar
example on Fig.10, where the cosmic single hit events (grey
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FIG. 8. Example result of the unfolding method for two cosmic data
events (top and bottom), each with a single hit cluster, for 1037 strips
with p= 61 readout channels.
circles and squares) were selected to be at nearby positions.
The unfolding output (black circles) from the merged event
covers both of the nearby hits from the single hit events. This
shows that the regularization favoring smooth solutions cor-
rectly recovers the underlying cluster shapes. In order to
quantify the performance, we applied the unfolding algorithm
to the entire dataset and counted when the two original hits
have been reconstructed correctly. The results are shown in
Table I. We found a double-hit reconstruction efficiency, ε ,
above 90%. This depends on the ratio of the maximum ampli-
tude of the signal clusters (S) and that of the residual oscilla-
tions (R), since the latter could also be misidentified as signal
60
100
200
300
400
500
600
0 10 20 30 40 50
0
200
400
600
800
1000
1200
850 860 870 880 890
Cosmic	data
C
ha
rg
e	
[A
D
C
]
200
400
600
800
1000
1200
Strips
0 200 400 600 800 1000
FIG. 9. Example result of the unfolding on a merged double-hit cos-
mic event, created from the events shown in Fig.8.
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FIG. 10. Example result of the unfolding when the cosmic events had
nearby hits (grey circle and square). The unfolding method found a
smooth solution (black circle) containing the two original single hit
cluster shapes.
clusters. The distribution of the S/R ratio from single hits in
cosmic events is shown in Fig. 11.
Most of the events were found to have a ratio of S/R> 10.
When we consider the double-hit reconstruction efficiency as
a function of this ratio, already at S/R> 4 we get an efficiency
of ε > 94%. Most of the inefficiency was found to be origi-
nated from events when only one of the hits was found due to
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FIG. 11. Distribution of the maximum signal to maximum residual
oscillation amplitude, S/R, from single hits in cosmic data.
TABLE I. Double-hit reconstruction efficiency as a function of the
maximum signal to maximum residual oscillation amplitude, S/R,
from cosmic data.
S/R ratio Efficiency [%]
No cut 91.3
S/R ≥ 2 92.8
S/R ≥ 3 94.2
S/R ≥ 4 94.1
the discrimination cut on the minimum cluster amplitude, or
from events when the two hits were too close to each other to
be resolved (example shown in Fig.10).
We show the distribution of the difference between the re-
constructed and true hit position of the cosmic data events in
Fig.12, where the difference is given in units of strip coor-
dinates. The true hit position is calculated from the charge-
weighted mean from single hit events prior to merging. For
all of the events when the hits were found the weighted mean
hit coordinates were reconstructed within ∆Strip =±1 strip.
In the discussion so far the possibility of missing strips
(holes) in the signal was not considered. In practice, however,
it can occur that there are temporary dead strips in the solution
space, which would violate the requirement of a smooth solu-
tion, therefore the regularization could break down. We have
simulated various cases with a hole and found that the perfor-
mance of the unfolding algorithm depends on the position of
the missing strip. In case the dead strip is in a region of the
detector where there is no true signal (or it is in the tail of a
cluster) there is no (or hardly any) impact on the performance.
The only case where we encountered problems is when the
dead strip is close to the maximum amplitude position of the
cluster. In this case the solutions show strong oscillatory be-
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FIG. 12. Distribution of the difference between the true and recon-
structed in mean hit positions from cosmic data.
haviour, as one would expect, since the true solution should be
an oscillating one. This latter case simply adds to the overall
inefficiency, falling into the category S/R∼ 1.
VI. CONCLUSIONS
In this work, we presented a novel approach to reconstruct
multiple-hit events in Micromegas detectors with genetic mul-
tiplexing readout. Without any prior assumption on the true
hit positions, and with the only requirement of searching for
a smooth solution in a high dimensional space, the method
was able to correctly recover the true hit cluster shapes and
mean position up to a multiplexing factor p= 17. The perfor-
mance was evaluated with double-hit events in cosmic data,
and a reconstruction efficiency of ε ≥ 91−94% was achieved
depending on the signal cluster amplitude. Inefficiency can
be accounted for mainly due to unresolved, nearby clusters
and residual oscillations from the unfolded solution. With an
improved detector gain, the method has a potential for higher
reconstruction efficiency. As a result, the genetic multiplex-
ing readout scheme combined with the presented unfolding
approach might allow larger area MPGD detectors to be used
without a significant increase in the number of readout chan-
nels. An important consequence of the current work is that
large area multiplexed detectors might be an attractive solu-
tion in environments with very high particle flux.
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