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Abstract—Mining data streams such as Internet traffic and 
network security is complex. Due to the difficulty of storage, data 
streams analytics need to be done in one scan. This limits the 
time to observe stream feature and hence, further complicates 
the data mining processes. Traditional supervised data mining 
with batch training natural is not suitable to mine data streams. 
This paper proposes an algorithm for online data stream 
classification and learning with limited labels using selective self-
training semi-supervised classification. The experimental results 
show it is able to achieve up to 99.6% average accuracy for 10% 
labeled data and 98.6% average accuracy for 1% labeled data. It 
can classify up to 34K instances per second.   
Keywords—Online classification; semi-supervised; data stream 
mining; incremental learning 
I.  INTRODUCTION  
Data streams are defined as continuous data coming in real 
time and huge in size, such that they cannot be stored entirely. 
Due to their continuous characteristic, the distribution of data 
is affected by concept drift [1]. Data stream classification is a 
special type of data mining to classify data streams. The main 
requirement to perform online data stream classification is the 
ability to classify and learn simultaneously as data arrive. Data 
mining classifiers such as decision tree are based on batch 
training large batch data are required before training can be 
performed. Retraining is needed if concept drift occurs [2]. 
Researches [3], [4] have proposed data stream mining 
algorithms that are able to perform classification once data are 
read, and train the model incrementally. The above-mentioned 
works assume all data have been labeled beforehand. 
However, this is not viable as data labeling is time expensive 
and may not be available without the human inputs [5]. 
Several works have been proposed to apply semi-
supervised learning [6]—[10] or active learning [11] to solve 
limited labels in data stream mining. However, not all of these 
algorithms are able to perform online classification and 
incremental learning at the same time. Both of these aspects 
are important in data stream classification as data streams are 
continuous, huge and unordered. Thus, to classify data as they 
arrive, the classification model has to learn incrementally to 
adapt to new concepts. 
In this paper, an algorithm which address data stream 
classification problems using self-training semi-supervised 
method is proposed. Samples are classified as they arrive, and 
the classification model is updated incrementally. The 
proposed technique is targeted to remain accurate over time. 
The proposed classification model outperforms previous 
works with shorter model update time compared to existing 
work [6]. 
The remainder of this paper is structured as follows. 
Section II introduces related works on data stream 
classification and learning. Section III explains our proposed 
method and Section IV analyzes the experimental results. We 
conclude our paper in Section V. 
II. RELATED WORK 
Reference [8] proposed a semi-supervised algorithm to 
built k-means clustering model using both labeled and 
unlabeled data. The proposed algorithm uses a batch learning 
approach that does not include online classification and 
incremental learning capability. Reference [9] proposed a k-
means clustering with retraining mechanism. It performs 
online classification and retraining to handle concept drift. 
However, the retraining mechanism is dependent on accurate 
feedback that is slow to react on concept drift. Reference [10] 
proposed an incremental learning decision tree with k-modes 
clustering on the leaves. However, its use of decision tree 
contributes to large memory footprint. Also, this algorithm 
does not perform online classification as the testing 
mechanism has to be performed after the whole training 
process is completed. 
References [6] and [7] proposed semi-supervised 
ensembles learning with label propagation method called 
ReaSC and ECM-BDF, respectively. Both algorithms use 
batch learning method to train the new data and to update the 
ensemble model. This method allows new concepts to be 
learned without forgetting the older concepts. However, the 
time for retraining in batch is highly dependent on the batch 
size (also known as chunk size). High chunk size results in 
slow learning whereas low chunk size will reduce the 
reliability of the training model. 
On the other hand, active learning actively requests label 
for the instances that exceeds a certain threshold. Reference 
[11] proposed a clustering based classification named 
ACLStream. This algorithm ranks clusters based on their 
importances and positions. Similar to [6], [7], this work also 
uses batch instances for training. 
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III. PROPOSED METHOD 
Our proposed algorithm is different from the algorithms 
used in previous works. Selective self-training method is 
applied to incrementally learn from both labeled and unlabeled 
data and the selection of data to be trained can be done as soon 
as the classification process is complete. Hence, the learning 
delay that caused by batch retraining is reduced and this 
allows online classification and learning to be executed 
simultaneously. Our proposed method is divided into three 
parts: offline pre-training, online classification & learning, and 
cluster reduction. 
A. Pre-Training 
Offline pre-training is performed once at the start up to 
prepare the base classifier model. In this stage, the supervised 
k-means is used to partition batch of collected labeled data 
into k clusters. The clusters are then compressed to sufficient 
statistics known as Clustering Features (CF). 
CF is a 3-tupple information that summarize information 
about a cluster [12]. Given N d-dimensional data points ( ix )  
in a cluster j where i = 1, 2, …, N, CF of the cluster is defined 
as 3 tupple : jjjj SSLSNCF ,,(= ), where, 
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 Merging new ( ix ) to cluster j is based on the Additivity 
Theorem [12], where  
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Raw data are discarded in order to save memory space. 
The k clusters that are represented by k clustering features are 
used for classification and the clusters may be modified based 
on the newly received data. 
B. Online Classification and Learning 
As shown in Algorithm 1, classification starts upon 
receiving an incoming data stream instance ( ix ). Assume the 
real class label of an instances is unknown (unlabeled 
instances), the predicted class )(' ixy  will be determined by the 
nearest cluster label with respect to ix . The distance between a 
cluster’s centroid and ix  is computed using Equation (4). 
2
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)(=),( mjmi
d
m
ji xxD µµ −∑  (4) 
where µ j is the centroid of cluster j, 
N
LS
j =µ . 
Different from other semi-supervised learning classifiers, 
our algorithm select only those instances with high prediction  
 
Algorithm 1 Online Classification and Learning Algorithm 
 
M : Pre-trained clustering model 
xi : Incoming data streams   
yi : Original label for xi 
y'I : Predicted label for xi 
while  new xi  do 
←iy' Classify ),( ixM  
if (high_confidence) then   
←M Train )',,( ii yxM  
end if 
if (labeled) then 
Retrain ),,( ii yxM    
end if 
end while 
 
confidence for learning, in order to reduce false learning. 
Selected instances will be merged with the nearest cluster 
using Equation (3). A prediction is considered as having high 
confidence when the following two conditions are met.   
    1)  Two nearest clusters belong to the same class  
    2)  The distance to the nearest cluster is within the 
average radius, R  of that cluster. R  is calculated 
based on Equation (5).  
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Retraining started when the real class label of ix  is known 
(labeled instances). If ix  has been trained correctly in the 
previous step, the retraining can be skipped. Otherwise, 
retraining of the classification model will be based on 
Algorithm 2. A new cluster will be created if ix  does not 
belong to both the nearest and second nearest clusters. 
The online classification and learning stage will continue 
processing until there are no incoming data streams. 
C. Cluster Reduction 
In order to prevent storing all outdated clusters, a cluster 
reduction process is performed after a user predefined chunk 
has been received. Clusters that are not utilized during the 
user-defined time frame will be deleted as they do not 
contribute to the classification decision. In addition, the 
reduction also aims to reduce the memory footprint and 
classification time. 
IV. RESULTS & DISCUSSION 
This section describes the simulation setup and results of 
our proposed work. The experiment is conducted to explore 
the ability of the online data classifier to learn accurately only 
with limited labels. 
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Fig. 1: Cumulated accuracy on (a) KDD’99 (b) Cambridge datasets 
 
Algorithm 2 Retraining Algorithm 
 
µm : Nearest Cluster   
µn : Second Nearest Cluster 
xi  : Incoming data streams 
 
if  ))()( mi yxy µ=   then 
if ))(),( mmi RxD µµ <  then   
Merge xi to µm 
else 
Create new cluster 
end if 
else if  ))()( ni yxy µ=   then 
if ))(),( nni RxD µµ <  then   
Merge xi to µn 
else 
Create new cluster 
end if 
else 
Create new cluster 
end if 
 
A. Datasets 
Real concept drift datasets, KDD’99 [13], and Cambridge 
[14] are chosen for the experiment. KDD’99 is the well known 
network intrusion dataset, which is widely used for 
benchmarking purposes. On the other hand, the Cambridge 
dataset is an Internet traffic dataset which was captured from 
University of Cambridge network. For KDD’99 dataset, the 
selected 10% subset training dataset is used. Only continuous 
attributes are selected and categorical attributes are ignored, as 
in [6]. For the Cambridge dataset, only online attributes that 
are in continuous form are selected from the total of 248 
attributes [15]. Besides, the data of the minimal class, such as 
games and interactive are deleted. The details of used datasets 
are summarized in Table I. 
 
TABLE I.  DATASET USED 
 
KDD’99 [13] Cambridge [14] 
Original Selected Original Selected 
# attributes 41 34 248 11 
# class 23 23 12 10 
# instances 494,021 494,021 397152 397030 
 
B. Experimental results 
The model parameters used in our experiment are as stated 
below, unless specified otherwise:   
    1)  Initial number of cluster, 50=k   
    2)  Percentage of Labeling, 10=P   
    3)  Chunk size 1000=   
In our experiment, the first chunk of data (first 1000 instances) 
is used in pre-training stage. The rest of the data will be 
randomly labeled according to P . The accuracy of the 
proposed model is verified using the interleave test-then-train 
method where the data were first tested before being trained 
incrementally [16]. The cumulated accuracy which is the 
percentage of total correct prediction on every chunk is plotted 
in Figure 1. As shown in both graphs, our proposed method 
performs classification with cumulated accuracy up to 99% 
and 97% for KDD’99 and Cambridge datasets, respectively. 
Figure 2 shows the average accuracy as we vary the 
percentage of labeling, P . The results show that, even with 
1% labeled data to achieve up to 95.54% and 98.64% average 
accuracy for KDD’99 and Cambridge datasets, respectively. 
Average running time is measured from the classification 
of data until cluster reduction for one chunk. In our 
experiment, the running time does not consider the data 
labeling time as in [6]. Our method performs classification of 
a chunk in an average of 0.03s and 0.04s for KDD’99 and 
Cambridge datasets, respectively. On the other hand, 
classification speed is measured based on the number of points 
that can be classified in one second. The proposed model can 
classify up to 33,738 instances per second for the KDD’99 
dataset and 15,627 instances per second for the Cambridge 
datasets. From the experiment, we found that the time for 
classification and training for one chunk is almost equal to the  
 
 (a) (b) 
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 Fig. 1.  
Fig. 2. Performance on varies percentage of labeled data 
TABLE II.  RUNNING TIME AND CLASSIFICATION SPEED ON DIFFERENT 
DATASETS 
 
 KDD’99 
 Our method   ReaSC   ECM-BDF 
Running Time (s/1,000 pts)   0.030   0.83   - 
Classification Time (s/1,000 pts)   0.029   0.36   - 
Classification speed (pts/s)   33,738   2,762   - 
Average Accuracy (%)   99.5   96.2   90.89 
 
sole classification time. This shows that our proposed method 
is capable of learning with minimum effort. 
C. Comparison with Related Works 
The comparisons of average accuracy and running time are 
shown in Table 1. The comparisons are only performed on the 
KDD’99 dataset since it was used in both ReaSC [6] and 
ECM-BDF [7]. Based on Table II, our proposed method 
outperforms [6] by 27 times faster running time and 12 times 
faster classification speed. This is due to our proposed method 
only train selected instances whereas [6] trains all incoming 
instances. Furthermore, the label propagation technique and 
ensemble model used in ReaSC further increase the training 
and classification time. Although our proposed method only 
train on selected instances, it achieves higher average 
accuracy than over both ReaSC and ECM-BDF at faster 
classification speed. 
V. CONCLUSION 
This paper proposed an efficient data stream classification 
algorithm with incremental learning based on incoming stream 
with limited label. The classifier classifies unlabeled data once 
they are received, and learn incrementally on selected 
unlabeled data. The proposed model outperforms previous 
works in terms of both classification accuracy and execution 
speed. The ability of the proposed method to learn from 
limited labels is proven by achieving 95% average accuracy 
by using only 1% labeled data. For future work, data 
normalization will be added to ensure better classification 
performance. 
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