Abstract. Integral invariants have been proven to be useful for shape matching and recognition, but fundamental mathematical questions have not been addressed in the computer vision literature. In this article we are concerned with the identifiability and numerical algorithms for the reconstruction of a star-shaped object from its integral invariants. In particular we analyse two integral invariants and prove injectivity for one of them. Additionally, numerical experiments are performed.
1. Introduction. Integral invariants and corresponding signatures have been introduced by Manay et al. [4] as a tool for shape matching and classification (see also [10] for further applications). They enjoy similar invariance properties as differential invariants, but are notably more robust with respect to noise and also allow for scaling in order to capture features of different size. The numerical results obtained in the cited articles confirm their usefulness for shape classification and feature detection.
Contrary to the field of differential invariants, where vast amounts of literature exist (see the reference list in [4] ), hardly any analytical results on the integral counterparts have been published. Moreover, the existing results are mainly concerned with the limiting behaviour of the invariants as the scale approaches zero (see [4, 5] ). In particular, the question whether a shape can be uniquely determined by a suitable integral invariant has not been treated yet.
In the following we discuss this problem for two integral invariants (see Definition 2.2), the cone and the circular area invariant. In particular, we consider the case, where the object Ω, the invariant of which is to be computed, is star-shaped with respect to a specified reference point x 0 , that is, for some given radial function γ : S n−1 → R >0 . Then the set Ω can be identified with the function γ. Moreover, it is natural to regard the invariant of Ω as a mapping on the sphere as well.
It is shown in Lemma 3.1 that, up to a nonlinear (but rather trivial) transformation, the cone area integral invariant for star-shaped objects is equivalent to computing integrals of the radial function over spherical caps. The question, whether a function on S n−1 is uniquely determined by its integrals over all spherical caps of a given aperture ε has been treated in [8] , where the uniqueness is proven for all but countably many apertures 0 < ε < 2π (cf. Theorem 3.3).
Although this result shows that the required injectivity holds in the case of the cone area integral invariant, new problems arise by closer investigation of the properties of the invariant. First, although the set of parameters where the injectivity does not hold is small, it is nevertheless dense in the interval (0, 2π) of all possible apertures. Thus, every implementation of the cone area invariant could lose the injectivity property because of unavoidable numerical inaccuracies. Second, it can be shown that the invariant is compact when regarded as operator
, which implies that its inverse can never be continuous. For further investigations on the invertibility of J, we consider the inverse problem of solving the operator equation
is some given data. In other words, we try to (numerically) reconstruct an object from a given invariant. For the reconstruction we employ an iterative regularization technique.
The second part of the article is concerned with the circular area integral invariant, which is defined as the area of intersection of Ω with balls of a given radius R > 0 centered at the boundary of the object. Here the situation is different, since, contrary to the cone invariant, no injectivity results are available. The reason for this is the rather complex structure of the invariant when formulated as function on the sphere. Thus, we directly employ nonlinear Landweber iteration for the solution of the operator equation
To substantiate the applicability of the presented theoretical results, we present at the end of the corresponding section the output of the numerical experiments for each discussed integral invariant.
Integral invariants.
For the definition of integral invariants we follow [1] . In contrast to [4] , we only consider integral invariants that are defined by integration with respect to the n dimensional Lebesgue measure L n and not with respect to the Hausdorff measure H n−1 . We denote by e 1 := (1, 0, . . . , 0) the first unit vector of R n .
Definition 2.1. Let f : R ≥0 × R n → R satisfy the following conditions:
• For every r ≥ 0 the function x → f (r, x) is locally summable.
• For every compact subset K ⊂ R n and r 0 ≥ 0 we have
• The function f is rotationally symmetric around e 1 , that is, f (r, x) = f (r, U x) whenever U ∈ O(n) is an orthogonal matrix satisfying U e 1 = e 1 .
In the following we refer to a function f satisfying above conditions as kernel function. 
where R y : R n → R n is any rotation satisfying R y y = y e 1 .
In the definition above the point x 0 may either be fixed or depend on Ω, as e.g. the choice x 0 = cm(Ω) the center of mass of Ω.
Note that the first item in Definition A set Ω is star-shaped with respect to x 0 , if there exists a function γ :
If Ω is a star-shaped set, then it is reasonable to regard an integral invariant not as function on ∂Ω but rather on S n−1 . Hence, in this case we define
In this paper we focus on two different integral invariants, the cone area invariant and the circular area invariant (see Figure 1 ). The first is defined by its kernel function
which is the characteristic function of a cone of aperture ε in direction e 1 , and the latter by the kernel function
which is the characteristic function of a ball of radius R around re 1 . Here, 0 < ε < 2π and 0 < R < ∞.
Cone area invariant.
Injectivity. In the following we assume that Ω ⊂ R n is star-shaped with respect to x 0 . For simplicity we additionally assume that x 0 = 0. By γ : S n−1 → R >0 we denote the parameterization of ∂Ω defined in (1).
Lemma 3.1. The cone area invariant can be written as
where
denotes the spherical cap in direction ϕ with aperture ε. Proof. Denote by K ε (ϕ) := {tτ : t > 0, τ ∈ C ε (ϕ)} the cone with aperture ε in direction ϕ. Using the definition of J[γ] we obtain by changing into polar coordinates that
The description of the cone area invariant derived in the lemma above proves useful both for theoretical and numerical reasons.
We first consider the question of injectivity of the invariant regarded as mapping
To that end we require the notion of Gegenbauer polynomials: Definition 3.2. Let t ∈ (−1, 1), m ∈ Z + , and ν > 0. The polynomials defined by
are called Gegenbauer polynomials (see [9, p. 19 
]).
We denote by N n the set of all zeros of all Gegenbauer polynomials P
Conversely, if cos(ε/2) ∈ N n and (2) holds, then f = 0.
Proof. See [8, p. 59 ].
In other words, Theorem 3.3 states that for n ≥ 3 the linear functional L ε :
is injective if and only if cos(ε/2) ∈ N n .
Corollary 3.4. Assume that n ≥ 3 and |cos(ε/2)| < 1. The cone area invariant
Proof. From Lemma 3.1 it follows that J is the composition of the two mappings
3 it follows that L ε is injective if and only if cos(ε/2) ∈ N n . Moreover, the mapping µ n is bijective. This proves the claim.
In the case n = 2 an analogous result can be shown:
is injective if and only if ε/π is irrational.
Proof. In the proof of the theorem we regard a function
Assume first that ε/π is rational, e.g. ε/π = k 1 /k 2 with k 1 , k 2 ∈ N. For −1 < c < 1 defineγ c (t) := 1 + c cos(2k 2 t). A simple calculation shows that J[γ c ](t) = ε/2 regardless of the value of c, i.e., J is not injective. Now let ε/π be irrational. Then there exist increasing sequences {k j } j∈N ⊂ N and
Then the sequence {δ j } j∈N converges to zero. Thus,
for every 2π-periodic functionγ ∈ L 2 loc (R). In particular, the integral ofγ 2 over the interval (0, 2π) is uniquely determined by the integral invariant J[γ]. This, however, implies that for every Lebesgue point t ofγ 2 (see [7, 7.6] ) the valuẽ
is uniquely determined by J[γ] as well, which implies the injectivity of J on L 2 + (S 1 ).
There are two noteworthy remarks to be made on the previous results: First, they all provide a necessary and sufficient condition for the injectivity of the cone area invariant. Whenever this condition fails one can construct examples of functions γ 1 , γ 2 , which cannot be distinguished by means of the particular cone area invariant. Second, the set N n is dense in (−1, 1) with dense complement, which implies that arbitrarily close to every ε there are parameters where the cone area invariant is injective as well as parameters where it is not. Thus, it can be suspected that in all cases the inverse problem of solving the operator equation J[γ] = J 0 with respect to γ for some given cone area invariant J 0 is ill-posed. In fact, writing J as the composition of the homeomorphism µ n and the linear mapping L ε defined in the proof of Corollary 3.4, one can show that L ε is compact, which shows that its inverse cannot be continuous.
Note that the cone area invariant is closely related to the spherical Radon transform R on the n − 1 dimensional sphere defined by
We obtain
For several results concerning the spherical Radon transform we refer to [9] .
Inversion. In the following we treat the inverse problem of solving the equation
. Since the problem is ill-posed, we apply a regularization method for its solution. We use the simple nonlinear Landweber scheme (see [2] ) defined by
where DJ denotes the Fréchet derivative of J (see [6, ), µ > 0 an appropriate constant, and γ 0 an initial guess, for instance in case of a star-shaped domain the constant function γ → 1, which corresponds to the unit ball. In order to perform the iteration (4) we need the adjoint of the derivative of J.
is the linear operator defined by
Proof. From Lemma 3.1 it follows that
The assertion is then a consequence of Fubini's Theorem.
We have also implemented an iterative Gauss-Newton scheme, but the results and the computational effort have been comparable to those obtained with the Landweber iteration.
Numerical examples. In the following we focus on the two dimensional case, where the boundary of the object of interest can be identified with a curve. In particular, we study two different curves which emphasize the capability of the cone area integral invariant: the first curve represents an asymmetric one with lots of details in contrast to the second one which is symmetrical to a high degree. Figure 2 shows the result of the reconstruction for both curves in the absence of noise and sufficiently many iteration steps. As can be seen on the image on the right, the reconstruction works such good that the two plots (original and reconstruction) can hardly be distinguished. The invariant of the reconstructed radial functions is shown on the left hand side of Figure 2 . Additionally, we have plotted the difference between the invariants of the reconstruction and the orginal curve.
Since the inverse problem is known to be ill-posed the impact of noise on the reconstruction process is of interest. Table 1 lists the relative L 2 -and L ∞ -errors of the reconstructed radial functions for both curves shown in Figure 2 . Also, the errors are listed in case noise is added to the integral invariant. In order to obtain satisfactory results in the presence of noise, a stopping rule for the iteration has to be implemented. To this end we compute in each step the residual r i := J 0 − J[γ i ]. The iteration is stopped when the ratio r i+1 L 2 / r i L 2 exceeds for the first time the value 0.999. Inversion. In the case of the circular area invariant no injectivity results are known. Thus, we directly treat the inverse problem of solving the equation
for some given data J 0 ∈ L n (S n−1 ), again for the case of a star-shaped set Ω. To that end we have to derive an explicit formula for the circular area invariant. Recall that the circular area invariant is the function ϕ → L n Ω ∩ B R (γ(ϕ)ϕ) defined on L n (S n−1 ). In the following we denote (see Fig. 3 )
Moreover, we define for τ ∈ T γ (ϕ)
and for ϕ, τ ∈ S n−1
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Moreover, for τ ∈ T γ (ϕ) we have
Proof. Let τ ∈ S n−1 be fixed and denote H 1 := t ∈ R : tτ ∈ B R γ(ϕ)ϕ and H 2 := {t ∈ R : tτ ∈ Ω}. Then τ ∈ T γ (ϕ) if and only if H 1 ∩ H 2 is non-empty.
By definition the set H 1 is non-empty if and only if there exists t ∈ R such that tτ − γ(ϕ)ϕ 2 ≤ R 2 . This inequality is solvable for R 2 ≥ γ(ϕ) 2 (1 − ϕ, τ 2 ), in which case
and its upper and lower bound are given by min{γ(τ ), γ(ϕ) ϕ, τ + η γ (ϕ, τ )} = s γ (ϕ, τ ) and max{−γ(−τ ), γ(ϕ) ϕ, τ − η γ (ϕ, τ )} = −s γ (ϕ, −τ ), respectively, which proves the assertion.
Lemma 4.2. The circular area invariant can be written as
Proof. Similarly as in the case of the cone area invariant we have
where we define the integrand to be zero whenever
Assume first that γ(ϕ) < R, which implies that 0 ∈ B R γ(ϕ)ϕ and therefore in particular T γ (τ ) = S n−1 . Then it follows from (8) and Lemma 4.1 that
Since in this case s γ is strictly positive, the assertion follows. Now let γ(ϕ) ≥ R. Then Ω ∩ B R γ(ϕ)ϕ is contained in the cone R ≥0 T + γ (ϕ) up to a set of Lebesgue measure zero, where
Since T γ (ϕ) is (up to a set of zero Hausdorff measure) the disjoint union of T + γ (ϕ) and −T + γ (ϕ), the claim follows from (8) . For the application of the Landweber method it is necessary to compute the adjoint
, of the derivative of J at a given function γ.
To that end we divide the set T γ into
Then (cf. the definitions of η γ and s γ in (5) and (6))
else .
If we compute the derivative Ds γ (β) of s γ in direction β : S n−1 → R, we obtain for almost every (ϕ, τ ) ∈ S n−1 × S n−1
Then we can write
Consequently, its adjoint is given by
From the numerical point of view, problems arise, since the integrands are discontinuous and the second integrand may be unbounded.
Numerical experiments indicate that the discretized functional J is not injective, if the reference point x 0 is chosen to be zero, independently of γ. Therefore, we consider the additional assumption x 0 = cm(Ω). This assumption is incorporated in the Landweber iteration by shifting the iterate γ i such that the center of mass of the corresponding domain Ω is zero. Note that this shift is well-defined provided the update is small enough.
Numerical examples. The Landweber iteration was tested on the same radial functions as in the case of the cone area integral invariant. The results of the reconstruction for a relatively large circle radius R = 2 can be seen in Figure 4 . In case of smaller radii the reconstruction works significantly worse, for too small radii the Landweber iteration does not converge. However, this may be due to discretization errors that become more pronounced with decreasing R, and also due to the regularization that has to be introduced because of the singular integrand in the adjoint (see (9)).
In the case of noisy data the circular area integral invariant provides good reconstructions with errors in the range of the noise level (see Table 2 ). Here, the same stopping rule has been used as for the cone invariant. The precise choice of the stopping criterion, however, turns out to be rather irrelevant. In all the cases, the norm of the residual first decreases and then immediately increases again. All stopping rules that take into account this behaviour perform similarly. Figure 2) . In case of noisy data J 0 , the iteration yields reasonably good results for moderate noise levels, although the reconstruction process in general tends to produce spikes, which subsequently increases the L ∞ -error of the reconstructed radial function (see Table 1 ), even more in the prensence of noise.
In case of the circular area integral invariant, we obtain a perfect reconstruction as long as the radius R of the defining ball is large enough. Moreover, the influence of small variations of the invariant on the reconstruction is rather small. This indicates that the invariant is well suited for describing features of a size comparable to R.
From our point of view, the quality of the numerical results give reason to focus on further investigation of integral invariants. A particularly interesting part seems to be the question of the injectivity of the circular area integral invariant, where connections to other mathematical areas can be established (see [1] ). 
