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ABSTRACT
It is essential for the cellular network operators to provide
cellular location services to meet the needs of their users and
mobile applications. However, cellular locations, estimated
by network-based methods at the server-side, bear with high
spatial errors and arbitrary missing locations. Moreover,
auxiliary sensor data at the client-side are not available to
the operators. In this paper, we study the cellular trajectory
cleansing problem and propose an innovative data cleans-
ing framework, namely Dynamic Transportation Network
based Cleansing (DTNC), to improve the quality of cellular
locations delivered in online cellular trajectory services. We
maintain a dynamic transportation network (DTN), which
associates a network edge with a probabilistic distribution
of travel times updated continuously. In addition, we devise
an object motion model, namely, travel-time-aware hidden
semi-Markov model (TT-HsMM), which is used to infer the
most probable travelled edge sequences on DTN. To vali-
date our ideas, we conduct a comprehensive evaluation using
real-world cellular data provided by a major cellular network
operator and a GPS dataset collected by smartphones as the
ground truth. In the experiments, DTNC displays signifi-
cant advantages over six state-of-the-art techniques.
1. INTRODUCTION
The market coverage of mobile cellular phones in the world
has reached 7 billion with a penetration rate of 97% by the
end of 2015, raised from 12% of the world population in
2000 [1]. As these cellular phones are generating a large
amount of cellular data all the time, cellular network op-
erators (e.g., StarHub1) have been seeking ways to utilize
such data for network maintenance and new service pro-
visioning, e.g., targeted advertisements, location-based ser-
vices, etc. Indeed, real-time cellular location services, which
capture the just-in-time human mobility, are long-awaited
by not only the location-aware application developers but
1A major cellular network operator in Singapore and South-
east Asia. See http://www.starhub.com/
also some government departments such as the Department
of Transportation, for traffic management and urban plan-
ning. Therefore, it is high-priority for the cellular network
operators to provide online cellular location services.
Owing to the mobility of cellular users and the tremen-
dously large data volume, cellular location data are often
provided in the form of time-windowed trajectories, which
are available timely but only for a period of time due to
continuous updates. Figure 1(a) illustrates a cellular tra-
jectory data service for two mobile users o1 and o2.
2 As
shown, the cellular trajectory of an object o within a time
window W, denoted by o.T ⋆ = 〈o.cl⋆1 , o.cl
⋆
2 , · · · , o.cl
⋆
|W|〉,
consists of a series of cellular locations, where each cellular
location o.cl = 〈lat, lon, t〉 contains the estimated latitude
and longitude of o at time t.
Cellular trajectory services have great advantages over
GPS trajectory services in urban cities where GPS signals
may be interfered or blocked by surrounding environments
such as buildings and underground public transports. In
contrast, cellular networks cover nearly all corners of a city.
Again, as mentioned earlier, the cellular trajectory data
not only benefit location-aware applications but also have
potential to support real-time and large-scale analysis on
traffic conditions [3, 2, 24], and individual activities [22, 4].
Nevertheless, the poor quality of cellular locations is a ma-
jor pitfall. Estimated by signal strength, time difference of
arrival, and other cellular information [7], cellular locations
usually suffer from high spatial errors. As a result, cel-
lular network operators supplement each estimated cellular
location with an uncertainty degree u to indicate its potential
spatial error.3 Additionally, to preserve power in cellu-
lar phones, redundant communications between a cellular
phone and base stations have been reduced, resulting in ar-
bitrary missing locations in cellular trajectories. Finally,
as the cellular locations are estimated by network-based
methods at the server-side, auxiliary data from sensors on
smartphones, e.g., GPS, accelerometers, gyroscope, and bar-
ometer, are not available to the operators.
In this paper, we study the issue of cellular trajectory
cleansing (CTC) for cellular trajectory data services.
Definition 1 (Cellular Trajectory Cleansing). Given
a set of mobile objects O and a time window W = 〈t1, t2,
2We refer to the cellular phones/users as mobile objects.
3 According to StarHub, our cellular network collaborator,
the upper bound of spatial error can be estimated by r(u) =
150+ 50× (u− 1), which ranges from 150 meters (u = 1) to
around 350 meters (u = 5).
1
· · · , t|W|〉, ∀o ∈ O, o.T denotes the estimated cellular trajec-
tory of o collected within W. The task of cellular trajectory
cleansing is to provide an accurate and complete trajec-
tory o.T ⋆ = 〈o.cl⋆1 , o.cl
⋆
2 , · · · , o.cl
⋆
|W|〉 which consists of |W|
inferred locations corresponding to the times in W.
We use an example to illustrate CTC. Consider two mo-
bile objects o1 and o2 traveling by bus and subway, respec-
tively. The (raw) trajectories estimated by their cellular
operator are shown in Figure 1(b), where o1.T includes
four consecutively observed cellular locations, i.e., o1.cl1,
o1.cl2, o1.cl3, and o1.cl4, while o2.T includes only o2.cl1
and o2.cl2 corresponding to t1 and t4. Obviously, there
exist two missing locations at t2 and t3 in o2.T . Moreover,
as Figure 1(c) illustrates, all the cellular locations in o1.T
deviate from the bus route (A → B → C → D) where
object o1 moves on. Further, o2.cl2 also deviates from the
subway line (A′ → B′ → C′ → D′). Thus, CTC aims to
transform the noisy raw cellular trajectory data (along with
the supplementary spatial error indicators) into accurate and
complete trajectories as depicted in Figure 1(a).
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(a) Cellular Trajectory Data
Service
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(b) Raw Cellular Trajecto-
ries
(c) A simple transportation network
and two raw cellular trajectories
Figure 1: Cellular Trajectory Cleansing
The above example, not only useful for understanding the
challenges faced in CTC, offers an idea for cellular trajec-
tory data cleansing. As mobile users are expected to move
on roads and other transportation lines, we may exploit a
transportation network (which maps all roads and transport
routes in a city) to discover the physical movements of cel-
lular users (on edges of the network) from their raw cellular
trajectory data. By calibrating noisy trajectories with the
transportation network, we correct spatial errors and infer
missing locations to support highly accurate and complete
trajectories.
There exists some relevant research inmap matching which
aims to align GPS trajectories with edges on maps (see
details in Section 2). However, CTC is different from (and
more challenging than) map matching, as CTC aims to infer
the exact time-stamped physical locations (i.e., movement)
of a mobile object instead of identifying only the network
edges where the object travelled. Moreover, map matching
algorithms typically assume availability of high-quality GPS
trajectory data (and often rely on some auxiliary sensor
data). As a result, they do not work well with cellular
location data. In this work, we do not only align the noisy
cellular trajectories with the network edges but also pro-
pose a novel object motion model to effectively deduce the
movement on traveled path which in turn infers the cellular
locations.
In this work, we propose to build a new data cleans-
ing framework, namely, Dynamic Transportation Network
based Cleansing (DTNC), for cellular trajectory data ser-
vices. DTNC consists of two major components: (1) a
dynamic transportation network (DTN) that does not only
facilitate efficient retrieval of candidate network edges for
a cellular location but also provides dynamic travel time
information associated with these edges; and (2) a cellular
trajectory cleansing process which takes cellular locations in
noisy trajectories to infer the most probable traveled edge se-
quence (i.e., trajectory on transportation network) and then
infer the physical locations of a user for cleansing. At the
heart of the trajectory cleansing process is a novel object mo-
tion model, namely, Travel-time-aware Hidden semi-Markov
Model (TT-HsMM), designed to capture the movements of
a user on the transportation network, based on her (noisy)
cellular trajectory and the travel time information on the
DTN. TT-HsMM takes emission probability, transition prob-
ability and remaining travel duration of edges estimated from
the DTN to differentiate candidate routes, where transition
probability and remaining travel duration can be computed
online with the edge-level travel time distributions. The
contributions we made in this research are five-fold:
• We identify the online cellular trajectory cleansing prob-
lem, and present a novel cleansing framework, namely
DTNC, in support of a cellular trajectory data service,
which is essential to many location-aware applications.
• We maintain a DTN in DTNC and develop an online
travel time distribution learning algorithm to timely
capture the time-dependent travel time information on
the DTN. It guarantees a theoretical bound for the
learned distributions.
• We derive a robust emission probability which repre-
sents the likelihood for a cellular location to be gen-
erated from a candidate edge fragment. Moreover, we
devise an adaptive transition probability to adaptively
depict how a mobile object transits between two edge
fragments within a given time period.
• We develop a Travel-time-aware Hidden semi-Markov
model (TT-HsMM), to describe the movement of a
mobile object on transportation network, based on
variable duration and partially observed noisy cellular
locations. Moreover, we devise algorithms to infer the
most probable edge sequence and physical locations of
the object.
• We perform extensive experiments with a real-world
cellular location dataset and a GPS trajectory dataset
(served as ground truth). The results show that DTNC
effectively supports CTC by significantly outperform-
ing six relevant methods, namely, PF [15], HMM [20],
OHMM [9], STRS [28], SnapNet [19], and CTrack [26].
2. RELATED WORK
The following lines of research are relevant to our study.
Transportation Network Modeling. Basically, two types
of information are modeled in a transportation network: (i)
static network information such as topology and edge types;
(ii) dynamic information such as the travel time and GHG
emissions, which are often affected by traffic conditions and
hence time-dependent. To answer probabilistic path queries,
Hua and Pei [13] propose to associate probabilistic weights
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with edges in road networks. Yang et al. [30] consider the
stochastic skyline route planning problem in a road network.
A trip planner over probabilistic time-dependent road net-
work is proposed in [17], which retrieves trip plans travers-
ing a set of query points. In [8], path cost distributions
on road network are estimated from historical trajectories.
DTN differs from these existing probabilistic road network.
First, it models a multimodal transportation network with
different edge types. Second, its edge weights are estimated
probabilistically by noisy cellular trajectories to reflect the
time-dependent travel times on those edges. Third, the edge
weights are timely updated with a theoretical bound.
Map matching. As we aim to exploit a DTN to discover
the physical movements of cellular users for cellular trajec-
tory cleansing (CTC), map matching algorithms which align
GPS trajectories with edges on maps are relevant to this
study. Most map matching methods [23, 20, 31, 10, 27, 15]
exploit spatial similarity to determine a likely path (i.e., edge
sequence under our context) that matches well with a given
GPS trajectory. However, due to the high spatial errors in
cellular trajectories, the inaccurate spatial similarity may
mislead the alignment towards wrong edges. Among those
algorithms, Hidden Markov Model (HMM) [20], perhaps the
most widely used one for GPS data, is proposed for map
matching upon noisy and spare trajectory data. Meanwhile,
particle filters, previously designed for object tracking, have
also been proposed for map matching [15, 10]. Thus, we
include these two basic methods in the evaluation for com-
parison.
Some methods employ “auxiliary information” besides the
observed locations for map matching [32, 16, 9, 19, 12]. For
example, in [32], the Hidden semi-Markov Model is applied
to combine multiple observation streams from an object to
track it. OHMM [9] relies on the real-time sensor data (i.e.,
speed and heading direction) on smartphones to derive the
speed penalty factor and momentum change, in addition to
sensor-deduced traveling distance, to calculate the distance
discrepancy between a trajectory and candidate edges for
map matching. SnapNet [19] employs customized speed
filter, α-trimmed filter and direction filter before applying
an extended HMM. In [16], travel time constraints, derived
from the speed limits, are exploited. Under the context
of CTC, sensor data from smartphones are not available.
While the time-dependent travel time distributions are in-
corporated into DTN, they are learned online from the cel-
lular trajectories, without relying on additional auxiliary
information. In the evaluation, we include OHMM [9] and
SnapNet [19] for comparison.
Recently, some research studies how to take low-sampling-
rate trajectories as the input to recover the missing traveled
edges [33, 25, 28]. We consider this line of studies as map
matching upon trajectories with missing locations. Zheng
et al. in [33] find the candidate traveled edge sequence
(i.e., path) according to the reference trajectories. In [25],
trajectories are calibrated via some anchor points, relying
on trained inference models from historical trajectory data.
In [28], a Spatio-Temporal-based Route Recovery System
(STRS) is presented, which establishes a hybrid model based
on high-quality historical trajectories. Unfortunately, high-
quality cellular trajectories are not available under the con-
text of CTC. Thus, the aforementioned methods may not
work effectively on cellular data. In order to validate the
proposed ideas in DTNC, we include representative map
matching algorithms in our evaluation for comparison.
Location inference. Location inference, which derives
specific locations from the an inferred edge sequence (i.e.,
path), is critical to the output quality of CTC. Most map
matching methods [29, 12, 31, 27, 9, 18, 20] treat the pro-
jection of a GPS point as its physical location, assuming a
Gaussian distribution of the measurement error. However,
cellular locations cleansed based on these methods tend to
have high spatial deviation, as indicated by our experiment
results.
Some indoor localization methods for smartphones or mo-
bile devices [6, 14] explore WiFi or bluetooth signal strength
fingerprints to improve the localization accuracy. However,
such client-side sensor data are inaccessible under our con-
text. Thus, these methods are not applicable. In CTrack [26],
a smoothing-interpolation pipeline is proposed, which re-
quires the auxiliary sensor hints (e.g. six neighboring towers,
cell ID, accelerometer, compass, and gyroscope data). As
the real-time speed, heading direction, and the acceleration
can also be approximated by raw cellular trajectory, we also
include CTrack [26] in our evaluation for comparison.
3. THE DTNC FRAMEWORK
We first introduce the core concepts in the proposed DTNC
and then provide an overview of the framework.
3.1 Core Concepts
As discussed earlier, dynamic transportation network (DTN)
plays an important role in our framework as it maintains
two key information: 1) network structure; 2) accurate and
timely captured travel times with respect to edges. The
DTN is formally defined as follows.
Definition 2 (Dynamic Transportation Network).
A dynamic transportation network DTN = {G,M} consists
of a graph G denoting the structure of transportation net-
work and a mapping M associating traffic information with
graph edges. Here, G = (V,E) is a directed graph; V is a
vertex set; and E ⊆ V × V is an edge set. A vertex vi ∈ V
models an intersection of edges or an edge end. ek = (eid, vi,
vj) ∈ E represents a directed edge with eid, indicating that
traveling from start vertex vi (also denoted by ek.s) to end
vertex vj (also denoted by ek.d) is feasible. Each ek has
an edge type, e.g., trunk, motorway, subway, footway, etc.
The mapping set M = {〈e1,De1〉, · · · , 〈en, Den〉} associates
a travel time distribution Dei with the transportation edge
ei (∀ei ∈ E).
In a DTN, G models the network structure, and M cap-
tures the travel time distributions associated with edges.
Note that the traffic conditions within a transportation net-
work are time-dependent [5, 30, 28] for most edges. There-
fore, the De (∀e ∈ E) is updated in a real-time fashion.
We intend to capture cellular locations (movement) of
a mobile object on transportation network by an object
motion model (to be detailed in Section 5.2), which requires
two pieces of information: 1) emission probability p(clk|xk),
which depicts how each cellular location clk is generated
from a state xk; 2) transition probability p(xk|xk−1), which
describes how the underlying movement takes place between
two states xk−1 and xk. We argue it’s important to use a
“robust” p(clk|xk) to address the inherent high spatial error
and to derive an “adaptive” p(xk|xk−1) based on real-time
travel times to tackle the issue of arbitrary missing locations.
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To this end, we define robust emission probability, which
takes a transportation edge fragment as a whole, to consider
how likely an observed cellular location is emitted from such
an edge fragment.4 We also define adaptive transition prob-
ability, conditioning on not only the previous state but also
the time interval between the two states on the DTN at a
given time, to determine the likelihood of a state transition.
Definition 3 (Robust Emission Probability). For
a cellular location cl, the robust emission probability p(cl|ef ∈
Rcl) is the probability for the physical (true) location of cl to
reside in a given edge fragment ef ∈ Rcl, where Rcl consists
of all the possible edge fragments corresponding to cl.
Recall that the uncertainty degree u associated with cl
gives an upper bound of spatial error between cl and its
physical location. We may issue a range query RQef (cl, G),
using cl as the root and distance derived from its u as the
radius, to retrieve Rcl, the set of all edge fragments fallen
within the region.
Definition 4 (Adaptive Transition Probability).
For two consecutive cellular locations clk and clk+1, the adap-
tive transition probability p(efk+1|efk,∆kt) is the probability
for the actual transition from efk to efk+1 within ∆kt, where
∆kt = clk+1.t− clk.t is the period of transition.
Instead of a physical location, we model the robust emis-
sion probability on an edge fragment, making it reliable.
Moreover, the enrichment of the dynamic conditions on DTN
brings fine-grained and precise factors into adaptive transi-
tion probability, rendering it adaptive to traffic dynamics
and thus more accurate.
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(a) G ∈ DTN
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(b) M ∈ DTN
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(c) p(cl|ef ∈ R)
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(d) p(efk+1|efk,∆kt)
Figure 2: Illustration of Core Concepts
Figure 2 illustrates the ideas behind these concepts via
a simple example, which shows how the dynamically main-
tained travel time distributions inDTN , the robust emission
probability and the adaptive transition probability contribute
to the selection of a sound path via the proposed object
motion model. A toy example of the network structure
G ∈ DTN is shown in Figure 2(a), while the association
of travel time distributions and edges M ∈ DTN are shown
in Figure 2(b). We use a bar chart (a.k.a. line graph) to
4An edge fragment ef = (eid, pl, pr) is a part (from pl to pr)
of a candidate transportation edge e, where e.eid = ef.eid,
and pl, pr are two points on e.
represent a travel time distribution of an edge, where each
bar is associated with two numbers, standing for the travel
time and frequency, respectively. For instance, DBC has
three bars, denoting the travel times 9, 33, and 35 seconds
(beneath the bars) and the corresponding frequencies 1, 10,
and 10 (above the bars), respectively.
Figure 2(c) illustrates the robust emission probabilities
w.r.t. o1.cl1 and o1.cl2. The circular regions centered at
o1.cl1 and o1.cl2 bound the possible physical locations of
them according to o1.cl1.u and o1.cl2.u. As a result, we
obtain Ro1.cl1 = {efa = 〈A
′B′.eid, al, ar〉, efb = 〈AB.eid,
bl, br〉}. Accordingly, we consider two robust emission proba-
bilities w.r.t. o1.cl1, including p(o1.cl1|efa) and p(o1.cl1|efb).
Similarly, two robust emission probabilities w.r.t. o1.cl2 are
considered: p(o1.cl2|efc) and p(o1.cl2|efd), where efc = 〈
CD.eid, cl, cr〉 and efd = 〈C
′D′.eid, dl, dr〉.
Figure 2(d) illustrates the adaptive transition probabilities
through a trellis diagram, where each column corresponds
to a time slice (of 10 seconds in this diagram) and each row
corresponds to an edge. Suppose ∆t = o1.cl2.t − o1.cl1.t =
30 s. In this case, observations for the middle two time slices
are missing. Bearing with missing observations, we compare
three candidate paths (i.e., sequences of edges), P1, P
′
1 and
P2, based on their possible internal transitions. If the mobile
object o1 starts from a position on efb, as indicated by P1,
o1 should very likely stop at somewhere on BC, as suggested
by DAB and DBC . While the internal transition of P1 has
a high probability, P1 is invalid since it does not stop at
efc. P
′
1 owns the same first three latent states with P1,
except that it uses CD as its last state. According to DAB ,
DBC and DCD, there exists a small probability for such a
transition to happen, because there is a bar in DBC with
travel time 9 seconds. Note that such a transition is an event
with small probability since the corresponding frequency is
1 while the rest two frequencies are 10. In contrast, if o1
starts from a position on efa, as suggested by P2, o1 is
able to reach somewhere within C′D′, as implied by DA′B′ ,
DB′C′ and DC′D′ . As P2 ends at a place within efd, it is
easy to accept that P2 is a sound path with high internal
transition probability, according to the ∆t and DTN .
3.2 Framework Architecture
Based on the core concepts, we describe the proposed
DTNC framework for cellular trajectory cleansing. Figure 3
gives an overview of the DTNC framework which consists of
two major components: (1) Dynamic Transportation Net-
work and (2) Cellular Trajectory Cleansing.
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Figure 3: Overview of the DTNC framework
Dynamic Transportation Network. According to Defi-
nition 2, this component maintains the static network struc-
4
ture and dynamic traffic information in a DTN to facilitate:
1) candidate edge fragment retrieval - issuing a range query
to retrieve candidate edge fragments for a cellular location;
and 2) online probability computation - computing robust
emission probability and adaptive transition probability. In
addition, DTN is updated by 3) online travel time distri-
bution learning - learning the travel time distribution from
just-in-time updates to capture the traffic changes.
Cellular Trajectory Cleansing. This component realizes
the process of data cleansing in four steps: 1) valid edge
fragment set derivation - as noisy raw cellular trajectories
stream in, it invokes candidate edge retrieval and further
derives valid candidate edge fragments; 2) TT-HsMM - the
object motion model is constructed online based on the valid
edge fragments, leveraging the robust emission probability,
adaptive transition probability, and the remaining travel du-
ration of edges estimated by the DTN; 3) edge sequence
inference - it infers the most probable traveled edge sequence
based on the TT-HsMM; and 4) physical location inference -
it infers the physical location w.r.t. each time stamp in the
service window.
4. DYNAMIC TRANSPORTATION NETWORK
Intrinsically, dynamic transportation network serves as an
evolving knowledge base, which offers three functionalities:
1) it supports efficient range query processing to obtain Rcl
for a cellular location; 2) it refreshes the De (∀e ∈ E) via
online learning; 3) it computes the probabilities required by
the trajectory cleansing component.
4.1 Candidate Edge Fragment Retrieval
Let Rcl denote the set of edge fragments cl may possibly
reside. We issue a region query RQef (cl,G) over G ∈ DTN
to get the edge fragments within a circular region centered
at cl with radius r derived from the uncertainty degree u of
cl (cf. footnote 3). Note that the computation of r involves
the definition of an uncertainty model for cellular locations,
which is orthogonal to DTNC. Other uncertainty models
(e.g. ellipse error model [21]) can be used as well.
4.2 Online Travel Time Distribution Learning
Here we describe how to learn and update travel time
distribution De for edge e on DTN.
Initial De. We initialize De by the travel speed limit
de of edge e. Specifically, a collection of travel speed val-
ues {s1, s2, · · · , sn} are sampled from the Uniform distribu-
tion U(0, de). Thus, {
|e|
s1
,
|e|
s2
, · · · , |e|
sn
}, where |e| denotes the
length of e, forms the discrete travel time distribution De.
As new cellular trajectories constantly arrive in DTNC,
we exploit them to compute online the travel time on edge e
and update the distribution De. Instead of using all the edge
fragments derived from cellular locations to compute the
travel time on edges, we consider only themost compact edge
fragment sets because they contain only one, most certain
edge fragment.5
Online travel time computation. Consider two most
compact edge fragment sets R⋆cli = {efα} and R
⋆
cli+1
=
{efβ}, corresponding to two consecutive cellular locations,
5After the edge fragment set Rcl for an edge e is retreived,
invalid edge fragments are filtered (detailed in Section 5.1).
The valid edge fragment set with one remaining edge
fragment, denoted by R⋆cl is the most compact and certain.
cli and cli+1. If efα and efβ belong to the same edge e, the
travel time of e can be estimated as follows. First, the travel
speed se for e is computed by
|efα.pc,efβ .pc|
cli+1.t−cli.t , where efα.pc
and efβ .pc denote the midpoint of efα and efβ , respectively.
Then, the travel time te of the whole edge e is computed by
te =
|e|
se
, where |e| denotes the length of e.
Update De. Within the current time window W, a
collection of travel times {t1e, t
2
e, · · · , t
n
e } corresponding to
an edge e may be computed over the most compact edge
fragment sets. Accordingly, we update the De based on the
Hoeffding bound (a.k.a. additive Chernoff bound) [11].
Let Te be the random variable described by De, t̂e be the
arithmetic mean of {t1e, t
2
e, · · · , t
n
e } and R be the range of
all outcomes of Te. Initially, R is assigned to the value com-
puted from De before update. After the arrival of {t
1
e, t
2
e, · · · , t
n
e },
Hoeffding bound states that the deviation between the em-
pirical mean t̂e and the actual mean E(T̂e) is at most ǫ with
the probability 1− δ, where ǫ =
√
R2ln(1/δ)
2n
.
According to this bound, if the time interval correspond-
ing to De is narrowed (i.e., R is reduced), ǫ drops as long as
the n remains unchanged (since δ is predefined). Neverthe-
less, the reduction in R leads to the decrease of n as well,
rendering the narrowing of R a subtle task.
We aim to reduce R with a minor decrease of ǫ, i.e.,
without sacrificing much accuracy. To this end, we propose
a narrowing process which identifies the proper endpoints
from the previous loose interval and forms a more compact
interval iteratively. Let δ and ǫ be the predefined thresholds.
For instance, δ = 0.05 and ǫ = 1, meaning that we aim
to narrow the previous interval to an extent so that the
deviation between the empirical mean t̂e of the new interval
and the expectation of the actual mean E(T̂e) is at most 1
time slice with the probability 1−0.05 = 0.95. This indicates
an insignificant accuracy loss.
Given δ and ǫ, R =
√
2n×ǫ2
ln(1/δ)
is derived from the original
Hoeffding bound ǫ =
√
R2ln(1/δ)
2n
. Since n is also a constant,
R can be directly computed. For instance, if δ = 0.05, ǫ = 1
and n = 20, R =
√
2×20×12
ln(1/0.05)
≈ 13.35.
We describe how to iteratively compute the endpoints of
the compact interval. Let tl and tr be the left and right
endpoints of the previous interval I . One of them is to be
removed in current iteration. Since a compact interval is
desired, the one that can narrow I further is firstly consid-
ered. The narrowing ability is evaluated by the distance
between it and its adjacent travel time value. Let tl′ and tr′
be the first values that are close to tl and tr, respectively.
If |tl′ − tl| > |tr − tr′ | and |tr − tl′ | > R, tl is removed.
Otherwise, if |tl′ − tl| ≤ |tr − tr′ | and |tr′ − tl| > R, tr is
removed. If both endpoints are unsuitable to be removed
(if removed, the computed R will be violated), the interval
is kept and the narrowing process ends. After the removal,
a new interval I ′ = [t′l, t
′
r] is generated. Clearly, if tr is
removed, [t′l, t
′
r] = [tl, tr′ ]. Otherwise, [t
′
l, t
′
r] = [tl′ , tr]. The
removal loops by using the new interval as the input. Note
that each iteration removes one endpoint, indicating the new
interval contains less travel time values (smaller n). Hence,
the removal loop (i.e., narrowing process) will eventually
stops because
√
2n×ǫ2
ln(1/δ)
monotonically decreases with n.
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(a) Update De
R ≈ 4.9 〈12, 1〉 〈15, 2〉 〈20, 4〉 〈23, 10〉 〈25, 15〉 〈35, 2〉 〈40, 2〉
R ≈ 4.764 〈12, 1〉 〈15, 2〉 〈20, 4〉 〈23, 10〉 〈25, 15〉 〈35, 2〉 ✘✘✘〈40, 2〉
R ≈ 4.622 〈12, 1〉 〈15, 2〉 〈20, 4〉 〈23, 10〉 〈25, 15〉 ✘✘✘〈35, 2〉 ✘✘✘〈40, 2〉
R ≈ 4.549 ✘✘✘〈12, 1〉 〈15, 2〉 〈20, 4〉 〈23, 10〉 〈25, 15〉 ✘✘✘〈35, 2〉 ✘✘✘〈40, 2〉
R ≈ 4.40 ✘✘✘〈12, 1〉 ✘✘✘〈15, 2〉 〈20, 4〉 〈23, 10〉 〈25, 15〉 ✘✘✘〈35, 2〉 ✘✘✘〈40, 2〉
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(b) Narrowing Process
Figure 4: Online De Learning
After obtaining the compact interval I ′ = [t′l, t
′
r], the up-
dated distribution D′e is calculated based on the frequency of
involved travel times in the I ′. A tuple 〈t, pt〉 is maintained
in D′e for each t in I
′, where t is an integer value representing
the travel time and pt is the probability of the travel time
t for edge e. Note that the computed travel time tie in
{t1e, t
2
e, · · · , t
n
e } can be a real value, we turn t
i
e into an integer
by a ceiling function ceil(tie) = ⌈t
i
e⌉. As such, pt is computed
by pt = p(t|De) =
Nt
NI′
, where Nt is the number of travel
times whose ceilings are t and NI′ is the number of travel
times whose ceilings fall into I ′.
Suppose a De contains a collection of travel time tuples
(where the first element is the travel time of e, and the
second one is the observed count): {〈23, 5〉, 〈25, 10〉} and a
collection of new travel time tuples {〈12, 1〉, 〈15, 2〉, 〈20, 4〉,
〈23, 10〉, 〈25, 15〉, 〈35, 2〉, 〈40, 2〉} are received, Figure 4(a)
exemplifies how De is updated. Let ǫ = 1, δ = 0.05. Thus,
R =
√
2n×ǫ2
ln(1/δ)
=
√
2×(1+2+4+10+15+2+2)×12
ln(1/0.05)
≈ 4.9 ≪ 28 =
40 − 12, indicating the initial time interval [12, 40] is too
loose. The first row in Figure 4(b) shows the initial travel
times and computed R. The narrowing process removes
〈40, 2〉 in the first iteration for 40 − 35 > 15 − 12 and
the removal of 〈40, 2〉 does not violate the newly computed
R =
√
2×(1+2+4+10+15+2)×12
ln(1/0.05)
≈ 4.764 for 4.764 < 35 − 12.
The narrowing process continues until it faces the remain-
ing travel time tuples {〈20, 4〉, 〈23, 10〉, 〈25, 15〉}. In this
iteration, the removal of either 〈20, 4〉 or 〈25, 15〉 generates
an interval that violates the corresponding R. Thus, the
narrowing process stops.
Based on {〈20, 4〉, 〈23, 10〉, 〈25, 15〉}, a travel cost dis-
tribution is computed p(t = 20|De) =
4
4+10+15
≈ 0.138,
p(t = 23|De) ≈ 0.345, and p(t = 25|De) ≈ 0.517. Further,
E(T̂e) ≈
20×4+23×10+25×15
4+10+15
≈ 23.62 seconds.
4.3 Online Probability Computation
Next, we describe how to compute robust emission proba-
bility and adaptive transition probability which are needed
in the proposed object motion model for edge sequence in-
ference (see Section 5.2-5.3).
4.3.1 Robust Emission Probability
To compute the robust emission probability w.r.t. a cellu-
lar location cl and an edge fragment ef , i.e., p(cl|ef ∈ Rcl),
we follow the maximum entropy principle to assume that
any physical location on an edge fragment ef ∈ Rcl has the
same probability κ of generating cl.
Since each edge fragment (eid, pl, pr) is a line segment, the
probability p(cl|ef ∈ Rcl) can be obtained by integrating
over the line segment. We have the following lemma.
Lemma 1. p(cl|ef ∈ Rcl) ∝ |ef |
Proof: p(cl|ef ∈ Rcl) =
∫ pr
pl
κdp = |ef | × κ ∝ |ef | 
Based on Lemma 1, we know that a robust emission prob-
ability p(cl|ef ∈ Rcl) is proportional to the length of ef .
In fact, all possible edge fragments are in Rcl. Thus, the
sum of all the robust emission probabilities w.r.t. a cellular
location is 1. Accordingly, each robust emission probability
w.r.t. cl can be computed, as shown in Lemma 2.
Lemma 2. p(cl|efj ∈ Rcl) =
|efj∈Rcl|∑
efi∈Rcl
|efi|
Proof: Since
∑
efi∈Rcl p(cl|efi) = 1,
and let Rcl = {ef1, · · · , efi, · · · , ef|Rcl|},
p(cl|ef1) : · · · : p(cl|efi) : · · · p(cl|ef|Rcl|) = |ef1| : · · · :
|efi| : · · · : |ef|Rcl|| (due to Lemma 1).
Therefore, p(cl|efj ∈ Rcl) =
|efj∈Rcl|∑
efi∈Rcl
|efi| 
4.3.2 Adaptive Transition Probability
Given two consecutive cellular locations clk and clk+1,
we approximate p(efj ∈ Rclk+1 |efi ∈ Rclk ,∆kt) (i.e., the
adaptive transition probability) as follows.
We view the adaptive transition probability as a posterior
probability, and use Monte Carlo simulations over the DTN
to approximate its expectation.
For each efi ∈ Rclk , such a simulation is accomplished
in three steps. First, the particles in a particle set A =
{par1, par2, · · · , par|A|} are evenly placed within efi. Sec-
ond, each particle moves along current edge e, where e.eid =
efi.eid. When the travel time te = t
′
e ×
|par.l,e.d|
|e| is used
up, the particle randomly transits to another edge e′, and
∆kt = ∆kt−te. Here, t
′
e is sampled from De, e
′.s = e.d, par.l
denotes the particle’s location, and |par.l, e.d| represents the
distance between par.l and e.d. Third, the second step
repeats itself, until the overall required time ∆kt elapses.
Then, the particle stops at a place. An indicator function
I(par.l ∈ efj) is devised to examine if the place lies in the
edge fragment efj . I(par.l ∈ efj) returns 1 if a particle stops
at a place within efj ; otherwise, it returns 0. In this way,
E(efj |efi,∆kt) ≈
∑
par∈A I(par.l∈efj)∑
efn∈Rclk+1
∑
par∈A I(par.l∈efn) .
Here, Rclk+1 covers all possible edge fragments for clk+1
and par ∈ A covers all the particles in the particle set A.
As a genetic method to compute the adaptive transition
probabilities for any two edge fragments efi ∈ Rclk and
efj ∈ Rclk+1 , we observe that when ∆kt is large, the diffused
particles after simulations can be sparse, and some edge
fragments inRclk+1 have no particle. Thus, the probabilities
associated with them are zeros, which can be inaccurate.
Surely, adding more particles can put the sparseness to
rest. Nevertheless, it brings a computational burden. In-
stead, to fix such sparseness problem with moderate parti-
cles, we add a Dirichlet prior Dir(γ) to the distribution of
the transited particles. That is,
Aki ∼ Dir(γ0m1, · · · , γ0m|Rclk+1 |) = Dir(γ0m) = Dir(γ)
6
where Aki is the adaptive transition probability vector re-
garding to the edge fragment efi ∈ Rclk ,m is the prior mean
vector (satisfying
∑|Rclk+1 |
j=1 mj = 1, where mj corresponds
to efj ∈ Rclk+1), γ0 is the prior strength.
Accordingly, after obtaining theMultinomial samples from
the particles, the posterior Aki ∼ Dir(γ+Ni), where Ni =
(Ni,1, · · · , Ni,|Rclk+1 |) is the vector that records the numbers
of the particles traveling from the edge fragment efi ∈ Rclk
to all edge fragments in Rclk+1 . Specifically, Ni,j denotes
the number of particles that have traveled from efi ∈ Rclk
and successfully stopped at efj ∈ Rclk+1 after ∆kt, and
Ni =
∑|Rclk+1 |
j=1 Ni,j . As such, we can approximate the
adaptive transition probability as follows.
Lemma 3. p(efj |efi,∆kt) ≈
Ni,j+γ0mj
Ni+γ0
Proof: p(efj |efi,∆kt) ≈
Ni,j+γ0mj
∑|Rclk+1 |
n=1 (Ni,n+γ0mn)
=
Ni,j+γ0mi
Ni+γ0

5. CELLULAR TRAJECTORY CLEANSING
For the raw cellular trajectories within current time win-
dow W, we first perform valid edge fragment set derivation,
to derive valid (and more compact) edge fragments; then
we instantiate TT-HsMM model to infer the most probable
edge sequence; lastly, we infer the physical locations.
5.1 Valid Edge Fragment Set Derivation
After retrieving Rcl (∀cl ∈ T ), corresponding valid (and
more compact) edge fragment sets are obtained with two
pruning techniques: 1) pairwise pruning examines the pairs
of edge fragments from consecutive Rcli and Rcli+1 to elim-
inate the invalid edge fragments; 2) sequence pruning takes
as input a sequence of consecutive edge fragment sets (after
being filtered by pairwise pruning) to collectively eliminate
the invalid edge fragment combinations.
To be precise, an edge fragment combination EC = 〈ef1,
· · · , ef|EC|〉 is a time-ordered sequence of edge fragment,
where for every pair of edge fragments efi ∈ Rcli and efj ∈
Rclj (i < j), cli.t < clj .t. An EC is invalid if the minimum
travel time between any two adjacent efi ∈ EC and efi+1 ∈
EC is greater than the corresponding time interval ∆t =
cli+1.t− cli.t. Thus, an edge fragment ef ∈ Rcl is removed
if it does not belong to any valid edge fragment combination.
Figure 5(a) and 5(b) illustrate the pairwise pruning and
the sequence pruning, respectively. As shown in Figure 5(a),
cl1 and cl2 are two consecutively observed cellular locations,
where Rcl1 = {efa, efb}, Rcl2 = {efc, efd}. With a globally
specified maximum travel speed vmax, we determine that
the traveling from efb to efd is invalid and hence edge frag-
ment combination 〈efb, efd〉 is invalid. Similarly, 〈efa, efc〉
is invalid, leaving EC1 = 〈efa, efd〉 and EC2 = 〈efb, efc〉.
Further, as shown in Figure 5(b), when cl3 is considered, we
have Rcl3 = R
⋆
cl3
= {efe}. Through sequence pruning, we
easily know that the only remaining valid edge combination
is EC3 = 〈efa, efd, efe〉 which is extended by EC1. More-
over, as EC3 is a most compact edge fragment set, we use it
estimate the travel times w.r.t. A′B′, B′C′, and C′D′ (see
Section 4.2).
5.2 Object Motion Model
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(a) Pairwise Pruning
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(b) Sequence Pruning
Figure 5: Pruning Techniques
As mentioned, at the heart of the trajectory cleansing
process is a novel object motion model, namely, Travel-
time-aware Hidden semi-Markov Model (TT-HsMM), which
captures the movement of a mobile object on DTN. The
idea is to consider the movement of the mobile object o as
the source of its cellular trajectory o.T , observed/estimated
within time window W. Note that o.T contains a series of
sub-trajectories, where each sub-trajectory is assumed to be
generated from an edge e of DTN, because o cannot jump
to another edge e′ and jump back within a short time.
Accordingly, we model the movement of o within W as a
state-observation process. In this process, each state is an
edge e in DTN. Within the expected travel time of an edge
e1, a sub-trajectory o.T1 ⊆ o.T is continuously observed
from e1, and then the sub-trajectory o.T2 ⊆ o.T next to o.T1
is observed from another edge e2 incident to e1. The pro-
cess of edge-subtrajectory interaction continues while o.T is
observed.
Figure 6(a) depicts the process of edge-subtrajectory in-
teraction regarding a cellular trajectory T = 〈cl1, cl2, · · · , cl|T |〉,
leveraging a Dynamic Bayesian Network.
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(a) TT-HsMM
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(b) Instantiation 1
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(c) Instantiation 2
Figure 6: Object Motion Model and Illustrations
As shown in Figure 6(a), three types of nodes are involved
in this network: edge nodes, e.g., ei, which denote the latent
transportation edges; remaining duration nodes, e.g., di,
which are the remaining traveling durations on correspond-
ing edges; and cellular location nodes, e.g., cli, which are
the observed cellular locations. Links between the nodes
represent conditional dependencies.
Figure 6(b) shows an instantiated TT-HsMM regarding a
cellular trajectory T = 〈cl1, cl2, cl3, cl4, cl5〉. Here, the sub-
trajectory 〈cl1, cl2〉 is associated with e1 with the remaining
durations d1 and d2, whilst 〈cl3, cl4, cl5〉 is assumed to be
generated from e2. Alternatively, Figure 6(c) gives another
instantiation. 〈cl1, cl2〉 is associated with e1; the rest are
associated with e2. To evaluate different instantiations, we
need to compute the overall probability with respect to each
instantiation, which reflects the object motion.
The object motion over the DTN is described as follows.
When a mobile object first enters a state (i.e., edge) e, the
travel time d is sampled from the travel time distribution
De associated with e. The state duration is determined
by d′ = d × |ef.pc,e.d||e.s,e.d| , where ef.eid = e.eid, ef ∈ Rclk
and ef.pc is ef ’s center. Thus, p(dk = d
′|dk−1 = 0, ek =
e) = p(t = d|De), representing the probability that the
travel time d of e, is adopted. Thereafter, the remaining
traveling duration deterministically subtracts the time gap
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between current cellular location and next cellular location,
until the remaining traveling duration becomes less than 0
after the subtraction. During the subtraction process, when
dk−1 ≥ ∆k−1t = clk.t− clk−1.t, the state remains the same
(i.e., the object still travels on the current edge). Accord-
ingly, ek−1 = ek, p(ek|ek−1, dk−1) = 1, and p(dk = dk−1 −
∆k−1t|dk−1, ek) = 1. When dk−1 is about to be negative,
i.e., dk−1 < ∆k−1t, the state makes a stochastic transition to
a new state (i.e., the mobile object should embark on a new
edge ek = e
′ incident to ek−1 where e′.s = ek−1.d). Thus,
p(ek|ek−1, dk−1) = p(efn ∈ Rclk |efm ∈ Rclk−1 ,∆k−1t),
where efn.eid = ek.eid and efm.eid = ek−1.eid. After
the transition, the travel time is again sampled from the
embarked new edge ek, the remaining traveling duration
is re-computed. The process loops until it covers all the
observed cellular locations.
Based on TT-HsMM, we are able to compute two proba-
bilities: p(dk = j|dk−1 = i, ek = e) which corresponds to the
links from one duration node dk−1 to its adjacent duration
node dk given the edge node ek, and p(ek = en|ek−1 =
em, dk−1 = i) corresponding to the links from one edge node
ek−1 to its adjacent edge node ek given the reaming duration
node dk−1.
p(dk = j|dk−1 = i, ek = e) =

p(t = d|De) if i = 0 (begin to travel on edge e)
1 if i ≥ ∆k−1t = clk.t− clk−1.t (traveling on e)
0 otherwise
p(ek = en|ek−1 = em, dk−1 = i) =

1 if i ≥ ∆k−1t (object still travels on em)
p(efn ∈ Rclk |efm ∈ Rclk−1 ,∆k−1t)
if i < ∆k−1t (transition is required)
Note that, the time gaps between two consecutive cellular
locations may be varied due to the missing locations. Addi-
tionally, the required probabilities can be computed in terms
of p(t = d|De) which can be derived from the learned travel
time distribution De (cf. Section 4.2), and the adaptive
transition probability p(efn ∈ Rclk |efm ∈ Rclk−1 ,∆k−1t)
which can be approximated (cf. Section 4.3.2).
Another probability required in the instantiation evalu-
ation is p(cl|e). Since an edge fragment uniquely corre-
sponds to one transportation edge and the physical loca-
tion can only fall into the derived edge fragment, p(cl|e) =
p(cl|ef) when e.eid = ef.eid. And p(cl|ef) is the robust
emission probability, which can be directly computed (cf.
Section 4.3.1). Therefore, after the valid edge fragment sets
corresponding to the cellular trajectory of T = 〈cl1, · · · , cl|T |〉
are derived, all the probabilities required in its TT-HsMM
can be computed.
5.3 Traveled Edge Sequence Inference
Based on the TT-HsMM, the edge sequence inference aims
to find the most probable edge sequence the object travelled
on.6 The most probable edge sequence e1:|T |, corresponding
to a cellular trajectory T = 〈cl1, · · · , cl|T |〉, is obtained
by maximizing the joint probability p(cl1:|T |, e1:|T |). Here,
cl1:|T | denotes the cellular location sequence in T .
e1:|T | = argmax
e1:|T |
p(cl1:|T |, e1:|T |) (1)
6The edge sequence is also referred to as a path in the paper
and used interchangeably.
Theorem 1. The optimization problem can be solved by
dynamic programming.
Proof: Guided by the Bayesian Network in Figure 6, the
probability p(cl1:|T |, e1:|T |) can be written as follows.
p(cl1:|T |, e1:|T |)
=
|T |∏
i=2
p(cli|ei)×
|T |∏
i=2
p(di|di−1, ei)×
|T |∏
i=2
p(ei|ei−1, di−1)
× p(cl1|e1)× p(d1|e1)× p(e1)
=
|T |−1∏
i=2
p(cli|ei)×
|T |−1∏
i=2
p(di|di−1, ei)×
|T |−1∏
i=2
p(ei|ei−1, di−1)
× p(cl1|e1)× p(d1|e1)× p(e1)× p(cl|T ||e|T |)
× p(d|T ||d|T |−1, e|T |)× p(e|T ||e|T |−1, d|T |−1)
= p(cl1:|T −1|, e1:|T −1|)× p(cl|T ||e|T |)× p(d|T ||d|T |−1, e|T |)
× p(e|T ||e|T |−1, d|T |−1)
As shown, the joint probability can be recursively ex-
pressed in terms of the edge-based robust emission probabil-
ity p(cli|ei) (where p(cli|ei) = p(cli|efi)) and the two condi-
tional probabilities p(di|di−1, ei) and p(ei|ei−1, di−1) regard-
ing adaptive transitions. As previously discussed, all these
probabilities can be computed directly. 
Therefore, similar to the Viterbi algorithm used in regular
HMM, we develop an algorithm for TT-HsMM to infer the
most probable edge sequence. Algorithm 1 shows the pseu-
docode. Initially (lines 1-3), we assign the computed robust
emission probability to each edge in Rcl1 , and the back
pointers zeros. The recursion step (lines 4-7) applies the
equation in Theorem 1 to incrementally solve the subprob-
lems. Finally (lines 8-10), the most probable edge sequence
is found according to the back pointers.
Algorithm 1: Most Probable Edge Sequence
Inference
/* initialization step */
1 for each edge e1 ⊇ ef1 ∈ Rcl1 do
2 viterbi[e1,1]← p(cl1|ef1);
3 backpointer[e1,1]← 0;
/* recursion step */
4 for each time step k from 2 to |T | do
5 for each edge ek ⊇ efk ∈ Rclk do
6 viterbi[ek,k]← maxdk∼Dek viterbi [ek−1, k − 1] ∗
p(ek|ek−1, dk−1) ∗ p(dk|dk−1, ek) ∗ p(clk|ek);
7 backpointer[ek ,k]← argmaxdk∼Dek viterbi [ek, t−
d] ∗ p(ek|et−d, dt−d) ∗ p(d|dt−d, ek);
/* termination step */
8 viterbi [e|T |+1, |T |+1]← maxe⊇ef∈Rcl|T | viterbi [e|T |,|T |];
9 backpointer [e|T |+1, |T |+ 1]←
argmaxe⊇ef∈Rcl|T |
viterbi [e|T |,|T |];
10 return the most probable edge sequence by following
backpointers from backpointer[e|T |+1, |T |+ 1];
It takes O(|Rcli | × |Dei |) time to compute the forward
variable for a single iteration, where the cardinality ofRcli is
the number of contained edge fragments and the cardinality
of Dei is the number of outcomes contained in Dei . Hence,
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the time complexity is O(|Rcli |max × |De|max × |T |), where
|Rcli |max denotes the largest cardinality of Rcli for any cel-
lular location in T , |De|max denotes the largest cardinality
of De for any edge included, and |T | is the number of cellular
locations in the trajectory T .
As |De| and |Rcli | are two factors determining the time
complexity, we pursue compact De and compact Rcl, as
described in Section 4.2 and 5.1, respectively.
5.4 Physical Location Inference
After obtaining the most probable edge sequence S =
〈e1, e2, · · · , e|T |〉 for a cellular trajectory T = 〈cl1, cl2, · · · , cl|T |〉,
we can track back to the corresponding edge fragment se-
quence S ′ = 〈ef1, ef2, · · · , ef|T |〉, where efi.eid = ei.eid.
For a cellular locations cli ∈ T , there exists a unique
efi correspondingly. In this case, the center of the edge
fragment approximates its physical location. We replace
cli by ef.pc =
efi.pl+efi.pr
2
. For the missing values be-
tween two cellular locations cli and cli+1, we track back to
the corresponding particles, denoted by B, that successfully
simulate the movement between efi ∈ S and efi+1 ∈ S .
A particle par ∈ B is randomly selected. After that, the
missing location at time t (cli.t < t < cli+1.t) is filled with
the particle par’s location at the corresponding moment.
6. EMPIRICAL EVALUATION
6.1 Experiment Setup
Transportation network: We obtain the transporta-
tion network of Singapore from OpenStreetMap7. The net-
work, containing 285, 102 vertices and 342, 261 edges, has
different edge types, including motorway, trunk, subway, etc.
Moreover, a grid index with cell length 100 meters is built
to support efficient range queries.
Cellular Trajectories with “Ground Truth”: To
evaluate the accuracy of the inferred physical locations, we
collect GPS locations by smartphones along with the cellular
locations from StarHub, a major cellular network operator in
Singapore and South-east Asia. We align the GPS locations
to network edges using HMM [20] and use them as the
ground truth for evaluation. Ten cellular trajectories T1−T10
are collected and named asdataset D1. The numbers of
cellular locations in D1 are summarized in Table 1.
T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
1552 1913 570 304 1862 286 669 717 790 2400
Table 1: Number of Cellular locations in D1
The average spatial uncertainty (u) in D1 is 3.82, and
proportion of the cellular locations with u = 4 and u = 5
is over 64%. Meanwhile, the average time gap between two
consecutively observed cellular locations is 13.82 seconds.
Cellular Trajectories without Ground Truth: To
generate the dynamic transportation network, and evaluate
the efficiency of the proposals, we obtain cellular locations
observed within the same times and same regions of D1 from
StarHub. This dataset, denoted by D2, contains 1, 790, 042
cellular locations observed from 2, 031 mobile objects. On
average, the uncertainty degree is 3.93 and the time gap
between two consecutive cellular locations is 14.5 seconds.
7https://www.openstreetmap.org/
Baselines: As discussed in Section 2, we extend six map
matching or path recovery methods to support CTC, includ-
ing STRS [28], SnapNet [19], HMM [23], PF [15], OHMM [9],
and CTrack [26].
In order to produce the locations, interpolations on the
derived edge sequence are used for the missing locations. For
CTrack [26] and OHMM [9], the required real-time speed,
acceleration, and heading direction are calculated from the
raw cellular trajectories.
Implementation Details: All algorithms are implemented
in JAVA 1.8.0 45 under Linux Ubuntu 16.04. All experi-
ments are conducted on a server with 16 GB main memory
and 3.6 GHz E3-1271 v3 Intel(R) Xeon(R) CPU.
6.2 Overall Evaluation
6.2.1 Effectiveness
We conduct experiments on D1 to evaluate the effective-
ness of DTNC. We use the Euclidean deviation d = dist(cl′, gps)
between an inferred physical location cl′ and its correspond-
ing GPS location gps with the same timestamp to measure
the spatial error.
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Figure 7: Overall Results
Figure 7 shows the results grouped by the trajectories.
Each group has seven stacked histograms, corresponding to
the methods under evaluation, including (from left to right)
PF, HMM, OHMM, STRS, SnapNet, CTrack, and DTNC.
As shown, DTNC produces the best cleansing results for all
the trajectories (from T1 to T10). In particular, after cleans-
ing by DTNC, each cellular trajectory has more than 40%
cellular locations with spatial error within 50 meters, signif-
icantly better than other methods. On average, DTNC has
less than 10% cleansed cellular locations with spatial errors
greater than 300 meters (i.e., the locations with uncertainty
degree 4 or 5), dropped from 64% in the original dataset.
However, the other methods have over 25% cleansed cellular
locations with spatial errors in this range.
The reasons that DTNC outperforms these baselines are
two-fold. First, DTNC more accurately infers the trav-
eled edge sequence. It uses robust emission probabilities
to avoid overemphasis on the Euclidean distances between
a cellular location and its surrounding edges; uses adaptive
transition probabilities to capture various travel times on
edges and avoid unnecessary detours; and uses TT-HsMM,
which considers the duration for each edge, to infer the
state sequence. Second, DTNC more accurately estimates
the physical locations. By considering the real-time travel
times of edges, it infers the missing locations based on the
traffic-aware simulations.
Case Study. We present a case study in Figure 8 to illus-
trate how and why DTNC excels in CTC and significantly
outperforms its potential rivals. Figure 8(a)-(b) shows a
GPS trajectory (ground truth) and the corresponding raw
cellular trajectory, respectivlely. Figure 8(c)-(h) show head-
to-head comparisons between DTNC and other methods.
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Figure 8: Detailed Comparison
PF [15] estimates cellular locations by Monte Carlo sim-
ulations that dispatch particles according to the spatial co-
herence. However, owing to the high spatial error of cellular
locations, the particles may be led to wrong directions and
thus inaccurate cellular locations. As shown, PF easily gets
affected by the noisy cellular locations (see in Figure 8(c)).
HMM [20] considers the spatial aspect of the trajectory,
trying to align the cellular trajectory with the underlying
network. As shown, HMM generates some unnecessary de-
tours because the high spatial errors drive the inferred routes
towards wrong edges (see in Figure 8(d)).
OHMM [9] relies on the real-time sensor data, i.e., speed
and direction, on smartphones to compute the speeding penalty
factor, momentum change, and the sensor-deduced traveling
distance to calculate its distance discrepancy. For cellular
data, such information can only be derived from the raw cel-
lular trajectory, resulting in inaccuracy. As shown, OHMM
produces chaotic locations when the required real-time speed
and heading direction are computed from the raw cellular
trajectory (see in Figure 8(e)).
STRS [28] relies on the HMM [20] results to train a re-
gression model for the travel time estimation, and recovers a
route. However, the HMM results are erroneous for cellular
trajectories, leading to the faulty routes and locations. As
shown, since STRS uses HMM-aligned cellular trajectories
to train its travel time regression model, it gives fuzzy paths
similar to its training trajectory (see in Figure 8(f)).
SnapNet [19] applies customized speed filter, α-trimmed
mean filter, and direction filter. However, in presence of
long high spatial error in CTC, and lacks of road network
exploration, these filters sometimes rule out actual edges,
rendering wrong inferred locations. As shown, SnapNet’s
filters rule out correct edges when the high-spatial-error
locations (whose uncertainty degrees are greater than four)
appear consecutively (see in Figure 8(g)).
CTrack [26] leverages the cellular fingerprints collected
from smartphones, and the ground truth training data to
infer the location grids generating these fingerprints. For
cellular data, such information can only be approximately
derived, leading to inaccurate results. As shown, CTrack
produces very messy locations when we replace its GPS
fingerprints by the cellular locations (in Figure 8(h)).
In summary, DTNC convincingly dominates these state-
of-the-art methods for CTC.
6.2.2 Efficiency
We also measure the run times to evaluate the efficiency
of DTNC using D2.Since the cleansing can be parallelized
in terms of the cellular trajectories, 8 threads are used to
cleanse the trajectories from 2031 mobile objects collected
within one hour.
Figure 9 reports the detailed DTNC running time which
consists of four parts: DA denotes valid edge fragment com-
putation, including Rcl retrieval, and pairwise pruning and
sequence pruning; OL denotes online De learning and up-
date; PC represents probability computation, including ro-
bust emission probability computing and transition prob-
ability approximation; and IN represents HsMM-MV con-
struction, edge sequence inference, and location inference.
As shown, when the number of mobile objects (denoted by
|mo|) increases, the run time grows. DA takes the largest
portion of run time due to the range query for each cellular
location and the further pruning. PC takes the second
largest portion of run time, because it not only computes
emission probability but also performs Monte Carlo simula-
tions to approximate a transition probability. Nevertheless,
thanks to dynamic transportation network and the Dirichlet
prior, PC itself is much more efficient than the conventional
particle filter. Run time of IN consists of (i) the optimal
sequence inference, and (ii) the physical location estimation.
For a long cellular trajectory, IN often only need to infer the
most probable edge sequence for small sub-trajectories due
to existence of the most compact R⋆ sequences (occupying
around 15% of the cellular locations). Therefore, IN is scal-
able w.r.t. the number of trajectories (and mobile objects).
Due to the well-devised narrowing method, a small travel
time range is maintained for each De. Hence, OL is scalable
w.r.t. the number of mobile objects.
6.3 Evaluation of DTNC Components
In this section, we evaluate the individual components in
DTNC and carry out a sensitivity test on window size.
Robust Emission Probability: We show that the de-
vised robust emission probability normally does not assign
a higher probability value to a transportation edge not been
actually traveled. We compare it with the widely used Gaus-
sian distribution 1√
2πδ
e−0.5(
dist(clt,Xt)
δ
)2 . LeveragingD1, the
accuracy of the emission probability can be evaluated by the
probability difference ratio for emission probability (PDREP ):
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Figure 11: PDREP
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Figure 12: PDRTP
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Figure 14: De Learning
pmax(cl|e)−pa(cl|e)
pmax(cl|e) , where pa(cl|e) is the emission probability
of the actually traveled edge e, and pmax(cl|e) is the max-
imum emission probability value, for all edges in Rcl. A
smaller probability difference ratio for emission probability
is preferred. Figure 11 shows the average probability dif-
ference ratios by varying uncertainty degrees (from u = 1
to u = 5) for the cellular locations in D1. We can see that
the proposed robust emission probability (labeled by Ro-
bustEP) achieves much lower probability difference ratios,
compared with the Gaussian distribution with 50 meters
variance. This suggests that RobustEP tends to assign a
low probability to an edge which is not actually traveled.
Further, as u increases, the probability difference ratios of
RobustEP increase gently. In contrast, the Gaussian distri-
bution is easily influenced by a high u.
Adaptive Transition Probability: We show that the
adaptive transition probability (labeled by AdapTP) is able
to describe the long-distance movement by assigning a higher
probability to the actually traveled path. We compare it
with the particle filter, which does not consider the real-
time traffic conditions and depends on the observed cellular
locations to update the weights of particles. Leveraging
D1, we vary the duration of missing cellular locations t
from 20 seconds to 100 seconds by sampling cellular loca-
tions from the raw cellular trajectories, and the accuracy
of the transition probability can be evaluated by the prob-
ability difference ratio for transitive probability (PDRTP ):
pmax(efi+1∈Rcli+1 |efi)−pa(efa|efi)
pmax(efi+1∈Rcli+1 |efi)
, where pmax(efi+1 ∈ Rcli+1
|efi) denotes the maximum transition probability for the
transition from current edge fragment efi to an edge frag-
ment in Rcli+1 , and pa(efa|efi) is the transition probability
for the actually happened transition. It is clear that a
smaller probability difference ratio is preferred. Figure 12
shows the average probability difference ratios by varying
time gaps (i.e., missing location lengths). We can see that
the proposed adaptive transition probability maintains a low
probability difference ratio as t grows, indicating it gives
a higher probability to the actually traveled edge fragment
pair. In contrast, the PF, which does not consider the traffic
conditions, deteriorates as t grows, suggesting it is incapable
of depicting the long-distance movements.
Compact Rcl Derivation: We study the pruning power
of two pruning techniques in varying trajectories. The prun-
ing power is evaluated by the ratio of the derived R⋆cl count
to the number of cellular locations in T , called compact ratio
r. A large r is preferred. However, given the high spatial
error, it is difficult to find many most compact edge frag-
ment sets. As shown in Figure 13(a), the r values oscillates
over various trajectories. On average, r values produced by
pairwise pruning can only reach around 0.04. Although a
limited number of the most compact edge fragment sets are
found by pairwise pruning, sequence pruning is capable of
boosting r values since a discovered R⋆cl propagates in the
sequence pruning. In Figure 13(b), the average r value after
sequence pruning is around 0.15, indicating 15 % of all cellu-
lar locations are firmly aligned to a particular transportation
edge after applying two pruning techniques.
Online De Learning: We evaluate the online learning
method by comparing the arithmetic mean t˜e of travel times
from the narrowed time range R with t˜ derived from all
available travel times. Such a comparison is done by ac-
curacy loss ratio: |t˜e−t˜|
t˜
. Figure 14(a) shows that with
the growth of δ narrowing procedure gradually reduces the
accuracy loss ratio between the online learning and the batch
learning based on all travel times, however, the reduction is
not substantial for δ ∈ [0.05, 0.15]. Figure 14(b) shows the
results from varying ǫ. We can see that with the growth of
ǫ, the accuracy loss ratio reduces. ǫ = 2 brings a clear
accuracy loss ratio reduction. Therefore, by default, we
choose δ = 0.05 and ǫ = 2, which brings us the significantly
narrowed time range and the minor accuracy loss ratio.
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Figure 15: Particle Diffusion Evaluation
Varying |W|. We study the impact of |W| of DTNC. As
shown in Figure 10, the cleansed cellular locations gradually
achieve higher accuracy as |W| increases. This is because
the inference algorithm described in Algorithm 1 computes
the most probable edge sequence based on more cellular
locations, which achieves a more reliable result. Neverthe-
less, the growth of the accuracy slows down after |W| = 70.
Based on our discussion with StarHub, this may be due to
the switch of servicing cellular towers, that result in higher
spatial errors. Thus, in our experiments, |W| is set as 70 by
default.
6.4 Additional Experiments
Varying Particle Size. Incorporating more particles
helps improve the accuracy of the approximated adaptive
transition probability. However, the run time also grows
due to the increase of more particles. In this case, we study
the effect of varying particle sizes and perform trade-off
analysis. The evaluation results are shown in Figure 15(a).
which shows the probability difference ratios (same as the
one used in adaptive transition probability evaluation) w.r.t.
varying particle number |A|. We can see that the probability
difference ratio slows down after |A| = 15 for our dataset
D1. And as shown in Figure 15(a), the run time linearly
increases as |A| grows. Therefore, by default, |A| = 15 is
used for D1, which takes moderate run time and achieves
relatively low probability difference ratio.
Varying Diffusion Policies. By setting m1 = · · · =
m|Rclk | =
1
|Rclk |
, we assume that each edge fragment has
the same chance to be traveled. We call such parameter
setting as even policy, denoted by evenP.
Alternatively, we can heuristically assign the m values in
accordance with their directional coherences. We dub such
heuristic setting as directional policy, denoted by directionP.
Concretely, directionP gives the edge fragments owning sim-
ilar directions with the subsequent cellular locations higher
probability. In this light, the edge fragments are categorized
into positive, negative and neutral directions, where posi-
tive direction means cos(ef, clkclk+1) > 0, negative direction
means cos(ef, clkclk+1) < 0, and neutral direction means
cos(ef, clkclk+1) = 0. For a positive-direction edge fragment,
its m = 2α|Rclk |
; for a neutral-direction one, its m = 1|Rclk |
;
and for a negative-direction one, its m = 0.5α|Rclk |
. According
to
∑
ef∈Rclk
= 1, α can be computed.
Figure 15(b) plots the evaluation results w.r.t. evenP and
directionP when the time gap t varies. Here, probability
difference ratio is same as the one used in the adaptive
transition probability evaluation. Not surprisingly, Direc-
tionP performs better when t is not large. This validates the
effectiveness of the heuristics. Nevertheless, as t grows, the
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difference between evenP and DirectionP is not significant
for D1, because the direction information is not so helpful
when t is large. Therefore, by default, we adopt EvenP as
the particle diffusion policy for it is simple yet effective.
Varying Missing Location Length As arbitrary miss-
ing location is the other challenge, we sample cellular loca-
tions from the raw cellular trajectories to construct trajec-
tories with various time gaps for missing locations. We call
the time gap between two consecutive cellular locations as
missing location length. We apply DTNC to the constructed
trajectories to study its Euclidean deviation distributions.
Note that we have put all the constructed trajectories (from
T1 to T10) together in this experiment.
Figure 16 shows the results of the Euclidean deviations,
where the missing location length varies from 20 seconds to
110 seconds. The results are grouped by time gaps.
As the time gap grows, DTNC maintains a relatively sta-
ble distribution of Euclidean deviation. The high-quality
location (with spatial error below 50 meters) rate of DTNC
gradually decreases from 47% to 41%, suggesting it is good
at dealing with the missing values.
The reasons why DTNC is not sensitive to the missing
locations length are two-fold. First, DTNC accurately sim-
ulates the movement between two cellular locations, based
on the continuously updated edge travel time distributions.
Thus, it is capable of differentiating paths in terms of the
traffic-aware simulations. Second, only the particles moving
along the most probable edge sequence are adopted to infer
physical locations. Hence, it is insensitive to the missing
locations, and is able to produce accurate results.
7. CONCLUSION
In this paper, we propose a new data cleansing framework
called Dynamic Transportation Network based Cleansing
(DTNC), which produces cleansed cellular trajectories with
accurate locations. DTNC utilizes real-time traffic infor-
mation maintained in a dynamic transportation network
to derive robust emission probabilities, adaptive transition
probabilities as input to the proposed object motion model
(i.e., TT-HsMM) in order to infer the most probable edge
sequence for data cleansing.
An evaluation with real-world cellular data offers insight
into the design of DTNC and confirms its effectiveness and
efficiency. In particular, after being processed by DTNC,
the spatial errors in 40% of cellular locations are reduced to
below 50 meters. Further, DTNC significantly outperforms
its potential state-of-the-art rivals in CTC, including PF,
HMM, OHMM, STRS, SnapNet, and CTrack.
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