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1. Introduction and main results
In [11], Wang and Pang studied existence and uniqueness of positive solutions for the following problem:⎧⎪⎨
⎪⎩
−u = λu − a(x)u2 − buv in Ω,
−v = v
(
u − 1− v
u
)
in Ω,
∂νu = ∂ν v = 0 on ∂Ω,
(1)
where Ω ⊂RN is a bounded domain with appropriately smooth boundary ∂Ω , ν is the outward unit normal vector on ∂Ω ,
∂ν = ∂∂ν , λ and b are positive constants, and a(x) is a nonconstant, continuous function satisfying one of the following
conditions:
(H1) a(x) > 0 on Ω;
(H2) a(x) = 0 on D ⊂ Ω and a(x) > 0 on Ω \ D , where D is a simply connected domain with smooth boundary.
It is well known that the system (1) models the steady state behavior of a diffusive variable-territory prey–predator
ecosystem in a heterogeneous environment. For more detailed biological background of (1), please see [10] and [11].
In the present paper, we continue to study the existence of positive solutions for (1), in particular, in the case where
λ  λD1 under the degenerate condition (H2). Here and after, for any bounded domain Ω0 with smooth boundary ∂Ω0,
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condition.
Furthermore, motivated by [5], in which the authors analyze the asymptotic behavior of positive solutions in the weak-
predator and strong-predator limits (i.e., b → 0+ and b → +∞, respectively) for the problem⎧⎪⎨
⎪⎩
−u = λu − a(x)u2 − buv in Ω,
−v = μv
(
1− v
u
)
in Ω,
∂νu = ∂ν v = 0 on ∂Ω,
(2)
where λ,μ are positive constants satisfying μ > λ λD1 , we also study the asymptotic behavior of positive solutions of (1)
as b → 0+ and b → +∞, respectively. By a comparison between the results in [5] and this paper, one can observe some
essential differences in the sharp spatial patterns of (1) and (2). For related work on (2), please also refer to [12].
In [11], the authors proved the following existence and uniqueness result:
Proposition 1.1. (See [11, Theorems 5,6].) (i) Assume that (H1) holds. If maxΩ a(x) λ, then (1) has a positive solution.
(ii) Assume that (H2) holds, and thatmaxΩ a(x) < λ
D
1 . If λ ∈ [maxΩ a(x), λD1 ), then (1) has a positive solution.
Moreover, in both (i) and (ii), if b is suﬃciently small, then the positive solution is unique.
In this paper, we obtain suﬃcient conditions for the existence of positive solutions of (1) that improve and extend those
of Proposition 1.1. We recall a fundamental result due to Ouyang [9] that, under the assumption (H1), for any λ > 0, the
problem
−u = λu − a(x)u2 in Ω, ∂νu = 0 on ∂Ω, (3)
has a unique positive solution uλ; and that under the assumption (H2), (3) has a unique positive solution uDλ if λ ∈ (0, λD1 )
and has no positive solutions if λ λD1 .
Lemma 1.1. (i) Assume that (H1) holds and λ > 0. If∫
Ω
(uλ − 1)dx > 0, (4)
then (1) has a positive solution.
(ii) Assume that (H2) holds and λ ∈ (0, λD1 ). If∫
Ω
(
uDλ − 1
)
dx > 0, (5)
then (1) has a positive solution.
Proof. We will only deal with (ii). We ﬁrst remark that the novelty in the proof, as compared with that of [11, Theorem 6],
is the positive lower bound for v , and it is at this step that the authors of [11] imposed the condition on maxΩ a in the
proof of Proposition 1.1. Notwithstanding this remark, we shall present the proof in some detail for the sake of readability.
We further remark that some of the proofs below make use of similar arguments, and details will be skipped over there to
keep the paper to a reasonable length.
The method is based on degree theory arguments as in [2,11]. Assume that (u, v) is a positive solution of the following
problem with the parameter t ∈ [0,1]:⎧⎪⎨
⎪⎩
−u = λu − a(x)u2 − tbuv, x ∈ Ω,
−v = v
(
u − 1− v
u
)
, x ∈ Ω,
∂νu = ∂ν v = 0, x ∈ ∂Ω.
(6)
Without loss of generality, we assume that a(x) ∈ C1(Ω). By the regularity theory of elliptic equations, we see that
(u, v) ∈ [C2(Ω)]2. Using the comparison principle, one obtains
0< u  uDλ on Ω,
where uDλ is the unique positive solution of (3). At the same time, we note that v satisﬁes
−v  v
(
u − v
)
 v
(
‖u‖∞ − v
)
in Ω,u ‖u‖∞
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v  ‖u‖2∞ 
∥∥uDλ ∥∥∞‖u‖∞  ∥∥uDλ ∥∥2∞ on Ω. (7)
This establishes an upper bound for (u, v).
Next we will ﬁnd a lower bound of (u, v). Let u(x0) = minΩ u. By the maximum principle [8], we infer from the ﬁrst
equation of (6) that
λ − a(x0)u(x0) − tbv(x0) 0.
Therefore
λ a(x0)u(x0) + tbv(x0) ‖a‖∞ min
Ω
u + b‖v‖∞. (8)
Rewrite the equation of u as
u + f (x)u = 0 in Ω, ∂νu = 0 on ∂Ω,
where f := λ − a(x)u − tbv . Note that f satisﬁes, by (7),
‖ f ‖∞  λ + ‖a‖∞‖u‖∞ + b‖v‖∞  λ +
(‖a‖∞ + b∥∥uDλ ∥∥∞)∥∥uDλ ∥∥∞.
By the Harnack inequality [7], there exists a positive constant C1 independent of t such that
max
Ω
u  C1 min
Ω
u. (9)
From this, (7) and (8), it follows that
λ
(‖a‖∞ + bC1∥∥uDλ ∥∥∞)min
Ω
u,
i.e.,
min
Ω
u  λ
(‖a‖∞ + bC1∥∥uDλ ∥∥∞)−1. (10)
This establishes a lower bound for u.
Now we ﬁnd a positive lower bound of v . For this, write the equation of v as
v + g(x)v = 0 in Ω, ∂ν v = 0 on ∂Ω,
where g := u − 1− vu . Note that g satisﬁes, by (7) and (9),
‖g‖∞  ‖u‖∞ + 1+ ‖v‖∞
minΩ u
 ‖u‖∞ + 1+
∥∥uDλ ∥∥∞ ‖u‖∞minΩ u 
∥∥uDλ ∥∥∞ + 1+ C1∥∥uDλ ∥∥∞.
By the Harnack inequality, there exists a constant C2 > 0 independent of t such that
max
Ω
v  C2 min
Ω
v. (11)
We claim that there exists a constant ξ > 0 that is independent of t such that
min
Ω
v  ξ. (12)
Suppose that this is not so. Then there exist tn ∈ [0,1] and a solution (un, vn) of (6) with t = tn such that
min
Ω
vn → 0 as n → +∞.
From (11), it follows that
max
Ω
vn → 0 as n → +∞. (13)
Note that {un} and {un} are bounded sets in L∞(Ω). By the standard elliptic theory, {un} is bounded in W 2,p(Ω) for any
p > 1. By (10) and (13), there exist a subsequence of {un}, denoted again by {un}, and a positive function z such that un → z
in C1(Ω), and
−z = λz − a(x)z2 in Ω, ∂ν z = 0 on ∂Ω.
Clearly, z = uDλ , and hence it satisﬁes, by the assumption (5),∫
(z − 1)dx > 0. (14)
Ω
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Ω
|∇vn|2
v2n
dx = −
∫
Ω
(
un − 1− vn
un
)
dx.
Since the left-hand side of the above equality is nonnegative, we get∫
Ω
(un − 1)dx
∫
Ω
vn
un
dx.
Passing to the limit and noticing (10) and (13), we obtain∫
Ω
(z − 1)dx 0,
which is in contradiction to (14). This establishes the lower bound (12).
We remark that, using the same argument, one can see that these lower bounds for u and v are also independent of λ.
Deﬁne
O = {(u, v) ∈ C(Ω × Ω); c < u, v < C},
where
c = 1
2
min
{
ξ,λ
(‖a‖∞ + bC1∥∥uDλ ∥∥∞)−1}, C = 2max{∥∥uDλ ∥∥∞,∥∥uDλ ∥∥2∞}.
From the above discussion we see that for all t ∈ [0,1], (6) has no solution on ∂O.
Denote
A(t;u, v) = (L f (t,u, v), Lg(u, v)),
where f (t,u, v) = u+u(λ−a(x)u−tbv), g(u, v) = v+ v(u−1− vu ), and L = (−+ I)−1. Then A : [0,1]×Ω → C(Ω)×C(Ω)
is compact, and for (u, v) ∈O, it is a solution of (6) if and only if it is a ﬁxed point of A(t; ·), i.e., (u, v) = A(t;u, v). Thus,
(u, v) 	= A(t;u, v), ∀t ∈ [0,1], (u, v) ∈ ∂O.
Furthermore, the degree deg(I − A(t; ·),O,0) is well deﬁned and independent of t ∈ [0,1].
When t = 0, the problem (6) becomes⎧⎪⎨
⎪⎩
−u = λu − a(x)u2, x ∈ Ω,
−v = v
(
u − 1− v
u
)
, x ∈ Ω,
∂νu = ∂ν v = 0, x ∈ ∂Ω.
(15)
This problem admits a unique positive solution (u∗, v∗), where u∗ = uDλ , and v∗ is the unique positive solution of
−v = v
(
u∗ − 1− v
u∗
)
in Ω, ∂ν v = 0 on ∂Ω.
Hence
deg
(
I − A(0; ·),O,0)= index(I − A(0; ·), (u∗, v∗)).
We can prove that (u∗, v∗) as a solution of (15) is nondegenerate and linearly stable. In fact, the linearized eigenvalue
problem of (15) at (u∗, v∗) is⎧⎪⎪⎨
⎪⎪⎩
−h = λh − 2a(x)u∗h + ηh, x ∈ Ω,
−k =
(
u∗ − 1− 2v
∗
u∗
)
k +
[
v∗ +
(
v∗
u∗
)2]
h + ηk, x ∈ Ω,
∂νh = ∂νk = 0, x ∈ ∂Ω,
(16)
where η denotes the eigenvalue and (h,k) the corresponding eigenfunction. By the ﬁrst equation of (15) we see that
λ
Ω,N
1 (au
∗ − λ) = 0, where we denote by λΩ,N1 (φ) the ﬁrst eigenvalue of the operator − + φ in Ω with the homogeneous
Neumann boundary condition. If h 	≡ 0, from the ﬁrst equation of (16), we see that
η λΩ,N
(
2au∗ − λ)> λΩ,N(au∗ − λ)= 0.1 1
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∗
u∗ − u∗ + 1) = 0. By the second
equation of (16),
η λΩ,N1
(
2v∗
u∗
− u∗ + 1
)
> λ
Ω,N
1
(
v∗
u∗
− u∗ + 1
)
= 0.
In conclusion, we always have η > 0. Consequently,
index
(
I, A(0; ·), (u∗, v∗))= 1.
Hence deg(I, A(1; ·),O,0) = 1, and thus A(1; ·) has at least one ﬁxed point in O. In other words, the problem (1) has at
least one positive solution. The proof is complete. 
Remark 1.1. If maxΩ a  λ, by the maximum principle, the solution uλ  1 (uDλ  1). Thus, in this case, (4) ((5)) holds.
Therefore, Lemma 1.1 is an improvement of Proposition 1.1.
Denote a := 1|Ω|
∫
Ω
a(x)dx.
Theorem 1.1. (i) Let (H1) hold.
(a) If λ a, then (1) admits at least one positive solution.
(b) If 0< λminΩ a(x), then (1) has no positive solution.
(ii) Let (H2) hold.
(a) There exists a suﬃciently small constant 
 > 0 such that (1) admits at least one positive solution for all λ > λD1 − 
 .
(b) If a < λD1 , then (1) admits at least one positive solution for all λ a.
(c) There exists a constant λ0 = λ0(b,a,Ω) ∈ (0, λD1 ) such that (1) has no positive solution for any λ ∈ (0, λ0].
Remark 1.2. Clearly, if maxΩ a(x)  λ, then λ  a. Thus Theorem 1.1 improves Proposition 1.1. Furthermore, under the
condition (H2), Theorem 1.1 extends Proposition 1.1 to the region λ λD1 , and answers an open question in [11] (Remark 1.1).
Example 1.1. Let 
 > 1. Consider the problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u′′ = u
(
1− 

(cos x+ 
)2 u − 2009v
)
, x ∈ (0,π),
−v ′′ = v
(
u − 1− v
u
)
, x ∈ (0,π),
u′(π) = u′(0) = v ′(π) = v ′(0) = 0.
(17)
It is easy to check that w = cos x+ 
 is the unique positive solution of⎧⎨
⎩−u
′′ = u
(
1− 

(cos x+ 
)2 u
)
, x ∈ (0,π),
u′(π) = u′(0) = 0.
Since 
 > 1, we have
π∫
0
(w − 1)dx =
π∫
0
(cos x+ 
 − 1)dx = (
 − 1)π > 0.
Thus, (17) admits a positive solution according to Theorem 1.1.
Set a(x) = 

(cos x+
)2 for 
 > 1. Then
max[0,π ] a(x) =


(
 − 1)2 ,
and hence
max[0,π ] a(x) > 1 ⇐⇒ 1< 
 <
1
2
(3+ √5 ).
Clearly, Proposition 1.1 does not cover the case where 1< 
 < 3+
√
5
2 .
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 > 0. Consider the problem⎧⎪⎪⎨
⎪⎪⎩
−u = u(
 − (1+ |x|2)u − 2009v), x ∈ B1,
−v = v
(
u − 1− v
u
)
, x ∈ B1,
∂νu = ∂ν v = 0, x ∈ ∂B1.
(18)
A simple calculation gives
min
B1
(
1+ |x|2)= 1, max
B1
(
1+ |x|2)= 2, 1|B1|
∫
B1
(
1+ |x|2)dx = 8
5
.
According to Theorem 1.1, (18) admits a positive solution when 
 > 85 and has no positive solution when 
  1. It is easy to
see that the case where 85 < 
 < 2 is not covered by Proposition 1.1.
Example 1.3. Let a(x) = (x2 − 1)+ , where s+ =max{s,0}. Consider the problem⎧⎪⎪⎨
⎪⎪⎩
−u′′ = u(1− a(x)u − 2009v), x ∈ (−2,2),
−v ′′ = v
(
u − 1− v
u
)
, x ∈ (−2,2),
u′(2) = u′(−2) = v ′(2) = v ′(−2) = 0.
(19)
A simple calculation gives
1
4
2∫
−2
a(x)dx = 1
2
2∫
1
(
x2 − 1)dx = 2
3
.
Note that λ(−1,1)1 = π2/4 > 1 > 2/3, and hence (19) has a positive solution according to Theorem 1.1. As max[−2,2] a(x) =
3> 1, this is not covered by Proposition 1.1.
Finally, we analyze the asymptotic behavior of solutions of (1) as b → 0+ and b → +∞, respectively. We focus our
attention on the case λ λD1 .
Theorem 1.2 (Asymptotic behavior as b → 0+). Let (H2) hold and λ λD1 . Let (ub, vb) be a positive solution of (1).
(a) As b → 0+ ,
ub → +∞ uniformly on D,
ub → Uλ uniformly on any compact subset of Ω \ D,
where Uλ is the minimal positive solution of{
−u = λu − a(x)u2 in Ω \ D,
∂νu|∂Ω = 0, u|∂D = +∞.
If, in addition, λmax{λD1 , (1+ λD1 + σ)maxΩ a} for some constant σ > 0, then, as b → 0+ ,
vb → +∞ uniformly on D,
and, along any sequence of b decreasing to 0, there is a subsequence {bn} such that
vbn → v uniformly on any compact subset of Ω \ D,
where v is positive and satisﬁes⎧⎨
⎩−v = v
(
Uλ − 1− v
Uλ
)
in Ω \ D,
∂ν v|∂Ω = 0, v|∂D = +∞.
(b) If λ > λD1 , then, as b → 0+ ,√
bub → U uniformly on D, bvb ⇀ U2 in Lp(D)
for any p > 1, where U is the unique positive solution of{
−u = λu − u3 in D,
u|∂D = 0.
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lim
b→0+
(√
b‖ub‖∞,b‖vb‖∞
)= (0,0).
Remark 1.3. In the case where (1+ λD1 )maxΩ a λ λD1 , we do not know whether the asymptotic behavior of vb given in
(a) above still holds.
Theorem 1.3 (Asymptotic behavior as b → +∞). Let (H2) hold and λ λD1 , and let (ub, vb) be a positive solution of (1). Then, along
any sequence of b → +∞, there exists a subsequence {bn} such that
(ubn ,bnvbn) → (u, v) in C1(Ω),
where (u, v) is a positive solution of⎧⎨
⎩
−u = (λ − a(x)u − v)u, x ∈ Ω,
−v = v(u − 1), x ∈ Ω,
∂νu = ∂ν v = 0, x ∈ ∂Ω.
2. Existence
In this section, we prove Theorem 1.1. In fact, we will only prove Theorem 1.1(ii), and leave the rest as an exercise to the
reader.
Lemma 2.1. Assume that (H2) holds and that an(x) → a(x) in C(Ω) as n → +∞ and an  0 on Ω . Let λn ∈ (0, λ] and bn  b for
some constants λ,b > 0 and for all n 1. If (un, vn) is a corresponding positive solution of (1), then
bn‖vn‖∞  (1+ λ)‖un‖∞, ∀n 1, (20)
and there exists a constant C = C(λ,b) > 0 such that
‖un‖∞ + bn‖vn‖∞  C, ∀n 1. (21)
Proof. Set wn = bnvn . Then (un,wn) satisﬁes⎧⎪⎪⎨
⎪⎪⎩
−un =
[
λn − an(x)un − wn
]
un, x ∈ Ω,
−wn = wn
(
un − 1− wn
bnun
)
, x ∈ Ω,
∂νun = ∂νwn = 0, x ∈ ∂Ω.
(22)
Adding the two equations of (22), we ﬁnd that zn := un + wn satisﬁes⎧⎨
⎩−zn = λnun − an(x)u2n − wn −
w2n
bnun
in Ω,
∂ν zn = 0 on ∂Ω.
Let zn(xn) =maxΩ zn for some xn ∈ Ω . By the maximum principle, we have
λnun(xn) − an(xn)u2n(xn) − wn(xn) −
[wn(xn)]2
bnun(xn)
 0.
It follows that wn(xn) λun(xn), and hence, for any n 1,
max
Ω
zn = un(xn) + wn(xn) (1+ λ)un(xn) (1+ λ)‖un‖∞. (23)
Now, suppose, on the contrary, that (20) does not hold. Then, there exist some j  1 and y j ∈ Ω such that
w j(y j) =max
Ω
w j > (1+ λ)‖u j‖∞,
and hence
max
Ω
z j  w j(y j) + u j(y j) > (1+ λ)‖u j‖∞,
which contradicts (23). This establishes (20).
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⎪⎪⎩
−un =
[
λn − an(x)un − bnvn
]
un, x ∈ Ω,
−vn = vn
(
un − 1− vn
un
)
, x ∈ Ω,
∂νun = ∂ν vn = 0, x ∈ ∂Ω,
such that ‖un‖∞ + bn‖vn‖∞ → +∞ as n → +∞.
Deﬁne
uˆn := un‖un‖∞ + ‖wn‖∞ , wˆn :=
wn
‖un‖∞ + ‖wn‖∞ .
Then (uˆn, wˆn) satisﬁes ‖uˆn‖∞ + ‖wˆn‖∞ = 1, ‖uˆn‖∞  1/(2+ λ) by (20), and⎧⎪⎪⎨
⎪⎪⎩
−uˆn =
[
λn − an(x)un − wn
]
uˆn, x ∈ Ω,
−wˆn = wˆn
(
un − 1− wˆn
bnuˆn
)
, x ∈ Ω,
∂ν uˆn = ∂ν wˆn = 0, x ∈ ∂Ω.
(24)
From the ﬁrst equation of (24), it follows that
−uˆn  λuˆn in Ω, ∂ν uˆn = 0 on ∂Ω.
By [2, Lemma 3.7] (see also [12, Lemma 3.5]), there exist a subsequence of {uˆn}, still denoted by itself, and a nonnegative
function uˆ ∈ H1(Ω) ∩ Lp(Ω) for all p > 1, uˆ 	= 0, such that
uˆn ⇀ uˆ in H
1(Ω), uˆn → uˆ in Lp(Ω).
It follows from the second equation of (24) that z = wˆn is a positive solution of
−z −
(
un − 1− wˆn
bnuˆn
)
z = 0 in Ω, ∂ν z = 0 on ∂Ω.
Thus, by [1, p. 118],∫
Ω
|∇φ|2 dx
∫
Ω
(
un − 1− wˆn
bnuˆn
)
φ2 dx
for any φ ∈ {v ∈ H2(Ω); ∂νw = 0 on ∂Ω}. Taking φ = uˆn , we obtain∫
Ω
|∇uˆn|2 dx+
∫
Ω
(
uˆ2n + b−1n wˆnuˆn
)
dx
∫
Ω
unuˆ
2
n dx.
Note that the left-hand side of the above inequality is uniformly bounded in n. Therefore, as n → +∞,∫
Ω
uˆ3n dx =
1
‖un‖∞ + ‖wn‖∞
∫
Ω
unuˆ
2
n dx → 0,
and hence
∫
Ω
uˆ3 dx= 0. This implies that uˆ = 0, which is a contradiction. 
Lemma2.2. Assume that (H2) holds. Let λn ∈ [λD1 , λ], where λ > λD1 , for all n 1 and limn→+∞ λn = λ∗ . If (un, vn) is a corresponding
positive solution of (1), then there exists a positive constant c = c(λ) such that
un, vn  c on Ω, ∀n 1.
Proof. By Lemma 2.1, there exists a positive constant C independent of n such that un, vn < C for all n 1. By the standard
elliptic regularity theory, un, vn ∈ C2(Ω). As in Lemma 1.1(ii), one can use the upper bounds of un and vn , the Harnack
inequality and the maximum principle to obtain a positive lower bound of un , say c1, which is independent of n. Next, we
prove that vn possesses a positive lower bound independent of n.
Suppose that this is not so. Then there exists a subsequence of {(un, vn)}, still denoted by itself, such that
min
Ω
vn → 0, n → +∞.
Now rewrite the equation of vn as
vn + f (x)vn = 0 in Ω, ∂ν vn = 0 on ∂Ω,
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bound, there exists a constant C > 0 independent of n such that
‖ f ‖∞  C .
By the Harnack inequality, there exists a constant C1 > 0 independent of n such that
max
Ω
vn  C1 min
Ω
vn
and hence
max
Ω
vn → 0 as n → +∞. (25)
Since {un} and {un} are bounded sets in L∞(Ω), by the standard elliptic theory, {un} is bounded in W 2,p(Ω) for all p > 1.
Again note that un has a positive lower bound. Then, there exist a subsequence of {un}, still denoted by {un}, and a positive
function z such that un → z in C1(Ω), and
−z = λ∗z − a(x)z2 in Ω, ∂ν z = 0 on ∂Ω.
Since λ∗  λD1 , the above problem has no positive solution. This contradiction ends our proof. 
Proof of Theorem1.1(ii). We ﬁrst prove (b) for λ ∈ [a, λD1 ). Multiplying the equation of (3) by (uDλ )−2 and integrating over Ω ,
one arrives at
λ
∫
Ω
1
uDλ
dx−
∫
Ω
a(x)dx = −2
∫
Ω
|∇uDλ |2
(uDλ )
3
dx 0,
which gives
λ
∫
Ω
1
uDλ
dx
∫
Ω
a(x)dx.
Adding λ
∫
Ω
uDλ dx to both sides of the above inequality, we obtain∫
Ω
a(x)dx+ λ
∫
Ω
uDλ dx λ
∫
Ω
1
uDλ
dx+ λ
∫
Ω
uDλ dx > 2λ
∫
Ω
1dx,
where we have used the inequality r + t  2√rt (r, t  0) and the fact that a(x) is nonconstant function. From this and
λ a, one obtains∫
Ω
uDλ dx >
1
λ
(
2λ
∫
Ω
1dx−
∫
Ω
a(x)dx
)

∫
Ω
1dx,
and our assertion follows from Lemma 1.1(ii).
Next, we prove (c). Suppose by contradiction that (u, v) is a positive solution of (1). Using [2, Lemma 3.7], [5, Lemma
2.4], and employing comparison and compactness arguments, one can see that the map λ → ‖uDλ ‖∞ is continuous from
(0, λD1 ) to (0,∞), with limλ→λD1 −0 ‖u
D
λ ‖∞ = ∞ and limλ→0+ ‖uDλ ‖∞ = 0. By continuity, there exists a constant λ0 ∈ (0, λD1 )
such that ‖uDλ0‖∞ = 1. By the comparison theorem,∥∥uDλ ∥∥∞  ∥∥uDλ0∥∥∞ = 1, 0< λ λ0.
On the other hand, u satisﬁes
−u  λu − a(x)u2 in Ω, ∂νu|∂Ω = 0.
By the comparison theorem again, one obtains
u  uDλ  1 on Ω, 0< λ λ0. (26)
Multiplying the equation of v by v , we obtain∫
|∇v|2 dx =
∫
v2(u − 1)dx−
∫
v3
u
dx 0.Ω Ω Ω
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Ω
v3
u
dx
∫
Ω
v2(u − 1)dx 0, 0< λ λ0,
which contradicts the positivity of (u, v), and establishes (c).
We divide the proof of (a) into two parts. First, we consider λ ∈ (λD1 − ε,λD1 ).
Again using the continuity of λ → ‖uDλ ‖∞ on (0, λD1 ) and the fact that uDλ → +∞ uniformly on D as λ → λD1 − 0, we see
that there exists a suﬃciently small ε > 0 such that∫
Ω
(
uDλ − 1
)
dx
∫
D
uDλ dx−
∫
Ω
1dx > 0, ∀λ ∈ (λD1 − ε,λD1 ). (27)
Existence now follows from Lemma 1.1(ii).
Finally, we consider the case λ  λD1 for (a) and (b). (Please also refer to [11, Theorem 5], [12, Theorem 3.4] and [2,
Theorem 3.6] for details.) Without loss of generality, we assume that a(x) ∈ C1(Ω). Suppose that (u, v) is a positive solution
of (1) with λ ∈ [λ,λ], where λ > λD1 > λ > λD1 − ε with the same ε as that in (27). By Lemma 2.1, there exists a positive
constant C independent of λ such that u, v < C on Ω . By standard elliptic regularity theory, u, v ∈ C2(Ω). If λ ∈ [λ,λD1 ),
similarly to the proofs of (10) and (12), there exists a positive constant c1 independent of λ such that u, v  c1 on Ω . If
λ ∈ [λD1 , λ], by Lemma 2.2, there exists a positive constant c2 independent of λ such that u, v  c2 on Ω . Hence u, v > c =
1
2 min{c1, c2} on Ω.
Deﬁne
O = {(u, v) ∈ C(Ω) × C(Ω); c < u, v < C},
and
A(λ;u, v) = ((− + I)−1(u + λu − a(x)u2 − bvu), (− + I)−1(v + uv − v − v2/u)).
Then A : [λ,λ]×O→ C(Ω)× C(Ω) is compact, and (u, v) ∈O is a solution of (1) if and only if it is a ﬁxed point of A(λ; ·),
i.e., (u, v) = A(λ;u, v). Moreover, we have
(u, v) 	= A(λ;u, v), ∀λ ∈ [λ,λ], (u, v) ∈ ∂O.
Thus, the degree deg(I − A(λ; ·),O,0) is well deﬁned and independent of λ ∈ [λ,λ].
At λ = λ ∈ (λD1 −ε,λD1 ), by [9], (3) with λ = λ has a unique positive solution uDλ . As in the proof of [11, Theorem 5] (with
u∗λ replaced by uDλ ), we have deg(I − A(λ; ·),O,0) = 1. By the homotopy invariance of the topological degree, we deduce
that deg(I − A(λ; ·),O,0) = 1 for all λ ∈ [λ,λ], and thus (1) has at least one positive solution in O for every λ ∈ [λD1 , λ].
Since λ can be arbitrarily large, the proof is complete. 
3. Asymptotic behavior
In this section, we establish the asymptotic behavior of positive solutions in the degenerate case (i.e., under the condition
(H2)) in the regime λ  λD1 . We will only prove Theorem 1.2 (the weak-predator limit), where sharp patterns appear, and
leave the proof of Theorem 1.3 to the interested reader.
Lemma 3.1. Let λ λD1 , and let (ub, vb) be a positive solution of (1). Then:
(a) There exists a positive constant C0 such that for all b ∈ (0,1)√
b‖ub‖∞  C0, b‖vb‖∞  C20 .
Moreover,
lim
b→0+
‖ub‖∞ = +∞.
(b) If λ > λD1 , then there exists a positive constant C1 such that
lim
b→0+
(√
b‖ub‖∞
)
 C1, lim
b→0+
(
b‖vb‖∞
)
 C21 .
Proof. Applying the maximum principle to the equation of vb , we obtain
‖vb‖∞  ‖ub‖2∞. (28)
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√
b‖ub‖∞ , which we shall establish by contradic-
tion.
Suppose that there exists a sequence bn , bn  1, such that√
bn‖ubn‖∞ → +∞ as n → +∞.
Let uˆbn = ubn/‖ubn‖∞ . Then ‖uˆbn‖∞ = 1, and
−uˆbn  λuˆbn in Ω, ∂ν uˆbn = 0 on ∂Ω.
By [2, Lemma 3.7], there exist a subsequence of bn , still denoted by itself, and a nonnegative function uˆ ∈ H1(Ω) ∩ Lp(Ω)
for all p > 1, uˆ 	= 0, such that
uˆbn ⇀ uˆ in H
1(Ω), uˆbn → uˆ in Lp(Ω).
On the other hand, we note that vbn is a positive solution of
−z = z
(
ubn − 1−
vbn
ubn
)
in Ω, ∂ν z = 0 on ∂Ω.
Therefore,∫
Ω
|∇φ|2 dx
∫
Ω
(
ubn − 1−
vbn
ubn
)
φ2 dx
for any φ ∈ {v ∈ H2(Ω); ∂νw = 0 on ∂Ω} (see [1, p. 118]). Taking φ = ubn , we obtain∫
Ω
(|∇ubn |2 + u2bn)dx+
∫
Ω
ubn vbn dx
∫
Ω
u3bn dx. (29)
From the equation of ubn , it follows that
λ
∫
Ω
ubn dx =
∫
Ω
a(x)u2bn dx+ bn
∫
Ω
vbnubn dx bn
∫
Ω
ubn vbn dx,
which, together with (29), implies that∫
Ω
(|∇ubn |2 + u2bn)dx+ λbn
∫
Ω
ubn dx
∫
Ω
u3bn dx.
Dividing the inequality by ‖ubn‖2∞/
√
bn , we obtain√
bn
∫
Ω
(|∇uˆbn |2 + uˆ2bn)dx+ λ√bn‖ubn‖∞
∫
Ω
uˆbn dx
√
bn‖ubn‖∞
∫
Ω
uˆ3bn dx.
Passing to the limit, we obtain
∫
Ω
uˆ3 dx = 0, which implies uˆ = 0 which is a contradiction.
To see the last assertion of (a), again we proceed by contradiction. Suppose, on the contrary, that there exist a sequence
bn → 0 and a positive constant C0 independent of bn such that
‖ubn‖∞  C0, ∀n 1. (30)
Let ubn (xn) =minΩ ubn . By the maximum principle, we have λ − a(xn)ubn (xn) − bnvbn (xn) 0, and thus
λ a(xn)ubn (xn) + bnvbn (xn) ‖a‖∞ min
Ω
ubn + ‖ubn‖2∞. (31)
Rewrite the equation of ubn as
ubn + f (x)ubn = 0 in Ω, ∂νubn = 0 on ∂Ω,
where f := λ − a(x)ubn − bnvbn . In view of (30) and (28), we note that f satisﬁes
‖ f ‖∞  λ + ‖a‖∞‖ubn‖∞ + ‖vbn‖∞  λ + C0‖a‖∞ + C20 .
By the Harnack inequality, there exists a constant C1 > 0 independent of n such that
maxubn  C1 minubn .
Ω Ω
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min
Ω
ubn  λ
(‖a‖∞ + C0C1)−1.
By (30) and (28), {ubn } and {ubn } are bounded sets in L∞(Ω). From the standard elliptic theory, it follows that {ubn } is
bounded in W 2,p(Ω) for all p > 1, and hence there exists a subsequence of bn , denoted by itself, such that
ubn → u in C1(Ω).
In view of the fact that bn‖vbn‖∞ → 0 as n → +∞ (by (30) and (28)), the limit u is a positive solution of
−u = λu − a(x)u2 in Ω, ∂νu = 0 on ∂Ω.
Since λ λD1 , we know that the above problem has no positive solution [9]. This contradiction completes the proof of (a).
Finally we show (b). By (28), it suﬃces to establish the assertion on b‖vb‖∞ . Suppose that this is not true. Then there
exists a subsequence bn of b converging to zero, such that
bn‖vbn‖∞ → 0.
For uˆbn = ubn/‖ubn‖∞ , as above, we see that there exist a subsequence of bn , denoted by itself, and a nonnegative function
uˆ ∈ H1(Ω) ∩ Lp(Ω) for all p > 1, uˆ 	= 0, such that, as n → +∞,
uˆbn ⇀ uˆ in H
1(Ω), uˆbn → uˆ in Lp(Ω).
For any compact subset K ∈ Ω \ D , it follows from the equation for ubn that
λ
∫
Ω
uˆbn dx = ‖ubn‖∞
∫
Ω
a(x)uˆ2bn dx+ bn
∫
Ω
vbn uˆbn dx ‖ubn‖∞
∫
Ω
a(x)uˆ2bn dxminK a(x)‖ubn‖∞
∫
K
uˆ2bn dx.
Since ‖ubn‖∞ → +∞ as n → +∞, we obtain∫
K
uˆ2 dx = lim
∫
K
uˆ2bn dx = 0,
which implies that uˆ = 0 in Ω \ D, and hence uˆ satisﬁes{−uˆ = λuˆ in D,
uˆ|∂D = 0.
Since uˆ 	= 0 in D , we have λ = λD1 , which is a contradiction. 
The following lemma makes use of Theorem 1.2(a), and is only used in the proof of Theorem 1.2(b), (c).
Lemma 3.2. Let λ λD1 . Assume that (ub, vb) is a positive solution of (1). Then for any open set D ′ ⊂ D ′ ⊂ D, there exist constants
b1 and C = C(λ,N,C0, D ′, D) such that
vb  C
(
max
D ′
ub
)2
on D ′, ∀b ∈ (0,b1),
where C0 is the same as that in Lemma 3.1.
Proof. For any open set D ′′ with smooth boundary ∂D ′′ satisfying D ′ ⊂ D ′′ ⊂ D ′′ ⊂ D , since ub → +∞ uniformly on D as
b → 0+ (see Theorem 1.2(a)), there exists a constant b1 > 0 such that
min
D ′′
ub − 1 12 minD ′′ ub  1+ λ
D ′′
1 , 0< b < b1.
Therefore, for all b ∈ (0,b1), one deduces from the equation of vb that
−vb  vb
(
1
2
min
D ′′
ub − vbminD ′′ ub
)
= vb 12 minD ′′ ub
(
1− vb
1
2 (minD ′′ ub)
2
)
in D ′′.
For any b ∈ (0,b1), consider the problem⎧⎨
⎩−z = z
1
2
min
D ′′
ub
(
1− z
1
2 (minD ′′ ub)
2
)
in D ′′,z|∂D ′′ = 0.
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1 > λ
D ′′
1 for 0< b < b1, by [9], the above problem has a unique positive solution zb . By [4, Lemma
2.1], vb  zb on D ′′ . By the maximum principle, zb  12 (minD ′′ ub)2 on D ′′ . Hence, zb satisﬁes
−zb 
(
1+ λD ′′1
)
zb
(
1− zb
1
2 (minD ′′ ub)
2
)
in D ′′.
Since 1+ λD ′′1 > λD
′′
1 , by [9], the problem{
−w = (1+ λD ′′1 )w(1− w) in D ′′,
w|∂D ′′ = 0
has a unique positive solution ψ . Clearly, yb = ψ 12 (minD ′′ ub)2 is the unique positive solution of the problem⎧⎨
⎩−w =
(
1+ λD ′′1
)
w
(
1− w
1
2 (minD ′′ ub)
2
)
in D ′′,
w|∂D ′′ = 0.
By [4, Lemma 2.1], zb  yb = ψ 12 (minD ′′ ub)2 on D ′′ , and hence
vb ψ
1
2
(
min
D ′′
ub
)2
on D ′′. (32)
It follows from the equation of ub that
ub + f (x)ub = 0 in D,
where f = λ − bvb . By Lemma 3.1(a), we see that
‖ f ‖L∞(D)  λ + C0.
Hence, by the local Harnack inequality (see [6, Corollary 8.21]), there exists a constant C1 = C1(λ,N,C0, D ′, D) such that
max
D ′
ub  C1 min
D ′
ub.
Combining this with (32) completes the proof. 
Proof of Theorem 1.2. As the proof of the other parts is similar (the proof of (b) and (c) makes use of Lemma 3.2), we shall
concentrate our effort on the proof of the asymptotic behavior of vb in (a).
First, we claim that minΩ ub  1+ λD1 + σ/2 provided that b is suﬃciently small.
Let Uλ(x0) =minΩ\D Uλ . Then x0 ∈ Ω \ D . By the maximum principle, one deduces from the equation of Uλ that
λ a(x0)Uλ(x0)max
Ω
a(x)Uλ(x0),
and hence
min
Ω\D
Uλ  λ/max
Ω
a(x) 1+ λD1 + σ .
The claim now follows from the asymptotic behavior of ub in (a).
As a result, for suﬃciently small b > 0, vb satisﬁes{
−vb  vb
(
λD1 + σ/2− vb/ub
)
in Ω,
∂ν vb|∂Ω = 0.
By [4, Lemma 2.1], we ﬁnd that vb  wb on Ω for small b > 0, where wb is the unique positive solution of{
−w = w(λD1 + σ/2− w/ub) in Ω,
∂νw|∂Ω = 0. (33)
Clearly, wb satisﬁes{
−wb  wb
(
λD1 + σ/2− wb/min
D
ub
)
in D,
wb|∂D > 0.
Now we consider the problem{
−w = w(λD1 + σ/2− w) in D,
w|∂D = 0.
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unique positive solution of{
−w = w
(
λD1 + σ/2− w/min
D
ub
)
in D,
w|∂D = 0.
Again by [4, Lemma 2.1], we deduce that wb  wb on D . Recalling that ub → +∞ uniformly on D as b → 0+ , we have
wb → +∞ uniformly on any compact subset of D as b → 0+ . In view of the asymptotic behavior of ub , there exist positive
constants b0 and C0 such that∥∥∥∥ 1ub
∥∥∥∥∞  C0, ∀b ∈ (0,b0), (34)
and 1/ub → 0 uniformly on D as b → 0+ . As wb is the unique positive solution of (33), by [5, Lemma 2.4], we deduce that
wb → +∞ uniformly on D as b → 0+ . It thus follows that vb → +∞ uniformly on D as b → 0+ .
Next we claim that, along any sequence of b decreasing to zero, there is a subsequence bn , such that
vbn → v on any compact subset of Ω \ D,
where v satisﬁes
−v = v
(
Uλ − 1− v
Uλ
)
in Ω \ D, ∂ν v|∂Ω = 0.
By [4, Lemma 2.3], the following problem has a positive solution Vλ,Ωδ :⎧⎨
⎩−z = z
(
max
Ωδ
Uλ − z
max
Ωδ
Uλ
)
in Ωδ = Ω \ Dδ,
z|∂Ωδ = +∞,
where Dδ = {x ∈ Ω|dist(x, D) < δ} for 0< δ  1. From the equation of vb and the fact that ub  Uλ in Ω \ D , we have⎧⎨
⎩−vb  vb
(
max
Ωδ
Uλ − vb
max
Ωδ
Uλ
)
in Ωδ,
∂ν vb|∂Ω = 0, vb|∂Ωδ < +∞.
By [4, Lemma 2.1], we obtain
vb  Vλ,Ωδ in Ωδ.
Similarly to the proof of [3, Lemma 2.3], we see that the following problem has a unique positive solution Wλ,Ω2δ :⎧⎪⎨
⎪⎩
−z = z
(
max
Ωδ
Uλ − z
max
Ωδ
Uλ
)
in Ω2δ,
∂ν z|∂Ω = 0, z|∂D2δ =max
∂D2δ
Vλ,Ω2δ .
By [3, Lemma 2.1], we ﬁnd that
vb Wλ,Ω2δ on Ω2δ.
Thus, vb is locally bounded in Ω \ D . The claim then follows by arguments similar to those used in Lemma 3.1.
Finally, we show that v > 0 in Ω \ D and v|∂Ω = +∞. To see this, note that wb is the unique positive solution of (33).
By (34), for all 0< b  1, wb satisﬁes{
−wb  wb
(
λD1 + σ/2− C0wb
)
in Ω,
∂νwb|∂Ω = 0.
For large M > 0, consider the problem{−z = z(λD1 + σ/2− C0z) in Ω,
∂ν z|∂Ω = 0, z|∂D = M.
As in the proof of [3, Lemma 2.3], we ﬁnd that the above problem has a unique positive solution zM . Since wb → +∞
uniformly on D as b → 0+ , from [3, Lemma 2.1] it follows that wb  zM for 0 < b  1. By continuity, one concludes
that for any large M > 0, there exists 
 = 
(M) > 0 such that zM  M/2 for all x ∈ {x ∈ Ω \ D;d(x, ∂D) < 
}. Therefore,
vb  wb  M/2 for all x ∈ {x ∈ Ω \ D;d(x, ∂D) < 
} and 0 < b  1, and hence v = lim vbn  zM > 0, v  M/2 for all
x ∈ {x ∈ Ω \ D;d(x, ∂D) < 
}. As M is arbitrary, we see that v|∂D = +∞. This completes the proof. 
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