Abstract. Suppose that M is an infinite structure with finite relational vocabulary such that every relation symbol has arity at most 2. If M is simple and homogeneous then its complete theory is supersimple with finite SU-rank which cannot exceed the number of complete 2-types over the empty set.
Introduction
A first-order structure M will be called homogeneous (sometimes called finitely homogeneous or ultrahomogeneous) if it is countable, has a finite vocabulary (or signature) with only relation symbols (a relational vocabulary) and every isomorphism between finite substructures of M can be extended to an automorphism of M. For countable M with finite relational vocabulary, this condition is equivalent to the property that the complete theory of M has elimination of quantifiers [12, Corollary 7.4.2] . Although being countable and having a finite relational vocabulary is part of being homogeneous according to this definition, we will sometimes repeat these assumptions. Via quantifier elimination one can see that (infinite) homogeneous structures are ω-categorical [12] . Moreover, a structure is homogeneous if and only if it is the so called Frassé limit of an "amalgamation class" of finite structures [7, 12] . Besides being interesting objects from a model theoretic point of view, homogeneous structures have been studied in connection to Ramsey theory, constraint satisfaction problems, permutation groups and topological dynamics. See [3, 5, 11, 21, 22] for surveys on homogeneous structures and their applications.
We are far from a good understanding of homogeneous structures in general, although some particular classes of homogeneous structures have been classified [5, 8, 9, 13, 16, 17, 18, 19, 24, 25] . The framework of (model theoretic) simplicity theory gives tools with which one may approach a better understanding of the subject on a fairly general level. In simple structures (i.e. those with simple complete theory) there is a notion of dependence, given by the notion of dividing/forking of types, which in turn gives the notion of SU-rank [4, 27] . If every type with respect to a simple theory T has ordinal valued SU-rank, then the theory is called supersimple. The SU-rank of a supersimple theory T is the supremum of the SU-rank of all 1-types over ∅ (that are realized by "real elements"). Experience has shown that properties of a simple theory with finite SU-rank can often be analysed via properties of types of SU-rank 1. For example, an ω-categorical simple theory T with finite SU-rank is 1-based if and only if all types of SU-rank 1 are 1-based (sometimes called modular) [10, Corollary 4.7] .
All known simple homogeneous structures have complete theories which are supersimple and have finite SU-rank (and are 1-based). The most famous example is probably the random graph (or Rado graph), which has SU-rank 1. The maximal arity of a finite relational vocabulary V is the largest n such that some relation symbol in V has arity n. We call a finite relational vocabulary binary if its maximal arity is 2. A structure is called binary if it has a binary (finite relational) vocabulary. Aranda Lópes [2, Theorem 3.2.7] has proved that if M is binary, homogeneous and supersimple, then the SU-rank of the complete theory of M cannot be ω α for any ordinal α ≥ 1. The author is not aware of other results in this direction for simple (unstable) homogeneous structures. The main result of this article is the following, where S 2 (T ) is the set of complete 2-types over ∅ with respect to the theory T : Theorem 1. Suppose that M is a countable, binary, homogeneous and simple structure. Let T be the complete theory of M. Then T is supersimple with finite SU-rank which is at most |S 2 (T )|.
With the above theorem at hand some questions about a binary homogeneous and simple structure M can be studied by asking the analogous questions for types of SU-rank 1. Let T be the complete theory of M. By a result of Hart, Kim and Pillay [10] , T is 1-based (called 'modular' in [10] ) if and only if every type of SU-rank 1 is 1-based. Moreover, by also involving work of Macpherson [20] and De Piro and Kim [6] it follows that T is 1-based if and only if T has trivial dependence if and only if every type of SU-rank 1 has trivial pregeometry (see for example [15, Section 2.3] for definitions and more explanation). If for every homogeneous simple structure M its complete theory has trivial dependence and finite SU-rank, then the behavior of dependence in simple homogeneous structures parallels that of stable homogeneous structures (see [17] for a survey of stable homogeneous structures). The reader is refered to [1, 2, 15] for more results about simple homogeneous structures.
The next section recalls the necessary background and explains some notation and terminology. Theorem 1 is proved in Section 4. In Section 3 an technical result about independence in simple homogeneous structures is proved, which is then used in the proof of Theorem 1.
Preliminaries
The notation and terminology that we use is more or less standard, but nevertheless we explain some notational issues here. Structures are denoted M or N (or M eq or N eq if we deal with imaginaries) and their universes are denoted M or N (or M eq or N eq ). Sometimes we attach indices to the letters. Finite sequences (tuples) of elements are denotedā,b, . . . (and finite sequences of variablesx,ȳ, . . .) while a, b, . . . denote elements from some structure. By 'ā ∈ A' we mean that all elements in the sequenceā belong to the set A. If we want to show that the length ofā is n then we may writeā ∈ A n . For a set A, |A| is its cardinality and for a sequenceā, |ā| is its length. For a sequenceā, rng(ā) denotes the set of elements occuring in the sequence.
Suppose that M is a structure,ā ∈ M and A ⊆ M . Then acl M (A), dcl M (A) and tp M (ā/A) denote the algebraic closure of A with respect to M, the definable closure of A with respect to M and the complete type ofā over A with respect to M, respectively. By tp at M (ā/A) we mean the restriction of tp M (ā/A) to atomic formulas. We often write tp M (ā) instead of tp M (ā/∅) (and similarly for 'tp at M '). With M↾A we denote the substructure of M which is generated by A. Observe that if the vocabulary of M is relational, then tp at M (a 1 , . . . , a n ) = tp at M (b 1 , . . . , b n ) is equivalent to saying that the map a i → b i is an isomorphism from M↾{a 1 , . . . , a n } to M↾{b 1 , . . . , b n }.
Still assume that A ⊆ M . By S M n (A) we denote the set of all complete n-types over A which are realized in some elementary extension of M. For a complete theory T we let S n (T ) be the set of all complete n-types (without parameters) of T . This means that if M |= T , then S n (T ) = S M n (∅). Suppose that R ⊆ M k . Then we say that R is A-definable (in M) if there are a formula ϕ(x,ȳ) without parameters andā ∈ A such that R = {b ∈ M k : M |= ϕ(b,ā)}. A structure M is called ω-categorical, simple or supersimple, respectively, if its complete theory, denoted T h(M), has that property.
We refer to [12] (for example) for unexplained basic notions and notation of model theory, and to [4, 27] for basic concepts and results from simplicity theory.
We have to work a little bit with imaginary elements, in order to show that we can avoid them in the crucial part of the proof of Theorem 1. As usual M eq denotes the extension of M by imaginary elements. The approach to imaginary elements that we adopt is that of [12, 26] in which we do not introduce variables of different sorts but instead use unary predicates to "point out" the different sorts. This approach is also used in [1] where it is explained in more detail. The following fact which we will use is also explained in some more detail in [1] .
Let T be a simple theory. For every type M |= T , A ⊆ M eq and p ∈ S M eq n (A), there is a notion of SU-rank of p, denoted SU(p) (a definition is found in [4, 27] ). We abbreviate SU(tp M eq (ā/A)) with SU(ā/A). For every type p, SU(p) is either ordinal valued or undefined (or alternatively given the value ∞). T is supersimple if and only if for every 0 < n < ω and p ∈ S n (T ), SU(p) is ordinal valued (by [4, Proposition 13.13] or [27, Theorem 5.1.5], and the facts that p ⊆ q implies that SU(p) ≥ SU(q) and if M |= T and a ∈ M eq , then there isā ′ ∈ M such thatā ∈ dcl M eq (ā ′ ) and hence SU(ā) ≤ SU(ā ′ )).
The SU-rank of T is the supremum of {SU(p) : p ∈ S 1 (T )}. If the SU-rank of T is finite then it follows from the Lascar inequalities [4, 27] that SU(p) is finite for every p ∈ S n (T ) and every n < ω; so in particular, T is supersimple.
An auxilliary result about independence
In this section we prove a result (generalizing [1, Theorem 3.3] and its proof) which will be used in the proof of the main theorem. Actually we will only use its corollary to binary structures, but nevertheless prove the more general version since it may be useful in the future. A slightly weaker version of Corollary 6 has been proved earlier by Aranda Lopez [2] .
We consider a generalisation of the independence theorem for simple theories, namely the 'strong n-dimensional amalgamation property for Lascar strong types', studied by Kolesnikov in [14, Definition 4.5] . In the present context of homogeneous structures we only need it for elements of "real" (or "base") sort and a 'Lascar strong type' corresponds to a 'type over an algebraically closed set'. The notation P(S) denotes the powerset of S, and we let P − (S) = P(S) − {S}. Every n < ω is identified with the set {0, . . . , n − 1}, so the notation P(n) makes sense. For a type p, dom(p) denotes the set of all parameters that occur in formulas in p.
Definition 3. Let T be an ω-categorical and simple complete theory and let n < ω. (i) A set of types {p s (x)|s ∈ P − (n)} (with respect to M eq for some M |= T ) is called an n-independet system of strong types over A (where A ⊆ M eq ) if it satisfies the following properties:
• dom(p ∅ ) = A.
• for all s, t ∈ P − (n) such that s ⊆ t, p t is a nondividing extension of p s .
• for all s,
• for all s, t ∈ P − (n), p s and p t extend the same type over acl M eq (dom(p s∩t )).
(ii) We say that T (and any N |= T ) has the n-dimensional amalgamation property for strong types if for every M |= T and every n-independent system of strong types {p s (x)|s ∈ P − (n)} over some set A ⊆ M eq , there is a type p * which is a nondividing extension of p s for each s ∈ P − (n).
Remark 4. The independence theorem (in its general setting when the sets of parameters of the given types may be infinite [4, 27] ) implies that every ω-categorical and simple theory has the 2-dimensional amalgamation property for strong types. (This relies on the fact that since ω-categorical theories have elimination of hyperimaginaries [4, 27] we can replace the 'bounded closure' with 'algebraic closure'.)
Proposition 5. Suppose that M has a finite relational vocabulary with maximal arity ρ. Also assume that M is countable, homogeneous and simple and has the ρ-dimensional amalgamation property for strong types. Let 0 < n < ω,ā 0 , . . . ,ā n ∈ M and suppose that for every s ⊆ {0, . . . , n} such that |s| ≤ ρ, {ā i : i ∈ s} is independent over B ⊆ M . Then {ā 0 , . . . ,ā n } is independent over B.
Proof. Suppose that M, ρ andā 0 , . . . ,ā n ∈ M satisfy the assumptions of the proposition. We use induction on n. The base case is when n < ρ and then the conclusion is evident. So suppose that n ≥ ρ. By the induction hypothesis, every proper subset of {ā 0 , . . . ,ā n } is independent over B. For a contradiction suppose that {ā 0 , . . . ,ā n } is not independent over B. Then for some i ≤ n,ā i⌣ | B {ā j : j ≤ n and j = i}. Without loss of generality assume that i = n, so
and, by the induction hypothesis,
The induction hypothesis also implies that
For each s ∈ P − (ρ), let
Proof of Claim 1. Suppose that s, t ∈ P − (ρ) and
In the first case, |t ′ \ s| < |t \ s|. In the second case, |t \ (s ∪ t ′ )| < |t \ s|. By induction on |t \ s| we therefore find
Hence {ā i : i ∈ s ′ ∪ t ′ } is not independent over B, which contradicts the induction hypothesis (since s ′ ∪ t ′ ⊆ ρ ≤ n).
Now it follows from (2), (3) and Claim 1 that
− is a ρ-independent system of strong types over acl(B ∪ {a ρ , . . . , a n−1 }). Since M has the ρ-dimensional amalgamation property for strong types (and using Fact 2), there is a ∈ M eq such that for every s ∈ P − (ρ),
Proof of Claim 2. By assumption every relation symbol has arity at most ρ. Ifb ∈ M k where k ≤ ρ, then rng(b) can have nonempty intersection with at most ρ of the sets rng(ā i ) for i ≤ n, and similarly if we replaceā n withā. Therefore (4) implies that for every relation symbol R of arity k andb ∈ C k , M↾C |= R(b) if and only if M↾C ′ |= R(f (b)), so f is an isomorphism.
Since M is homogeneous and B is finite, there is an automorphism g of M which extends f from Claim 2. Then g(ā n ) =ā and g fixes B ∪ rng(ā 0 ) ∪ . . . ∪ rng(ā n−1 ) pointwise. However, since dividing is invariant under automorphisms, this contradicts (1) and the second part of (4).
By Proposition 5 and Remark 4 we get: 
Finiteness of rank
In this section we prove the main result: Theorem 1. Suppose that M is a countable, binary, homogeneous and simple structure. Let T = T h(M). Then T is supersimple with finite SU-rank which is at most |S 2 (T )|.
Note that the bound on the rank need not be sharp: For every k < ω there is a binary random structure M such that |S 2 (T h(M))| > k, but the SU-rank of T h(M) is 1. (See [1, Section 2.3] for the exact meaning of binary random structure.)
We give the proof of Theorem 1 in Section 4.1. Before that we do some preparatory work, including introducing the notion of 'preweight' which has a crucial role in the proof of Theorem 1, more precisely in Lemma 21. Proof. It is well known that simplicity is preserved if one adds relation symbols which are interpreted as relations that are ∅-definable in the original language. One way of seeing this is to consider the tree property which is equivalent to not being simple [4, 27] : If a (V ∪ {R A })-formula ϕ ′ has the tree property with respect to T h(M ′ ), then the Vformula ϕ obtained by replacing every occurence of R A with the V -formula which defines A has the tree property with respect to T h(M). Now suppose thatā,b ∈ M and tp at M ′ (ā) = tp at M ′ (b). Then tp at M (ā) = tp at M (b) and as M is homogeneous there is an automorphism f of M such that f (ā) =b. Since A ⊆ M n is ∅-definable, f preserves A setwise. Since (R A ) M ′ = A it follows that f is an automorphism of M ′ , so M ′ is homogeneous.
Definition 8.
Suppose that M is a simple structure. Letā ∈ M eq , B ⊆ M eq and suppose that κ is a cardinal. The preweight ofā over B (with respect to M), denoted pw(ā/B), is at least κ if there are N M and a sequence (ā i : i < κ) in N eq which is independent over B and such thatā ⌣ | Bā i for all i < κ. We write pw(ā/B) = κ if pw(ā/B) ≥ κ and pw(ā/B) ≥ κ + (where κ + is the least cardinal greater than κ).
Lemma 9. (D. Palacín [23, Lemma 2.14]) Let V be a countable vocabulary. Suppose that M is a V -structure which is ω-categorical and simple. Letā ∈ M eq and let B ⊆ M eq be finite. Then pw(ā/B) < ω.
4.1.
Proof of Theorem 1. Let M be a countable, binary, simple and homogeneous structure and let T = T h(M). Moreover, by Lemma 7 and the fact that the SU-rank of T only depends on which relations in models of T are ∅-definable (because of the definition of dividing), it follows that we may assume that for every p(x, y) ∈ S 2 (T ) there is a binary relation symbol R p such that (5) p(x, y) is isolated by R p (x, y).
To prove that the SU-rank of T is at most t we need to prove (by the finite character of dividing/forking) that there do not exist N |= T , a ∈ N and finite sets ∅ = B 0 ⊂ B 1 ⊂ . . . ⊂ B t+1 ⊆ N eq such that tp N eq (a/B n+1 ) divides over B n for every n < t + 1. As explained in the end of Section 2, supersimplicity follows from this. The first step in the proof is to show that it suffices to consider the case when N = M and B n ⊆ M for all n ≤ t + 1. This is taken care of by Lemmas 10 and 11.
Lemma 10. Suppose that there are N |= T , a ∈ N and finite subsets
such that tp N eq (a/B n+1 ) divides over B n for every n < t + 1. Then there are a ′ ∈ M and finite
) divides over B ′ n for every n < t + 1. Proof. Suppose that N |= T , a ∈ N and that B n , n ≤ t + 1 satisfy the assumptions of the lemma. Without loss of generality we may assume that M N (and M eq N eq ).
contains sets B ′ n , for n ≤ t + 1, which satisfy the conclusion of the lemma. Lemma 11. Suppose that there are a ∈ M and finite subsets
such that tp M eq (a/B n+1 ) divides over B n for every n < t + 1. Then there are finite subsets
) divides over B ′ n for every n < t + 1. Proof. Suppose that there are a ∈ M and finite subsets ∅ = B 0 ⊂ B 1 ⊂ . . . ⊂ B t+1 ⊂ M eq such that tp M eq (a/B n+1 ) divides over B n for every n < t + 1. For every n ≤ t + 1 there is finite B ′ n ⊂ M such that B n ⊆ dcl M eq (B ′ n ). By enumerating B ′ n asb ′ n and using the existence of a nondividing extension of tp M eq (b ′ n /B n ) to B n ∪{a} (and Fact 2) we may also assume that a ⌣ | Bn B ′ n for all n ≤ t + 1. Suppose for a contradiction that a ⌣ | B ′′ n+1 for all n < t + 1.
From Lemmas 10 and 11 it follows that to prove that the SU-rank of T = T h(M) is at most t it suffices to prove:
There do not exist a ∈ M and finite subsets
) divides over B n for every n < t + 1.
Towards a contradiction, assume that a ∈ M and there are finite
such that tp M (a/B n+1 ) divides over B n for every n < t + 1.
We will derive a contradiction via a construction of homogeneous simple substructures
and an argument which is divided into a few lemmas. Notation 13. We will consider dividing in different structures where the universe of one is included in another. To distingish which structure we have in mind we use the following notation: if N is a structure,ā,b ∈ N and C ⊆ N , thenā ⌣ | C Nb means thatā is independent fromb over C in N (or "with respect to N ").
Recall that the (finite) vocabulary of M is denoted V . Definition 14. Let p 1 (x, y) , . . . , p t (x, y) be an enumeration of S 2 (T ). By assumption (5), there are binary relation symbols R 1 , . . . , R t ∈ V such that for each i, R i (x, y) isolates p i (x, y).
Note that, since M is homogeneous, every p ∈ S 2 (T ) is realized in M. Definition 15. Let N be a simple V -structure and let R ∈ V be binary. We call R a dividing relation with respect to N if for all a, b ∈ N , N |= R(a, b) implies a ⌣ | N b. We call R a nondividing relation with respect to N if for all a, b ∈ N , N |= R(a, b) implies a ⌣ | N b.
Note that, in general, a binary R ∈ V may be neither a dividing relation with respect to N nor a nondividing relation with respect to N .
M n = M↾M n , and
Hence each M n is a substructure of M and thus a V -structure. Also note that
and that M t is infinite, because tp M (a/B t+1 ) divides over B t and therefore tp M (a/B t ) cannot be algebraic.
Lemma 17. For all n = 0, . . . , t, M n is simple and homogeneous.
Proof. The case n = 0 is trivial, so suppose that 1 ≤ n ≤ t. If a simple structure is expanded with constant symbols (but nothing more) then the resulting expansion is also simple, by [4, Remark 2.26] for example. Every infinite structure which is interpretable in a simple structure is simple, by [27, Corollary 2.8.11] for example. By the ω-categoricity of M, tp M (a/B n ) is isolated (recall that B n is finite) and therefore M n is B n -definable in M. It follows that M n is interpretable in the expansion of M with constants for elements in B n . Thus M n is simple. For homogeneity, suppose thatā = (a 1 , . . . , a k ),b = (b 1 , . . . , b k ) ∈ (M n ) k and tp at Mn (ā) = tp at Mn (b). As M n is a substructure of M we get
Since M is binary we get tp at M (ā/B n ) = tp at M (b/B n ) and as M is homogeneous there is an automorphism f of M such that f (ā) =b and f fixes B n pointwise. Since M n is B n -definable in M, it follows that f fixes M n setwise. Hence f is an automorphism of M n = M↾M n .
Corollary 18.
For all i = 1, . . . , t and all n = 0, 1, . . . , t, R i (x, y) isolates a type in
Proof. Since M is homogeneous and M n ⊆ M it follows from Definition 14 that for every i = 1, . . . , t and every atomic V -formula ϕ(x, y), 
for all i and {ϕ(x, d i ) : i < ω} is k-inconsistent (with respect to T n = T h(M n )) for some k < ω. (It follows from the homogeneity of M n and Fact 2 that such d i can be found in M n .) Since M n is homogeneous we may assume that ϕ is quantifier free. By the definition of M n we have
Since M n ⊆ M, where both are homogeneous, it follows that
Letb n be an enumeration of B n and let ψ(x, y,b n ) isolate tp M (c, d/B n ). By the homogeneity of M we may assume that ψ is quantifier free. Then let ϕ ′ (x, y,b n ) be the (quantifier free) formula 
which, by the definitions of M n and ϕ ′ , implies that c ′ ∈ M n and M n |= 
i < ω} is k-inconsistent with respect to M for some k < ω. By homogeneity of M we may assume that ϕ is quantifier free. Recall that we assume that
where both structures are homogeneous we also get
Let ψ(x, y) isolate tp Mn (c, d). As M n is homogeneous we may assume that ψ is quantifier free.
Suppose for a contradiction that {ψ(x, d i ) : i < ω} is not k-inconsistent with respect to M n . Then there are i 1 , . . . , i k and Proof. Recall that for every n = 0, . . . , t, M n is infinite and (by Lemma 17) simple and homogeneous. Fix any 1 ≤ n ≤ t. Letb n enumerate B n . For every 0 ≤ m < n let α m = pw(b n /B m ) where the preweight is taken with respect to M = M 0 . By Lemma 9, α m < ω for every m < n. Then let α = max{α 0 , . . . , α n−1 }, so α < ω.
By repeatedly using the existence of nondividing extensions and Fact 2 to M n it follows that there are, c i ∈ M n for i < ω such that {c i : i < ω} is an independent set over ∅ with respect to M n . By Ramsey's theorem [12, Theorem 11.1.3 or its corollary] there are distinct k 0 < . . . < k α < ω such that With Lemma 21 we can now derive a contradiction which proves Lemma 12 and hence also Theorem 1. By Lemma 21, there is 1 ≤ s ≤ t such that R s is a nondividing relation with respect to M t and a dividing relation with respect to M n for every n < t. Without loss of generality (by just reordering R 1 , . . . , R t if necessary) we can assume that s = 1. By Lemma 21 again, there is 1 ≤ s ≤ t such that R s is a nondividing relation with respect to M t−1 and a dividing relation with respect to M n for every n < t − 1. By the previous step we must have s > 1. Without loss of generality (by just reordering R 2 , . . . , R t if necessary) we may assume that s = 2. If we continue in the same way until t steps are finished we find that each one of R 1 , . . . , R t is a dividing relation with respect to M 0 = M. Since M is simple there are (by the existence of nondividing extensions) c, d ∈ M such that c ⌣ | M d. Then tp M (c, d) is isolated by R i for some 1 ≤ i ≤ t and this R i must be a nondividing relation with respect to M, contradicting (via Corollary 19) that every R i is a diving relation with respect to M. This finishes the proof of Lemma 12 and of Theorem 1.
The assumption that M is binary was used directly in the proofs of Lemmas 17 and 20 and indirectly in the proof of Lemma 21 through the use of Corollary 6.
