Introduction {#Sec1}
============

In daily life, we are bombarded with visual stimuli. When walking down the street, we see different colours, shapes and textures. At the same time, we are often caught up in thinking about future or past events, which is accompanied by mental imagery^[@CR1]^. Mental imagery and visual perception rely on similar neural mechanisms^[@CR2]^. Throughout the visual system, imagining objects and perceiving them elicits similar activation patterns^[@CR3]--[@CR5]^ and similar top-down connectivity^[@CR6]^. Given that we often engage in mental imagery while receiving visual input, the question arises to what extent imagery influences perception.

Few studies have directly explored the interaction between imagery and perception. One line of work has focused on the behavioural effects of imagery on conscious perception during binocular rivalry. Binocular rivalry is a phenomenon in which a different image is presented to each eye of an observer. In general, the observer will only perceive one of the images consciously, while the other image is suppressed^[@CR7]^. Previous research showed that imagining one of two stimuli prior to binocular rivalry leads to a priming effect: it biases perception towards the imagined stimulus^[@CR8]^. In contrast, *perceiving* one of the two stimuli prior to binocular rivalry leads to adaptation: decreasing the chance of subsequently perceiving that stimulus^[@CR9]^. The priming effect of imagery has been dissociated from effects of attention^[@CR8]^ and is specific to the orientation and location of the stimulus^[@CR10]^. This means that imagery can influence conscious perception.

However, the exact nature of this influence remains unclear. According to predictive coding theories of perception, top-down signals should interact with bottom-up sensory evidence^[@CR11]--[@CR13]^. In the case of binocular rivalry, sensory evidence can be defined as the relative contrast of the two stimuli: increasing the contrast of one stimulus while keeping the other constant increases the proportion of trials where that stimulus is consciously perceived^[@CR7],[@CR14],[@CR15]^. This can be illustrated clearly with a psychometric curve (see Fig. [1A](#Fig1){ref-type="fig"}). In this study, we investigated how top-down imagery and bottom-up sensory input interact by characterizing the effect of imagery on the parameters of this psychometric curve.Figure 1Illustration of psychometric curves. The contrast of the manipulated stimulus is plotted on the x-axis. The contrast of the other stimulus is fixed at 0.4. The y-axis indicates the proportion of trials on which the manipulated stimulus is reported dominant. (**A**) Standard psychometric curve based on the algorithm by Wichmann & Hill (2001). Four parameters determine the shape of the curve. The *bias* is the required contrast value to reach a dominance of 0.5. The *discrimination sensitivity* or slope is the difference in contrast value between 0.25 and 0.75 dominance. The *guess rate* is the dominance associated with a contrast of 0 and the *lapse rate* is 1 - the dominance associated with a contrast of 1. (**B**) Main effect of imagery is reflected in a shift in the bias during congruent versus incongruent imagery. (**C**) Interaction with sensory evidence is reflected in a change in discrimination sensitivity during congruent versus incongruent imagery.

One possibility is that there is no interaction, but that imagery and sensory evidence influence perception independently. This would lead to a constant shift in the psychometric curve, such that for all dominance levels, a lower contrast is needed to achieve that dominance level when imagining the congruent stimulus compared to the incongruent stimulus (Fig. [1B](#Fig1){ref-type="fig"}). This would be reflected in a lower *bias* or offset for congruent versus incongruent imagery^[@CR16]^. Alternatively, top-down imagery may interact in a systematic way with bottom-up sensory input. This would mean that the difference between congruent and incongruent imagery varies at different dominance levels. In terms of the psychometric curve, this would result in an effect of imagery on the steepness of the curve, which is a measure of the *discrimination sensitivity* (Fig. [1C](#Fig1){ref-type="fig"}). Imagining a stimulus then makes people more or less sensitive to changes in congruent bottom-up sensory input.

We used an adapted version of a previously developed binocular rivalry imagery task^[@CR8]^. The sensory evidence of the binocular rivalry display was manipulated by changing the relative contrast of the stimuli. A hierarchical Bayesian model was used to fit psychometric curves per participant on the dominance levels during congruent and incongruent imagery. We then compared the derived parameters between the conditions. This approach allowed us to characterize the presence as well as the absence of effects on the group level and on the individual participant level.

Results {#Sec2}
=======

During each trial, a cue indicated which stimulus the participant had to imagine ('B' for blue grating, 'R' for red grating; Fig. [2](#Fig2){ref-type="fig"}). They then imagined the cued stimulus for 7 seconds and rated their experienced vividness. Then, they were briefly presented (750 ms) with a rivalry stimulus and indicated which stimulus was dominant; the red grating, blue grating or a mixture. By varying the contrast of one stimulus while keeping the other one fixed, we were able to estimate full psychometric response curve for the manipulated contrast. Congruent imagery in this context refers to imagery of the manipulated stimulus (for which the psychometric curve is estimated) and incongruent imagery refers to imagery of the fixed stimulus. The order of the cues and contrast values was randomized within participants, but for both conditions, the same contrast values were presented over the course of the experiment. This allowed us to estimate the psychometric curves separately for each participant for congruent and incongruent imagery. The parameters of these curves were estimated using a Bayesian hierarchical model.Figure 2Experimental design. After fixation, a cue was presented for 750 ms indicating whether participants had to imagine the blue grating ('B') or the red grating ('R'). The cued grating was then imagined as vividly as possible for 7 s, after which participants indicated their experienced imagery vividness on a continuous scale using a sliding bar. Next, the rivalry stimulus was presented for 750 ms. Participants indicated whether they saw the blue grating, the red grating or a perfect mixture of the two.

Replication imagery priming group-effect {#Sec3}
----------------------------------------

First, we aimed to replicate the main imagery priming effect reported in earlier studies. In these studies, the imagery effect was determined by first removing all mixed trials and then assessing whether participants perceived the imagined stimulus more often than chance^[@CR8],[@CR17]--[@CR19]^. A two-sided one-sample t-test revealed that the proportion of trials in which participants perceived the imagined stimulus was indeed significantly larger than 0.5 (*M* = 0.53, *SD* = 0.05, *t*(58) = 3.78, *p* = 0.0004, *d* = 0.6). Note that for the analyses reported below, we did not remove the mixed trials, but instead used them as providing information about the relationship between sensory evidence and dominance (see *Materials and Methods: Deriving dominance per contrast)*.

Response bias {#Sec4}
-------------

To assess whether there was a response bias, we looked at the responses to mock rivalry trials. During these trials, a mock rivalry stimulus was presented containing parts of both stimuli, which should elicit the response of a mixed percept. The response bias was assessed by determining whether participants were more likely to indicate that they had perceived the imagined stimulus during mock trials. Even though there was an indication of mock priming in some participants (*M* = 0.51*, SD* = 0.04, *t*(58) = 1.88, *p* = 0.06), there was no correlation between mock priming and binocular priming (*r* = 0.03, *p* = 0.81; *BF* = 0.17). This means that people who had a strong response bias did not show a strong imagery effect on the binocular rivalry trials. Therefore, the imagery effects could not be explained by response bias.

Main effect of imagery {#Sec5}
----------------------

For the main analyses, we used a hierarchical Bayesian model to fit psychometric curves on the dominance responses during congruent and incongruent imagery. The main effect of imagery is reflected in the difference in *bias* (Fig. [1](#Fig1){ref-type="fig"}) between the two conditions. A positive difference indicates that the bias during congruent imagery was smaller than during incongruent imagery, so that less contrast was needed to reach the same dominance level. Thus, a positive difference indicates a *priming* effect of imagery. A negative difference shows that during congruent imagery more contrast was needed compared to incongruent imagery to achieve the same contrast levels, indicating an *adaptation* effect of imagery. The posterior estimates of the differences, together with their corresponding log Bayes factors are shown in Fig. [3](#Fig3){ref-type="fig"}.Figure 3Main effect of imagery: difference in bias. The difference in bias $\documentclass[12pt]{minimal}
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                \begin{document}$${\delta }_{u}$$\end{document}$ between incongruent and congruent imagery was tested. A positive difference reflects a higher bias for incongruent imagery which indicates a priming effect while a negative difference indicates an adaptation effect. Boxplots reflect the distribution of the posterior samples. Outliers are not shown. The bottom of the box represents the first quantile, the middle line represents the median and the top, the third quantile. The distance between the bottom and the top of the box reflects the variance of the samples and is a measure of the uncertainty of the estimate. (**A**) Posterior group estimate of the difference. (**B**) Posterior subject estimates of the difference; each boxplot represents one participant. The logs of the BFs for the comparison between H~+~ (difference) and H~0~ (no difference) are shown. A positive log(BF) indicates evidence in favour of H~+~ and a negative log(BF) indicates evidence in favour of H~0~. (**C**) Group log(BF) and (**D**) subject log(BF); each bar represents one subject. The order of the participants is the same in (**B**,**D**). (**E**) Relation between Bayes factor and direction of the effect. On the x-axis, the median of the posterior samples for the difference between the two conditions is plotted. On the y-axis, the log(BF) of the effect is plotted. Negative log(BFs) indicate evidence in favour of H~0~ and positive log(BFs) indicate evidence in favour of H~+~. Dots represent individual participants.

The group log(BF) is −2.14 (Fig. [3C](#Fig3){ref-type="fig"}), which is interpreted as moderate evidence for the absence of an effect (see *Materials and Methods;* Table [1](#Tab1){ref-type="table"}). Note that this is in contrast to the results of the t-test reported above which showed a significant group priming effect. However, individual subject level Bayes factors were very high with a median log(BF) of 2.44 (Fig. [3D](#Fig3){ref-type="fig"}) which corresponds to a Bayes factor of 12, meaning that the probability of an effect was 12 times more likely than the probability of no-effect; i.e. strong evidence for the alternative hypothesis (Table [1](#Tab1){ref-type="table"}). The reason for the discrepancy between the group-level effect and the participant-level effects is the inconsistency of the effect across participants. That is, the direction of the effect varied strongly between participants (Fig. [3B](#Fig3){ref-type="fig"}), leading to a null effect on the group level (Fig. [3A](#Fig3){ref-type="fig"}). A large proportion of participants showed a strong priming effect associated with a high Bayes factor (Fig. [3E](#Fig3){ref-type="fig"}; upper right quadrant). However, almost as many participants showed a reliable adaptation effect (Fig. [3E](#Fig3){ref-type="fig"}; upper left quadrant). Furthermore, there was also a proportion of participants who reliably did not show an effect, i.e. for which there was evidence in favour of H~0~ (Fig. [3E](#Fig3){ref-type="fig"}; log(BFs) below 0). See Fig. 5 for examples of psychometric curve fits for a few different participants.Table 1Interpretation of Bayes factors (BF).BFlog(BF)Strength of evidence\>1004.6Extreme evidence for H~+~30--1003.4--4.6Very strong evidence for H~+~10--302.3--3.4Strong evidence for H~+~3--101.1--2.3Moderate evidence for H~+~1--30--1.1Anecdotal evidence for H~+~10No evidence for H~0~ or H~+~1/3--1−1.1--0Anecdotal evidence for H~0~1/3--1/10−2.3--−1.1Moderate evidence for H~0~1/10--1/30−3.4--−2.3Strong evidence for H~0~1/30--1/100−4.6--−3.4Very strong evidence for H~0~\<1/100\<−4.6Extreme evidence for H~0~Interpretation of Bayes factors according to Jeffreys (1961) and Lee and Wagenmakers (2014). First column shows the BF which shows how much more likely the alternative hypothesis (H~+~) is compared to the null hypothesis (H~0~). The second column shows the log of the BF, which is used for visualization in Figs [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"}. The third column shows the interpretation of the BFs.

Interaction with sensory evidence {#Sec6}
---------------------------------

The interaction between imagery and sensory evidence is reflected in a difference in slope or *discrimination sensitivity* (see Fig. [1](#Fig1){ref-type="fig"}) between congruent and incongruent imagery. The discrimination sensitivity reflects how much increase in contrast is needed to achieve an increase in dominance. A low slope means that small changes in contrast are enough to influence perception whereas a high slope means that larger changes are necessary. Thus, a positive difference in discrimination sensitivity means that the slope is higher for incongruent imagery, indicating that congruent imagery *increases* sensitivity to bottom-up sensory input. In contrast, a negative difference indicates that imagery *decreases* sensitivity. The results are shown in Fig. [4](#Fig4){ref-type="fig"}.Figure 4Interaction between imagery and sensory evidence: difference in discrimination sensitivity. The difference in discrimination sensitivity $\documentclass[12pt]{minimal}
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                \begin{document}$${\delta }_{v}$$\end{document}$ between incongruent and congruent imagery was tested. A positive difference reflects an increase in sensitivity for congruent imagery whereas a negative difference indicates a decrease in sensitivity. Boxplots reflect the distribution of the posterior samples as in Fig. [3](#Fig3){ref-type="fig"}. (**A**) Posterior group estimate of the difference. (**B**) Posterior subject estimates of the difference, each boxplot represents one participant. The logs of the BFs for the comparison between H~+\_difference~/H~0_no_difference~ are shown. (**C**) Group log(BF) and (**D**) subject log(BFs), each bar represents one subject. The order of the participants is the same in (**B**,**D**) and the same as in Fig. [3](#Fig3){ref-type="fig"}. (**E**) Relation between Bayes factor and direction of the effect. On the x-axis, the median of the posterior samples for the difference between the two conditions is plotted. On the y-axis, the log(BF) of the effect is plotted. Negative log(BFs) indicate evidence in favour of H~0~ and positive log(BFs) indicate evidence in favour of H~+~. Dots represent individual participants.

The group BF is 0.02, which reflects no clear evidence for either H~+~ or H~0~ (Fig. [4A,C](#Fig4){ref-type="fig"}). The individual participant's BFs for the difference in *discrimination sensitivity* (Fig. [4D](#Fig4){ref-type="fig"}) are less high than those for the difference in *bias* (Fig. [3D](#Fig3){ref-type="fig"}). Most participants do not show a clear interaction with sensory evidence (Fig. [4E](#Fig4){ref-type="fig"}; log(BFs) below 0). However, there are still a number of participants who do show a reliable increase in discrimination sensitivity for congruent imagery (Fig. [4E](#Fig4){ref-type="fig"}; upper right quadrant, e.g. Fig. [5A](#Fig5){ref-type="fig"}), and participants who show a reliable decrease (Fig. [4E](#Fig4){ref-type="fig"}; upper left quadrant).Figure 5Psychometric curves for four participants. The dominance for the manipulated stimulus is shown on the y-axis and its contrast on the x-axis. Dots represents individual trials, solid lines the posterior estimate of the fitted curve and dashed lines its uncertainty. Dark green shows dominancy during congruent imagery and light green during incongruent imagery. (**A**) A participant showing a reliable imagery priming effect as well as an increase in sensitivity during congruent imagery. (**B**) A participant showing a reliable imagery adaptation effect and no difference in discrimination sensitivity between conditions. (**C**) A participant reliably showing no main imagery effect and no interaction with sensory evidence. (**D**) A participant whose data did not allow dissociation between H~+~ and H~0~.

To test the robustness of our results, we checked whether the Bayesian model gave similar results if we used a wider or narrower prior (see Supplementary Materials). Changing the prior did not significantly change the results, indicating that the findings were not influenced strongly by the choice of prior parameters.

Relation between vividness and imagery effects {#Sec7}
----------------------------------------------

We also investigated the relation between subjective vividness ratings and imagery's influence on conscious perception. We first aimed to replicate the findings from earlier studies. To this end, we binned the trials into four levels based on the vividness ratings and for each bin we calculated the priming effect, operationalized as the proportion of non-mixed trials that the imagined stimulus was perceived, as in^[@CR18]^. In line with earlier findings^[@CR20]^, there was a main effect of vividness on imagery priming (*F*(2.45,134.72) = 3.77, *p* = 0.018, Huyn-Feldt-corrected for violation of sphericity). This effect was linear (*F*(1,55) = 6.29, *p* = 0.015), indicating that the effect of imagery on binocular rivalry was stronger for more vivid imagery. In contrast to earlier findings, we did not find a correlation between VVIQ and imagery priming (*r* = 0.09, *p* = 0.47, *BF* = 0.17), showing that off-line VVIQ scores did not predict participant's imagery priming.

Finally, we tested whether the difference in psychometric curve parameters derived by using all data (including mixed trials) showed a relationship with imagery vividness. Since it was impossible to obtain binned psychometric curve values, we only focused on group-level correlations with VVIQ and averaged vividness ratings. There was no correlation between the difference in bias and VVIQ (*r* = −0.03, *p* = 0.80, *BF* = 0.17) or averaged vividness rating (*r* = −0.06, *p* = 0.66, *BF* = 0.18). There was also no correlation between the difference in discrimination sensitivity and VVIQ (*r* = −0.02, *p* = 0.87, *BF* = 0.17) or averaged vividness rating (*r* = −0.04, *p* = 0.76, *BF* = 0.17). This indicates that the individual differences in the interaction between imagery and perception reported above are not easily linked to self-report measurements of imagery vividness.

Discussion {#Sec8}
==========

In this study, we set out to characterize how imagery influences conscious perception. We tested whether the influence of imagery was influenced by bottom-up sensory input by estimating psychometric response curves during congruent and incongruent imagery. We first replicated the priming group-effect of imagery on binocular rivalry. Using standard analyses, the results indicated that participants are more likely to perceive a stimulus that they had just imagined. However, using a hierarchical Bayesian model to estimate full psychometric response curves per participant revealed a variety of effects. First, whereas a large proportion of participants did indeed show an imagery priming effect, almost as large a group showed an imagery adaptation effect and another large proportion reliably showed no effect. Furthermore, while most participants did not show a clear interaction between imagery and sensory evidence, some participants still showed a reliable increase in sensitivity for congruent imagery and some participants even showed a clear decrease in sensitivity. These results indicate that the influence of imagery on conscious perception is more complicated than previously reported and that there are is large variation in the nature of this process.

The existence of both priming and adaptation effects of imagery is in line with the fact that both of these effects are found for prior perception^[@CR8],[@CR9]^. Presenting a stimulus prior to a binocular rivalry display can bias dominance towards or away from the presented stimulus depending on the contrast. Brief, low-contrast stimuli tend to result in a priming effect whereas long, high-contrast stimuli result in an adaptation effect. The idea is that prior perception pre-activates low-level neural populations involved in later stimulus processing during binocular rivalry. This prior activation builds up depending on the duration and contrast of the stimulus, leading to a stronger priming effect until it reaches some threshold after which it leads to adaptation^[@CR9]^. Given the large neural overlap between imagery and perception, it is not surprising that imagery can also elicit both priming and adaptation effects. If the same mechanism is at work, we would expect that imagery adaptation is caused by stronger and/or longer low-level activation than imagery priming. We did not find a relationship between self-report measurements of imagery vividness and the direction of this effect. This might be due to the fact that vividness does not fully capture the strength and the duration of imagery. Future research should investigate whether there is a direct link between neural activation and imagery's influence on conscious perception.

Furthermore, most participants did not show an effect of imagery on discrimination sensitivity. However, for some participants there was a clear effect, indicating that the strength of the influence of imagery can depend on the bottom-up sensory evidence. This means that the influence of imagery on perception might not always be linear. An increase in discrimination sensitivity indicates that imagery enhances differences in sensory input and can thereby facilitate detecting sensory input congruent to our internal goals. In contrast, a decrease in discrimination sensitivity means that the visual system becomes less sensitive to sensory input congruent to imagery. Participants showing desensitization usually showed a main adaptation effect, suggesting that desensitization might also be caused by some form of neural fatigue caused by strong activations.

Because we only roughly estimated eye-dominance using the Miles test, it is still possible that differences in eye-dominance between participants have influenced our results^[@CR21]^. Eye-dominance would be reflected in a shift in the offset of the psychometric curve: to the left if the dominant eye corresponded to the manipulated stimulus and to the right for an eye-dominance of the other stimulus. This shift would be the same for the congruent and incongruent condition. However, for extreme cases this shift might make it hard to fully characterize the difference between the two conditions (e.g. Fig. [5C,D](#Fig5){ref-type="fig"}). This has likely caused us to underestimate the effect in some participants. Note that eye-dominance could not have increased or changed the direction of the effect. Therefore, our results provide a lower bound on the imagery effects (for more details, see Supplementary Materials). Differences in eye-dominance might contribute to why we did not find a relationship with vividness and why our general priming effect was lower than in other studies. In order to circumvent this issue, future research could use different techniques to assess eye dominance^[@CR22]^ and determine the stimulus strength needed to estimate the full psychometric curve in a separate session. Furthermore, the use of anaglyph glasses to elicit binocular rivalry is known to cause more bleed-through of the stimuli compared to other methods such as using a mirror stereoscope. This might have made our data noisier, increasing the uncertainty of the estimates and therefore decreasing the Bayes factors.

An important question is whether the differences between participants reported here are stable over time. Previous studies have linked between-subject differences in the effect of imagery on binocular rivalry to other cognitive processes such as working memory and metacognition^[@CR20],[@CR23]^, indicating that they reflect meaningful differences in cognition. However, whether these individual differences are stable over time and not influenced by the specific experimental context is an independent question. For example, it is possible that both imagery priming and working memory are influenced by the amount of sleep the participant had the night before the experiment, which would mean that observed between-subject differences do not necessarily indicate interesting individual differences. One previous study has investigated whether the imagery effect could be trained and found no effect of training after a 2--3-week test-retest period^[@CR24]^, suggesting that these effects are indeed stable. Furthermore, the imagery priming effects has been shown to correlate with visual cortex anatomy^[@CR25]^, something that can clearly not be influenced by the experimental context. However, future research should investigate the stability of these effects more systematically before we can conclude that these differences reflect true individual differences in cognition.

If the observed variation does reflect true differences between individuals, an interesting next step is to investigate the prevalence of these different effects in the population. One straightforward way to do this is to extent the Bayesian model put forward here to include a term that assigns participants to a group depending on their effects (primer, adapter, sensitizer, etc.) and test this model on new data. An important question that can then be answered is to what extent these individual differences relate to psychopathology. For example, people with very strong priming effects were more likely to perceive sensory input congruent with their imagery even when incongruent signals were stronger. Perceiving internally generated content despite counteracting sensory evidence has been put forward as an explanation for hallucinations^[@CR26]^. In contrast, underweighting internal signals with respect to external signals has been put forward as an explanation for perceptual differences in autism spectrum disorder^[@CR27]^. Investigating to what extent these effects correlate with other perceptual and cognitive variations could have important clinical implications.

In conclusion, our results show that there is a large variation in the way in which imagery influences conscious perception. Imagery can bias perception towards and away from the imagined stimulus and can increase and decrease sensitivity to congruent sensory input. These interactions are probably supported by a neural mechanism involving imagery's recruitment of low-level visual processes. Future research should investigate whether this variation is stable within individuals and if so, whether individual differences can be linked to clinical populations. This study furthermore highlights the importance of investigating within-participant effects and proposes a way to do so.

Materials and Methods {#Sec9}
=====================

Participants {#Sec10}
------------

Sixty-one participants gave written informed consent and participated in the study. One participant was excluded due to a very high response bias (above two standard deviations from the mean) and one was excluded because no responses were logged due to technical issues. Fifty-nine participants were included in the reported analyses (mean age ± *SD* = 23.10 ± 2.59). The study was approved by the local ethics committee and conducted according to the corresponding ethical guidelines (Commissie Mensgebonden Onderzoek region Arnhem-Nijmegen). To determine the number of participants required, we performed a power calculation (see Supplementary Material [1.1](#MOESM1){ref-type="media"}).

Apparatus {#Sec11}
---------

The experiment took place in a darkened room with dark walls. Participants sat with their head on a chin rest, and wore red-blue anaglyph glasses. The stimuli were generated using MATLAB and the Psychophysics Toolbox (RRID: rid_000041) and presented on a luminance-calibrated Iiyama Vision Master CRT screen (resolution: 1280 × 1024 pixels, refresh rate: 86 Hz). The distance to the screen was 42.5 cm. Stimuli comprised coloured sinusoidal annular gratings of 5.56 degrees of visual angle (red stimulus oriented at 45°, blue stimulus oriented at 135°) that were presented around a central fixation bulls-eye (radius, 0.5°). The luminance-value of the red stimulus at full contrast was set to half the luminance-value of the blue stimulus.

Experimental paradigm {#Sec12}
---------------------

We adapted the imagery binocular rivalry task from^[@CR25]^. Prior to the experimental task, participants filled in the Vividness of Visual Imagery Questionnaire 2 (VVIQ2)^[@CR28],[@CR29]^. Then, eye-dominance was determined (see *Manipulating sensory evidence*) and participants' binocular stereovision was tested. After that, the rivalry stimulus was shown continuously for a brief time to familiarise participants with the binocular stimulus. Participants briefly practised the main task, and were given the opportunity to ask questions.

The task started with a fixation bulls-eye, after which a cue indicated whether to imagine the red ('R') or blue ('B') grating (Fig. [2](#Fig2){ref-type="fig"}). Participants imagined the cued grating for 7 s and then indicated their experienced imagery vividness using a sliding bar on a continuous scale which, due to the resolution of our screen, ranged from −150 to 150 where values below 0 indicated low vividness and values above 0 indicated high vividness. If no response was given within 3 s, the trial continued. Subsequently, the rivalry stimulus was presented for 750 ms, after which participants indicated whether they saw the red stimulus, a perfect mixture or the blue stimulus. Participants were instructed to only indicate 'mixed' if both stimuli were equally dominant. Again, if no response was given within three seconds, the experiment continued. Reponses were recorded with a keyboard. Vividness ratings were given with the left hand and rivalry responses were given with the right hand. Participants executed ten blocks of 22 trials each, leading to 220 trials in total. The number of R and B imagery trials was counterbalanced within blocks. The total experimental time was around 60 minutes, excluding practice and instruction.

To control for response bias, 10 percent of the trials were catch trials. These trials contained mock-rivalry stimuli which were a spatial mix of half a red and half a blue stimulus. These displays had blurred edges and the exact split varied on each trial to resemble actual piecemeal rivalry^[@CR18],[@CR30]^. On these trials, participants should respond 'mixed' and there should be no effect of imagery on the response for these trials. If there was an effect of imagery, this indicated that the participant had a response bias.

Manipulating sensory evidence {#Sec13}
-----------------------------

We varied the contrast of one grating between 0 and 1 and kept the contrast of the other grating fixed at 0.4. To be able to test our hypotheses, we wanted to estimate the full psychometric curve. Low dominance levels are easily obtained when the contrast of the manipulated grating is set to zero. However, high dominance levels are more difficult to obtain, because even when the manipulated grating has a contrast value of 1, the fixed grating with a contrast of 0.4 could still dominate in a large percentage of the trials if the participant has a strong bias towards the eye corresponding to the fixed grating. Therefore, we decided to manipulate the grating corresponding to the dominant eye of the participant. This increased the chance of reaching high dominance levels for the manipulated grating. We determined which eye was dominant using a variation of the Miles test^[@CR31],[@CR32]^. During this test, participants view an object through a triangle created by holding their hands together, thumbs extended and arms outstretched. They focus on the object with both of their eyes open and then close one eye. If the object shifts outside of the triangle, that eye is the dominant eye.

Deriving dominance per contrast {#Sec14}
-------------------------------

For each participant, and for each condition, we measured 100 contrast levels between 0 and 1. The order of presentation of the different contrasts was randomized within each participant to prevent order-effects. To infer the dominance levels at different contrast values, we calculated the percentage the manipulated grating was dominant using a sliding window over 11 subsequent contrast values. Mixed responses were counted as a dominance of 0.5. For instance, for the 11 trials with a contrast between 0.2 and 0.31, the participant saw the manipulated grating two times and had a mixed percept one time. This means that the midpoint of those contrasts (0.255) was assigned a dominance level of 2.5/11 = 0.23. Then, for the trials between 0.21 and 0.32, the participant saw the manipulated grating three times, giving the middle contrast (0.265) a dominance level of 3/11 = 0.28.

Bayesian hierarchical model {#Sec15}
---------------------------

To analyse the effect of manipulated sensory evidence on dominance, we constructed a Bayesian hierarchical model (a discussion of the advantages of Bayesian inference is beyond the scope of this paper, but we refer the interested reader to^[@CR33],[@CR34]^). Details of the model specification, its inference and Bayesian model comparison are described in the Supplementary Material. With this model we simultaneously estimated the participant-level psychometric response curve parameters, as well as their noise levels and group-level response curve parameters, for both the congruent and the incongruent imagery condition. This allowed us to (1) test whether there was in general an effect of imagery and an interaction with sensory evidence; (2) establish whether those effects were present for each individual participant, and finally; (3) estimate the size and variability of an effect, both at the group-level as well as per participant.

The result of the inference procedure was the posterior distribution of both group-level and participant-level parameters, for each condition. In addition, it provided the distribution over the *differences* in these parameters between conditions. Using Bayesian model comparison, we tested whether these differences differed from zero. For example, consider the parameter *u* that represents the bias in the psychometric curve (i.e. its horizontal offset; see Fig. [1](#Fig1){ref-type="fig"}). Let $\documentclass[12pt]{minimal}
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