We study the analogue of polynomials (solutions to ∆u n+1 = 0 for some n) on the Sierpinski gasket (SG) with respect to a family of symmetric, self-similar Laplacians constructed by Fang, King, Lee, and Strichartz, extending the work of Needleman, Strichartz, Teplyaev, and Yung on the polynomials with respect to the standard Kigami Laplacian. We define a basis for the space of polynomials, the monomials, characterized by the property that a certain "derivative" is 1 at one of the boundary points, while all other "derivatives" vanish, and we compute the values of the monomials at the boundary points of SG. We then present some data which suggest surprising relationships between the values of the monomials at the boundary and certain Neumann eigenvalues of the family of symmetric self-similar Laplacians. Surprisingly, the results for the general case are quite different from the results for the Kigami Laplacian.
Introduction
The Sierpinski gasket (SG) can be thought of as the simplest nontrivial example of a fractal which supports a theory of differential calculus. The study of this theory began with Kigami's analytic construction of a Laplacian on SG ( [6] , [7] ) and has expanded to a wide scope encompassing the fractal analogues of many results in standard analysis ( [8] , [11] ). With this theory of differential calculus comes a theory of polynomials, functions which are annihilated by taking sufficiently many Laplacians. The polynomials with respect to the standard Kigami Laplacian have been studied in detail in [10] . This paper will generalize these results by studying polynomials with respect to a larger class of Laplacians on SG constructed in [4] .
A webpage accompanying this paper, which contains numerical data, graphs, and the programs used to generate them, can be found at http://pi.math.cornell.edu/~reuspurweb/ ( [9] ). This paper will begin with a short overview of the construction of the standard Laplacian on SG, as presented in [11] , followed by a brief discussion of the polynomials with respect to the standard Laplacian. Here, the coefficients α j , β j , γ j are defined, and the relationship between β j and the Neumann eigenvalues of the standard Laplacian which was discovered in [10] is mentioned. The construction of the standard Laplacian motivates the construction of the one-parameter family of symmetric self-similar Laplacians which is the focus of [4] ; their construction is summarized here and accompanied by the appropriate definitions of the normal and tangential derivatives which make sense for functions in the domain of a Laplacian in this family. This section will conclude with the definition of a polynomial with respect to a Laplacian in the family of Laplacians from [4] and the definition of the corresponding monomials, which form a basis for the space of polynomials.
The focus of section 2 will be the computation of the values of the monomials with respect to a Laplacian in the family of Laplacians at the boundary of SG. These values are functions of the parameter r which parametrize the family of Laplacians, and the generalizations of the coefficients α j , β j , γ j . Two slightly different methods for computing these coefficients are presented, both are based on the same idea, which is that composing a polynomial with one of the contraction mappings used in the construction of SG yields another polynomial which can be expressed uniquely as a linear combination of monomials. One of these methods results in a system of linear equations which can be solved recursively to obtain the values of α j (r), β j (r), and γ j (r) for j as large as desired,. The other method yields explicit recurrence relations which require only knowledge of the boundary values of all lower degree monomials to find α j (r), β j (r), or γ j (r). These recurrence relations are quite complicated and seem to not be very computationally useful. Section 3 will generalize several results of [10] about polynomials, monomials, and their derivatives to the family of symmetric self-similar Laplacians. Several properties of the standard polynomials extend to this context easily, but there are notable differences in their behavior.
The coefficients α j (r), β j (r), and γ j (r) are rational functions of the parameter r whose degree grows rapidly with j, so numerical investigation seems to be the only tractable method to learn anything about the long term behavior of these sequences. Section 4 will present a variety of numerical data such as graphs of α j (r), β j (r), γ j (r) as well as ratios between successive terms of these sequences and graphs of the monomials themselves. Interesting patterns emerge in these graphs. These data demonstrate that among this family of Laplacians, the standard Laplacian is exceptional, and they suggest relationships between the Neumann eigenvalues of the Laplacians and the ratios of successive terms of the sequences {α j (r)} and {β j (r)}.
Section 5 will discuss questions that remain and conjectures based on the numerical data presented in section 4.
For completeness, and since it does not appear elsewhere, the calculation of the Neumann eigenvalues of the family of Laplacians is described in an appendix. This computation uses the spectral decimation established in [4] to obtain the eigenvalues of the Laplacians as a limit of the eigenvalues of discrete approximations to the Laplacians.
The Sierpinski gasket is usually defined as the unique nonempty compact subset of the plane satisfying the self-similar identity
where F i is the contraction of the plane
which fixes q i , and q 0 , q 1 , q 2 are the vertices of a triangle T . By iterating this decomposition of SG, a more general self-similar identity SG = |w|=m F w SG, ( V m is the set of vertices, and the V * \ V 0 is the set of junction points. Given these definitions, it is natural to define a self-similar probability measure on SG which satisfies µ(F i A) = 1 3 µ(A).
(
1.4)
A more general self-similar probability measure which is compatible with the IFS consisting of three mappings is defined by requiring that µ(F i A) = µ i µ(A) (1.5) for weights µ i satisfying 2 i=0 µ i = 1, but it is easy to see that the only such measure which is symmetric in the sense that measures of sets are preserved under the action of the dihedral symmetry group D 3 on SG is the standard measure in which µ i = 1 3 for all i. The other preliminary construction necessary to construct a Laplacian is a self-similar energy, an energy form satisfying
(1.6)
Utilizing the graph approximations of SG, a sequence of graph energies E m (u) can be defined for functions u defined on V m by setting
where r m (x, y) is the resistance assigned to the edge {x, y} in Γ m and r m+1 (F i x, F i y) = r i r m (x, y), r i > 0. This energy E for functions defined on all of SG arises as
The energy is a quadratic form, and there is an associated bilinear form
The standard energy on SG is obtained by setting r i = 3 5 and r 0 (x, y) = 1 for all edges in V 0 , and up to a constant multiple it is clear that this standard energy is the only symmetric (E(u) = E(u • σ) for σ ∈ D 3 ) self-similar energy form which is compatible with the 3-element IFS. Given a function u defined on V m , the harmonic extension of u to V m+1 is the extension of u which minimizes E m+1 (u). A harmonic function is the harmonic extension of a function defined on V 0 to V * and extended to all of SG by continuity. Requiring that E(u) = E 0 (u) for all harmonic functions u restricts the possible values of r i to a surface in R 3 , for more on this see [2] . This requirement is called the renormalization condition and will be enforced here.
Kigami's construction of a Laplacian relates a self-similar measure and a self-similar energy via the weak formulation of the Laplacian:
for all v with finite energy vanishing at the boundary, and this Laplacian is self-similar, meaning that there are constants
, and symmetric, meaning that the Laplacian commutes with the D 3 action on SG. Up to a constant, the standard Laplacian is the only self-similar symmetric Laplacian on SG which is compatible with the 3-element IFS. The Laplacian can be computed at junction points of SG by a pointwise formula reminiscent of the second difference quotient from analysis on the line and extended by continuity to all of SG. If u is a function defined on SG and x is a junction point of two cells of level m, then the standard level m graph Laplacian of u at x, ∆ (m) u(x) is defined as 12) and the standard Laplacian is a renormalized limit of these graph Laplacians:
In addition to the Laplacian, there are two other "differential operators" for functions on SG, the normal derivative, ∂ n , and tangential derivative, ∂ T . However, these operators are defined only at the boundary points of SG-they cannot be extended to operators on all of SG (local versions defined at the junction points exist and will be discussed later). Their definitions depend on the energy; in the standard case they are defined as
(1.14)
where cyclic notation is used for the indices. The normal derivative interacts with the Laplacian through the Gauss-Green formula:
while the significance of the tangential derivative is less clear. Given a Laplacian ∆, it makes sense to define a multiharmonic function, or polynomial on SG as any function P satisfying ∆ n+1 P = 0 (1.17)
for some n, in analogy with the fact that polynomials on the line vanish if a sufficient number of derivatives, or equivalently a sufficiently high power of the Laplacian, is taken. The degree of a polynomial P on SG is the minimal n such that ∆ n+1 P = 0. The space of polynomials of degree n has dimension 3n + 3, hence a polynomial of degree n is uniquely determined by its n-jet at q 0 , the list of values
Further extending the analogy with polynomials on the line, it is natural to define a basis for the space of polynomials characterized by the property that the jet of each of each basis element has only a single nonzero entry which is a 1. That is, the monomials on SG, P j,1 , P j,2 , P j,3 , are defined by
These monomials are the analogue of the functions x n n! on the interval. The monomials with respect to the standard Laplacian are the focus of the paper [10] . Specifically, emphasis is placed on three sequences of values {α j }, {β j }, {γ j } defined as
These values are the analogues of the coefficients 1 n! on the interval. The fast decay of 1 n! as n increases (faster than any exponential) is important as it means that there is a wide class of permissible sequences of coefficients for Taylor series which define functions which are entire analytic. With this idea in mind, it is reasonable to consider the decay rates of the sequences {α j }, {β j }, and {γ j } as j increases with an aim towards a reasonable definition of entire analytic functions on SG. In [10] , it was shown that α j and γ j approach 0 faster than any exponential as j increases, while the values of β j decay as (−λ 2 ) −j where λ 2 is the second nonzero Neumann eigenvalue of the standard Laplacian.
Since the standard Laplacian is the only Laplacian which is self-similar and symmetric and compatible with the 3-element IFS, it is necessary to alter the iterated function system which defines SG in order to obtain more Laplacians which are self-similar and symmetric. In the paper [4] , the standard IFS is replaced with
This IFS consists of 9 contractions, and similar to before the Sierpinski gasket is defined as
This definition of SG is a special case of (1.3) when m = 2. However, this iterated function system has the property that its images form 2 distinct equivalence classes under the D 3 action on SG; this allows self-similar symmetric measures and energy forms to be defined that do not assign the same measure and resistance to every cell. The images F ii SG contain the boundary points of SG and will be called outer cells and images F ij SG, i = j will be called inner cells. With this IFS, cells of level m will be defined as the images F w SG where w = (w 1 , w 2 , . . . , w m ), w i ∈ {ij | i, j ∈ {0, 1, 2}} and F w = F w1 • · · · • F wm . The inner cells and the outer cells are the two equivalence classes under the action of D 3 . From this IFS, a 1-parameter family of symmetric self-similar Laplacians was constructed in [4] ; their construction is summarized here. A self-similar symmetric probability measure on SG with this 9-element IFS must assign the same measure to each of the outer cells and the same measure to each of the inner cells, so
where 3µ 0 + 6µ 1 = 1. This leaves one parameter free to vary. These measures will be denoted µ s where s = µ1 µ0 . Similarly, different resistance can be assigned to the outer and inner cells to obtain a set of self-similar symmetric energy forms. This is achieved by setting
Again this leaves one parameter free to vary: r = r0 r1 . Imposing the renormalization condition forces r 0 (r) = 6r(r + 2) 9r 2 + 26r + 15 , r 1 (r) = 6(r + 2) 9r 2 + 26r + 15 , (1.26) see [4] for the computation of these values using the ∆ − Y transform. The graph energies
are defined as before. These assignments of resistance give rise to the energy form
and the associated bilinear energy. The set of functions u for which E r (u) is finite is dom E r . Again, the weak formulation gives rise to a Laplacian given a measure and energy of this form:
for all v ∈ dom E r which vanish at the boundary where the subscripts r, s denote the dependence on r and on the measure µ s .
The assignment of measure and resistance to the level 1 cells of SG.
Finally, in [4] the condition that the Laplacian renormalization constants L ij are uniform over all cells is imposed, that is r 0 µ 0 = r 1 µ 1 . Thus r = s, so r is the only free parameter and
Laplacians in this 1-parameter family will be denoted ∆ r to emphasize the dependence on r and the set of functions u for which ∆ r u exists and is continuous will be denoted dom ∆ r . These Laplacians satisfy
For a given value of r, ∆ r u(x) can be calculated at a junction point x by a pointwise formula in the spirit of (1.13). Let
r,x is defined to be piecewise harmonic with respect to E r in SG \ V m and satisfies ψ (m)
r,x (y) = δ xy for y ∈ V m ( [12] ). The Laplacian can be computed as a limit of graph Laplacians by
and it can be shown that the convergence is uniform for u ∈ dom ∆ r . Another graph Laplacian,∆
r , will also be useful. Let x ∈ V m \ V 0 , x = F w q i = F w q j , j = i, be the junction point between the two cells of level m F w SG and F w SG. Then x has neighbors in the level m graph approximation of SG From equations (7.1), (7.2), (7.3) of [4] , it can be seen that
(1.36)
In the case r = 1, ∆ 1 is the standard Laplacian, and when r = 1, µ 0 = µ 1 = As mentioned previously, the definitions of the normal and tangential derivatives depend on the energy, so for each value of r there are associated normal and tangential derivatives ∂ n,r , ∂ T,r . To define these derivatives, it is first necessary to consider the harmonic functions with respect to this family of energy forms. Let u(q 0 ) = 1, u(q 1 ) = u(q 2 ) = 0. Consider an extension of u to V 1 , with values on
The values of the harmonic extensionũ of u to V 1 are the values which minimize The space H r of harmonic functions with respect to the energy E r is a 3-dimensional vector space with a simple basis given by {u, u • ρ, u • ρ −1 } where ρ ∈ D 3 is the rotation which sends q i to q i+1 (cyclic notation). The factors of 
, which are symmetric and skew-symmetric, respectively, with respect to the reflection R 0 ∈ D 3 which fixes q 0 , are eigenfunctions of the mapping u → u • F 00 . The associated eigenvalues are λ sym (r) = u 4 + u 6 = 6r(r + 2) 9r 2 + 26r + 15 = r 0 , λ skew (r) = u 4 − u 6 = 2r 9r 2 + 26r + 15
.
Then the normal derivative and tangential derivative with respect to E r are defined as
respectively. Theorem 1.1. Suppose u ∈ dom ∆ r for some r. Then ∂ n,r u(x) exists for all x ∈ V 0 , and the Gauss-Green formula
holds for all v ∈ dom E r .
Proof: Begin with the definition of the bilinear graph energy
and collect terms that appear with a factor of v(x) to obtain
The first term can be rewritten as
It is not difficult to see that
r,x converges to (∆ r u)v except on V 0 which is a set of measure zero, so, taking the limit as m → ∞, (1.44) becomes
This shows that the limit lim
vanishing at all boundary points except for q i shows that ∂ n,r u(q i ) exists and that (1.43) holds.
The normal and tangential derivatives can also be defined at points in V m by viewing them as the boundary points of a cell of level m. The normal derivative of u at F w q i with respect to the cell F w SG is
and, similarly, the tangential derivative with respect to F w SG is
Then at each junction point x = F w q i = F w q j , |w| = |w |, the local normal derivatives exist and ∂ w n,r u(
if r |w| (x, y 1 ) = r |w| (x, y 3 ), and r∂
, where y 1 , y 2 , y 3 , y 4 are as in (1.35) . This is called the matching condition for normal derivatives.
Proof: The existence follows from theorem 1.
exists. Since lim
r,x dµ r = 0, it follows that lim
If all edges containing x have equal resistance, then
If rr |w| (x, y 1 ) = r |w| (x, y 3 ), then
The functions P which satisfy ∆ n+1 r
for some n are the polynomials with respect to ∆ r . The monomials P (r)
The values of the monomials at the boundary of SG now define three sequences of functions (0, ∞) → R: {α j (r)}, {β j (r)}, {γ j (r)} with
The next section will discuss how the boundary values of the monomials are calculated.
Boundary Values of Monomials
On the interval, computing the values of polynomials at any given point is trivial because of the algebraic structure of polynomials. However, polynomials on the Sierpinski Gasket lack an algebraic structure, in fact, for most values of r, the product of two nonconstant polynomials is not even in the domain of the Laplacian ( [1] ). However, the values of polynomials on SG can be computed to any desired accuracy by taking advantage of the fact that if P is a polynomial, then P • F ij is also a polynomial and hence has a unique representation as a linear combination of monomials. The values of the polynomials with respect to the standard Laplacian are computed in [10] and [3] . The method here is based on the method in [3] . Polynomials of degree 0 are harmonic functions, so (1.39) gives an algorithm for computing the degree 0 polynomials. Theorem 2.1. Let h be a harmonic function with respect to E r . Then
Then it is not hard to check using (1.39) that for all
r h(x) = 0. By symmetry and linearity, it follows that∆
The harmonic functions which have both normal derivatives and tangential derivatives vanishing at q 0 are constant. Therefore P
It is easy to see that the harmonic function h with h(
Similarly, the harmonic function h with h
It is then clear that
The monomials on the line are all even or odd functions. Similarly, the monomials on SG have symmetries with respect to the reflection R 0 ∈ D 3 which fixes q 0 .
Lemma 2.2. The monomials satisfy
Proof: By the symmetry of ∆ r ,
It is also easy to see from the definition of the normal derivative that
and similarly the definition of the tangential derivative implies
and the desired conclusion follows.
The degree 0 monomials are all eigenfunctions of the mapping u → u • F 00 , and from the definition of monomials in terms of the jet at q 0 it is reasonable to suspect that all the monomials are eigenfunctions of this mapping. Indeed, by (1.32) and the definitions of the normal and tangential derivatives, all the terms of the jet of a function are scaled by constants under composition with F 00 , so, since the jet of a monomial has only a single nonzero entry, all the monomials are eigenfunctions of u → u • F 00 . Lemma 2.3. The monomials satisfy P (r)
Because the Laplacian is a linear operator, it follows that
Again using the definitions of the monomials,
This lemma expresses the values of the monomials at the points F 00 q i in terms of their boundary values. The next lemma expresses the values of the monomials at all points in V 1 in terms of the boundary values of P (r) j,1 .
(2.10)
Proof: Without loss of generality, suppose x = F j1j2 q 0 , this can always be accomplished by composing P with a rotation. Because the monomials form a basis for the polynomials,
k, 3 . By (1.32), (1.47), and (1.48), (2.11) becomes
. The values of P at the neighbors of x are obtained by substituting q 1 and q 2 for x in (2.12) and (2.13). Therefore if all edges which meet at x have equal resistance, that is, x = F jj q for all j, , theñ
since all the terms involving tangential derivatives cancel. Theorem
Now consider the case where not all resistances of edges meeting at x are equal. Then by similar reasoning as before invoking theorem 1.2 and lemma 2.2 Proof: These equations are obtained by applying lemma 2.4 to evaluate the graph Laplacian∆
at each point in V 1 \ V 0 . The initial data have already been established.
For fixed j and fixed r, the system in theorem 2.6 is an affine system of 7 equations in 7 unknowns (α j (r), a j,1 , b j,1 , c j,1 , d j,1 , e j,1 , f j,1 ), so this system can be solved to recursively compute α j (r) for j as large as desired. The values β j (r) and γ j (r) can be computed in the same way, but their computation requires the knowledge of the values α j (r).
Theorem 2.7. The terms of the sequence {β j (r)} ∞ j=0 satisfy the system
with initial data The terms of the sequence {γ j (r)} ∞ j=0 satisfy the system
19) .
Proof:
The initial data follow from (1.39), and again the systems of equations are obtained by applying lemma 2.4 at each junction point in V 1 .
Again this expresses the values β j (r) and γ j (r) via a system of affine equations with the same number of equations and unknowns, so this gives a method to solve for the boundary values of P (r) j,2 and P (r) j,3 . It can be seen from theorems 2.6 and 2.7 that α j (r), β j (r), and γ j (r) are rational functions. More properties of these functions will be discussed in section 4.
The method to compute the boundary values of monomials established in theorems 2.6 and 2.7 is naive in some sense, requiring the solution of a system of equations at each step to compute the value of the next higher degree monomial at the boundary. While this method has the advantage of also providing the values of the monomials on all points in V 1 , one might desire explicit recurrence relations for the sequences {α j (r)} ∞ j=0 , {β j (r)} ∞ j=0 , and {γ j (r)} ∞ j=0 which don't involve the values at all points in V 1 like those which are presented for the monomials with respect to the standard Laplacian in [10] and [3] . It turns out that such relations can indeed be written down. 0≤i1,i2,i3,i4,i5,i6
The terms of the sequence {β j (r)} 
The terms of the sequence {γ j (r)} ∞ j=0 satisfy the recurrence relation
0≤i1,i2,i3,i4
Proof: First consider the sequence {α j (r)} ∞ j=0 . Introduce infinite semicirculant matrices α,
Let I be the infinite identity matrix, with 1 on the diagonal and 0 elsewhere. Let L be the operator on such matrices defined by
In this notation, (2.17) becomes
25) Rewriting (2.32) as an equation involving the entries of the involved matrices using the fact that
Manipulating these equations to obtain an equation in only the variables α and
              x 0 0 0 0 . . . x 1 x 0 0 0 . . . x 2 x 1 x 0 0 . . . x 3 x 2 x 1 x 0 . . . . . . . . . . . . . . . . . .               y 0 0 0 0 . . . y 1 y 0 0 0 . . . y 2 y 1 y 0 0 . . . y 3 y 2 y 1 y 0 . . . . . . . . . . . . . . . . . .               ij =      i−j k=0 x k y i−j−k i − j ≥ 0, 0 i − j < 0
gives (2.20).
To obtain the recurrence for {β j (r)} ∞ j=0 , introduce matrices β, A 2 , B 2 , C 2 , D 2 , E 2 , F 2 with
Then (2.18) becomes λ sym (r)β + rA 2 + rB 2 =(2 + 2r)λ sym (r)αβ,
28)
This system yields an equation relating β, Lβ, α: 
In this notation, (2.19) becomes −λ skew (r)γ + rA 3 =(2 + 2r)λ skew (r)αγ,
31)
These equations imply the relation This section concludes with the calculation of the normal and tangential derivatives of the monomials at the boundary point q 1 . This computation is necessary to determine the value of a polynomial at points in V * \ V 1 since extending a polynomial from V m to V m+1 requires knowledge of the jet at each point in V m . Let ∂ n,r P (r) j,k (q 1 ) = n j,k (r) and ∂ T,r P (r) j,k (q 1 ) = t j,k (r). Knowledge of the jets of monomials at q 1 and q 2 is also necessary for changing between various bases for the space of polynomials as in [10] and for constructing multiharmonic splines such as in [12] . Theorem 2.9. The normal and tangential derivatives of P (r) j,k at q 1 are given by
(2.34)
. Therefore the values of n j,k (r) and t j,k (r) are determined by the expression of P (r) j,k • ρ in the monomial basis. Written as a linear combination of monomials,
Adding and subtracting these two equations yields
j,k (q 0 ), applying lemma 2.2 shows that
Recalling that β 0 (r) = − 1 2 and γ 0 (r) = 1 2 and solving for n j,k (r), t j,k (r) gives (2.33) and (2.34).
Properties of Polynomials
This section will discuss the generalizations to the family of self-similar symmetric Laplacians of several results of [10] regarding general polynomials, monomials, and the derivatives of the monomials at the boundary. Some of these results are purely consequences of the symmetry of the standard Laplacian and hence continue to hold for any value of r, while some results only hold for r = 1. Let R 0 , R 1 , R 2 ∈ D 3 be the reflections of SG which fix q 0 , q 1 , q 2 , respectively. Let ρ ∈ D 3 be the rotation sending q i → q i+1 .
Theorem 3.1. For all j ≥ 0, and for all 0 < r < ∞,
Proof: For j = 0, the function P
is harmonic, and by the skew-symmetry of P (r) j,3 , the value of this function on each boundary point is zero, hence P (r)
by the symmetry of ∆ r , so P (r)
is harmonic and vanishes on the boundary, hence it vanishes identically.
Theorem 3.2. Any polynomial P , with ∆ n+1 r P = 0 for some n, satisfies the identity 2) and the local version
Proof: It suffices to consider the case where P is a monomial. If P = P (r)
but by theorem 3.1 the left hand side is zero, so
The local version follows from the fact that P • F w is a polynomial.
Corollary 3.3. Any polynomial P satisfies
More generally, the sum of the tangential derivatives at the boundary points of any cell vanishes.
Proof: Let x = F m 00 (q 1 ) and apply the previous theorem to obtain
Rearranging terms gives
and multiplying by (λ skew (r)) −m and taking the limit as m → ∞ shows
The skew-symmetry of P (r)
, and combining this fact with corollary 3.3 implies that for j ≥ 1,
This fact can also be seen directly from (2.34), by substituting γ 0 (r) = 1 2 and t 0,3 (r) = − 1 2 and inductively assuming that t i,3 (r) = 0 for 1 ≤ i < j.
These identities are the direct extensions of the analogous results for the standard polynomials since their proofs use nothing other than the symmetries of the Laplacian and the monomials. The next result is again the natural generalization of a result about the standard polynomials and is reminiscent of the property of the monomials on the real line that the derivative of Proof: For j = 1, (2.33) says n 1,2 (r) = 2α 0 (r)β 1 (r) + 2α 1 (r)β 0 (r) + 2n 0,2 (r)β 1 (r) − β 1 (r).
Assume inductively that n i,2 (r) = −α i (r) for 1 ≤ i < j. Then (2.33) becomes
Substituting the values of α 0 (r), β 0 (r), and n 0,2 (r) simplifies this to −α j (r). So far, the theme of this section seems to be that the polynomials with respect to ∆ r behave quite like the standard polynomials in many ways. However, the results presented so far seem to be about the extent of this similarity. In fact, the standard polynomials seem to be quite exceptional in this more general context, and sections 4 and 5 will explore some observed differences between the general behavior of polynomials with respect to ∆ r and the standard polynomials. This section concludes with a generalization of a result from [10] which surprisingly does not extend as one might expect to this setting. In theorem 2.3 of [10] , it is noted that γ j (1) = 3α j+1 (1) and that this is a simple consequence of the fact that γ j (1) and α j+1 (1) satisfy the same recurrence relation with initial data α 1 (1) = The generalization of the equation γ j (1) = 3α j+1 (1) which holds for all values of r is (2.43). Note that t 0,1 (r) = 0 since P (r) 0,1 is constant, so this says
(3.7)
When r = 1, it happens that t j,1 (r) vanishes for all j = 1, and t 1,1 (1) = 1 6 , so the only term which remains in the sum on the right side of (3.7) is 2t 1,1 (1)γ j (1) = 1 3 γ j (1), but t j,1 (r) does not vanish for all values of r, so the relationship between α j+1 (r) and γ j (r) is much less simple. Indeed, when r = 1 this simple relationship implies that the long term behavior of the sequences {α j (1)} and {γ j (1)} is exactly the same, but the next two sections will demonstrate that for other values of r the long term behavior of {α j (r)} seems to be different from that of {γ j (r)}.
Numerical Data
Using the systems of equations (2.17), (2.18), and (2.19), one can obtain explicit formulas for the functions α j (r), β j (r), and γ j (r), which are all rational functions of r. The first nonconstant terms in these sequences are and beyond these terms the expressions are too large to fit on the page and prohibitively complicated, as the degrees of the both the numerators and denominators grow rapidly. In fact, computing the explicit formulas of α j (r), β j (r), and γ j (r) for j up to about 15 seemed to be pushing the limit of the available computational power. However, computing α j (r), β j (r), and γ j (r) for a fixed value of r is much more computationally efficient for larger values of j, so the strategy employed here to investigate the behavior of the sequences α j (r), β j (r), and γ j (r) is to graph these functions by computing their values recursively for many fixed values of r, rather that trying to work with the explicit formulas. These graphs were made for the first 50 terms of each of these sequences, j = 0, . . . , 49.
In addition to graphing the functions α j (r), β j (r), and γ j (r) themselves, investigating the ratios between consecutive terms of these sequences is necessary to gain insight about their long term behavior and decay rates. The same method of sampling many values of r was applied to make graphs of Patterns emerge in all of these graphs. Beyond about j = 12, the graphs of α j (r) all appear qualitatively similar, besides alternating in sign. The β j (r) seem to fall into a similar pattern after about j = 9. The graphs of γ j (r) all seem qualitatively similar for j < 28, but then, surprisingly, they undergo a dramatic change before falling into a different pattern. For j sufficiently large, α j (r) has roots near r = 0.2807764 and r = 1, and it appears that these roots converge to √ 17−3 4 and 1. Once the β j (r) establish a pattern, they have no roots for r > 0. For large j, γ j (r) has several roots, one of which appears to converge to 1.
It appears that the ratios of consecutive terms of these three sequences do not approach 0, except where the functions have roots. This is surprising, since both α j (1) and γ j (1) are known to approach 0 faster than any exponential. This behavior does not extend to all values of r, however, and the fast decay of α j (1) and γ j (1) is explained by the fact that α j (r) and γ j (r) both have a root appearing to converge to 1.
The ratios αj+1(r) αj (r) and γj+1(r) γj (r) are not continuous functions, as they have vertical asymptotes at the roots of α j (r) and γ j (r). But, assuming the convergence of the sequences of functions { αj+1(r) αj (r) } and { γj+1(r) γj (r) } to functions that are continuous away from the limits of the roots of the denominators, if these roots do indeed converge it would imply that the limits of these ratios converge to functions which have only removable discontinuities corresponding to each of these roots. On the other hand, . It seems that at this maximum, βj+1(r) βj (r) attains a values of about −0.0025. The width of this peak decreases as j increases, and it appears that the local minimum which occurs at the base of this peak also converges to
. This peak gets so thin that it does not appear in the numerical plots for large j. If these extrema do indeed converge, it implies that the limit of 2λ3(r)−λ2(r) where λ 2 (r) is the Neumann eigenvalue of ∆ r which is the second smallest nonzero Neumann eigenvalue when r < 1 and λ 3 (r) is the third smallest Neumann eigenvalue when r < 1. It is interesting to note that the multiplicity of λ 3 (r) is 2 and λ 2 (r) has multiplicity 1, corresponding with their respective coefficients in this expression.
In addition to the graphs of α j (r), β j (r), and γ j (r) and the ratios of consecutive terms, it is interesting to look at graphs of the monomials themselves. These graphs were made by calculating the jets of the monomials at each point in V 1 , and using this information to compute their values at each point in V 2 , and then repeating this process to compute the values at each point in V 5 .
Observing these graphs further demonstrates that r = 1 is an exceptional value. When r = 1, the graphs of P (r) j,1 and P (r) j,2 have noticeable qualitative differences, but for r = 1, and j sufficiently large, P (r) j,1 and P (r) j,2 look quite similar, even for r close to 1.
Making these graphs requires strenuous computation, so it has only been done for a small selection of values of r, and for relatively small j.
In addition to the selection of graphs presented here, there are many more which can be found at http://pi.math.cornell.edu/~reuspurweb/. 
Conjectures and Further Questions
The aim of investigating the decay rates of the boundary values of monomials is to understand for which sequences of coefficients {c j,k } the sum
defines a convergent Taylor series. The data presented in section 4 suggest that for most values of r, the coefficients c j,k must satisfy a condition restricting their growth rate to be slower than some exponential. If the only requirement is that (5.1) converges, then it seems that the growth of c j,3 can be allowed to be faster than that of c j,1 and c j,2 , but if the additional requirement that the series (5.1) can be rearranged to a convergent Taylor series about q 1 or q 2 is enforced, then c j,k must satisfy a growth condition independent of k, as in [10] . These statements are implied by the following conjectures.
Conjecture 5.1. For r = 1,
3)
The data seem to show this convergence, and given what is known about the convergence of βj+1 (1) βj (1) , this seems natural to expect. However, for j as large as 49, there are still visible differences between the graphs of Moreover, there exists a continuous function, g(r) with g(r) < 0 for all r ∈ (0, ∞) such that when (5.4) exists,
Perhaps there is a relationship between γj+1(r) γj (r) and the spectrum of ∆ r . If such a relationship exists, it seems that it would involve eigenvalues higher up in the spectrum of ∆ r , since γj+1(r) γj (r) apparently converges to smaller values than the ratios of the α j (r) and β j (r) do.
For all but at most finitely many values of r,
There is some numerical evidence suggesting that |P j,2 ∞ , respectively, at either q 1 and q 2 or F 12 (q 2 ) depending on the values of j and r, and that the limits as j → ∞ of the ratios
exist except for exceptional values of r, which would imply conjecture 5.4. In particular, there is explicit evidence that conjecture 2.10 of [10] does not hold when r is not equal to 1. It is not clear what the behavior at the exceptional points (other than r = 1, of course) is like. For small values of j, P (r) j,3 attains its maximum at q 1 , but it seems reasonable to expect that once the γ j (r) settle into their complicated pattern, beyond j = 30, the behavior of P (r) j,3 becomes more complicated as well. Particularly, since γ j (r) has roots for j large enough, this implies that the maximum value of P (r) j,3 cannot be attained at the boundary, and the skew-symmetry excludes the possibility of the maximum being attained at F 12 q 2 .
6 Appendix: Neumann Spectrum of ∆ r The focus of [4] is the spectrum of the family of self-similar symmetric Laplacians and the fact that these Laplacians exhibit spectral decimation. This spectral decimation means the spectrum of the Laplacian can be computed via a process that extends an eigenfunction of ∆ (m) r , which is defined on V m , to a function defined on V m+1 which is an eigenfunction of ∆ (m+1) r ( [5] ). The eigenvalues corresponding to eigenfunctions which satisfy Dirichlet boundary conditions are computed in [4] . Here, with the hope of generalizing the fact from [10] that βj (1) βj+1(1) → −λ 2 as j → ∞, where λ 2 is the second nonzero Neumann eigenvalue of the standard Laplacian ∆ 1 , the eigenvalues of ∆ r corresponding to eigenfunctions which satisfy Neumann boundary conditions (∂ n,r u(q i ) = 0) are of interest.
If u is assumed to satisfy ∆ r u = λu, with u(q 0 ) = x 0 , u(q 1 ) = x 1 , u(q 2 ) = x 2 given, then equations (7.5), (7.6), and (7.7) of [4] give an algorithm for extending u as an eigenfunction of ∆ r . Thus the problem of determining the Neumann spectrum of ∆ r is reduced to the problem of determining which values of x 0 , x 1 , x 2 yield extensions to Neumann eigenfunctions.
As is demonstrated in [11] , the condition that u is a Neumann eigenfunction can be restated as the condition that u extends evenly across the boundary of SG to an eigenfunction. By considering u as a function on SG with an extra cell of level 1 attached at each boundary point and defining u on each of these extra cells to be the reflection across the boundary of the restriction of u to the adjacent cell, the eigenvalue equation can be applied not only at junction points, but at the boundary of SG as well to obtain a Neumann eigenfunction.
Labeling the values of u at each point in V 1 , and labeling the values of u at the level 1 points of the extra cells as in figure 6 .1, and writing the equation It is interesting to note that the second smallest nonzero Neumann eigenvalue of ∆ r changes when r = 1, so it is reasonable to expect that for r = 1, both the second and third smallest nonzero Neumann eigenvalues of the Laplacian are related to the decay rate of α j (r) and β j (r). This means that the eigenvalues of ∆ 1 occur with different multiplicities than those of ∆ r for r = 1, demonstrating further that the standard Laplacian is exceptional. Solving for λ m+1 in terms of λ m involves inverting a quintic polynomial and must be done numerically. Depending on r and λ m , there may be several values of λ m+1 which satisfy (6.3), but to obtain the first few eigenvalues in the spectrum of ∆ r , one must select the smallest value of λ m+1 at each step in this process. The fact that λ m+1 = 0 satisfies λ m (λ m+1 , r) = 0 combined with the fact that implies that the first 6 nonzero eigenvalues of ∆ r appear in the same order as the eigenvalues of ∆
r shown in figure 6.2. A graph of the first 6 nonzero Neumann eigenvalues of ∆ r is shown in figure 6 .3.
Other than the apparent relationship between the Neumann eigenvalues of the Laplacians and the decay rates of α j (r) and β j (r), there are other surprising connections between the behavior of the monomials and the eigenvalues of ∆ r . The function λ m (λ m+1 , r) defined by (6.3), when viewed as a function of only the variable λ m+1 for fixed r, has a discontinuity when λ m+1 = 3(r+2) r+1 . For most values of r, this discontinuity is an asymptote on the graph of λ m (λ m+1 , r), but when r = 1 and r = √ 17−3 4 = 0.2807764, this discontinuity turns out to be removable. This is notable because in section 4, it was noted that the functions α j (r) have roots that appear to converge to 1 and 0.2807764 as j increases, and the functions βj+1(r) βj (r) have a local maximum that appears to converge to 0.2807764 as j increases. Moreover, it appears that the ratio . So, in addition to the exceptional behavior of the standard Laplacian, seems to be another exceptional value of r.
