Asymptotic normality of generalized L-statistics with unbounded scores by Helmers, R. (Roelof) & Ruymgaart, F.H.
Centrum voor Wiskunde en lnformatica 
Centre for Mathematics and Computer Science 
R. Helmers, F.H. Ruymgaart 
Asymptotic normality of generalized L-statistics 
with unbounded scores 
Department of Mathematical Statistics Report MS-R8613 November 
___ ,, __ ...._ _______________________________ _ 
f3ibifotheiVf 
rm ~nf;fJ; n,~~tJ!ica 
,.9{i'Y.ttf'Z"r11;dtf;, 
Asymptotic Normality of generalized L-Statistics 
with Unbounded Scores 
R. Helmers 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 AB Amsterdam, The Netherlands 
F.H. Ruymgaart 
Catholic University Nijmegen, 
The Netherlands 
A central limit theorem for linear combinations of a function of generalized order statistics with unbounded 
scores is established. The result supplements previous work of SILVERMAN (1983), SERFLING (1984) and 
AKRITAS (1986) concerning the asymptotic normality of generalized L-statistics. Our proof is patterned after 
the well-known Chernoff-Savage approach. A linear bound for the empirical distribution function of U-
statistic structure is also derived and subsequently applied in the treatment of certain remainder terms. 
AMS 1980 Subject Classifications: Primary 62G05, 62G30, Secondary 62E20. 
Key Words and Phrases: U-statistics, empirical processes, L-statistics, unbounded scores, asymptotic nor-
mality. 
1. INTRODUCTION 
For each n EN let g1, • • • .~n be independent and identically distributed (i.i.d) random elements with 
values in some measurable space X and let, for a fixed but arbitrary m EN,h :xm~R be a measura-
bele mapping. For each of the n(m)=n-(n -1) · · · (n -m + 1) ordered m-tuples (j(l), · · · ,j(m)) of 
m distinct integers taken from { 1, · · · ,n} we form the random variable (r.v.) h(gj(l)> · · · ,gj<m»· Let 
X1' · · · ,Xn(m) be an enumeration of these r.v.'s and note that, although dependent in general, these 
r.v.'s are still identically distributed with common distribution function (d.f.) H, say. It will be 
assumed throughout that 
H is continuous on R , 
so that for i = 1, · · · ,n(m) the transformed r.v. 
H(X;)has the uniform (0, 1) distribution . 
The empirical d.f. of H(X 1), • • • ,H(Xn(mi) is as usual defined by 
A 1 n(m) 
Hn(m)(t) = -( - ~ 110.11(H(X;)), tE[O, l]. 
nm) i=I 
(1.1) 
(1.2) 
(1.3) 
Hn(m) is called the empirical df of U-statistic structure (cf. SERFLING (1984)). For Jn:[O,l]~R with 
cn(m),;=Jn(iln(m)), and measurable 'l':R~R with 'l'H='l'(H- 1) let us consider the linear combina-
tion of the function 'l' applied to the X; :n(m)> given by 
l n(m) 
Tn = -(-) ~ Cn(m),i 'l'(X;:n(mi) = 
nm i=I 
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(1.4) 
2 
I 
= J JnCHn(m)(t))'I! H(t)dHn(m)(t) ,a.s. 
0 
For the special choice 'I! H = n- 1 this class has been introduced by SERFLING (1984) as the class of 
generalized £-statistics, and asymptotic normality has been established in SILVERMAN (1983) and SER-
FLING (1984) for bounded scores cn(m),i· A strong law for statistics of the general form (1.4), implying 
I 
almost sure convergence of Tn to its natural limit µ(_H)= J, J(t)o/H(t)dt for some limiting score func-
tion J, is contained in Corrollary 3.2 of HELMERS et al. 0 (1985). We also refer to JANSSEN et al. 
(1984) for the asymptotic normality of a related class of statistical functions .. 
In this note we will prove asymptotic normality for a class of functions 'I! H and for unbounded 
scores. The order of magnitude that we obtain by our method is (9(na)=(9(n(mt fm), for some 
aE(O,;) depending on the choice of 'I!H. Although one might hope to find the order (9(n(m)a), it is 
in the line of the results in AERTS et al. (1985, Section 4) that the order is likely to depend on the 
structure of the kernel h and will be probably hard to specify. It should, however be noted that 
statistics Tn, which are, up to first order, asymptotically equivalent with normal scores are included 
and that for m=l, i.e. the classical i.i.d. case with sample size n(m)=n, the result reduces to the 
almost optimal order e(na). 
Our representation in (1.4) is the natural starting point for the Chernoff-Savage approach which is 
also employed in e.g. MOORE (1968), RUYMGAART & VAN ZUIJLEN (1977) and BEIRLANT et al. 
(1982). From a theoretical point of view this method is not so attractive since it doesn't seem to yield 
theoretically refined results like e.g. the one in MAsoN (1981 ). On the other hand the method 
automatically leads to simple centering constants and the method is of indirect theoretical importance 
as it hinges on some interesting properties of the empirical d.f. involved. The two properties that we 
need, one of which seems to be new, are presented in Section 2. In Section 3 we retu~ to the asymp-
totic normality of the statistics in (1.4). 
Results related to our Theorems 2 and 3 were very recently obtained by AKluTAS (1986). However, 
rather th~n considering the empirical df HA n(m) of U-statistic structure and GL-statistics 
Tn = Tn(Hn<m» of the form (1.4), Akritas investigated the closely related empirical dfVn(m) of von 
Mises structure (see SERFLING (1980), page 174) and modified GL-statistics Tn = Tn(Vn(m)). His pur-
pose is to deal with such statistics in the multi-sample case in the presence of random censoring. An 
important drawback of Akritas results is that he requires, using a different method of proof, a rather 
restrictive condition on the kernel function h which we are able to avoid. On the other hand, as in our 
Theorem 3, unbounded scores are permitted. 
2. PROPERTIES OF THE EMPIRICAL D.F. OF U-STATISTIC STRUCTURE. 
Throughout this section we can and will assume without loss of generality that n =m·v for some PEN, 
although we will write n_,.oo rather than P-i>OO. Let 0l(m) denote the Aset of all ordered m-tuples 
(j(l), · · · ,j(m)) and take rER(m). As in SILVERMAN (1983) we define Hv,r to be the empirical d.f. 
of the P r.v.'s. H(h(~r(mj+I)> ~r(mj+2)> · · ·, ~r(mj+m)) for j=O, · · · v-1. Note that this subset of P 
r.v.'s consists of i.i.d. elements so that for the corresponding empirical process 
_!_ A 
Uv,r(t) = P 2 (Hv,r(t)-t), 1E[0,l], (2.1) 
the usual properties hold true. The empirical process Un of U-statistic structure based on all the 
Xi. · · · ,Xn(m) is related to the i.i.d empirical processes in (2.1) according to 
I 
...!.. A mT 
Un(t) = n 2 (Hn(m)(t)-t) = -( -) ~ ,,,, )Uvr(t),tE[0,1]. 
n m fE,<\m ' 
(2.2) 
For arbitrary 8E(0, ; ) let 
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J__IJ 
q IJ(t) = [t(l - t)]2 ' t E(O, I) . (2.3) 
The first property that we need is implied by SILVERMAN (1983; Theorem A) and says that 
SUPte(O,I)IUn(t)l!qlJ(t) = ep(l), as n-'>00. (2.4) 
In order to prepare for the second property we need the following probability inequality for the i.i.d. 
empirical processes in (2.1); a proof (for arbitrary dimension) can be found in EINMAHL (1986). Let 
Oo;;;;;a<bo;;;;;l be arbitrary but fixed and let ao;;;;;s<t=s;;;;b. Then we have 
P(supa~s<t~b -(U,,,,(t)- U,,,,(s));;;;a.A.)o;;;;; 
-(1-t)A.2 
o;;;;;Cexp( 2(b -a) ) , ; A.;;;a.O, 
(2.5) 
for each t>O with C=C(t)E(O,oo). Note that we consider -(U,,,,(t)-U,,,,(s)) rather than 
IU,,,,(t)- U,,,h)I since this suffices for our purposes. For this tail the bound appears to be smaller 
and easier to handle. Using a moment generating function technique to be found in SERFLING (1980), 
Section 5.6), see also HELMERS et al. (1985), it will be shown that an analogous inequality holds true 
for the processes Un in (2.2). Throughout the remainder of this section the symbols A and C will be used 
as generic constants in (o, oo) that are independent of all the relevant parameters (n,A.,a and b). 
THEOREM 1. Fix arbitrary Oo;;;;;a<bo;;;;;I. Then we have 
P(supa~s<t~b-(Un(t)- Un(s));;;;a.A.)o;;;;; 
[
-(1-t)A.2] 
o;;;;;Cexp 2m(b -a) ' A.;;;a.O. 
PRooF. For each x >0 the probability in (2.6) is bounded above by 
exp(-A.x)Eexp(xsupa~s<t~b-(Un(t)- Un(s))o;;;;; 
o;;;;;exp(-A.x)Eexp [xm + ~ supa~s<i.;;.b-(U,,,,(t)-U,,,,(s))l.;;;;; 
n(m) xeR(m) 
Joo [ ~1 o;;;;;exp(-A.x) p SUPa~s<t.;;.b-(U,,,,(t))- u,,,,(s));;;a. J_ duo;;;; 
o xm 2 
00 
[-{1-t)(/of(U)2 l 
.;;;;exp( -A.x )CJ exp du = 
0 x
2m(b-a) 
= Cexp(-A.x) J exp u- 2 du = oo [ (l -f.)U2 l 
_
00 
x m(b -a) 
= Cexp -A.x+ x m(b-a) 'TTX m(b-a) - , A.;;;a.O. 
[ 
2 l [ 2 ]+ 4(1-t) 1-f. 
(2.6) 
(2.7) 
Minimizing the exponential factor as a function of x and taking into account the square root, we 
arrive at the exponential bound in (2.6). 0. 
Following the method of the proof in RUYMGAART & WELLNER (1982, Corollary 2.4) it is easy to 
see that with the aid of (2.6) we arrive at the global version 
-Un(t) 
P(sup1;;.p __!_ ~i\):s;;;Clog(l/v)exp(-Ai\2 ), vE(O, 1), i\~O ; 
t 2 
see also EINMAHL & MASON (1985, Inequality 1). This inequality entails at once 
-Un(t) 
P(sup1;;.p ~i\):s;;;Clog(l/v)exp(-Avi\2 ), vE(O, 1), i\~O. 
t 
We may now formulate the second property of the empirical df of U-statistic structure. 
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(2.8) 
(2.9) 
THEOREM 2. Let us choose vn =c(logn)ln for some cE(O,oo) and ,8E(0, 1) arbitrary but fixed. For any 
choice of c E(O, oo) we have 
A 
P(Hn(m)(t)~,8 t'Vt E[vm 1))-,) l, as n~oo . (2.10) 
A 
For c sufficiently large we even have that { Hn(m)(t)~,Bt for all'Vt E[vml]} occurs infinitely often. 
PROOF. The complement of the event in (2.10) has probability 
A 
P(infi;;.p. Hn(m)(t)I t :s;;;,B) = (2.11) 
A 
= P(sup1;;.P. (t- Hn(m)(t)lt~ 1-,8) = 
I 
= P(sup1;;.p. - Un(t)/t~n 2 (1-,8)). 
Both results now follow immediately from (2.9). D. 
In the i.i.d. case (m = 1) relation (2.10) is known to remain true with vn replaced by H(Xi:n(m»; see 
e.g. SHORACK (1972) and, for a.s. results, SHORACK & WELLNER (1978). Whether this is also the case 
for arbitrary m is an open question and the answer might depend on the structure of the kernel h; see 
also AERTS et al. (1985). In the i.i.d. case (m = 1) almost sure results for non random vn can be 
found in WELLNER (1978). 
3. APPLICATION TO GL-STATISTICS 
Let us first formulate sufficient conditions on the functions Jn and 'Yn in (1.4). It is convenient to 
first introduce the linear function 
ln(t) = Vn + (I-2vn)t,tE[0, l], Vn = c(logn)ln , (3.1) 
for some cE,(0,oo). The functions Jn will be derived from a fixed function J :(0, l)~lfl according to 
Jn(t) = J(ln(t)), t E[O, 1] . 
It will be assumed that 
{
J is continuously differentiable on (0, 1) with 
jJ<i>(t)j:s;;;C[t(l-t)ra-i, tE(O,l), aE(O,l), iE{O,l}, 
where J<0> =J, and that 
{
'l!n is of bounded variation on (£, 1-£) for any £>0 
l'Yn(t)j:s;;;C[t(I-t)rP, tE(O, 1), /3E(0, 1). 
We finally assume that 
I 
a+ /3<2. 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
THEOREM 3. Let the conditions described in (3.1) - (3.5) be fulfilled. Then a2(H)>O implies 
__!__ d 
n 
2 (Tn - µ(H))~l5l{O,a2(H)), as n~oo , 
I 
where Tn is defined in (1.4), and µ(H) = J J(t)'Jr8 (t)dt, 
0 -
I I 
a2(H) = m 2 J J (min(s,t) - st) J(s)J(t)dif;8 (t)dif;8 (s) 
0 0 
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(3.6) 
(3.7) 
PRooF. We may in principle follow the pattern of proof in BEIRLANT et al. (1982, pp. 427-430) or 
RUYMGAART & VAN ZUIJLEN (1977). Writing 
I 
Zli = j (l[o, 1 1(H(X;))-t)J~1 l(t)'Jr8(t)dt, 
0 
we shall first consider 
where 
and 
2 
An= ~A;n 
i=O 
__!__ I n(m) 
Aon= n 2 -( -) L (Zo;-EZo;), 
nm i=I 
+ I n(m) 
A In = n - -- L z Ii 
n(m) i=I 
1 I 
A2n = n 2 (jJn(t)if;y(t)dt-µ(H)) 
0 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
with µ(H) as in (3.7). Note that EAon=EA 1n=O and that A 2n is non-random. Partial integration 
directly yields that 
-1... 1 n(m) I 
Aon +A In = -n 2 -_( ) L j(I[O,tj(H(X;))-t)Jn(t)di/Jy(t) (3.14) 
nm i=lo 
a U-statistic of degree m with a varying kernel 
I 
A(n)(~J, · · · ,~m)= - j(I[O,tj(H(h(~J, · · · ,~m)))-t)Jn(t)di[;y(t) 
0 
(3.15) 
depending on n. Let Un denote the U-statistic of degree m, with fixed kernel, which is obtained from 
(3.14) by replacing Jn by J. 
To establish the asymptotic normality of An (cf. (3.10)) we first note that the central limit theorem 
for U-statistics (see SERFLING (1980), page 192) directly yields that 
Un~dN(O,rJl(H)),as n__,,oo, (3.16) 
with a2(H) as in (3.7). In addition we shall prove that 
Aon +A In -un~O,as n__,,oo (3.17) 
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and also that 
(3.18) 
Together (3.16)-(3.18), combined with (3.10), gives the desired result: An~dN(O,r:i2(H)), as n~oo. To 
verify (3.17) we first apply Chebychev's inequality and the elementary inequality 
rl(X+ Y).;;;;2ri2(X)+2ri2(Y) to find that it suffices clearly to show that both 
-'- '!J!!i) 
rl(n 2 n(m)- 1 2 (Jn -J)(H(X;))o/H(H(X;))) (3.19) 
i=I 
and 
_t_ n(m) I 
rl(n 2 n(m)- 1 ~ j(I10, 1 1(H(X;))-t)(J~1>(t)-JO>(t))o/H(t)dt) (3.20) 
i=Io 
tend to zero, as n~oo. With the aid of Lemma A on page 183 of SERFLING (1980) we easily check 
that the variances in (3.19) and (3.20) are respectively of the order 
I 
~)(j((Jn-J)(s) o/H(s))2ds) 
0 
and 
I I 
e<j j (min(s, t)-st) IJ~1 >(s) -
00 
as n~oo. In view of the assumptions (3.1)-(3.5) one directly verifies that the quantities 
appearing in (3.21) and (3.22) both tend to zero, as n~oo, and (3.17) follows. 
(3.21) 
(3.22) 
It remains to check (3.18). The same argument involving the assumptions (3.1 )-(3.5) also yields that 
I I 
n 
2 j(Jn(t)-J(t))o/H(t)dt~O, as n~oo. Thus (3.18) indeed holds and the asymptotic normality of An 
0 
is proved. 
It remains to show that 
1 I 
= n T f {JnCHn(m)(t))-Jn(t)}'YH(t)dHn(m)-Aln 
0 
p 
~o. as n~oo. 
Let us briefly write 
1 I 1 I 
Bn = n T j( · · · )dHn(m)-n 2 j( · · · )dt. 
0 0 
To prove (3.23) is suffices to prove that each of the integrals 
_L V A ..l.. A 
Bin = n i j ( ... )dHn<m> ' B2n = n i j ( ... )dHn<m> ' 
0 1-v 
I v I I 
,.B3n = n 2 j ( · · · )dt , B4n = n 2 j (···)dt 
0 1-v 
(3.23) 
(3.24) 
(3.25) 
(3.26) 
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converges to 0 in probability as both vj,O and n-;.oo, along with 
1 1-v 1 1-v p 
n 
2 J ( · · · )dHn(m) - n 2 J ( · · · )dt-;.0, as n-;.oo , (3.27) 
v 
I 
for each v E(O, 2>· 
In order to illustrate the use of the properties (2.4) and (2.10) let us by way of an example consider 
B 3n. For any v E(O, 1) we apply the mean value theorem to the factor within the brackets of the 
integral and find that 
ln(Hn(m)(t))-Jn(t)) = (Hn(m)(t)-t)(l -2vn')J(l)(ln(tn)), (3.28) 
A 
where tn is a random point between t and Hn<m>(t) and where ln is defined in (3.1). By assumption 
(3.3) it is clear that 
IJ(l)(/n(tn))i:s;;;C[vn(l-vn)J-a-l,,;;;; (3.29) 
:s;;;C(t(l-t)ra-I , for O<t:s;;;vn. 
Using Casa generic constant, the same assumption jointly with Theorem 2 yields that, for arbitrary 
fixed P E(O, I), 
IJ(l)(/n(tn))l :s;;;C[{Jt(l -{Jt)]-a-I,,;;;; (3.30) 
:s;;;C(t(l-t)]-a-l , for vn:s;;;t:s;;;v, 
with arbitrarily high probability for n sufficiently large. Property (2.4) entails that, with C generic again, 
j_ A _!__8 
n 
2 (Hn(m)(t)-t):s;;;C[t(I-t)]2 , for tE(O,l) and nEl\I, (3.31) 
with arbitrarily high probability . 
Combining (3.28) - (3.31) and using assumption (3.4) it follows that 
v 
IB3nl:s;;;C J [t(I-t)ra- 1[t(l-t)]-Pdt = 
0 
= C f[t(l -t)f+-a-J3-B dt , with arbitrarily high probability for n sufficiently large. 
0 
This last integral decreases to 0 as vj,0 provided that we choose 8 so as to satisfy 0<8<; -a-{J; 
This can be done because of assumption (3.5). This proves that B Jn converges to 0 in probability as 
n-;.oo and vj,O. 
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