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This thesis analyzes censored data in recurrent event, longitudinal, and survival
settings. In Chapter 2, a straightforward, flexible methodology is proposed to
estimate parameters indexing the conditional means and variances of the inter-
event times in a recurrent event process. In Chapter 3, we analyze discretely
and informatively observed multivariate continuous longitudinal data; miss-
ingness and terminal events are introduced in Chapter 4. In Chapters 3 and 4,
the inter-event times are considered a nuisance and the goal is to estimate pa-
rameters driving the longitudinal process. To do this, we propose an innovative
conditional estimating equation that can model individual trajectories. Finally,
Chapter 5 uses these subject-specific trajectories to estimate parameters index-
ing the terminal event process and predict future survival for arbitrary subjects.
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CHAPTER 1
INTRODUCTION
Longitudinal studies often involve observations taken at irregular times.
Sometimes interest lies in estimating the parameters governing the distribu-
tion of these observation times; other times, these parameters are considered
a nuisance and the main goal is to model the process that is sampled at these
discrete observation times, and possibly to also model a time-to-event that de-
pends on the observation process and/or the longitudinal process. This thesis
will consider the above situations using flexible methodologies which allow for
censoring and the use of time-fixed and time-dependent covariates.
In Chapter 2 we directly model the conditional means and variances of the
inter-event times, also known as gap times, of a particular recurrent event pro-
cess using a generalized estimating equation (GEE) approach. Our method bor-
rows from the literature on intensity models by allowing these gap times to
depend on a complete history of observed information, and also borrows from
the literature on marginal models by not fully specifying the within-subject co-
variance structure. The result is a robust method that takes the best attributes
of both intensity and marginal models. Section 2.2 introduces the model and
provides connections to the GEE literature and to Murphy et al. (1995). Simu-
lation results are provided in Section 2.3, with extra tables in Appendix D, and
an analysis of childhood asthma data, previously studied by Duchateau et al.
(2003), is contained in Section 2.4. Section 2.5 concludes the chapter and out-
lines possible directions for future study. Technical details and large sample
theory are provided in Appendices A-C. A version of this work, Clement and
Strawderman (2009), was published in the journal Biostatistics, and an R pack-
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age called condGEE, which encompasses our conditional GEE code, is available
at the CRAN website.
Chapters 3, 4, and 5 consider the distribution of the observation times as
a nuisance, and their goals are respectively to model a multivariate longitudi-
nal process subject to censoring; to model a multivariate longitudinal process
subject to censoring, failure, and missingness; and to model and predict a time-
to-event based on the estimated longitudinal process.
These chapters were initially motivated by longitudinal observations on pa-
tients in a cardiac care unit, with the ultimate goal being prediction of survival
beyond the current observation time. Much of the literature in this area con-
siders jointly modeling the longitudinal and time-to-event processes (Wulfsohn
and Tsiatis, 1997; Tsiatis and Davidian, 2001; Lin et al., 2002; Tsiatis and David-
ian, 2004), but we consider a two step approach: Chapter 4 deals with estimation
of parameters driving the longitudinal process, and thus can stand on its own,
and Chapter 5 deals with estimation of parameters in the event time model.
More specifically, these chapters proceed as follows.
Section 3.2 outlines a general methodology for the estimation of parame-
ters indexing a multivariate longitudinal process observed only at discrete, in-
formative visitation times, and subject to censoring. There are two particular
cases of interest: modeling a response conditioned on covariates and modeling
a response conditioned on covariates and its own past history; we call these ap-
proaches “marginal” and “conditional” respectively. The differences between
the two approaches concern the types of questions they can answer, and the
assumptions they make on the observation process. Section 3.3 provides sim-
ulation results for two possible conditional models, Section 3.4.1 re-analyzes
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the HUD-VASH homelessness dataset, which was previously considered in
Lin et al. (2004) and Bu˚zˇkova´ and Lumley (2009), using our conditional and
marginal estimating equations, and Section 3.4.2 studies longitudinal measure-
ments of blood proteins relating to kidney function, a dataset which was first
analyzed in Kaysen et al. (2000), and later in Dubin and Mu¨ller (2005). Section
3.5 wraps up the chapter and outlines possible future work. Details on observa-
tion process assumptions from a few different papers are provided in Appendix
E and large sample theory is provided in Appendix G.
Section 4.2 introduces a model for intermittently missing responses, and also
allows for an end of study due to a terminal event. This requires some new
assumptions, foremost of which is that the response process follows a Gaus-
sian distribution. Section 4.3 uses simulation to compare the resulting transi-
tion density parameter estimates to those from Chapter 3, where only censor-
ing was considered. An analysis of medical cost data originally studied in Liu
et al. (2008a) and Liu et al. (2008b) is provided in Section 4.4, and the chapter is
wrapped up in Section 4.5. Some technical details are provided in Appendices
H and I, and large sample theory is provided in Appendix J.
Chapter 5 changes the focus to the failure time process, and treats the lon-
gitudinal process as a covariate process used in failure prediction. This change
from “response process” to “covariate process” is superficial, and the transition
density parameters from Chapter 4 can be used to solve for the conditional dis-
tribution of covariates of an arbitrary subject at an arbitrary time - a calculation
simplified by the previously assumed multivariate normality of the longitudinal
process. This is done in Section 5.2. Section 5.3 then proposes two models based
on the Cox model hazard that make use of the full estimated covariate process
3
trajectories to predict survival beyond the current observation time. Proposed
models can then be compared based on their prediction errors (Schoop et al.,
2008; Schoop, 2008). More simulations are carried out in Section 5.4 and an
analysis of cardiac data is provided in Section 5.5. These data were provided to
us by Dr. Mark Cowen in Ann Arbor, Michigan. Finally, Section 5.6 concludes
by discussing the contributions presented in the previous sections, and propos-
ing future directions of study. Large sample theory is provided in Appendix
K.
Chapter 6 reviews all the contributions of this thesis and in particular high-
lights possible directions of study that build on the work presented here.
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CHAPTER 2
CONDITIONAL GEE FOR RECURRENT EVENT GAP TIMES
2.1 Introduction
In longitudinal studies, each subject may experience several consecutive events
of the same basic type. Such “recurrent event” outcome data now constitute a
heavily studied area in statistics, with applications ranging from economics to
engineering to biomedicine. Examples common in medicine and public health
applications include recurrent infections and other diseases, hospitalizations,
and seizures. The development of useful regression models for recurrent out-
come data is therefore a problem of significant practical and methodological
interest. Beginning with the extension of the proportional hazards regression
model of Cox (1972) to the case of multivariate counting processes by Ander-
sen and Gill (1982), a significant literature on this topic has developed over the
past 25 years. In general, methods for analyzing recurrent event data can be
cross-classified into one of four categories determined by: (i) the choice of “cal-
endar” versus “gap” times as the fundamental temporal scale; and, (ii) the use
of “marginal” versus “intensity” models for analyzing the data. Several classes
of marginal and intensity models have been proposed for analyzing recurrent
event outcomes on each time scale; an extensive, contemporary review of exist-
ing methods is available in Cook and Lawless (2007).
When the events are all considered to be of the same type, the gap time scale
is arguably the most natural and informative time scale for analysis. Examples
of marginal models developed for the gap time setting include Chang and Wang
(1999); Chang (2004); Chen and Wang (2004); Huang (2002); Huang and Chen
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(2003); Lin et al. (1999); Prentice et al. (1981). Gap-time focused intensity models
are considered in Aalen and Husebye (1991); Oakes and Cui (1994); Pen˜a et al.
(2001); Duchateau et al. (2003); Strawderman (2005) and Strawderman (2006),
among others. In an interesting paper, Murphy, Bentley, and O’Hanesian (1995)
propose a methodology that is difficult to wholly classify into a single category.
Specifically, Murphy et al. (1995) introduce a variant of the estimating equa-
tions considered in Murphy and Li (1995) in order to develop a model appro-
priate for describing the conditional mean length of women’s menstrual cycles.
In this model, the mean of the current cycle is allowed to depend on aspects
of past cycle behavior and/or other time-fixed and time-dependent covariates.
The methodology developed in Murphy et al. (1995) forms a starting point for
developing a large and useful class of methods for conducting gap time analy-
ses that relaxes the stringent restrictions imposed by simpler marginal models
while avoiding the need to fully specify how the probability of subsequent re-
currence depends on the prior event and covariate histories.
This chapter expands upon the work of Murphy et al. (1995) in several use-
ful ways, including: making allowances for transformations of gap times, pro-
viding clarification of the censoring conditions under which the proposed esti-
mating equations are unbiased, correcting two important errors in the original
paper, further illuminating the connections to generalized estimating equations
(GEE), and the provision of an appropriate large sample theory. The chapter will
proceed as follows. The proposed methodology is first developed in Sections
2.2.1-2.2.3; Sections 2.2.4 and 2.2.5 then respectively establish the connections to
the methodology originally proposed in Murphy et al. (1995) and to GEE (Liang
and Zeger, 1986). Section 2.3 contains an expanded version of the simulation
study summarized in Tables II and III of Murphy et al. (1995); extra tables are
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found in Appendix D. In Section 2.4, the proposed methodology is used to re-
analyze the asthma prevention trial data of Duchateau et al. (2003). We close
the chapter in Section 2.5 with a discussion of several interesting directions for
further study. Technical conditions and large sample theory are provided in
Appendices A-C.
2.2 Methodology
2.2.1 Notation and model
For simplicity, we introduce the notation for just one subject; the inclusion of an
additional subscript permits immediate extension to the case of multiple sub-
jects, as will be required in Section 2.2.3. We assume that the time origin for
analysis is S 0 = 0, with subsequent events occurring at times 0 < S 1 < S 2 < · · ·
until observation terminates at an observed time C > 0. It is assumed that S 1
represents a complete observation time, thereby covering those cases in which
observation begins with the occurrence of an event. In settings where observa-
tion starts in between two events, S 0 is taken to represent the time of the first
event subsequent to the start of observation. Despite a mild loss of information,
such a convention does not cause bias provided that the decision to delete this
initial time period is made independently of its length (e.g. Aalen and Husebye,
1991; Murphy et al., 1995).
Let N(u) = max{n ≥ 1 : S n ≤ u} count the number of events up to and includ-
ing time u, and let N = N(C). The observed data on this subject is assumed to
7
take the form
O = {S 1, S 2, . . . , S N; L¯1, . . . , L¯N+1;C}, (2.1)
where L¯ j denotes the covariate information available at time S j−1 for j ≥ 1
and may include baseline covariates, covariates measured at or before each
event time, and summaries of the past event and covariate history. It is not
assumed that L¯ j necessarily captures the full covariate or event history up to
time S j−1. Let X j = S j − S j−1 denote the jth gap time and define Y j = h(X j),
where h(·) is a specified monotone nondecreasing transformation. Also, let
H j = {S 1, . . . , S j−1; L¯1, . . . , L¯ j} denote the cumulative information concerning the
event and covariate histories assumed available through time S j−1; note that
H j ⊂ H j+1 for j ≥ 1.
The fundamental modeling assumption of this chapter is
E[Y j|H j] = µ j(θ) and Var[Y j|H j] = σ2V2j (θ), j ≥ 1, (2.2)
where µ j(θ) ∈ R and V j(θ) > 0 are known scalar functions of the parameter vector
θ and σ2 > 0. Importantly, these means and variances are defined conditionally
upon H j and are therefore independent of censoring information. Further as-
sumptions are needed in order to properly deal with the presence of censoring;
see, for example, Sections 2.2.2 and 2.2.3 as well as Conditions (A0) and (A1) of
Appendix A. Three examples of interesting model choices include
Y j = X j for j ≥ 1, E[Y j|H j] = µ j(θ) and Var[Y j|H j] = σ2V2j (θ); (2.3)
Y j = X j for j ≥ 1, E[Y j|H j] = µ j(θ) and Var[Y j|H j] = σ2µ2j(θ); (2.4)
Y j = log(X j) for j ≥ 1, E[Y j|H j] = µ j(θ) and Var[Y j|H j] = σ2V2j (θ). (2.5)
Murphy et al. (1995) consider the model (2.3), allowing for the possibility of
a general variance function V2j (θ). Models (2.4) and (2.5) provide useful general-
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izations of the Accelerated Gap Times (AGT) model proposed in Strawderman
(2005). The AGT model assumes that the gap times of the recurrent event pro-
cess satisfy X j = R jµ(θ), where {R j, j ≥ 1} are independent and identically dis-
tributed with a distribution independent of θ and µ(θ) accelerates or decelerates
the baseline gap times for a subject based on the values of time-independent
covariates. Assuming that E[R j] = 1, model (2.4) is observed to be a direct gen-
eralization of this model upon taking µ j(θ) = µ(θ), V j(θ) = µ(θ), and σ2 = Var[R j]
for j ≥ 1. Taking logs, the alternative model log X j = log µ(θ) + logR j is ob-
tained; (2.5) evidently covers this form of the AGT model with µ j(θ) = log µ(θ),
E[logR j] = 0, σ2 = Var[logR j], and V j(θ) = 1 for j ≥ 1.
2.2.2 Estimation with “full” and observed data: single subject
For convenience, define for j ≥ 1 the following notation:
f j(θ) =
dµ j(θ)
dθ
V−1j (θ) and Z j(θ) =
Y j − µ j(θ)
V j(θ)
. (2.6)
For simplicity, we make no distinction between η = (θT , σ2)T and the data
generating parameter η0 throughout this section. Under (2.2), it follows that
E[Z j(θ)|H j] = 0 and E[Z2j (θ)|H j] = σ2 for each j ≥ 1. A naı¨ve approach to the
estimation of ηmight therefore begin with consideration of the estimating equa-
tions
N∑
j=1
f j(θ)Z j(θ) and
N∑
j=1
b j(η)
(
Z2j (θ) − σ2
)
,
where b j(η) is a scalar weight function satisfying E[b j(η)|H j] = b j(η) for each
j ≥ 1. However, these estimating equations generally fail to be unbiased because
each utilizes only the complete gap times X1, . . . , XN , each of which satisfies X j ≤
C, j = 1, . . . ,N.
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Let F = {S 1, S 2, . . . , S N , S N+1; L¯1, . . . , L¯N+1;C} denote the observed data (2.1),
augmented with the additional information on the first event time S N+1 follow-
ing time C. Since S N+1 is not generally observable, one may view F as a suitable
representation of “full data” in this setting. Consider the pair of F−dependent
estimating equations (cf. Murphy and Li, 1995)
D∗F,1(η) ≡
N+1∑
j=1
f j(θ)Z j(θ) and D∗F,2(η) ≡
N+1∑
j=1
b j(η)
(
Z2j (θ) − σ2
)
. (2.7)
Theorem 2.2.1, proved in Appendix B.1, shows that the F−dependent esti-
mating equations (2.7) are unbiased under Condition (A0) of Appendix A.
Theorem 2.2.1. Under Condition (A0), the estimating equations (2.7) are unbi-
ased.
While unbiased, the estimating equations (2.7) cannot be used directly for es-
timating η from the observed data (2.1) because each depends on YN+1 = h(XN+1),
information not available under (2.1). Similarly to Murphy et al. (1995), one
starting point for developing practically useful estimating equations is to project
(2.7) onto the observed data:
E[D∗F,1(η)|O] =
N∑
j=1
f j(θ)Z j(θ) + fN+1(θ)E[ZN+1(θ)|O] (2.8)
and
E[D∗F,2(η)|O] =
N∑
j=1
b j(η)
(
Z2j (θ) − σ2
)
+ bN+1(η)E
[(
Z2N+1(θ) − σ2
)
|O
]
. (2.9)
Using iterated expectation, an easy calculation shows that the O−dependent
estimating equations (2.8) and (2.9) remain unbiased under the conditions of
Theorem 2.2.1.
10
Defining W j(η) = σ−1Z j(θ) and H j = H j ∪ {C ≥ S j−1} for j ≥ 1, the expectations
appearing on the right-hand side of (2.8) and (2.9) can be rewritten as follows:
E[ZN+1(θ)|O] = σE [WN+1(η)|WN+1(η) > w(η),HN+1] ,
E
[
Z2N+1(θ) − σ2|O
]
= σ2
(
E
[
W2N+1(η)|WN+1(η) > w(η),HN+1
]
− 1
)
,
where w(η) = [σVN+1(θ)]−1 {h(C − S N) − µN+1(θ)} is considered fixed in each ex-
pression.
The dependence of WN+1(η) on YN+1 implies that WN+1(η) represents missing
data under (2.1). The projections (2.8) and (2.9) therefore correspond to using an
obvious form of conditional imputation and further modeling assumptions that
permit computation of these conditional expectations are needed. Under Condi-
tion (A0), YN+1 and hence WN+1(η) may be considered missing at random (MAR,
Rubin, 1976) and immediate progress is possible under a parametric specifi-
cation for the conditional distribution WN+1(η)|HN+1. Noting that {W j(η), j ≥ 1}
is a sequence of dependent, standardized (i.e., mean zero, variance one) ran-
dom variables, we propose to proceed under the simplifying assumption that
WN+1(η)|HN+1 is distributed according to a fully specified parametric distribution
F0(·) having mean zero and variance one. This immediately implies that
E
[
WrN+1(η)|WN+1(η) > w(η),HN+1
]
= Kr(w(η)), r = 1, 2, (2.10)
where
Kr(w) =
∫ ∞
w
ur
dF0(u)
1 − F0(w−) . (2.11)
Under (2.10) and (2.11), (2.8) and (2.9) reduce to
E[D∗F,1(η)|O] =
N∑
j=1
f j(θ)Z j(θ) + σ fN+1(θ)K1(w(η)) (2.12)
and
E[D∗F,2(η)|O] =
N∑
j=1
b j(η)
(
Z2j (θ) − σ2
)
+ σ2bN+1(η) (K2(w(η)) − 1) . (2.13)
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For example, with F0(x) = Φ(x),
K1(x) =
φ(x)
1 − Φ(x) and K2(x) = 1 +
xφ(x)
1 − Φ(x) ,
whereas the choice F0(x) = 1 − e−(x+1) for x > −1 leads to K1(x) = x + 1 and
K2(x) = 1 + (x+ 1)2. Each of (2.12) and (2.13) has mean zero provided (2.10) holds
and F0(·) is correctly specified.
The moment assumptions on F0(·) are natural in view of the mean-variance
specification of the model. In addition, this parsimonious model facilitates
straightforward implementation and justification of inference procedures, as
will be seen in Section 2.2.3. We emphasize here that the parametric speci-
fication of F0(·) is only introduced for the purposes of dealing with the cen-
sored time YN+1 = h(XN+1). We have not assumed that each member of the
sequence {W j(η), j ≥ 1} has distribution F0(·); in addition, we have not intro-
duced any assumptions that impose a fully parametric dependence structure
on {W j(η), j ≥ 1}. Perhaps the easiest way to see this is to note that such distri-
butional assumptions are neither needed nor used in the development of (2.7);
see also Murphy and Li (1995) for related results and discussion.
REMARK: One may write K1(x) = E[W |W > x] = x + M(x), where W is a
random variable with distribution function F0(·) and M(x) = E[W − x|W > x]
is the corresponding mean residual life function. An immediate consequence
of this relationship is that one cannot specify a valid parametric model for K1(·)
without also specifying a valid parametric model for F0(·) (e.g., Cox, 1962; Oakes
and Dasu, 1990; Kotz and Shanbhag, 1980).
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2.2.3 Estimation and inference with observed data: n subjects
Suppose there is data available on n independent subjects, say Oi, i = 1, . . . , n,
where Oi is the data (2.1) on the ith subject. Then, (2.12) and (2.13) immediately
generalize, yielding the pair of estimating equations
S n,1(η) =
1
n
n∑
i=1
 Ni∑
j=1
fi j(θ)Wi j(η) + fi,Ni+1(θ)K1(wi(η))
 (2.14)
and
S n,2(η) =
1
n
n∑
i=1
 Ni∑
j=1
bi j(η)
(
W2i j(η) − 1
)
+ bi,Ni+1(η) (K2(wi(η)) − 1)
 , (2.15)
where
Wi j(η) =
Yi j − µi j(θ)
σVi j(θ)
and wi(η) =
h(Ci − S iNi) − µi,Ni+1(θ)
σVi,Ni+1(θ)
.
Assuming that (2.10) holds and F0(·) has been correctly specified, (2.14) and
(2.15) together form a collection of unbiased estimating equations for η. In order
to solve these equations and expect to obtain a unique solution η̂n = (θˆTn , σˆ2n)T for
finite n, smoothness assumptions on Kr(·), r = 1, 2 are required. Conditions (A3)-
(A5) of Appendix A impose sufficient smoothness restrictions on Kr(·), r = 1, 2;
see Appendix A for further details and discussion.
Let S n(η) = (S n,1(η)T , S n,2(η))T ; then, we may write
S n(η) =
1
n
n∑
i=1
ψ(η,Oi), (2.16)
where ψ(η,Oi) = (ψ1(η,Oi)T , ψ2(η,Oi))T is a vector of known functions of η and
Oi, i = 1, . . . , n. Define S (η) = Eη0[ψ(η,O1)] and S
′(η) = ddηS (η). Theorems 2.2.2
and 2.2.3 show that η̂n is both consistent and asymptotically normal as n → ∞;
see Appendix A for the statement of regularity conditions and further details
on proof.
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Theorem 2.2.2. Under conditions (A0)-(A4) and as n → ∞, there exists a se-
quence {̂ηn, n ≥ 1} and a unique η0 such that S (η0) = 0, S n(̂ηn) = 0 with probability
going to one, and η̂n
P−→ η0.
Theorem 2.2.3. Under conditions (A0)-(A7), the sequence
√
n(̂ηn − η0) is asymp-
totically normal with mean zero and covariance matrix
S ′(η0)−1 Eη0
[
ψ(η0,O1)ψ(η0,O1)T
]
(S ′(η0)−1)T . (2.17)
It further follows that one can consistently estimate Var(̂ηn) via
n−1S ′n(̂ηn)
−1
1n
n∑
i=1
ψ(̂ηn,Oi)ψ(̂ηn,Oi)T
 (S ′n(̂ηn)−1)T . (2.18)
REMARK: The asymptotic results for η̂n rely on the assumption that (2.10)
holds with F0(·) correctly specified. As pointed out earlier in Section 2.2.2, the
parametric imputation assumption (2.10) has been introduced in order to deal
with the censoring of Yi,Ni+1 = h(Xi,Ni+1), i = 1, . . . , n. Other models for imputa-
tion, as well as methods for handling the missing data problem, are possible.
However, under a MAR specification, all such methods rely on further model-
ing assumptions and, similarly to the problem of misspecifying F0(·), incorrect
specifications create bias. We refer the reader to Section 2.5 for further discus-
sion.
2.2.4 Connections to Murphy et al. (1995)
Similarly to Section 2.2.3, Murphy et al. (1995) focus on estimating η from the
observed data Oi, i = 1, . . . , n when h(x) = x, suggesting an adaptation of the EM
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algorithm of Dempster et al. (1977) for use with estimating equations, an idea
recently explored in greater generality by Elashoff and Ryan (2004). Specifically,
for each i = 1, . . . , n and given current estimates θ̂(k) and σ̂(k) of θ and σ, Murphy
et al. (1995) suggest imputing
Y (k)i,Ni+1,r = µi,Ni+1(̂θ
(k)) + σ̂(k)Vi,Ni+1(̂θ
(k)) r, (2.19)
where r, r = 1, . . . , B are independent and identically distributed mean zero,
variance one random variables. These B variables are then used to compute
both E˜(k)i =
∑B
r=1 Y
(k)
i,Ni+1,r
w(k)ir and V˜
(k)
i =
∑B
r=1
(
Y (k)i,Ni+1,r − E˜(k)i
)2
w(k)ir , where
w(k)ir =
I(Y (k)i,Ni+1,r > Ci − S iNi)∑B
s=1 I(Y
(k)
i,Ni+1,s
> Ci − S iNi)
, i = 1, . . . , n.
The estimates θ̂(k) and σ̂(k) are then updated according to the following pro-
cedure. Expressed in our notation, θ̂(k+1) is first computed by solving
S M(θ) =
1
n
n∑
i=1
 Ni∑
j=1
fi j(θ)Zi j(θ) + fi,Ni+1(θ)
 E˜(k)i − µi,Ni+1(θ)Vi,Ni+1(θ)

 = 0.
As indicated in the Appendix of Murphy et al. (1995), one then computes
σ̂(k+1) =
 1n + ∑ni=1 Ni
n∑
i=1
 Ni∑
j=1
Z2i j(̂θ
(k+1)) +
V˜ (k)i
[Vi,Ni+1(̂θ(k+1))]2


1/2
. (2.20)
This iteration continues until the relative change in each estimated model pa-
rameter is small.
We now illuminate the connections to the methodology summarized in Sec-
tion 2.2.3, as well as an important problem with the methodology described
above. The “E-type” step described above involves computing Monte Carlo
approximations to the conditional cumulants E
[
Yi,Ni+1|Yi,Ni+1 > Ci − S iNi ,Hi,Ni+1
]
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and Var
[
Yi,Ni+1|Yi,Ni+1 > Ci − S iNi ,Hi,Ni+1
]
, evaluated at the current parameter val-
ues θ̂(k) and σ̂(k). Under the imputation assumption (2.19), it is apparent that
E˜(k)i is a Monte Carlo approximation to σK1(Ci − S iNi) i = 1, . . . , n, where K1(·)
is defined in (2.11) and r ∼ F0, r = 1, . . . , B. The use of (2.14) in place of the
Monte Carlo approximation S M(θ) used by Murphy et al. (1995) reduces com-
putational demands and leads to a stable estimation procedure independent of
Monte Carlo error. The use of (2.15) corrects a fundamental error in Murphy
et al. (1995). Specifically, as shown in Appendix B.2, the estimator (2.20) is bi-
ased. Moreover, the degree of bias increases with fewer complete observations
per subject because the censored cycles contribute an increased proportion of
the information to the estimating equation.
REMARK: A less subtle error corrected by this thesis involves the variance
estimate (2.18). The corresponding estimate proposed in Murphy et al. (1995,
Appendix) assumes independence of the gap times within subjects and is there-
fore inconsistent when this assumption fails.
2.2.5 Connections with GEE
Similarly to Section 2.2.2, define Fi = {S i1, S i2, . . . , S iNi , S i,Ni+1; L¯i1, . . . , L¯i,Ni+1;Ci}, i =
1, . . . , n. Then, assuming Fi, i = 1, . . . , n represents the available data and also that
subjects are independent of each other, the results of Theorem 2.2.1 imply that
Un,1(η) =
1
n
n∑
i=1
Ni+1∑
j=1
fi j(θ)Wi j(η)
 (2.21)
and
Un,2(η) =
1
n
n∑
i=1
Ni+1∑
j=1
bi j(η)
(
W2i j(η) − 1
) (2.22)
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form a system of unbiased (full data) estimating equations for η. Under the same
assumptions leading to (2.14) and (2.15), it follows that the projections of (2.21)
and (2.22) onto the observed data Oi, i = 1, . . . , n reproduce (2.14) and (2.15).
The estimating equations (2.21) and (2.22) represent a particular example of
a “full data” GEE system. Specifically, define for i = 1, . . . , n the matrices
Ai(θ) = diag{Vi1(θ), · · · ,Vi,Ni+1(θ)} and Gi(θ) =
(
dµi1(θ)
dθ
dµi2(θ)
dθ · · ·
dµi,Ni+1(θ)
dθ
)
.
In addition, let INi+1 denote the identity matrix of dimension of (Ni + 1) × (Ni +
1), i = 1, . . . , n. Then, one may write Un,1(η) as
(nσ)−1
n∑
i=1
Gi(θ)
[
Ai(θ)INi+1Ai(θ)
]−1 i(θ),
where i(θ) is a vector with elements Yik − µik(θ), k = 1, . . . ,Ni + 1. The corre-
spondence between (2.21) and a GEE system is now evident, the use of INi+1 in[
Ai(θ)INi+1Ai(θ)
]−1 further imposing a “working independence” correlation struc-
ture on Yi1, . . . ,Yi,Ni+1 (cf. Molenberghs and Verbeke, 2005, Sec. 8.2). A similar
construction is possible for (2.22); moreover, (2.21) and (2.22) together form a
particular example of a GEE2 (e.g. Prentice and Zhao, 1991) system that im-
poses a block diagonal covariance structure on Un(η) = (Un,1(η)T ,Un,2(η))T (cf.
Molenberghs and Verbeke, 2005, Sec. 8.5). In Appendix C, we consider the use
of alternative working correlation structures, demonstrating in particular that
valid structures must respect the conditional specification of the model in order
for (2.21) and (2.22) to remain unbiased.
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2.3 Simulations
The work of Murphy et al. (1995) was motivated by the analysis of menstrual
cycle patterns. More specifically, the authors were interested in developing in-
sight into the relationship between cycle length and covariates such as location,
body mass index (BMI) and age. Murphy et al. (1995) also carried out a small
simulation study modeled after these data in order to evaluate the robustness of
their methods to assumptions regarding the nature of the censored cycle length.
The following conditional mean and variance specifications were respectively
used in both the analysis and simulation study: E[Yi j|Hi j] = µi j(θ), where
µi j(θ) = L¯Ti jγ +
ρ
ρ( j − 1) + 1 − ρ
 j−1∑
l=1
Yil −
j−1∑
l=1
L¯Tilγ
 (2.23)
and θ = (γT , ρ)T ; and, Var[Yi j|Hi j] = σ2V2j (θ), where
Vi j(θ) =
(∣∣∣∣∣1 + ρρ( j − 1) + 1 − ρ
∣∣∣∣∣)1/2 . (2.24)
The use of (2.23) and (2.24) evidently corresponds to a special case of (2.3). As-
suming an equal number of cycles per woman, the proposed mean function
corresponds to a simple linear mixed effects model using woman as a random
effect. The parameter ρ can thus be interpreted as an intra-woman correlation
coefficient, with ρ = 0 denoting that past cycle lengths are not useful in predict-
ing current cycle length.
In this section, we consider an expanded version of the simulations consid-
ered in Murphy et al. (1995). In addition to allowing for the possibility of a
misspecified censored cycle length distribution, we consider the impact of both
varying and shorter observation periods (i.e., fewer observed events), varying
number of subjects, and two specifications of Vi j(θ). More specifically, cycle
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data on either 50 or 200 independent women are simulated by generating cy-
cle times according to the model Yi j = max{Y∗i j, 1}, j ≥ 1, i = 1, . . . , 50, where
Y∗i j = µi j(θ) + σVi j(θ)i j and i j are independent, identically distributed observa-
tions from either a standard normal density or a shifted exponential density
with mean zero and unit variance. As in Murphy et al. (1995), we assume that
µi j(θ) is specified according to the following trivial modification of (2.23):
µi j(θ) = 28+γ0+γ1BMIi j+
ρ
ρ( j − 1) + 1 − ρ
 j−1∑
l=1
Yil −
j−1∑
l=1
{
28 + γ0 + γ1BMIi j
} , (2.25)
where γ0 = 0.6, γ1 = −0.4, and ρ = 0.03. The single time-dependent covariate
BMIi j = BMIi j − 21, where BMIi j is assumed to decrease linearly from 22 kg/m2
on day 1 to 20 kg/m2 on day 195, increase linearly back to 21 kg/m2 on day 225,
and then remain constant thereafter. As in Murphy et al. (1995), we consider
the specification (2.24) for Vi j(θ) in conjunction with σ2 = 11; in addition, we
also consider the specification Vi j(θ) = |µi j(θ)|, where µi j(θ) is given in (2.25) and
σ2 = 1/72.2 = 0.014. These two choices of Vi j(θ) correspond to the model speci-
fications (2.3) and (2.4); our choices of σ2 approximately equalize the variances
of the average gap times across the two settings. Finally, we assume the obser-
vation period for subject i is [0,Ci], where Ci = max{C∗i , 1} and C∗i is normally
distributed. Four possible settings are considered, with E[C∗i ] set to either 125
or 225 days and Var(C∗i ) set either 0 or 50, respectively. The average number of
events per subject under an observation period with E[C∗i ] = 125 (E[C
∗
i ] = 225)
is approximately 3.9 (7.4). All simulations were run using bi j(η) = 1, a choice
that corresponds to the use of generalized least squares.
Tables 2.1 and 2.2 respectively summarize the results for C∗i ∼ N(225, 0) and
C∗i ∼ N(125, 0); a comparison of these tables demonstrates the impact of the ex-
pected number of events. The remaining simulation results are summarized in
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Tables D.1-D.6 in Appendix D. The top panel of Table 2.1 corresponds to the
simulations summarized in Table II of Murphy et al. (1995). Each table corre-
sponds to one combination of censoring distribution and sample size and sum-
marizes the results for the four possible combinations of true and assumed er-
ror distributions for each choice of variance function (i.e., Vi j(θ)). In the tables,
|rBias| is the absolute relative bias of the average estimate and ESE is the empir-
ical standard deviation of the estimate; both are computed from 1000 simulated
datasets of the indicated sample size. The average estimated asymptotic stan-
dard errors (ASE) are obtained by averaging the square root of the diagonal of
(2.18) over the 1000 simulated datasets. Relative bias is reported because the
magnitude of σ2 differs greatly across the top and bottom halves of each table.
In general, the simulation results demonstrate that the model specifications
(2.3) and (2.4) produce estimates of θ and σ2 with comparable relative biases.
The standard errors for θ̂n are also comparable across models and ASE provides
an acceptable approximation to ESE in all cases. While a strong effect of mis-
specifying F0(·) is absent, the impact of doing so on ρ and σ2 does become more
apparent when the sample size is increased to n = 200. In addition, comparing
the results for Tables D.3 & D.5 (Appendix D), one can additionally see that bi-
ases increase under both incorrect and correct model misspecifications when the
average number of expected events decreases. In general, though, the relative
biases remain modest in most cases and the signs of all estimated parameters
are also correct (results not shown).
Other interesting patterns also arise in these tables. For example, the bias
of ρ is typically the largest, especially so when the true F0(·) is normally dis-
tributed. In addition, the sign of the bias is frequently negative (results not
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Table 2.1: Simulation Results for n=50, Ci ∼ N(225, 0)
Expected number of events  7.4
True F0
Normal Exponential
Model Imputed F0 Parameter |rBias| ESE ASE |rBias| ESE ASE
Normal
γ0 0.003 0.193 0.188 0.009 0.189 0.191
γ1 0.014 0.276 0.272 0.034 0.267 0.260
ρ 0.113 0.032 0.032 0.007 0.034 0.032
µi j(θ) = (2.25) σ2 0.004 0.865 0.848 0.035 1.524 1.486
Vi j(θ) = (2.24) γ0 0.006 0.189 0.187 0.010 0.187 0.190
Exponential
γ1 0.006 0.285 0.272 0.013 0.269 0.261
ρ 0.193 0.034 0.032 0.023 0.034 0.032
σ2 0.025 0.931 0.879 0.003 1.655 1.561
γ0 0.023 0.194 0.189 0.013 0.193 0.191
Normal
γ1 0.035 0.278 0.274 0.006 0.263 0.264
ρ 0.098 0.033 0.032 0.036 0.035 0.032
µi j(θ) = (2.25) σ2 0.008 0.001 0.001 0.031 0.002 0.002
Vi j(θ) = |(2.25)| γ0 0.007 0.198 0.189 0.007 0.196 0.189
Exponential
γ1 0.010 0.295 0.275 0.012 0.272 0.264
ρ 0.105 0.034 0.032 0.136 0.035 0.032
σ2 0.015 0.001 0.001 0.003 0.002 0.002
shown), indicating that ρ is often underestimated. However, as expected, this
bias drops dramatically with an increase in sample size. Comparing results for
E[C∗i ] = 125 versus E[C
∗
i ] = 225, we further observe that a decrease in the num-
ber of complete times generally leads to substantially increased standard errors,
as might be expected. Interestingly, with a mean censoring time of 125, the use
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Table 2.2: Simulation Results for n=50, Ci ∼ N(125, 0)
Expected number of events  3.9
True F0
Normal Exponential
Model Imputed F0 Parameter |rBias| ESE ASE |rBias| ESE ASE
Normal
γ0 0.075 0.469 0.463 0.012 0.455 0.458
γ1 0.152 0.713 0.701 0.011 0.664 0.687
ρ 0.069 0.058 0.057 0.066 0.062 0.061
µi j(θ) = (2.25) σ2 0.004 1.206 1.236 0.037 2.173 1.985
Vi j(θ) = (2.24) γ0 0.025 0.489 0.475 0.017 0.489 0.474
Exponential
γ1 0.078 0.736 0.706 0.005 0.708 0.710
ρ 0.104 0.060 0.058 0.024 0.062 0.061
σ2 0.015 1.331 1.274 0.006 2.247 2.136
γ0 0.044 0.475 0.466 0.032 0.471 0.460
Normal
γ1 0.094 0.727 0.702 0.067 0.702 0.688
ρ 0.092 0.064 0.059 0.182 0.067 0.061
µi j(θ) = (2.25) σ2 0.014 0.001 0.001 0.047 0.002 0.002
Vi j(θ) = |(2.25)| γ0 0.028 0.472 0.470 0.031 0.463 0.474
Exponential
γ1 0.060 0.720 0.698 0.046 0.698 0.701
ρ 0.172 0.064 0.058 0.047 0.068 0.063
σ2 0.008 0.001 0.001 0.015 0.003 0.002
of a non-constant censoring time often leads to lower standard errors in com-
parison with a fixed censoring time; however, with a mean censoring time of
225, the situation is reversed. The exact reasons for this change in behavior are
unclear, though may have something to do with the fact that the BMI variable
changes from a decreasing function at 195 days, a time that lies in between these
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two censoring times.
Finally, we remark that Table 2.1 demonstrates a substantial increase in the
standard error of γˆ1 in comparison with Table II in Murphy et al. (1995). We re-
peated the simulation corresponding to Table 2.1, replacing the analytical com-
putation (2.11) with the Monte Carlo approximation described in Section 2.2.4
using B = 10000. The empirical and estimated asymptotic standard errors were
very similar to those in Table 2.1; hence, such a large discrepancy in the esti-
mated standard error of γˆ1 almost certainly reflects the use of an incorrect stan-
dard error formula by Murphy et al. (1995), as discussed earlier in Section 2.2.4.
2.4 Data Analysis: Recurrent asthma in children
In this section, we use our methodology to reanalyze patterns of recurrent
asthma events occurring in young children. Briefly, 232 children aged 6
months at high risk of experiencing an asthmatic event, but who have not
yet done so, were randomized to receive either drug or placebo and then fol-
lowed for up to 18 months. The data are available from the data archive at
http://blackwellpublishing.com/rss. Duchateau et al. (2003, Table 1)
analyze these data using various frailty models and time scales for recurrent
event counting processes and find a statistically significant treatment effect.
Such a difference seems apparent in Figure 2.1, which respectively summarizes
the number of asthmatic events experienced in the drug and placebo groups
over the course of the trial.
The gap times of particular interest in this study are the “asthma free” peri-
ods, namely (i) the time elapsed between randomization and the beginning of
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Figure 2.1: Distribution of numbers of recurrent events for drug and con-
trol subjects
the first asthmatic episode; and, (ii) the time elapsed between the end of one
asthmatic episode and the beginning of the next attack. A complicating factor
in this analysis is the fact that a child is not considered to be at risk for another
asthmatic event until the current episode ends, with such periods possibly last-
ing several days.
However, with a median length of 4 days and 95% of the asthmatic events
having durations less than 20 days, such times are generally short in compar-
ison with the asthma-free periods (median of 39 days, with 95% of the times
less than 430 days). For the purposes of this analysis, we therefore focus on
the asthma-free gap times, accounting for the potential impact of asthmatic
episodes through covariate adjustment. A secondary analysis, conducted by
redefining the gap times of interest as the time elapsed between the start of each
asthma-free period, led to the same qualitative and similar quantitative conclu-
sions (results not shown).
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In addition to evaluating the treatment effect using various frailty models,
Duchateau et al. (2003) comment that there is interest in “the evolution of the
asthma recurrent event rate over time,” “how the appearance of an event influ-
ences the event rate,” and “how the asthma event rate changes with age.” As
suggested in Aalen et al. (2004), heterogeneity (i.e., frailty) can sometimes be
accounted for using covariate information that changes over the course of ob-
servation. Thus, in the context of modeling gap time data as proposed here, one
might investigate how the average length of the current asthma-free episode de-
pends on treatment, the occurrence and length of prior asthmatic and asthma-
free episodes, and child age. Due to a significant right skew in the complete
gap times, we model the conditional mean of Yi j = log Xi j (i.e., µi j(θ)), as in (2.5).
Two models, described later, are fit assuming µi j(θ) depends on some function
of the covariates L¯i j = (Di, F¯i j, N¯i j, R¯i j, A¯i j)T , where Di = I{child took the drug},
F¯i j = I{ j > 1} (i.e., “0” for the first event, 1 otherwise), N¯i j is the length of the
most recent asthmatic episode (N¯i1 = 0), R¯i j is the length of the most recent
asthma-free episode (R¯i1 = 0), and A¯i j is the age of the child (in days) at the be-
ginning of the jth asthma-free period. To account for the possibility that the Y ′i js
might be heavy tailed, the cumulative distribution function F0(·) is chosen as a
standardized t with 3 degrees of freedom. The use of F0(·) = Φ(·) results in no
qualitative and minimal quantitative changes (results not shown). The results,
reported in Tables 2.3 and 2.4, use Vi j(θ) = 1; in general, selecting Vi j(θ) = |µi j(θ)|
leads to nearly identical answers for the regression coefficients θ but rather dif-
ferent estimates of σ2. The reported standard errors (in brackets) are based on
(2.18).
Define N¯(b)i j = I{N¯i j ≥ 5 days} and R¯(b)i j = I{R¯i j ≥ 40 days} to respectively
represent the lengths of the most recent asthmatic and asthma-free episodes
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as being above and below the sample median values. Also, let A¯(1)i j = I{A¯i j ∈
[366, 547] days} and A¯(2)i j = I{A¯i j ≥ 548 days} denote indicators of a child’s age to
be 1-1.5 years or greater than 1.5 years. Then, the two mean models summarized
in Table 2.3 are described below:
1. µi j(θ) = θ0 + θ2F¯i j + θ3N¯
(b)
i j + θ5R¯
(b)
i j + θ6A¯
(1)
i j + θ7A¯
(2)
i j
2. µi j(θ) = θ0 + θ1Di + θ2F¯i j + θ3N¯
(b)
i j + θ4(Di × N¯(b)i j ) + θ5R¯(b)i j + θ6A¯(1)i j + θ7A¯(2)i j
In Model 2, the intercept θ0 has a useful interpretation as the average of the
logarithm of the first gap time for subjects taking placebo. Notably, Model 1 is
not fit directly; rather, this model is fit separately by treatment group in order
to help illuminate important interactions with treatment, resulting in Models
1a (drug group) and 1b (control group). The intercepts in Models 1a and 1b
respectively represent the mean log first gap times for subjects taking drug and
placebo. Model 2 assumes a parametric form for the interaction between Di and
N¯(b)i j and is therefore a more restricted version of Models 1a and 1b.
Table 2.3: Estimated regression coefficients and standard errors, Models 1
and 2
θ0 θ1 θ2 θ3 θ4 θ5 θ6 θ7
Model 1a
4.874 -0.758 -0.012 0.846 -0.204 -0.846
(0.163) (0.281) (0.155) (0.188) (0.180) (0.234)
Model 1b
4.404 -0.771 0.312 0.748 -0.434 -0.230
(0.194) (0.382) (0.139) (0.287) (0.171) (0.144)
Model 2
4.420 0.437 -0.747 0.313 -0.449 0.766 -0.325 -0.457
(0.161) (0.175) (0.257) (0.134) (0.202) (0.185) (0.125) (0.143)
Respectively, the results for θ0 under Model 1 and θ1 under Model 2 summa-
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rized in Table 2.3 indicate the presence of a treatment effect on the initial asthma-
free episode, the average gap time being larger in the drug group. Through
θ2, both models also indicate that the mean gap time decreases after the occur-
rence of the first asthmatic episode, the magnitude of this effect varying little
by treatment status. Qualitatively, these results are consistent with those of the
gap-time-intensity models reported in Table 1 of Duchateau et al. (2003, Models
2 & 3), where statistically significant differences by treatment and between the
effects of the first and subsequent events are reported.
Together, Models 1a and 1b further suggest that the mean gap times for the
drug and control groups tend to be considerably closer to each other for N¯(b)i j = 1
(i.e., among children whose most recent asthmatic attack is on the longer side)
than for N¯(b)i j = 0. These patterns are present whether or not the effects corre-
sponding to θ5 − θ7 are included in the model (results not shown). Models 1a
and 1b further suggest that a longer previous asthma free episode tends to re-
sult in a longer current asthma free episode, regardless of treatment. We also
observe that the average length of asthma-free episodes tends to decrease with
increasing age, with the drug having a relatively protective effect in younger
children (i.e., less than 1.5 years old) that may start to wear off with increasing
age.
Models 1a and 1b also demonstrate the existence of a modest level of in-
teraction between certain patient history variables and treatment. Specifically,
there are noticeable changes in θ3 (length of most recent asthmatic episode) and
θ7 (children older than 1.5 years) and more minor changes in θ5 (length of most
recent asthma-free episode) and θ6 (children aged 1-1.5 years). However, with
the exception of θ3, these effects only exhibit changes in magnitude, not in direc-
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tion. Therefore, Model 2 can be expected to provide a parsimonious description
of the trends exhibited in Models 1a and 1b, as well as a more direct evaluation
of the treatment effect. In fact, under Model 2, we observe that the treatment
effect and its interaction with N¯(b)i j are both statistically significant (p = 0.012 and
p = 0.026, respectively).
Model 3, summarized in Table 2.4, is specified similarly to Model 2, except
that continuous versions of certain covariates are used in order to investigate
the impact of discretizing covariates. Let N¯(log)i j = 0 if j = 1 and N¯
(log)
i j = log N¯i j for
j > 1; define R¯(log)i j similarly. Also, let A¯
(log)
i j = log A¯i j − log 182 be the log age of a
child, centered at its minimum value of 182 days. Then, the mean function for
Model 3 is the following:
µi j(θ) = θ0 + θ1Di + θ2F¯i j + θ′3N¯
(log)
i j + θ
′
4DiN¯
(log)
i j + θ
′
5R¯
(log)
i j + θ
′
6A¯
(log)
i j .
The results of fitting this model reflect the same trends observed in Model 2.
Table 2.4: Estimated regression coefficients and standard errors, Model 3
θ0 θ1 θ2 θ
′
3 θ
′
4 θ
′
5 θ
′
6
Model 3
4.376 0.529 -1.263 0.121 -0.258 0.369 -0.778
(0.162) (0.167) (0.349) (0.071) (0.107) (0.063) (0.136)
Residual analysis for GEE models with longitudinal data, particularly in the
presence of missing data, is not a well-developed field. In the current setting,
one might consider using
Ŵi j =
Yi j − µi j(̂θ)
σ̂Vi j(̂θ)
, j = 1, . . . ,Ni, i = 1, . . . , n,
that is, the estimated “standardized residuals” derived from the complete gap
time information. Figure 2.2 provides histograms of these quantities respec-
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Figure 2.2: Standardized complete gap time residuals for Models 1-3
tively obtained under Models 1-3. While such plots cannot be used to validate
that the individual mean and variance functions have been well-specified, the
lack of unusually large standardized residuals is an indication that the model
has done a reasonable overall job in describing the observed gap time data.
However, care must be exercised in the interpretation of such plots due to the
presence of correlation between residuals and also the fact that
∑n
i=1
∑Ni
j=1 Ŵi j , 0.
The last result is a consequence of using residuals derived only from complete
gap time information, and likely explains the mild left skew observed in each
plot.
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2.5 Discussion
The use of GEE-type methods for analyzing recurrent event counting processes
is now common. In contrast, the use of such methods for directly analyzing
gap time data has not been systematically investigated. The methodology pro-
posed here extends and corrects methodology originally proposed in Murphy
et al. (1995) for the purposes of analyzing menstrual cycle data. The result is a
simple yet flexible class of models for analyzing gap time data. An especially
attractive feature is the ability to specify rich models through mean and vari-
ance structures, leading to direct interpretability of regression effects on the gap
times.
The main limitation of the proposed methodology is the reliance of (2.14)
and (2.15) on the parametric model specified by (2.11) and (2.10). This para-
metric assumption is used for the sole purpose of dealing with censored gap
time information and our simulation results also demonstrate a degree of ro-
bustness to the misspecification of F0(·). However, for reasons explained earlier,
both consistency and asymptotic normality of η̂n do rely on the correct specifica-
tion of the imputation model (2.10). Consequently, it is worthwhile to consider
estimating η using alternative methods for handling the censored gap times.
For example, one might try and estimate the required conditional moments
for the censored gap times under (2.10) without imposing a specific parametric
model in (2.11). Let M > 0 be an arbitrarily large fixed integer and define for
i = 1, . . . , n and j = 1, . . . ,M the probabilities
pii j = P{Ci ≥ S i j|Hi j ∪ S i j}. (2.26)
Assume that pii j ≥  > 0 for i, j ≥ 1 and, in addition, that E[Wri j(η0)|Wi j(η0) > w] =
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Kr(w), r = 1, 2 and i, j ≥ 1. Under mild regularity conditions,
K̂r(w, η0) =
∑n
i=1
∑M
j=1
I{Ci≥S i j}
pii j
Wri j(η0)I{Wi j(η0) > w}∑n
i=1
∑M
j=1
I{Ci≥S i j}
pii j
I{Wi j(η0) > w}
is a pointwise consistent estimator of Kr(w) for r = 1, 2. This estimator avoids the
need to use a parametric specification for F0(·) in (2.11) at the price of assuming
that E[Wri j(η0)|Wi j(η0) > w] = Kr(w), r = 1, 2 for all standardized gap times. This
latter assumption is stronger than that made in connection with (2.10), which is
only imposed on the last incomplete gap time on each subject. In practice, use of
this inverse-probability-of-censoring-weighted (IPCW) estimator also requires
estimating η0 and the censoring probabilities in (2.26). In the special case where
censoring is completely independent of the event process and covariates, it is
possible to consistently estimate the pii j via p̂ii j = 1 − Ĝ(S i j+), where Ĝ(·) is the
empirical CDF of the censoring times C1, . . . ,Cn. More generally, a model for the
censoring mechanism must be imposed; if this model is misspecified, bias can
be expected for reasons analogous to the misspecification of F0(·). For these and
other reasons (e.g., the need for uniform asymptotic results, proper methods of
variance estimation), we have not investigated the utility of this estimator any
further.
An alternative use of IPCW estimation is to construct direct analogs of (2.14)
and (2.15). Specifically, one might proceed by estimating η using
1
n
n∑
i=1
 M∑
j=1
I{S i j ≤ Ci}
pii j
fi j(θ)Wi j(η)
 and 1n
n∑
i=1
 M∑
j=1
I{S i j ≤ Ci}
pii j
bi j(η)
(
W2i j(η) − 1
) .
While such an approach obviates the need to impose assumptions (2.11) and
(2.10), the avoidance of bias continues to require that one be able to correctly
model and consistently estimate the censoring probabilities (2.26). In addition,
because the information on censored gap times is no longer utilized directly,
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the efficiency of such an approach may suffer. This efficiency loss may be offset
by including information on the censored gap times via augmented estimating
equations (e.g., Rotnitzky et al., 1998; Scharfstein et al., 1999; Bang and Robins,
2005).
Finally, the methods developed in this chapter can in principle be extended
to multivariate recurrent event processes arising either as a result of having clus-
tered data or due to the presence of multiple recurrent event outcomes on each
subject. However, if the dependence structure between processes or especially
between censored multivariate gap times must be modeled, the robustness of
the present approach is likely to suffer and it may be advantageous to use a
proper extension of the IPCW-type estimation scheme described above.
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CHAPTER 3
MARGINAL AND CONDITIONAL ESTIMATING EQUATIONS FOR
MULTIVARIATE LONGITUDINAL DATA SUBJECT TO CENSORING
3.1 Introduction
Longitudinal observations obtained at discrete times are often the only means
available for describing the evolution of a (multivariate) response of interest.
When these discrete times, often called visit times, are themselves informative of
the response (e.g. patients undergoing more frequent testing tend to also be ones
who are unhealthy) the analysis is complicated, and a likelihood approach can
lead to biased estimates of the parameters driving the underlying longitudinal
process of interest. Typically interest is in this underlying process, rather than
in the observed process.
Estimating parameters in an underlying continuous process based on dis-
crete sampling has long been a topic of interest in the financial literature, in
which this estimation is integral to theoretical asset pricing. An extensive list
of references is available in this area, e.g. Kessler and Sørensen (1999); Kessler
(2000); Bibby et al. (2004), with a detailed review by Aı¨t-Sahalia (2005). These au-
thors assume the underlying process, X(t), follows a diffusion with the stochas-
tic differential equation dX(t) = b(X(t), θ)dt + σ(X(t), θ)dW(t), where b and σ are
known functions, W(t) is a Brownian motion, and θ is an unknown parameter
vector. They use unbiased estimating equations (sometimes based on the eigen-
functions of the generator of the diffusion) to estimate the true θ.
The extensive theoretical aspect of these works is not the focus of this thesis,
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but thinking of the longitudinal process as a multidimensional diffusion process
- or, more generally, modeling the mean and variance of its transition density -
is an interesting idea. However, the above references, and the financial litera-
ture in general, only consider univariate diffusions unfolding over a long time
period on one subject, rather than many subjects, possibly with subject-specific
time-fixed covariates to incorporate into the model. Furthermore, the aforemen-
tioned papers do not consider informative observation times.
Aı¨t-Sahalia and Mykland (2003) deal with informative visitation times,
where the time interval, ∆, between visits is chosen randomly at the beginning
of the interval, and may depend only on the length of the previous interval and
on the location of the diffusion, X; the conditional methodology proposed in
this chapter will require a similar assumption, which is outlined in Section 3.2.3.
Their method involves breaking the joint likelihood of (X,∆) into two pieces, the
second of which relates to the visitation process and does not depend on θ, the
unknown parameter vector of interest. Hence, they obtain an estimate of θ by
maximizing the first piece, which is based on the transition density of the ob-
served diffusion.
Moving from the diffusion process setting to the longitudinal data setting,
Lipsitz et al. (2002) also break the joint likelihood into a piece for the response
process and a piece for the visitation process, only the first of which depends
on the regression parameters of interest. Similarly to Aı¨t-Sahalia and Mykland
(2003), they accomplish this with an ignorability-type assumption regarding
the visitation process, which simplifies the analysis. Lin and Ying (2001), Lin
et al. (2004), and Bu˚zˇkova´ and Lumley (2009) use progressively weaker assump-
tions on the visitation process to estimate regression parameters in a univariate
34
marginal response model by way of estimating equations. The latter two pa-
pers analyze HUD-VASH homelessness data, which we will reanalyze in Sec-
tion 3.4.1 from a different standpoint.
Through the use of a latent variable in both the response and visitation mod-
els, recent papers by Sun et al. (2007) and Liang et al. (2009) generalize the set-
ting of Bu˚zˇkova´ and Lumley (2009) by allowing the response process and the
visitation process to be dependent even when conditioned on the observed pro-
cess histories. While this generalization is meaningful, these two papers both
require the visit process intensity to depend only on the time-fixed latent vari-
able and time-fixed covariates. This precludes observation times that depend
on the response process or on any time-dependent covariates. Sun and Tong
(2009) make use of the more restrictive framework in Sun et al. (2007) to also in-
clude a weaker non-informative censoring assumption, specifically by adding a
latent variable to the conditioning statement. Sun et al. (2005) allow the condi-
tional response process to depend on a function of the past visit process, as well
as the covariates, as another way of introducing dependence between the two
processes.
The approach to parameter estimation in the longitudinal setting that is pre-
sented in this chapter is different from the current literature, e.g. Bu˚zˇkova´ and
Lumley (2009), for four main reasons. First, previous observations of our re-
sponse process of interest may serve as predictors in our estimating equations,
making the EEs potentially conditional. This is especially useful when the ul-
timate goal may be to use the estimated subject-specific trajectories to predict
future trajectories or to predict an associated time-to-event. When previous re-
sponses are not included in the conditioning statements for the mean and vari-
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ance, the estimating equations become “marginal”; the second difference be-
tween our work and that of the aforementioned authors is that our marginal
estimating equations allow the covariates to be related to the mean response
in an arbitrary fashion, whereas Lin and Ying (2001) and Bu˚zˇkova´ and Lumley
(2009) assume that the marginal mean function is linear in the time-dependent
covariates, and Lin et al. (2004) model the response as a function of only time-
fixed covariates. Third, we estimate variance parameters, which generalizes
GEE for variance parameters (Prentice, 1988; Zhao and Prentice, 1990; Prentice
and Zhao, 1991) by considering informative observation times, and fourth, we
permit a multivariate response, requiring estimation of correlation between its
different dimensions.
The rest of the chapter proceeds as follows. Section 3.2.1 introduces the no-
tation, while Sections 3.2.2 and 3.2.3 focus respectively on marginal estimating
equations and conditional estimating equations. Section 3.2.3 contrasts the as-
sumptions required for the conditional model to those required for the marginal
model. Both sections provide an estimating equation for parameters indexing
the mean and variance of the process of interest. Section 3.3 provides results
of simulations, and Sections 3.4.1 and 3.4.2 respectively analyze the univariate
HUD-VASH data and the multivariate protein data. Technical details and large
sample theory are provided in Appendices E and G.
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3.2 Methodology
3.2.1 Notation
Let the longitudinal response process of interest be X(t), and let the available
covariates be A(t). Note that A may include time-dependent internal covariates
(as defined in Kalbfleisch and Prentice, 2002, Section 6.3.2); it may also include
time-fixed covariates measured upon entry into the study. The time-dependent
covariates and the response for subject i are measured at each of subject i’s vis-
itation (i.e. measurement, observation, or test) times, 0 ≤ ti0 < ti1 < . . . < tiKi <
Ci < τ, where Ci is the end of the observation period for subject i (the incor-
poration of missing data and failure times will be covered in Chapter 4). We
will often utilize the term “visitation” because it is clear what is meant by visi-
tation (even it isn’t always technically a “visit”), whereas measurement, for ex-
ample, could mean the measurement times, or the measurements themselves.
Let Ni(t) =
∑Ki
k=1 I (tik ≤ t) count the number of visits up to and including time t,
ξi(t) = I (Ci ≥ t) be the at-risk indicator for subject i, and N∗i (t) be the underly-
ing uncensored process with Ni(t) = N∗i (t ∧Ci). The reason to possibly define
0 ≤ ti0, rather than 0 = ti0, is to effectively synchronize the time scales for dif-
ferent subjects, enabling estimation of a cyclical time trend in the visit process
(e.g. non-informative measurements taken at 6am every day in a hospital are
accounted for by setting time zero for subject i to be midnight on the day of
subject i’s first measurement).
For subject i, X¯i(t) and A¯i(t) will be used to denote the respective observed
histories, up to and including time t, of the response and covariate processes,
with lack of the “bar” denoting the (possibly unobserved) value at time t itself.
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For convenience, the times of the observations for subject i will be included
implicitly in X¯i(t) and A¯i(t).
The following two subsections, 3.2.2 and 3.2.3, respectively present the
marginal and conditional approaches to modeling longitudinal data.
3.2.2 Marginal model
Assumptions
The main model assumptions of this subsection are
E
(
Xi(t)|Hm,mi (t)
)
= µ
(
hm,mi (t), θ
m
0
)
≡ µi(t), (3.1)
Var
(
Xi(t)|Hm,mi (t)
)
= Σ
(
hm,mi (t), θ
m
0
)
≡ Σi(t), (3.2)
for some known functions µ and Σ and unknown parameter vector θm0 , where
{Hm,mi (t)} = {Ai(t)} and hm,mi (t) is a realization of {Hm,mi (t)}. The dependence on θ
has been suppressed in (3.1) and (3.2) for parsimony in the notation. To explain
the notation, the first m in the superscript stands for moment because {Hm,mi (t)} is
the set conditioned on to model the mean and variance, and the second m stands
for marginal; {Hv,mi (t)} will denote the set conditioned on to model the visitation
times, and {Hm,ci (t)} will denote the set conditioned on to model the conditional
moments.
Marginal modeling of Xi(t) conditions on Ai(t), but not on the observed his-
tory of the response, X¯i(t−). Also, one must be careful when explicitly condition-
ing on Ai(t−k) for k > 0 (in the informative visitation setting) because only values
of k such that dNi(t − k) = 1 would be possible, creating an implicit term in the
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mean model indicating a lack of visitation in certain intervals. When {Hv,mi (t)}
includes Xi(t), this leads to a biased estimating equation in general; this issue is
discussed more fully in Section 3.2.3 and in Appendix E. Rather than explicitly
conditioning on Ai(t − k) for k > 0, the covariate history can safely be included
in Ai(t) in summary form, e.g. an average of all previously observed covariates,
but such a model would implicitly include aspects of visitation history, which
can in general depend on the history of the response, leading to a model that is
no longer fully marginal.
When inferences about the population average are the ultimate goal,
marginal modeling is appropriate. For example, in the HUD-VASH data an-
alyzed by Lin et al. (2004) and Bu˚zˇkova´ and Lumley (2009), interest lies in com-
paring the effect of three different types of intervention for homelessness on a
population level, so the authors take a univariate marginal approach to model
only the first moment. In general, the methods in these papers specify that the
covariates be related linearly to the mean response; we relax this assumption in
(3.1).
Marginal likelihood or GEE (Liang and Zeger, 1986) could be used to esti-
mate θ from the discrete observations. However in many settings, including the
one in this chapter, the discrete observation times themselves may be informa-
tive about the process Xi, and in those cases the maximizer of the likelihood or
the solution to the GEE is biased for θm0 , i.e. for the parameter that drives the un-
derlying response process as opposed to the observed response process. One so-
lution to this issue, while maintaining relatively weak assumptions on the visit
process, is to use a weighted estimating equation with weights inversely pro-
portional to the visitation intensity. This in effect creates a pseudo-population
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in which the visit process and the response process are no longer associated
(Lin et al., 2004). Since we are solving for variance parameters as well as mean
parameters, the weighted estimation equation proposed here is actually a gen-
eralization of GEE for variance parameters (Prentice, 1988). The method is a
special case of GEE2 (Zhao and Prentice, 1990, Prentice and Zhao, 1991), but
since the variance is not forced to be a function of the mean, the joint estimation
of mean and variance parameters that defines GEE2 is not possible.
We assume:
E
(
Xi(t)⊗ j|Hm,mi (t),Ci ≥ t
)
= E
(
Xi(t)⊗ j|Hm,mi (t)
)
, (3.3)
E
(
dN∗i (t)|Hm,mi (t),Hv,mi (t), Xi(t),Ci ≥ t
)
= E
(
dN∗i (t)|Hv,mi (t)
)
, (3.4)
where j = 1, 2, x⊗1 = x and x⊗2 = xxT for a vector x, dN∗i (t) = N
∗
i (t
− + dt) − N∗i (t−),
and {Hv,mi (t)} = {X¯i(t−), Xi(t), A¯i(t−), Ai(t)}. Assumption (3.3) is an independent cen-
soring assumption and (3.4) is termed by Bu˚zˇkova´ and Lumley (2009) as an
independent sampling assumption. Most importantly the latter allows for vis-
itation times dependent on responses. To see how assumption (3.4) compares
with the conditional model of Section 3.2.3 and with other relevant literature,
see Appendix E.
Marginal estimating equation
The estimating equation below will solve for the complete parameter vector θ,
but it’s notationally helpful to define θ = (βT , αT )T where β and α are the vectors
of mean and variance parameters respectively. Let s∗i (t) be the upper triangle
of si(t) = (Xi(t) − µi(t))(Xi(t) − µi(t))T written as a vector, and Σ∗i (t) be the upper
triangle of Σi(t) in vector form. The proposed marginal estimating equation is
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then:
Um (θ, γˆ) =
n∑
i=1
∫ τ
0

∂µi(t)
∂βT
V−11i (t) (Xi (t) − µi (t))
∂Σ∗i (t)
∂αT
V−12i (t) (s
∗
i (t) − Σ∗i (t))
 f (hm,mi (t))wvi (t, γˆ)dNi(t), (3.5)
where τ is such that P(Ci > τ) > 0,∀i, wvi (t, γ) = exp
(
−γThv,mi (t)
)
, hm,mi (t) and h
v,m
i (t)
are vectors of information available in {Hm,mi (t)} and {Hv,mi (t)} respectively, V1i(t)
and V2i(t) are “working” estimates of the variances of Xi(t) and s∗i (t) respectively,
f is any known function mapping a finite-dimensional vector to a scalar, and
E
(
dN∗i (t)|Hv,mi (t)
)
= exp
(
γT0 h
v,m
i (t)
)
dΛ0(t), (3.6)
where Λ0(t) is a non-decreasing function of time. Estimation of θm0 is a two step
process because before solving (3.5), γ0 in (3.6) must be estimated. One way to
do this is by solving
U∗(γ) =
n∑
i=1
∫ τ
0
(
hv,mi (t) − h¯v,mi (t, γ)
)
dNi(t), (3.7)
where
h¯v,mi (t, γ) =
n∑
i=1
hv,mi (t)
ξi(t) exp
(
γThv,mi (t)
)
∑n
j=1 ξ j(t) exp
(
γThv,mj (t)
) .
As in Bu˚zˇkova´ and Lumley (2009) we can accommodate a visit hazard that
may not be purely continuous. Note that no smooth hazard rate needs to be
estimated in order to solve (3.5), and Λˆ0(t) does not show up in any calculations
except the large sample variance of θˆm. We leave Σi(t) completely unspecified
but it would be possible to lessen the computational burden by assuming ex-
changeability, for example.
There are two possible layers of dependence within subject for an estimating
equation with a multidimensional response: dependence between the dimen-
sions within visit (which (3.5) allows for, and in fact estimates) and dependence
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between visits. Thinking of the variance for each subject in block form, where
the diagonal imposes dependence within visit and the off-diagonal imposes de-
pendence between visits, (3.5) is assuming a block diagonal form. This block
diagonal form is needed to ensure unbiasedness of the resulting parameter esti-
mates given a weak visit process assumption like (3.4). If the variance between
visits were to be estimated, unbiasedness would require the response to be con-
ditionally independent of future covariates given the current covariate, a con-
dition outlined in Pepe and Anderson (1994). This requirement arises from the
fact that a non-diagonal variance creates contributions to the sum in (3.5) that
depend on the response minus its mean, multiplied by future covariates. To be
more precise, (3.5) would have contributions like (X(t)− µ(t)) f (A(s+ t)) for some
function f and s > 0. Such contributions only have mean zero if X(t) is condi-
tionally independent of A(s+ t) given A(t). With internal covariates in particular,
this is a strong assumption.
Theorem 3.2.1. Given (3.1)-(3.4), (3.6), and regularity conditions (G1)-(G11) in
Appendix G.1, and assuming that γˆ, the solution to (3.7), is consistent for γ0, the
θˆm that solves 0 = Um(θˆm, γˆ) is a consistent and asymptotically normal estimator
of θm0 , the true parameter.
Assuming γˆ is consistent for γ0 is usually a necessary assumption (e.g. in Lin
et al. (2004) and Bu˚zˇkova´ and Lumley (2009)) whenever a Cox model with in-
termittently observed time-dependent covariates is in question. However, con-
sistent estimation of the true γ0 is unlikely in truth; the reader is referred to
Andersen and Liestøl (2003) for a discussion of the attenuation in γ and some
strategies for bias reduction. The proof of Theorem 3.2.1 is provided in Ap-
pendix G.2, along with an estimate of the asymptotic variance of θˆm. Note that
the large sample theory in this thesis is all done as the number of subjects, as
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opposed to the number of visits, goes to infinity.
3.2.3 Conditional model
This section introduces the conditional estimating equation (CEE) and its re-
quired modeling assumptions. Throughout this section, we will contrast
the CEE’s model and assumptions, both positively and negatively, with the
marginal model from Section 3.2.2.
Assumptions
The main model assumptions of this subsection are
E
(
Xi(t)|Hm,ci (t)
)
= µ
(
hm,ci (t), θ
c
0
)
≡ µi(t), (3.8)
Var
(
Xi(t)|Hm,ci (t)
)
= Σ
(
hm,ci (t), θ
c
0
)
≡ Σi(t), (3.9)
for some known functions µ and Σ and unknown parameter vector θc0, where
{Hm,ci (t)} = {X¯i(t−), A¯i(t−), Ai(t)} and hm,ci (t) is a realization of {Hm,ci (t)}. The µ and
Σ here are of course not the same as the µ and Σ from (3.1) and (3.2), but it’s
notationally convenient to reuse them. The dependence on θ has again been
suppressed for parsimony.
Conditional modeling (labeled as “transition modeling” by Diggle et al.,
2002) of Xi(t) conditions on the covariate history, A¯i(t−), and on the response his-
tory, X¯i(t−). When subject-specific trajectory estimation is desired, conditional
models are preferable to marginal models. They are also useful for prediction
(of future trajectory or of a time-to-event), but they are more subject to misspec-
ification because of the need to specify a structure for the first two conditional
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moments. However, since our ultimate goal is to predict survival (see Chapter
5), we require this subject-specific estimate that the conditional model conve-
niently provides. The reader should note that Ai(t) may be included in {Hm,ci (t)}
in this chapter and in Chapter 4, but in Chapter 5, where interest will shift to
the distribution of Xi(t) for arbitrary t, its inclusion will only be possible if Ai(t)
is continuously observed.
The analogs of (3.3) and (3.4) for the conditional model are
E
(
Xi(t)⊗ j|Hm,ci (t),Ci ≥ t
)
= E
(
Xi(t)⊗ j|Hm,ci (t)
)
, (3.10)
E
(
dN∗i (t)|Hm,ci (t),Hv,ci (t), Xi(t),Ci ≥ t
)
= E
(
dN∗i (t)|Hv,ci (t)
)
, (3.11)
where j = 1, 2, x⊗1 = x and x⊗2 = xxT for a vector x, and {Hv,ci (t)} = {X¯i(t−), A¯i(t−)}.
We also require
E
(
Xi(t)⊗ j|Hm,ci (t),Hv,ci (t),Ci ≥ t
)
= E
(
Xi(t)⊗ j|Hm,ci (t),Ci ≥ t
)
(3.12)
for j = 1, 2, which has no corresponding marginal model assumption. Assump-
tion (3.12) is required in the conditional model because of the implicit assump-
tion, in the structure of µi(t), that no visits have taken place between ri(t) and t,
where ri(t) = max(s : dNi(s) = 1, s < t); for more detail, see Appendix E. In prac-
tice (3.12) might make little difference because a common goal of a conditional
model is to predict the future trajectory of Xi(t) as accurately as possible, and
hence any information in {Hv,ci (t)} should be included in {Hm,ci (t)}. Even if this
results in misspecification of (3.8) or (3.9), it is better than not accounting for
the information at all. Advantageously, (3.12) implies that no inverse-intensity-
weight is required in our CEE, meaning estimation of γ0 is not required. See
Appendix G.4 for detail.
Note that (3.10) is generally weaker than (3.3) because {Hm,ci (t)} includes pre-
vious covariates and previous responses, whereas {Hm,mi (t)} does not. However,
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(3.11) is stronger than (3.4) because the visitation intensity cannot depend on
Xi(t) and Ai(t). To see why this is so, note that if {Hv,ci (t)} contained Xi(t) then
(3.12) could not hold anymore. It turns out that to maintain unbiasedness the
CEE would then generally require an inverse weight, the calculation of which
would not be tractable without jointly modeling the processes Ni and Xi, hence
destroying the simplicity of (3.8) and (3.9). For the same reasons, {Hv,ci (t)} can-
not include any portion of Ai(t) that is correlated with Xi(t). See Appendix E for
more detail. To see how assumption (3.11) compares with the marginal model
of Section 3.2.2 and with other relevant literature, also see Appendix E.
Conditional estimating equation
Let s∗i (t) be the upper triangle of si(t) = (Xi(t) − µi(t))(Xi(t) − µi(t))T written as
a vector, and Σ∗i (t) be the upper triangle of Σi(t) in vector form. Note that as
in Chapter 2, µi(t) and Σi(t) may depend on the response process history; our
proposed conditional estimating equation is then:
Uc (θ) =
n∑
i=1
∫ τ
0

∂µi(t)
∂βT
V−11i (t) (Xi (t) − µi (t))
∂Σ∗i (t)
∂αT
V−12i (t) (s
∗
i (t) − Σ∗i (t))
 f (hm,ci (t)) dNi(t), (3.13)
where τ is such that P(Ci > τ) > 0,∀i, hm,ci (t) is a vector of information available
in {Hm,ci (t)}, V1i(t) and V2i(t) are “working” estimates of the conditional variances
of Xi(t) and s∗i (t) respectively, and f is any known function mapping a finite-
dimensional vector to a scalar. As in Section 3.2.2, we leave Σi(t) completely
unspecified but it would be possible to lessen the computational burden by as-
suming exchangeability, for example.
Theorem 3.2.2. Given (3.8)-(3.12), and regularity conditions (H1)-(H5) in Ap-
pendix G.3, the θˆc that solves 0 = Uc(θˆc) is a consistent and asymptotically nor-
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mal estimator of θc0, the true parameter.
The proof of Theorem 3.2.2 is provided in Appendix G.4, along with an esti-
mate of the asymptotic variance of θˆc.
3.3 Simulations
In this section, the performance of (3.13) will be studied for finite samples. We
will focus our modeling on two diffusion processes: one with mean reverting
drift and one with a deterministic drift. We focus on the conditional method
here for two reasons: (i) it is an innovative contribution of this thesis, and (ii)
it will be the focus of Chapter 4 when missingness and failures are introduced.
This will allow easy comparison of these simulations with those in Chapter 4.
Both the diffusions here have a variance matrix that is constant over X and t
in order to induce a Gaussian transition density. The model for the transition
density does not have to correspond to a stochastic differential equation, but to
simulate the data in Chapter 4, particularly the mortality process, the underly-
ing processes need to be updated continuously (while still maintaining a closed
form transition density), restricting the cases we can study by simulation. In
order to make comparisons between these simulations and the ones of the up-
coming chapter, we study those same processes here.
The mean reverting process is often called the Ornstein-Uhlenbeck process.
In our simulations, we utilize a subject-specific version of its SDE, specifically:
dXi(t) = B
(
µ + g(i) − Xi(t)
)
dt + Σ1/2dWi(t),
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and the corresponding multivariate transition density:
(Xi(s + t)|Xi(s),Zi)
∼ N
(
µ + g(i) + exp(−Bt)(Xi(s) − µ − g(i)),Σ† − exp(−Bt)Σ† exp(−BT t)
)
,
where Wi(t) are i.i.d. Brownian motions, µ is an unknown parameter vector,
B and Σ are unknown non-negative definite matrices of parameters, Σ† =
(2B)−1/2Σ(2B)−1/2, g(i) = Ai × φ is the subject-specific part of the diffusion, where
φ is an unknown parameter vector, and Ai is the vector of time-fixed covariates
for subject i. We assume B is a d x d diagonal matrix, which makes exp(B) di-
agonal with entries exp(b1), . . . , exp(bd). The larger b j is, the faster the jth process
reverts to its mean. The diagonality assumption is used for computational ease,
but also makes some sense in practice: if one or more dimensions of the pro-
cess have gotten out of line and are in the process of reverting to their means,
we don’t necessarily expect the rest of the dimensions to have high short term
drifts too.
Our deterministic drift has the multivariate transition density:
(Xi(s + t)|Xi(s)) ∼ N (Xi(s) + (µ(s + t, β) − µ(s, β)),Σ · t) ,
where µ(·) is a B-spline, and Σ is a matrix of unknown parameters. For par-
simony, we assume the B-spline is of order 3 with no interior knots, but this
is certainly not necessary. The mean and/or variance of the transition density
could also depend on the time-fixed covariates A if desired.
In solving (3.13), we assume V1i(t) and V2i(t) are diagonal. This avoids es-
timating the variance matrix for the covariates when solving the estimating
equation for the mean, and it also avoids the inefficient practice of estimating
the fourth order moments of a multivariate normal. We simulate the underly-
47
ing longitudinal process on a discrete grid of time points and model the visit
hazard rate as constant over each discretized interval; this discretization is not
necessary because of the scope of {Hv,ci (t)} in the conditional model (see Section
3.2.3), but it is helpful for comparisons that will be made with the next chapter.
The choice of grid size does not seem to make much difference.
We take A1i ∼ Uniform(−20, 20), Ai2 + 0.5 ∼ Bernoulli(0.5), and we use θc0
consisting of:
Σ =
 0.2 0.10.1 0.2
 .
In the OU model we use
φ =
 0.020.5
 , µ =
 56
 , and B =
 0.5 00 0.4
 .
and in the deterministic drift process we consider µ(t, β) = β0−0.5t+ 0.03t2. Note
that β0 is not involved in (3.13) when µ(t, β) is a B-spline with no interior knots,
and so cannot (and does not need to be) estimated. In all tables, we report
the average relative bias and the average asymptotic standard error (ASE) of
each parameter estimate over 100 independent simulations, and we report the
empirical standard deviation (ESE) of the 100 estimates. The estimate of the ASE
for each simulation is calculated as the square root of n−1 times the diagonal of
an estimate of (G.17) (see Appendix G.4).
Each simulation consisted of 100 subjects, each with an average of about 10
visits prior to the censoring time, which had a maximum of 35.
In Table 3.1, (3.13) with a correctly specified (3.9) is contrasted with a situa-
tion where the true diffusion variance is actually the heavy tailed multivariate
t distribution with 3 degrees of freedom instead of the assumed normal dis-
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Table 3.1: Simulation results for (3.13) with mean reverting drift using a
correctly specified (3.9) and one with a true t3 diffusion variance
(3.9) var=t3
Parameter rBias ESE ASE rBias ESE ASE
b1 0.008 0.038 0.038 0.010 0.045 0.045
b2 0.006 0.031 0.031 0.023 0.037 0.035
µ1 0.000 0.023 0.023 0.000 0.023 0.024
µ2 0.000 0.029 0.027 -0.001 0.031 0.028
φ1 0.007 0.002 0.002 -0.001 0.002 0.002
φ2 -0.008 0.052 0.055 -0.009 0.050 0.057
Σ
†
11 0.020 0.017 0.013 0.018 0.038 0.019
Σ
†
12 0.012 0.010 0.009 -0.031 0.034 0.015
Σ
†
22 0.012 0.017 0.016 0.025 0.052 0.028
tribution. Even with a misspecified variance, the relative biases remain quite
low, with the biggest effect of misspecification seen in the variance parameter
estimates and their standard errors.
Turning attention to the deterministic drift simulations, Table 3.2 again com-
pares (3.13) with a correctly specified (3.9) to a situation where the true diffusion
variance is actually the heavy tailed multivariate t distribution with 3 degrees of
freedom. Here, there isn’t even a significant increase in the bias and uncertainty
of the variance parameter estimates with misspecification.
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Table 3.2: Simulation results for (3.13) with deterministic drift using a cor-
rectly specified (3.9) and one with a true t3 diffusion variance
(3.9) var=t3
Parameter rBias ESE ASE rBias ESE ASE
β11 -0.004 0.021 0.020 -0.002 0.030 0.037
β12 0.001 0.001 0.001 0.001 0.001 0.002
β21 0.003 0.017 0.020 -0.002 0.030 0.037
β22 -0.003 0.001 0.001 0.001 0.001 0.002
Σ11 0.019 0.022 0.012 -0.005 0.018 0.014
Σ12 0.006 0.012 0.009 0.008 0.013 0.011
Σ22 0.022 0.023 0.012 0.001 0.019 0.015
3.4 Data Analyses
3.4.1 HUD-VASH
The marginal methods of Lin et al. (2004) and Bu˚zˇkova´ and Lumley (2009) were
used to analyze the HUD-VASH longitudinal dataset. For a thorough descrip-
tion of the data, including several exploratory plots, see Lin et al. (2004). The
response of interest is the percentage of days a veteran spent homeless in the
previous three months, and the covariate of interest is the intervention pro-
gram, which has three levels: (i) full HUD-VASH intervention, which involved
case management and housing vouchers (C+V); (ii) case management without
vouchers (C); and (iii) standard care (std). Informative visitation is an issue here,
and the visitation model is allowed to depend on intervention assignment (int),
income at baseline (inc), indicator of social security or VA benefits at baseline
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(SSVA), a Lehman measure of quality of life at baseline (QOL), and percentage
of days homeless in the last three months (PH). Bu˚zˇkova´ and Lumley (2009) use
the previous value of PH because, as noted in Appendix E, dN(t) does not de-
pend on X(t) in their model. Lin et al. (2004) and Bu˚zˇkova´ and Lumley (2009)
answer the question of which intervention program reduces homelessness most
effectively by examining the marginal means; we do the same here. Addition-
ally, our proposed conditional modeling procedure is used to study the relative
volatilities of the intervention programs.
To these ends, we respectively model the marginal and conditional means of
PH at time t as follows:
µ(t) = β0 + β1t + β2t2 + β3I(int = C + V) + β4I(int = C), (3.14)
µ(t) = PH(s) + β1(t − s) + β2(t − s)PH(s) + β3(t2 − s2) + β4(t2 − s2)PH(s), (3.15)
where s is the time of most recent visit prior to t. The standard intervention
is therefore the reference level in the marginal mean and the effects of the full
intervention and the case based intervention are compared to it, meaning β3
and β4 in (3.14) are of particular interest in the marginal setting. The degree
two polynomial is sufficient to capture the overall trend in homelessness over
the study period: it dips at first and then levels out. In the conditional setting,
(3.15), we have allowed the rate of change of PH to depend on the most recently
observed PH. The variance of PH in the marginal model is not the target of this
analysis, so we haven’t modeled it, but for the conditional model, the variance
is modeled as:
σ2(t) = σ2int log(1 + t − s),
where σ2int is different for each intervention, i.e. int = C + V , C, or std. By allow-
ing each intervention to have its own variance, we can compare their relative
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volatilities by comparing their variances. An alternative might have been to add
terms to (3.15) that reflect an interaction between intervention and previous PH.
The marginal model requires estimation of the intensity of visitation using
one of the following:
E (dN∗(t)) = exp
(
γT (int, inc, S SVA,QOL, PH(s))
)
dΛ0(t), (3.16)
E (dN∗(t)) = exp
(
γT (int, inc, S SVA,QOL, PH(t))
)
dΛ0(t). (3.17)
Equation (3.17) allows the visitation intensity at time t to depend on the re-
sponse at time t, whereas (3.16) mimics Bu˚zˇkova´ and Lumley (2009).
The resulting estimating equation is:
n∑
i=1
∫ τ
0

∂µi(t)
∂βT
(PHi (t) − µi (t))
einti
(
(PHi(t) − µi(t))2 − σ2i (t)
)
wvi (t, γˆ)dNi(t),
where einti is a vector of zeros with a one in the appropriate row, andw
v
i (t, γˆ) is the
inverse-intensity-of-visit-weight (which is equal to 1 in the conditional setting).
The results for the marginal model are summarized in Table 3.3, and the results
for the conditional model are summarized in Table 3.4. Table 3.3 estimates the
ASE as the square root of n−1 times the diagonal of an estimate of (G.10) and
Table 3.4 estimates the ASE as the square root of n−1 times the diagonal of an
estimate of (G.17) (see Appendices G.2 and G.4).
All the marginal methods give the similar result that the full intervention is
significantly better than either of the other two, but that the other two do not
differ significantly. Differences between (3.16) and B-L are due to the different
models for the reference level’s mean PH over time.
As for the conditional model, using the correlations (not shown) it can be
shown that SD(σˆ2C − σˆ2C+V) ≈ 23, so the full intervention is approximately two
52
Table 3.3: Marginal estimates of the intervention effects using the Lin-
Ying method (no weighting), Buzkova-Lumley method, and the
method proposed in this chapter with two types of weighting
βˆ3 (ASE) βˆ4 (ASE)
L-Y -8.14 (3.00) 2.05 (4.98)
B-L -10.56 (2.30) 0.32 (5.20)
(3.16) -7.59 (2.28) 1.58 (3.50)
(3.17) -7.65 (2.31) 1.69 (3.55)
Table 3.4: Conditional estimates of volatility of interventions
σˆ2C+V (ASE) σˆ
2
C (ASE) σˆ
2
std (ASE)
155 (13) 189 (19) 244 (19)
standard errors less volatile than the case based intervention, and obviously less
volatile than the standard intervention. In other words, in addition to reducing
the mean level of PH the most, the full intervention seems to be the best at
preventing a homelessness relapse.
There are still questions that only the marginal models can answer, but the
addition of the CEE to the toolbox adds an interesting and useful level of flexi-
bility. It is of course also better for estimating individual subject trajectories, as
seen in Figure 3.1.
3.4.2 Multivariate longitudinal protein
The HUD-VASH data of Section 3.4.1 illustrate the capability of the univariate
marginal and conditional methodology, which is a special case of the method-
53
ll l l l
200 400 600 800
0
20
60
10
0
days
PH
l
l
l l l l l l l l l l l l l
0 500 1000 1500
0
20
40
60
80
days
PH
l
l l l l l l
l
l
l l
l
0 200 600 1000
0
20
60
10
0
days
PH
l
l
l
l
l l l l l l l
l
l
l l
500 1000 1500
0
20
60
days
PH
Figure 3.1: Percentage homelessness across time for four randomly se-
lected subjects. The conditional estimates at each visit time are
connected with the solid blue line; the marginal estimates are
connected with the dashed red line
ology of Section 3.2. It is now desired to estimate correlation parameters in a
multivariate data setting to fully display the range of our variance estimation
methodology. To this end, we now introduce the longitudinal acute-phase pro-
tein measurement data, which were first presented in Kaysen et al. (2000). The
paper by Kaysen and his coauthors focused more on the biological aspects of
the data, so the more interesting comparison to make is with a later paper by
Dubin and Mu¨ller (2005), which introduced the idea of dynamical correlation
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to model multivariate longitudinal data in a computationally friendly manner,
and used the longitudinal protein data to illustrate its methods.
Dynamical correlation relies on writing the longitudinal trajectory for each
dimension of each subject as a linear combination of orthonormal basis func-
tions. Correlations are then calculated for each subject and averaged over all
subjects. As opposed to the usual definition of correlation, dynamical correla-
tion calculates its measure of association by taking the expected cosine of the an-
gle between standardized versions of these trajectories in Hilbert space. This co-
sine is based on functional inner products, and hence involves integration over
time, meaning that, contrary to the term “dynamical”, the correlation between
each pair of dimensions is not time-dependent. Dubin and Mu¨ller (2005) show
that dynamical correlation has similar properties to the usual correlation, in par-
ticular its support is the interval from -1 to 1. In the case of a two-dimensional
process, they note that “if both trajectories tend to be mostly on the same side
of their time average (a constant), then dynamical correlation is positive; if the
opposite occurs, then dynamical correlation is negative”.
Their method requires non-parametric smoothing to obtain complete trajec-
tories when the data are only observed intermittently, but they note that corre-
lation estimates are not sensitive to the choice of smoothing parameters.
The longitudinal protein data are indeed only observed intermittently, so
Dubin and Mu¨ller (2005) require this smoothing step before correlation estima-
tion in their data analysis. There are 34 subjects who have the complete mul-
tivariate set of five proteins measured a total of 611 times. The five proteins
of interest are C-reactive protein (crp), α-aminoglobulin (aag), ceruloplasmin
(cer), transferrin (trf), and albumin (alb). The question of interest for Dubin and
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Mu¨ller (2005), and for us, is what the signs of the pairwise correlations are: of
particular biomedical interest to Dr. Kaysen and his colleagues is the hypothe-
sis that trf and alb, which are known as negative acute-phase proteins (NAPPs),
are negatively correlated with crp, aag, and cer, which are known as positive
acute-phase proteins or simply acute-phase proteins (APPs).
Some basic multiple linear regressions showed that there is no effect of time
on crp and cer, but that time is related linearly to aag and trf, and quadratically
to alb. All these effects are quite small, and correlation estimates do not change
significantly when these effects are not accounted for; nevertheless we propose
the following model for conditional moments:
µ(t) = X(s) + (0, β1(t − s), 0, β2(t − s), β3(t − s) + β4(t2 − s2)),
Σ(t) = Σ h(t − s),
(3.18)
where β and Σ are respectively the 4-dimensional mean parameter and 15-
dimensional variance parameter to be estimated, µ is a column vector of condi-
tional means of (crp, aag, cer, trf, alb) respectively, and h is a monotone function;
we tried both identity and log, and did not get significantly different correlation
estimates. We also tried letting rates of change of X depend on X(s) but this too
did not change the results qualitatively, so we opted for the more parsimonious
model. Unfortunately, the setup of (3.13) does not allow direct estimation of
correlation because the empirical correlation estimate for any particular visit is
always equal to one; this follows from the rank one form of the empirical vari-
ance estimate. Therefore the estimate of the variance matrix Σ, in (3.18), must be
obtained from (3.13), and then used to calculate an estimate of the correlation
matrix and its corresponding standard error.
Denoting the covariance between process j and process k, where j, k =
56
crp, aag, cer, trf, alb, as Σ jk, the corresponding correlation is
ρ jk ≡ Σ jk√
Σ j jΣkk
, (3.19)
with an estimate obtained by replacing the quantities on the right side of (3.19)
with their corresponding sample quantities obtained from (3.13). Then, defin-
ing α jk ≡ (Σ j j,Σ jk,Σkk), the asymptotic variance of the correlation estimate is
obtained using the delta method:
Var(ρˆ jk) ≡ ∂ρ jk
∂α jk
Var
(
αˆ jk
) ∂ρ jk
∂αTjk
. (3.20)
An estimate is obtained by replacing the quantities on the right side of (3.20)
with their estimates: the derivative estimate is obtained from (3.13) and the
variance estimate is n−1 times an estimate of the portion of (G.17) that relates to
the variance parameters (see Appendix G.4).
The correlation estimates, based on (3.19), subscripted with their p-values
for a two-sided test against zero (which assumes normality of the correlation
estimates) are presented in Table 3.5. The dynamical correlation estimates, sub-
scripted with bootstrapped p-values, for the Dubin and Mu¨ller (2005) model are
shown in Table 3.6.
The signs of all the correlations in Table 3.5 agree with the hypothesis that
NAPPs and APPs are negatively correlated over time, and almost all are highly
significant; conversely, Table 3.6 has a positive correlation between cer and trf,
which does not agree with the hypothesis, and it also has weaker significance
elsewhere, particularly with the aag and trf correlation. Nevertheless, most of
the correlation estimates in the two methods are qualitatively similar.
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Table 3.5: Correlation parameter estimates based on (3.19) with their sub-
scripted p-values for a two-sided test against zero
crp aag cer trf alb
crp 1.000 0.585(.000) 0.269(.002) −0.386(.000) −0.123(.008)
aag 0.585(.000) 1.000 0.669(.000) −0.381(.000) −0.125(.019)
cer 0.269(.002) 0.669(.000) 1.000 −0.125(.038) −0.094(.478)
trf −0.386(.000) −0.381(.000) −0.125(.038) 1.000 0.192(.043)
alb −0.123(.008) −0.125(.019) −0.094(.478) 0.192(.043) 1.000
Table 3.6: Dynamical correlation parameter estimates for the Dubin and
Mu¨ller (2005) model with their subscripted bootstrapped p-
values for a two-sided test against zero
crp aag cer trf alb
crp 1.000 0.549(.000) 0.387(.024) −0.215(.072) −0.298(.004)
aag 0.549(.000) 1.000 0.686(.000) −0.096(.616) −0.326(.036)
cer 0.387(.024) 0.686(.000) 1.000 0.107(.256) −0.166(.276)
trf −0.215(.072) −0.096(.616) 0.107(.256) 1.000 0.247(.060)
alb −0.298(.004) −0.326(.036) −0.166(.276) 0.247(.060) 1.000
3.5 Discussion
This chapter has presented an innovative method for estimating parameters
driving a multivariate longitudinal process with informative visitation. Several
papers, most recently Bu˚zˇkova´ and Lumley (2009), have used inverse-visitation-
intensity-weighted marginal estimating equations to model a univariate mean;
this chapter has generalized to a multivariate mean, and introduced a CEE that
obviates the need to estimate weights. The CEE also relaxes the independent
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censoring assumption, but it strengthens the visitation assumptions - only very
slightly however. Simulations have shown that the CEE is robust to misspeci-
fication of the transition variance, and we have reanalyzed the popular HUD-
VASH dataset from a conditional perspective, resulting in conclusions about the
conditional volatility of the homelessness for the three different interventions.
Specifically, we were able to conclude that the full intervention seems to do the
best job of preventing a relapse into homelessness. We also reanalyzed the longi-
tudinal protein data from Dubin and Mu¨ller (2005) and were able to show even
more conclusively than they did that NAPPs are negatively correlated over time
with APPs.
The conditional model from Section 3.2.3 has the advantage of providing
the ability to estimate subject-specific trajectories that can be used in prediction
(more detail on this will be provided in Chapter 5). In Chapter 4, missing re-
sponse data will be considered, and the conditional specification will allow im-
putation of the missing dimensions of the response conditional on the observed
dimensions, creating a novel estimating equation.
Two extensions to the current model would be the inclusion of a latent vari-
able and the ability to deal with measurement error in the covariates. Similarly
to Sun et al. (2007) and Liang et al. (2009), the inclusion of a latent variable could
weaken the assumption regarding the relationship between the visitation and
longitudinal processes. Independent and identically distributed measurement
error with known variance, as in Tsiatis and Davidian (2001), could easily be in-
cluded in (3.13). In models where X¯i(t−) only enters the transition density mean
linearly (e.g. the deterministic drift and the mean reverting drift), the expecta-
tion of the mean parameter estimates will not change, and in models where the
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variance in the transition density does not depend on X, one can easily iden-
tify the variance due to the true variation and the variance due to measurement
error.
Another interesting digression could be to model a discrete response using
a continuous-time Markov chain (CTMC), while still allowing for informative
visitation. The CTMC could be modeled conditionally or marginally depending
on the setting.
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CHAPTER 4
CONDITIONAL ESTIMATING EQUATIONS FOR MULTIVARIATE
LONGITUDINAL DATA SUBJECT TO CENSORING, FAILURE, AND
MISSINGNESS
4.1 Introduction
Chapter 3 considered a (weighted) estimating equation to estimate parameters
indexing a censored longitudinal response process, allowing the (W)EE to be
marginal or conditional. This chapter will focus on the conditional estimating
equation (CEE) introduced in Section 3.2.3, but generalize it by introducing the
possibilities of missingness in the response process and an end of study due to
a terminal event (we will often just call it a “failure”, but the type of event can
be more general).
Dealing with the introduction of failures is pretty straightforward: the con-
ditional mean and variance specification in the CEE are now made conditional
on survival as well as on the previous responses. This necessitates some new as-
sumptions connecting the failure process with the censoring, longitudinal, and
visitation processes.
The literature dealing with non-monotone missing responses (i.e. responses
that can be missing at a particular time but observed at a later time) in multi-
variate longitudinal data seems limited. A recent paper by Aalen and Gunnes
(2010), based on linear increments, addresses non-monotone multivariate miss-
ingness but assumes the missingness for a subject at a particular time is either all
or nothing, and only considers observations of a continuous process in discrete
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time without informative visitation. Two popular solutions, which might han-
dle the more general setting we consider, are last value carried forward (LVCF)
and multiple imputation. But LVCF is relatively naı¨ve, and like using mean
values to replace the missing values, it obviously leads to bias of the regression
parameter estimates. Multiple imputation (a good review is available in Rubin,
1996), might be feasible but the computational time required for such a Monte
Carlo approach is a detriment, and it turns out a small adjustment of our CEE
from Chapter 3 provides a clean, analytic solution to parameter estimation in
the presence of missingness.
The two main assumptions, which were not made in Chapter 3 but are made
now, are that the missing data are missing at random (MAR, Rubin, 1976), ac-
tually more precisely sequentially missing at random (S-MAR, see Hogan et al.,
2004, Robins et al., 1995), and that the longitudinal process follows a normal
transition density. The former is usually quite reasonable, and says that miss-
ingness depends only on previously and currently observed data and not on
the missing values themselves. Whenever the decision to measure a particular
dimension of the response is made by a doctor or nurse, for example, it is be-
ing made based only on observed values. This S-MAR assumption combined
with the correct specification of a parametric transition density of the longitudi-
nal process results in consistent estimates of the regression parameters because
as pointed out in Lipsitz et al. (1999), consistent estimates follow from either
correct specification of the missing data mechanism or of the distribution of the
missing data given the observed data, the latter of which is satisfied in this chap-
ter. The choice of normality for this parametric assumption makes this projec-
tion of the unobserved data onto the observed data computationally convenient.
As Tsiatis et al. (1995) explain, this normality assumption is “not technically rea-
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sonable as it would necessitate the existence of [longitudinal] and failure time
processes that induce the family of joint Gaussian distributions conditional on
being at risk at each time t” but it is “practically reasonable” because a normality
assumption is usually quite robust.
This chapter will proceed as follows. Section 4.2.1 deals with a longitudi-
nal process subject to a terminal event, Section 4.2.2 deals with a longitudinal
process subject to missingness, and Section 4.2.3 provides the resulting CEE to
obtain consistent and asymptotically normal estimates of the transition density
parameters. Section 4.3 shows some simulation results, which expand on those
from Section 3.3 in the previous chapter. Section 4.4 provides an analysis of
medical cost data to illustrate modeling a longitudinal process of interest when
it is subject to a terminal event. Finally, Section 4.5 wraps up the chapter and
presents some possible future research directions. Technical details and large
sample theory are provided in Appendices H-J.
4.2 Methodology
4.2.1 Introducing failure times
With the inclusion of failure times, Ti, the following changes are made from the
notation in Section 3.2.1. The at-risk indicator is now ξi(t) = I(Ci ≥ t)I(Ti ≥ t),
with subject i’s visits coming at 0 ≤ ti0 < ti1 < . . . < tiKi < Υi < τ, where Υi =
min(Ci,Ti) is observed along with δi = I(Ti ≤ Ci). Also, Ni(t) = N∗i (min(t,Υi))
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counts the number of observed visits, and (3.8) and (3.9) are replaced by
E
(
Xi(t)|Hm,ci (t),Ti ≥ t
)
= µ
(
hm,ci (t), θ0
)
, (4.1)
Var
(
Xi(t)|Hm,ci (t),Ti ≥ t
)
= Σ
(
hm,ci (t), θ0
)
. (4.2)
Tsiatis et al. (1995) use (4.1) and (4.2), including a normality assumption, in a two
stage approach to survival parameter estimation, and Fine et al. (2004), while
considering time-indexed parameters in a functional generalized linear model
to marginally describe a longitudinal process in presence of a terminal event,
use (4.1) without specifying a distribution, a much weaker assumption. When
the probability of death is relatively low, the difference between (4.1)-(4.2) and
(3.8)-(3.9) is quite small (see Sections 4.3 and 4.4), and these new assumptions
avoid the cumbersome calculation of inverse-probability-of-survival-weights
which would be required for an unbiased CEE when assumptions (3.8)-(3.9) are
made. Assumptions (4.1)-(4.2) also facilitate the calculation of the distribution
of the longitudinal process at an arbitrary point in time, conditioned on its past
values, a calculation we will make extensive use of in Chapter 5.
4.2.2 Introducing missingness
The possibility that only a subset of the process is observed at each visit time
complicates the parameter estimation in two ways. First, the dimensions of the
process might not all have been observed at the most recent visit, meaning that
the mean and variance of the transition density assumed in Section 3.2.3 will not
be valid without some adjustments. And second, the dimensions might not all
be measured at the current visit, meaning that, for maximal efficiency, the con-
ditional distribution of the missing data given the observed data must be solved
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for. By assuming that the measurements are missing at random (MAR, see Ru-
bin, 1976), actually more precisely sequentially missing at random (S-MAR, see
Hogan et al., 2004, Robins et al., 1995), i.e. the missingness mechanism depends
only on previously and currently observed data, the conditional distribution of
the missing data given the observed data follows from a parametric assump-
tion on the transition density of the longitudinal process. As pointed out in
Lipsitz et al. (1999), consistent parameter estimates follow from either correct
specification of the missing data mechanism or of the distribution of the miss-
ing data given the observed data, the latter of which is satisfied here (note that
this departs from the usual limitations of MAR data in GEE, see Zorn (2001)
for example, because a parametric distribution has now been assumed). This
conditional distribution calculation is made available in closed form by assum-
ing that the transition density of the longitudinal process follows a multivariate
normal distribution, which will be done in everything that follows. That is, we
assume that
(
Xi(t)|Hm,ci (t),Ti ≥ t
)
follows a multivariate normal distribution, the
mean and variance of which are specified in (4.3) and (4.4) respectively. We now
address the two aforementioned complications in more detail.
Calculating the distribution of Xi(t) conditioned on {Hm,ci (t),Ti ≥ t}, where
some of the previous response measurements may now be missing, is a non-
trivial task which is based on (4.1) and (4.2). The result is:
E
(
Xi(t)|Hm,ci (t),Ti ≥ t
)
= µ˜
(
hm,ci (t), θ0
)
≡ µ˜i(t), (4.3)
Var
(
Xi(t)|Hm,ci (t),Ti ≥ t
)
= Σ˜
(
hm,ci (t), θ0
)
≡ Σ˜i(t). (4.4)
The derivations of µ˜i(t) and Σ˜i(t) will of course depend on the original form of
the functions µ and Σ. They also depend on θ, but to avoid notational clutter,
we’ve suppressed that dependence. The derivations for a multivariate Ornstein-
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Uhlenbeck process are shown as an example in Appendix H.
To obtain the missing data/failure time extension of (3.13), the remaining
requirement is to find the conditional distribution of Xui (t) given {Xoi (t),Hm,ci (t)},
where Xui (t) and X
o
i (t) are the dimensions of the longitudinal process that were
unobserved and observed respectively at time t (with the minor modification
that to be in Xoi (t), the dimension must have been observed once previously).
Note that Ti ≥ t is implicit with the observation of Xoi (t). Define the partitions
µ˜i(t) =
 µ˜i1(t)µ˜i2(t)
 and Σ˜i(t) =
 Σ˜i11(t) Σ˜i12(t)Σ˜i21(t) Σ˜i22(t)
 ,
where the subscript 1 corresponds to the unobserved portion of Xi(t) and the
subscript 2 corresponds to the observed portion. The required conditional dis-
tribution is easily found now because by the well known property of the multi-
variate normal,(
Xui (t)|Xoi (t) = c,Hm,ci (t)
)
∼ N
(
µ˜i1(t) + Σ˜i12(t)Σ˜−1i22(t)(c − µ˜i2(t)), Σ˜i11(t) − Σ˜i12(t)Σ˜−1i22(t)Σ˜i21(t)
)
. (4.5)
4.2.3 CEE with failure times and missingness
In order to consistently estimate θ0, a coarsening-at-random-type (Heitjan and
Rubin, 1991; Gill et al., 1996; Gill and Gru¨nwald, 2008) assumption regarding
the lifetime process and the associated censoring process is required. Instead of
(3.10), this chapter requires
E
(
Xi(t)⊗ j|Hm,ci (t),Υi ≥ t
)
= E
(
Xi(t)⊗ j|Hm,ci (t),Ti ≥ t
)
(4.6)
for all t, where j = 1, 2 and x⊗1 = x and x⊗2 = xxT for a vector x. In our proposed
conditional model this is weaker than the “sequential ignorability of censoring”
66
assumption defined in Scharfstein and Robins (2002) in that the hazard for the
censoring process is allowed to depend on Ti ≥ t even after conditioning on
the history of covariates and responses. We also need the analogs of (3.11) and
(3.12), which are
E
(
dN∗i (t)|Hm,ci (t),Hv,ci (t), Xi(t),Υi ≥ t
)
= E
(
dN∗i (t)|Hv,ci (t)
)
, (4.7)
E
(
Xi(t)⊗ j|Hm,ci (t),Hv,ci (t),Υi ≥ t
)
= E
(
Xi(t)⊗ j|Hm,ci (t),Υi ≥ t
)
, (4.8)
where j = 1, 2. It is important to emphasize here that {Hv,ci (t)} only contains
observed information. Hence, the visitation intensity cannot depend on missing
data.
The following CEE handles parameter estimation for longitudinal data sub-
ject to failures and missingness:
U˜c (θ) =
n∑
i=1
∫ τ
0

∂µ˜i(t)
∂βT
V˜−11i (t)
(
E(Xi(t)|X†i (t)) − µ˜i(t)
)
∂Σ˜∗i (t)
∂αT
V˜−12i (t)
(
E(s˜∗i (t)|X†i (t)) − Σ˜∗i (t)
)
 f (hm,ci (t)) dNi(t), (4.9)
where X†i (t) ≡ {Xoi (t),Hm,ci (t)}, and s˜∗i (t) is the upper triangle of (Xi(t)− µ˜i(t))(Xi(t)−
µ˜i(t))T . Calculations of the expected value terms in (4.9) are easily carried out
using (4.5), and are provided in Appendix I. Note that if X†i (t) does not contain
any information about X(t) then E(Xi(t)|X†i (t)) = µ˜i(t) and E(s˜∗i (t)|X†i (t)) = Σ˜∗i (t),
and so the contribution of that term to (4.9) would be zero, regardless of the
value of dNi(t).
Theorem 4.2.1. Given the normality of X defined by (4.3)-(4.4), and given
(4.6)-(4.8) and regularity conditions (J1)-(J5) in Appendix J.1, the θˆ that solves
0 = U˜c(θˆ) is a consistent and asymptotically normal estimator of θ0, the true
parameter.
The proof of Theorem 4.2.1 is provided in Appendix J.2, along with an esti-
mate of the asymptotic variance of θˆ.
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4.2.4 IPSW digression
Even assuming no missingness, assumptions (4.1) and (4.2), which were intro-
duced in Section 4.2.1 were vital to the form of (4.9). As mentioned in Section
4.2.1, if (3.8)-(3.9) were to be used instead, an inverse-probability-of-survival-
weight (IPSW) would be required in the CEE to create unbiasedness.
Focusing on the mean estimating equation, with the variance portion follow-
ing the exact same logic, it is easy to show using the details in Appendix J.2 that
unbiasedness without (4.1) and (4.2) would require
E (w(t)I(T ≥ t)(X(t) − µ˜(t))|Hm,c(t)) = 0 (4.10)
for all subjects and all t for some weight function w(t). Ignoring for the moment
that X(t) is an internal covariate, i.e. its existence at time t implies T ≥ t, the
requirement (4.10) can be changed to
E ((X(t) − µ˜(t))w(t)P(T ≥ t|Hm,c(t), X(t))|Hm,c(t)) = 0 (4.11)
if w(t) depends only on {Hm,c(t), X(t)}. One such w(t) would be
1
P(T ≥ t|Hm,c(t), X(t)) . (4.12)
Given that X(t) is actually an internal covariate, this suggests that rather than ex-
actly following this form, w(t) is the inverse of the probability of a future subject
following this same trajectory surviving all the way from the previous visit time
to time t. This is in fact exactly the logic behind inverse-probability-weighting:
the contribution of the subject that did survive to time t needs to be up-weighted
to account for all the other similar subjects that did not survive (Schoop, 2008).
Actually calculating this weight is not easy. It requires a strong assumption
on the joint distribution of the longitudinal and survival processes and it will
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be computationally intensive because survival parameters must be estimated
simultaneously with the longitudinal parameters of interest. And even then,
some numerical integration over a grid of X values up to time t is required just
to approximate the weight. It is for these reasons that we opt for assumptions
(4.1) and (4.2) in general. Section 4.4 will discuss a situation where IPSW is
feasible.
4.3 Simulations
This chapter has introduced both failures and missing responses. It is helpful
to introduce them one at a time to check for a possible introduction of bias, so
failures will be introduced first without any missingness.
See Section 3.3 for a description of the setup for the response, visitation, and
censoring. The differences between Section 3.3 and this section are that failures
are now simulated to create approximately 50% censoring and approximately
15% fewer observations per subject, and that the ASE estimate is now calculated
as the square root of n−1 times the diagonal of an estimate of (J.7) (see Appendix
J.2).
Although (4.1) and (4.2) are used as model assumptions, there is no obvious
way to simulate the data conditioned on at-risk status, so the data in this section
are simulated to have a marginal normal distribution; that is, as specified by
(3.8) and (3.9), meaning that we are studying the performance of (4.9) under
this misspecification in all the simulations in this section.
For the final two columns of both Table 4.1 and Table 4.2, about 30% of the re-
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Table 4.1: Simulation results for mean reverting drift using (4.9). The three
columns respectively represent no missingness, 30% missing-
ness, and 30% missingness with a misspecified variance
0%, var=normal 30%, var=normal 30%, var=t3
Parameter rBias ESE ASE rBias ESE ASE rBias ESE ASE
b1 0.024 0.041 0.042 0.035 0.056 0.052 0.021 0.050 0.050
b2 0.019 0.033 0.035 0.020 0.044 0.041 0.024 0.045 0.041
µ1 -0.001 0.022 0.027 0.000 0.034 0.030 -0.001 0.032 0.029
µ2 0.000 0.034 0.033 0.000 0.036 0.035 -0.002 0.034 0.036
φ1 0.006 0.003 0.002 0.009 0.003 0.003 0.001 0.002 0.003
φ2 0.006 0.062 0.066 -0.006 0.081 0.071 -0.011 0.075 0.072
Σ
†
11 0.000 0.013 0.013 -0.013 0.015 0.015 -0.016 0.019 0.017
Σ
†
12 -0.010 0.010 0.010 -0.029 0.030 0.022 -0.035 0.025 0.023
Σ
†
22 0.002 0.017 0.018 0.000 0.022 0.020 -0.008 0.038 0.025
sponses are deleted using a MAR approach, with missingness more likely when
previously observed responses were high. In the final column of both Table 4.1
and Table 4.2, the true diffusion variance is simulated as the heavy tailed multi-
variate t distribution with 3 degrees of freedom instead of the assumed normal
distribution.
Table 4.1 presents the results for the mean reverting drift model. All the
relative biases are quite low, even for the misspecified variance model. The mis-
specification resulting from (4.1) and (4.2) seems to cause a slight positive bias
in bˆ, but considering that failures are simulated with a relatively high rate, the
bias is not large (in simulations not shown, we saw that the bias does not seem
to change significantly when the visitation rate is changed). The other notice-
able thing is that the variance parameter estimation gets worse, particularly the
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Table 4.2: Simulation results for deterministic drift using (4.9). The three
columns respectively represent no missingness, 30% missing-
ness, and 30% missingness with a misspecified variance
0%, var=normal 30%, var=normal 30%, var=t3
Parameter rBias ESE ASE rBias ESE ASE rBias ESE ASE
β11 -0.004 0.025 0.035 -0.010 0.027 0.029 0.006 0.026 0.030
β12 0.001 0.001 0.002 -0.004 0.001 0.001 -0.009 0.001 0.001
β21 -0.005 0.025 0.035 -0.003 0.026 0.030 0.000 0.031 0.029
β22 -0.002 0.001 0.002 -0.002 0.001 0.001 -0.007 0.001 0.001
Σ11 0.010 0.012 0.011 0.002 0.013 0.013 -0.014 0.018 0.015
Σ12 0.005 0.010 0.008 0.024 0.043 0.030 -0.035 0.033 0.029
Σ22 0.004 0.012 0.011 0.012 0.015 0.013 -0.008 0.021 0.017
Σ
†
12 estimate, in terms of bias and efficiency, when missingness is introduced
and then slightly worse again when misspecification is introduced. This is not
surprising because with missingness there is far less information available to
estimate correlation between the two dimensions. With larger sample sizes the
bias in Σˆ†12 is greatly decreased for the column corresponding to missingness
with correctly specified variance.
Table 4.2 presents the results for the deterministic drift model, and the rela-
tive biases are again quite low in all cases. The same increase in bias and vari-
ance of the Σ estimates, particularly Σˆ12, is observed across the table. And as
expected, the β estimates have a small negative bias due to the use of (4.1) and
(4.2); this bias is created because E(X(t)|Hm,c(t),T ≥ t) < E(X(t)|Hm,c(t)) when low
X values lead to fewer failures, as was the case for these simulations.
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4.4 Data Analysis: Medical costs
In most applications involving longitudinal and time-to-event data, the longi-
tudinal process is of limited interest on its own, and is only modeled as a means
to survival modeling. However, with medical cost data, while survival is still
obviously more important, there is also interest in modeling the longitudinal
patterns of medical costs incurred by patients. This section will consider such a
dataset, and will model the medical cost in the current month as a function of
previous monthly costs and other covariates.
4.4.1 CHF data introduction
This dataset involves longitudinal monthly medical costs of 1397 chronic heart
failure (CHF) patients taken from the clinical data repository at the University
of Virginia (UVa), and was previously analyzed in Liu et al. (2008a) and in Liu
et al. (2008b). The reader is referred to those papers and the references therein
for a more detailed review of the medical cost modeling literature, as well as for
a more complete description of the CHF dataset. We now give the important
details of the dataset.
This class of dataset is quite different than the one in, for example, Section
3.4.2, because the response of interest there was a continuous underlying pro-
cess, which was inevitably unknown between the visit times; conversely, this
process is tabulated only monthly, and daily data were apparently not of any
interest. Therefore, although there is informative visitation (costs are higher for
subjects who visit than for those who do not visit), the underlying longitudinal
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process is known to be zero for months where no visits take place. Recall from
Section 4.2.4 that the roadblock to the use of the cleaner assumption (3.8) instead
of (4.1) was the complete inability to estimate an IPSW without jointly modeling
the failure and response processes. But since only the monthly response data are
of interest in this setting, calculation of the IPSW is more straightforward (be-
cause no interpolation of a continuous process is required), and the estimates
obtained using (3.13) with assumption (3.8) and weight based on (4.12) can be
contrasted with the estimates obtained using (3.13) with assumption (4.1) and
no IPSW. Recall that Section 4.3 showed that the conditional mean parameter
estimates for the two methods are quite similar.
For 41% of the months studied (the data for the first month of study were
removed from the original dataset because virtually all patients had costs in
their first month, see Liu et al., 2008a), there was no monetary cost, i.e. the pa-
tient did not return for follow-up. The months with non-zero cost are classified
as inpatient or outpatient months, with inpatient months accumulating a much
larger cost. The costs are skewed to the right, so log transforms of cost+1 and
of cost were respectively taken in this section and by Liu and his colleagues.
In addition to the monthly monetary cost to the UVa health system and the in-
patient indicator, the other available data are the time-fixed covariates of age
(centered at 72), gender (indicator of male), and race (indicator of white). The
mean follow-up time is 18.5 months (SD = 9.0), and 16% of patients died before
the end of study, while the remaining 84% were censored.
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4.4.2 Previous models considered by Liu and coauthors for the
CHF data
Liu et al. (2008a) use four generalized linear models (GLMs) to a model monthly
indicator of visit, a monthly indicator of inpatient conditional on visit equal one,
a monthly inpatient cost conditional on visit equal one and inpatient equal one,
and a monthly outpatient cost conditional on visit equal one and inpatient equal
zero. The four GLMs are connected by correlated random effects to account
for between-subject heterogeneity. Liu et al. (2008b) broaden the analysis by
modeling three processes - visitation, cost, and lifetime - using a joint random
effects model. As in Liu et al. (2008a), they model the monthly cost conditional
on visiting in that month. One implication of the joint random effects models in
these papers is that regression coefficients are considered subject-specific.
4.4.3 A new model for the CHF data
In applying our CEEs (both with and without IPSW) we chose to model the
cost of the month without conditioning on visit status. This creates a bimodal
residual distribution (because of the zero costs), but has the more direct inter-
pretation of actual cost for the month. Differing from the papers of Liu and his
coauthors, which incorporate all between-subject heterogeneity (i.e. frailty) in
their cost model through either one or two random effects, we condition on the
average of previous costs, which incorporates the between-subject heterogene-
ity by using covariate information that changes over the course of observation
(Aalen et al., 2004). We also condition on the inpatient indicator (inpat) for the
current month. This conditioning is possible because as mentioned in Section
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3.2.3, A(k) (inpat(k) in this case) can be used to model X(k) (the cost for the kth
month in this case). Due to the fact that costs associated with inpatients are
where the vast majority of total expenditures lie, separate modeling of inpatient
months and non-inpatient months is highly desirable.
Importantly, the cost for the final (incomplete) month is actually available for
the CHF data, and if it is taken into account, an average cost per day analysis us-
ing assumption (3.8) without any IPSW could be undertaken. This contrasts the
CHF dataset with most applications that are subject to a terminal event because
usually the longitudinal process is not observed in the interval immediately pre-
ceding death, creating the need for an IPSW (or for modeling assumption (4.1)).
We however want to contrast the use of IPSW to the case with no IPSW, and
so we ignore this final month cost in our models for both mortality and cost.
Another reason to exclude this final month is that we do not have information
regarding the pattern of cost accumulation within months; e.g. in a censored
month with an outpatient visit, the expected cost for the censored part of the
month might be very close to zero.
We use assumption (4.6), and for the mortality, assume an intensity driven
by a Cox model:
E
(
dNd∗(t)|Hd(t)
)
= exp
(
κT0 (cost3(t), age,male,white, inpat(t))
)
dΛd0(t), (4.13)
where Nd∗(t) is the counting process for death and Hd(t) is the filtration it de-
pends on (see Chapter 5 for a much more detailed discussion of survival mod-
eling), inpat(t) is the inpatient indicator for the most recent complete month, and
cost j(t) denotes the average cost over the previous j complete months. We con-
sidered j = 1, . . . , 10, but j = 3 had the highest Cox partial likelihood. We do not
take into account visitation history, as suggested in Liu et al. (2008b), because
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its effect is insignificant when cost history is accounted for. For the conditional
mean cost of the kth month we assume:
µ(k) = βT0
(
1, k, k2, cost3(k), age, age2, inpat(k)
)
. (4.14)
The model in (4.14) allows evaluation of the effects of the time-fixed covariates
conditional on previous cost and inpatient status. It is similar to the model in
Liu et al. (2008b) in that it models quadratic effects of age and time: the theory
regarding quadratic age is that the oldest patients are treated less aggressively,
and hence more cheaply, and the theory regarding quadratic time is that there is
a high initial cost due to diagnosis and early treatment, and then costs decrease
and flatten out before increasing shortly before death. This is known as the
“bathtub” effect. We do not however use male as a predictor because when
conditioning on inpat, there is no significant gender difference; the same result
is found in Liu et al. (2008a). We also do not use white as a predictor because
after conditioning on cost3(k), it is insignificant: controlling for the differing cost
trajectories of the different races wipes out their predictive value for the current
cost.
We consider two realizations of (4.14), one with µ(k) defined as (3.8) and one
with µ(k) defined as (4.1). This implies there are actually two different β0 vectors
being estimated by the two CEEs; we denote the former as β(1)0 and the latter as
β(2)0 .
Before considering the CEEs for estimating the conditional mean monthly
cost, (4.13) is fit using a Cox model to estimate κ0. The results are shown in
Table 4.3. There are significant effects for cost3(k), age, and inpat(k), but the
effects of male and white are not quite significant at the 0.05 level.
The parameter estimates obtained using (4.14) in (3.13) are presented in Ta-
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Table 4.3: Estimate of κ0 and its ASE in (4.13) for the CHF data
covariate κˆ0 (ASE)
cost3 0.1322 (0.0241)
age 0.0424 (0.0078)
male 0.1953 (0.1217)
white -0.2103 (0.1325)
inpat 1.0777 (0.1766)
ble 4.4, where it is evident that the use of assumption (3.8) with IPSW instead
of assumption (4.1) with no IPSW, does not make a significant difference in esti-
mates of β0. By conditioning on previous cost instead of using a subject-specific
random effect (as in Liu et al., 2008b), the subject-specific effect on cost is effec-
tively allowed to change over time; despite this different model, the conclusions
reached here are quite similar to those of Liu et al. (2008b): there is evidence of
a “bathtub” cost shape over time, and there is some evidence of quadratic ef-
fect of age. As expected, inpatient indicator has quite a large effect on cost. But
as mentioned earlier, male and white are insignificant when included in (4.14)
with inpatient status and previous costs already accounted for.
For an analysis involving data subject to missingness as well as informative
visitation, censoring, and the presence of a terminal event, the reader is referred
to the analysis of cardiac data in Section 5.5.
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Table 4.4: Estimates of β(1)0 and β
(2)
0 , and their ASEs, from (4.14) for the CHF
data. The second column corresponds to the use of assumption
(3.8) with IPSW in (3.13); the final column corresponds to the
use of assumption (4.1) without any IPSW in (3.13)
covariate ˆβ(1)0 (ASE)
ˆβ(2)0 (ASE)
intercept 1.5020 (0.0783) 1.4458 (0.0762)
month -0.0294 (0.0097) -0.0249 (0.0094)
month2 0.0012 (0.0003) 0.0011 (0.0003)
cost3 0.4919 (0.0142) 0.4970 (0.0143)
age 0.0064 (0.0035) 0.0061 (0.0034)
age2 -0.0004 (0.0004) -0.0004 (0.0004)
inpat 3.8202 (0.0932) 3.8192 (0.0907)
4.5 Discussion
This chapter helps to fill a hole in the literature: modeling continuous multi-
variate longitudinal processes that are subject to missingness. Specifically, it
has generalized Chapter 3 by estimating parameters driving a multivariate lon-
gitudinal process of interest that is not only subject to censoring, but also to
missingness and a terminal event. Handling the failures is relatively easy due
to some assumptions connecting the failure time process to the longitudinal,
visitation, and censoring processes. Handling the missingness is more involved
and consistency of parameter estimates requires a sequential MAR assumption
and a parametric assumption on the response process to derive the distribution
of the missing data conditioned on the observed data (it is for this reason that
the methods described in this chapter do not apply to marginal models - once
a parametric transition density is assumed, the estimating equation becomes
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conditional).
Simulations have shown that the proposed model for missing data performs
very well in practice, and that the CEE is robust to misspecification of the tran-
sition variance. They have also shown that despite modeling normality condi-
tional on at-risk status, parameters corresponding to an unconditional normal
are still estimated with very small bias.
We have reanalyzed the medical cost data from Liu et al. (2008a) and Liu
et al. (2008b), handling between-subject heterogeneity by conditioning on past
events rather than using random effects. Supporting the conclusions from Liu
et al. (2008b), our model showed quadratic effects of age and time on the med-
ical costs, and supporting the conclusion from Liu et al. (2008a) we found that
there are no gender differences when inpatient status has been accounted for.
Our model also showed that conditional on past costs, whites do not have lower
current costs: controlling for the differing cost trajectories of the different races
wipes out their predictive value for the current cost.
We have assumed that some transformation of the longitudinal process fol-
lows a multivariate normal transition density. But future work might consider
copula methods instead, which would enable direct modeling of a much wider
family of distributions. The computational simplicity of our method would be
mitigated though. Nevertheless, this could be an area that deserves further ex-
ploration.
Although the methods of this chapter are not appropriate for marginally
modeling an intermittently observed response subject to missingness, they
could be utilized to impute a covariate process subject to missingness, which
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could then be used in a marginal estimating equation for a response without
missingness.
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CHAPTER 5
SURVIVAL PREDICTION BASED ON DISCRETELY OBSERVED
COVARIATES WITH MISSINGNESS
5.1 Introduction
Chapter 4 considered a conditional estimating equation (CEE) to estimate pa-
rameters indexing a censored multivariate longitudinal process that was subject
to missingness and an end of study due to a terminal event. This chapter will
utilize that methodology by employing a variation of a Cox model to predict
survival that depends on the underlying longitudinal process. In Chapters 3
and 4, the longitudinal process was of central interest, but now the survival pre-
diction is of central interest, so hereafter we will refer to the longitudinal process
as the “covariate process”. This chapter was inspired by data from a cardiac care
unit in Ann Arbor, Michigan, provided to us by Dr. Mark Cowen. These data
have several biological processes that are measured intermittently with miss-
ingness, and the ultimate goal is to effectively assign hospital resources to the
patients in the greatest danger of immediate death.
The assumption made in Chapter 4 regarding the Gaussian transition den-
sity of the longitudinal process, which helped handle missingness, will also al-
low calculation of the distribution of the covariate trajectories at arbitrary times,
while making use of the complete subject histories. Once this distribution is
known, it allows the utilization of a modification of a Cox partial likelihood
approach to estimate regression parameters in the failure hazard. If assump-
tions (4.1) and (4.2) hold, consistency of the Cox model estimates can be shown
(this is done in Appendix K.2), but as discussed in Tsiatis et al. (1995), these as-
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sumptions, while completely practical, may not be theoretically feasible: they
“necessitate the existence of covariate and failure time processes that induce the
family of joint Gaussian distributions conditional on being at risk at each time
t.” Hence, we compare this partial likelihood method to a similar method pro-
posed by Tsiatis et al. (1995). These two approaches will be described in detail in
Section 5.3. Without missing data, it would be feasible to choose another para-
metric distribution for the covariates as long as its moment generating function
is known: similarly to the Cox model, covariates enter our model only through
the identity and exponential functions. Self and Pawitan (1992) actually propose
a relative risk function that is linear in the covariates, so only the expectation of
the covariates would be required in this case.
Prediction of survival to time s+t conditioned only on information up to time
s, without parametric assumptions on covariates, has been studied by Zheng
and Heagerty (2005) and Van Houwelingen (2007) with the former terming it
“partly conditional modeling”, and the latter calling it “landmark analysis”.
However, having already made a parametric assumption about the covariates
in Section 4.2.2, there is enough information about the covariate process that
conditioning up to time s can still elucidate X(u) for u > s to some degree.
The approach to the prediction problem that is presented in this chapter dif-
fers from most of the literature because we do not jointly model the longitudinal
and time-to-event processes by connecting them with an unobserved latent vari-
able. An excellent survey of joint modeling is provided by Tsiatis and Davidian
(2004). Those authors note that joint modeling procedures can be classified in
one of two ways, depending on the model used for the underlying longitudinal
process with which failures are associated: the majority of papers assume that
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true process follows a completely smooth trajectory described by usually only
two random effects, whereas some papers (e.g. Wang and Taylor, 2001; Xu and
Zeger, 2001) allow the subject-specific trajectory to have some noise which may
have prognostic capability for the failure time process. The incorporation of a
separate random effect governing short term fluctuations is quite difficult com-
putationally (the two papers above use MCMC to fit their respective models),
and this is why most authors choose to avoid it. Tsiatis and Davidian (2004) note
that in most joint models “the value of the smooth trend [of the covariate]... is
the predominant feature associated with prognosis”, and although it is admit-
tedly a simplification of reality, computational limitations dictate its use. Papers
by Fieuws and Verbeke (2006) and Rizopoulos et al. (2009) respectively use a
pairwise modeling approach and Laplace approximations to ease the computa-
tional burden inevitably created in joint modeling by the numerical integration
over random effects.
The normality assumption regarding the covariate process of subjects at risk
that we made in Section 4.2.2 is similarly an obvious simplification of reality, but
it does allow for calculation of the distribution of the covariate process at arbi-
trary times, which allows estimation of each subject’s complete covariate trajec-
tory. Some joint models, for example Tsiatis and Davidian (2001), entirely avoid
estimation of random effects and so cannot estimate subject-specific paths at all.
With subject-specific paths in hand, the Cox model parameters for the hazard of
failure (a hazard depending on the actual underlying covariate process, rather
than only an over-smoothed version of it) can then be estimated.
This chapter will proceed as follows. Section 5.2 will show how to calculate
the conditional covariate distribution at arbitrary points in time. Section 5.3.1
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will introduce notation and Section 5.3.2 will give the theory for estimating the
survival model parameters, while Sections 5.3.3 and 5.3.4 will discuss baseline
hazard and survival probability estimation respectively. Section 5.4 will show
some simulation results for the Cox model parameters, and Section 5.5 will pro-
vide an analysis of cardiac data. Section 5.5 will compare the predictive accu-
racy of different models using both ROC curves and the method of Schoop et al.
(2008), which estimates dynamic prediction error using an inverse-probability-
of-censoring-weighted (IPCW) estimator. This estimator is introduced in Sec-
tion 5.3.5. Finally, Section 5.6 will wrap up the chapter and present some pos-
sible future research directions. Large sample theory is provided in Appendix
K.
5.2 Covariate distribution at arbitrary times
Chapter 4 considered estimation of parameters driving the transition density
of a longitudinal process, e.g. a covariate process. Our interest is now in using
these estimates to identify the conditional distribution of the covariates of an
arbitrary subject at an arbitrary future time. For progress to be made here, we
assume that the covariate process transition density (conditioned on at-risk sta-
tus) follows a multivariate normal distribution, but this assumption has already
been made to deal with missingness in Section 4.2.2, so no further generality is
lost. As mentioned in Section 3.2.3, in order to find the covariate distribution
at times with no visits, Ai(t) may no longer be included in {Hm,ci (t)} unless it is
continuously observed.
Assumptions (4.1) and (4.2) are the vehicles used for imputation (i.e. extrap-
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olation) at future times. Interpolation would produce efficiency gains and cre-
ate a greater breadth of possibilities for terms in the Cox model (such as inter-
polated slopes of covariate trajectories); unfortunately it cannot be performed
without bias. Consider the problem of finding the distribution of X(t) given
X(t−1) and X(t+ 1). Even with no missing data, E(X(t)|X(t−1), X(t+ 1),T ≥ t+ 1),
and the corresponding variance are unknown. What is known is E(X(t)|X(t −
1),T ≥ t), but once information on survival past time t is included, the nor-
mality (or whatever parametric assumption happened to be in use) would be
destroyed.
The situation is no better if a marginal version of (4.1) and (4.2) is assumed,
i.e. without conditioning on T ≥ t. Not only would this make intermittently
missing data impossible to deal with in the convenient conditional normal
formulation used in (4.5), but different inverse-probability-of-survival-weights
would have to be approximated to multiply each term of (4.9). Furthermore, the
distribution of {X(t + 1)|X(t − 1),T ≥ t + 1} is not known and hence no Brownian-
bridge argument for interpolation of X(t) would be applicable.
5.3 Methodology
5.3.1 Notation and assumptions
First recall from Section 4.2.1 that Υi = min(Ci,Ti) and ξi(t) = I(Ci ≥ t)I(Ti ≥ t).
Consider the usual Cox model hazard for mortality,
E
(
dNd∗i (t)|Hdi (t),Ci ≥ t
)
= E
(
dNd∗i (t)|Hdi (t)
)
= exp
(
κT0 h
d
i (t)
)
dΛd0(t), (5.1)
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where dNd∗i (t) = N
d∗
i (t
− + dt) − Nd∗i (t−), Nd∗i (t) = I(Ti ≤ t), {Hdi (t)} =
{Xi(t), X¯i(t−), A¯i(t−),Ti ≥ t}. The first equality in (5.1) is an independent censoring
assumption. The vector hdi (t) is a realization of {Hdi (t)}; note in particular that we
must assume hdi (t) cannot include previous unobserved values of the underlying
covariate process because, for example, the distribution of {Xi(t − k)|Xi(t),Ti ≥ t}
is unknown when dNi(t − k) = 0. Similarly, hdi (t) cannot include Ai(u), u ≤ t, for u
such that dNi(u) = 0 because its distribution is unknown, even at time t.
For use in this chapter, let Ndi (t) = N
d∗
i (min(t,Υi)) denote the counting pro-
cess of the observed failure for subject i, {H¯di (t)} denote the observed portion of
{Hdi (t)}, which we assume includes {Ti ≥ t}, with {H¯d(t)} =
⋃n
i=1{H¯di (t)}, and replace
(4.3) and (4.4) with µ˜i(t) ≡ E(hdi (t)|H¯di (t)) and Σ˜i(t) ≡ Var(hdi (t)|H¯di (t)), the difference
being that now Ai or a continuously observed Ai(t) can be included in µ˜i(t) and
Σ˜i(t). Again, the dependence on θ has been suppressed to avoid complexity of
the notation, and will be done similarly for the rest of the chapter, but the reader
should note that unless otherwise stated, the terms presented here depend on θˆ,
and not the true data-generating parameter, θ0. Also note that hdi (t) conditional
on {H¯di (t)} has a multivariate normal distribution, and that the methodology dis-
cussed in Section 5.2 provides the ability to estimate this distribution.
Finally, define mgfi(t, κ) ≡ E(exp(κThdi (t))|H¯di (t)) = exp(κT µ˜i(t) + 12κT Σ˜i(t)κ), and
notice that mgfi(t, κ) is the moment generating function of h
d
i (t), conditional on
H¯di (t), evaluated at κ.
86
5.3.2 Failure time process model
If the covariate process is continuously observed, the estimating equation for κ
in the Cox model is (Kalbfleisch and Prentice, 2002):
n∑
i=1
∫ τ
0
hdi (t) − ∑nj=1 ξ j(t)hdj (t) exp(κThdj (t))∑n
j=1 ξ j(t) exp(κTh
d
j (t))
 dNdi (t). (5.2)
Taking the conditional expectation of (5.2) with respect to the observed covariate
process would seem to be the desired solution for parameter estimation when
the covariates are not continuously observed, but it is easily shown that this
leads to a biased estimate of κ0.
Tsiatis et al. (1995) provide one alternative solution in the similar context
where covariates are observed with Gaussian measurement error. They assume
that the covariate process of the subjects at risk remains normal for all times (as
we do in (4.1) and (4.2)), and they replace exp(κThdi (t)) with E
(
exp(κThdi (t))|H¯d(t)
)
in the usual Cox model likelihood. This leads to the following estimating equa-
tion for κ:
n∑
i=1
∫ τ
0
E (hdi (t)|H¯di (t)) − E
(∑n
j=1 ξ j(t)h
d
j (t) exp(κ
Thdj (t))|H¯d(t)
)
E
(∑n
j=1 ξ j(t) exp(κTh
d
j (t))|H¯d(t)
)  dNdi (t). (5.3)
By switching the order of the expectation and derivative, all the expectations in
(5.3) are easily found. Since (5.3) amounts to using the conditional expectation
of the hazard in (5.1), instead of the hazard itself, in the partial likelihood, it
leads to biased estimates of κ0. But as Dafni and Tsiatis (1998) show, the bias
caused by (5.3) is greatly reduced from more naı¨ve methods like last value car-
ried forward. Another problem, as discussed in Section 4.1, is that the assump-
tion of normality conditioned on at-risk status may not even lead to processes
that exist. The conditional normality is however a very convenient mathemat-
ical assumption that facilitates computation. Marginal Gaussian assumptions
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are quite common in the longitudinal data literature (including Chapter 3) and
as seen in Section 4.3, (4.1) and (4.2) are only negligibly different than (3.8) and
(3.9), so the conditional normality is not unreasonable to assume.
Our proposed estimating equation for κ is quite similar to (5.3). It is:
U†(κ, θˆ) =
n∑
i=1
∫ τ
0
E (hdi (t)|H¯di (t)) −
∑n
j=1 ξ j(t)E
(
hdj (t)|H¯d(t)
)
E
(
exp(κThdj (t))|H¯d(t)
)
∑n
j=1 ξ j(t)E
(
exp(κThdj (t))|H¯d(t)
)  dNdi (t).
(5.4)
This can be viewed as a special case of the Expectation-Substitution (ES) algo-
rithm (Elashoff and Ryan, 2004), which in its full generality alternates between
replacing functions of complete data with their expected values and substituting
these expected values into a complete data estimating equation, which is then
solved. Equation (5.4) is simply their S-step run once. No iteration between
E and S steps is required because the expectations in (5.4) use θˆ as previously
estimated in (4.9) rather than simultaneously estimating θ0 and κ0.
In exchange for our strong assumption on the distribution of the longitudi-
nal data, we do not have to make the strong assumption made in the literature
on joint modeling of longitudinal and time-to-event data (Tsiatis and David-
ian, 2004) that the failures only depend on the smoothed approximation of the
covariate process. This is quite evident from the fact that (5.4) includes hd(t).
Each contribution to the estimating equation for the Cox model with contin-
uously observed data, (5.2), is the covariates of the subject who failed minus a
weighted average of the covariates of all the subjects still at risk with weights
proportional to the hazards of failure. An intuitive explanation for (5.4) is that
it is the analog in the discretely observed data setting: the expected value of
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the covariates of the subject who failed minus the weighted average of the ex-
pectations of the subjects still at risk with weights proportional to the expected
hazards of failure. For (5.4) to lead to a consistent estimate of κ0, we do require
the covariates to remain normal conditioned on at-risk status.
An alternative EE would also involve conditioning on Ti = t in each piece of
(5.4). This would arguably be the analog of (5.2) for discretely observed data.
The required expectations would still be available in closed form because a sim-
ple Bayes’ rule calculation shows that hdi (t) is conditionally multivariate normal
with
E(hdi (t)|H¯di (t),Ti = t) = µ˜i(t) + Σ˜i(t)κ0,
Var(hdi (t)|H¯di (t),Ti = t) = Σ˜i(t).
(5.5)
However, as the following theorem shows, (5.4) is appropriate for unbiasedness
and consistency.
Theorem 5.3.1. Given the conditions for Theorem 4.2.1, given assumption (5.1),
and given conditions (K1)-(K5) in Appendix K.1, the κˆ that solves 0 = U†(κˆ, θˆ) is
a consistent and asymptotically normal estimator of κ0, the true parameter.
The proof of Theorem 5.3.1 is provided in Appendix K.2, along with an esti-
mate of the asymptotic variance of κˆ.
5.3.3 Baseline hazard estimation
The cumulative baseline hazard must be estimated in order to predict survival
for arbitrary subjects after (4.9) and (5.4) (or (5.3)) have been solved. When
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continuously observed data is available, the Breslow estimator is used. It is:
Λˆd0(t) =
∫ t
0
n∑
i=1
1∑n
j=1 ξ j(s) exp(κˆTh
d
j (s))
dNdi (s). (5.6)
With intermittently observed data, our proposed estimator is different, but it is
the same for both (5.3) and (5.4):
Λˆd0(t) =
∫ t
0
n∑
i=1
1∑n
j=1 ξ j(s)E
(
exp(κˆThdj (s))|H¯d(s)
) dNdi (s). (5.7)
5.3.4 Probability of survival
With continuously observed data, the survivor function for subject i is usually
estimated with (Kalbfleisch and Prentice, 2002):
Sˆ i(s, s + t) = exp
(
−
∫ s+t
s
exp(κThd(u))dΛd0(u)
)
, (5.8)
where Λd0(u) is replaced by an estimate. With intermittent observations, the con-
ditional expectation of (5.8) is not available in closed form, but the expectation
of its logarithm is, and (for both (5.3) and (5.4)) this expectation leads to
Sˆ (s)i (s, s + t) = exp
(
−
∫ s+t
s
mgf(s)i (u, κˆ)dΛˆ
d
0(u)
)
, (5.9)
Sˆ (s+t)i (s, s + t) = exp
(
−
∫ s+t
s
mgf(s+t)i (u, κˆ)dΛˆ
d
0(u)
)
, (5.10)
where mgf(b)i (t, κ) is the same as mgfi(t, κ) except µ˜i(t) and Σ˜i(t) are based on in-
formation observed at or before time b (rather than time t). Equation (5.9) gives
an estimate of the probability of survival to time s + t given survival to time s,
whereas (5.10) conditions on the observed covariate path between s and s + t
to give the probability that a future subject following this covariate path would
survive to time s + t having already survived to time s. Unfortunately, due to
conditioning on survival past u, the distribution of Xi(u) cannot be calculated
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exactly for s < u < s+ t. Nonetheless, interpolation could be useful in evaluating
prediction error, as will be explained now.
5.3.5 Evaluating prediction error
With survival estimates now obtained, a way to measure the prognostic capa-
bilities of the candidate models must be defined. One useful and convenient
metric is the quadratic loss function (Schoop et al., 2008):
(
I(Ti > s + t) − Sˆ (s)(i, s, s + t)
)2
, (5.11)
which is defined for each i and for some choices of s and t. Defining Sˆ (s)(i, s, s+ t)
to be constant at 0.5 gives 0.25 as the quadratic loss, so any sensible prediction
scheme has 0.25 as an upper bound for its expected quadratic loss.
Gerds and Schumacher (2006, 2007) study this model assessment problem
with time-fixed covariates (s = 0) by using an inverse-probability-of-censoring-
weighted (IPCW) estimator of the prediction error (PE), where PE is defined
as the marginal expectation of (5.11). Schoop (2008) and Schoop et al. (2008)
extend the work of Gerds and Schumacher to dynamic predictions involving
possibly internal time-dependent covariates, defining PE as the expected value
of (5.11) conditional on survival to time s, and selecting the best model to be the
one with the lowest PE estimate. They remark that by varying either s or t one
can get a prediction error curve, and they define time-averaged prediction error
as an integral of the PE over the possible values of s or t. For computational
convenience, we propose randomly sampling s independently of Sˆ , and using
s = s1, s2, . . . , sm for each subject, keeping m small. Similarly to Schoop et al.
(2008), the resulting consistent estimate of the true time-averaged prediction
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error for a fixed t is
P̂E(s, t) =
1
nm
n∑
i=1
m∑
j=1
ξi(s j)
(
I(Ti > s j + t) − Sˆ (s j)(i, s j, s j + t)
)2
Wi(s j, s j + t)
Pˆ(Ti > s j)Pˆ(Ci > s j)
, (5.12)
where
Wi(s, s + t) =
ξi(s + t)
Pˆ(Ci > s + t|ξi(s) = 1,Hc(s))
+
δi(1 − ξi(s + t))
Pˆ(Ci > Υi|ξi(s) = 1,Hc(s))
,
and {Hc(t)} is the information available at time t to predict dNc(t) ≡ Nc(t− + dt) −
Nc(t−), the indicator of a censoring event at time t. The denominators in Wi are
estimated using an equation analogous to (5.9) and by assuming coarsening at
random, (4.6).
For the second term in the denominator of (5.12), Schoop et al. (2008) define
Pˆ(Ci > s j) =
ri(s j)∏
k=1
Pˆ (Ci > tik|Hc(tik)) · Pˆ
(
Ci > s j|Hc(s j)
)
,
where ri(t) is the time of the most recent visit before time t. They suggest es-
timating Pˆ(Ti > s j) using the Kaplan-Meier estimator, noting that this makes
the IPCW estimator’s weighting scheme independent of the survival model in
question, implying that it remains unbiased even under misspecification of the
survival model.
Our model suggests that a possible alternative term is (5.10) evaluated with
s = 0 and t = s j. However, if this is done, the IPCW estimator’s weighting
scheme is no longer independent of the survival model, resulting in its bias if the
survival model is misspecified (there is also the small bias discussed in Section
5.3.4). But as described in Schoop (2008), the intuitive reasoning for inverse-
weighting at time t is that a subject who only had a probability p of remaining
at risk until time t has to represent p−1 other similar subjects (i.e. ones who had
the same covariate path) who ceased to be at risk sometime before t.
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5.4 Simulations
This chapter introduced the estimating equation (5.4), and we now want to
study the properties of the estimates it produces for κ0. See Sections 3.3 and 4.3
for a complete description of the setup. Interest has now shifted away from the
estimation of the longitudinal process, but it must still be estimated before esti-
mating κ0. We will not report results of its estimation here though because that
was done in Section 4.3. The reader is reminded that the longitudinal processes
were simulated to be marginally normal, that is, without any conditioning on
T ≥ t, so (5.4) is subject to misspecification in these simulations. It turns out that
(5.4) and (5.3) produce virtually the exact same estimates in all cases, so we will
not report both.
The terminal events were simulated according to (5.1) with κ0 =
(0.3, 0.2, 0.05, 1), constant baseline hazard, and hd(t) = (X1(t), X2(t),Z1,Z2).
Table 5.1 gives results for µ(t, β) = β0 − 0.5t + 0.03t2 using (5.4), and Table
5.2 gives results for the mean reverting process using (5.4). With only one fail-
ure per subject rather than about 10 visits per subject (the information available
to estimate parameters in Sections 3.3 and 4.3), the relative biases are higher
and the ASE estimation is unreliable, hence it is not reported. Simulations with
higher n were considered, and they did show ASE comparable to ESE, but to un-
dertake such simulations for all combinations of mean function and censoring
distribution would have been computationally prohibitive. Interestingly, the
simulations with more failures occurring (due to a higher baseline intensity),
tended to have higher biases despite their lower ESE. Some of that behavior
may be due to having 20% fewer visits when censoring was 50% as opposed to
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Table 5.1: Simulation results for deterministic drift using (5.4) with 400
subjects and both 50% censoring and 75% censoring
50% censoring 75% censoring
Parameter rBias (ESE) rBias (ESE)
κ1 -0.003 (0.065) 0.003 (0.067)
κ2 -0.069 (0.064) -0.020 (0.073)
κ3 0.032 (0.006) 0.004 (0.010)
κ4 -0.002 (0.173) -0.032 (0.204)
Table 5.2: Simulation results for mean reverting drift using (5.4) with 400
subjects and both 50% censoring and 75% censoring
50% censoring 75% censoring
Parameter rBias (ESE) rBias (ESE)
κ1 0.038 (0.206) 0.000 (0.265)
κ2 -0.091 (0.175) -0.041 (0.267)
κ3 -0.010 (0.008) 0.014 (0.011)
κ4 0.032 (0.167) 0.013 (0.237)
75%.
5.5 Data Analysis: Cardiac care unit
These data were kindly provided by Dr. Mark Cowen of the Quality Institute,
part of the St. Joseph Mercy Health System in Ann Arbor, Michigan. The com-
plete dataset consists of 23,792 unique subjects with a total of about 475,000
observation times; the analyses reported below use approximately one quarter
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of this complete dataset. Upon admission to the hospital, time-fixed covari-
ates are obtained for every subject. At observation times, some subset of the
time-dependent covariates is measured; importantly, this subset may be differ-
ent for different observation times. As an exploratory analysis, we fit some basic
logistic models to discover which time-dependent covariates correlated highly
with mortality time, with the intention of only modeling the trajectories of these
selected covariates. Table 5.3 provides definitions of the six resulting possible
time-dependent covariates; these covariates average approximately 40% miss-
ingness across all subjects. They are skewed, so we used a log transform of all
of them.
Table 5.3: Time-dependent covariate definitions
Abbreviation Definition
cre serum creatinine
hgb hemoglobin
mag serum magnesium
pot serum potassium
sod serum sodium
wbc white blood count
The raw data include some negative test times which are due to subjects un-
dergoing tests in the intensive care unit before arrival into the cardiac unit at
time zero. In addition, time zero generally corresponds to different times of day
for different subjects, so before applying (4.9) and (5.4) to the data, we defined
time zero for each subject as 12:00AM on the day of their first test. Figure 5.1
shows the resulting baseline cumulative hazard estimate over the first 60 hours
when (3.6) is fit with only the covariates from Tables 5.3 and 5.4 as “hv,m”. As
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expected, this shows a clear spike in testing at approximately 5:00-7:00AM each
day, with a lower spike on the first day because many subjects are admitted af-
ter 7:00AM. This spike is due to routine testing, hence tests taken at this time
of day are not as informative for covariate values, and the proportional hazards
assumption of the Cox model for visitation is violated. Therefore, if one is fitting
a marginal model (Section 3.2.2), (3.6) should be fit using the time-fixed covari-
ates as well as the log of the time-dependent covariates and their interaction
with an indicator of 5 < t mod 24 < 7 as “hv,m”. If one is fitting a conditional
model (Section 3.2.3), as we are in this section, (3.6) is not utilized and the only
consideration is whether X(t) depends on t mod 24 even after conditioning on
X¯(t−) and A¯(t−). If it does, then t mod 24 must be included in {Hm,c(t)} as well as
in {Hv,c(t)} (see (4.8)). We notice no such dependence, so {Hm,c(t)} only includes
the time-fixed covariates and the previous time-dependent covariates.
Table 5.4: Time-fixed covariate definitions
Abbreviation Definition
age age
ffp fresh frozen plasma transfusion indicator
ps potassium supplementation indicator
rbc red blood cell transfusion indicator
The mean reverting model does not fit these data well, and there is no clear
trend in covariates over time, so we assumed a zero drift process with unspeci-
fied variance:
(X(s + t)|X(s)) ∼ N (X(s), log(1 + t) · Σ) ,
where X consisted of a subset of the covariates from Table 5.3. The possible
choices for “hd(t)” are listed in Table 5.5. See Table 5.4 for definitions of the
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Figure 5.1: Baseline cumulative hazard of test times in the first 60 hours.
The dotted vertical lines denote midnight. This model uses all
the covariates from Tables 5.3 and 5.4 in the Cox model for vis-
itation
time-fixed covariates.
Estimating equations (4.9) and (5.4) were solved for each of these models;
actually in order to estimate prediction error, we partitioned the data into three
smaller pieces, and fit each model to each partition, and then validated each
training set with the data from the other two pieces (see Gerds and Schumacher
(2007) for a description of similar 3-fold cross-validation).
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We used a 12 hour window as a time-frame for prediction. According to Dr.
Cowen, this is short enough that patients could fall through the cracks on a shift
change, for example, but long enough so that a diversion of resources could still
help the patient. Equation (5.12) was used to estimate prediction error starting
from randomly sampled time points, and the average of the three training sets
for each model is presented in Table 5.5. The corresponding ROC curves are
displayed in Figure 5.2. Each survival probability was calculated using (5.9)
and if it was greater than C, survival was predicted. The predicted survival
probability was never less than 0.98, so C ranged from 0.98 up to 1.
Table 5.5: Prediction error estimates for different possible models
Model # covariates used P̂E
1 cre,hgb,mag,pot,sod,wbc,ffp,age,ps,rbc 1.638 × 10−2
2 cre,hgb,mag,pot,wbc,ffp,age,ps 1.637 × 10−2
3 cre,mag,pot,wbc,ffp,age,ps 1.611 × 10−2
4 cre,pot,wbc,ffp,ps 1.609 × 10−2
5 cre,wbc,ps 1.616 × 10−2
Table 5.5 doesn’t provide much to choose between the models, but these
prediction error point estimates are noticeably lower than the PE estimates from
models not including important covariates like cre and wbc. The best model
appears to contain cre, pot, wbc, ffp, and ps, and by using
hd(t) =
(
cre(t),pot(t),wbc(t), ffp,ps
)
,
the average of the three estimates of κ0 is:
κˆ =
(
0.54(0.17) −0.03(0.15) 0.59(0.24) 1.42(0.42) 0.21(0.28)
)
,
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Figure 5.2: ROC curves plotting sensitivity versus 1-specificity for differ-
ent possible models
where the ASE is in parentheses. About 97% of patients are censored, so there
is not much information to estimate κ0, as seen from the large ASE for the pre-
ceding estimates. The reported ASE is the average of the three ASEs, which are
estimated separately as the square root of n−1 times the diagonal of an estimate
of (K.15) (see Appendix K.2). Using cre, pot, and wbc, the average of the three
estimates led to
Σˆ =

0.009 0.002 0.003
0.002 0.008 0.001
0.003 0.001 0.028
 ,
where each estimate had a negligible asymptotic standard error. We chose
log(1 + t) · Σ instead of the Brownian motion-induced t · Σ because the latter
leads to some extremely influential tests when covariates hardly change over a
long gap time between visits.
Figure 5.3 shows plots of standardized residuals (for symmetry the mag
residuals have been included too, but the model with just cre, pot, and wbc
gives virtually the same residuals) for each of the time-dependent covariates.
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Each residual is the difference between the observed (or projected for those that
were unobserved) covariate and the mean of the transition density all divided
by the square root of the variance of the transition density. Obviously there are
several high residuals, but QQ plots show that the tails of these distributions
are quite similar to those of a t-distribution with 4 degrees of freedom, and our
simulations in Sections 3.3 and 4.3 showed that the bias created in the presence
of heavy tailed errors tends to be minimal.
Figure 5.3: Standardized residuals for covariates in the cardiac data
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5.6 Discussion
This chapter has introduced an alternative to the commonly used strategy of
jointly modeling longitudinal and time-to-event data when the ultimate goal is
to model the survival process. The majority of the joint modeling literature as-
sumes that the event time process cannot depend on short term fluctuations in
the longitudinal (covariate) process; this assumption is questionable, so we re-
place it with an assumption of conditional normality of covariates among those
subjects still at risk. While the latter may create processes that do not technically
exist (Tsiatis et al., 1995), it is mathematically convenient in terms of facilitating
computation, and it allows the event time process to depend on short term fluc-
tuations in the covariate process.
We have proposed an alternative to the estimating equation presented in
Tsiatis et al. (1995), and shown consistency and asymptotic normality of our pa-
rameter estimates under the aforementioned conditional normality assumption.
Simulations have shown that κ0 can be estimated with relative bias of usu-
ally at most only 4% when only 100/400 subjects experience a failure, and an
analysis of the cardiac care unit dataset has selected appropriate time-fixed and
time-dependent covariates to use in prediction of future deaths. The prediction
model incorporating these covariates will hopefully enable hospital resources
to be assigned to patients in the greatest immediate need.
If one wants to avoid the tenuous conditional normality assumptions, with
mean and variance specified by (4.1) and (4.2) respectively, then the usual
marginal assumption could be offered instead - that is, no conditioning on sur-
vival in the Gaussian assumption. While more technically sound, this prohibits
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the simple handling of missing data proposed in chapter 4; it also prohibits sim-
ple extrapolation provided in this chapter. An inverse-probability-of-survival-
weight (IPSW) might be feasible in the complete data setting, and further in-
vestigation might show this to be a reasonable alternative to the previously
discussed smoothing assumptions made in the joint modeling literature, while
still providing more technically sound assumptions for large sample theory; it
would however destroy the simplicity of our proposed methods.
Another direction for future study could be to model a discrete response
conditional on its past observations using a continuous-time Markov chain
(CTMC), handling missing data with a multinomial imputation method. The
CTMC could be used to model the length of time spent in various states, and to
predict the time-to-event of an associated failure process. A possible application
of this would be using credit ratings in financial data to predict bankruptcy.
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CHAPTER 6
CONCLUSION
This thesis has studied longitudinal data in several different forms. In Chap-
ter 2 the focus was on modeling the times between measurements, in Chapters
3 and 4 interest was in modeling the measurement process itself, and in Chap-
ter 5 the longitudinal measurements were used to predict a time-to-event of an
associated process.
Chapter 2 began by introducing the methods for analyzing recurrent events,
and noted that they can generally be cross-classified into one of four categories
determined by: (i) the choice of “calendar” versus “gap” time as the fundamen-
tal temporal scale; and, (ii) the use of “marginal” versus “intensity” models for
analyzing the data. The main advantage enjoyed by marginal models over in-
tensity models is that there is no need to fully specify the within subject covari-
ance structure. This makes them useful for studying population parameters,
but not as useful for prediction. Intensity models, due to their full specifica-
tion of covariance structure, can be subject to misspecification, but they do al-
low for a weaker independent censoring assumption because they condition on
event histories as well as covariate histories. The gap time approach in Chap-
ter 2, which builds upon the work of Murphy et al. (1995), uses a conditional
generalized estimating equation (condGEE; also see the R package of the same
name) that relaxes the stringent restrictions imposed by simpler marginal mod-
els while avoiding the need to fully specify how the probability of subsequent
recurrence depends on the prior event and covariate histories.
As opposed to modeling the less interpretable event intensities, the condGEE
procedure directly models the first two moments of the gap times conditional
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upon the previous event history; this conditional specification differs from GEE
as proposed by Liang and Zeger (1986) and GEE2 proposed by Prentice and
Zhao (1991). The conditional structure creates an interesting class of possible
choices for the working variance, and as we show in Appendix C, upper trian-
gular choices are required for an unbiased estimating equation.
We dealt with the censored gap time by using a parametric assumption
(which simulations showed to be quite robust) on its distribution, but fur-
ther research could consider different options such as inverse-probability-of-
censoring-weighting (IPCW), which would ignore the censored gap time and
up-weight the contributions of the complete gap times according to their prob-
ability of having been censored. This would require specification of a censoring
model rather than a model for the length of the censored gap time for each sub-
ject. It would also be interesting to consider multivariate recurrent event pro-
cesses arising either as a result of clustering or due to the presence of multiple
recurrent event outcomes on each subject. Modeling the dependence structure
would likely cause the robustness of the present approach to suffer and it may
be advantageous to use a proper extension of IPCW-type estimation.
Chapter 3 departed from the recurrent event setting; parameters governing
the intensity of measurement (i.e. intensity of visitation) were considered a nui-
sance, but they are still accounted for to avoid bias in the estimation of the pa-
rameters describing the evolution of the longitudinal process. Papers by Lin
et al. (2004) and Bu˚zˇkova´ and Lumley (2009) studied this class of problems by
employing estimating equations, with the ground-breaking contribution made
by Lin and Ying (2001). The former two papers use an inverse-intensity-weight
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to allow for visitation dependent on previous responses. The work in this thesis
expands on theirs by allowing for the possibility of modeling the response pro-
cess not only conditional upon covariates but also upon its own history (that is,
a conditional estimating equation rather than a marginal estimating equation),
and also by handling a multivariate process, which of course requires variance
estimation as well.
We explored the differences between marginal and conditional estimating
equations: these differences extend to the types of problems they can answer,
and the assumptions required, particularly on the visitation process. It turns
out that with conditional estimating equations (CEEs), no inverse-intensity-of-
visitation-weight is required for consistency of the estimates of the parameters
driving the longitudinal process.
Chapter 4 introduced the concept of intermittent missingness in response
process: that is, dimensions which may be missing for a particular visit only to
be measured again at a future visit. Properly dealing with intermittent miss-
ingness of a multivariate response in longitudinal data is an area that has not
received much attention in the literature, but by using CEEs to estimate tran-
sition density parameters of the multivariate process, and hence describe its
evolution, the missingness can be handled relatively easily with a sequentially
missing at random (S-MAR) assumption. This does require a parametric as-
sumption (on the transition density of the longitudinal process given at-risk
status) to find the expectation of the unobserved data given the observed data
in order to maintain an unbiased estimating equation, but simulations showed
a robustness to this assumption. We used a Gaussian assumption, but in future
work it might be interesting to also consider distributions besides the Gaussian,
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with the possible use of copulas to model the dependence. This chapter also
considered estimation of the longitudinal process in the presence of a terminal
event. This was done by simply modeling the mean and variance conditional
on survival; the conditional assumptions required for this parameter estimation
are complicated by the parametric assumption used to handle missingness, and
assuming that a process is normal conditioned on at-risk status for all times is
theoretically questionable, but practically quite reasonable (Tsiatis et al., 1995).
Misspecified simulations showed that the parameter estimates conditional on
at-risk status are virtually the same as the unconditional parameters.
The need for the parametric transition density precludes a similar approach
to marginal modeling with missing data (the longitudinal process history is part
of the transition density), but the CEE approach could be used to model a time-
dependent covariate process subject to missingness, which could then be used
in a marginal estimating equation for a response without missingness.
Finally, Chapter 5 used the estimated trajectories of the longitudinal process
to predict survival. The study of this topic was motivated by a dataset of cardiac
patients from Dr. Mark Cowen in Ann Arbor, Michigan. Each patient has time-
fixed covariates measured upon entry and time-dependent covariates measured
intermittently throughout their stay, but the time-dependent covariate measure-
ments are subject to missingness. We broke the problem into two steps: (1) es-
timate the underlying covariate process (using methodology from Chapter 4),
and (2) use this process to predict future survival of arbitrary patients, specif-
ically, based on covariate measurements up to time s predict survival to time
s + t. This type of prediction has been termed both partly conditional hazard
modeling (Zheng and Heagerty, 2005) and landmark analysis (Van Houwelin-
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gen, 2007).
Before prediction takes place, parameters driving the failure time process
are estimated by maximizing a partial likelihood (PL) based on that of the
well-known Cox model, the difference being that the intermittent observation
scheme creates some conditional expectations in the PL. The pointwise knowl-
edge of the covariate trajectory distribution (available from the Gaussian as-
sumption made in Chapter 4 to deal with missingness) can allow the failure
hazard to depend on a function that can be estimated from the history of the ob-
served covariates, for example the slope of the covariate process at times after
s. The estimates derived from the PL model are then used to create a predic-
tion model. The models created from different sets of predictors can then be
compared in the usual ways: with ROC curves or by using a method similar
to Schoop et al. (2008), who estimate dynamic prediction error using an IPCW
estimator.
Our approach to step 2 differs from many in the literature (Tsiatis and David-
ian, 2004 provide a good review) because we do not jointly model the longitudi-
nal and time-to-event processes by connecting them with an unobserved latent
variable. The downside of our methodology is our assumption that conditional
on at-risk status, the covariates for each subject follow a normal transition den-
sity. But the upside is the ability to consider step 1 on its own, and the ability
to model subject-specific trajectories; Tsiatis and Davidian (2004) note that in
most joint models “the value of the smooth trend [of the covariate]... is the pre-
dominant feature associated with prognosis”, and that the incorporation of a
separate random effect governing short term fluctuations is quite difficult com-
putationally, and is usually avoided. Our conditional methodology provides
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the same upside as including this random effect, but without the severe compu-
tational challenges of numerical integration, and hence, unlike the majority of
joint modeling literature, allows failures to depend on short term fluctuations
in health, rather than only on a smooth trend which is often only described by
two random effects.
We have laid out assumptions connecting the visitation, covariate, failure
time, and censoring processes, but there is work to be done in weakening these
assumptions, especially in the missing data context. Some papers, for example
Sun and Tong (2009), have begun to do this in the full data context with the use
of latent variables.
A direction for future study could be to model a discrete response condi-
tional on its past observations using a continuous-time Markov chain (CTMC),
handling missing data with a multinomial imputation method. The CTMC
could be used to model the length of time spent in various states, and to predict
the time-to-event of an associated failure process. A possible application of this
would be using credit ratings in financial data to predict bankruptcy.
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APPENDIX A
REGULARITY CONDITIONS (CHAPTER 2)
Regularity conditions sufficient for Theorems 2.2.1, 2.2.2 and 2.2.3 to hold are
summarized below:
(A0) The parameter η = (θT , σ)T lies in some compact subset O ⊂ Rp; the data
generating parameter η0 is assumed to lie interior to O. The known trans-
formation h(x) is monotone nondecreasing and bounded for x ∈ (0,∞).
Subjects are independent and identically distributed. Noninformative
censoring holds, in the sense that for j ≥ 1, we have E[Y1 j|H1 j] = E[Y1 j|H1 j]
and Var[Y1 j|H1 j] = Var[Y1 j|H1 j] for H1 j = H1 j ∪ {C1 ≥ S 1, j−1}.
(A1) Assumption (2.10) holds, with F0(·) correctly specified. In addition, bi j(η),
µi j(θ), and V−1i j (θ) are each bounded and twice continuously differentiable
for i, j ≥ 1, η ∈ O.
(A2) S n(η) is continuous for η ∈ O, and S n(η) converges uniformly in probability
to S (η) := Eη0[ψ(η,O1)] in some open neighborhood containing η0, where
S (η0) = 0.
(A3) S ′n(η) :=
d
dηS n(η) exists and is continuous for η ∈ O, and S ′n(η) converges
uniformly in probability to S ′(η) := ddηS (η) in some open neighborhood
containing η0.
(A4) S ′(η0) is non-singular.
(A5) ψ(η,O1) satisfies the Lipschitz condition
‖ ψ(η1,O1) − ψ(η2,O1) ‖ ≤ ψ˙(O1) ‖ η1 − η2 ‖,
where η1 and η2 both lie in a neighborhood containing η0 and ψ˙(O1) is a
measurable, scalar-valued function with Eη0
(
ψ˙2(O1)
)
< ∞.
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(A6) Eη0 ‖ ψ(η0,O1) ‖2< ∞.
(A7) S n(̂ηn) = op(n−1/2).
Conditions (A0) and (A1) impose assumptions specific to the problem at
hand; conditions (A2)-(A7) are more general, consisting of a combination of
regularity conditions taken from Yuan and Jennrich (1998) and van der Vaart
(1998, §5.3) adapted to the current problem. Yuan and Jennrich (1998), extend-
ing results originally due to Foutz (1977), use (A2)-(A4) and the inverse func-
tion theorem to prove consistency of a sequence of solutions obtained via an
unbiased estimating equation. van der Vaart (1998, §5.3) uses (A4)-(A7) and
the assumption that a consistent estimator exists in order to prove asymptotic
normality under an i.i.d. sampling assumption. In particular, under conditions
(A0)-(A7), the proofs of Theorem 2.2.2 and 2.2.3 are respectively direct conse-
quences of Theorem 3 of Yuan and Jennrich (1998) and Theorem 5.21 in van der
Vaart (1998). The remaining details are therefore omitted.
Condition (A1) says very little about the nature of Kr(·), r = 1, 2 appearing
in (2.14) and (2.15); the requisite assumptions are embedded in (A2)-(A7). For
example, the derivatives appearing in (A3)-(A5) involve the functions kh(s) :=
d
dsKh(s), h = 1, 2. Using integration by parts and assuming that F0(·) is continu-
ously differentiable, we see that
kh(s) = λ0(s)
[
Kh(s) − sh
]
, (A.1)
for h = 1, 2, where λ0(u) = f0(u)/(1 − F0(u)) is the hazard function corresponding
to F0. Thus, conditions (A3)-(A5) impose implicit smoothness assumptions on
Kh(·) and F0(·). These sufficient conditions can be refined in a way that make the
required smoothness assumptions more transparent; this will now be done.
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In place of (A0)-(A7), we impose the following alternative set of conditions:
(B1) Conditions (A0) and (A1) hold.
(B2) F0(·) is absolutely continuous, with continuous first and second deriva-
tives; moreover,
∫ ∞
−∞ |w|2+δ f0(w)dw < ∞ for some δ > 0.
(B3) P{0 < C1 ≤ Cmax} = 1, where Cmax < ∞ (i.e., the censoring variable has
finite support) and F0(h(Cmax)) < 1. Similarly, P{0 ≤ N1 ≤ Nmax} = 1, where
Nmax < ∞.
(B4) Var(W21 j(θ0)) < ∞ for j ≥ 1.
(B5) (A4) holds; that is, S ′(η0) is non-singular.
Assumption (B2) implies that λ0(·) in (A.1) is continuous and differentiable;
as a result, both Kh(w) and kh(w), h = 1, 2 are continuous and bounded for any
w such that F0(w) < 1. Assumption (B3) ensures h(C1 − S 1,N1) < ∞ and that the
summations over j appearing in (2.14) and (2.15) can involve at most Nmax + 1
terms (i.e., finite sums). Collectively, (B1)-(B4) imply that S (η) and S ′(η) exist for
η ∈ O; it now follows by Newey (1991, Corollary 3.1) that (A2) and (A3) hold.
Under (B5), we obviously have (A4) and hence consistency by Theorem 2.2.2.
As a byproduct, (A7) also holds, since we must have S n(̂ηn) = 0 as n→ ∞.
It can be shown that conditions (B1)-(B4) ensure that both (A5) and (A6)
hold. The proof that (A5) holds is straightforward; establishing that (A6) holds
is equivalent to showing
p∑
s=1
Eη0
[
{ψ(η0,O1)}2s
]
< ∞, (A.2)
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where {v}s denotes the sth element of a vector v. Using the notation and results
from Sections 2.2.2 and 2.2.3, observe that (A.2) is implied by
E
 p−1∑
s=1
{Eη0[D∗F,1(η0)|O]}2s +
(
Eη0[D
∗
F,2(η0)|O]
)2  < ∞,
with Eη0[D∗F,r(η0)|O], r = 1, 2 being given in (2.12) and (2.13). Using Jensen’s in-
equality and the fact that Eη0[D
∗
F,r(η0)] = 0, r = 1, 2, this condition is implied by
p−1∑
s=1
Varη0
[
{D∗F,1(η0)}s
]
+ Varη0
[
D∗F,2(η0)
]
< ∞,
where D∗F,r(η0), r = 1, 2 are given in (2.7). However, this last condition is guaran-
teed by conditions (B1)-(B4).
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APPENDIX B
LARGE SAMPLE THEORY (CHAPTER 2)
B.1 Proof of Theorem 2.2.1
We prove the desired result in stages. First, let m ≥ 1 be a fixed integer and
define
DF,1,m(η) =
m∑
j=1
f j(θ)Z j(θ) and DF,2,m(η) =
m∑
j=1
b j(η)
(
Z2j (θ) − σ2
)
. (B.1)
Let η0 = (θT0 , σ
2
0)
T be the true data generating parameter as defined in Condition
(A0). By assumption, E
[
Z j(θ0)|H j
]
= 0 and E
[
Z2j (θ0) − σ20|H j
]
= 0; moreover,
b j(η0) and f j(θ0) are known functions of η0 given H j for each j ≥ 1. Hence, for
each fixed m > 0,
E[DF,1,m+1(η0)|Hm+1] = DF,1,m(η0) + E[ fm+1(θ0)Zm+1(θ0)|Hm+1] = DF,1,m(η0)
and, similarly, E[DF,2,m+1(η0)|Hm+1] = DF,2,m(η0). It follows that {DF,i,k(η0), k ≥
1}, i = 1, 2, form mean zero martingale sequences with respect to {H j, j ≥ 1}.
The results summarized above imply that (B.1) form a pair of unbiased es-
timating equations; however, this result is not sufficient to ensure that the es-
timating functions in (2.7) are unbiased. Towards this end, we next note that
the unbiasedness of (B.1) can be immediately generalized to a data-dependent
choice of m. Specifically, let τ > 0 be a fixed constant, and set
D∗F,1(η; τ) =
∑
j≥1
I{S j−1 ≤ τ} f j(θ)Z j(θ) (B.2)
and
D∗F,2(η; τ) =
∑
j≥1
I{S j−1 ≤ τ}b j(η)
(
Z2j (θ) − σ2
)
. (B.3)
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The number of summands in each case is now random, corresponding to the
specific choice m = N(τ)+1 in (B.1). Using iterated expectation and the facts that
S j−1 and f j(θ0) are known given the information inH j, we see that
E[D∗F,1(η0; τ)] =
∑
j≥1
E
[
I{S j−1 ≤ τ} f j(θ0)E
[
Z j(θ0)|H j
]]
= 0.
Evidently, this result implies that Z j(θ0) and I{S j−1 ≤ τ} f j(θ0) are conditionally
uncorrelated givenH j. A similar argument shows E[D∗F,2(η0; τ)] = 0.
REMARK: The estimating equations (B.2) and (B.3) depend on the “full” data
Fτ = {S 1, S 2, . . . , S N(τ), S N(τ)+1; L¯1, . . . , L¯N(τ)+1},
thereby requiring the availability of the observation S N(τ)+1 (i.e., the time of the
first event following time τ). Upon reflection, this requirement is not surprising.
Specifically, the random variable N(τ) + 1, not N(τ), behaves like a stopping time
under the information sequence {H j, j ≥ 1}. Since martingale behavior is pre-
served under random stopping (e.g. Fleming and Harrington, 1991, Theorem
2.2.2), one should expect to see that each of (B.2) and (B.3) have mean zero at
η = η0.
The unbiasedness of (B.2) and (B.3) is now extended to the setting where the
fixed time τ is replaced by the random time C. Specifically, let
F = {S 1, S 2, . . . , S N , S N+1; L¯1, . . . , L¯N+1;C},
which is merely Fτ at τ = C, augmented with the additional information onC.As
pointed out in the paper, this structure is also the same as (2.1), augmented with
the additional information on the event time S N+1. Define the new increasing
information sequence {H j, j ≥ 1}, where
H j = H j ∪ {C ≥ S j−1}.
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Under the conditional independence assumption specified in Condition (A0),
we have E[Y j|H j] = E[Y j|H j] and Var[Y j|H j] = Var[Y j|H j] for j ≥ 1. Consequently,
E
[
Z j(θ0)|H j
]
= 0 and E
[
Z2j (θ0)|H j
]
= σ20. Consider now (B.2) and (B.3) with the
choice τ = C; that is, the estimating equations specified in (2.7). Using the defi-
nition of {H j, j ≥ 1} and proceeding as above, we have
E[D∗F,1(η0)] =
∑
j≥1
E
[
I{S j−1 ≤ C} f j(θ0)E
[
Z j(θ0)|H j
]]
= 0
and, similarly, E[D∗F,2(η0)] = 0. Hence, the F−dependent estimating equations
(2.7) are unbiased estimators of zero at η = η0, completing the proof.
B.2 Proof that (2.20) is biased
To understand the difficulty with using (2.20), it is helpful to begin by noting
that (2.20) arises as the solution to
1
n
n∑
i=1
 Ni∑
j=1
(
Z2i j(̂θ
(k+1)) − σ2
)
+
 V˜ (k)i
[Vi,Ni+1(̂θ(k+1))]2
− σ2

 = 0.
Under the imputation scheme (2.19), this estimating equation is observed to be
a special case of S ∗n,2(η) = 0, where
S ∗n,2(η) =
1
n
n∑
i=1
 Ni∑
j=1
bi j(η)
(
W2i j(η) − 1
)
+ bi,Ni+1(η)
(
Var[Wi,Ni+1(η)|Oi] − 1
) . (B.4)
However, notice that (2.9) and the development leading up to (2.12) and (2.13)
imply that (2.15) is in fact a special case of
S ∗∗n,2(η) =
1
n
n∑
i=1
 Ni∑
j=1
bi j(η)
(
W2i j(η) − 1
)
+ bi,Ni+1(η)
(
E
[
W2i,Ni+1(η)|Oi
]
− 1
) . (B.5)
The estimating equation (B.5) is unbiased. Because
E[W2i,Ni+1(η)|Oi] = Var[Wi,Ni+1(η)|Oi] +
(
E[Wi,Ni+1(η)|Oi]
)2 ,
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and
(
E[Wi,Ni+1(η)|Oi]
)2 typically exceeds zero, it follows that (B.4) is biased. Con-
sequently, the use of V˜ (k)i , i = 1, . . . , n in (2.20) leads to a biased estimate σ
2.
Furthermore, when the Nis are generally small, the terms Var[Wi,Ni+1(η)|Oi] − 1
contribute a larger proportion of the information to the estimating equation, in-
creasing bias. Simulation results (not shown) confirm this intuition.
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APPENDIX C
GEE: EXTENSIONS TO OTHER WORKING CORRELATION
STRUCTURES (CHAPTER 2)
In considering the estimating equations (2.21) and (2.22) as an example of a
GEE system, it is interesting to consider the possibility of replacing INi+1 appear-
ing in the weight matrix Ai(θ)INi+1Ai(θ) with another matrix Ri that is not neces-
sarily diagonal. For a generic square matrix Ri, write Ωi(η) = [σAi(θ)RiAi(θ)]−1.
Then,
n∑
i=1
Gi(θ)Ωi(η)i(θ) =
n∑
i=1
Ni+1∑
k=1
Qik(η) (Yik − µik(θ)) ,
where Qik(η) =
∑Ni+1
s=1
dµis(θ)
dθ Ωisk(η). In computing the expectation of the right-hand
side, observe that the dependence of each element of the vector Qik(η) on the full
set of gap times Yik, k = 1, . . . ,Ni + 1 will in general destroy the unbiasedness of
the estimating equation. Importantly, this rules out standard choices of work-
ing correlation models (e.g., autoregressive), which involve specifying Ri as a
symmetric matrix. A similar observation can be made for the corresponding
generalization of (2.22).
With a bit of reflection, this result is not very surprising: because the mo-
ments µi j(θ) and Vi j(θ) are defined conditionally on the event history, proper
choices of Ri should reflect this conditional structure. Suppose that the rth row
of Ri contains the conditional correlations Corr(Yir,Yik|Hir) for k = 1, . . . ,Ni + 1,
r = 1, . . . ,Ni + 1. Since Cov(Yi j,Yi, j+k|Hi, j+k) = 0 for j, k ≥ 1, both Ri and Ωi(η)
are upper triangular matrices. It follows that Qik(η) =
∑k
s=1
dµis(θ)
dθ Ωisk(η) for each
i and k ≥ 1 and, due to the way in which Ωi(η) is constructed, Qik(η) now de-
pends only on the information available in Hik. The resulting estimating equa-
tion
∑n
i=1 Gi(θ)Ωi(η)i(θ) and its corresponding projection onto the observed data
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are then easily shown to be unbiased.
With the above in hand, it is now evident that the working correlation struc-
ture Ri = INi+1 underlying (2.21) and (2.22) is not really one of independence
but in fact reflects a working assumption that the complete gap times are condi-
tionally uncorrelated. Other correlation structures may be introduced through
the use of more general upper triangular matrices Ri. For example, suppose
that Ri = TNi+1(ρ), where TNi+1(ρ) is an upper triangular matrix with ones on the
diagonal and a constant correlation ρ in all other non-zero entries. Then,
Ω−1i (η) = σ

V2ik(θ) s = k
Vik(θ)Vis(θ)ρ s < k
0 s > k
and Ωi(η) = σ−1

1
V2ik(θ)
s = k
ρ(−1)k−s(ρ−1)k−s−1
Vik(θ)Vis(θ)
s < k
0 s > k
,
implying that
∑n
i=1 Gi(θ)Ωi(η)i(θ) = (I) + (II), where
(I) =
1
σ
n∑
i=1
Ni+1∑
k=1
dµik(θ)
dθ
V2ik(θ)
(Yik − µik(θ))
and
(II) =
ρ
σ
n∑
i=1
Ni+1∑
k=1
 k−1∑
s=1
dµis(θ)
dθ
(−1)k−s(ρ − 1)k−s−1
Vik(θ)Vis(θ)
 (Yik − µik(θ)) .
Similar calculations are possible with the corresponding generalization of (2.22);
moreover, the working correlation structure here need not be the same as that
considered above. The procedure described in Section 2.2.3 for projecting these
full data estimating equations onto the observed data remains unchanged.
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APPENDIX D
ADDITIONAL TABLES (CHAPTER 2)
Table D.1: Simulation results for n=50, Ci ∼ N(225, 50)
Expected number of events  7.4
True F0
Normal Exponential
Model Imputed F0 Parameter |rBias| ESE ASE |rBias| ESE ASE
Normal
γ0 0.016 0.194 0.192 0.002 0.191 0.191
γ1 0.001 0.292 0.289 0.034 0.292 0.284
ρ 0.057 0.033 0.031 0.156 0.033 0.031
µi j(θ) = (2.25) σ2 0.006 0.871 0.836 0.028 1.537 1.492
Vi j(θ) = (2.24) γ0 0.004 0.200 0.191 0.018 0.195 0.191
Exponential
γ1 0.058 0.288 0.288 0.034 0.280 0.285
ρ 0.093 0.031 0.031 0.087 0.034 0.031
σ2 0.015 0.877 0.880 0.010 1.615 1.544
γ0 0.006 0.198 0.192 0.011 0.196 0.193
Normal
γ1 0.029 0.291 0.289 0.002 0.289 0.284
ρ 0.059 0.034 0.031 0.047 0.036 0.032
µi j(θ) = (2.25) σ2 0.008 0.001 0.001 0.034 0.002 0.002
Vi j(θ) = |(2.25)| γ0 0.004 0.193 0.191 0.009 0.200 0.190
Exponential
γ1 0.013 0.286 0.289 0.066 0.297 0.284
ρ 0.103 0.033 0.031 0.180 0.033 0.031
σ2 0.012 0.001 0.001 0.015 0.002 0.002
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Table D.2: Simulation results for n=50, Ci ∼ N(125, 50)
Expected number of events  3.9
True F0
Normal Exponential
Model Imputed F0 Parameter |rBias| ESE ASE |rBias| ESE ASE
Normal
γ0 0.036 0.366 0.335 0.022 0.350 0.330
γ1 0.024 0.524 0.496 0.014 0.493 0.473
ρ 0.294 0.052 0.052 0.077 0.059 0.054
µi j(θ) = (2.25) σ2 0.007 1.184 1.202 0.050 2.193 1.985
Vi j(θ) = (2.24) γ0 0.008 0.354 0.341 0.021 0.363 0.395
Exponential
γ1 0.016 0.512 0.500 0.080 0.520 0.544
ρ 0.120 0.057 0.054 0.070 0.057 0.089
σ2 0.030 1.306 1.276 0.003 2.367 2.727
γ0 0.025 0.346 0.342 0.024 0.380 0.337
Normal
γ1 0.084 0.506 0.505 0.037 0.510 0.480
ρ 0.174 0.057 0.054 0.119 0.063 0.055
µi j(θ) = (2.25) σ2 0.014 0.001 0.001 0.060 0.002 0.002
Vi j(θ) = |(2.25)| γ0 0.027 0.361 0.341 0.014 0.345 0.336
Exponential
γ1 0.052 0.529 0.499 0.017 0.489 0.484
ρ 0.137 0.058 0.054 0.100 0.061 0.056
σ2 0.027 0.002 0.001 0.008 0.003 0.002
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Table D.3: Simulation results for n=200, Ci ∼ N(225, 0)
Expected number of events  7.4
True F0
Normal Exponential
Model Imputed F0 Parameter |rBias| ESE ASE |rBias| ESE ASE
Normal
γ0 0.003 0.096 0.095 0.004 0.101 0.099
γ1 0.000 0.140 0.137 0.013 0.134 0.134
ρ 0.053 0.017 0.016 0.073 0.017 0.017
µi j(θ) = (2.25) σ2 0.001 0.442 0.431 0.028 0.828 0.830
Vi j(θ) = (2.24) γ0 0.010 0.091 0.095 0.002 0.096 0.096
Exponental
γ1 0.002 0.137 0.137 0.007 0.131 0.133
ρ 0.053 0.017 0.017 0.012 0.017 0.017
σ2 0.024 0.456 0.452 0.000 0.849 0.816
γ0 0.003 0.098 0.096 0.005 0.099 0.099
Normal
γ1 0.011 0.137 0.138 0.014 0.135 0.137
ρ 0.022 0.017 0.017 0.069 0.017 0.017
µi j(θ) = (2.25) σ2 0.003 0.000 0.001 0.031 0.001 0.001
Vi j(θ) = |(2.25)| γ0 0.013 0.097 0.095 0.003 0.093 0.096
Exponential
γ1 0.014 0.137 0.138 0.014 0.132 0.134
ρ 0.061 0.017 0.017 0.006 0.017 0.017
σ2 0.020 0.001 0.001 0.001 0.001 0.001
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Table D.4: Simulation results for n=200, Ci ∼ N(225, 50)
Expected number of events  7.4
True F0
Normal Exponential
Model Imputed F0 Parameter |rBias| ESE ASE |rBias| ESE ASE
Normal
γ0 0.004 0.092 0.097 0.006 0.100 0.104
γ1 0.022 0.147 0.146 0.015 0.143 0.154
ρ 0.013 0.016 0.016 0.068 0.016 0.017
µi j(θ) = (2.25) σ2 0.001 0.425 0.428 0.021 0.879 0.949
Vi j(θ) = (2.24) γ0 0.001 0.094 0.097 0.007 0.102 0.097
Exponential
γ1 0.016 0.147 0.146 0.008 0.150 0.145
ρ 0.015 0.016 0.016 0.033 0.017 0.016
σ2 0.020 0.446 0.444 0.003 0.812 0.814
γ0 0.004 0.095 0.097 0.008 0.099 0.098
Normal
γ1 0.009 0.146 0.147 0.001 0.146 0.144
ρ 0.027 0.017 0.016 0.015 0.017 0.017
µi j(θ) = (2.25) σ2 0.000 0.001 0.001 0.028 0.001 0.001
Vi j(θ) = |(2.25)| γ0 0.008 0.097 0.097 0.007 0.097 0.097
Exponential
γ1 0.002 0.156 0.146 0.011 0.143 0.145
ρ 0.013 0.017 0.016 0.029 0.017 0.017
σ2 0.020 0.001 0.001 0.003 0.001 0.001
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Table D.5: Simulation results for n=200, Ci ∼ N(125, 0)
Expected number of events  3.9
True F0
Normal Exponential
Model Imputed F0 Parameter |rBias| ESE ASE |rBias| ESE ASE
Normal
γ0 0.034 0.234 0.234 0.032 0.228 0.233
γ1 0.073 0.347 0.355 0.050 0.351 0.352
ρ 0.052 0.031 0.029 0.116 0.033 0.032
µi j(θ) = (2.25) σ2 0.001 0.647 0.629 0.030 1.147 1.059
Vi j(θ) = (2.24) γ0 0.008 0.239 0.239 0.005 0.240 0.239
Exponential
γ1 0.003 0.367 0.356 0.018 0.358 0.358
ρ 0.185 0.030 0.030 0.031 0.032 0.031
σ2 0.017 0.646 0.649 0.002 1.122 1.121
γ0 0.018 0.227 0.236 0.019 0.236 0.231
Normal
γ1 0.047 0.343 0.355 0.023 0.356 0.347
ρ 0.009 0.031 0.030 0.182 0.032 0.031
µi j(θ) = (2.25) σ2 0.005 0.001 0.001 0.033 0.001 0.001
Vi j(θ) = |(2.25)| γ0 0.011 0.235 0.240 0.014 0.236 0.238
Exponential
γ1 0.050 0.350 0.356 0.019 0.358 0.355
ρ 0.235 0.030 0.030 0.015 0.032 0.032
σ2 0.023 0.001 0.001 0.007 0.001 0.001
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Table D.6: Simulation results for n=200, Ci ∼ N(125, 50)
Expected number of events  3.9
True F0
Normal Exponential
Model Imputed F0 Parameter |rBias| ESE ASE |rBias| ESE ASE
Normal
γ0 0.003 0.173 0.172 0.021 0.170 0.170
γ1 0.008 0.255 0.252 0.051 0.243 0.243
ρ 0.052 0.028 0.027 0.003 0.029 0.028
µi j(θ) = (2.25) σ2 0.000 0.636 0.619 0.050 1.047 1.037
Vi j(θ) = (2.24) γ0 0.015 0.172 0.172 0.012 0.173 0.170
Exponential
γ1 0.040 0.247 0.253 0.035 0.243 0.245
ρ 0.043 0.028 0.028 0.037 0.029 0.028
σ2 0.040 0.693 0.659 0.001 1.177 1.131
γ0 0.016 0.175 0.173 0.018 0.178 0.173
Normal
γ1 0.025 0.251 0.255 0.027 0.249 0.246
ρ 0.065 0.028 0.028 0.017 0.029 0.029
µi j(θ) = (2.25) σ2 0.001 0.001 0.001 0.049 0.001 0.001
Vi j(θ) = |(2.25)| γ0 0.010 0.180 0.174 0.014 0.179 0.171
Exponential
γ1 0.052 0.249 0.255 0.028 0.253 0.245
ρ 0.037 0.030 0.028 0.000 0.030 0.028
σ2 0.037 0.001 0.001 0.009 0.001 0.001
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APPENDIX E
VISITATION ASSUMPTIONS (CHAPTER 3)
We will compare the assumptions relating the visitation to the censoring, covari-
ate and outcome processes in five different papers here. Let F¯ (t) be the observed
history of the outcome, covariate, visit, and any auxiliary processes up to and
including time t, let X¯(t) be the observed history of the outcome process up to
and including time t, let As(t) be a subset of the covariate process A at time t, and
finally let A and V denote a time-fixed covariate and a time-fixed latent variable
respectively.
Lipsitz et al. (2002) require f (X(t)|X¯(t−), dN∗(t) = 1) = f (X(t)|X¯(t−)), and by
seeing that f (dN∗(t)|X(t), X¯(t−)) f (X(t)|X¯(t−)) = f (dN∗(t)|X¯(t−)) f (X(t)|X¯(t−), dN∗(t))
always, this means
E(dN∗(t)|X(t), X¯(t−)) = E(dN∗(t)|X¯(t−)).
They do not consider censoring. Lin et al. (2004), who consider only a time-
fixed covariate process (but allow for time-dependent auxiliary variables) re-
quire that censoring is independent of the complete auxiliary and outcome pro-
cesses given the time-fixed covariates. The results for the five papers are sum-
marized in Table E.1. In particular, we can see that the papers after Lin and
Ying (2001) in the table allowed the visit process to depend on the histories of
processes other than just the covariates from the outcome model. This weaker
assumption required the use of inverse-intensity-of-visit-weights for each term
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in the estimating equation to make it unbiased. In Lin and Ying (2001),
E
[∫ τ
0
(X(t) − E(X(t)|A(t))) dN(t)
]
= E
[∫ τ
0
(X(t) − E(X(t)|A(t))) ξ(t)E(dN∗(t)|As(t))
]
= E
[∫ τ
0
(X(t) − E(X(t)|A(t))) ξ(t) exp(γTAs(t))dΛ0(t)
]
= E
[∫ τ
0
ξ(t) exp(γTAs(t))E (X(t) − E(X(t)|A(t))|A(t)) dΛ0(t)
]
= 0,
with the last equality following because E (X(t) − E(X(t)|A(t))|A(t)) = 0. But once
dN(t) is allowed to depend on something other than A(t), e.g. {Hv,m(t)}, then one
is left with
E
[∫ τ
0
ξ(t)E
(
(X(t) − E(X(t)|A(t))) exp(γThv,m(t))
)
dΛ0(t)
]
, 0,
with equality created by adding an inverse-intensity-of-visit-weight to cancel
out the exp(γThv,m(t)) term. Equality is also created in our un-weighted condi-
tional estimating equation because of (3.12). See Appendix G.4 for details.
As mentioned in Section 3.2.3, if {Hv,c(t)} contains X(t), estimation of θc0 be-
comes more complicated. Note that in this scenario, (3.12) cannot not hold any-
more; therefore wv , 1 is required, much like in (3.5). However, this weight is
not enough to remove the bias in the estimate of θc0 because while this accounts
for the informative value of X at time t, it does not account for the fact that no
observations took place between the previous visit time, r(t), and time t. Equa-
tion (3.13) has an implicit term, I(N(t−) − N(r(t)) = 0), which becomes important
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Table E.1: A comparison of assumptions regarding the visitation process
in five different papers and Chapter 3 of this thesis
Authors Assumption
Lipsitz et al. (2002) E(dN∗(t)|X(t), X¯(t−)) = E(dN∗(t)|X¯(t−))
Lin and Ying (2001) E(dN∗(t)|X(t), A(t),C ≥ t) = E(dN∗(t)|As(t))
Lin et al. (2004) E(dN∗(t)|X(t), F¯ (t−)) = E(dN∗(t)|F¯ (t−))
Sun and Tong (2009) E(dN∗(t)|X(t), A(t), A,V,C ≥ t) = E(dN∗(t)|A,V)
(3.13) E(dN∗(t)|X(t), A(t), F¯ (t−),C ≥ t) = E(dN∗(t)|F¯ (t−))
Bu˚zˇkova´ and Lumley (2009) E(dN∗(t)|X(t), A(t), F¯ (t−),C ≥ t) = E(dN∗(t)|A(t), F¯ (t−))
(3.5) E(dN∗(t)|X(t), A(t), F¯ (t−),C ≥ t) = E(dN∗(t)|X(t), A(t), F¯ (t−))
in this situation. As in Appendix G.4, define
BD(t) =

∂µ(t)
∂βT
V−11 (t) 0
0 ∂Σ
∗(t)
∂αT
V−12 (t)
 ,
(t) =
 X(t) − µ(t)s∗(t) − Σ∗(t)
 ,
I(r(t), t) = I(N(t−) − N(r(t)) = 0).
Then a weighted version of Uc(θc0) has limiting expectation
E
[∫ τ
0
f (hm,c(t))BD(t)(t) exp(−γT0 hv,c(t))dN(t)
]
= E
[∫ τ
0
f (hm,c(t))BD(t)(t) exp(−γT0 hv,c(t))I(r(t), t)dN(t)
]
= E
[∫ τ
0
ξ(t) f (hm,c(t))BD(t)(t) exp(−γT0 hv,c(t))I(r(t), t)
× E
(
dN∗(t)
∣∣∣∣Hv,c(t),Hm,c(t), X(t), ξ(t) = 1)]
(3.11)
= E
[∫ τ
0
ξ(t) f (hm,c(t))BD(t)(t)I(r(t), t)dΛ0(t)
]
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= E
[∫ τ
0
ξ(t) f (hm,c(t))BD(t)(t)
× E
(
I(r(t), t)
∣∣∣∣Hm,c(t),Hv,c(t), X(t), A(t), ξ(t) = 1) dΛ0(t)]
= E
[∫ τ
0
ξ(t) f (hm,c(t))BD(t)(t)
× P
(
I(r(t), t) = 1
∣∣∣∣Hm,c(t),Hv,c(t), X(t), A(t), ξ(t) = 1) dΛ0(t)] .
Clearly another inverse weight is required to get an unbiased estimating equa-
tion, and the weight required is the inverse of
P
(
N(t−) − N(r(t)) = 0|Hm,c(t),Hv,c(t), X(t), A(t), ξ(t) = 1) ; (E.1)
that is, the inverse of the probability of a future subject following this infor-
mation trajectory not visiting between r(t) and t. To evaluate (E.1), some joint
modeling assumptions on N and X must be made, and a parametric assumption
on X might even be required. This would destroy the simplicity and robustness
of our method, so we choose not to do this, and instead do not allow the visita-
tion process to depend on the current underlying X; see (3.11). Actually it can
be argued that this is appropriate in many applications because the decision to
test (visit) at a particular time is often made solely based on values of previous
measurements. Assumption (3.11) implies that (E.1) is equal to
P
(
N(t−) − N(r(t)) = 0|Hm,c(t),Hv,c(t), ξ(t) = 1) .
But now by (3.12), the weight is not required in (3.13) to obtain consistency of
θˆc. See the proof of Theorem 3.2.2 in Appendix G.4.
128
APPENDIX F
THEOREMS FOR CONSISTENCY AND ASYMPTOTIC NORMALITY OF
SOLUTIONS TO ESTIMATING EQUATIONS (CHAPTERS 3-5)
F.1 Notation
Consider θˆn such that Ψn(θˆn) = 0, for some data-dependent function Ψn; that is,
Ψn is an estimating equation, and θˆn is a solution to it. Assume that Ψn converges
to Ψ as n → ∞. We assume that Ψ is a vector-valued function of a parameter θ,
and that θ lies in Θ ⊂ Rp, for some finite p ≥ 1. It is often desired to show
that θˆn such that Ψn(θˆn) = 0 is a consistent and asymptotically normal estima-
tor of the true data-generating parameter θ0. The theorems for consistency and
asymptotic normality are given below, and are taken from Kosorok (2008).
F.2 Consistency
Let θ0 ∈ Θ, and let θˆn be a sequence of estimators. Assume
(F1) Ψ(θ0) = 0,
(F2) ‖Ψ(θn)‖ p→ 0⇒ ‖θn − θ0‖ p→ 0 for any deterministic sequence θn ∈ Θ,
(F3) ‖Ψn(θˆn)‖ p→ 0,
(F4) supθ∈Θ ‖Ψn(θ) − Ψ(θ)‖
p→ 0.
Then, θˆn is a consistent estimator of θ0 as n → ∞. Note that (F2) is imposed for
identifiability.
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F.3 Asymptotic normality
Let θ0 ∈ Θ, and let θˆn be a sequence of estimators. Assume, as n→ ∞,
(F5) n1/2Ψn(θˆn)
p→ 0 and θˆn is a consistent estimate of θ0,
(F6) n1/2 (Ψn(θ0) − Ψ(θ0)) d→ Z, where Z ∼MVN(0,Ξ),
(F7)
‖n1/2
(
Ψn(θˆn) − Ψ(θˆn)
)
− n1/2 (Ψn(θ0) − Ψ(θ0)) ‖
1 + n1/2‖θˆn − θ0‖
p→ 0,
(F8) Ψ(θ) is Fre´chet differentiable at θ0, i.e. all partials of Ψ exist and are contin-
uous,
(F9) D ≡ ∂
∂θ
Ψ(θ)
∣∣∣
θ0
is non-singular.
Then,
n1/2(θˆn − θ0) d→ −D−1Z.
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APPENDIX G
LARGE SAMPLE THEORY (CHAPTER 3)
G.1 Regularity conditions sufficient for Theorem 3.2.1
(G1) The processes X and A and left continuous, and the fourth moments of X
exist.
(G2) Subjects are independent and identically distributed.
(G3) P(ξi(τ) = 1) > 0 for all i.
(G4) Ni(τ) is bounded by a constant for all i.
(G5) The hazard of N∗i is bounded away from zero for all i and t.
(G6) µ, Σ, V−11 , and V
−1
2 are bounded and three times continuously differentiable
with respect to θ and γ. The third derivatives with respect to θ are bounded
uniformly in θ and the first derivatives with respect to γ are bounded uni-
formly in γ. Also, µ and Σ are correctly specified for all t < τ.
(G7) Let Ψ(θ) = Eθm0 (U
m
1 (θ, γ0)), where U
m
1 (θ, γ0) denotes the contribution to (3.5)
for one subject. Suppose Ψ(θ) satisfies (F1) and (F2) of Appendix F.2. Also
let Ψn(θ) = n−1Um(θ, γˆ), where Um(θ, γˆ) is given in (3.5).
(G8) θ and γ are defined on compact sets Θ and Γ respectively. The true param-
eters, θm0 and γ0, are assumed to lie interior to Θ and Γ respectively.
(G9) For any sequence γn such that n1/2(γn − γ0) = Op(1), the matrices Dˆ j, for
j = 2, 3, satisfy Dˆ j = D j(Id + Op(n−1/2)), where Id is the identity matrix.
Also, D3 is assumed to be non-singular. These terms are all defined below.
(G10) The sufficient conditions of Andersen and Gill (1982, Theorem 4.1) hold
for the Cox model defined with covariates hv,m.
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(G11) Let Ψ(θ) and Ψn(θ) be defined as in (G7). We assume
D1 =
∂
∂θ
Ψ(θ)
∣∣∣∣∣∣
θm0
exists, is non-singular, and satisfies
D1
(
∂
∂θ
Ψn(θ)
∣∣∣∣∣∣
θˆm
)−1
p→ Id.
Condition (G5) ensures that an infinite amount of information accumulates
for each time interval as n→ ∞. Condition (G5) is often stronger than necessary,
but if µ is a B-spline with interior knots, for example, then information for each
inter-knot interval is required for consistency of parameter estimates.
G.2 Proof of Theorem 3.2.1
In order show consistency of θˆm, we need to show that the combination of
conditions (G1)-(G11) in Appendix G.1 and the conditions outlined directly
in Theorem 3.2.1 imply conditions (F1)-(F4) from Appendix F.2 when Ψn(θ) ≡
n−1Um(θ, γˆ), as defined in (G7), and the data generating parameter is θm0 .
Condition (F2) is a direct result of (G7), and (F3) is a direct result of Ψn(θˆm) ≡
0. Since (G2) assumes subjects are i.i.d., Ψ(θm0 ) in (G7) has been defined so that
we obtain (F1) by showing unbiasedness for just one subject, dropping the as-
sociated subject subscripts for convenience. Define
BD(t) =

∂µ(t)
∂βT
V−11 (t) 0
0 ∂Σ
∗(t)
∂αT
V−12 (t)
 ,
(t) =
 X(t) − µ(t)s∗(t) − Σ∗(t)
 .
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Ψ(θm0 ) = Eθm0
[∫ τ
0
f (hm,m(t))wv(t, γ0)BD(t)(t)dN(t)
]
= Eθm0
[∫ τ
0
E
(
f (hm,m(t))wv(t, γ0)BD(t)(t)dN(t)
∣∣∣∣Hv,m(t),Hm,m(t), X(t), ξ(t) = 1)]
= Eθm0
[∫ τ
0
ξ(t) f (hm,m(t))wv(t, γ0)BD(t)(t)
× E
(
dN∗(t)
∣∣∣∣Hv,m(t),Hm,m(t), X(t), ξ(t) = 1)]
(3.4)
= Eθm0
[∫ τ
0
ξ(t) f (hm,m(t))BD(t)(t)dΛ0(t)
]
= Eθm0
[∫ τ
0
ξ(t) f (hm,m(t))BD(t)E
(
(t)
∣∣∣∣Hm,m(t), ξ(t) = 1) dΛ0(t)]
(3.3)
= Eθm0
[∫ τ
0
ξ(t) f (hm,m(t))BD(t)E
(
(t)
∣∣∣∣Hm,m(t)) dΛ0(t)]
(3.1),(3.2)
= 0.
By the definition in (G7) and a triangle inequality, the left hand side of (F4)
in our current setting is bounded by
sup
θ∈Θ
‖Ψn(θ) − n−1Um(θ, γ0)‖ + sup
θ∈Θ
‖n−1Um(θ, γ0) − Ψ(θ)‖. (G.1)
The first term in (G.1) converges in probability to zero by (G6), (G8), and the
consistency of γˆ. The second term also converges in probability to zero by (G1)-
(G6) and (G8), which imply the conditions for Nishiyama (2009, Theorem 3.1
(ii)). Therefore (F4) is satisfied and this completes the proof of consistency.
To show asymptotic normality of θˆm we need to show that the combination
of conditions (G1)-(G11) in Appendix G.1 and the conditions outlined directly
in Theorem 3.2.1 imply conditions (F5)-(F9) from Appendix F.3 when Ψn(θ) ≡
n−1Um(θ, γˆ), as defined in (G7), and the data generating parameter is θm0 .
Condition (F5) follows directly from the consistency of θˆm and the fact that
Um(θˆm, γˆ) ≡ 0, and in our current setting, (F8) is a direct consequence of (G6), and
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(F9) is a direct consequence of (G11). It remains to show (F6) and (F7), and also
to estimate the asymptotic variance of θˆm. To these ends, a sequence of Taylor
series expansions will be helpful. First expand (3.7) around γ0:
0 = U∗(γˆ) = U∗(γ0) +
∂U∗(γ)
∂γ
∣∣∣∣∣∣
γ∗
(γˆ − γ0),
where γ∗ is on the line segment between γˆ and γ0. This yields
γˆ − γ0 =
−∂U∗(γ)∂γ
∣∣∣∣∣∣
γ∗
−1 U∗(γ0).
Then expand (3.5) around (θm0 , γ0):
Um(θm0 , γˆ) = U
m(θm0 , γ0) +
∂Um(θm0 , γ)
∂γ
∣∣∣∣∣∣
γ◦
(γˆ − γ0),
where γ◦ is on the line segment between γˆ and γ0, which leads to
1√
n
Um(θm0 , γˆ) =
1√
n
Um(θm0 , γ0) −
1
n
∂Um(θm0 , γ)
∂γ
∣∣∣∣∣∣
γ◦
1n ∂U∗(γ)∂γ
∣∣∣∣∣∣
γ∗
−1 1√nU∗(γ0). (G.2)
For convenience, define
D2 = lim
n→∞ E
−1n ∂Um(θm0 , γ)∂γ
∣∣∣∣∣∣
γ0
 and D3 = limn→∞ E
−1n ∂U∗(γ)∂γ
∣∣∣∣∣∣
γ0
 ,
and note that by (G9),
Dˆ2 ≡ −1n
∂Um(θm0 , γ)
∂γ
∣∣∣∣∣∣
γ◦
and Dˆ3 ≡ −1n
∂U∗(γ)
∂γ
∣∣∣∣∣∣
γ∗
converge at rate n1/2 to D2 and D3 respectively.
Some simple algebra shows that
U∗(γ0) ≡
n∑
i=1
∫ τ
0
(
hv,mi (t) − h¯v,mi (t, γ0)
)
dNi(t) =
n∑
i=1
∫ τ
0
(
hv,mi (t) − h¯v,mi (t, γ0)
)
dMi(t),
where Mi(t) = Ni(t)−
∫ t
0
ξi(s) exp(γT0 h
v,m
i (s))dΛ0(s) is a mean zero process. Defining
Um(θm0 , γ0) =
∑n
i=1
∫ τ
0
ψi(t)dNi(t), we see from (G.2) and (G10) that n1/2Ψn(θm0 ) =
n−1/2Um(θm0 , γˆ) is asymptotically equivalent to
1√
n
n∑
i=1
∫ τ
0
ψi(t)dNi(t) − D2D−13
(
hv,mi (t) − hv,m0 (t, γ0)
)
dMi(t), (G.3)
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where hv,m0 (t, γ0) is the limit of h¯
v,m
i (t, γ0). This asymptotic equivalence requires
some remainder terms to converge to zero in probability, but this follows from
(G9).
It is now evident from (G2) that (G.3) is a sum of i.i.d. mean zero random
variables, and so by the central limit theorem, (F6) will be satisfied with
Z ∼ N
0, E [∫ τ
0
ψ1(t)dN1(t) − D2D−13
(
hv,m1 (t) − hv,m0 (t)
)
dM1(t)
]⊗2 ,
where x⊗2 = xxT for a vector x, as long as we can show that the summands of
(G.3) have finite variance. But the variance of the portion with respect to dNi(t)
is finite by (G1)’s moment condition and (G4); the variance of the portion with
respect to dMi(t) is finite by (G1)’s left continuity condition, (G4), and (G10);
and all the terms in the covariance of the two portions are finite by the Cauchy-
Schwartz inequality and the finite variance results. Note that we also used (F1)
to show the second part of the left hand side of (F6) is identically zero.
To show (F7), it helps to note that two of the terms in its numerator are zero.
Hence it is sufficient to show:
n1/2‖ − Ψ(θˆm) − Ψn(θm0 )‖
1 + n1/2‖θˆm − θm0 ‖
p→ 0. (G.4)
Some more Taylor expansions are now helpful. First,
Ψ(θˆm) = Ψ(θm0 ) + D1(θˆm − θm0 ) +
1
2
(θˆm − θm0 )T
∂2
∂θ∂θT
Ψ(θ)
∣∣∣
θ◦(θˆ
m − θm0 ), (G.5)
where the first term on the right hand side is zero and where θ◦ is on the line
segment between θˆm and θm0 . Second,
0 = Um(θˆm, γˆ) = Um(θm0 , γˆ) +
∂Um(θ, γˆ)
∂θ
∣∣∣∣∣∣
θ∗
(θˆm − θm0 ), (G.6)
where θ∗ is on the line segment between θˆm and θm0 . Rearranging (G.6) implies
that:
θˆm − θm0 =
(
−∂U
m(θ, γˆ)
∂θ
∣∣∣∣∣∣
θ∗
)−1
Um(θm0 , γˆ). (G.7)
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Combining (G.5) and (G.7), and using the triangle inequality, we see that the
numerator of the left hand side of (G.4) is bounded by the sum of:∥∥∥∥∥∥n−1/2
−D1 (− ∂∂θΨn(θ)
∣∣∣∣∣∣
θ∗
)−1
− Id
Um(θm0 , γˆ) ∥∥∥∥∥∥ (G.8)
and ∥∥∥∥∥∥12n1/2(θˆm − θm0 )T ∂2∂θ∂θT Ψ(θ)∣∣∣θ◦(θˆm − θm0 )
∥∥∥∥∥∥. (G.9)
But (G.8) goes in probability to zero by combining (G11) and (F6), and by using
the boundedness conditions on the third derivatives in (G6) and the consistency
of θˆm, (G.9) is bounded by a term that is oP(1)n1/2||θˆm − θm0 ||, where op(1) denotes
convergence to zero in probability. This demonstrates (G.4), which implies (F7),
and so the proof of asymptotic normality is complete.
Finally, using (F6) and the weak convergence result in Appendix F, note that
the asymptotic variance of n1/2(θˆm − θm0 ) is:
D−11
E [∫ τ
0
ψ1(t)dN1(t) − D2D−13
(
hv,m1 (t) − hv,m0 (t)
)
dM1(t)
]⊗2 (D−11 )T . (G.10)
An estimate of the variance is obtained by replacing the unknown quantities in
(G.10) with their corresponding sample quantities.
G.3 Regularity conditions sufficient for Theorem 3.2.2
(H1) Conditions (G1)-(G5) in Appendix G.1 hold.
(H2) µ, Σ, V−11 , and V
−1
2 are bounded and three times continuously differentiable
with respect to θ. The third derivatives are bounded uniformly in θ. Also,
µ and Σ are correctly specified for all t < τ.
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(H3) Let Ψ(θ) = Eθc0(U
c
1(θ)), where U
c
1(θ) denotes the contribution to (3.13) for
one subject. Suppose Ψ(θ) satisfies (F1) and (F2) of Appendix F.2. Also let
Ψn(θ) = n−1Uc(θ), where Uc(θ) is given in (3.13).
(H4) θ is defined on a compact set Θ. The true parameter, θc0 is assumed to lie
interior to Θ.
(H5) Let Ψ(θ) and Ψn(θ) be defined as in (H3). We assume
D4 =
∂
∂θ
Ψ(θ)
∣∣∣∣∣∣
θc0
exists, is non-singular, and satisfies
D4
(
∂
∂θ
Ψn(θ)
∣∣∣∣∣∣
θˆc
)−1
p→ Id,
where Id is the identity matrix.
G.4 Proof of Theorem 3.2.2
In order show consistency of θˆc, we need to show that the combination of con-
ditions (H1)-(H5) in Appendix G.3 and the conditions outlined directly in The-
orem 3.2.2 imply conditions (F1)-(F4) from Appendix F.2 when Ψn(θ) ≡ n−1Uc(θ),
as defined in (H3), and the data generating parameter is θc0.
Condition (F2) is a direct result of (H3), (F3) is a direct result of Ψn(θˆc) ≡ 0,
and (F4) holds because (H1), (H2), and (H4) imply the conditions for Nishiyama
(2009, Theorem 3.1 (ii)). It only remains to show (F1).
Since (G2) assumes subjects are i.i.d., Ψ(θc0) in (H3) has been defined so that
we obtain (F1) by showing unbiasedness for just one subject, dropping the as-
sociated subject subscripts for convenience. Define BD(t) and (t) as the CEE
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analogs of those terms from Appendix G.2. Also define r(t) = max(s : dN(s) =
1, s < t) and I(r(t), t) = I(N(t−) − N(r(t)) = 0), and let hv,c(t) be the covariates in the
hazard for visitation at time t.
Ψ(θc0) = Eθc0
[∫ τ
0
f (hm,c(t))BD(t)(t)dN(t)
]
= Eθc0
[∫ τ
0
f (hm,c(t))BD(t)(t)I(r(t), t)dN(t)
]
= Eθc0
[∫ τ
0
E
(
f (hm,c(t))BD(t)(t)I(r(t), t)dN(t)
∣∣∣∣Hv,c(t),Hm,c(t), X(t), ξ(t) = 1)]
= Eθc0
[∫ τ
0
ξ(t) f (hm,c(t))BD(t)(t)I(r(t), t)
× E
(
dN∗(t)
∣∣∣∣Hv,c(t),Hm,c(t), X(t), ξ(t) = 1)]
(3.11)
= Eθc0
[∫ τ
0
ξ(t) f (hm,c(t))BD(t)(t)I(r(t), t) exp(γThv,c(t))dΛ0(t)
]
= Eθc0
[∫ τ
0
ξ(t) f (hm,c(t))BD(t) exp(γThv,c(t))I(r(t), t)
× E
(
(t)
∣∣∣∣Hm,c(t),Hv,c(t), ξ(t) = 1, I(r(t), t)) dΛ0(t)]
(3.11)
= Eθc0
[∫ τ
0
ξ(t) f (hm,c(t))BD(t) exp(γThv,c(t))I(r(t), t)
× E
(
(t)
∣∣∣∣Hm,c(t),Hv,c(t), ξ(t) = 1) dΛ0(t)]
(3.12)
= Eθc0
[∫ τ
0
ξ(t) f (hm,c(t))BD(t) exp(γThv,c(t))I(r(t), t)
× E
(
(t)
∣∣∣∣Hm,c(t), ξ(t) = 1) dΛ0(t)]
(3.10)
= Eθc0
[∫ τ
0
ξ(t) f (hm,c(t))BD(t) exp(γThv,c(t))I(r(t), t)E
(
(t)
∣∣∣∣Hm,c(t)) dΛ0(t)]
(3.8),(3.9)
= 0.
This completes the proof of consistency.
To show asymptotic normality of θˆc we need to show that the combination
of conditions (H1)-(H5) in Appendix G.3 and the conditions outlined directly
in Theorem 3.2.2 imply conditions (F5)-(F9) from Appendix F.3 when Ψn(θ) ≡
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n−1Uc(θ), as defined in (H3), and the data generating parameter is θc0. Condition
(F5) follows directly from the consistency of θˆc and the fact that Uc(θˆc) ≡ 0, and
in our current setting, (F8) is a direct consequence of (H2), and (F9) is a direct
consequence of (H5). It remains to show (F6) and (F7), and also to estimate the
asymptotic variance of θˆc.
It is evident from (G2) that Uc(θc0) is a sum of i.i.d. mean zero random vari-
ables. Defining Uc(θc0) =
∑n
i=1
∫ τ
0
ψi(t)dNi(t), we see from the central limit theorem
that (F6) will be satisfied with
Z ∼ N
0, E [∫ τ
0
ψ1(t)dN1(t)
]⊗2 ,
where x⊗2 = xxT for a vector x, as long as we can show that the summands of
Uc(θc0) have finite variance. But this follows from (G1)’s moment condition and
(G4). Note that we also used (F1) to show the second part of the left hand side
of (F6) is identically zero.
To show (F7), it helps to note that two of the terms in its numerator are zero.
Hence it is sufficient to show:
n1/2‖ − Ψ(θˆc) − Ψn(θc0)‖
1 + n1/2‖θˆc − θc0‖
p→ 0. (G.11)
Some Taylor expansions are now helpful. First,
Ψ(θˆc) = Ψ(θc0) + D4(θˆc − θc0) +
1
2
(θˆc − θc0)T
∂2
∂θ∂θT
Ψ(θ)
∣∣∣
θ◦(θˆ
c − θc0), (G.12)
where the first term on the right hand side is zero and where θ◦ is on the line
segment between θˆc and θc0. Second,
0 = Uc(θˆc) = Uc(θc0) +
∂Uc(θ)
∂θ
∣∣∣∣∣∣
θ∗
(θˆc − θc0), (G.13)
where θ∗ is on the line segment between θˆc and θc0. Rearranging (G.13) implies
that:
θˆc − θc0 =
(
−∂U
c(θ)
∂θ
∣∣∣∣∣∣
θ∗
)−1
Uc(θc0). (G.14)
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Combining (G.12) and (G.14), and using the triangle inequality, we see that the
numerator of the left hand side of (G.11) is bounded by the sum of:∥∥∥∥∥∥n−1/2
−D4 (− ∂∂θΨn(θ)
∣∣∣∣∣∣
θ∗
)−1
− Id
Uc(θc0) ∥∥∥∥∥∥ (G.15)
and ∥∥∥∥∥∥12n1/2(θˆc − θc0)T ∂2∂θ∂θT Ψ(θ)∣∣∣θ◦(θˆc − θc0)
∥∥∥∥∥∥. (G.16)
But (G.15) goes in probability to zero by combining (H5) and (F6), and by using
the boundedness conditions on the third derivatives in (H2) and the consistency
of θˆc, (G.16) is bounded by a term that is oP(1)n1/2||θˆc − θc0||, where op(1) denotes
convergence to zero in probability. This demonstrates (G.11), which implies
(F7), and so the proof of asymptotic normality is complete.
Finally, using (F6) and the weak convergence result in Appendix F, note that
the asymptotic variance of n1/2(θˆc − θc0) is:
D−14
E [∫ τ
0
ψ1(t)dN1(t)
]⊗2 (D−14 )T . (G.17)
An estimate of the variance is obtained by replacing the unknown quantities in
(G.17) with their corresponding sample quantities.
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APPENDIX H
MISSING DATA TRANSITION DENSITY (CHAPTER 4)
We will show a derivation of the conditional transition density of a multivariate
Ornstein-Uhlenbeck process here. Conditioning on survival to the appropriate
time is necessary, but has been left out of the notation for simplicity. Recall that
for the Ornstein-Uhlenbeck process:
dX(t) = B(µ − X(t))dt + Σ1/2dW(t),
and
(X(s + t)|X(s), s) ∼ N
(
µ + exp(−Bt)(X(s) − µ),Σ† − exp(−Bt)Σ† exp(−BT t)
)
,
where µ = (µ1, . . . , µd) is an unknown parameter vector and B and Σ† =
(2B)−1/2Σ(2B)−1/2 =
[
(σ)i j
]
, i, j = 1, . . . , d are unknown non-negative definite ma-
trices of parameters. The exponential of a matrix is defined as the power series,
exp(B) =
∑∞
k=0
1
k!B
k, which is hard to compute in practice. Fortunately if B is a
d x d diagonal matrix, exp(B) is diagonal with entries exp(b1), . . . , exp(bd). The
higher b j is, the faster the jth covariate reverts to its mean, µ j. We will work with
a diagonal B for computational convenience. The formulas that follow would
be possible to extend to a non-diagonal B, but would be more cumbersome, and
would have to be approximated in order to do (the intensive) computation.
It desired to know the distribution of X(t) conditioned on X(r∗(t)) ≡
(X1(r∗1(t)), . . . , Xd(r
∗
d(t))). But the diagonal form of B and the independent incre-
ments make the calculation easy: the multivariate mean is just the vector of the
marginal means of each dimension and the covariance between dimensions i
and j is the same as the covariance over the interval (max(r∗i (t), r
∗
j(t)), t). This
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gives:
(X(t)|X(r∗(t)) ∼ N
(
µ + exp(−B(t˜ − r∗(t)))(X(r∗(t)) − µ), Σ˜i j(t)
)
,
where t˜ denotes a d x 1 vector with t repeated d times and Σ˜i j(t) = σi j(1−exp(−(bi+
b j)(t − max(r∗i (t), r∗j(t))))). Note that a subject’s time-fixed covariates can easily
be combined with µ or B to allow different means or different rates of mean
reversion between subjects. The deterministic drift model derivation is similar.
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APPENDIX I
CONDITIONAL EXPECTATION CALCULATIONS (CHAPTER 4)
There are four different cases for the expected value calculations in (4.9), all
relying on (4.5). The first relates to the mean estimating equation, and is simply
E
(
Xui (t)|X†i (t)
)
= µ˜i1(t) + Σ˜i12(t)Σ˜−1i22(t) (c − µ˜i2(t)) ≡ µ˜i1
(
t|X†i (t)
)
The remaining three relate to the variance estimating equation.
E
(
si(t)|X†i (t)
)
=E

 (X
u
i (t) − µ˜i1(t))(Xui (t) − µ˜i1(t))T (Xui (t) − µ˜i1(t))(Xoi (t) − µ˜i2(t))T
(Xoi (t) − µ˜i2(t))(Xui (t) − µ˜i1(t))T (Xoi (t) − µ˜i2(t))(Xoi (t) − µ˜i2(t))T

∣∣∣∣∣∣∣∣∣ X†i (t)

(I.1)
The bottom right block is just complete data and the off diagonal blocks are the
same, so only the equations for the top row of (I.1) are needed.
E
((
Xui (t) − µ˜i1(t)
) (
Xui (t) − µ˜i1(t)
)T |X†i (t))
= Cov
(
Xui (t) − µ˜i1(t), Xui (t) − µ˜i1(t)|X†i (t)
)
+ E
(
Xui (t) − µ˜i1(t)|X†i (t)
)
E
(
Xui (t) − µ˜i1(t)|X†i (t)
)T
= Σ˜i11(t) − Σ˜i12(t)Σ˜−1i22(t)Σ˜i21(t) +
(
µ˜i1(t|X†i (t)) − µ˜i1(t)
) (
µ˜i1(t|X†i (t)) − µ˜i1(t)
)T
and
E
((
Xui (t) − µ˜i1(t)
) (
Xoi (t) − µ˜i2(t)
)T ∣∣∣∣X†i (t))
= E
(
Xui (t) − µ˜i1(t)
∣∣∣∣X†i (t)) (Xoi (t) − µ˜i2(t))T
=
(
µ˜i1(t|X†i (t)) − µ˜i1(t)
) (
Xoi (t) − µ˜i2(t)
)T
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APPENDIX J
LARGE SAMPLE THEORY (CHAPTER 4)
J.1 Regularity conditions sufficient for Theorem 4.2.1
(J1) Conditions (H1) and (H2) in Appendix G.3 hold.
(J2) Regarding missing data, given a visit at time t, each pair of dimensions of
the response process must have a probability bounded away from zero of
being observed simultaneously; this must hold uniformly for all t.
(J3) Let Ψ(θ) = Eθ0(U˜c1(θ)), where U˜
c
1(θ) denotes the contribution to (4.9) for one
subject. Suppose Ψ(θ) satisfies (F1) and (F2) of Appendix F.2. Also let
Ψn(θ) = n−1U˜c(θ), where U˜c(θ) is given in (4.9).
(J4) θ is defined on a compact set Θ. The true parameter, θ0 is assumed to lie
interior to Θ.
(J5) Let Ψ(θ) and Ψn(θ) be defined as in (J3). We assume
D5 =
∂
∂θ
Ψ(θ)
∣∣∣∣∣∣
θ0
exists, is non-singular, and satisfies
D5
(
∂
∂θ
Ψn(θ)
∣∣∣∣∣∣
θˆ
)−1
p→ Id,
where Id is the identity matrix.
Condition (J2) ensures that an infinite amount of information to estimate all
dimensions of θ0 accumulates as n→ ∞.
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J.2 Proof of Theorem 4.2.1
In order show consistency of θˆ, we need to show that the combination of condi-
tions (J1)-(J5) in Appendix J.1 and the conditions outlined directly in Theorem
4.2.1 imply conditions (F1)-(F4) from Appendix F.2 when Ψn(θ) ≡ n−1U˜c(θ), as
defined in (J3), and the data generating parameter is θ0.
Condition (F2) is a direct result of (J3), (F3) is a direct result of Ψn(θˆ) ≡ 0,
and (F4) holds because (J1) and (J4) imply the conditions for Nishiyama (2009,
Theorem 3.1 (ii)). It only remains to show (F1).
Since (G2) assumes subjects are i.i.d., Ψ(θ0) in (J3) has been defined so that
we obtain (F1) by showing unbiasedness for just one subject, dropping the as-
sociated subject subscripts for convenience. Define
B˜D(t) ≡

∂µ˜(t)
∂βT
V˜−11 (t) 0
0 ∂Σ˜
∗(t)
∂αT
V˜−12 (t)
 ,
(t) =
 E(X(t)|X
†(t)) − µ˜(t)
E(s˜∗(t)|X†(t)) − Σ˜∗(t)
 ,
I(r(t), t) = I(N(t−) − N(r(t)) = 0),
where r(t) = max(s : dN(s) = 1, s < t). Also let hv,c(t) be the covariates in the
hazard for visitation.
Ψ(θ0) = Eθ0
[∫ τ
0
f (hm,c(t))B˜D(t)(t)dN(t)
]
= Eθ0
[∫ τ
0
f (hm,c(t))B˜D(t)(t)I(r(t), t)dN(t)
]
= Eθ0
[∫ τ
0
E
(
f (hm,c(t))B˜D(t)(t)I(r(t), t)dN(t)
∣∣∣∣Hv,c(t),Hm,c(t), Xo(t), ξ(t) = 1)]
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= Eθ0
[∫ τ
0
ξ(t) f (hm,c(t))B˜D(t)(t)I(r(t), t)
× E
(
dN∗(t)
∣∣∣∣Hv,c(t),Hm,c(t), Xo(t), ξ(t) = 1)]
(4.7)
= Eθ0
[∫ τ
0
ξ(t) f (hm,c(t))B˜D(t)(t)I(r(t), t) exp(γThv,c(t))dΛ0(t)
]
= Eθ0
[∫ τ
0
ξ(t) f (hm,c(t))B˜D(t) exp(γThv,c(t))I(r(t), t)
× E
(
(t)
∣∣∣∣Hm,c(t),Hv,c(t), ξ(t) = 1, I(r(t), t)) dΛ0(t)]
(4.7)
= Eθ0
[∫ τ
0
ξ(t) f (hm,c(t))B˜D(t) exp(γThv,c(t))I(r(t), t)
× E
(
(t)
∣∣∣∣Hm,c(t),Hv,c(t), ξ(t) = 1) dΛ0(t)]
(4.8)
= Eθ0
[∫ τ
0
ξ(t) f (hm,c(t))B˜D(t) exp(γThv,c(t))I(r(t), t)
× E
(
(t)
∣∣∣∣Hm,c(t), ξ(t) = 1) dΛ0(t)]
(4.6)
= Eθ0
[∫ τ
0
ξ(t) f (hm,c(t))B˜D(t) exp(γThv,c(t))I(r(t), t)E
(
(t)
∣∣∣∣Hm,c(t),T ≥ t) dΛ0(t)]
(4.1),(4.2)
= 0.
This completes the proof of consistency.
To show asymptotic normality of θˆ we need to show that the combination of
conditions (J1)-(J5) in Appendix J.1 and the conditions outlined directly in The-
orem 4.2.1 imply conditions (F5)-(F9) from Appendix F.3 when Ψn(θ) ≡ n−1U˜c(θ),
as defined in (J3), and the data generating parameter is θ0. Condition (F5) fol-
lows directly from the consistency of θˆ and the fact that U˜c(θˆ) ≡ 0, and in our
current setting, (F8) is a direct consequence of (H2), and (F9) is a direct con-
sequence of (J5). It remains to show (F6) and (F7), and also to estimate the
asymptotic variance of θˆ.
It is evident from (G2) that U˜c(θ0) is a sum of i.i.d. mean zero random vari-
ables. Defining U˜c(θ0) =
∑n
i=1
∫ τ
0
ψi(t)dNi(t), we see from the central limit theorem
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that (F6) will be satisfied with
Z ∼ N
0, E [∫ τ
0
ψ1(t)dN1(t)
]⊗2 ,
where x⊗2 = xxT for a vector x, as long as we can show that the summands of
U˜c(θ0) have finite variance. But this follows from (G1)’s moment condition and
(G4). Note that we also used (F1) to show the second part of the left hand side
of (F6) is identically zero.
To show (F7), it helps to note that two of the terms in its numerator are zero.
Hence it is sufficient to show:
n1/2‖ − Ψ(θˆ) − Ψn(θ0)‖
1 + n1/2‖θˆ − θ0‖
p→ 0. (J.1)
Some Taylor expansions are now helpful. First,
Ψ(θˆ) = Ψ(θ0) + D5(θˆ − θ0) + 12(θˆ − θ0)
T ∂
2
∂θ∂θT
Ψ(θ)
∣∣∣
θ◦(θˆ − θ0), (J.2)
where the first term on the right hand side is zero and where θ◦ is on the line
segment between θˆ and θ0. Second,
0 = U˜c(θˆ) = U˜c(θ0) +
∂U˜c(θ)
∂θ
∣∣∣∣∣∣
θ∗
(θˆ − θ0), (J.3)
where θ∗ is on the line segment between θˆ and θ0. Rearranging (J.3) implies that:
θˆ − θ0 =
(
−∂U˜
c(θ)
∂θ
∣∣∣∣∣∣
θ∗
)−1
U˜c(θ0). (J.4)
Combining (J.2) and (J.4), and using the triangle inequality, we see that the nu-
merator of the left hand side of (J.1) is bounded by the sum of:∥∥∥∥∥∥n−1/2
−D5 (− ∂∂θΨn(θ)
∣∣∣∣∣∣
θ∗
)−1
− Id
 U˜c(θ0) ∥∥∥∥∥∥ (J.5)
and ∥∥∥∥∥∥12n1/2(θˆ − θ0)T ∂2∂θ∂θT Ψ(θ)∣∣∣θ◦(θˆ − θ0)
∥∥∥∥∥∥. (J.6)
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But (J.5) goes in probability to zero by combining (J5) and (F6), and by using the
boundedness conditions on the third derivatives in (H2) and the consistency
of θˆ, (J.6) is bounded by a term that is oP(1)n1/2||θˆ − θ0||, where op(1) denotes
convergence to zero in probability. This demonstrates (J.1), which implies (F7),
and so the proof of asymptotic normality is complete.
Finally, using (F6) and the weak convergence result in Appendix F, note that
the asymptotic variance of n1/2(θˆ − θ0) is:
D−15
E [∫ τ
0
ψ1(t)dN1(t)
]⊗2 (D−15 )T . (J.7)
An estimate of the variance is obtained by replacing the unknown quantities in
(J.7) with their corresponding sample quantities.
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APPENDIX K
LARGE SAMPLE THEORY (CHAPTER 5)
K.1 Regularity conditions sufficient for Theorem 5.3.1
(K1) Let Ψn(κ) = n−1U†(κ, θˆ) and Ψ∗n(κ) = n−1U†(κ, θ0) where U†(κ, θˆ) is defined in
(5.4). Assume that Ψn(κ) converges uniformly to a limiting function Ψ(κ),
which is defined below in equation (K.4). We assume Ψ(κ) satisfies (F1)
and (F2) of Appendix F.2.
(K2) κ is defined on a compact set Π. The true parameter, κ0 is assumed to lie
interior to Π.
(K3) The sufficient conditions of Andersen and Gill (1982, Theorem 4.1) hold
for the Cox model defined with covariates hd. These conditions are aug-
mented with:
sup
t<τ,θ∈Θ,κ∈Π
‖S ( j)(t, κ, θ) − s( j)(t, κ, θ)‖ p→ 0,
for j = 0, 1, where s(1) and s(0) are vector and scalar functions respectively,
and where S (1) and S (0) are defined in (K.1) and (K.2) respectively. We
also assume that U†(κ, θ) is twice continuously differentiable with respect
to θ and κ, and that the second derivatives with respect to κ are bounded
uniformly in κ.
(K4) For any sequence θn such that n1/2(θn − θ0) = Op(1), the matrices Dˆ j, for
j = 5, 7, satisfy Dˆ j = D j(Id + Op(n−1/2)), where Id is the identity matrix.
Also, D5 is assumed to be non-singular. These terms are all defined below.
(K5) Let Ψn(κ) and Ψ(κ) be defined as in (K1) and equation (K.4) respectively.
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We assume
D6 =
∂
∂κ
Ψ(κ)
∣∣∣∣∣∣
κ0
is non-singular and satisfies
D6
(
∂
∂κ
Ψn(κ)
∣∣∣∣∣∣
κˆ
)−1
p→ Id.
K.2 Proof of Theorem 5.3.1
In order show consistency of κˆ, we need to show that the combination of condi-
tions (K1)-(K5) in Appendix K.1 and the conditions outlined directly in Theorem
5.3.1 imply conditions (F1)-(F4) from Appendix F.2 when Ψn(κ) = n−1U†(κ, θˆ), as
defined in (K1), and the data generating parameter is κ0.
Condition (F2) is a direct result of (K1), and (F3) is a direct result of Ψn(κˆ) ≡ 0.
To show (F1), it helps to define
g(1)j (t, κ, θ) = Eκ,θ(h
d
j (t)|H¯d(t)),
g(2)j (t, κ, θ) = Eκ,θ(exp(κ
Thdj (t))|H¯d(t)),
g(1)j (t, κ) = g
(1)
j (t, κ, θ0),
g(2)j (t, κ) = g
(2)
j (t, κ, θ0),
and
S (1)(t, κ, θ) =
1
n
n∑
j=1
ξ j(t)g
(1)
j (t, κ, θ)g
(2)
j (t, κ), (K.1)
S (0)(t, κ, θ) =
1
n
n∑
j=1
ξ j(t)g
(2)
j (t, κ, θ), (K.2)
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S (1)(t, κ) =
1
n
n∑
j=1
ξ j(t)g
(1)
j (t, κ)g
(2)
j (t, κ),
S (0)(t, κ) =
1
n
n∑
j=1
ξ j(t)g
(2)
j (t, κ).
Recalling the definition of Ψ∗n(κ) in (K1), we may write
Ψ∗n(κ) =
1
n
n∑
i=1
∫ τ
0
[
g(1)i (t, κ) −
S (1)(t, κ)
S (0)(t, κ)
]
dNdi (t),
and note that
Eθ0,κ0
(
Ψ∗n(κ)
)
(K.3)
= Eθ0,κ0
1n
n∑
i=1
∫ τ
0
[
g(1)i (t, κ) −
S (1)(t, κ)
S (0)(t, κ)
]
dNdi (t)

= Eθ0,κ0
1n
n∑
i=1
∫ τ
0
[
g(1)i (t, κ) −
S (1)(t, κ)
S (0)(t, κ)
]
Eθ0,κ0
(
dNdi (t)|H¯d(t)
)
= Eθ0,κ0
1n
n∑
i=1
∫ τ
0
[
g(1)i (t, κ) −
S (1)(t, κ)
S (0)(t, κ)
]
Eθ0,κ0
(
Eθ0,κ0
(
dNdi (t)|Hd(t)
)
|H¯d(t)
)
(5.1)
= Eθ0,κ0
1n
n∑
i=1
∫ τ
0
[
g(1)i (t, κ) −
S (1)(t, κ)
S (0)(t, κ)
]
ξi(t)g
(2)
i (t, κ0)dΛ
d
0(t)

= (I) − (II),
where
(I) =
∫ τ
0
Eθ0,κ0
1n
n∑
i=1
g(1)i (t, κ)ξi(t)g
(2)
i (t, κ0)
 dΛd0(t),
(II) =
∫ τ
0
Eθ0,κ0
(
S (1)(t, κ)
S (0)(t, κ)
S (0)(t, κ0)
)
dΛd0(t).
At κ = κ0, we have (I) = (II) for all n; hence, Eθ0,κ0(Ψ∗n(κ0)) = 0. In view of
the structure of (K.3), we further see that Ψ(κ) in (K1) is given by the following
expression:
Ψ(κ) =
∫ τ
0
[ω1(t, κ) − ω2(t, κ)] dΛd0(t), (K.4)
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where
ω1(t, κ) = Eθ0,κ0
(
g(1)1 (t, κ)ξ1(t)g
(2)
1 (t, κ0)
)
,
ω2(t, κ) = lim
n→∞ Eθ0,κ0
(
S (1)(t, κ)
S (0)(t, κ)
S (0)(t, κ0)
)
.
Condition (F1) is now clear, and it only remains to show (F4). By the definitions
in (K1) and a triangle inequality, the left hand side of (F4) in our current setting
is bounded by
sup
κ∈Π
‖Ψn(κ) − Ψ∗n(κ)‖ + sup
κ∈Π
‖Ψ∗n(κ) − Ψ(κ)‖. (K.5)
The first term in (K.5) converges in probability to zero by (K2), (K3), and the
consistency of θˆ. The second term in (K.5) is more complicated. By (K3), the ratio
of S (1)(t, κ) and S (0)(t, κ) converges uniformly to some vector valued function, say,
s1,0(t, κ). By another triangle inequality, the second term in (K.5) is bounded by
sup
κ∈Π
‖Ψ∗n(κ) − Ψ∗∗n (κ)‖ + sup
κ∈Π
‖Ψ∗∗n (κ) − Ψ(κ)‖, (K.6)
where
Ψ∗∗n (κ) =
1
n
n∑
i=1
∫ τ
0
[
g(1)i (t, κ) − s1,0(t, κ)
]
dNdi (t).
But now the first term in (K.6) converges in probability to zero by (G4) and (K3),
and the second term converges in probability to zero by (K2) and (K3), which
imply the conditions for Nishiyama (2009, Theorem 3.1 (ii)). Therefore (F4) is
satisfied and this completes the proof of consistency.
To show asymptotic normality of κˆ we need to show that the combination
of conditions (K1)-(K5) in Appendix K.1 and the conditions outlined directly
in Theorem 5.3.1 imply conditions (F1)-(F4) from Appendix F.2 when Ψn(κ) =
n−1U†(κ, θˆ), as defined in (K1), and the data generating parameter is κ0.
Condition (F5) follows directly from the consistency of κˆ and the fact that
U†(κˆ, θˆ) ≡ 0, and in our current setting, (F8) is a direct consequence of (K3), and
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(F9) is a direct consequence of (K5). It remains to show (F6) and (F7), and also to
estimate the asymptotic variance of κˆ. To these ends, a sequence of Taylor series
expansions will be helpful. First expand (4.9) around θ0:
0 = U˜c(θˆ) = U˜c(θ0) +
∂U˜c(θ)
∂θ
∣∣∣∣∣∣
θ∗
(θˆ − θ0),
where θ∗ is on the line segment between θˆ and θ0. This yields
θˆ − θ0 =
(
−∂U˜
c(θ)
∂θ
∣∣∣∣∣∣
θ∗
)−1
U˜c(θ0).
Then expand (5.4) around (κ0, θ0):
U†(κ0, θˆ) = U†(κ0, θ0) +
∂U†(κ0, θ)
∂θ
∣∣∣∣∣∣
θ◦
(θˆ − θ0),
where θ◦ is on the line segment between θˆ and θ0, which leads to
1√
n
U†(κ0, θˆ) =
1√
n
U†(κ0, θ0) − 1n
∂U†(κ0, θ)
∂θ
∣∣∣∣∣∣
θ◦
(
1
n
∂U˜c(θ)
∂θ
∣∣∣∣∣∣
θ∗
)−1 1√
n
U˜c(θ0). (K.7)
For convenience, define
D7 = lim
n→∞ E
−1n ∂U†(κ0, θ)∂θ
∣∣∣∣∣∣
θ0
 ,
and note that by (K4),
Dˆ7 ≡ −1n
∂U†(κ0, θ)
∂θ
∣∣∣∣∣∣
θ◦
and Dˆ5 ≡ −1n
∂U˜c(θ)
∂θ
∣∣∣∣∣∣
θ∗
converge at rate n1/2 to D7 and D5 respectively. The reader is reminded here that
D5 =
∂
∂θ
Eθ0(U˜
c
1(θ))
∣∣∣∣∣∣
θ0
.
Defining
g¯(1)j (t, κ, θ) =
S (1)(t, κ, θ)
S (0)(t, κ, θ)
,
we get
U†(κ0, θ0) =
n∑
i=1
∫ τ
0
(
g(1)i (t, κ0, θ0) − g¯(1)i (t, κ0, θ0)
)
dNdi (t)
=
n∑
i=1
∫ τ
0
(
g(1)i (t, κ0, θ0) − g¯(1)i (t, κ0, θ0)
)
dMdi (t),
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where Mdi (t) = N
d
i (t)−
∫ t
0
ξi(s)Eθ0,κ0(exp(κ
T
0 h
d
i (s))|H¯d(t))dΛd0(s) is a mean zero random
variable. This follows from the unbiasedness calculation in (K.3).
Defining U˜c(θ) =
∑n
i=1
∫ τ
0
ψ˜i(t, θ)dNi(t), we see from (K.7) and the consistency
of θˆ that n1/2Ψn(κ0) = n−1/2U†(κ0, θˆ) is asymptotically equivalent to
1√
n
n∑
i=1
∫ τ
0
(
g(1)i (t, κ0, θ0) − g(1)0 (t, κ0, θ0)
)
dMdi (t) − D7D−15 ψ˜i(t, θ0)dNi(t), (K.8)
where g(1)0 (t, κ0, θ0) is the limit of g¯
(1)
i (t, κ0, θ0). This asymptotic equivalence re-
quires some remainder terms to converge to zero in probability, but this but this
follows from (K4).
It is now evident from (G2) that (K.8) is a sum of i.i.d. mean zero random
variables, and so by the central limit theorem, (F6) will be satisfied with
Z ∼ N
0, E [∫ τ
0
(
g(1)1 (t, κ0, θ0) − g(1)0 (t, κ0, θ0)
)
dMd1(t) − D7D−15 ψ˜1(t, θ0)dN1(t)
]⊗2 ,
where x⊗2 = xxT for a vector x, as long as we can show that the summands of
(K.8) have finite variance. But the variance of the portion with respect to dNi(t)
is finite by (G1)’s moment condition and (G4); the variance of the portion with
respect to dMi(t) is finite by (G1)’s left continuity condition, (G4), and (K3); and
all the terms in the covariance of the two portions are finite by the Cauchy-
Schwartz inequality and the finite variance results. Note that we also used (F1)
to show the second part of the left hand side of (F6) is identically zero.
To show (F7), it helps to note that two of the terms in its numerator are zero.
Hence it is sufficient to show:
n1/2 ‖−Ψ(κˆ) − Ψn(κ0)‖
1 + n1/2‖κˆ − κ0‖
p→ 0. (K.9)
Some more Taylor expansions are now helpful. First,
Ψ(κˆ) = Ψ(κ0) + D6(κˆ − κ0) + 12(κˆ − κ0)
T ∂
2
∂κ∂κT
Ψ(κ)
∣∣∣
κ◦(κˆ − κ0), (K.10)
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where the first term on the right hand side is zero and where κ◦ is on the line
segment between κˆ and κ0. Second,
0 = U†(κˆ, θˆ) = U†(κ0, θˆ) +
∂U†(κ, θˆ)
∂κ
∣∣∣∣∣∣
κ∗
(κˆ − κ0), (K.11)
where κ∗ is on the line segment between κˆ and κ0. Rearranging (K.11) implies
that:
κˆ − κ0 =
(
−∂U
†(κ, θˆ)
∂κ
∣∣∣∣∣∣
κ∗
)−1
U†(κ0, θˆ). (K.12)
Combining (K.10) and (K.12), and using the triangle inequality, we see that the
numerator of the left hand side of (K.9) is bounded by the sum of:∥∥∥∥∥∥n−1/2
−D6 (− ∂∂κΨn(κ)
∣∣∣∣∣∣
κ∗
)−1
− Id
U†(κ0, θˆ) ∥∥∥∥∥∥ (K.13)
and ∥∥∥∥∥∥12n1/2(κˆ − κ0)T ∂2∂κ∂κT Ψ(κ)∣∣∣κ◦(κˆ − κ0)
∥∥∥∥∥∥. (K.14)
But (K.13) goes in probability to zero by combining (K5) and (F6), and by using
the boundedness conditions on the second derivatives in (K3) and the consis-
tency of κˆ, (K.14) is bounded by a term that is oP(1)n1/2||κˆ − κ0||, where op(1) de-
notes convergence to zero in probability. This demonstrates (K.9), which implies
(F7), and so the proof of asymptotic normality is complete.
Finally, using (F6) and the weak convergence result in Appendix F, note that
the asymptotic variance of n1/2(κˆ − κ0) is:
D−16
E [∫ τ
0
(
g(1)1 (t, κ0, θ0) − g(1)0 (t, κ0, θ0)
)
dMd1(t) − D7D−15 ψ˜1(t, θ0)dN1(t)
]⊗2 (D−16 )T .
(K.15)
An estimate of the variance is obtained by replacing the unknown quantities in
(K.15) with their corresponding sample quantities.
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