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RÉSUMÉ
Le domaine de l’imagerie numérique a connu une évolution constante au cours
des trois dernières décennies. Une des raisons de ce dynamisme est la croissance
du nombre d’applications requérant le traitement et l’analyse d’images pixélisées.
IViétéorologie, océanographie, physique des particules, surveillance vidéo, imagerie
médicale ne sont que quelques uns des domaines ayant recours de plus en plus à
l’imagerie numérique. Alors que le traitement d’images porte sur des aspects bas
niveau de l’image (débruitage, déconvolution, détection de contours, etc.) la vision
par ordinateur porte sur des données à plus haut niveau (flux optique, stéréovision,
reconnaissances de formes, etc.). Toutefois, malgré leurs différences, ces deux do
maines ont un dénominateur commun plusieurs problèmes leur étant dévolus
trouvent leur solution au coeur de la théorie de l’apprentissage statistique. En ef
fet, de nombreux problèmes fondamentaux en imagerie se réduisent à un problème
d’apprentissage statistique. Autrement dit, plusieurs problèmes d’imagerie pouvent
être formalisés par un processus d’optimisation cherchant à estimer une fonction
«g»qui saurait le mieux satisfaire un critère de qualité «R». Le critère de qualité le
plus fréquemment utilisé s’exprime sous la forme d’une fonction de risque définit
comme l’espérance mathématique d’une fonction de perte. La minimisation d’une
fonction de risque est un domaine en soi qui, comme le mentionne Vapnik [157],
inclus trois problèmes fondamentaux, i. e.,
1. la reconnaissance de formes;
2. la régression;
3. et l’estimation de densité.
Malheureusement, minimiser une fonction de risque dans le contexte de l’ima
gerie numérique est souvent un problème difficile, parfois mal conditionné. De plus,
de nombreux algorithmes en imagerie se fondent sur des hypothèses simplificatrices
pour définir R. Or, ces hypothèses ont pour effet d’induire des imprécisions dans
les résultats, imprécisions souvent difficiles à détecter.
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L’objectif de cette thèse est de proposer une série de contraintes spatiales à
bas niveau (i.e. au niveau pixel) afin de résoudre certains problèmes d’optimisation
à haut niveau propres à la vision par ordinateur. En particulier, nous adressons
les problèmes liés au flux optique, à la détection de mouvement, à la détection
d’occlusions ainsi qu’à la segmentation de mouvement.
Le flux optique est un concept mathématique servant à décrire le mouvement
apparent des objets dans une séquence vidéo. Parmi les méthodes proposées pour
estimer le flux optique figure celle de Lucas et Kanade [22]. Leur méthode est fondée
sur une régression par moindres carrés, est facile à implémenter et converge très
rapidement. Toutefois, malgré les nombreux avantages qu’apporte cette méthode,
elle n’en demeure pas moins sensible au manque de texture ainsi qu’aux valeurs
extrêmes (les outtiers). En réponse à ces problèmes, nous proposons au chapitre
1, une variante de l’algorithme de Lucas-Kanade utilisant deux contraintes à bas
niveau. La première contrainte s’exprime sous la forme d’un filtrage de données de
type Best Linear Unbiased Estimate (BLUE). Cette contrainte sert à régulariser les
résultats dans les régions peu texturées et à minimiser l’effet du bruit. La seconde
contrainte est fondée sur l’algorithme du mean-shift [37] et a pour but d’éliminer les
valeurs extrêmes (les outtiers) lors de l’estimation do uou rement. L’idée maîtresse
de cette seconde contrainte est de légèrement déplacer le voisinage de calculs vers
des régions dont le mouvement est susceptible d’être unimodal plutôt que multi
modal.
Un deuxième problème que nous adressons est celui de la détection de mou
vement. L’objectif de tout algorithme de détection de mouvement est de dissocier
les régions mobiles des régions immobiles dans une séquence vidéo. La plupart des
méthodes de détection de mouvement aujourd’hui utilisées se fondent sur une ap
proche par soustraction de fond (background substraction en anglais). Pour ce faire,
les méthodes les plus robustes modélisent chaque pixel du fond par une densité de
probabilité apprise sur une série d’images absentes de tout mouvement. Malgré le
fait que ces méthodes font preuve d’une grande fiabilité, apprendre des densités de
probabilité sur plusieurs images peut être problématicjue. Cela est I)articulièrement
Vvrai lorsqu’aucune image absente de mouvement n’est disponible ou lorsque la
mémoire disponible est insuffisante pour stocker les images nécessaires à l’appren
tissage. Au chapitre 3, nous nous proposons d’étudier u nouveau paradigme de
soustraction probabiliste. Ce paradigme permet d’entraîner des densités de proba
bilité sur une seule image au lieu d’une série d’images comme c’est généralement
le cas. Nous démontrerons comment l’usage de contraintes spatiales locales peut
permettre de réduire certaines limitations inhérentes aux méthodes statistiques
classiques de détection de mouvement.
De nombreux problèmes en imagerie exigent l’estimation de ce qu’on appelle un
champ d’étiquettes. Un champ d’étiquettes peut être vue comme une image dont
chaque pixel contient une étiquette de classe. Parmi les algorithmes utilisés pour
estimer un champ d’étiquettes, certains sont issus du domaine de l’apprentissage
statistique. Les plus connus étant le maximum de vraisemblance ainsi que le maxi
mum a posteriori. Malgré la puissance de ces approches, lorsque les données d’entrée
sont bruitées ou encore imprécises, il leur arrive de générer des résultats imprécis.
En réponse à ce problème, au chapitre 2, nous proposons une façon d’améliorer
la précision d’un champ d’étiquettes. La méthode proposée fusionne des champs
d’étiquettes au lieu de fusionner des données brutes comme le font traditionnelle
ment les algorithmes d’apprentissage statistique. L’objectif de cette méthode est
de contraindre les régions d’un champ d’étiquettes à épouser la forme des objets
présents dans une scène. Pour ce faire, nous proposons deux fonctions d’énergie
pouvant être optimisées à l’aide d’un algorithme 1CM. La première fonction est
une énergie de vraisemblance alors que la seconde est une énergie de vraisemblance
combinée à une fonction a priori. Cette méthode de fusion s’est avérée être parti
culièrement efficace pour les applications de segmentation de mouvement ainsi que
de détection d’occlusions.
Finalement, au chapitre 4, nous présentons une approche pour accélérer d’un
facteur allant de 4 à 200, les calculs inhérents à certains algorithmes d’appren
tissage numérique. Cette approche est fondée sur la propriété qu’ont certains al
gorithmes d’apprentissage à être implémentés sur une architecture parallèle. En
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particulier, nous démontrerons comment ces algorithmes peuvent être implémentés
sur une gamme de processeurs graphiques (les GPU) aujourd’hui disponibles sur
la plupart des cartes graphiques vendues sur le marché. Nous nous concentrerons
sur les méthodes de segmentation et d’apprentissage markoviens appliquées à la
stéréovision, à l’estimation de mouvement, à la segmentation de mouvement ainsi
qu’à la segmentation de couleur.
Mots clés: vision par ordinateur, contraintes spatiales, GPU, segmen
tation, fusion de données, flux optique, occlusion.
ABSTRACT
The field of imagery has been in constant evolution for the past three decades.
One of the reasons for this evolution is the ever-growing number of applications
requiring the analysis and processing of digital images and videos. Meteorology,
oceanography, particle physics, video surveillailce, medical imaging, are among the
scientific area.s taking advantage of digital imaging. Digital imaging is a research
area with many branches among which are the fields of image processing and com
puter vision. Image processing is known to work with algorithms focused on the
lower-level aspect of an image (denoising, deconvolution, edge detection, etc.). On
the other hand, computer vision is concerned with higher-level image computation
(optical ftow, stereovision, shape recoguition, etc.). Although these two research
areas have their owu specificities, they nonetheless share a common denominator
many solutions put forward to solve their problems come from $tatistical Leariling
Theory. III other words, many image processing and computer vision probÏems can
be forrnulated as an optimization problem in which we seek an optimal function
“g” accordillg to a quality criterion “R”. The most frequelltly used quality crite
ria is the so-called risk function defined as the mathematical expectation of a Ïoss
fun ction. The theory behind risk millimization is a research area on its own which
encompasses three fundamental problems, i.e. [157],
1. pattern recognition;
2. regression estimation;
3. arid density estimation.
Unfortunately, minimizing a risk fuuction in the context of digital imaging is rarely
an easy task and is sometimes ill-conditioned. Furthermore, many image processing
and computer vision algorithms are based on simplistic hypotheses designed to
make R easier to deveÏop. Although these hypotheses make it simpler to solve the
problem, they also add imprecisiofi in the resuits, imprecisioll that is often hard to
detect alld correct.
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The goal of this thesis is to study a series of 1ow1evel and spatial constraints
to help Setter regularize higher-level optimization methods of computer vision.
More specifically, we will address the problems of optical fiow estimation, motion
detection, occlusion detection and motion segmentation.
Optical ftow is a mathematical concept used to describe the visual movement in
a video sequence. Among the many rnethods used to estimate optical fiow is the one
proposed by Lucas and Kanade (LK) [22]. Their method is based on a sum of Ïeast
squares regression technique that is easy to implement and which quickly converges.
Although their method lias definite advantages, it is very sensitive to Jack of texture
and to the presence of outliers. As an answer to these two limitations, we propose
in Chapter 1 a slightly modified version of the LK algorithm. Our modification
includes two low-level constraints. The first constraint works as a Best Lin car
Unbiased Estimate (BLUE) low-pass filter that helps regularize the flow in noisy
areas and in areas with little (or no) texture. The second constraint is based on
the mean-shift algorithm [37]. The aim of this second constraint is to eliminate
the presence of outiiers during the optical fiow estimation. The main idea of this
constraint is to slightly move the local neighhorhood toward regions where motion
is more likely to 5e unimodal than multimodal.
A second problem that we address in this document is motion detection. The
goal of motion detection is to segment a video sequence in mobite and static regions.
Most motion detection methods implemented nowadays rely on the hackground
subtraction principle. In this perspective, robust methods model the background
pixels with a probability density function learned on a series of video images absent
of motion. Although these robust methods work well in many real-life scenarios,
they nonetheless have some basic limitations. Their most obvious limitations occur
when no training frame absent of motion is available or when the available memory
is too small to contain the images needed to learn the probability density function
parameters to compensate for these limitations. In Chapter 3, we propose a new
prohabilistic background suhtraction paradigm. This paradigm allows us to train
the PDFs on only one background frame instead of many frames as is usually the
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case. In this chapter, we show how the use of local spatial constraints cari help
reduce some basic limitations of most statistical background subtraction methods.
Many problems in digital imagery require the estimation of a so-called tabel
fieÏd. A label field cari be seen as an image whose pixels contain a class label.
Some of the label-field estimation algorithms corne from the $tatistical Learning
Theory. The rnost well known algorithms are those hased on the maximum tike
tihood and the maximum a posteriori principles. Despite the many advantages of
those approaches, they are sometimes sensitive to outiiers and to noisy input data.
In response to those weaknesses, we propose in Chapter 2 a way to enhance the
precision of an estimated label field. In fact, the proposed method fuses label fields
instead of features as is usually the case. The aim of this method is to force the
label field regions to fit the shape of the most predominant object in the scene. To
do so, we suggest two energy functions that we minimize with the deterministic
Iterative Conditional Mode (1CM) algorithm. The first function is formed by a
likelihood energy term whereas the second one is made up of a likelihood and an
a priori energy term. We also show how this fusion procedure cari he adapted to
the context of motion segmentation and occlusion detection.
In Chapter 4, we prescrit a way tu drastically reduce the processing times related
to many statistical learning algorithms applied to computer vision. In fact, we cari
reach acceleration factors from 4 to 200. Our approach is based on the “paralÏel”
property some algorithms have. In fact, hased on that property, we show how many
Markovian density estimation and segmentation algorithms cari be significantly
accelerated when implemented on a Graphies Processor Unit (CPU). A GPU is
a streaming processor (i.e. a processor with inherent parallel abilities) embedded
in most graphies cards nowadays available on the market. In this chapter, we
concentrate on Markovian algorithms applied to stereovision, motion estimation,
motion segmentation and color segmentation.
Keywords computer vision, spatial contraints, GPU, segmentation,
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INTRODUCTION
Les domaines du traitement d’images et de la vision par ordinateur ont fait
preuve d’une vitalité remarquable au cours des trente dernières années. Ce dy
namisme s’explique en bonne partie par l’émergence de nouvelles technologies et
par le raffinement de technologies déjà existantes. En guise d’exemple, mention
nons l’arrivée récente sur le marché de nombreuses caméras numériques à bas prix,
souvent équipées d’un processeur, d’une mémoire RAM et d’une carte de com
munication sans fil. Mentionnons aussi le développement des technologies liées
à l’imagerie médicale ainsi que la commercialisation de processeurs graphiques
(les GPUs) permettant des calculs parallèles. L’arrivée de ces technologies a en
traîné l’explosion de nombreuses applications pouvant bénéficier de leur vertus.
IVlétéorologie, océanographie, physique des particules, surveillance vidéo, imagerie
médicale ne sont que quelques uns des domaines bénéficiant du traitement et de
l’analyse d’images numériques.
L’objectif du traitement d’images est, jusque dans une certaine limite, l’aug
mentation de la qualité visuelle d’une image dans un contexte d’application donné.
Cette qualité d’image s’exprime souvent en fonction de la compréhension qu’aura
un observateur de son contenu. C’est ainsi, par exemple, que des procédures de re
haussement, de déconvolution et de réduction de bruit sont utilisées pour améliorer
la qualité visuelle d’images bruitées et floues. De même, les différentes procédures
de segmentation spatiale mettant en relief les régions d’une image, sont utilisées
pour mettre en valeur le contenu utile d’une image. Trouver une procédure auto
matique pour dissocier le bruit et le flou des informations utiles dans une image
constitue souvent le leitmotiv du traitement d’images.
Pour ce qui est de la vision par ordinateur, ses objectifs se situent au-delà de
ceux visés par le traitement d’images. Alors que ce dernier vise principalement la
qualité de l’image, la vision par ordinateur s’intéresse davantage aux informations
sémantiques de haut niveau contenues dans l’image. Les algorithmes de vision par
ordinateur infèrent donc des informations abstraites en lien avec le contenu intelli
gible d’une image. Citons en exemple les algorithmes de flux optique dollt l’objectif
est d’estimer le champ vectoriel optique dans une séquence animée ou les algo
rithmes de reconstruction 3D ayant pour but de localiser en 3D les objets contenus
dans une scène stéréoscopique.
Bien que ces domaines soient distincts dans le domaine du traitement de signal,
ils partagent tout de même un point en commun : leurs problèmes fondamentaux se
réduisent souvent à u problème d’estimation de fonctions. En d’autres mots, étant
donné un ensemble de fonctions admissibles à u problème, le but de nombreux
algorithmes en imagerie numérique est de trouver ta fonction qui saurait le mieux
satisfaire un critère de qualité donné. De façon plus formelle, suivant un espace
vectoriel Z, un ensemble de fonctions admissible G = {g(z), z E Z} et un critère
de qualité C,
C=R(g), (1)
le but de nombreux algorithmes d’imagerie est d’estimer une fonction (z) E G
(qu’on appelle parfois fonction de discrimination) qui saura le mieux minimiser
le critère R(g). Lorsque les données sont indépendamment et identiquement dis
tribuées (i.i.d.) selon une densité de probabilité P(z), il est fréquent d’exprimer
R(g) sous la forme d’une espérance mathématique,
R(g) = f(z,g(z))P(z)dz (2)
où (z, g(z)) est parfois appelée fonction de perte (Ïoss function). Ainsi défini, le
critère de qualité R(g) porte le nom de fonction de risque. En supposant connu un
ensemble de données {zi, z2,
...,
zt}, minimiser la fonction (2) en vertu de celles-ci
devient un problème de minimisation du risque sur ta base de données empiriques
[157]. Ainsi définis, les problèmes dévolus au traitement d’images et à la vision par
ordinateur résident au coeur de la théorie de l’apprentissage statistique. Le domaine
de la minimisation du risque est un domaine en soi qui, comme le mentionne Vapnik
3[157], inclus trois problèmes fondamentaux, i.e.
1. la reconnaissance de formes;
2. la régression;
3. l’estimation de densité.
Ce qui distingue ces trois problèmes est le contenu des données z ainsi que la
définition de la fonction de perte cI(z,g(z)). Dans les deux prochaines sections,
nous démontrerons comment ces trois problèmes peuvent s’exprimer sous l’angle
de la minimisation d’une fonction de risque. Nous démontrerons aussi comment
de nombreux problèmes en vision par ordinateur se réduisent à l’un ou l’autre de
ces trois problèmes. Nous porterons alors notre attention sur le flux optique, la
détection de mouvement, la détection d’occlusions ainsi que la segmentation de
mouvement.
0.1 La minimisatiou du risque
Comme nous l’avons mentionné. de nombreux problèmes en imagerie numérique
se réduisent à des problèmes d’apprentissage statistique formulés sous la forme
d’une fonction de risque à minimiser. Par conséquent, une question centrale en
imagerie concerne la façon dont le risque peut être minimisé dans le contexte d’une
application donnée. Malheureusement, pour de nombreuses applications, la dis
tribution de probabilité P(z) est inconnue et malgré la simplicité apparente de
l’équation (2), il est impossible de minimiser R(g) sur la hase exclusive des données
{ z1, z2 zi}. La minimisation du risque est donc un problème difficile et souvent
mal conditionné. Il existe toutefois trois solutions classiques à ce problènie de mi
nimisation.
La première solution au problème de minimisation du risque est d’approximer
P(z) par une fonction empirique P(z) apprise sur les données {zi, z2, ..., z1} i.i.d.
de (z). Une fois estimée, P(z) est remplacée par (z) dans (2) et cette nouvelle
formulation (qu’on représente ici par R(g)) peut en principe être minimisée. À
la lumière de cette solution, le problème de minimisation du riscfue sur la hase
4de données se réduit à un problème d’estimation de densité. Toutefois, comme le
mentionne Vapnik [157], le problème de l’estimation de densité ne peut être résolu
qu’à condition d’avoir des connaissances a priori très fortes sur ta nature de la
distribution P(z). Dans les faits, cela revient à dire que P(z) ne peut être estimé
que si la nature de sa distribution est connue. En somme, on peut résumer cette
première méthode de minimisation du risque comme suit
1. étant donné un ensemble de données {zi, z2, ..., zt }, estimer la densité de pro
babilité .Ê(z).
2. Redéfinir l’espérance mathématique
(g)
= J (z, g(z))(z)dz (3)
à l’aide de la densité de probabilité nouvellement estimée.
3. Trouver la fonction .(z) qui minimise le mieux la fonction (3), i.e.
arg min I(g’). (4)
g’
Une deuxième façon de minimiser le risque est de remplacer la distribution P(z)
par une distribution uniforme [157],
Remp(g) = (zj,g(zj)). (5)
Cette approche porte le nom de minimisation du risque empirique. Alors que
R(g) exprime l’espérance mathématique de (z, g(z)) pour une fonction g(z) donnée,
Remp(g) exprime la moyenne empirique de (z, g(z)). Il est intéressant de savoir
qu’en vertu de théorèmes classiques en statistique [157], la moyenne empirique
converge vers l’espérance mathématique lorsque 1 devient grand. Conséquemment,
minimiser le risque empirique est une option avantageuse lorsque le nombre d’échantillons
1 est élevé. Par contre, lorsciue le nombre d’échantillons est petit, un risque empi
5rique faible ne garantie pas un risque réel faible, surtout lorsque la complexité du
modèle estimé gemp est élevée. Dans un tel cas de figure, il est préférable d’avoir
recours à une approche par minimisation du risque structure Ï comme le mentionne
Vapnik [157]. Cette approche d’estimer g sur la base d’un compromis entre la com
plexité de g et le nombre de données observées t. Toutefois, malgré l’engouement
croissant pour cette approche, nous n’en ferons pas référence au cours de cette thèse.
La raison étant que les méthodes proposées dans cette thèse disposent d’un nombre
d’échantillons t suffisamment élevé pour justifier l’utilisation du risque empirique.
Dans les trois prochaines sous sections, nous verrons comment la reconnaissance
de formes, la régression ainsi que l’estimation de densité peuvent s’exprimer sous
la forme de l’équation (2). Nous soulignerons aussi les façons les plus usuelles de
minimiser le risque pour chacun de ces problèmes.
0.1.1 La reconnaissance de formes
Le problème de la reconnaissance de formes peut se formuler ainsi. Soit un
ensemble d’apprentissage , ..., } où chaque donnée = (, x,) est constituée
de deux éléments une donnée à n dimensions R (distribuée suivant P() et
une étiquette x e {O, ..., k
—
1}. est donc un binôme constitué d’une valeur
appartenant à une classe x. Certains auteurs appellent une donnée complète. On
suppose aussi que la classification des données suit une distribution P(x). Bien
que P(xI) et P() soient inconnues a priori, on suppose quelles existent, tout
comme la distribution jointe P(, x)
= P(xIi7)P(). Le but de la reconnaissance de
formes est d’estimer une fonction discriminante () qui sache le mieux classifier
les données .
En prenant la fonction (x, g()) comme mesure d’erreur entre la valeur re
tournée par g() et la vrai classe x,
L(i
— gW)) (6)
où L(.) est une fonction de coût. La fonction de risque liée à la reconnaissance de
6formes peut désormais s’exprimer par
R(g)
= f L(x - g()P(, )UxcÏy (7)
ou, dans le cas discret,
R(g) = L(y
- g()), xi). (8)
Le problème de la reconnaissance de formes se réduit donc à un problème de
minimisation de l’erreur de classification L, compte tenu d’un ensemble d’observa
tions et d’une distribution de probabilité P(x, 7) initialemeut inconnue. En vertu




Il est intéressant de noter que cette formulation est celle retenue par le célèbre
algorithme du Perceptron, algorithme proposé par Frank RosenbÏatt en 1957. Pour
le Perceptron, L est une fonction quadratique et g = sign(7.tP) où ‘ïi = (w1, ..., w7)
est le vecteur de paramètres du Perceptron.
Comme nous l’avons mentionné précédemment, une autre façon de minimiser
l’équation (7) est d’estimer la distribution P(, x) et de la substituer à P(, x).
Ainsi,
(g) = (x,g()),xj). (10)
Dans ce contexte, une fonction de perte souvent utilisée en est la fonction symétrique
7(aussi appelée zero-one fttnction) [130]
f O siy=g()(x,g(y)) = Ç (11)
1 sinon.









Suivant cette formulation, pour minimiser le risque on doit sélectionner, pour
chaque donnée observée , la classe qui minimise le mieux le produit (Ix)P(x).
En d’antres mots, pour obtenir un taux d’erreurs minimum, il faut associer à 7, la
classe x tel que
> P(Ixk)(xk) Vk # j. (13)
C’est ce qu’on appelle la règle décision de Bayes, ou encore la règle du Maximum
a posterzori [130]. Advenant le cas où P(x) est une distribution constante, la règle
de décision de Bayes se réduit à un maximum de vraisemblance, i.e.
> (ilx) Vk j. (14)
80.1.2 La régression
Soit un ensemble de données (, Xi), ..., (, x) où e R et x e R. On
suppose que ces données sont la réalisation du couple de variables aléatoires 7
et x se distribuant suivant la distribution jointe P(7, x), distribution initialement
inconnue. Le but de la régression est d’estimer une fonction g s’alignant le mieux sur
les données observées. Formellement, le problème de la régression peut s’exprimer
de la façon suivante,
=g() +e Vi E [1,1] (15)
où est une variable dite expticative, x est une variable dite réponse et e un
terme d’erreur Li.d. de P(e) [112]. À noter que pour le modèle linéaire classique,
la relation (15) devient
Oiy,i + ... + + e Vi e [1, t]. (16)
Le but de la régression est donc d’estimer les meitteurs paramètres de la fonction




soit minimale étant donné la fonction d’importance En prenant la valeur r
comme fonction de perte dans l’équation (2), on obtient que le problème de régression
s’exprime sous la forme




9ou, clans le cas discret,
R(g)
- (18)




Lorsque ‘II’ prend la forme quadratique, on obtient la méthode bien connue de la
minimisation par la somme des moindTes carrés [112,1191. Fait intéressant, on peut
facilement démontrer que si la distribution P(x I) suit une loi gaussienne V(0, u),
minimiser (18) revient à une minimisation par la somme des moindres carrés [156].
Il est aussi intéressant de noter qu’en vertu du théorème de Gauss-IVIarkov [112,156],
l’estimateur des moindres carrés est le meilleur estimateur linéaire non biaisé (Best
Linear Unbiased Estimator (BLUE)). Cet estimateur possède aussi l’avantage no
table d’estimer le vecteur de paramètres 6 du modèle linéaire de l’équation (16)
de façon explicite, à l’aide d’une simple inversion matricielle [112,119]. Nous rever
rons à la section 0.2.1 que cette propriété peut être récupérée pour estimer le flux
optique.
O.L3 L’estimation de densité
Le problème de l’estimation de densité peut se comprendre par le biais de la
théorie de l’information. Supposons qu’une source émette une série de n symboles
{zi, z2. ..., z71} où chaque élément z est une réalisation d’une variable aléatoire z.
i.i.d. de P(z). Le but de l’estimation de densité est d’estimer P(z) sur la base des
données observées. Un concept fondamental en théorie de l’information est qu’un
symbole z ayant une probabilité P(z) contient,
S(z) = —logP(z) (20)
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unités d’information [139] (c’est ce que certains auteurs appellent la surprise [130]).
À noter que l’unité d’illformatioll résultante pour un logarithme en base 2 est le biL
Si la source émet au total «i»syrnboles, en vertu de la théorie des grands nombres,
le symbole z devrait être émit en nioyenne t x P(z) fois. Par conséquent. la surprise
totale pour le symbole z dans une séqueilce contenant Ï éléments est
S0(z) = tP(z)S(z) = —tP(z) log P(z) (21)
et, pour l’ensemble des ri symboles,
S0(z) = —lP(z)1ogP(z). (22)
Il est clairement établi en théorie de l’information que l’information moyenne conte
nue dans une séquence donnée est la surprise moyenne, c’est-à-dire l’entropie [130]
H(z)
— P(z) log P(z) (23)
ou, dans le cas continu
H(z) =
— f P(z) log P(z)dz. (24)
L’estimation de densité a pour objectif d’estimer une densité de probabilité
(z) clui minimise le mieux l’entropie. En d’autres mots, estimer une densité qui
rende compte le mieux de l’ordre dans lequel les données sont distribuées. Il est
intéressant de noter qu’en prenant — log P(z) comme fonction de perte, H(z) peut
s’exprimer sous la forme d’une fonction de risque,
R(P(z)) = f Q(z,P(z))P(z)dz. (25)
Comme nous l’avons mentionné pour la reconnaissance de formes et la régression,
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P(z) peut être estimée en minimisant le risque empirique, c’est-à-dire
Remp(P(Z)) = Q(z, P(z)) =
— log P(z). (26)
Dans ce contexte, minimiser le risque empiriqile revient à un maximum de vrai
sembtance (maximum liketihood en anglais) [130].
0.2 La vision par ordinateur
Nombreux sont les problèmes en vision par ordinateur pouvant s’exprimer sous
la forme d’un problème d’apprentissage statistique, c’est-à-dire comme un problème
de minimisation d’une fonction de risque. En effet, de nombreux problèmes en vision
ont pour objectif d’estimer une fonction g(z) optimale au sens d’tille fonction de
risque. Malheureusement, estimer une telle fonction n’est pas toujours chose facile.
Par exemple. il arrive que ce type d’optimisation se réduise à un problème dit
inverse mal posé. En effet, comme le mentionne Vapnik [157], un problème est dit




Or, si l’une ou l’autre de ces conditions est violée, le problème est alors considéré
mal posé. Pour rendre le problème bien posé, des termes de régularisation (sous
forme de fonction a priori) sont souvent utilisées. Dans bien des cas cependant, ce
terme de régularisation implique des masses de calculs, souvent prohibitifs pour les
applications en temps réelle.
L’objectif de cette thèse est de proposer une série de contraintes spatiales à bas
niveau pour résoudre des problèmes d’optimisation de fonctions de risque propres
à la vision par ordinateur. En particulier, nous adressons les problèmes de flux
optique, de détection de mouvement, de détection d’occlusion ainsi que de segmen
tation de mouvement. Dans les prochaines sous-sections, nous préseiltons en quoi
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-- Exempte schématique du flux optique : partant d’une séquence vidéo
constituée d’une suite d’images
‘t, l’objectif est d’estimer te mouvement apparent
des objets à chaque temps t. Le mouvement estimé prend souvent ta forme d’un
champ vectoriel V.
Soit une séquence vidéo I constituée d’une suite d’images
‘t (aussi appelée
frames) déflniessurunegrilleorthographiqueS = {s = (,j))i e [O,N[,j e [O,M[}
et où t indique le temps. L’objectif de tout algorithme de flux optique est d’estimer
le mouvement apparent des objets présents dans la séquence vidéo. Formellement,
cela revient à estimer un champ vectoriel V {‘i751s e S, t(, e R2} où chaque vecteur
2D fi3, exprime le déplacement du pixel s au temps t. Parfois dans la littérature, on
appelle «donnée complète»le duo (I, V), où I est une donnée observée et V est une
donnée à estimer. Comme l’illustre la figure 2, la plupart des méthodes d’estimation
de mouvement émettent l’hypothèse qu’un point s observé au temps t possède la
même intensité (ou couleur) que sa projection s’ au temps t + 1 [13, 64, 70]. Cette
hypothèse de constance de l’illumination (appelée tightness constancy assumption
dans la littérature [100]) se représente mathématiquement comme suit
I(s) = I+(s’) It+i(S + fis). (27)
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dE(fi8) —
vi(viiJ,, + I) =—
1,+2
FIG. 2 — Figure illustrant le concept de la constance de l’illumination.
Sans perte de généralité, on peut dire qu’en vertu de l’hypothèse de la constance
de l’illumination, l’erreur résiduelle
= (It(s)
— It+i(S + ))2 (28)
est nulle lorsque le vecteur il8 décrit parfaitement le mouvement au site s. Il est
fréquent de redéfinir cette équation à l’aide d’un développement en série de Taylor
du premier ordre [51], c’est-à-dire
(uI + + I
(V1ù3 + It)2 (29)
où il8 = (‘u’, u,,) et I, I, It sont les dérivées partielles spatiales et temporelles de
l’image a temps t. Une des façons d’estimer il8 est de trouver le minimum de cette
fonction d’erreur, i.e. l’endroit ou la dérivée dE(il3)/dil8 s’annule,
o
VIil8+i = O (30)
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Cette dernière équation est fort célèbre et porte le nom «d’équation de contrainte
du mouvement» (motion constraint equation en anglais). Malheureusement, trou
ver le meitteur vecteur fi en vertu de l’équation du mouvement est un problème
inverse mal posé. En effet, puisque la relation (30) contient une seule équation pour
deux inconnus, il existe une infinité de solutions «optimales» à ce problème. La
preuve étant que la solution algébrique à l’équation (30)
=
—((VI)TVI)’(VI)TI
ne peut être résolue, la matrice (VI)TVI étant singulière. Pour rendre bien posé ce
problème, on retrouve deux familles d’approches dans la littérature. La première
famille est celle faisant appel à un terme de régutarisation [6, 21,43,49, 62, 75,80,
102, 150] de la forme
E(i75) = f(VIi7 + IT) + »P(IVuI2 + Vv2) (31)
où ) est une constante et F et sont des fonctions d’importance (fonctions absolues,
quadratiques, robustes, etc.). L’approche la plus répandue de cette famille est celle
proposée par Rom et $chunck [21], approche fondée sur la fonction de régularisation
de Tikhonov (aussi appelée le weak membrane modet [102])
= (VI5 + It)2 + )VuI2 + IVvI2).
JVlalgré les avantages indéniables des méthodes basées sur l’équation (31), ces
dernières sont contraintes à estimer V à l’aide d’optimiseurs itératifs, généralement
très lents (Jacobi, Gauss-Seiclel, Successive Over-Relaxation, etc.). Il existe toute
fois une alternative à cette famille de fonctions. En effet, plusieurs auteurs ont pro
posé des méthodes dites spatzates qui, au lieu d’ajouter un terme de régularisation
à l’équation (30), multiplient le nombre d’observations afin de rendre le problème
bien posé [5,22,31,85, 100]. Mathématiquement, cette famille d’approches cherche
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à millimiser une follctioll d’énergie de la forme,
E(f3) = 1(VIrs + ITr) (32)
TE?]5
où îj est un voisinage (généralement carré) centré sur s. Il est intéressant de noter
qu’en posant gQfY8) = —VIT’S et y ‘Tr cette dernière formulation est équivalente
à la régression de l’équation (19). En fait, l’équation (32) est un modèle de régression
linéaire muttivariée [112,1191. La solution spatiale la plus répandue est sans contre
dit celle de Lucas et Kanade [22] pour laquelle 11 est une fonction quadratique,
E(8) = (VIiJ + ITj2. (33)
TE?]5
En vertil de cette équation, le vecteur optimal f est celui pour lequel la dérivée




((VI)TVIrJs + (VIr)TIT) = 0
TE?]5
t Zxr TrIYr t ZrITrIxr —vs+
—
Zr Ix ‘y ZT r ) Z ‘Tr ‘Er
M8’ + b8 = 0. (35)
Suivant cette formulation, le vecteur optimal de déplacement ‘ê peut donc être
estimé à l’aide d’une simple inversion matricielle, i.e.
= —M’b8. (36)
Calculer ainsi revient à résoudre un problème de régression par ta somme
des ‘momdres carrés. L’avantage de cette solution réside autant clans sa simplicité
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conceptuelle que dans la rapidité avec laquelle elle calcule
.
En effet, estimer de
façon explicite demande beaucoup moins de calculs qu’avec un optimiseur itératif.
Autre availtage, si les valeurs ‘T observées à l’intérieur du voisinage ‘b sont des
échantillons i.i.d. d’une densité gaussienile, alors fî8 est le meilleur estimateur non
biaisé [112,157].
Malheureusement, l’équation (36) souffre de deux limitations majeures. Tout
d’abord, dans les régions peu texturées de l’image au temps t (les régions pour les
quelles I, i, O) la matrice M, devient singulière et ne peut être inversée. Par
conséquent, l’approche de Lucas-Kanade peine à estimer le mouvement à l’intérieur
de régions peu texturées. La façon classique de compenser pour cette limitation est
d’utiliser un voisinage i plus grand afin d’inclure davantage de texture. Malheu
reusement, plus ‘ij, est grand et plus grande est la possibilité de couvrir des zones
de mouvement contenant une discontinuité (zones dites birnodates). En effet, tel
qu’illustré à la figure 3, plus un voisinage est grand et plus il aura tendance à
couvrir des zones dont le mouvement présente des discontinuités. Dans ce cas, f5
sera biaisé par des valeurs éloignées (des outtiers). La méthode de Lucas-Kanade
FIG. 3 — (a) Résultat d’une régression par moindres carrés dans une région sans
discontinuité de mouvement et (b) dans une région avec discontinuité de mouve
ment.
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est donc motivée par deux besoins contradictoires (1) utiliser un grand voisi
nage pour bien conditionner M8 et (2), utiliser un petit voisinage pour éviter
de couvrir des zones présentant des discontinuités de mouvement. C’est ce qu’on
appelle communément le probtme de t’ouvertttre. Pour lutter contre l’effet des
outtiers, plusieurs solutions ont été proposées allant de la somme des moindres
carrés pondérés [70], aux fonctions robustes [102], aux approches par teast median
of sqnares [50].
Dans le cadre de cette thèse, nons proposons l’utilisation de contraintes spatiales
locales afin de mieux régulariser l’estimation de mouvement par la méthode de
régression Lucas-Kanade. Notre méthode (présentée au chapitre 1) utilise deux
contraintes. La première contrainte s’exprime sous la forme d’un filtrage de données
de type Best Linear Unbiased Estimate (BLUE). Cette contrainte sert à régulariser
les résultats dans les régions peu texturées et à minimiser l’effet du bruit. La seconde
contrainte est fondée sur l’algorithme du mean-shift [37] et a pour but d’éliminer les
valeurs extrêmes (les outiiers) lors de l’estimation du mouvement. L’idée maîtresse
de cette seconde contrainte est de légèrement déplacer le voisinage ih vers des
régions dont le mouvement a plus de chances d’être unimodal que bimodal.
0.2.2 Détection de mouvement
L’objectif de tout algorithme de détection de mouvement est de dissocier les
zones mobiles des zones immobiles dans une séquence vidéo. Étant donné une
séquence vidéo I telle que définit à la section précédente, l’objectif est d’estimer
un champ d’étiquettes X contenant pour chaque pixel s E S, une étiquette binaire
de mouvement x8 E {immobile, mobile}. Dans la littérature, X est parfois appelé
Disptace frame Difference (DFD) où encore Ohange Detection Mask (CDM). La
détection de mouvement peut être vue comme un problème de reconnaissance de
formes. Autrement dit, comme un problème pour lequel il faut associer à chaque
observation Ï(s) une étiquette de mouvement x8 . Avant d’expliciter la relation exis
tant entre la détection de mouvement et l’apprentissage statisticlue, voyons d’abord
comment fonctionnent les algorithmes de détection de mouvement classiques.
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‘tTemps
Fie. 4 — Illustration schématique du problème de ta détection de mouvement. Par
tant d’une séquence vidéo I, l’objectif est d’estimer à chaque temps t, un champ
d’étiquettes binaire X.
Une configuration fréquente en détection de mouvement est constituée d’une
caméra fixe filmant un fond (un background) immobile devant lequel s’animent des
personnages et/ou des objets. C’est entre autres le cas pour les applications de
surveillance vidéo, de contrôle de qualité le long d’une ligne de montage et de mo
nitoring de trafic. Suivant cette configuration, l’image du fond est immobile et l’in
tensité de ses pixels est considérée stationnaire dans le temps. Une hypothèse très
fréquemment émise par les algorithmes de détection de mouvement est qu’un objet
mobile est fait de couleurs (ou de niveaux de gris) différentes de celles observées
sur le fond. Par conséquent, une façon simple d’estimer le champ d’étiquettes X
au temps t est d’appliquer un seuil sur la différence entre B, l’image du fond, et It,
l’image au temps t,
X(s) O si (s)- (s)j <T (37)
1 sinon.
OÙ T est un seuil donné par l’utilisateur [12]. C’est ce qu’on appelle communément
une détection de mouvement par soustraction de fond (background substraction).
Bien qu’une opération comme celle-ci soit simple et rapide, elle est toutefois très
sensible aux variations d’intensité dans le fond et ce, même si T peut être localement
adapté pour ajouter de la robustesse [47, 149]. Une solution à ce problème consiste
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à modéliser chaque pixel du fond par une distribution temporelle de niveaux de
gris/couleirs. Dans ce cas, on peut modéliser chaque pixel du fond, non pas seule
ment par une seule valeur 3(s), mais par une densité de probabilité P(B(s)). Dans
ce cas, le champs d’étiquettes X est estimé en appliquant un seuil sur P,
X8
O si P(I(s))> T
(38)
1 sinon.
L’avantage de cette méthode est que P((s)) peut modéliser les variations de
couleur/d’intensité du background dans le temps. Par exemple, pour contrer l’ef
fet du bruit numérique causé par une caméra bas de gamme, plusieurs auteurs
modélisent la distribution temporelle des niveaux de gris/couleur de chaque pixel
par une densité de probabilité unimodale (la plupart du temps gaussienne). Plu
sieurs articles ont d’ailleurs démontré l’efficacité de cette approche, en particulier
pour les scènes d’intérieur [33, 143). Par contre, pour les scènes dont le hackground
contient des objets mobiles (des vagues sur l’eau ou u arbre secoué par le vent
par exemple) ou encore des scènes dont la caméra est instable, la distribution
temporelle des niveaux de gris/couleur ne peut être correctement modélisée par
FIG. 5 — Exempte d’une détection de mouvement. Le distribution temporelle de
chaque pixel du fond est modélisée par une distribution gaussienne.
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une distribution unirnodale. Dans ce cas, une distribution multimodale est à pri
vilégier. Par exemple, un mélange de Gaussiennes [14,29, 113] ou une distribution
non-paramétrique (comme celle des fenêtres de Parzen par exemple [7,15]) peuvent
être utilisées avec succès. IVientionnons aussi que des méthodes dites de prédiction
basées sur les filtres de Kalman ont aussi été proposées pour détecter du mouvement
dans des scènes dont le fond n’est pas stationnaire [84].
Ainsi définie, la détection de mouvement peut être vue comme une forme indi
recte de reconnaissance de formes de type maximum a posteriori (équation (13)).
En effet, soit la probabilité qu’un pixel s de couleur 1(s) au temps t appar
tienne au fond P(I(s)j0) = P(B(s)) Sans perte de généralité, on peut affir
mer que la probabilité que ce pixel appartiennent à un objet en mouvement est
P(Ï(s)1) 1 — P((s)). Par conséquent, étant donnée l’équation (13), on peut
établir que la détection de mouvement a pour objet d’assigner à chaque pixel s,
l’étiquette w maximisant le produit F(1(s)twj)P(wj), i.e.
P(I(s)w)P(w) > P((s)w)P(w) pour i j
P((s)Iw)P() > (1- P((s)Iwj))P(w)
> 1- P((s)w)
P((s)Iwj)(l+ P(wi)) > 1(w)
P((s)w) > (39)
+ P(w)
Cette dernière relation correspond à l’équation (38) dans la mesure où r’
1
L’équation (37) peut aussi être vue comme un cas particulier de l’équation
+P(w)
(39). Dans ce cas, P(i(s)w) =
-
exp(—(s)
— 1(s)I) et r = — log(1 +
La détection de mouvement peut donc être comprise comme un problème de
reconnaissance de formes par Maximum a posteriori. Par contre, la détection de
mouvement est aussi, pour de nombreuses méthodes, un problème d’estimation de
densité. En fait, un problème pour lequel on doit estimer la distribution statistique
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temporelle des niveaux de gris/couleurs de chaque pixel du fond P(](s)). Pour
ce faire, la plupart des méthodes utilisant des modèles paramétriques de densité
(gaussiennes, exponeiltielles, mélange de densité, etc.) ont recours au maximum de
vraisemblance présenté à l’équation (26) pour estimer les paramètres. En d’autres
mots, étant donné un ensemble d’entraînement de N images {I, 12, •••, 114 absent
d’objets en mouvement, on cherche pour chaque pixel le vecteur de paramètres t
qi saura le mieux minimiser la fonction de risque empirique
Remp(P(T(S))I) = -logP((s)). (40)
Ell résumé, la détection de mouvement peut être vue à la fois comme un
problème de reconnaissance de formes (pour estimer X) et un problème d’esti
mation de densité (pour estimer P(B(s)) à chaque pixel).
Malgré l’utilisation de plus en plus fréquente des approches probabilistes basées
sur l’équation (38), ces dernières possèdent certains inconvénients souvent difficiles
à contourner. Par exemple, apprendre des densités de probabilité à l’aide d’une
série d’images {I, 12, ..., 114 est un problème pour les applications ne disposant
pas d’images absentes de mouvement. Au chapitre 3, nous démontrerons comment
l’usage de contraintes spatiales locales peut permettre de réduire certaines limita
tions inhérentes aux solutions statistiques classiques de détection de mouvement.
Nous montrerons comment ces contraintes peuvent servir à diminuer la quantité
de mémoire utilisée, réduire les temps de calcul et simplifier les algorithmes d’ap
prentissage basés sur la fonction de risque empirique (40).
0.2.3 Détection d’occlusions
Le flux optique et la stéréovision sont deux applications en apparence différentes.
Le flux optique a pour objectif d’estimer la vitesse de déplacement des pixels dans
une séquence vidéo, alors que la stéréovision cherche à estimer la profondeur des
objets d’une scène photographiée par cieux caméras (parfois plus). Malgré leurs
différences, ces deux applications cherchent à estimer une fonction dite de corres
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pondance. Tel qu’illustré à la figure 2.5 (b), cette fonction de correspondance a pour
objet de relier ensemble les pixels des deux images. Pour le flux optique, la fonc
tion de correspondance relie les pixels de l’image
‘t à leur projection dans l’image
Iti. Pour la stéréovision, la fonction de correspondance relie les pixels de l’image
gauche à leur projection dans l’image droite. De façon générique, on appelle ces
deux images : l’image de référence I et l’image de matching 1Mat La fonction
de correspondance reliant JRef plat porte souvent le nom de carte de disparité d.
Une carte de disparité d est une fonction définie sur une grille rectangulaire $ et
dont chaque élément cs) relie le pixel s de l’image i à sa correspondance s’ dans
l’image I. D’un point de vue général, comme en fait foi la figure 2.5 (b), il existe
deux types de disparité la disparité avant (forward disparity) et la disparité arrière
(backward disparity). Ainsi, on appelle JY(5) la disparité reliant I(s) à Pt(s’) et
d(s’) la disparité reliant IMat(s/) à P(s).
En général, une carte de disparité est estimée en minimisant une fonction
d’énergie de la forme [451
argmin ( F(P(r) — It(r + d(s))) + ‘(jd(s) — d(k)D) (41)sS kEç
où F et 11f sont des fonctions de coût (souvent quadratiques) et 7 est une constante.
IViaiheureusement, estimer d (ou db) à l’aide de cette formule comporte deux limi
tations majeures. Tout d’abord, cette fonction est souvent mal-conditionnée dans
les régions peu texturées. En d’autres mots, clans les régions peu texturées, plusieurs
vecteurs cÏs) peuvent avoir une énergie minimale alors qu’un seul n’est réellement
valable. Dans ce cas, le minimum global n’est pas unique. Deuxièmement, estimer
d à l’aide de l’équation (41) est problématique dans les zones dites d’occÏnsion. Ces
zones sont des régions visibles dans une image, mais cachées dans la seconde. Les
zones d’occlusion sont généralement engendrées par des objets en mouvement (dans
le cas du flux optique) ou par l’effet de parallaxe (dans le cas de la stéréovision).
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FIG. 6 — (a) Exempte schématique de deux cartes d’occlusions: une carte avant Qf









Comme son nom l’indique, une détection d’occlusions est une procédure ayant
pour objectif de détecter les zones occluent, c’est-à-dire les zones vibles que d’une
seule image. Pour y arriver, cette opération cherche à estimer une carte d’occlusions
O {Os S} par l’analyse des deux images I et fMat Généralement, chaque
élément O de la carte d’occlusions prend une valeur binaire O {Non-Occlusion,
Occlusion}.
Comme le rapportent Egnal et Wildes [57], la détection d’occlusions est un
problème généralement résolu à l’aide d’heuristiques simples. Citons en exemple les
deux heuristiques les plus fréquemment utilisées dans le domaine : le test gauche-
droite (teft-right check) et le test de l’unicité (nniqueness test). Dans le premier cas,
deux cartes de disparité sont estimées à l’aide de l’équation (41) : la carte avant
d et la carte arrière db. En émettant l’hypothèse que d et db ne sont erronés que
dans les zones d’occlusions, on peut estimer O à l’aide d’un simple seuil,
t 1 si I — db(s + d(5))I > TO
. (42)
O sinon.
où T est un seuil. En d’autre mots, pour le test gauche-droite, on émet l’hypothèse
que la disparité df(s) pointant au site s’ (où s’ s + df(s)) doit être identique
(à un signe près) à la disparité db(sI). En vertu de cet heuristique, seules les zones
d’occlusions violent l’hypothèse gauche-droite. Pour ce qui est du test d’unicité,
on suppose que chaque site s de l’image P° doit être pointé par un et un seul
vecteur db(sf). Si une région de P est pointée par un nombre anormalement res
treint de vecteurs, c’est le signe que cette région est probablement occlue [142]. La
détection d’occlusions par le test d’unicité se fait donc à l’aide d’un seuil appliqué
sur la densité locale de vecteurs d(s). Il est à noter qu’à l’instar de la détection
de mouvement, la détection d’occlusions peut être vue comme un problème de
reconnaissance de formes.
Malheureusement, comme l’ont fait remarquer Egnal et Wildes [57], la plupart
des méthodes d’estimation d’occlusions sont très sensibles au bruit ainsi qu’au
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manque de texture (voir figure f). En réponse à ces problèmes, au chapitre 2,
nous proposons une procédure de fusion permettant de réduire considérablement
l’effet du bruit et du manque de texture. Grâce à cette procédure de fusion, de
nombreux faux positifs et faux négatifs sont éliminés. Cette procédure de fusion est
conceptuellement simple, utilise au plus deux paramètres et peut être implémentée
sur une architecture parallèle afin de permettre des traitements en temps-réel.
0.2.4 Segmentation de mouvement
L’objectif de la segmentation de mouvement est de regrouper ensemble les sites
d’une scène ayant un déplacement uniforme. Tout algorithme de segmentation
de mouvement prend donc en entrée une séquence vidéo I constituée d’une série
d’images I définies sur une grille orthographique S. En sortie, l’algorithme retourne
à chaque temps t, un champ d’étiquettes de déplacement xt. Ce champ d’étiquettes
est constitué de sites prenant une valeur parmi l’ensemble F = {wi,w2, ...,wN} où
w est une étiquette de déplacement. Ici, une étiquette de déplacement Xt(5) indique
à laquelle des N classes de mouvement appartient le site s. Mathématiquement, le
champ d’étiquettes xt est la réalisation de la variable aléatoire X distribuée suivant
la densité de probabilité P(X). Ainsi, tous les sites étiquetés w ont un vecteur de
Tsukuba Ieft frame Carte docclusions (teste gauche-droite) Carte docclusions (teste dunicite)
FIG. f — De gauche à droite : une image de ta séquence TsuKuBA, une carte d’oc
ctusion obtenu par te test gauche-droite et une autre obtenue par te test d’unicité.
Les zones vertes montrent des faux négatifs et tes zones rouges des faux positifs.
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déplacement uniforme en vertu d’un modèle de déplacement prédéterminé A
—
(43)
où X8 est une matrice liée à la position du site s. Par exemple, dans le cas d’un




(1 i j 0 0 0 (44)
000 1 j i) a4
a5
a16
où (i,j) est la position euclidienne du site s sur la grille S, (ai;, an) sont les coeffi
cients de translation et (a2, a3, a5, a6) sont les coefficients de rotation, changement
d’échelle et cisaillement. La segmentation de mouvement est donc un processus
ayant pour but d’estimer un champ d’étiquettes ainsi que les paramètres de
mouvement tous deux initialement inconnus.
Il existe deux configurations classiques à la segmentation de mouvement. Le
première est une configuration avec données comptètes et la seconde avec données
incomptètes. Pour ces deux configurations, des processus de reconnaissance de
formes et de régression sont utilisées pour estimer conjointement Xt et A,.
Considérons tout d’abord la configuration avec données complètes. Pour cette
configuration, l’application dispose en entrée d’une séquence vidéo I ainsi que d’un
champ vectoriel V. Par conséquent, on cherche le rneitteur champ d’étiquettes Xt
ainsi que les meilleurs paramètres de mouvement À étant donnée I et V. On petit
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= arg max (45)P(I,V)
ou, sans perte de généralité,
argmaxP(I,Vx)P(x)
Xt
car P(I, V) ne dépend pas de Xt. Ici, P(I, Vx) est la densité de probabilité de
vraisemblance et P(xt) est la densité de probabilité a priori. En supposant que I,
V et Xt sont des champs markoviens, suivant le théorème d’Hamrnersley-Clifford
[71], P(I, VIx) et P(xt) sont des densités de probabilité gibbsiennes de la forme
exp(—U), où U est un terme d’énergie et ? est un facteur de normalisation. En






= argrninE(I(s),(s),x(s)) + I4/(x(s)) (48)
sS
où E(I(s), (s), Xt(S)) l’énergie de vraisemblance, W(x(s)) est l’énergie a priori
et /3 est une constante. Étant donnée que V et Xt sont liés suivant l’équation (44),
on peut modéliser l’énergie de vraisemblance par
E(It(s),(s),xt(s)) = (s)
- X5AI(5)ID. (49)
où est une fonction de coût, généralement quadratique [5, 31]. Comme cette
dernière équation ne dépend pas de l’image I, on la redéfinie par EQ(s),x(s))
pour alléger la notation. Pour ce qui est de l’énergie a priori W(x(s)), le modèle
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de Potts est fréquemment retenu [5]. Ce modèle possède la forme,
U(x(s)) = (1- (5(xt(s),xt(r))) (50)
où (5 est un delta de Kronecker et < r, s > est l’ensemble des cliques binaires
d’ordre deux. Comme en fait foi cette équation, le modèle de Potts est une fonction
qui compte le nombre de site r dans le voisinage de s dont l’étiquette Xt(T) est
différente de Xt(S). Ce modèle est donc identique au célèbre modèle d’Ising [141], à
la différence que Potts accepte un nombre arbitraire d’étiquettes N. En combinant
les équations (48), (49) et (50), on obtient que
= argrnin fJ(s) — XsÀxt(s)I2+/3 (1— (5(Xt(S),Xt(T)))
sCS . <r,t>E(v(s),xt(s))
W(xt(s))
Évidemment, cette équation ne peut être résolue directement car E((s), Xt(3))
dépend des vecteurs de paramètres A, vecteurs initialenient inconnus. Aussi, tel
un cercle vicieux, l’estimation de A ne peut se faire que si Xt est donnée. Par
conséquent, il faut utiliser un optimiseur qui sache estimer conjointement it et
X. L’approche classique la plus fréquemment retenue consiste à estimer Xt et A en
alternance [43,110]. Pour ce faire, on estime tout d’abord les paramètres À pour
chaque classe en fixant Xt. Par la suite, on estime X en fixant
.
et on répète
ces deux étapes jusqu’à convergence. Cette optimisation en deux temps peut se
faire à l’aide d’un estimateur déterministe [86,1101 ou stochastique [43] tel le recuit
simulé ou encore l’algorithme IViétropolis. Dans le cadre de cette thèse, nous avons
implémenté au Chapitre 2, l’algorithme du recuit simulé que voici
1. Initialiser et T = TKIAX.







Cette équation peut être résolue à l’aide d’une minimisation par moindres
carrés similaire à celle présentée à l’équation (19). Étant donné que À est
estimé sur la base des pixels étiquetés Xt(S) w, cette minimisation peut se




3. Pour chaque site s, calculer la probabilité d’appartenance à chaque classe
wi F
U(xt(s) =wI) = II1() -X5iLII2+3W(x(s))
sCS
P(xt(s)=wjII) = exP(_u(wiII))
et assigner une étiquette w E F à Xt(S) suivant la probabilité P(wI).
4. T = T x TauxDeflefroidissement
5. Reprendre les étapes 2, 3 et 4 jusqu’à ce que T atteigne la température TMIN.
Effectuer une segmentation de mouvement à l’aide de cet optimiseur requiert
donc l’emploi d’une régression par moindres carrés (étape 2) ainsi que d’une recon
naissance de formes de type maximum a posteriori (étape 3).
Considérons maintenant la configuration comportant des données incomplètes.
Dans ce cas, l’algorithme ne dispose en entrée que d’une séquence vidéo, le champ
vectoriel V étant inconnu au départ. Bien que l’objectif reste le même (estimer
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conjointernellt Xt et A Vw E P) la fonction de coût à minimiser est différente. En
raison de l’absence du champ vectoriel V, on ne peut utiliser l’équation (49) sans
modification. En supposant que I respecte l’hypothèse de la constance de l’illu
mination (27), en combinant l’équation générale du rnouvemellt (30) à l’équation
(43), la fonction d’énergie de vraisemblance peut être redéfinie comme suit [5]
E(It(s), Xt(S)) = VI tXsxt(s)] + 3ti. (52)
Suivant cette nouvelle formulation, l’estimation de À décrite à l’étape 2 du




De même, l’équatioll de l’énergie globale U(xt(s) wII) utilisée à l’étape 3,
doit être redéfinie comme suit,
U(x(s) wII) (vi tx] + I)2 + W(xs)).
sCS
Avec ces nouvelles fonctions d’énergie, le champ d’étiquettes xt ainsi que les pa
raniètres de mouvement A peuvent être estimés à l’aide des mêmes cinq étapes
de l’algorithme de recuit simulé.
Malgré leurs différences, ces deux approches ont un point en commun : ce sont
des approches dites à base d’énergie. Dans les deux cas, la probabilité de vrai
semblance P(I, VIx) est définie par l’exponentielle d’une fonction d’énergie ad
hoc, tirée des équations (49) et (52). 11 est cependant possible de segmenter une
séquence vidéo à l’aide d’une approche probabiliste. Par cette approche, on modélise
P(I, VIx) avec une «vraie» densité de probabilité telle ue gaussienne, une Student
ou une distribution binomiale par exemple [23, 130]. Cette approche probabiliste
est utilisée au chapitre 2 ainsi qu’au chapitre 4. Pour la segmentation probabiliste,
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nous supposons une configuration avec données complètes. Ainsi, on modélise la
distribution des vecteurs de chaque classe w à l’aide d’une densité de probabilité
P(I, iJ(s)w). En l’absence de toute connaissance a priori quant à la nature de la
distribution réelle des vecteurs de chaque classe, on modélise P(I, (s) jw) par une
loi gaussienne
P(I,(s)Iwj)
= 2IZj’/2 exp (_(s)
)T-1((s) (53)
où fl est le vecteur de déplacement moyen de la classe w et est la ma
trice de covariance. À noter que l’équation (53) émet implicitement l’hypothèse
que chaque classe suit un modèle de déplacement translationnel. Pour segmenter
une séquence vidéo à l’aide d’une approche probabiliste, deux algorithmes doivent
être implémentés : un algorithme d’estimation de paramètres et un algorithme
de segmentation. Comme son nom l’indique, le premier algorithme sert à estimer
les paramètres gaussiens ,Ei, et de chaque classe. Cette étape peut se faire à
l’aide d’un algorithme du type K-Moyennes, soft K-Moyennes, Estimation Maxi
mization (EM), Stocahstic Estimation Maximization (SEM), Iterative Conditional
Fie. 8 — Exempte des séquences vidéo KARL5HRuE, TAXI, TENNIS et TREv0R
WHITE segmentées à t’aide d’une approche probabitiste.
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Estimation (ICE) ou tout autre algorithme équivalent. Aux chapitres 2 et 4, nous
utilisoils l’algorithme ICE [1601 que nous illitialisons à l’aide de l’algorithme des
K-IVloyennes [231. À noter que 1’ICE est une version stochastique et Markovienne
du célèbre algorithme EM [130]. Une fois l’ensemble des paramètres /Z et es
timé, le champ d’étiquettes Xt peut être inféré à l’aide dil maximum a posteriori
de l’équation (46). Cette deuxième étape peut se faire à l’aide d’un optimiseur sto
chastique tel le recuit simulé [1411 ou encore un optimiseur déterministe tel l’ICM
de Besag [711. Ces deux algorithmes (ainsi que l’ICM et le K-Moyennes) seront
décrits plus précisément au chapitre 4.
Malgré les différences entre l’approche probabiliste et celles à base d’énergie, les
résultats obtenus sont visuellement très similaires. En fait, comme l’illustre la figure
8, le résultat d’une segrnellta.tion de mouvernellt comporte généralement des régions
floues engloballt plus ou moins bien les objets en mouvement. L’imprécision dans
les résultats est généralement causée par un manque local de texture (par exemple,
les taches noires sur la chemise de Trevor White à la figure 8) et par les gradients
spatiaux (VI) et temporels (8e’). Ell fait, comme ces deux opérateurs gradient sont
isotropiques, ils ont pour effet d’ajouter du flou dans la scène, un flou causant ces
halos autour des objets dans x.
Au chapitre 2, nous proposons un algorithme de fusion ayant pour objectif de
contraindre les régions du champ d’étiquettes Xt à épouser la forme des objets en
mouvemellt. Cette fusion prend en entrée deux champs d’étiquettes : Xt et r une
carte de régions contenant la forme des objets présents dans la scène. Ces champs
sont combinés via une follction de coût inspirée du modèle a priori de Potts. La
minimisation se fait à l’aide de l’algorithme déterministe 1CM.
0.2.5 Calculs temps réel
Les outils mathématiques issus de la théorie de l’apprentissage statistique ont
maintes fois fait leur preuve au cours des dernières décennies. Toutefois, ces derniers
ne sont pas toujours applicables, souvent en raison de la puissance de calcul qu’ils
requièrent parfois. Par exemple, la segmentation de mouvement telle que définie
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à la section 0.2.4, qu’elle soit probabiliste ou à ba.se d’énergie, exige plusieurs se
condes sinon plusieurs minutes pour inférer un seul champ d’étiquettes Xt. Par
conséquent, en raison de ces temps de calcul prohibitifs, les ingénieurs rechignent
à l’idée d’utiliser ces outils.
Afin de compenser pour ces limitations, au chapitre 4, nous démontrons com
ment des méthodes Markoviennes d’estimation de densité et de reconnaissance de
formes peuvent fonctionner en temps réel lorsqu’implémentées sur une architecture
parallèle. L’architecture retenue est celle disponible sur les cartes graphiques au
jourd’hui disponibles sur le marché, à savoir les Graphics Processor Units (GPU).
Nous nous concentrerons sur les méthodes de segmentation et d’apprentissage sta
tistiques appliquées à la stéréovision, à l’estimation de mouvement, à la segmen
tation de mouvement ainsi qu’à la segmentation de couleur. Tous les algorithmes
présentés utilisent le processeur de fragments du GPU ainsi que la mémoire tex
ture pour stocker les images à segmenter et les champs d’étiquettes. Les résultats
obtenus démontrent qu’il est possible d’atteindre des taux d’accélérations allant de
4 à 200 et ce, sans aptitude particulière en programmation de bas-niveau.
CHAPITRE 1
ESTIMATION DU FLUX OPTIQUE BASÉE SUR UNE
PROCÉDURE D’ÉVITEMENT DES CONTOURS
Article Optical-Flow Based on an Edge-Avoidance Procedure
Cet article a été accepté avec modifications mineures au journal Journal of
Computer Vision and Image Understanding comme l’indique la référence biblio
graphique.
P-M Jodoin M. Mignotte Optical-Flow Based on an Edge-Avoidance Procedure
Journal of Computer Vision and Image Understanding, accepté, 2006.
Cet article est présenté ici dans sa version originale.
Résumé
Dans ce chapitre, nous proposons une solution à deux problèmes classiques en
estimation de mouvement (1) la régularisation du flux à l’intérieur de régions
ayant un mouvement uniforme et (2) la préservation de contours bien définis au
tour des objets en mouvement. Pour ce faire, nous proposons une version modifiée
du célèbre algorithme de Lucas et Kanade (LK). Comme nous l’avons souligné
au chapitre précédent, cet algorithme fonctionne à l’aide d’une régression par la
somme de moindres carrés. Par conséquent, il réagit difficilement dans les régions
peu texturées ainsi que dans les régions dont le mouvement est discontinu. Plus
spécifiquement, dans les régions de mouvement discontinu, l’algorithme de LK a
tendance à brouiller les contours des objets en mouvement. La plupart des méthodes
cherchant à préserver des contours nets autour des objets en mouvement utilisent
différentes fonctions robustes afin de minimiser l’influence des valeurs extrêmes (les
outtiers en anglais). La méthode que nous proposons dans ce chapitre adopte une
nouvelle façon de gérer les valeurs extrêmes. Tout comme pour la méthode de Lucas
Kanade, notre approche estime le flux optique à l’aide d’une somme par moindre
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carrés. Toutefois, à l’aide d’une procédure non paramétrique nommée mean-shift,
les voisinages locaux sont décalés en direction des régions dont le mouvement est
plus vraisemblablement unimodal que multimodal. Cela a pour effet d’exclure les
outtiers des calculs. De plus, notre méthode régularise localement le champ vecto
riel à l’aide d’ull filtre covariant ayant pour effet de minimiser l’incertitude dans
les régions peu texturées. Les résultats obtenus avec notre méthode se comparent
avantageusement à ceux obtenus à l’aide d’autres méthodes fréquemment utilisées
dans le domaine du flux optique.
Abstract This paper presents a differential optical flow method which accounts
for two typical motion-estimation prohiems (1) ftow regularization within regions
of uniform motion while (2) preserving sharp edges near motion discontinhities i. e.,
where motion is multimodal by nature. The method proposed is a modified ver
sion of the well kllown Lucas Kanade (LK) algorithm. While many edge-preserving
strategies seek to minimize the effect of outtiers hy using a line process or robust
functions, our method takes a novel approach to solve the problem. Based on spe
cified assumptions, our method computes motion with a classical least-square fit
on a local neighborhood shifted away from where motion is likely to be mllltimo
dal. III this way, the inherent bias due to multiple motion around moving edges is
avoided instead of beillg compensated. This edge-avoidance procedure is based on
a non-parametric mean-shift algorithm that shifts the LK integration willdow away
from local sharp edges. Our method also locally regularizes motion hy performing
a fusion of local motion estimates. The regularization is doue with a covariance
filter that minimizes the effect of uncertainties due in part to noise and/or lack of
texture. Our method is compared with other edge-preserving methods on image
sequences representing varions challenges.
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1.1 Introduction
In the past 30 years, a numerous solutions have heen proposed to solve the op
tical fiow problem [13,64,70]. As observed by Barron et aï. [70], optical ftow tech
niques can 5e divided into families among which are the phase-based methods [39],
spectral-based methods [107], energy-based methods [17, 18, 115], Markovian me
thods [49, 54, 75]), and differential methods [21, 22, 62]. Choosing one approach
versus allother depends very mueh on the application and the nature of the ftow
to be estimated. For instance, a densely cluttered scene with different global mo
vements might he amenable to a spectral-hased rnethod, whereas a differentiai
method might be Setter suited for a scene exhibiting ohjects (such as cars for ins
tance) moving in front of a fixed background. These techniques are varions and
adapted to ail kinds of situations. However, most of them are expressed as global
optimization problems illvolving a data conservation constraint likelihood term and
spatiaï coherence constraint prior term (also cahled reguïarization term) [102].
The data conservation constraint is generally built upon the brightness constancy
assurnption which stipulates that the brightness of a single point remains constant
with time. This simple assumption is frequently used to develop simple optical fiow
methods that generate fairly good resuïts. However, as one rnight expect, the bright
ness collstancy assllmption is only valid for ideal noise-free scenes and thus alrnost
neyer holds exactly. Furthermore, due to lack of texture and occlusion, different
motions within a local area can Se indistinguishable even though only one is valid.
In other words, the brightness constancy assumption only partially constrains the
data leaving the problem iii-p osed since this assumption allows several solutions
as being “optimal”, although only one is objectively correct. This problem is well
documented and referred to as the apertuTe probïern [13, 102].
To obtaill accurate estimates, a spatiaï coherence constraint has to 5e added to
the first constraint. While sorne authors see this additional constraint as an inte
gration window [22, 51,87], others see it as a prior function [21, 75] modehing the
way motioll vectors should he chistributed in the final vector field. The choice of
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spatial constraint is often the key element differentiating one approach from ano
ther. Typically, these spatial constraints assume that motioll is locally uniform and
changes smoothly across regions of the scene. Unfortunately, this isotropic assump
tion is violated when a region spans a motion discontinuity [102,152]. As explained
by Black and Anandan [102], the spatial neighborhood must be large enough to
sufficiently constrain the solution but also small enough to avoid spanning multiple
motions.
Many popular motion estimation approaches were huilt upon these competing
constraints [21,22, 115], which often ignore the muttirnodal nature of motion nea.r
moving edges. As a resuit, the estimated motion is often imprecise and hlurry
in these areas. To gain more accuracy and better preserve motion discontinuities,
several solutions have been proposed. As mentioned by Thompson [152], the optical
flow literature proposes two broad families of solutions designed to preserve sharp
motion edges : the flow-based Jamity and the image-based famity.
Flow-based methods
The flow-based rnethods typically a.llow for mixed motion distributions nea.r
boundaries. in fact, these methocis assume that the imprecision around moving
edges is due to the presence of “outliers” pooling from a spatial neighborhood
and corrupting the final solution. Consequently, this family of solutions aim at
minimizing the influence of these undesired values.
Que popular way for dealing with outliers is to use a robust error function
that give a relative influence to outliers, preventing them from corrupting the fi
nal solution. Black and Anandan [101, 102] (followeci soon after by Qdohez and
Bouthemy [85]) were the flrst to explicitly use rohust fonctions to minimize the
effect of those measures violating the data conservation or the spatial coherence
constraint. They adapted their robust framework to two common motion estimation
techniques the recovery of multiple parametric motion models and the recovery
of piecewise-smooth flow flelds. IViore recently, Aubert et al. [56] presented a varia
tional techniqile whose convergence was carefully demonstrated. Their method is
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presented as a differential method sirnilar to Horn and Schunck [21] but with an
edge preserving regularization term and a haif-quadratic optimizer. Weickert [80]
also propose a variationnal technique implementing a robust isotropic regulariza
tion term. The use of such regularization term prevent the method from smoothing
CCTOSS motion discontinuity. Shortly after, Weickert and $chn5rr [82] proposed
another variational method that could 5e seen as an extension of Weickert’s tech
nique [80]. In their paper, they propose an anisotropic flow-driven regularization
technique which not only prevents from smoothing across ifow discontinuity, but
also encourages smoothing atong flow edges. This method implements a diffusion
tensor embedded in a diffusion-reaction system miniinized with a downhill search
technique. More recently, Brox et aÏ. [150] proposed a variational technique mini
mizing an energy function composed of three terms: a brightness consistency term,
a novel gradient constancy term and a robust spatio-ternporal smoothness term.
Another class of flow-hased optical ftow methods are those implementing a teast
median-of-squares technique. As opposed to the robust methods which minirnize
the influence of the outlying measures, these methods explicitely detect and reject
outiiers. The retained measures (called intiers) are then used to estimate the flow.
Bab-Hadiashar and Suter [3] and Ong and Spam; [50] proposed interesting wcrk in
that fleld.
Other flow-based methods consider motion vectors as “estimates” that are to
be fused together. During the fusion process, each estimate is given an importance
value which make it more or less influent locally. In this way, a region with a high
confidence will propagate more information than a region with a Iow confidence.
An early paper in that fleld has been published by Singh [17] in 1990. In this work,
Singh uses a multiresolution-two-step sum of squared differences (SSD) procedure
to help preserve flow discontinuity without anv prior knowledge on the location of
the boundary. In a first step, $ingh’s method estimates a variance-covariance matrix
based on a SSD measure over a correlation window. This matrix is then used as
a confidence measure to propagate the ftow using neighborhood information. More
recently, Comaniciu [36] presented a non-parametric fusion approach that appears
39
as an improvement of $ingh’s method [17]. Comaniciu’s method pre-estimates the
flow with a simple biased-least-squares method before locally fusing the motion
vectors with n mnÏtiscale rnean-shift procedure.
Let us also mention the work by farneback [58] in which 3D orientation tensors
are combined to affine parametric motion models for the estimation of the optical
fIow. Farneback shows that the fiindamental relations between the 3D orientation
tensors and optical motion makes lis method a good soliltion for qtnckly estimating
precise motion flelds. The author argue that this approach can 5e combined with
a region-growing segmentation algorithm to sharpen tIc resuits [58].
Image-Based Methods
The second class of edge-preserving optical flow methods are those which expli
citly try to locate motion discontinuities [152]. These methods often assume that e
flow boundary aiways corresponds to an intensity edge. Based on this assumption,
most image-hased methods make sure that measures gathered from opposite side of
an intensity edge neyer influence each other. In that perspective, several approaches
coping with motion discontinuities use the Markov Random Field (MRF) formu
lation inspired hy Geman and Geman’s work [141]. Most of these MRF methods
rely on a une process to estimate border locations and keep points from opposite
sides of the border from influencing each other [54, 75]. In particular, this is what
Black [99] does when le jointly estimates a motion vector fleld together with a
motion region map. To do so, this method niinimizes an energy-based Markovian
function made up of an intensity model, a border model and a motion model. Local
constraints on motion and intensity allow to preserve sharp flow discontinuities.
Other image-hased methods estimate motion based on a pre-estimated seg
mentation map. These methods make the underlying assumption that a motion
discontinuity cannot span a region of uniform intensity. In that perspective, a co
lor region map is pre-estimateci and the optical flow is computed within the color
regions. Among the flrst contribution in this area was the work hy fuI and Ma
ragos [26] who proposed a region-hased matching rnethod combined with n post
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processing median filtering. A few years later, Meyer and Bouthemy [55], Dang et
al. [153], and Black and Jepson [100] proposed methods to fit affine models within
pre-estimated regions of uniform intensity. In the latter paper, the rnethod has been
made iterative to better refine the fiow.
Many image-based variationnal techniques have also been proposed. These me
thods can be seen as extensions of the original Rom and $chnunk’s method [211.
These variational methods use a regularization term to srnooth out the fiow hased
on the image content. For instance, in their 1999 paper, Alvarez et at. [92] pro
posed a variational method that reduces its regularization in the vicinity of every
image edges. This is donc with a non-linear regularizer inversely proportional to the
image gradient. $uch an approach is sometimes reffereed to as an image-based iso
tropic variational approach [82]. Another class of variational techniques comprises
the image-based anisotropic methods [82]. These methods implement a regulariza
tion term that both prevents smoothing fiow across image edges and encourage
smoothing along image edges. Anisotropic image-based methods were proposed
by NageÏ-Enkelmann [65], Nagel [62], Schnfirr [28], and more recently, Alvarez et
aÏ. [93].
Our Method
In this paper, a modification to the welÏ known Lucas-Kanade (LK) algo
rithm [22] is proposed. The objective of our method is twofold (1) minimize
uncertainties (often caused by noise and tack of texture) hy strongly constraining
the fiow within regions of uniform movement while (2) preserving flow disconti
nuities around moving objects. Since our method is based on a least-squares fit
taud thus is sensitive to multimodal motion) the key idea is to avoid computing
fiow in areas where motion is likely to be multimodal. Following the same assump
tion made by most image-based methods, our approach assumes that every motion
boundary correspond to an intensity edge. More specifically, in areas near a strong
intensity gradient. our algorithrn computes motion with a neighhorhood window
shifted away from the nearest intensity edge. In this way, the fIow is computed
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over sections of the scene where motion is likely to fie unimodal. Our least-squares
fitting algorithm can thus preserve sharp motion houndaries by avoiding having
to deal with multiple motions. To our knowledge, such an avoidance procedure
has neyer been investigated before. Also, to better constrain the solution, our me
thod implements a fusion procedure similar to the fiow-based method proposed
by Singh [17]. This fusion procedure implements a covariance filter that locally
averages motion. In the experimental section, our method is compared with other
techniques whose purpose is also to preserve motion discontinuities. Results are
obtained after processing synthetic, realistic, and real sequences.
The remainder of this paper is organized as follows. Because our method is a
modified version of LK, an introduction of the LK rnethod [22] is first presented
in section 1.2. Section 1.3 then presents our modifications to LK, which illcludes
a covariance filter and an edge-avoidance procedure based oll the mean-shift [37]
algorithm. Section 1.5 then presents the optical ftow methods we compare our
method to. This section also includes resuits ohtained on varions synthetic, realistic
and real image sequences. Section 1.6 discusses our method and coilciudes.
1.2 Lucas-Kanade Motion Estimation
The Lucas-Kanade (LK) approach was first introduced as a least-squares fitting
method applied to stereovision [22]. However, its extension to motion estimation
is trivial and goes as follows. Let S = {s = (i,j)ji E [O,J\f[,j E [O,M[} denote a
2D lattice of size iV x M and I(s, t) the intensity of the site s aL time t. In our
implementation, I(s, t) takes a value betweell O and 255. Considering the brightness
constancy assumption and assuming that the velocity is locally linear, LK looks
for a vector field V { (u8,v8)s E S, é R} that minimizes the residual
quadratic error
E() [I(r,t)
— I(r+,t+ 1)]2, Vs eS (1.1)
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where ‘îj is a neighhorhood window of size 1V x N celltered on site s. E(f73) can 5e
reformulated based on its Taylor expansioll
E() [usIx+vsIy+IT]2 (1.2)
= [VIT + IT]2 (1.3)
rEj
where and
‘T are respectively the spatial and temporal derivatives over site r
at time t [5152]. As mentioned by Lucas and Kanade. this quadratic error function
can be minimized by setting its flrst derivative to zero: = 0 which formally
corresponds to
VI(VIf + ‘T) = 0 (1.4)
TE715
or, equivalently,
( Zr ‘y (11x =0. (1.5)\ Z1x1y ZrIy ) \\ ZJTy )
Altliough the assumption that velocity is locally linear is true in regions of
constant ftow, it can be a problem when N is large and/or when spans motion
discontinuities. Thus, to minimize the influence of outliers, many authors add a
weighting term W which gives more influence to constraints that are close of the
center of ‘îj. than those at the periphery [70]. This added term is mathematically
expressed as
t WrI Zr lrxy t Zr WrITIxI IVs+I (1.6)
Zr 114,. Z W,.
‘ ) \ Z 147,. ‘T’y )
wliere 14 typically contains Gaussian isotropic values. However, since the flow in
our method is aiready constrained by a fusion procedure (sec section 1.3), W is
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assigned spatial gradient data (Wr IVL.H2) in such a way that more influence is
given to those sites located in textured areas.
To simplify the notation, it is common to rewrite equation (1.6) as
(1.7)
where 1’vI is the 2 x 2 matrix in Eq.(1.6) and 5 is the 2D vector in the same
equation. following Eq.(1.7), the least-squares solution can be obtained after a
simple matrix inversion
= —M’b8. (1.8)
0f course, LK provides only a solution to those sites s S for which M8 is not
singular. This singularity problem has flrst been addressed hy Nagel [61] and then
by Barron ei aÏ. [70]. In the latter paper, a simple solution is proposed : reject every
unreliable estimate y8 for which the eigenvaÏues and ).2 of M8, are below a given
threshold r. Although this approach is intuitively acceptable, it allows flow flelds
of density much lower that 100% (35% for the Y0sEMITE sequence and 39% for
the TRANSEATING TREE sequence [70]). Other authors [36,51] proposed adding
bias to M8 to ensure is invertibility. Mathematically, this can he formulated as
(M8 +Id)+ 0 (1.9)
where ‘, is the identity matrix and may be a constant [36] or proportional to
the covariance of the noise [51]. In this paper, we use a bias that is different from
the one of Eq. (1.9). As shown in Algorithm 2, the bias we use is a small random
white noise added to the input image sequence. This noise adds a bias to the spatial
gradient (Ii, I) but cloesn’t affect the temporal gradient ‘T• Thus, our bias makes
M5 invertible everywhere without adding any significant error to tue resuits, as can
he seen in Fig.1.16 and 1.17.
Optical flow obtained with Eq. (1.8) (or Eq. (1.9)) is often considered as being
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the standard LK solution. In practice, however, to gaill more accuracy, it may be
good idea to implemellt a Newton-Raphson-like iterative version of this scheme [87].
Furthermore, to hetter cope with large dispiacements, we irnplemented LK in a
multiresolutioll framework.
Iterative LK
In this section, we present an iterative version of the traditional LK method,
primarily inspired of the work hy Bouguet [87] and Black and Anandan [102]. Let
i7 he the motion vector on site s after k-1 iterations and Ai7 the incremeiltal
motion vector computed during the kt iteration. Here, the goal is to estimate the
Ai that will hest minimize the residua.l error
= + i7 + t) — I(r, t + 1)]. (1.10)
TCI1s






where value I(r+, t) is computed with a hilinear interpolation. After k iterations,






As meutioned previously, a multiresolution framework is often a good solution to
deal with large dispiacements. Its is also a good solution to help regillarize the flow
in noisy and/or textureless areas. When implementing a multiresolution framework,
two pyramids hased on Itt) and I(t + 1) first need to be built. The process of
building an image pyramid is often refereed to as “image decimation” [5, 106].
In most pyramid representation, the original image (of size iV x M) appears at
the bottom of the pyramid, i.e. at level 0. The original image is first convoÏuted
by a low-pass filter and then decimated by a factor of two in each dimension.
The resulting image (of size .Af/2 x M/2) is then placed at the level 1 of the
pyrarnid. The same two operations are then applied to the image at level 1 to
produce the next iV/4 X M/4 pyramid level. This process is repeated up until
when the desired number of pyramid level is reached. In our application, as shown
in figure 1.1 (a), a 3 x 3 low-pass Bartlett ifiter [106] is used. This filter is also
called pyrarnidat or weighted average by some authors [139]. $ince each level 1L
has a size of JV/2L x M/2L, the pyramids eau have up to min[log2(.Af), log2(M)]
levels. However, our tests revealed that more than four levels does not provide any
major advantage, at least for those sequences we worked with for which motion
neyer exceeds 5 pixels.
Once the two input pyramids have heen computed, the ftow is estimated from
the highest level of the pyramid down to level 0. At each level, vector field VL is
iteratively estirnated with Eq. (1.13) after which it is projected down to level L
— 1.
The downscaling operation is done with a bilinear interpolation as illustrated in
Figure 1.1 (b). The iterative and multiresolution version of LK is presented in the





















— (a) The pyramid level 1L+1 is obtained after convoluting with h and
decirnating L by a factor 2 in each dimension. (b) When projecting a level L + 1 down
to level L, a simple bilinear interpolation method is used.
1.3 Our Method
The LX algorithrn is simple and generates fairly good resuits over a wide range
of real image sequences. hence its popularity. However, it is widely accepted that
its implementation suffers from two funclamental limitations. First, since Eq. (1.13)
(and (1.8)) do not model the inherent iincertainties caused by noise and low contrast
regions [51], the output vector field V may be locally inaccurate, especially if the
neighborhood is small. Second, the LX solution hardly takes account of multiple
motions and thus generates bhirry edges around moving objects. This is especially
true when LX is implemented with a multiresolution framework.
1.3.1 Dealing with Uncertainties
Several solutions are conceivable to alleviate the problem of uncertainties. While
some have adapted Eq. (1.13) to a prohabilistic framework [51] to account for noise,
others have replaced V by a piecewise-smooth vector field made up of parametric
models [31,73, 78]. Also, a variety of filters bas been proposed, from simple meclian
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Agorithm 1 : Multiresolutiori and Iterative LK Algorithm




Build a n-level pyrarnid for 1(t) and i(t + 1).
V4—0
For L = LeveÏMax to O do
compute I and I
For k = O to N do





If L >0 theri
— downscale VL
fliters [731 to more elaborate Kalman-like filters [18,36].
For our method, every vector is considered as an “estimate” that is to be
fused locally with its neighbors to yielcl a hetter resuit [36]. Assuming that has
a 2 x 2 covariance matrix G8 proportional to the variance of the noise, the vectors





where is a neighborhood window of size X x X around site s. Here, Gh1 can
he seen as a “confidence measure” that give more or less influence to an estimate .
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In this way, a vector with a large confidence will influence more than another
one with a srnaller confidence. Here, Cj is a 2 X 2 covariance matrix computed as
follows
c8 ( Zte(t — u)2 — Us)(Vt — v) (1.15)\ Zt(’ — Us)(Vt — u5) Zte(vt — u5)2 ) /A * A
where is a neighborhood window of size A x A around s and ‘7 (Ut, Vt).
This matrix is similar to the one proposed by Singh [171. Notice that such fusion
procedure is sometimes refereed to as a Best LineaT Unbiased Estimate (BLUE) by
some authors [36,163]. Combining Eq. (1.13) and (1.14), the iterative LK procedure
can be rewritten as
C’Qd + M-’). (1.16)
j E(
This scheme makes sense intuitively since it encourages fiow to propagate from
high-confidence regions (regions with low covariance) to regions of low-confldence.
To make sure G is invertihie, its eigenvalues are forced to be larger or equal to
0.001 (here in pixel-distance units). This is clone via a singiilar value decomposition.
0f course, for those applications for which processing time is a determining
factor, the fusion procedure of Eq.(1.16) may be replaced hy a simple, but fas
ter, Gaussian filtering. However, it should be understood that such filtering may
sometimes be prone to propagate erroneous flow.
1.3.2 Dealing with Multimodal Motion
As mentioned before, estimat.ing motion with an isotropic approach such as
LK often resuits in a flow with blurry edges, which explains why so nlany rohust
functions and anisotropic filters have been proposed so far. In this contribution,
the way multiple motion is handled is based on the following four assumptions
1. moving objects are textured enough to have their motion correctly estimated
by a differential method;
49
2. motion boundaries are close to sharp intensity edges
3. in regions containing no sharp intensity edge, motion is locally invariailt;
4. motion estimated away from flow discontinuities is reasonably accurate.
FIG. 1.2 — Synthetic motion returned by Eq. (1.13) veTsus thereal motion boundary.
The arrows point at three positions (s, p and c) for which V8 V and V8 V.
From these four assumptions (that are generaliy accepted in the literature
[102, 1521) a fundamental observation can be made: two close sites, that are not se
parated by an intensity edge tend to have similar motion vectors. To illustrate this
assertion, let us take the three sites s,p and e shown in Figure 1.2. Each of these
sites lias a truc motion vector
, i. and i3’ that are to be estimated by an optical
fiow method (here LK). $ince Eq. (1.13) includes no edge information, a vector i5
computed with the standard LK approacli will be corrupted by the dual nature
of the motion around s. In other words, because fÎ (and f) is estimated witli a
neighborhood window of size N X N, the bimodal nature of motion around site s
xviii locally bias the flow. Since s is a close neighbor of e, i7 iJ whereas V8
hence the blurry contour. As a consequence, ,fiow estimated with a least-squares-fit
method close to a sharp intensity edge is ÏikeÏy to be corrupted by muttipte motions.
Also, with the above four assumptions, it may he assumeci (without prior infor
mation on the true nature of the flow) that and i3 i3,. In fact, because
Motion from LucasKanade
—
— Real motion at time Inten tty
—. — . — .
— Image intensity at time t
—. Image intensity at time t-1 and t+]
Intensity edge
‘V is the true vector field whereas u is the one estirnated by LK.
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rio intensity edge separates s and p, motion has to change smoothly hetween these
neiglibors and thus ‘3 i. Similarly, since s and c are separated by a sharp inten
sity edge, it cannot be assumed that V
= ‘,
hence why ‘i3 V. 0f course, there
are many cases for which two close sites separated hy an intensity edge have the
same motion ta background made of stationary objects would 5e a good example).
Thus, the conclusion that can 5e derived from the previous four assumptions is
that site s and c are Ïikely (flot necessarily) to have different motion.
From these observations, it may be inferred that
1. when two neighbors s and p are not separated by an intensity edge and s is




words, a motion vector estimated away from a strong intensity edge is more
likely to be accurate;
2. when the distance between a site p and the closest motion boundary is larger
than N (N being the size of 77e), then iY V (a similar conclusion was
already stated by Thompson in [152]).
Consequently, to flght against the influence of multiple motions and thris keep sharp






where N denotes the LK window size (sec Eq.(1.1)). Here, V(.) denotes the distance
to the nearest intensity edge andp is a neighhor of site s located furtlier away from
that same edge (sec Fig. 1.3). The latter equations may be understood as foÏlows
when s is close to an intensity edge, i7 estimated with the standard LIK approach
is likely to be corrupted by multiple motions. It is thus preferable to compute i7.
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with a neighborhood window ij, shifted away from the nearest intensity edges. In
this way, ‘i78 is computed with a neighhorhood that is more likely to contain an
unimoda motion.
As mentioned previously, in real-life scenarios, many strong edges may not cor
respond to a motion discontinuity. In these cases, estimating the How with Eq.(1.1Z)
could seem, at flrst glance, to 5e a source of error. Fortunately though, when an
intensity edge do not correspond to a motion discontinuity, this means that s and
p are located in an area of uniform motion. Thus, since s and p are neighbors,
motion is likely to be nearly constant between them in such a way that i
Also, the fusion procedure of Eq.(1.17) helps significantly constrain the flow and
thus reduce, if not prevent, error propagation.
1.3.3 Mean-Shift
As shown in Eq. (1.18), when V(s) < N, is computed over a neighboring site
p, located further away from the nearest intensity edge. In this way, i78 will 5e less
likely to 5e corrupted hy multiple motion. From section 1.3.2’s four assumptions,
a good site p must respect the following two criteria
1. p must 5e a neighbor of site s with V(p) V(s) (assumptions 2 and 4).
2. IIVItp,t)PI O (assumptions 3).
from these criteria, we found that the mean-shifi procedure [371 offers an ap
propriate strategy to determine p given s and 1(t). Mean-shift is a simple iterative
nonparametric estimator of density gradient that was flrst introduced by fukunaga
and Hostetier [881 and adapted to imagery by Comaniciu and IVleer [37]. Mean-shift
is based on the niultivariate kernel density estimate
J() = lK(X_Xi) (1.19)
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where K(.) is a kernel of radius h and is a set of n points of dimension
U. With this density estimate, the density gradient can be expressed as
VJ(x) = (1.20)
where, as suggested by Comaniciu and Meer [37J, K(.) can be replaced by the
Epanechnikov kernel. With such a kernel, the last equation cari be redefined as
nVf(x) = (1.21)
n(h Cd) h
where Mh(x) is called tire sample mean-shzft, i.e.,
Mh(x) = - x) (1.22)
xaSh(x)
where $h(x) is a hypersphere of radius h centered on x and containing n points.
IVIean-shift is thus a fairiy simple iterative algorithm performing the following ope-
rations.
For a given point xj in a d-climensional space
1. compute the sample mean-shift Mh(x);
2. translate the hypersphere $h(xJ) by JlÏh(xj);
3. repeat steps 1 and 2 until convergence.
When using mean-shift to filter an image, the iterative procedure is applied on
data x located in a so-called spatial-range domain. Tire spatial domain refers to the
2D space of lattice $ while the range domain refers to the pixel color/intensity level.
In this context, cadi site s e $ is associated with a point x in a d-dirnensional
spatial-range domain. Here, tic first two dimensions of x3 correspond to the I x J
spatial Euclidian coordinates while the other dimensions correspond to tic intensity
(or color) observed over site s. Thus, U is aiways set to 5 (i,j, Red3, Green3, Bine3)
for color images and to 3 (i, j, Intensity3) for grayscale images. After successive
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mean-shift iterations, the hypervolume 3h is shifted from its initial location x3 to
a final position x, where the local gradient is nuli. We define the mean-shifi vector
as vector P3 linking site s to site p : p s + P8. This last relation is the one vie
have chosen to use in Eq. (1.18). By the very nature of mean-shift, p is aiways
located further away from the nearest intensity edge than s and IjVf(x)H O.
Also, in general, the stronger the intensity gradient is around site s, the larger
P3 will be. These are the reasons why we consider that mean-shift meets the two
criteria presented at the beginning of this section. To make sure p is a neighbor
of s, the length of P8 is clamped to a maximum value : ii8 = min(HP3I!, N).
The reason why the mean-shift vector length is limited to N can be understand
as follows. As illustrated in Figure 2 and mentioned in the second observation of
section 3.2, a pixel located at a distance N of the nearest edge is less likely to
be corrupted by multiple motion. On the other hand, a motion vector ‘i77, estimated
with a window located too far away from its original pixel s will violate the first
observation of section 3.2. Therefore, by making sure the mean-shift dispiacement
is hmited to N, both observations are being respected.
For more details on mean-shift, please refer to [37].
Fig. 1.3 shows a mean-shift vector field P with vectors linking site s to site p. As
can be seen, the doser to the edge a site s is, the larger the rnean-shift dispiacement
is.
1.4 Other methods implemented
In section 1.5, the proposed method is cornpared with eight other optical fiow
methods whose objective is to preserve sharp motion discontinuities (except for
Rom and $chunck). In this section, we review in detail these methods and underline
how they were implernented numerically.
Horn and Schunck We have compared our method with differential optical flow
methods among which some seek to preserve sharp discontinuities. Ah differential
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Algorithm 2 : Onr Method Processing one Pyramid Level
1(t) Image at time t
IVIean-shift vector
V 1/prev Vector flelds
Variance-covariance matrix of site
s.
Nt Noise Level
P ÷— Apply meall-shift on 1(t)
for each site s E $ do
md — random value between O and Nt
I(s, t), I(s, t+1) += md





/* Motion Estimation */
for each site s $ do




Compute C,Vs e $




while j V — > accuracy threshold
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methods we have implemented are based on the data conservation constraint
Iu+Iv+I1=O (1.23)
where I and I are the spatial derivatives, ‘T the temporal derivative and (u, y)
the horizontal anci vertical image velocity at a site s e S. Because this formulation
involves one equation and two unknowns, it admits an infinite number of solutions.
As mentioned previously, the standard solution for handling this ill-posed problem
is to add a spatial coherence term E8 whose essential role is to constrain the
solution. One common formulation of E5 is the membrane modet proposed by
Horn and Schunck [211
—* Mean shifi vector ([)
neighborhood
FIG. 1.3 — Zoom on a frame of CLAIRE sequence. Every vector shows the estimated
mean-shift displacement between a site s and a site p.
= IVuH2 + HVvH2 (1.24)
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or, when considering the discrete version of V,
E8() = [(u
— u)2 + (v — y8)2] (1.25)
rÇ
where Ç8 contains the four neighbors of size s. In this context, the energy function
E(’J), to be minimized at every site s E S, is represented by
E() = (Iu + Iv + IT)2 + [(u — u)2 + (v
— v3)21 (1.26)
rEÇ5
where c is a constant giving more or less importance to the spatial constraint. With
the Euler-Lagrange equations, the underlying computation in Eq. (1.26) reduces to









j YV T (1.28)y 2+p+I2
where (, ) is the local mean of the four nearest neighbors s. In our implementation,
a total of 1000 iterations is used and c is set between 5 and 30 depending on the
sequence.
Black and Anandan It is well known that the quadratic functions of Eq. (1.26)
give an overwhelming importance to outliers which is a major cause of blurry edges.
The first to propose a robnst formulation of Eq. (1.26) was the pioncer work by
Black and Anandan [102]. The robust gradient-based formulation they proposed
has the following form
E() = p(Iju + IyV + ‘T, un) + {P(T — ‘u5, us) + p(Vr — u3, us)]
rEÇ5
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where, in our implementation, the importance function is p is the Lorentzian func
tion [102]
p(x, u) = log(1 + 1(x)2) (1.29)
As suggested by Black and Anandan, E(iJ) can be minimized with a multiresolution
Successive Over-Relaxation rnethod with a fixed number of iterations (twenty in our
case) on each level of the pyramid. Following Black and Anandan recommendations,
the values of D and s are also lowered according to an annealing schedule [102].
This schedule comprises six stages for which D and u,9 vary respectively from
18/iJ’ to 5/v and 3/V to 0.03/V’. The variable was set to 0.2.
Image-based Isotropic Regularization Although Horn and Schunck’s method
enjoys a great deal of popularity and is stiil frequently used, as mentioned previously
its “hiind” quadratic regularizer E5 is well known to blur-out motion discontinui
ties. Consequently, variational methods with a different regularization term have
been proposed to better preserve flow in these areas. A survey of some of these
methods lias been published by Weickert and Schnôrr [82].
One such rnethod we have implemented uses an image-based robust isotropic
regularization factor similar to the one proposed by Alvarez et aï. [92]
(HVIH2)(IIVuII2 + IVv2). (1.30)
The goal of this regularizatioll function is to strongly regularize flow in textu
reless areas and reduce smoothing at image boundaries. Since P(•) is a decreasing
and strictly positive function, the Charbonnier function lias been implemented
1/J1 + s2/À2. In this way, as opposed to Horn and $chunck’s method
which uniformly regularizes the flow, the ‘I’ function prevent Alvarez’ method from
smoothing accross an image edge. In other words, in the vicinity of an image edge
(i.e. where VI is large) the influence of the prior function is signiflcantly
reduced. This makes the method less prone to smooth out tue ftow where a motion
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cliScontillllity is Iikely to be.
As mentioned by Alvarez et aï. [92], following the Euler-Lagrange equations,
the to-be-optimized optical flow (u, y) must satisfy the following diffusion-reaction
system at its steady state (i.e., k —* oo)
= div((jIVIjl2)Vu) — I(Iu + Iv + IT) (1.31)
div((IIVII2)Vv)
— 4(Iu + Iv + IT). (1.32)
where k denotes an artificial evolution parameter that should not be confused with
time parameter t of the image sequence. This system eau be solved with a modified
explicit scheme whose nilmencal structure is given by
[k+i] — [kJu u
= I(Iu1 + Ie[kÏ + IT) — A(u[k],v[k1) (1.33)
where A(uk) is the numerical approximation of div(ci’(IIVIII2)Vu), k is the itera
tion index and T is the optimization time step (flot to confuse with the time step T)
that we set to 0.25. Ibis optimization scheme was taken in Weickert and Schni5rr’s
2001 paper [821 and will also be used for the implementation of the Fïow-based
Isotropic method and the Ftow-based Anisotropic method. Here, a total of 1000 ite
rations is llsed together with c set between 100 and 400 and .) between 0.5 and 10.
Variables c and À are manually adjusteci to each video sequenee. Notice that u is
optimized in similar way.
Image-based Anisotropic Regularization The anisotropie image-based va
national method we have implemented is the one proposed hy Nagel and Enkel
marin [62,65] which uses second-order spatial derivatives to constrain the flow. The
key idea of their method is the use of an “oriented smoothness” constraint that
suppresses smoothing aeross image edges while encouraging smoothing along image
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edges. The energy function their method minirnizes lias the following shape [62,70]
E() = (Iu + Iv + ‘T)2 + ù2tr((ViJ)TW(ViY)) (1.34)
with
1 t I+7 II (1.35)
I+7)
where ‘y and a are two constants set between 2 and 5 depending on the nature
of the fiow to be estimat.ed and “tr” is the trace operator. This functional may
5e minimized by a Gauss-$eidel optimizer as explained in [62, 70]. Ail details of
our implementatioll have been taken from Appendix A of Barron et al. ‘s technical
report [69]. However, in contrast to what Barron et aÏ. [70] suggested, a fixed
number of 500 iterations lias been used.
Flow-based Isotropic Regularization Allother killd of modification to Rom
and $chunck’s variational model leads to the so-called “fiow-based” methods [56,80,
82,83, 129]. These isotropic fiow-based methods are implemented on top of a robust
regularizer that reduces the inftuellce of outhers. The method we have impiernented
is similar to the mie proposed by Weickert [80] and to the -D version of Weickert
and $chnôrr [83] spatio-temporal method. For this method, the energy functional
to 5e mmimized is expressed as
E(u,v) = (Iu + Iv + IT)2 + (IIVuIP2 + IIVvH2) (1.36)
where I’(.) is a robust function. In this way, this fiow-based isotropic method stron
gly regularizes the fiow in areas where IVuII2 and 11Vv112 are small and reduce re
gillarization where jVuII2 and/or VvjI2 is strong, i.e. in the vicinity of a motion
discontinllity.
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The gradient descent of this functional leads to the reaction-diffusion system
= V(’(IIVlLII2 + IIVvJI2)Vu) — + Iv + IT) (1.37)
V(’(HVltjj2 + IVvI j2)Vv) — + Iv + IT) (1.38)
where hIII(s2) is the derivative of If(s2) (with respect to s2) that we set equal to
2 as suggested by Weickert [80]. As is the case for the image-based isotrov(1 /?)
pic method. we resort to a modified-expÏicit scheme [83] to perform the gradient
descent. A total number of 1000 iterations is used, with ) set between 0.01 and 0.1
and c = 300.
Flow-based Anisotropic Regularization Flow-based anisotropic regulariza
tion motion estimaton methods are similar to the anisotropic image-based methods
previously introduced. The ftow-based anisotropic methods encourage regulariza
tion atong flow discontinuities while discouraging regularization acToss flow dis
continuities [81,82, 134]. This family of methods is thus clearly different from the
Flow-based isotropic methods which only prevent smoothing across motion discon
tinuity. The anisotropic method we have implemented was taken from Weickert
and Schnôrr [82] which minimizes the following functional:
E(u, y) = (Iu + Ie + ‘T)2 + c tr I’(VuV’uT + VvVvT) (1.39)
where ‘I’() is a robust function. Using the Euler-Lagrange theorem, the gradient
descent of this functional leads to the reaction-diffusion system [82]
= (IxU + Iv + I) + div(’(J)Vu) (1.40)
= (Iu + iv + IT) + cliv(+’(J)Vv) (1.41)
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where
J = VuVu + VvVvT (1.42)
and
= ‘(u1)flf + ‘(02)[t2 (1.43)





The optimization is performed through a modified-explicity(l+s /
scheme [83] together with a total of 1000 iterations. The variable ,\ is set between
0.01 and 0.1 and a between to 100 and 500. As is the case for the other methods,
these values are adjusted according to the nature of the fiow to be estimated.
Combined Local-Global Method The traditional Lucas-Kanade method which
estirnates fiow with a simple matrix inversion (see Eq.(1.8)) is clearly a local ap
proach siilce it provides no means to propagate ftow. However, a basic iterative
scheme such as the one of Algorithm 1, or a more elahorate one such as the one
we propose in Algorithm 2, can allow a LK-based inethod to propagate flow. Thus,
we believe that our method shollld he compared with a recently-published method
which explicitly combines the Lucas-Kanade and Rom and $chunck method into
a synthetic “local-global” method [61. Using the notations
= (us,vs,1)T
= IIvuII + 11vv8112
V31 = (IX,IY,IT)
J(V3I) = W * (VIVIT) (1.44)
where W is a Gaussian kernel with standard deviation p and J(V3I) is a stucture








functionals can be respectively expressed as
ELI<Qw) = ‘ïJTJ(V3I)ii (1.45)
EHs() = fTJo(V3I)+ VwH2dxdy. (1.46)
where J0(V31) is a structure tensor with a zero standard deviation. A local-global
energy function can thus be obtained by simply replacing J0(V31) by J(V3I) with
p>O:
EHsK()
= f fiTJ(V3I) + Vw)2dxdy. (1.47)
As cari be seen, EHSLN implements two spatial coherence constraints : an integration
window (flrst term) and a prior function (second term). These two constants impli
citly compensate for their mutual limitations and thus generate a better constrai
ned flow. The authors argue that more accurate resuits can be obtained with a
non-quadratic variation of ELKHS whose formulation is as follows
= f 1(TJ(V3I)) + 2(IIVw2)dxdy (1.48)
wliere xI1(s2) and F2(s2) are non-quadratic rohust functions. Ail resuits reported
in this section with the subscript “H$IK” have been obtained after minimizing
Eq.(1.48). As mentioned by the authors, the Euler-Lagrange equations of EHsK
are given by
O div((IjV3wH2)Vu)
—(‘J(V3I))(W11u + W12v + W13)
O div((IIV3wI2)Vv)
+ W22v + W23)
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where W, is a component of the structure tensor J(V3I). In our implementation,
= 1 and the vector fleld u is computed with a Successive Over
Relaxation optirnization scherne [6]. The number of iterations is set to 1000 and
variables ) and )‘2 are assigned values ranging between 0.05 and 0.005, depending
on the nature of the scene.
Bruhn et aï. [6] stipulate that the method can he made “3D” through the use
of spatio-temporal filters. Although this modification may help better estimate
motion, to make the comparison fair for the other methods implemented in a “2-
D” style, we have implemented what Bruhn et aï. cal1 the non-qnadratic 2D energy
function (here Eq. (1.48)).
1.5 Resuits
In this section, an extensive set of resuits obtained with our method and the
ones introduced iII the previous section are presented. These resuits have been
ohtained 011 synthetic, realistic, and real sequences. For those sequerices with a
groundtruth vector field, two angular error metrics taken from Barron et aï. [70]
are used to provide a quantitative measure of quality. For the ones with unknown
groundtruth, vector fields snapshots are provided.
Setup artd Implementation Details
In order to correctly gauge performance, every optic ftow method were impie
mellted in a similar matter. They share the same spatial and temporal gradient
function, the same multiresolution framework and they process video sequences
that were pre-filtered by the same low-pass spatio-temporal filter. In fact, all image
sequeces presented in this paper have been pre-filtered by a spatio-temporal Gaus
sian filter. For each sequence, the spatial standard deviation of the filter is set to
1.5 whereas, the temporal standard deviation is set to 1.5 for sequences Y0SE-
MITE, TRANSLATION TREE, DIvERGENcE TREE, CARS OVER PARK, FL0wER,
and MOM AND DAuGETER and to 0.5 for sequences R0TATING BONSAI, PAR
TI-IENON, TRANsLATING Si-lAPES, CLAIRE,TAxI, and KARLSRuHE. The spatial
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derivatives in x and y used by every method is approximated with a central diffe
rence. As for the temporal derivative, a simple two-frame difference is used through
every sequence.
Since our method is built upon a multiresolution framework, to make the com
parison fair for every approach, each method has also been implemented in a miii
tiresolution fashion. Here, the multiresolution framework is the same for every
method : the coarse-scale solution obtained at level L serves as initial data for
estimating the ftow at the level L
— 1. The reader should 5e aware that the number
of pyramid levels is a fundamental issue when estimatung motion. For instance, we
observed that for scenes with global motion such as Yosemite or the Translatung
tTee sequence, a high pyramid with many levels improves estimation of the ftow. On
the other hand, scees with local motion, i.e., motion with small-scale details such
as the Taxi or the Bonsai sequences for illstance, a pyramid implementation with
fewer levels is preferable. For these reasons, the number of pyramid levels used by
each method has been manually adjusted to each sequence. Typically, the number
of levels is set between 1 and 3 for each method.
$ince a ulliform implementation framework is used for every method, some
resuits reported in this paper differ slightly from those previously reported in other
papers. For instance, our implemeiltation of Horn and $chunck’s method produces,
for the Yosemite sequence, an average angular error of 7.35 as opposed to 11.26 in
Barron et aÏ. [70]. This is maunly due to the fact that our implementation of HS
has been made multiresolution.
Also, when we implemented these methods, we first used the parameter sets
provided hy the authors. However, we came to realize that these parameters are not
well suiteci for every sequences. For instance, the reguiarization term of the Rom
and $chunck method lleeds to 5e large when estimating a “global” optical flow (i.e.
a vector field with littie or no motion discontinuities) such as the TRANSLATING
TREE,the DIVERGING TREE and the Y0SEMITE SEQUENCES. Indeed, wheii a is
large, t.he fiow diffusion is maximal and regions with littie or no texture can be
compensated by a strong regularization. On the other hand, using a large c value
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on “local” sequences such as KARLSRUHE ,TAXI and the MOVING SHAPES, has
the effect of over-regularizing the flow and thus generate “super-blurry” motion
fields. Thus, for those local secluences, a smaller c value is better suited. In other
words, a good set of parameters for a global sequence is not necessarely appropriate
for a local sequence. Thus, to fairly compare the methods together, we beleive
that the parameters of every method need to 5e adjusted to the content of the
sequence. Using only one parameter set per method would be harmful for most
methods. Unfortunately, since most original papers do not provide a parameter set
for local and global sequences, we had to heuristically adjust it. Consequently, the
parameters were optimized to obtain the best resuits based on the content of the
scene.
Let us also mention that since processing speed is not the core of this paper,
large number of iterations (sometimes much greated than necessary) bas been given
to every method. This is to make sure that every method converge towards a stable
solution. In most cases, the specific number of iterations bas heen taken from the
original papers and slightly increased in some cases.
For our method, X = A = N = 9 or 112 (for Algorithm 1, N {7, 9, 11})
and the noise level bias (variable Nt in Algorithm 2) between 2.0 and 5.0 for every
sequence.
Notice that the noise level has also been used in the implementation of Algo
rithm 1 to make sure LK always produces vector fields of 100% density. In fact,
the Algorithm Ï is identical to our method exept for the edge-avoidance procedure
and the fusion procedure (Eq. (1.16)). In this way, the resuits clearly illustrate the
difference between ollr rnethod and the traditionnal iterative LK algorithm. Also,
as shown in Algorithm 2, our method requires tliat the covariance matrix C’ 5e
computed for each s E $ at each optimization iteration. However, we observed em
pirically that computing C only once at the first iteration and reusing it afterward
cloes not significantly reduce the quality of the resuits. In this way, C is estimated
2X is the fusion window haif-size iii Eq.(1.14) and A is the window haif-size used to compute




FIG. 1.4 Synthetic sequences.(a) Y0sEMITE WITH SKY (b) Y0sEMITE WITHOUT SKY
and (c) the SHAPES sequence.
once at every scale of the pyramid. We thus adopted that strategy as a means to
save processing time.
The number of iterations for Algorithm 1 a.nd 2 is set to three wliereas the
number of mean shift iterations is set to four. For eacli example, the radius of the
mean-shift hypervolume $h(x) is set to N in the spatial domain and to 10 in the
range domain. Notice that ail ftow fields presented in this section have a density of
100%O.
1.5.1 Metrics
As mentioned before, three kinds of sequences are used to compare the methods:
synthetic, realistic and reai sequences. Whiie synthetic sequences are cornposed of
pure computer-generated images, realistic sequences are made up of real-world
images with simulated motion. Both synthetic and realistic sequences corne with
a groundtruth vector field which rnakes it possible to quantitatively compare the




metric to evaluate the distance between the ground truth vector field Y and the





where alld i3 are normalized 3D vectors
=
Because our method
is meant to preserve sharp discontinuities, the metric was also implemented on
vectors loca.ted at a distance lower or equal than 10 pixels from a motion edge. i.e.,
— 1e
PE




where V3 is the distance in pixels between site s and the nearest motion edge. This
metrics is used to evaluate how accurate the optical flow algorithms are near ftow
Fia. 1.5 — Realistic sequences. (a) TRANsLATING TREE (b) DIvERGING TREE (e) Ro
TATING BONSAI (d) CARs OVER PARK and (e) PARTHEN0N.
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discontinuities. The resuits are also presented in terms of the standard deviation
and
IIi
= y iV x M (arccos(i7i7) —sES
=







We have compared the 9 methods over t.hree synthetic sequences, namely Yo
SEMITE WITH SKY, Y05EMITE WITHOUT SKY, and TRANsLATING SHAPES. Notice
that in the case of the Y0sEMITE WITH SKY sequence, although the first version of
the ground truth file had a sky with a transiational velocity of 1.0, we used the more
recent one with a velocity of 2.0. The two Y0sEMITE sequences were taken from
Barron et al. [70] ancl Micheal BÏack’s web site (http ://www.cs.brown.edu/people/black/)
while the TRAN5LATING SHAPES sequence was computer generated. The latter se
quence exhihits two arbitrary shapes runhing horizontally in front of a uniform
-
FIG. 1.6 — Real sequences. (a) CLAIRE (b) KARLsRuHE (c) M0M AND DAUGHTER (d)
TAxI and (e) FL0wER.
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background. The three sequences are showu in Fig. 1.4 and the quantitative resuits
are presented in Tables 1, 2 and 3. The results for the TRANsLATING SHAPEs
sequence are also plotted in Fig. 1.7. In this figure, the first row presents the ma
gnitude of the estimated vector field (in red) overlapped with a time frame. These
images (as well as the zoom on the vector field) illustrate visually how precise each
method is on that sequence.
Notice that for these three synthetic sequences, our method generates resuits
that are at least, if not more precise than the ones produced by the other me
thods. This is especially true near the motion edges of the TRANsLATING SHAPEs
b b)
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FIG. 1.8 — Resuits for the CARS OVER PARR sequence. The red channel contains the
magnitude of the vectors pointing upward and the blue channel contains the magnitude




The methods were also tested over the five realistic sequences presented in Fig.
1.5. The first two are the famous TRANSLATING TREE and DIVERGING TREE
sequences [70] for which motion is global with no discontinuities. The other three
sequences were computer generated with real images. For the CARS OVER PARI
sequence, four cars (cropped from the KARL5RuHE sequence) are pasted on top of
a picture of Central Park. The four cars move iipward while the background is dia
gonally shifted toward the lower left corner. For the ROTATING B0NsAI sequence,
an image of a bonsai ta small tree in a pot) rotates in front of a flat motionless
background. The last realistic sequence is the PARTREN0N sequence for which an
‘ 4.
FIG. 1.9 — Resuits for the ROTATING B0NsAI sequence.
Ground truth
FIG. 1.10 — Resuits for the PARTHEN0N sequence.
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image 0f the Parthenon is plotted in front of an image of Florence’s Duomo. In this
sequence, the Parthenon moves horizontally toward the right whereas the back
ground has a counterclockwise rotation. The reason why we picked these sequences
was to illustrate how good our method is with sequences having different amounts
of texture.
Quantitative resuits for the realistic sequences are presented in Tables 4 to 8.
As we did for the synthetic TRANsLATING SHAPEs sequence, the magnitude of the
estimated vector fields have been overïapped with a time frame to illustrate how


























































































































































































































































































































































































































































































and 2.10. Exept for the DIVERGING TRFE sequence, our approach appears to be
either the best or the second best method according to both quantitative measures.
This is true whether the moving objects have a transiational (CARS OVER PARK)
or a rotationa.1 motion (ROTATING BONSAI). Even on highly textured scenes, i.e.
scenes for which most strong color/intensity edges do not correspond to a motion
discontinuity, the resuits suggest that our method is as good, if not better, than
the other ones.
1.5.4 Real Sequences
As shown in Fig. 1.6, five well known image sequences have been used to com
pare the methods. These sequerices are CLAIRE, KARLsRuHE, M0M AND DAuGH
FiG. 1.12 — Resuits for the TAXI sequence.
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TER, TAxI, and FL0wER. Qualitative resuits are presented in Fig. 1.11 to L15.
1.6 Discussion
The resuits presented in the previous section demonstrate that our method is
competitive on ail kinds on sequences. This includes sequences with global motion
(YOSEMITE with and without sky, TRANsLATING and DIvERGING tree) and lo
cal motion (KARsHRuE, TAxI, TRANsLATINC SHAPEs and B0N5AI). Our method
also shows good performance in estimating transiating motion, rotating motion and
diverging motion. Our method works weil over sequences exhibiting large textu
reiess backgrounds (B0N5AI, TRANsLATING SHAPEs, and CLAIRE) and on more
highiy textured sequences (PARTHEN0N, Y0sEMITE, and FL0wER). These resuits
FIG. 1.13












— Resuits for the KARLsRUHE sequence.
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TAB. 1.1 — Resutts : Y0sEMITE sequence with sky.
Technique bE 0ibE ?/‘ O
Horn and $chunck 7.35 9.77
——
——























TAB. 1.2 — ResuÏts : Y0sEMITE sequence withont sky.
Technique bE 0bE









































illustrates the fact that the combination of a fusion procedure (eq. (1.14)) and
an edge avoidance procedure makes the method efficient on various sequences re
presenting different challenges. While the mean-shift-based avoidance procedure
preserves sharp motion boundaries, the covariance filter smooths out the vector
field and thus minimizes errors dile to lack of texture, occlusion and noise. More
specifically, the fact that our method relies on the assumpt ion that image and mo
tion boundaries coincide rnight suggest that our rnethod is error-prone in regions
where the number of motion boundaries is larger than the number of image edges
(such as in Y0sEMITE, TRANsLATING and DIVERGING tree sequences). This would
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TAB. 1.3 — Resutts : TRANsLATING SHAPES sequence.
Techilique E o o-
Rom and $chunck 18.7 22.1 31.1 27.6
LK (Algorithm 1) 8.9 19.0 25.8 27.3
Black 10.7 16.8 24.4 22.5
IB-Iso 9.5 15.7 23.7 19.6
IB-Aniso 14.0 19.1 29.2 23.8
F3-Iso 8.0 14.4 19.7 19.8
F3-Aniso 7.2 13.2 18.6 18.2
RSLK 5.0 12.2 13.0 18.7
Our method 2.3 10.0 6.9 17.3
TAB. 1.4 Resuits : TRANsLATING TREE sequence.
Technique bE 0bE





























HS_LK 3.71 3.80 —
— —
—




certainly be true if only the edge-avoidance procedume (first part of algorithm 2)
was llsed to estimate the flow. However, since the covariance filter is used at each
iteration, errors that could eventually be induced by the mean-shift-based motion
estimation are significantly reduced. Also, since the magnitude of the mean-shift
vector P8 (see section 1.3.3) is limited to N, the avoidance procedure cannot in
duce a large error. Ouï method is thus efficient for estimating motion over highly
textured scenes.
While testing ouï appmoach, we observed two limitations with ouï method. The
fimst one concerns the processing time. Even hy calculating C8 only once during the
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TAB. 1.5 — Resutts : DIVERGING TREF seqnence.
Technique lJ)E o /J u
Horn and $chunck 2.30 2.06
——
——



























— Resutts : reatistic CARs OVER PARK sequence.
Technique ‘bE c
Horn and $chunck 12.0 18.7 33.0 31.2
LK (Algorithm 1) 9.5 20.6 25.9 38.4
Black 8.0 5.7 25.4 28.4
IB-Iso 13.9 18.4 32.8 29.0
IB-Aniso 10.1 19.2 29.0 35.7
FB-Iso 7.8 15.2 20.0 29.2
FB-Aniso 7.2 16.6 22.1 32.3
H$JK 9.2 18.3 27.2 34.4
Our method 4.0 16.9 16.2 34.1
flrst iteration, our method is approximately 5 times slower than LK. Although this
might appear to be a major limitation for some applications, there is a technical
solution to that prohiem. In fact, our method can be implemented on a parallel
architecture (such as a programmable graphies card for example) andmade to work
in interactive time. Such implemeiltation is possible hecause calculation over each
site s $ (at each stage of the algorithm) is independent of the processing of its
neighhors. The parallel implementation wouÏd thus 5e effective for the mean shift
calculatioll. motion estimation, and covariance filtering. Also, as we mentioned
previously, another way to accelerate our method is to replace the covariance filter
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TAB. 1.7 — ResuÏts : reaÏishc PARTHEN0N sequence.
Technique E o cr
Horn and $chunck 12.2 18.5 18.2 21.7
LK (Algorithm 1) 14.7 24.1 22.5 28.3
Black 10.4 18.1 15.5 21.4
IB-Iso 16.0 17.6 21.3 19.0
IB-Aniso 14.1 21.2 18.7 23.8
FB-Iso 10.7 18.0 16.1 21.0
FB-Aniso 11.0 16.9 17.0 19.5
H$JK 13.1 16.7 17.3 19.4
Our method 9.80 20.7 15.2 25.5
TAB. 1.8 — Resutts : reatistic ROTATING B0NsAI sequence.
Technique PE tE i’
Horn and Schunck 22.1 22.3 36.1 25.2
LK (Algorithm 1) 10.4 21.5 25.4 28.1
Black 14.1 19.4 30.1 23.0
IB-Iso 15.6 18.5 28.9 21.1
IB-Aniso 22.8 21.9 37.0 25.1
FB-Iso 13.7 19.2 29.1 22.3
fB-Aniso 11.8 20.9 27.2 25.3
HS_LK 8.8 15.8 20.3 20.9
Our method 5.3 15.0 13.2 20.1
by a simple Gaussian low-pass filter. This would greatly improve the processing
times, although at the expense of precision.
The second limitation of our method cornes from the fact that, in sorne specific
cases, despite the covariance filter, sorne mean-shift vectors P8 induce errors that
could not be compensated for. This is typically true when the intensity edges of two
objects crosses. Fig. 1.18 shows two examples for which a background edge is taken
as a part of the rnoving object. As mention previousÏy though, since the magnitude
of the rnean-shift vectors is limited to N these errors are very local. However, one
















FIG. 1.16 — The effect of the noise level variable on the angular error of four sequences.
the motion estimation process. In this way, only the mean-shift vectors P5 located
in the vicinity of a moving edge would be retained. With such modification, our
approach would then become a motion segmentation/estimation method.
Finally, we have tested the influence of the most important variables of mir
method. These variables are the neighborhood window size N and the noise level iVt.
As mentioned before, for every example presented in this paper, N was set to 9 or
11 and the noise level between 2 and 5. We observed that the resulting vector flelds
react smoothly to a change of these variables and that other values could have been
used. To illustrate this assertion, f ig. 1.17 presents different vector fields obtained
on the CLAIRE and the TAxI sequences with different values for N auJ for the noise
level variable. As shown, the resulting vector fields react smoothly to a change of
these two variables. Also, in fig 1.17, we plotted the angular error (.bE) of four
sequences processed with different noise levels. for those highly textured sequences
(YOSEMITE and TRANsLATIoN TREE) a larger noise level tends to raise slightly the
angular error whereas for less textured sequences, large noise level clearly reduces
the angular error (‘i.b). In other words, t.he use of such a bias makes our method
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Fia. 1.17 -- Vector fiekis obta.ined with our method with different neighhorhood window




































































































FUSION DE CHAMPS D’ÉTIQUETTES COMPLÉ-MENTAIRES
Article Label field fusion in computer vision
Cet article a été accepté avec modifications mineures au journal IEEE Tran
sactions on Image Processing comme l’indique la référence bibliographique
P-M Jodoin, M. Mignotte, C. Rosenberger1 Label field fusion in computer vision
IEEE Transactions on Image Processing, accepté, 2007.
Cet article est présenté ici dans sa version originale.
Résumé
Dans ce chapitre, nous proposons une nouvelle approche de fusion de données
appliquée à l’imagerie. La méthode ici présentée fusionne des champs d’étiquettes
au lieu de fusionner des données brutes comme le font traditionnellement les algo
rithmes d’apprentissage statistique. L’objectif de cette méthode est de contraindre
les régions d’un champ d’étiquettes à épouser la forme d’objets présents dans une
scène. Nous démontrons que cette approche aide sensiblement à régulariser les
résultats obtenus en segmentation de mouvement, en flux optique et en détection
d’occlusions. Notre méthode prend donc en entrée deux champs d’étiquettes une
carte de régions et un champ d’étiquettes d’application. Ces deux champs sont fu
sionnés ensemble afin de contraindre les régions du champ d’application à épouser
la forme des objets décrits dans la carte de régions. Cette procédure de fusion
s’exprime sous la forme d’une fonction d’énergie globale minimisée à l’aide de 1’op-
timiseur déterministe Iterative Conditional Mode (1CM). La fonction d’énergie peut
être une fonction de fusion dite pure, ou encore une fonction de type fusion-réaction.
Pour cette dernière, un terme d’attache aux données est ajouté afin de rendre le
problème bien posé. Nous croyons que la simplicité conceptuelle de notre méthode,
Christophe Roseuberger est professeur à l’École Nationale Supérieure d’Ingénieurs de Bourges
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le faible nombre de paramètres et l’utilisation d’un optimiseur déterministe rapide
pouvant être implémenté sur une architecture parallèle constituent les principaux
avantages de notre méthode.
Abstract In this paper, we propose a novel fusion framework that combines
label fields, instead of observation data, as is usually the case. Our framework takes
as input two label fields : a quickly-estimated and to-be-refined segmentation map
and a spatial region map that exhihits the shape of the main objects of the scene.
These two label fields are combined with a global energy function that is minimized
with a deterministic ICIVI aÏgorithm. As explained in the paper, the energy function
may implement a pure fusion strategy or a fusion-reaction function. In the latter
case, a data-related term is used to make the optimization problem well-posed. We
believe that the conceptual simplicity, the small number of parameters, and the use
of a simple and fast deterministic optimizer that admits a natural implementation
on a parallel architecture are among the main advantages of our approach. Our
fusion framework is adapted to various computer vision applications among which
are motion segmentation. motion estimation and occlusion detection.
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2.1 Introduction
In the field of irnagery, computer vision is frequently considered as a research
area in which applications aim at estimating high-level models learned from input
images. This is the case for applications such as stereovision [63], motion estima
tion [100] and motion detection whose goal is to estimate depth labels, optical flow
vectors and the presence (Or absence) of motion in a video sequence. Most methods
used to solve these kinds of imagery problems are built upon a to-he-optimized
energy function made up of low-level image features such as color, spatial gradient
or texture features. Years of research have demonstrated that significant improve
ments may be achieved by using more complex features (e.g., wavelets coefficients
instead of Fourier coefficients), better designed energy models (e.g., robust instead
of quadratic or L1-norm energy functions) and better optimizers (stochastic ins
tead of deterministic optimizers and/or a multiresolution instead of monoresolution
optimization schemes).
With the ever growing computational power of modem computers, researchers
tend to use an increased number of features to enforce the result accuracy. The main
advantage of using many features resides in the fact that many features blended
together often mutuaÏÏy compensate for their respective limitations. For example,
when segmenting cluttered color images, the use of color and texture features has
shown great improvement as compared to color-only or texture-only segmentation
approaches [167].
But using numerous features raises the question of how these metrics can be
fused together. Probably the most intuitive and simple solution is to fuse those
features inside one single N-dimensional vector. In this perspective, each input
pixel may be associated not only with 3D ROB color values, but also with texture
values, gradient values, edge data or any other input features. Among the appli
cations that henefit from this approach of “ail features in one vector” are motion
segmentation [144], texture segmentation [19,35, 72, 114], image retrieval [133, 159]
a.nd face recognition 127,66, 111] to name a few.
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However, despite the obvions advantages of using high dimensional data vectors,
an increased number of features raises new challenges. One such challenge is the
well known problem of the “curse of dimensionality” [23, 1311 related to the rapid
increase of extra dimensions. David Donoho [38] points out that if we consider a
unit dimensioll divided in bins of size 1/10, a minimum of 10 points is needed to
f111 each bin with at least 1 point. However, for a 20-dimension unit hypercube, no
less than 1020 points are needed to fil the bins. This means that an increase in
dimension often means a ueed for more input data which, for some applications, is
not realistic.
The typical solution used to avoid the curse of dimensionality is to reduce the
ilumber of dimensions. To do so, one may try to identify the “right” features in
the stream of input data and minimize the dimensionality by getting rid of the
“less useful” features [9, 19,23,67]. Que simple but efficient way for selecting fea
turcs is to retain a subset of X features that hest help the algorithm produce precise
results [23]. Although this approach is viable in many applications, it has the disad
vantage of requiring a training data set and thus being deficieut for unsupervised ap
plications. Other approaches for reducing dimensionality focus more on the “right”
data space dimension than on the “right” feature space. This is the case for me
thods such as principal compollent analysis (PCA) [19,23,35,72,111,131], singular
value decomposition ($VD) [133] and the Fisher linear discriminant (FLD) [67,131]
which projects linearly the input data onto a lower climensional suhspace. In cases
where features have complicated illteractions, a nonlinear component analysis may
also be considered [131]. Another way to deal with high-dimensional data is to give
more weight to some features and less to others. This strategy has heen used by
Pichier et at. [35,114] with their Feature Contrast method and indirectly hy many
authors who implement fuzzy logic-hased fusion procedures [8, 53, 60, 158]. In a
similar perspective, some researchers have underlined the fact that data gathered
form many sensors can be fused together with the help of Dempster-$hafer theory
of evidence [4, 161]. Also, feature weighting is what back-propagation training al
gorithrns (neural networks) are meant to do [23. 131]. However, since a training
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data set is needed to weigh the input features, this approach is not suited to ail
applications.
Another problem that often occurs when fusing different features concerns the
need for axis rescating. This situation occurs when features with different units are
hlended together, making the N-dimensional space anisotropic. This typically hap
pens when blending, say, ROB values ranging between (0, 0, 0) and (256, 256, 256)
with motion vectors ranging between (—5.0, —5.0) and (5.0, 5.0). In this case, the
usual similarity measures (used to evaluate the distance between data points) will
give an overwhelming iniportance to features having a larger unit range such as
the ROB values. Although data normalization [35, 131] may 5e used to rescale
the axes. for some applications rescaling may have the effect of reducing the class
separahility f131].
To alleviate dimensionality problems, other methods use one large energy func
tion [54,77,99,144,148,150] made of a series of smaller energy functions built around
one (or sometimes two) specific features. A typical example is the rnethod used by
Heitz and Bouthemy [54] in which a large Markovian energy function composed of
five gradient-based, edge-based and motion-based energy functions is minimized.
This kind of approach has the advantage of using multiple features without having
to deal explicitly with the inherent problems related to multiple dimensions. It
also allows intuitive and yet ad hoc energy function formulation. However, despite
the undeniable advantages of using large energy functions, these applications often
contain many pararneters to tweak. Furthermore, large and complex energy func
tions are more likely to have an erratic profile with several local minima that are
not trivial to minimize, especially with a deterministic optimizer.
Another family of fusion approaches used in imagery are the so-called decision
fusion approaches [10,74,143]. With these methods, a series of energy functions are
first minimized before their outputs (their decisions) are merged. In this case, the
energy functions are defined on different basic features and/or different cost func
tions. Wit.h this perspective, Reed et al. [147] successfully implemented a sirnilar
fusion method to segment sonar images. Their methoti fuses segmentation maps
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involving identical classes (here, segmentation maps of the seafloor in sonar ima
gery) with a voting scheme followed by a Markov Random Field (MRF) in-painting
procedure.
The last data fusion trend that we mention involves the so-called region-based
approaches that are typically used in stereovision [63, 77, 96, 103, 166], motion seg
mentation [120,162,164], motion estimation [26,100] and image deconvolution [109].
Region-based methods generally use a region map R initially obtained after seg
menting an input image into regions of uniform color. Under the assumption that
these regions contain precise information on the main objects of the scene, the re
gions are used to help regularize the optimization process. Although some of these
methods implement a soft region-based constraint [77], an imprecise region map R
often generates errors that are difficuit if flot impossible to compensate for.
In this paper, we propose a new fusion framework that mixes together label
fields instead of features; label fields containing different and yet complementary
information. More specifically, oiir framework takes as input two label fields : a
region map (called r) obtained after segmenting one (or two) input images into
regions of uniform color, and a rough estimate (called x[0) of the application label
fiefd. Note that x10] is application specific and may contain occlusion labels, motion
labels, or any other high-level information. Once r and °1 have been estimated,
they are merged together with a fusion procedure expressed as an energy function
minimization. Here, the optimization process searches for a new label field ±opt
whose content is close to that of °1 but adapted to fit the regions of r. As is the
case for most conventional region-based methods, r is assumed to contain precise
information on the overali shape of the scene. However, by the very nature of our
fusion procedure, our framework is tolerant to imprecisions in r and reacts smoothly
to any modification of its pararneters. Let us mention that the to-be-minimized
energy function U may be a pure fusion function or a e fusion-reaction function
including a data-related term. In hoth cases, our framework can he implemented
on a parallel architecture such as a graphies processor unit (GPU).
To our knowledge, fusion of label fields, involving labels of different natures
91
(i.e., classes estimated with different image features), has neyer been proposed in
the literature before, and/or developed (up to now) into a coherent theoretical
framework.
In this work, we will show that a MRF framework can be efficiently used to
fuse, in a versatile way, the knowledge of these two preliminary label rnaps through
a data-related term and a regularizing prior. The latter term measuring the joint
spatial homogeneity and interactions of this couple of label fields and allowing to
infer, in the Maximum a posteriori (MAP) sense, the final segmentation map to be
estimated.
Besides, since we use two label fields instead of observation data as is usuaÏly the
case, our a priori knowledge about these interactions can be efficiently expressed
at a higher level of abstraction into the MRF model (or within the prior Gibbs
distribution). In our fusion MRf model, it allows to originally integrate a priori
information at different levels of representation (pixel and regions), thus efficiently
modeling the spatial coherence of the different regions preliminary segmented with
different image features. We also believe that the conceptual simplicity, the srnall
number of parameters, the absence of dimensionality problems, and the scalability
of our approach are appealing advantages of our frarnework.
The rest of the paper is organized as follows. In Section 3.2, our framework is
first introduced and summarized with an algorithm. Then, Section 2.3 illustrates
three applications (namely, motion segmentation, motion estimation, and occlusion
detection) that can benefit from our framework. finally, some experimental results
are presented in Section 4.8. Section 3.6 draws conclusions.
2.2 Label Field Fusion
2.2.1 Framework
As mentioned previously, our method fuses together two label flelds, both es
timated with different low-level image features [121, 122]. The reason for blending
label fields is to alleviate dimensionality problems and, more specifically, the re
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scaling prohiem that arises when blending features with differellt nuits such as
color alld motion vectors for example. furthermore, since the two label fields are
estimated separately, they allow the minimization of simple eergy functions (i.e.,
functions with few local minima) defined on few features.
The first label field considered is a region map r = {r5 I s e 8} defined on a
rectangular lattice S made up of x M sites. The map r is obtained by segmenting
one (or two) input images into uniform regions. Here, “uniformity” may be defined
in the sense of color, texture or any other image features that best suit the image
content. for the purpose of this paper, r is estimated based on the color feature.
Every element r in r takes a value in A {wo, w1,
..., w_i} where “c” is the number
of color classes in which the input image is segmented. In this way, every input pixel
associated with a given class r = w has a color with distribution P(coiorlwj).
The second input label field for our framework is the so-called application label
fietd i.e., a field made of application-specific labels. for instance, this label fleld
(which we call x[°]) may contain motion labels, optical flow labels, occlusion labels
or any label specific to the current application. As is the case for r, °1 is defined on
a rectangular lattice of size N x M whose sites take a value in f
= i, ...,
where d is the number of categories. for instance, for a tvpical occlusion detection
application, d 2 and o {No_Occlusion} and Ç1 = {Occlusion}. In this case,
occlusion is related to stereovision or video applications and refers to pixels that
are visible in one image but occluded in a second image (c.f. f ig. 2.5).
In our framework, x] is a rough estimate of the truc label field that we wish
to estimate. Thus, x] is typically ohtained with a simple method and may be
imprecise near edges, and contain false positives and false negatives due to the
presence of noise or the lack of texture. In fact, °1 serves as an initialization for
the ensuing iterative fusion process (hence the “[o]” exponent).
Once r and x°1 have been estirnated, they are blended together with a fusion
procedure (sec fig. 2.1 for a schematic view). The goal of this fusion procedure is
to modify the content of x°] based on the regions of r which descrihe the overaïl
shape of the predominant objects of the scene. Here, by the very nature of and
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it is reasollable to assume that the regions of the to-be-estimated label field
follow the ones in r. In other words, we assume that no transition in occurs
inside a uniform region of r and thus that the edges in correspond to edges in r.
FIG. 2.1
— Schematic view of our fusion framework adapted to motion segmentation.
In this example, the fusion of the region map r and the motion segmentation field
x[01 makes the resulting label field î more precise and less blobby.
2.2.2 Fusion Procedure
In the light of the assumption descrihed at the end of the previous section, the
validity of a solution may he evaluated hy measuring how well the regions in
follow the mies in r. Locally, this means that a uniform section in r will also be
X
uniform in and that an edge in should also correspond to an edge in r. In other
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words, no transitioll in î is expected to occur illside a uniform region of r.
Iii our model, we assume that r and î are realizations of a pair of joint Markov
Random Fields (MRF) and that, by the properties of the Hammersley-Clifford




where Z is a normalization factor a.nd E3(r, ±‘I’) is a local energy function
measuring how well î and r fit together around site s. Also, is the L x L local
joint lleighborhood surrounding site s in both label fields ± and r. In the absence
of ay prior geornetric knowledge on ± and r, we defille the potential functioll E3
as
E3(r,±j1118) = — (r,r8)6(±,±8) (2.2)
tE1’5
where 5(a, b) is the Kronecker delta function ((a, b)=1 if a = b and O otherwise).
Note that this potential function to some extent resemble the Potts model, i.e., an
N-class generalization of the well-kllown Ising model [141]. Equation 2.2 is what we
cail the fusion modet that, by its very nature, measures the spatial homogeneity of
the joint couple of Markovian random fields x alld r. More specifically, E3 is small
when the regions in ± fit locally the regions in r, i.e. when no edges in ± cross a
uniform region in r. Also, E3 can 5e seen as a function that counts the number of
neighbors “t” arourid site “s” whose label “Tt” and “Xt” is the same as “r8” and
“x3”. In this way, the best label field ± may he expressed as
± = argminE3(r,xW5). (2.3)
sES
Although this formulation eau produce very decent resuÏts (± in Fig. 2.1 has
been computed with equation (2.3)) it nonetheless contains a weakness. In fact, E3
allows more than one global minimum that corresponds to trivial and uninteresting
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solutions such as the constant label field
= o, Vs e S. 0f course, most of the
time when Eq.(2.3) is minirnized witli a deterministic downhill search algorithm,
the estimated solution lies in a minima close to the initial estirnate However.
when minimizing Eq. (2.3) with a stochastic optimizer such as simulated annealing,
the resulting solution may be quite far from x[01 and thus not useful in practice.
To overcome this problem, a reaction term is added to E8 to make sure the problem
is well-posed and that there exists only one global solution. Pv’Iathematically, this
is formulated as
E(r, î, x°1IPs) = —cn5(x1, §)
—
c(i, T8)S(t, §) (2.4)
tE5
where S(x, ±) cari be viewed as a Teaction term and c is a constant. In this case,
the best label field § is given by
argrninE(r,x,xMP8). (2.5)
8ES
Since neither Eq.(2.5) nor Eq.(2.3) have an analytical solution, we use Besag’s
Iterative Conditional Mode (1CM) optimization algorithm [71] to estimate as
shown in Algorithm 1. 1CM is a deterministic update optimization algorithm in
troduced by Besag [71] to optimize the energy function of a Gibbs distribution.
IViore precisely it consists in finding the conditional modes, i.e., for each site, the
value that maximizes the local conditional prohability density function (PDF). This
deterministic algorithrn is not guaranteed to find the global minima; nevertheless,
it drastically reduces computational time as compared to stochastic relaxation tech
niques such as simulated annealing.
The way our fusion procedure works is illustrated in Fig.2.2 (in this case, c = D
in this example). In image T, site is part of the black class (which is a section of
the moving vehicle) but has the static label in When considering the sites that





x[k1 Label field after the kth itera
tion
IJ IxL neighhorhood centered on
site s
6(a, b) Kronecker delta
1. Initialization
Estimate based on features picked
in I




2. 1CM Optimization (Fusion)
do
kk+1
for each site s e $ do
for each ctass e F do
tab[]
— —a(C,x°1)
I [kiL Zee. )6(r5,rt)
- 15 —
while 1[k-i]
Algorithm 1: Our fusion-reaction algorithm.
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FIG. 2.2 — Zoom on KARLsRuHE sequence. Top left is the label field r and top right
is motion label field x°1. In this example, the motion label field °1 contains two
classes which can be understood as the ccstatic and the “moving upward” classes.
Bottom left is the image frame at time t while bottom right shows the motion label
field at convergence (here a = O). Note how the region in f is well localized as
compared to the one in
those sites have a mobile label in x°1. In other words, within the nearest neighbors
around site ‘y with a black label in r, there is a majority of mobile sites. For this
reason, after minimizing the energy function E’, the site ‘y is assigned a mobite
label in §. Note that since ù = O in this example, each 1CM iteration of our fusion
method works in a similar way to the well-known K nearest neighbor algorithm
does.
2.2.3 Markovian Segmentation
As mentioned previously, T and x0 are label fields estimated with different
image features. $ince x°1 contains application-specific labels, we will see in Section
2.3 how it can be estimated in the context of three specific applications. As for r,
although any valid segmentation algorithm may be used to estimate it, we use a
Markovian approach that we shah describe in the following paragraphs. The reason
for this choice is twofold. First, the segmentation method we have implemented is
unsupervised and thus requires no human intervention at runtime. Second, this seg




— Zoom on the TSuKUBA scene. After fusing r’ and Ç0l, the number of
isolated false positives and false negatives in x°1 is significantly reduced because
the region map T 5 locally homogeneous.
such as a graphics processor unit (GPU) [123]. With such an implementation, T
can be computed in interactive time.
Let us consider Z = {R, I}, a pair of random fields where R = {R5, s E S} and
I = {1, s e S} represent respectively the color label field and the observation field,
both defined on a.N x M lattice S = {s = (i,j)i e [O,Af[,j e [OM[}. Here, lis
a known input image and T (a realization of R) is to be estimated. As mentioned
previously, T5 takes a value in A
= {‘o. . . , w_i}, where c is the number of color
classes. Note that Ï is a 3D vector for color images and a scalar for grayscale
images.
Segmentation can be viewed as a statistical labeling problem, i.e., a problem
for which each observation vector I most be associated with the best color class
T5 = w e A. Thus, inferring a label field can be seen as an optimization problem
that searches for the best T in the sense of a given statistical criterion. Among the
available statistical criteria, the Maximum a posteTioTi criterion states that a label
field T 5 optimal according to I when it maximizes the a posteTioTi PDF P(TII).
In this way, T 5 optimal whenever T = arg maxr’ PtT’II) [71].
Because P(TI) is ofren complex or undefined, it is common to assume that T
and I are realizations of MRFs and that, by the Hammersley-Clifford theorem [71],
the posterior distribution is defined by a Gibbs distribution of the form P(TII) x
exp —U(T, I) where U(T, I) is an energy function [71]. By the properties of the Bayes
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theorem [23], the a posteriori distribution cari be represented as
P(rI) o( exp{-(Ui(r, I) + U2(r))} (2.6)
where U1 and U2 are the likelihood and prior energy furictions. By assuming in
dependence between the random variables 13 (i.e., P(IIr) = H3c5P(Istrs)), the
corresponding posterior energy to be minimized is





where U2 corresponds to the isotropic Potts model. Here, c5(a, b) is the Krone
cker function, /3 is a constant, <s, t> is a set of binary cliques, and L3(r5, L =
— lu P(L1r3). Note that the cliques defined here are on a secolld-order neighbo
rhood.
The conditional distribution P(151r5) models the distribution of the observed
data L given a class r8 E A. In this paper, this distribution is modeÏed with a Nor
mal law that depends on the two parameters Z.j. Since there are c different
classes, there are c different Normal laws and a total of 2c Gaussian parameters
[CLio, o) ,... , (/IC—i, c—1)]. Becailse these parameters are initially unknown,
they need to be estirnated. To this end, we use a Markovian and stochastic method
called Iterated Conditional Estimation (ICE) [160]. Note that the K-means or the
EM algorithms could have also been used.
Once 1 lias been estimated with ICE, r cari he obtained by minimizing the
global energy frmnction U
r = argminU(r’,I). (2.7)
To do so, we again use Besag’s 1CM algorithm [71]. For more details on our
implementation of 1CM ancl ICE, please refer to [123].
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2.3 Computer Vision Applications
In this Section, three computer vision applications are described and adapted
to ouï fusion framework. These applications are motion segmentation, motion es
timation / segmentation, and occlusion detection. As the name suggests, motion
segmentation is a procedure that groups together pixels having a uniform dispia
cement in a video sequence. As for motion estimation, it refers to the task of
estimating the optical flow visible in a video sequence. $ince our motion estima
tion procedure estimates a parametric flow together with a motion label field, we
eau this operation motion estimation/segmentation. finally, occlusion detection is
a procedure that takes as input two images and that locates the pixels that are
visible in one image but occluded in the second image. Consequently, occlusion
detection is closely related to optical flow and stereovision.
2.3.1 Motion Segmentation
2.3.1.1 Introduction
Motion segmentation refers to the general task of labeling pixels with uniform
dispiacernent [48, 135]. Consequently, motion segmentation has often been linked
to motion estimation. Actually, a common way to segment an image sequence is
to estimate an optical flow fleld and then segment it into a set of regions with
uniform motion vectors. Snch an approach is sometimes called motion-based [48]
since segmentation is performed on the basis of dispiacemeut vectors only. This
kind of segmentation is rather easy to implement and generates more accurate
results than, say, an 8 x 8 block segmentation procedure.
To enforce precision, some authors propose segmentation models based on addi
tional features, such as brightness anci edges. These models are sometimes referred
to as spatio-temporat segmentation techniques. In this context, Black [99] presented
an IVIRF approach that minirnizes a three-term energy function using a stochastic
relaxation technique. In Black’s work, the motion label field is estimated on the
hasis of motion and intensity. In [164], Altunbasak et al. proposes a region-hased
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motion segmentation approach. Assuming that color regions are more accurate than
the motion regions, a region-based motion segmentation is performed, whereby ail
sites contained in a color region are assigned the same motion label. In a similar
vein, Bergen and Meyer [95] show that an image segmentation may be used to
eliminate error cIlle to occlusion in an animated scene. For completeness, let us also
mention the work by Khan and Shah [144] in which a MAP framework is proposed
to softly blend color, position and motion eues to extract motion layers. In this
contribution, each eue bas its own PDF. These PDFs are combined together with
feature weights that give more or less importance to a elle depending on certain
specified observations.
2.3.1.2 Motion Segmentation and Our Framework
As mentioned in Section 3.2, our framework is supplied with two label fields
r, a region map and 01 a motion map. Although °1 could be obtained with any
valid motion segmentation approach, we decided to use the same unsupervised sta
tistical Markovian procedure that we use to compute T. In this way, x° is obtained
by segmenting V, a vector fieÏd computed with an iterative and multiresolution
version [87] of the well known Lukas-Kanade algorithm [22,70]. Note that for this
segmentation, the vector field V stands for the observation field that we called I
in Section 2.2.3 and that every element V8 is a two-dimensionai real vector. For
every sequence we bave tested. V was computed with a two-level pyramid and an
integration window of size 7 x 7 pixels [87].
2.3.2 Motion Estimation
2.3.2.1 Introduction
Motion estimation is one of the rnost studied area in computer vision. Among
the solutions proposed for this problem, let us mention variational methods [21,
56, 62,80,83, 93, 150], local methods [6, 21,51, 79], frequency-based rnethods [107],
correlation-baseci rnethods [115], phase-hased methods [39] and Markovian methods
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[49,75].
Another class of motion estimation algorithms included those assuming that
the overail motion in a video sequence is piecewise parametric [31,48], i. e. that the
motion fleld may be divided into regions whose motion cari be expressed with a
parametric motion model. Thus, the goal of these approaches is to jointly estimate
the motion regions together with their associate parametric motion model. To this
end, the motion regions and the motion model parameters are generally estimated
with a two-step procedure [30,104,1171 that iterates until convergence. The first step
consists in estimating the motion model parameters according to the current motion
label fleld [31,86]. In contrast, the second step estimates new motion regions while
the motion models are kept unchanged. Following the work of Murray and Buxton
[43], Odobez and Bouthemy [86] and $tiller [311, Tekalp [5, 110] summarizes these
two steps with a Maximum Likelihood (ML) and Maximum a Posteriori (MAP)
procedure. The difference between the former and the latter is the use of an a
priori energy function that helps smooth the resulting motion label field.
2.3.2.2 Motion Estimation and Our Framework
As usual, the goal is to estimate a label field x[01 whose pixels are associated
with labels ranging between o and (d_1. Since the optical flow field is assumed to
be piecewise parametric, each class (j is assigned a parameter vector À. A com
monly used parametric model is the six-parameter affine model À (an, an,
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where (j, j) are the Euclidean coordinates of site s and (y1, v) are the horizontal
and vertical componellts of motion vector fi.
In this paper, the motion label field x[0] (as well as the parameters Â, t E [0, d{)
are estimated with a MAP procedure [5,43] whose objective is to maximize the a
posteriori PDF P(x[°]II) where I is the input image sequence (note that for the
rest of this subsection, x101 will be replaced by x to simplify the notation). By the
well known Bayes theorem, P(xII) may be rewritten as
P(xI) = P(Ix)P(x) (2.10)
where P(IIx) is the likelihood FDF that measures how well the motion label field
x (together with its d motion models) fits the input observation I and P(x) is the
prior PDF. Observe that since P(I) is constant with respect to x, it will be ignored
during the optimization process.
If we assume that the truc vector field is perturb ccl with a zero mean white noise
with standard deviation u and that the mismatcÏi hetween I and s is modeled with
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the well-known motion constraint equation
E(x) (8xlvx + 6JIv + (2.11)
(VI+ 8J)2 (2.12)
where 8I, 8I, ai denote the spatial and temporal partial derivatives at site s and




As for the prior PDF P(x3), the Potts model may be used to incorporate local
constraints on the segmentation. This is given by
P(x3) = exp{— (1— 6(13,Xt)} (2.14)
U(x5)
where Z is a normalizing constant, S(x5, Xt) is the Kronecker delta, alld /3 is a
constant. If we assume that each random variable 13 is independent, the optimal
solution eau be formulated as
= argmaxflP(131x3)P(x3) (2.15)
sES
or, if we assume that the noise level u is the same for each elass
= argndn(VIf + 8I)2 + /3(1(x8). (2.16)
sES
Combining Eq.(2.16) and Eq.(2.9) Ïeads to
= arg min (vi [Xsxs] + D11)2 + /3U(x3)
sES
whieh emphasizes the need for a joint estimation of À anci x. As proposed hy
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Murray and Buxton [43] and Tekalp [5], x and Àj may he estimated with stochastic
optimizers such as simulated allnealing or the Metropolis algorithm. In this paper,
we use the simulateci allnealing approach presented in Algorithm 2.
Once the motion label field x has beeu estimated, it can be fused with r using
our fusion procedure (Algorithm 1).
2.3.3 Occlusion Detection
2.3.3.1 Introduction
The goal of most optical flow and stereovision algorithms is to estimate a mat
ching function (be it a disparity map [46] or an optical ftow field [70]) between
the pixels of two (or more) input images. Due to motion or to a parallax effect
betweell a teft alld a right image, most scenes contain areas that are visible in only
one frame. Generally speaking, these half-occluded areas are either newÏy exposed
or newÏy occtded [128, 142]. $ince these areas have no direct correspondence in
the second image, they are a classical source of error for most motion or depth
estimation algorithms.
While many authors have considered occlusion as a source of noise that is to
be fought with spatial smoothillg [46], others have explicitly included an occlusion
criterion in their energy function [11,32,40,77,90,118]. During the past few years,
a variety of occlusion metrics have beell proposed among which the one Egnal
and Wildes [57] eau the Ïeft-right-check (LRC) has drawn a lot of attention. This
approach stipulates that the matching function between the left and the right image
should differ only hy sign with the right-left matching function. In this context,
every pixel for which the difference between the left-right match and the right-left
match is ahove a given threshold is considerecl as heing occluded. Although the
LRC cari be useful within a global energy function [24, 90, 94], many researchers
have noted that the LRC is error-prone in noisy areas [142] and in areas having
littie or no texture [57, 118]. Others have also argued that estirnat.ing the forward
and the backward ma.tchillg fullctions cari 5e prohibitive time wise.
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Simulated Annealing
1. Initialize x and T T0 the initial tempera
ture
2. Updateio,Ài,...,Àu_i as
arg min (VI[X8iï + aI)2 (2.17)
A
sES
This minimization can be done with a least
square estimation of At on every pixel whose




3. For each site, compute the probability
related to each label , e f as
Es(CtII)
= ZSES (vi txs1] + + U(x3)
P(x8 = II) = exp—E((I)/T
and randomly assign a label (j E F to
according to its probability P((II)
4. T = T x coolingRate
5. Repeat Step 2, 3 and 4 until T reaches a
minimum temperature.
Algorithm 2: Algorithm used for the motion estimation/segmentation procedure.
This algorithrn ret.urns a motion label field x as well as the affine motion model A1
for each motion class.
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FiG. 2.4
— TsUKUBA left image with the region map T obtained afrer segmenting
the two input images J[Tej9 and J[mat]
Another idea that enjoys a great deal of popularity is Marr-Poggio’s [41] uni
queness assumption. This assumption stipulates that there is aiways a one-to-one
correspondence between the pixels of the two frames. Kolmogorov and Zabih [154]
incorporated that assumption into their graph-cut algorithm and stipulated that
each pixel in one image should correspond to at most one pixel in the other image.
A pixel with no match would then be considered as being occluded. A variation of
this approach has been proposed by Sun et aÏ. [77] for which a non-occluded pixel
must have at teast one match. AÏthough the difference between the two approaches
is conceptually slight, Sun et al. [77] demonstrate that their method is superior in
scenes containing slanted surfaces.
Let us also mention that some authors use the so-called OTdering constraint
[40,57,77] which stipulates that a point P laying to the right of a point Q in one
image should also lie to the right of Q in the other image. Although this assumption
is often true, it can easily be violated by narrow front-ground objects (what Suri
et aÏ. [77] cali the “double nail illusion”).
2.3.3.2 Occlusion Detection and Our Framework
After thorough evaluations of many occlusion detection criteria, we came to
realize that the ones based on Marr-Poggio’s uniqueness assumption are the most
accurate, at least in the context of our framework (in their review paper, Egnal and
Wildes [57] came to a similar conclusion). More specifically, the Ince-Konrad [1421
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FIG. 2.5 — Synthetic example of a disparity map between two images and1[mat] In this example, “C” is an occluded pixel since it is visible in 1[mat] but
occluded by the blue object in I[Tefl.
metric was retained to compute [°1, a “rough” occlusion map estimate. The Ince
Konrad [142] metric can 5e seen as a generalization of the uniqueness constraint
instead of counting the number of matches for each pixel independently, they count
the number of matches within a given local neighborhood. Consider A
= {sls E S}
the set of pixels in the reference image It and L = {I = s + d3, s E S}, the set
of matching pixels in 1mat2 Based on , an accumulation function M is computed
M3=ç,3 (2.18)
iE
where Çj, = 1 if the Euclidean distance between pixel s e S and i e is lower





As suggested by the authors [142], we set D to 2. The Ince-Konrad method can
be intuitively understood following the synthetic example of Figure 2.5. In this
example, with D = 2, the accumulation function M3 equals 11 for pixel A, 5 for
2Jref and Jm stands for the “left” and “right” image in stereovision and for the images at
time t and t + lin optical fiow. As for d3, it represents the disparity value linking pixel to its
projection in Jrnat as shown in Figure 2.5.
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pixel B and zero for pixel C. With a threshold r of 3 for example, pixel C would
be considered as being occluded.
FIG. 2.6 — Three different versions of SEQUENCE A. From left to right, the sequence
exhibits a precise, a medium and an imprecise region map r. In every case, the
resulting label field x[kl is more precise than the initial one The last row
contains graphics of the percentage of badly matching pixels versus the window
size ‘I’ = L x L. These curves are discussed in Section 2.4.4.
Because occlusion is a mismatch between two images, the way the region map r
is computed is slightly different than for the other applications. In fact, the input
frames I and Jmt are respectively segmented into two label fields, namely rrr arid
Tmt. These two region maps are then linearly combined together : r = Trf + c x Tmt
where e is the number of classes in which Jref and 1mt have been segmented. This
‘tty,P
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FIG. 2.7 — Three different versions of SEQUENCE B. From left to right, the sequence
exhibits a precise, a medium and an imprecise region map r. In every case, the
resulting label field x[?ui is more precise than the initial one The last row
contains graphics of the percentage of badly matching pixels versus the window
size ‘I’ = L x L. These curves are discussed in Section 2.4.4.
last operation resuits in a label field r whose regions are uniform in the sense of
both input images. An example of such a region map is presented in Fig 2.4 (b).
Once r and 10 have been computed, they can be fused with Algorithm 1.
2.4 Experimental Resuits
In order to gauge performance of our algorithm, we segmented sequences re
presenting different challenges. Some sequences are real while others have been
computer generated and corne with a perfect ground-truth label field g. The re
sults presented in this Section illustrate how stable and robust our algorithm is
B
ni
FIG. 2.8 — $equences KARL5RuHE, TAXI, TENNIS, TREVOR WHITE, SEQuENCE
A, and SEQuENcE B. The first row presents frames at time t, the second row spatial
partitions r and the last two rows the motion label fields and xtkj superposed to
As can be seen, the moving objects are more precisely located after the fusion
process (x[k]) than before (x[°]).
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TAB. 2.1 — Percentage of badly matching pixels computed with three different ver
sions of two synthetic image sequences. From left to right : resuits obtained with
Altunbasak et aI. [164], our unsupervised statistical Markovian segmentation algo
rithm and resuits obtained with our fusion algorithm. The five rightmost coÏumns
measure the effect of the window size (L x L). The quality of the spatial partition
r is ranked from precise to imprecise depending on how well objects have been
segmented (see Fig. 2.6 and 2.7). Note that our fusion method cari reduce the per
centage of badly matching pixels hy a factor hetween 35% to 94% depending on
the precision of r.
with respect to the window size I’ L x L, the ci coefficient (Eq. 2.4) and the
precision of the region map T. Note that for each sequence presented here, the re
gion map r has been computed with a number of classes ranging between 4 and 7
and that the window size ‘I’ ranges between 5 x 5 and 11 z 11. Also, the number
of iterations [k] needed by the fusion procedure to converge (algorithm 1) depends
on the nature of the scene and the application. For the motion segmentation and
the motion estimation applications, an average of 30 iterations is needed whereas
an average of 5 iterations is needed for the occlusion detection.
2.4.1 Motion Segmentation
To test the robustness of our motion segmentation framework, different real and
synthetic sequences have heen segmented. At first, we segmented two synthetic
sequences (called sequence “A” antI sequence “B”) both having a ground truth
label field g (see Fig 2.6 and 2.7). Note that both synthetic sequences are made of
real images pasted on computer generated shapes. To measure how precise the label
fields x[k1 returned by our algorithm are, we use the percentage of baclly matching
$equence A
Sequence B
Partition Jlt. x10 3 z 3 7 z 7 11 z 11 21 z 21 31 z 31
precise 0.8 13.2 13.1 5.0 1.9 1.0 0.9
medium 12.5 10.8 10.7 5.4 4.0 4.2 5.3
imprecise 25.5 8.1 8.1 5.4 5.3 8.3 9.3
Partition r Alt. x] 3 z 7 z 7 11 z 11 21 z 21 31 z 31
precise 6.2 2.9 0.4 0.4 0.4 0.5
mediurn 8.9 6.7 3.3 0.7 0.8 0.9 1.3
imprecise 42.6 5.2 3.3 2.0 2.6 2.7 5.4
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where A is the nllmber of sites in $ and (x1, g8) is the Kronecker delta fllnction.
We computed the label fleld x[k1 for both sequences with a different region map
r exhibiting precise, medium and imprecise regions. These region maps are used
to illustrate how robust our method is with respect to r. Here, the percentage of
badly matching pixels is presented in Table 2.1 (and on the last row of Fig. 2.6
and 2.7). In Table 2.1, mir fusion procedure is compared with Altunbasak et at.’s
method [164] which also relies on a pre-estimated region map T. Since mir fusion
method does not assign one motion class to every pixel of a region (as is the case
for Altunhasa.k et at.’s), our approach is less sensitive to imprecisions in r. This
observation illustrates the fact that our algorithm reacts smoothly to a change in
its parameters L and T.
Also, as shown in Fig. 4.3.3, four real video sequences have been segmented.
To illustrates the precision of the result.ing label fields, x°1 and “1 have been
superimposed to the image I. From left to right, the sequences were segmented
with respectively three, three, four, and six motion classes. As eau be seen in most
cases, the label field x[k] returned by our fusion framework is more accurate tÏian
the ones with no fusion procedure (I101).
2.4.2 Motion Estimation
For this application, we segmented four synthetic sequeuces having a ground
truth label field g and ground-truth vector field T/• These sequences are presented
in Fig.2.9, 2.10, and 2.11. In Fig. 2.9 ta), the sequence (which we call sequence “C”)
exhibit two shapes moving in different directions on a flat grayscale hackground.
In this case, since the region map T contains highly precise edges, the results x[/dl
also exhihits precise regions. This is shown hy the percentage of badly matching
pixels (in Table 2.2) which is rnuch larger for [0] than for x1. As for the sequence
114
Fic. 2.9 — Sequence “C” (a) with fiat background and (b) with textured back
ground. Note that the textured background lias been removed from x101 and x111
to help visualize the resuits. In (e), vector fields obtained with Algorithm 2 (V°Ï),
our fusion method (V[k1), Lucas-Kanade [221 and Horn-Schunck [211 optical flow
methods.
of Fig.2.9 (b), it exhibits the same moving shapes as in Fig.2.9 but in front of a
textured background. With this textured background, the region map T contains
regions less precise thari those of Fig.2.9. This is because the baekground is compo
sed of shades similar to the ones on the moving shapes. But nevertheless, as shown
in Table 2.2, even with an imprecise region map T, x’1 is stiil significantly more
precise than
The third synthetic sequence we segmented is the one shown in Fig. 2.10. It
contains an image of the Parthenon moving to the right, on top of an image per
forming a counterclockwise rotation. From left to right are the ground-truth, the
scene estimated with the MAP procedure presented in Section 2.3.2, and the resuit
of our fusion procedure. Because of the highly textured background, the region map
T contains local imprecisions, especially around the first, the second, the third and
the fifth column. As can be seen in image x[k] and IVEk1II, the local imprecisions in





















FIG. 2.10 — The PARTHEN0N sequence with the region map r, ground-truth images,
initial estimates and the resuit of our fusion procedure. Note that the third row






$eq.C, flat back. 4.19o 0.006%
Seq.C, textured back. 4.4% 2.4%
Parthenon 16.4% 5.5%
TAB. 2.2 — Percentage of badly matching pixels computed for three synthetic se
quences.
the fifth column. But nevertheless, the resuits returned by our fusion procedure
are less noisy and globally exhibit more precise edges than the ones returned by
the IVIAP procedure. This observation is underlined by the percentage of badly
matching pixels presented in Table 2.2 which is almost three times smaller for ‘1
than for [0]
The fourth synthetic sequence is the famous Y0sEMITE [70] sequence presented
in Fig. 2.11. As can be seen, even if r lias local imprecisions (especially in the top
left section of the scene) the resulting label field x’1 (as well as V1’1) is much
smoother than
We also implemented a metric to measure how good the vector fields V[kJ re
turned by our framework are. Following Barron et al. [70], we used to the average
angular error metric to evaluate the distance between the ground truth vector field




wliere i7 and iJg5 are normalizeci 3D vectors Using this metric, the
vector field V[’1 of the four synthetic sequences are compared to the ones returned
by the MAP procedure. The angular errors are presented in Table 2.3 and again,
the results clearly favors our method.
We also segmented a real image sequence, namely the RHEINHAFEN sequence
presented in Fig. 2.12. Again, our resuits shows sharper edges and less isolated false










































To validate our method, we detected occlusion on various data sets commonly
used for such an application. Here, our framework is compared with other frequently
used approaches. namely the teft-right check (LRC) [57], the ordering constraint
(ORD) [57] and Ince-Konrad’s [142] uniqueness-based approach.
Four sequences with ground truth taken from Middlebury web page [1] have
been used to test the methods. As mentioned in Section 2.3.3, occlusion detection
is closely related to applications involving a disparity map (such as optical flow and
stereovision). A disparity map is a function that links the pixels of one image (ITef)
to their projection in a second image ([rnLt)• In this context, an occluded area is a
section of the scene that is visible in one image but hidden in the second image.
Although a disparity map can be estimated in a variety of ways as mentioned in
most optical ftow and stereovision review papers [46, 70], we estimate it with a
simple pixel-based window matching strategy taken from the work of $charstein
and Szeliski [46]. This method, called winner-take-att, is a greedy algorithrn looking
at each pixel for the disparity value that best minimizes a matching cost. Here,
the matching cost is a simple squared difference of intensity values. The resulting
FIG. 2.12 — Zoom on the RHEINHAFEN sequence. In this case, the fusion process
has significantly reduced the number of false positives and false negatives. As a
result, the moving areas are more homogeneous.
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— Hit rate versus false positive rates ohtained with four different data
sets. The proposed method significantly reduces the number of false positives and
false negatives.
disparity map is ffltered out with a 3 x 3 shiflabte aggregation filter, i.e. a box filter
that locally adapts to the scene. For more details on this algorithm, please refer to
the work of $charstein and $zeliski [46]
Following Egnal and Wildes’ methodology [57], we have plotted the hit rate /
false positive rate curve of every method by varying their threshold (see Fig. 2.13).
According to these graphs, an optimal rnethod is one that maximizes the sllrface
below its curve. Consequently, as can he seen on every graphic of Fig. 2.13, our
method appears to 5e more precise than the others we have implemented. This
is especially true for those sequences containing large textureless areas such as
VENUS and T5uKuBA. This can be explained by the fact that, as mentioned by
Egnal and Wildes [57], most common occlusion detection methods are error-prone






Fia. 2.14 — from top to bottom, ground truth and resuits obtained for TsuKUBA,
SAwT00TH, VENuS, and IVIAP data set. Hit rate for every resuit is respectively
60%, 90%, 45%, arid 90%.
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$equence VLk]
Seq.C, flat hack. (4.1, 15.4) (0.3, 0.5)
Seq.C, textured back. (4.0, 15.3) (3.2, 13.8)
Parthenon (13.7, 24.0) (8.1, 15.2)
Yosemite (16.3, 18.5) (9.5, 10.9)
H$ LK
$eq.C, flat back. (8.0,18.1) (16.5,20.1)
$eq.C, textured back. (8.0,18.1) (16.5,20.1)
Parthenon (13.3, 21.6) (13.6, 17.8)
Yosemite (11.0, 16.6) (10.6, 11.3)
TAB. 2.3 — Average angular error with standard deviation computed for four dif
ferent sequences. These resuits show the angular error with (V[k]) and without
(Vt°l) fusion as well as for the Lucas-Kanade (LK) and the Horn-Schunck (H$)
methods.
Fia. 2.15 — Comparison of the proposed method with the Ince Konrad’s method
on the FL0wERGARDEN sequence.
isolated false positives provides a clear advantage.
A qualitative comparison has also been made in Fig. 2.14. To make the resuits
objectively comparable, eacli method has been tuned to return an occlusion map
with a specific hit rate. In this way, the resuits in the second and third column of
Fig. 2.14 have respectively hit rates of 60%, 90%, 45%, and 90%. Although the hit
rate is the same for hoth approaches, the false positive rate is clearly better for our
method.
As for the FLOWERGARDEN sequence of Fig. 2.15, our method produce again
a significantly lower number of false positives. Note that for this sequence, the
matching function was computed with a pixel-hased window-matching strategy [70].
Flowergarden InceKonrad Proposed method
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2.4.4 Testing the influence of ‘P and c
Since our fusion framework depends very mucli on the size of the 2D neigh
borhood ‘P, we illustrate its influence with various qualitative and quantitative
resuits. In Fig. 2.16, the effect of varying the window size is shown on a synthetic
and a real sequence. As can be seen, a modification of this variable brings a smooth
and predictive variation in the resulting image. However, it should be noted that
the use of a too large window size can cause unexpected local errors as shown in
the lower right image of both thumbnails of Fig. 2.16.
We also evaluated quantitatively the influence of ‘I’ on the percentage of badly
matching pixels for two synthetic sequences. This is presented in the last row of
Fig. 2.6 and 2.7 (and in Table 2.1). These examples show that the use of our fusion
procedure does indeed help enhance the quality of the results even for sequences
having an imprecise region map r. However, using a too large window W for se
quences having an imprecise region map can induce local errors and thus raise the
percentage of badly matching pixels. That being said, we observed that for every
sequence segmented in this paper, a window size ranging between 5 x 5 and 11 x 11
produces the most satisfying results.
As for the coefficient ù of Eq. (2.4), we tested it on three sequences shown in
Fic. 2.16 — This figure illustrates the influence of the neighborhood size ‘P = L x L.
In ta), occlusion maps of the SAwT00TH sequence and in (b), motion maps of the
KARLsRuHE sequence.
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FiG. 2.17 — Three sequences segmented with different values. The fusion proce
dure lias a window size I’ = 11 x 11 and the percentage of badly matching pixels
is shown below the synthetic label Fields. Among the tliree region maps, the flrst
one exhibits precise regions, the second one less precise regions and the last one
very imprecise two-class regions.
Fig. 2.17. As we mentioned previously, the reason for this coefficient is to give a
relative influence to °1 and to r during the fusion procedure (and thus make the
optimization process well-posed). In fact, when r exhibits sharp regions (as is the
case for the first sequence on top to Fig. 2.17) a small value might be assigned to a
(i.e. a value that gives more weight to r than to x[°]). However, when the region map
r contains imprecise regions as is the case for the two other examples in Fig. 2.17, a
non-zero value for ù (here between 0.1 * (11 x 11) and 0.05 * (11 x 11)) is preferable.
In this way, the to-be-minimized energy function has a non-zero reaction term
that prevents the resulting vector field x[k] from being too different from the initial
guess x10. As mentioned previously, a non-zero c value allows stochastic optimizers
to converge towards a meaningful solution x[k]. To illustrate that assertion, we
minimized Eq. (2.4) with the deterministic optimizer 1CM and with the stochastic
simulated annealing optimizer. The results are illustrated in Figure 2.18. As can be
seen, although the global energy of the 1CM label fleld is slightly higher, the results
are very much similar. This illustrates the fact Eq. (2.4) is nearly convex i. e. not
,
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FIG. 2.18 Resuits obtained after minimizing Eq. (2.4) with 1CM and $imulated
annealing. In this example, I’ = 9 x 9 and c = 0.01 x (9 x 9). The 1CM label field
lias been obtained after 24 iterations whereas 250 iterations have been needed for
Simulated annealing.
too erratic and can he efficiently minimized with a simple taud sub-optimal) 1CM
minimization procedure.
2.4.5 Real-time processirrg
Since our fusion framework process every pixel independently, it can he impie
mented on a parallel architecture. To this end, we implemented our method on
a Graphies Processor Unit (GPU) [2]. A GPU is a processor embedded on most
graphies card nowadays availahie on the market which, among other things, cari
load, compile and execute programs implemented with a C-like language. The key
feature of the GPUs is their fllndamental ability to process in paTaud each pixel of
the scene, making all kinds of applications much more efficient than when imple
mented on traditional sequential CPUs. For example, the fusion procedure (with
5 x 5) can process at a rate of 25 fps a scene of size 384 x 288 such a.s
TsUKUBA3. Also, the region map r of this scene crin be computed in 1 second or,
if the Gaussian parameters are re-used from a previous calculation, in 0.05 second.
These processing rates outperformed by a factor of aÏmost 100 what we obtained
with a traditional CPU implementation. For an application such as motion estima
3Since there are no efficient ways to access the framebuffer content to verify if the 1CM algo








tion/segmentation (Algorithm 2), computing °1 requires approximately 50 seconds
whereas est.imating x11 (x°1 + r + fusion) requires no more than 52 seconds for a
256 x 256 scene. For more details on how r can 5e computed with a GPU, please
refer to [1231.
2.5 Conclusion
In this paper, we considered the issue of fusing label fields instead of features
as is usually the case. The core of our method is a fusion framework that blends
together a region map r and an application label field x°1. With the assumpt.ion
that the color regions in r are more detailed than the regions in x[01, the goal of
the fusion procedure is to iteratively modify the application field x to make its
regions fit the color regions. In this way, false positives and false negatives are
ffltered ont and blobhy shapes are sharpened resulting in a more precise label field
±. The fusion is performed by an 1CM optimization procedllre that minimizes an
energy function that may he a pure fusion function (and thus works at each 1CM
iteration in a similar way to the well-known K-nearest neighbor algorithm) or a
fusion-reaction energy function involving a data-related term.
Although such a segmentation frarnework based on pre-estimated label fields
might appear as a step backward when compared to methods that minimize one
large multidimensional energy function [99,144] or to methods using dimensionality
reduction algorithms [23, 131], our method has decided advantages. To start off
with, traditional multidimensional methods often rely on weighting factors that
give more or less influence to some features. Since a bad choice of these weighting
parameters can lead to a bad segmentation, they must be carefully adjusted at
runtime which, of course, can be cumbersome for most unsupervised applications.
Also, because these parameters generally depend on the sequence content, they
need to be re-estimated when a new sequence is processed. Furthermore, tweaking
these weighting factors is not a small task, especially when their number is large.
For instance, the method proposed by Black requires that a number of 8 weighting
factors need to be tweaked [99]. Moreover, large energy functions are generally less
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stable than smaller ones and thus often need to 5e implemented with a stochastic
(and slow) optimizer such as simulated annealing.
The point of our method is to alleviate these problems hy individually mini
mizing two energy functions in order to blend their label fields. Thus, our method
does not rely on weighting factors, scaling functions or projection functions often
used when blendillg features. Our method uses simple energy functioris that can
be millimized with a deterministic optimizer (such as 1CM) which is much faster
than say, simulated annealillg. Finally, we believe our fusion method is simple to
implement and can be easily transposed to a parallel architecture such as a GPU.
Results obtained on real and syllthetic image sequences show that our algorithm
is stable and precise. It reacts well to changes of its parameters I’ and c and
performs well even when supplied with poorly estimated region maps r.
As mentioned previously, our method mostly depends on two parameters. na
mely the window size ‘I’ ailci the coefficient ci. In our implernentation, these two
parameters are specified by the user in a supervised way. However, if an applica
tion had access to a corpus of images with groulld-truth data, it would be possible
to automatically estimate an “optimal” value for I1 and ci. In this context, the
search for the “best” value for g auJ ci could 5e doue by successively segmenting
every image of the corpus auJ comparing the resulting segmentation maps with
the ground-truth maps. This search could be done in a brute force way by testing a
large number of values for ‘l and ci and keeping the ones associated to the best re
sults. On the other hand, a simplex optimizer could also 5e implemented to reduce
the computational cost.
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Résumé
Comme nous l’avons souligné dans l’introduction, la plupart des techniques
de soustraction de fond modélisent chaque pixel du fond à l’aide d’une densité
de probabilité apprise sur une série d’images temporelles. Toutefois, comme le
mentionnent plusieurs auteurs, apprendre des densités de probabilité sur plusieurs
images peut être problématique, surtout lorsqu’aucune image absente de mouve
ment n’est disponible ou lorsque la mémoire disponible est insuffisante pour stocker
les images nécessaires à l’apprentissage. En réponse à ces problèmes, nous propo
sons d’explorer deux alternatives spatiates aux traditionnels approches temporettes.
En effet, notre proposition est d’étudier un nouveau cadre de travail permettant
la soustraction de fond à l’aide de distributions statistiques apprises sur une seule
image. Pour ce faire, nous proposons deux approches complémentaires. La première,
que nous appelons «robuste», gère des scènes dont le fond est instable en raison
d’une caméra qui vibre ou d’objets du fond en mouvement. Pour cette approche,
‘Janusz Konrad est professetir à l’Université de Boston.
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chaque pixel du fond est modélisé par deux distributions statistiques : une distri
bution llnimodale et une autre militimodale, toutes deux entraînées sur une seule
image du fond. La deuxième approche, que nous appelons «légère et rapide», a
poi but d’utiliser le moins de pilissance de calculs et d’espace mémoire possible.
En se basant sur l’hypothèse que des pixels voisins partagent souvent une distribu
tion temporelle similaire, cette deuxième approche modélise le fond à l’aide d’un
mélange global de M gaussiennes.
Abstract Most statistical background subtraction techniques are based on the
analysis of temporal coÏor/intensity distributions. However, learning statistics on
a series of time frames can be problematic, especially when no frame without mo
ving objects is available or when the available memory isn’t sufficient to store the
series of frames needed for learning. In this paper, we propose a spatiat variation
to the traditional temporat framework. The proposed framework allows statistical
motion detection with methods trained on one single frame instead of a series of
frames as is usllally the case. Our framework inchides two spatial background sub
traction approaches suitable for different applications. The first approach is meant
for scenes having a non-static background due to noise, camera jitter or motion
in the scene (e.g.,waving trees, fluttering leaves). This approach models each pixel
with two PDFs one unimodal PDF and one multimodal PDF, both trained on
one background frame. In this way, the method can handle backgrounds with static
and non-static areas. The second spatial approach is designed to use as little pro
cessing time and memory as possible. Based on the assumption that neighboring
pixels often share similar temporal distributions, this second approach models the
background with one global mixture of M Gaussians.
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3.1 Introduction
Motion detectiou methods are used to locate the preseuce (or absence) of motion
in a given animated scene. A specific class of motion detection methods is the one
meant for video surveillance [7], traffic monitoring [113] anci various commercial ap
plications [163] using a static camera. Because the background is constant in time,
a class of solutions that enjoys tremendous popnlarity is the family of background
subtraction methods [12]. These methods are based on the assumption that the ani
mated objects to be segmented have differeut visual characteristics than the static
background. As the name suggests, the most intuitive background subtractiou me
thod involves one background image and an animated sequence containing moving
objects [12]. In this case, motion is detected hy sirnply thresholding the inten
sity/color difference between a frame at time t and the background image [25,108].
Althoiigh the threshold eau be estimated on the ffy [126, 127] and locahy adap
ted [16], these rnethods are sensitive to phenomena that violate the basic assump
tions of background subtraction. For instance, noise iuduced by a low-quality ca
mera or jitter caused by an unstable camera are typical situations that cau’t be
handled properly hy simplistic backgrouud subtraction methods. There are also
numerous sitilations in which some background ohjects aren’t perfectly static and
iuduce local false positives. This is the case, for instance, wheu a tree is shaken by
the wind or when the background ineludes animated texture such as wavy water.
Another common source of ba.ckground variations is when the global illumination
isn’t constant in time and aiters the appearance of the background. $uch variation
eau be graduai, for example, wheu a cloud oeciudes the suu, or sudden, wheu a
light is turned on or off.
For ail these seenarios, a more elahorate hackground subtraction strategy is re
quired. In this perspective, many authors propose modeliug each background pixel
with a probabihty density function (PDF) learued over a series of traiuing frames.
Tu this case, the motion detection problem often becomes a PDF-threshoidiug pro
blem. For instance, to account for noise, some authors [33, 143] use a Gaussian
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distribution for each pixel. Also, to account for unstable backgrounds, multimodal
PDF models have been proposed such as a mixture of Gaussians (MoG) [14,29,113],
kernel-hased metliods [7,151, and predictive methods [84,105]. Let us also mention
that several block-based methods [441, codebook methods [89] and statistical Mar
kovian methods [165], to name a few, have been proposed.
The main limitation of most traditional statistical solutions is their need for a
series of training frames absent of moving objects. Without these training frames,
a non-trivial outlier detection method needs to be implemented [29]. Another li
mitation of these methods is the amount of memory some require. for example,
in [113], every training frame needs to be stored in memory to estimate the MoG
parameters and, for some non-parametric methods [7, 151, many frames need to be
kept in memory during runtime which may be costly memory-wise.
In this paper, we investigate a framework that uses one background frarne to
train statistical models (5e they parametric or flot). Our aim for sllch a framework
is fourfold
1. reduce the number of frames (thus the amount of memory) needed during
the training period;
2. reduce the amount of mernory required during the detection phase;
3. Setter deal with sequences having no training frames absent of moving ob
jects;
4. investigate how speed and memory can be improved in the context of statis
tical background subtraction.
3.2 Motivation
Two kinds of background variation may be identffled. The first one is variations
due to noise typically induced by a low-quality camera or by an environmental
phenomenon, such as ram (see Fig.3.1 (c)). In this case, the background B is
considered static and the intensity/color of a pixel at site s and discrete time t is
clefined as B B8 + n where n is an uncorrelated noise variable and B8 is the
131
ideat lloise-free background color (or mtensity) at site s. III this case, the temporal
distribution P(fi) is considered unimodal with expectation
.
The second kind
of variations is due to background movernents caused, for example, by an animated
texture or by camera jitter. In this case, the temporal distribution P(B) is often
multimodal. But whether the temporal distribution is unimodal or multimodal,
the goal is to estimate at every time instant t a labet fietd Lt (sometimes called a
motion mask) containing the motion status of each site s (typically, L = O when
s is motionless and L = 1 otherwise). $ince each background pixel is modeled by
PDF P(fi), the detection criterion can be formulated as:
t O ifP(It)>Ts (3.1)
1 otherwise.
where J the intensity of examined frame at time t and T is a predetermined thre
shold.
III this paper, the goal is to use the same thresholding procedure and the same
distribution functions proposed in the literature, but with different training data
gathered inside a single frame instead of a series of frarnes as is usually the case. The
use of spatial data is motivated by the fact that the color distribution of a given pixel
observed over a certain period of time is also frequently observed spatially around
that same pixel. For example, in the case of background movemellts, considering
that variations are due to local movements, it eau be assumed that the distribution
of ] in time is similar to a spatial distribution around s, i.e., {r,V j} where
is a M x M neighhorhood centered on s. Fig.3.1 (a)-(b) shows that when a site s
is locally animated, the color/intensity distribution observed over a certain period
of time oftell corresponds to the distribution observed locally around s. As shown
in Fig.3.1 (e), the same observation may also hold for unimodal distributioll. In the
next sections, two spatial approaches will he presented. The first one is designed
to be robust to background movements while the second one minimizes processing
complexity and memory usage durillg runtime.
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(b)Animatcd texture (wavcs on sea)
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FIc. 3.1 — $ample frame (top row), temporal histogram (middle row) and spatial
histogram (bottom row) for three test sequences “Shaky camera” captured with
unstable camera (left coÏumn), “Boat” that includes animated texture modeling
water (middle column) and “Ram” that is an example of severe noise (right co
lumn). The spatial histograms were calculated from 11 x 11 neighborhoods while
the temporal histograms were calculated from 90, 200, and 100 frames, respectively.
Note a good correspondence between spatial and temporal histograms.
3.3 Robust Method
As we mentioned previously, background variation may be unimodal or mul
timodal. Unfortunately, with only one training frame, determining whether the
distribution of a site s in time is unimodal or multimodal is an ill-posed problem.
In order to overcome this, we use a decision fusion strategy. To this end, each pixel
is modeled by two PDFs one unimodal PDF (that we cail PL) and one multimo
dal PDF (called Ptm), both being trained on one background frame B (see Section
3.3.1 for more details on training). Having each pixel modeled by two PDFs, the
detection criterion may be formulated as folÏows
Lt — f O if PU() > r OR Ptm() > T 3 28
1 otherwise.
Estimating Lt with this equation turns out to 5e the same as blending two
label fields resulting from thresholding P”(Ï) and Pm(Ï) separately. The reader
4 Temporel Ilistogram
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should 5e aware that this filsion strategy is meant for sequences whose content is
unknown e priori. However, if the scene is known to have either a perfectly static
hackground or camera jitter, only PU or pm may 5e thresholded.
3.3.1 Spatial Training
Iii this section, we present 1mw P and pm can 5e trained on data gathered
inside a single background training frame B.
3.3.1.1 Single Gaussian
As mentioned in Section 3.1, PU(B) eau be modeled by a single Gaussian
distribution,
(2)d/25IV2 exp (- - - (3.3)
where d = 1 for grayseale sequences and d = 3 for eolor sequences. Note that
for color sequellees, is a 3 X 3 variariee-eovariance matrix that, as suggested
by Stallifer and Grirnson [29j, is assumed to 5e diagonal for efficiency. Since only
one training frame is available in this framework, and are estimated with
data gathered inside a spatial neighborhood h centered on site s. 0f course, the
spatial data should 5e drawn from a ullirnodal distribution that resembles the one
observed temporally. Although some spatial neighhorhoods of a scene have that
kind of unimodal distribution (neighborhood A in Fig. 3.2), others are obviously
multimodal (neighborhood C in Fig. 3.2) and cannot 5e used for training as is.
Thus, to prevent Z3 and from being eorrupted by outilers (such as gray pixels
of the pavement near C in Fig. 3.2), a robust function p is used to weigh the
influence of each sample Br [125]. IViore specifleally, the parameter estimation can
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be expressed as







where j e {1, ..., d}, (j) is the jth variance. As suggested by Huber [1251, we use,




where c is a constant and I L 112 denotes the Euclidean norm. Clearly, with Eq. (3.6),
as intensity/color of pixels in deviate from those of the central pixel at s, their
contribution to the mean and variance estimates diminishes. Note that global illu
mination variations can be compensated by updating /Z and at every time
t [33, 143] as follows
(j) (1- Q)5(j) + I(j) (3.7)
Zs(j) (1- (j) + (I(j)
- (j))2 (3.8)
for all s such that L = O, j e {1, ..., d}, and a e [O, 1[ is the so-called learning
rate [1131.
3.3.1.2 Mixture of Gaussians
a mixture of K Gaussians is used to model multimodal histograms such as those




Spatial Histogram (C) Temporal Histogram (C)
O 2550 255
FIG. 3.2 — Sample frame from a sequence captured by a perfectly static camera.
While the temporal intensity distribution of pixel C is unimodal and centered at
intensity 254, the spatial intensity distribution around C is bimodal. Estimating
the Gaussian parameters with Eq. (3.4) and (3.5) leads to a distribution (in black)
centered on the main mode, uncorrupted by the gray levels of the street.
where .Af(.) is a Gaussian similar to the one of Eq.(3.3), w,j is the weight of the
th Gaussian and K is the total number of Gaussians (between 2 and 5 typically).
Thus, Pm(Ï) lias 3 x K parameters to be estimated jZj, and j. To do
so, we use the well-known K-means algorithm. In our framework, K-means takes
as input for each pixel s, the M x M background pixels {flrlr E i} contained
within the square neighborhood i. When the algorithm converges, the mean j7j
of every cluster is known and every pixel r é i has been assigned a class label
i E [0, K[. The covariance matrix >Z3, and the weight wj of each class j can then be
estimated from the pixels r E having label j. Note that the EM [130] algoritlim
couid eventually be used to refine these estimates.
As we mentioned for Pu, the MoG parameters can be updated at every frame
to account for illumination variations. As suggested by Stauffer and Grimson [29],
at each time frame 1, parameters of the Gaussian that matches the observation Ï
can be updated as follows:
(j) - (1- cZ3,(j) + Ï(j) (3.10)
(1- c)j) + (J) — )2 (3.11)
— (1
— c)w3, + (3.12)
for ail s such that L = 0, j e {1, ..., d}, where is 1 for the Gaussian that
matches and O for the other models.
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3.3.1.3 Non-parametric Density Estimation
An unstructured approach cari also be used to model multimodal distributions.
We propose a kernel-based density estimation inspired by the work of Elgammal







where K,-1 is a kernel function, j is the color-space index and B is a background
image. As suggested by Elgammal et aÏ. [7], we implemented K with a zero-mean,
u2-variance Gaussian. In this way, a single global ÏD lookup table with 256 entries
cari be pre-calculated to allow speedup during runtime. The table values are then
accessed with the intensity difference I(j)
— Ê,-(j) as index. Let us also mention
that the background frame B used in pm can be updated at every time t to account
for illumination variations as follows : B — (1 — a)B5 + cJ.
3.4 Light and Fast Method
Our light and Jast method is based on two assumptions. The first one stipulates
that the background distribution is temporally stationary, i.e. P(fi) is independent
of t in sucli a way that P(B) P(B) P(B) ... (illumination variation will
be addressed later). In other words, the hackground is assumed to be motionless.
The second assumption Stipillates that the background is piecewise temporal ergo
dic in time i.e., composed of piecewise constant regions for which spatial average
color equals its temporal and also its ensemble average [155]. This means that we
assume that the average temporal color/intensity of a pixel s is the same as the
average color of a uniform region containing s.




P(5) = P(8jw,)P(w) (3.14)
where w is a class label, O
= =
(/i,E)c e [0,M[} is the set of Gaussian
parameters to be estimated, P(w) is the prior probahility of class w, and B is
the background image from which the mixtllre is estimated [130]. This equatiofi
stipulates that each pixel s is a member of a cla.ss w with proportion P(w) and
likelihood P(3lw,.
This being said, B can be segmented into regions of uniform color (Or intensity)
by estimating a label field x for which x8 takes a value in {w0,
...,wMl}. In other
words, it is possible to assign one class w to each pixel s in such a way that every
pixel having label w lias a color that follows the Gaussian distribution .iV(fl, ).
Since the color of a background pixel s is assumed to he constant in time (more
or less a noise factor), its class label x5 is also assumed to be constant in time.
Therefore, the prohability of observing color Ï at time t is well approximated by
P(5jx8,) where x e {wo,wi, ...,WM_1}. Thus, a consequence of our piecewise
ergodic assumption is that the spatial noise within a class is assumed to be the same
as the temporal backgroiind variation (noise) of the pixels belonging to that class,
i.e. P(I) P(BIx8, Oj. In this way, our method can model the background with
a global mixture of M Gaussians as opposed to A x B Gaussians [33] or A x B x M
Gaussians [29] where A x B is the total number of pixels.
3.4.1 Gaussian Parameter Estimation
In order to obtain a reliable estimate for O (Gaussian mixture parameters) and x
(label field) we use Pieczynski’s Iterative Conclitional Estimation (ICE) algorithm
[160] siilce it allows simultaneous estimation of O and x. The ICE algorithm can be
outlined as follows
1. [Initialization Step] The parameters ° and the label field are illitialized
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with the K-Means [1381 algorithm. p = 1.
2. [$tochastic $tep] With a Gibbs sampler, a label field is generated accor
ding to the posterior distribution P(’)B, Ô’).
3. [Estimation Step] With a maximum likelihood estimator, is recomputed
based on and B. In our implementatioll, and are computed with a
classical empirical mean and variance-covariance estimator for each class.
4. If — < T, where T is a fixed threshold, then Stop. Else, p
=
p + 1
and go hack to the Stochastic Step.
Here, the posterior distributiofi is modeled after Bayes’ theorem,
P(IB, [P1) . p(I’ [P)p([P). (3.15)
Assuming independence of ] given ] and ê[P],
p(j[P] lB, [n]) cx fJ P(Ê §[P] ) p(cp]) (3.16)
where P(l, [P1) is a Gaussian distribution jf(; 7[] 1). As for P(]), we
use the simple Potts model based on a Gibbs distribution of the form P(1) cx
exp {—7U8 (î)] where y is a constant and U,18 (1) is an energy function that counts
the number of sites in the neighborhood i with a label different than ‘1. In our
implementation, we 115e binary cliques linking site s to its eight spatial neighbors
(second-order neighborhood).
3.4.2 Detecting Motion
Once the ICE algorithm has converged, we have in hand both the M-class
Gaussian mixture parameters modeling the background and the label field x in
dicating to which class each pixel has been assigned. Like most already-published
motion cletection methods, we assume that the color distribution of the moving
ohjects is different from the hackground. In this way, since each pixel s is modeled
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by a global Gaussian distributioll with parameters = we can expect
that P(Ï) P(5lx, ) when pixel s in image J is part of the background and
P(i) P(B8 Ix8, &) when pixel s is covered by a moving object. In this way, the
detection criterion may be formillateci as
1 if P(îx8, j/P(sIx5,) <T (3.17)
O otherwise.
Alternatively, for computational reasons, the Mahalanobis distance [33] can also be
used as follows
L
1 if D(8) - D(,jI > T’ (3.18)
O otherwise.
where D(d,) ( — )Tzi(d8
—
To further reduce processing times,
for grayscale sequences, D(Ï, Ô) is pre-calculated and kept in memory in a global
look-up table. Also, becanse empirically D(8,5) rarely goes above 32, we pre
calculate D(, 8) and store it in a 2D array allowing bye bits per pixel. To
account for illumination variation, the hackground pixels may have their statistics
updated at each tirne t [124].
3.5 Experfmen.tal Resuits
The tests aim to evaluate the performance of our two spatial methods compared
to temporally-trained methods. Three temporal methods have been implemented
which, respectively, model every pixel with one Gaussian, a mixture of 3 Gaussians
anci a non-parametric kernel summation. Each of these temporal methods is trained
on 15 to 80 frames depeilding on the sequence. A neighborhood îj of size between
11 x 11 and 15 x 15 has been used for our robnst method and a number of classes
M hetweell 7 and 10 was used for the tight and fast method. Also, the threshold T
for every method bas been varied to estirnate the ROC curves of Fig. 3.4 and tuned
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(1.1% ,67%)
FIG. 3.3 — (a) A 200-frame synthetic sequence of a boat sailing on a wavy sea and
(h) 90-frarne sequence shot with an unstahie camera. In each case, the MoG ard
the kernel-ba.sed method have been used. Both were trained either temporally or
spatially. (e) Resuits for a 100-frame seciuence corrupted hy ram segrnented with
one Gaussian per pixel. The numbers in the lower right corner indicate the average
percentage of false positives and true positives. These sequences are shown in Figure
3.1.
to produce the best possible results for the sequences presented in Fig.3.6 and 3.5.
Also, e = 5, u 2, ‘y = 2, the learning rate u was set to O for every sequence (thus
exploiting statistics of a single frame), and a simple 3 x 3 median filter was used
to smooth out every motion mask L.
In order to gauge performance of our approach, sequences with known ground
truth have been used (see Fig. 3.3). The first sequence is computer generated and
exhibits a boat sailing on a wavy sea. Since the pixels representing water are mul
timodal, we used the kernel-based and MoG approaches to segment the sequence.
The second sequence shows a moving truck filmed with an unstable camera making
the background highly multimodal. The MoG and the Kernel-based approaches
have been used again. The third sequence (Fig. 3.3 (c)) with known groundtruth,
contains fixed background, strongly corrupted by ram. For this sequence, three
methods have been used to detect motion our tigkt and fast method, ouï ro
bust method with one Gaussian, and a single-Gaussian temporal method similar
to Wren et at.’s [33]. Note that for this sequence. only the unimodal PDF P” has
heen used for the robust methods. For these three sequences, ROC curves [130] have
been generated and, as it can be seen, the difference between the spatially-trained
methods and the temporaÏly-trained methocis is small. Note that for the $haky
(0.2% ,83%)
(e) IGaussian Light and fast mcthod
(tcmporal training)
141
camera and Ram sequences, the percentages of false positives and true positives
have heen obtained ba.sed on hand-segmented ground truth images.
We also segmented a sequence having rio training frame without moving objects
(see Fig. 3.5). The background frame B used to learn the Gaussian pararneters
computed with a basic five-frame median fliter: J(s) = IV1ed[I°, I, j80, I20, 1160]
The reader shoulci note that, aside from the median filter, no outiier-detection
method has been used.
To evaluate the computational complexity, we ran the methods on color and
grayscale sequences of different sizes. Here, the MoG mixes two Gaussians, the tem
poral kernel-based rnethod uses 30 training frames, and our tight and fast method
uses $ classes. As it can be seen in Table 1, our light and Jast method is significantly
faster, especially for grayscale sequences for which look-up tables have been used
to store D(1(s), ) in mernory (these processing rates include the 3 x 3 median
filtering). Also, the minimum amount of memory requireci to model the background
is signiflcantly smaller for our light and fast method than for the other ones. Every
program Fias been executed on a 2.2 GHz AMD Athion processor.
3.6 Conclusion
In this paper, a novel spatial framework for the background subtraction problem
has been presented. Our framework is based on the idea that, for many applications,
the temporal intensity/color distribution observed over a pixel corresponds to the
statistical distribution observed spatially around that same pixel.
Our framework offers three main advantages. First, the statistical parameters
cari be learned with one background frame instead of a series of frames as is usually
the case for single-Gaussian and the MoG model. This has the advantage of requi
ring less memorv anti heing more flexible in the presence of sequences having no
training frames without moving objects. Second, as opposed to the kernei-based
method, only one frame (instead of N) is kept in memory at runtime. This again
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— ROC curves obtained for three sequences shown in Figure 3.1.
Fast and Light method
FIG. 3.5 — Resuits for a 200-frame sequence with no frame absent of moving objects.
A median filter was used to produce the background frame B.
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TAB. 3.1 — Tables showing respectively the frame rate and the minimum amount
of memory needed to model the background.
Frame rate_(fps)
Grayscale sequence Color sequence
IVlethods 256 X 256 640 X 480 256 x 256 640 X 480
Light and Fast 240 44 136 26
One Gaussian 12$ 25 108 20
Mixture 23 5 12 3
Kernel 10 4 9 2
Minimum memory to model the background (KB)
Grayscale sequence Color sequence
IViethocis 256 X 256 640 X 480 256 X 256 640 X 480
Light and Fast 72 308 64 300
One Gaussian 512 2400 1536 7200
Mixture 1536 7200 3584 16800
Kernel 1921 9001 5761 27001
the conceptual simplicity and strength of the background subtraction methods it is
based on. The detection function, the adaptation to global illumination variations
and the statistical learning phase are implemented in a way that is very similar
to the one originally proposed in the temporal framework. In spite of these advan
tages, our framework does have one limitation. As we mentioned previously, our
approach is hased on the assumption that the temporal distribution of a pixel s
can be approximated by a spatial distribution. Although this assumption is true
for many real-life scenarios, it nonetheless fails to recognize “temporal textures”
arising from a temporally-periodic event such as a blinking light. To compensate
for this limitation, a specific updating scheme such as the one from Eq.(3.10) -
(3.12), wouÏd need to be implemented.
In summary, we have shown that resuits obtained with oui framework, on se
quences with noise, camera jitter and animated background are, for ah practical
purposes, similar to the ones obtained with temporal methocls.
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FIG. 3.6 — Resuits for a 100-frame noisy sequence segmented with one Gaussian
per pixel whose parameters have been spatially and temporally trained.
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Résumé
Dans ce chapitre, nous démontrons comment des algorithmes de segmentation
et d’apprentissage markoviens peuvent être accélérés de façon significative lors
qu’implémentés sur une architecture parallèle programmable. Parmi les applica
tions étudiées figurent l’estimation de mouvement, la détection de mouvement, la
segmentation de mouvement, la stéréovision et la segmentation de couleur. Nous
démontrons comment les processeurs GPU (les Graphics Processing Units) dis
ponibles sur la plupart des cartes graphiques en vente aujourd’hui, peuvent être
utilisés pour inférer des champs d’étiquettes. Les applications étudiées sont ici
exprimées sous la forme de problèmes à résoudre à l’aide d’un maximum a poste
riori (MAP). Dans chaque cas, le champ d’étiquettes est inféré avec un algorithme
déterministe tel l’ICM de Besag ou encore un algorithme stochastique tel le recuit
simulé. Pour les segmentations de type probabiliste, les paramètres statistiques
sont estimés à l’aide des algorithmes K-Moyennes et ICE. Tous les algorithmes de
segmentation et d’estimation de paramètres utilisent le processeur de fragments
du GPU ainsi que la mémoire texture pour stocker les images à segmenter ainsi
que les champs d’étiquettes. Les résultats obtenus démontrent que les applications
Markoviennes peuvent être accélérées d’un facteur allant de 4 à 200 et ce, sans
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exiger de connaissances particulières en programmation bas-niveau.
Abstract This paper shows how Markovian strategies used to solve well known
segmentation problems such as motion estimation, motion detection, motion seg
mentation, stereovision auJ cotor segmentation can be significantly accelerated
whell implemented on programmable graphies hardware. More precisely, it exposes
how the parallel abilities of a staildard Graphies Processing Uuit usually devoted
to image synthesis can 5e used to infer the labels of a segmentation map. The pro
blems addressed in this paper are expressed a the maximum a posteriori with an
euergy-based or probabilistie formulation, depending 011 the application. In eaeh
case, the label fteld is inferred with an optimization algorithm such as ICIVI or
simulated annealing. In the case of prohahilistic segmentation, parameters are es
timated with the K-means and ICE procedure. For both the optimization and the
parameter estimation algorithms, the GPU’s fTagment processo is used to update
in parallel each label of the segmentation map while rendering passes and graphies
textures are used to simulate optimization iterations. The hardware resuits, ob
tained with a mid-end graphies eard, show that these Markovian applications ean




Image segmentation is generally understood as a means of dividing an image
into a set of uniform regions. Here, the concept of uniformity refers to image features
such as color, depth or motion. Arnong the existing segmentation methods proposed
in the literature, segmeiltation models can roughly be divided between feature
space based and image-space based families [97]. As the narne suggests, feature-space
algorithms segment images on the basis of a feature criterion whereas space-based
algorithms segment images on the basis of a feature-space criteriofi. Because image
space based techniques incorporate information from the image to 5e segmented
and the segmentation map (typically likelihood arid prior information), the resuits
they produce are often more precise, although at the cost of a heavier computational
load.
Among the image-space based techniques are the Markovian algorithms [71,141]
which incorporate spatial characteristics by using Markov Random Fields (MRF) as
a priori models. The first contribution in that field was made by Geman et al. [141]
who proposed the concept of Maximum a Posteriori (MAP) as an image-space
probahilistic criterioll. Shortly afterward, many Markovian models were adapted
to solve ail killds of segmentation prohiems ranging from motion estimation to
stereovision [146]. While some authors proposed ad-hoc energy-based solutions,
others used probahilistic functions to model the way the desired (hidden) label fieÏd
is distributed. The shape of these probabilistic functions depends on parameters
that are either supposed to 5e known (or manually adjusted) or estimated in a first
step of processing. In the latter case, estimation algorithms such K-mearis or the
Iterative Conditional Estimation (ICE) [23, 1601 have demonstrated their efficiency.
Although Markovian approaches have several appealing advantages, they are
relatively slow algorithms anci thus inappropriate in applications for which tirne is
an important factor This paper explains how Markovian segmentation algorithms
used to solve segmentation problems such as motion detection [116], motion estima
tion [75], stereovision [46], cotor segmentation [97], and motion segmentation eau 5e
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signifieantly accelerated when implemented on programmable graphics hardware.
This is made possible by the use of the so-called Graphics Processor Unit (CPU)
embedded on most graphics hardware nowadays available. This unit can load and
execute in parattet general purpose programs independently of the CPU and the
central memory. As the name suggests, the CPU architecture was optimized to solve
typical graphies problems with the goal of rendering complex scenes in real-time.
Because of the very nature of conventional graphies scenes, graphies hardware has
been designed to efficiently manipulate texture, vertices and pixels. What makes
these graphics processors so efficient is their fundamental abiiity to process vertiees
and fragments (read pixels) in parallel, resulting in attractive aeeeleration faetors.
In spite of appearances, it is possible to take advantage of the parallel abihties of
programmable graphies hardware to solve problems that go heyond graphies. This
is what people eall generat-purpose computation on GPUs (GPGPU) [2]. Various
authors have shown that applications sueh as fast Fourier transforms [91], linear
algebra [76], motion estimation and spatial segmentation with level sets could run
on graphies hardware [2,136]. Even if these applications have little in eommon with
traditional computer graphies, they ail share a eommon eharacteristie : they are
problems that ean he soived by parallel algorithms.
Parallel implementations of Markovian algorithms applied to motion detec
tion [25] and pieture restoration [42] have been proposed in the past. Unfortunately,
these methods were huild upon dedicat.ed, expensive and sometimes obsolete ar
chitectures. This paper shows how eheap and widely distributed graphies hardware
can he used to signiflcantly accelerate Markovian segmentation. Even though CPUs
are eutting edge technologies made for graphies rendering, implementing a MAP
segmentation algorithm on a fragment proeessor isn’t much more difficult than
writing it in a C-like proeedural language.
The remainder of the paper is organized as follows. In Section 4.2, a review of
the Markovian segmentation theory is proposed after whieh Section 4.3 presents
three energy-based segmentation prohiems. Section 4.4 follows with the probahiiis
tic taud unsupervised) prohiem of motion and color segmentation which is followed
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by Section 4.5 and 4.6 present the optimization algorithms ICIVI and SA and the
parameter estimation algorithms K-rneans and ICE. Section 4.7 gives an in-depth
look at graphies hardware architecture and explains how the algorithms previously
presented can be implemented on a graphics hardware. Finally, Section 4.8 gives
experimental resuits. Section 4.9 is the conclusion.
4.2 Markovian Segmentation
The applications this contribution tackies aim at subdividing observed input
images into uniform regions hy grouping pixels having features in common such
as color, motion or depth. Starting with some observed data Y (typically one or
more input images), the goal of a segmentation program is to infer a label fleld
X containing class labels (i.e. labels indicating whether or not a pixel belongs
to a moving area or a certain depth range for instance). The variables X and
Y are generally defined over a rectangular lattice of size .A/ x M represented by
S {sIO < s <iV x M} where s is a site located at the Cartesian position (i,j)
(for simplicity, s is sometimes defined as a pixel). It is common to represent by a
lower-case variable such as x or y, a realization of the label field or the observation
field. For each site s E S, its corresponding element x5 in the label field takes a
value in F = {ei, e2,
..., eN} where N is the total nllmber of classes. In the case
of motion detection for example, N eau be set to 2 and F {StaticClass,MobileClass}.
Similarly, the ohserved value Vs takes a value in A {c, 62,
...,
c} where can he
set, for instance, to 2 for gray-scale images and 224 for color images.
In short, a typical segmentation model is made up of two fields x and y, i.e. an
observation fleld (y) that is to be decomposed into N classes by inferring a label
field (x).
In the context of this paper, the goal is to find an optimal labeling that
maximizes the a posteriori probability P(X xIY y) (represented by P(xly) for
simplicity), also called the maximum a posteriori (MAP) estimate [141]
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argmaxx P(xy). With Bayes theorem, this equation cari be rewritten as
P(yx)P(x)
XMAP = arg max (4.1)P(y)
or equivalently §MAP argmaxx P(ylx)P(x) since P(y) isn’t related to x. Assuming
that X and Y are Markov Random Fields (MRF) and according to the Hammersley
Clifford theorem [141], the a posteriori prohahility P(xy) —as well as the likelihood
P(yx) and the prior P(x)— follows a Gibbs distribution, namely
P(xy) = exp(-U(, y)) (4.2)
xIy
where is a normalizing constant and U(x, y) is an energy function. Combining
Eq. (4.1) and (4.2), the optimization prohiem at hand cari be formulated as an
energy minimization problern i.e.,
XMAP = argmill(W(x,y) + V(x)) (4.3)
where W(r, y) and V(x) are respectively the likelihood and prior energy functions.
If we assume that the noise in y isn’t correlated, the global energy function U(x, y)
cari be represented by a sum of local energy functions
XMAP = argmin (W5(x5,y5) + 4?S(xS)). (4.4)
sES
Here, îj is the neighborhood around site s and V (x5) V(x8) is a sum
of potential functions defined on so-called cliques e. Notice that function 14(x3)
defines the relationship between two neighbors in e, a binary clique linking a site s
to a neighbor r.
An ad hoc definition of W5(x5, y) and 4?(xS) lead to a so-called energy-based
segmentation. By opposition, when I’T/(x3, y5) and l/’jx5) are defined by a proha
hilistic law linking x to y5, the segmentation is called pro babitistic. In hoth cases
though, 1AP is estimated with an optimization procedure such as SA or 1CM which
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are typically slow algorithms. Details of these algorithms are discussed in Section
4.5.
4.3 Energy-based segmentation
This Section shows how typical computer vision problems can be expressed as
the minimum of a global energy function made of a likelihood and a prior term.
4.3.1 Motion Detection
The goal of motion detection is to segment an animated image secience into
mobile and static regions. for this kind of application, moving pixels are typically
the ones with a non-zero displacement, no matter what direction or speed they
might have. Motion detection is thus a spatial case of motion segmentation. The
solution presented in this Section was inspired by the work of Bouthemy and La-
lande [116] which proposed one of the first energy-based Markovian solution to that
prohÏem.
Let us mention that their paper influenced many subsequent contributions in
cluding the one by Dumontier et al. [25] who proposed a parallel hardware archi
tecture to detect motion in real time. Unfortunately, the hardware they used was
specifically designed and is not, to oir knowledge, available on the market. In ad
dition, the design of their hardware architecture is different from standard graphies
hardware.
The solution here proposed is based on the concept of temporal gradient and
doesn’t require the estimation of an optical ftow. From two successive frames f(t)
and J(t + 1), the observation field y is deflned as the temporal deriva.tive of the
intensity function df/dt narnely y = f(t + 1)
—
f(t)Ij. Assuming that scene illu
mination variation is small, the likelihood energy function linking the observation





where rn is a constant and u is the variance of the Gaussian noise. Because of the
very nature of the prohiem, N = 2 and x5 E {0, 1} where O and 1 correspond to
static and moviilg labels. As for the prior energy terrn, as iII [116] and [25], the
followiilg Potts model was implemented
=
1 if x (4.6)
O otherwise.
The overali energy functioil to he minirnized is thus defined by





where ij is a second order neighborhood (eight ileighbors) and /3MD is a constant.
Please remark that this solution makes the implicit assumption that the camera
is stili and that moving objects were shot in front of a static background. To help
smooth ont interftame changes, one can add a temporal prior energy term V(x8)
linking label x5 estimated at time t and the one estimated at time t — 1.
4.3.2 Motion Estimation
The goal of motion estimation is to estimate the direction and magnitude of
optical motion over each site s E $ of an animated sequence [13, 64, 70]. Among
the solutions proposed in the literature, many are based on an hypothesis called
tightness consistency. This hypothesis stipulates that a site s E S at time t keeps
its intensity after it moved to site s + fi at time t + 1. Although this hypothesis
exciudes noise, scene illumination variation, and occlusions (and thus is an extreme
simplification of the truc physical nature of the scene) it aflows simple energy
functions to generate fairly accurate results. Under the terms of this hypothesis,
the goal of motion estimation is to find, for each site s E S, an optical dispiacement
vector f for which f(t) J8+(t+ 1). In other words, the goal is to find a vector
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fielci for which
arg min 1f8(t) — f8+(t + 1)11, Vs E 3. (4.8)
Notice that the absolute difference could be replaced by a cross-correlation distance
for more rohustness. Such strategy is sometimes called in the literature region-based
matching [70]. But anyway, when estimating motion, the observation field y is the
input image sequence f and y(t) is a frame at time t. Furthermore, the label fteld
i is a vector field made of 2D vectors deflned as x5
= (, j) where j, Ç are
















FIG. 4.1 — The total nnrnber oJ possible disptacement vector for a site s E S is
(2dinax + 1)2.
Eq. (4.8) lias one major limitation though which cornes from the fact that
real-world sequences contain textureless areas and/or areas with occlusions. Ty
pically, over these areas several vectors x3 cnn have a minimum energy, although
only one is valid. This is the well known apert’ure probtem [102]. In order to gua
ranty the uniqueness of a consistent solution, sorne approaches have been propo
sed [64]. Among these approaches, many opt for a regularization term (or smooth
ness constraints) whose essential role is to rightly constrain the ill-posed nature
of this inverse problem. These constraints typically encourage neighboring vectors
to point in the same direction with the same magnitude. In the context of the
MAP, tiiese constraints can he expressed as a prior energy function such as the
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Potts model cf Eq. (4.6). However, since the number cf labels can he large (here
(2dmax + 1)2), we empirically observed that a smoother function is better suited.
In fact, the following linear function was irnplemented
(X[0]
- Xr[011 + Ix[1] - Xr[l]I) (4.9)
s,r€c
where c is a binary clique linking site s to site T. Notice that other smoothing
functions are available [1021. The global energy function U(x,y) to be minimized
is obtained hy combining Eq. (4.8) and (4.9) as follows
U(x, y) = (y3(t) - y3(t + Ï)H +IE (Jx[0]






where /3ME is a constant. Let us mentioned that Konrad and Dubois [75] proposed
a similar solution involving a tine process te help preserve edges.
4.3.3 Stereovision
The goal cf stereovision is te estimate the relative depth cf 3D ohjects from two
(or more) images cf a scene. For simplicity purposes, many sterecvision methods
use two images taken by cameras aligned on a linear path with parallel optical axis
(this setup is explained in detail in Scharstein and Szelisky’s review paper [46]).
$tereovision algorithms cften make some assumptions on the true nature cf the
scene. One cemmon assumption (which is similar to motion estimaticn’s lightness
consistency assumption) states that every point visible in one image is also visible
(with the same color) in the second image. Based on that assumption, the goal
cf a stereovision algcrithm is te estimate the distance between each site s —with
coordinate (‘i,j)—in one image te its correspending site t —with coordinate (i+d5.j)—
in the second image. $uch distance is called disparity and is proportional te the
inverse clepth cf the ohject projected on site s. In this contribution, d5 e [0, DJAx].
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This gives rise to a mat ching cost function that measures how good a disparity d8
is for a given site s in a reference image Yzcf. This is expressed mathematically by
C(s, d,y) IYzef(, j) — ymat( + Cts, j) I (4.11)
where y = {ymat, Yref } and y, is the second image familiarly called the matching
image. Notice that the function 11.11 can be replaced by a robust function [46] if
needed. III the context of the JVIAP, C(.) is the likelihood energy function and the
disparity map U is the label fleld to he estimated. Thus, to ensure uniformity with
Section 4.2’s notation, the cost function of Eq. (4.11) will be defined as C(s, x, y).
To ensure spatial smoothness, two strategies have been traditionally proposed.
The flrst one is to convolute C(s, x, y) with a low-pass filter or a so-called aggre
gation ftlter w (see [46] for details on aggregation). Although a pre-filtering step
slows down the segmentation process, it eau signiflcantly reduce the effect of noise
and thus enhance resuit quality. The second strategy to ensure spatial smoothness
is to take advantage of a prior energy term V (x) of the form
4,5(x) = Ix — xrj (4.12)
CEs
s,rEc
where the absolute value could 5e replaced by another cost function if needed. The
global energy function U(x, y) can thus 5e written as




where /3 is a constant.
Minimizing the energy function of Eq. (4.13) can 5e time consuming, especially
when the number of disparities DMAX iS large. To save on processing time, two
simple strategies are conceivable. The first one is to minimize the likelihood function
only and ignore the prior term : argmin(w * C)(s, x, y)). In this way, the
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filter w is assumed to be good enough to ensure spatial smoothness. This simple
greedy strategy is called Winner-Take-Att (WTA) and converges after only one
iteration. Another way to reduce processing time is to pre-compute C(s,x,y) in
a 3D table. Such table —also called the Disparity Space Integration (DSI) table—
contains jV x M x DM cost values. Once the DSI table has been computed, is
eau he filtered by w after which the optimization process can he launched.
4.4 Probabilistic segmentation
In this paper, both the color and the motion segmentation are based on a
probabilistic criterion which relates the observed data Ys to its label z8 with a
distribution P(y3x8). For the color segmentation, y8 takes a value hetween O and
255 for gray-scale images and between (O, O, O) and (255, 255, 255) for color images.
As for motion segmentation. Ys is a two-dimensional vector represented by Ys
= (n8, r8) where n5 and r8 a.re real values. Notice that since Ys is an observation.
the motion vector i7 Vs E S is assumed to have been priorly estimated.
Because y8 is related to x5 by a probability distribution, the energy func
tion W8(x8, Ys) is designed according to that distribution, namely W8(x5, Ils)
— ln P(y5x5). A very popular function used to model P(y81x8) is the multidimen
FIG. 4.2 — Motion detection, motion estimation, and stereovision label fietds obtai







)E;’ (Ys )T} (4.14)
where d is the dimensionality of (cl = 1 or 3 for color segmentation and cl
2 for motion segmentation) and are the mean and variance-covariance
matrix of class z8. Using a classical Potts function as prior model, the global energy
fllnction of Eq. (4.4) cari be written as
{(ln lxsI + (Ys — /)‘( — )T) + Vqs(zs)}. (4.15)
sES
In the case of unsupervised segmentation, the Gaussian parameters C1
=
{(,u, uk) 1
k < N} lias to be estimated conjointly with x or preliminary to the segmentation
step. To do so, many pararneter estimation algorithms are available among which
K-means [23] and ICE [160] are commonly used. For further details on proba
hilistic Markovian segmentation, tlie reader is invited to consider the following
books [130, 146].
4.5 Optimization Procedures
$ince Eq. (4.4) lias no analytical solution, lias to be estimated witli an opti
mization procedure. Tlie first optimization procedure we have implemented is the
simulated annealing (SA) which is a stochastic relaxation algoritlim based on a
Gibhs sampler. The concept of SA is based on tlie manner in whicli some material
recrystallize when slowly cooled clown after being lieated at a high temperature.
The final state (called the frozen ground state) is reaclied when temperature gets
down to zero. Similarly, SA searclies for tlie global minima by cooling clown a
temperature factor T [145] from an initial temperatllre TMAX clown to zero.
Tlie major advantage with SA is its ability to always reach the global minima
with tlie appropriate clecreasing cooling temperature sciedule. This is made pos
sible because SA autliorizes energy increases to escape form local minima. To do
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so, SA stochastically samples the system probability distribution and randornly
generates new configurations. In this paper, the system probability is made of the
global energy function (here U(x, y)) and a temperature factor T. This probability
function is similar to Boltzmann’s probability function [145] which can be written
P(x,y) exp{_Ut}. (4.16)
where À is a normalization factor. The simulated annealing algorithm is presented
in the upper section of Table 4.1. h
The main limitation with SA is the number of iterations it recluires to reach
the frozen ground state. This makes SA unsuitable to rnany applications for which
time is a decisive factor. This explains the effort of certain researchers to find
faster optimization procedures. Que such optimization procedure is Besag’s 1CM
algorithm [71]. Starting with an initial configuration x°1, 1CM iteratively minimizes
U(x, y) iii a deterministic mariner by selecting, for every site s S, the label ek E F
that minimizes the local energy function at that point. Since ICIVI isn’t stochastic,
it cannot exit from local minima and thus, requires x to be initialized near the
global minima. In practice however, this limitation is rarely a problem since 1CM
generates fairly good results, always at a fraction of the time needed by SA (Fig.
4.3 illustrate the difference between 1CM and SA). The 1CM algorithm is presented
in the lower section of Table 4.1.
Input Image (y) Label field (with 1CM) Label field (with SA)




The two parameter estimation algorithrns we have implemented for this paper
are K-means [23] and ICE [160]. K-means is an iterative clustering method that
assumes input data {y} is distributed within K spherical clusters of equal volume.
At each iteration, every site s is first assigned to the nearest cluster before a second
step re-estimates the center of mass of every cluster. The resiilting K-means dus
ters minimize the sum-of-square error fllnction : Z- ZXS=ek Mu5 — /.ckI12 [23]. The
variance-covariance of each cluster is estimated once the algorithm lias converged.
!h !h
K-means lias two well known limitations. First, its assumption that ail clusters
are spherical with equal volume is simplistic an often unsuited to some observation
fields. Second, hecause K-means is a deterministic algorithm, it is sensitive to noise
and is likely to converge toward local minima. Consequently, some authors suggest
to refine 1 with a more realistic model, less sensitive to noise and local minima
such as the stochastic taud Markovian) ICE estimation algorithm. further details
on this agorithm are presented in [160] whule Table 4.3 presents a version of ICE
adapted to this paper.
4.7 Graphics Hardware Architecture
As mentioned previously, graphics hardware is highly optimized to solve tra
ditional computer graphies problems. Nowaclays, graphics hardware is generally
embedded on a graphics card which can receive/send data from/to the CPU and
the main memory via the system bus, 5e it PCI, AGP or PCIe (see Fig. 4.4). To
our knowledge, most graphies hardware are desigued to fit the graphics processing
pipeline shown in Fig. 4.5 [20, 140]. This pipeline is made of various stages which
sequentially transforms images and geometric input data into an output image sto
red in a section of graphies memory called the framebuffer. Part of the framebuffer
(the front buffer) is meant to be visible on the display device.
Until recently, graphies pipelines have presented a flexible but static interface
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1 ,uj — random initialization V E
2 For each site s E S
2a x8 — argrninp If Ys
— /‘ekH
3 /k: NkZXS=ekYS V/lk E
4 Repeat unes 2-3 until each mean no longer moves
ZXS=e(Ys — — ),Vk E
TAB. 4.2 — K-Means atgorithm.
1
— K-means
2 For each site s E $
2a P(ekIyS)=- exp {(W(ek,yS)+l47)},Vek E F
25 x — accordiiig to P(x3fy), randomly select ej E F
3a /Lk
S’ J Zxs=ek Ys V/ik E JL
3 7n C Zxs=ektY — — V E (j
5 Repeat hues 2-3 uutil 1 stabilizes
1 T—TMAx
2 For each site s E S
2a PQs = ey$)z= exp {-U(ek,y3)}, Vek E F
25 x3 — according to P(x8f y5), randomly select e E F
3 T — T*cooling Rate
5 Repeat hues 2-3 uutil T
1 luitialize x
2 For each site s E S
3 x, = argrniuerU(e,y5)
4 Repeat unes 2-3 until stabilizes
TAB. 4.1 — Simntated a’nneating and 10M atgorithms.
TAn. 4.3 — 10E atgorithm.
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to applicatioll programmers. Although many parameters on each processmg stage
could be tweaked to adjust the processing, the funclamental graphies operations
eouldn’t be changed. To answer this limitation, hardware manufacturers have made
programmable the vertex and fragmellt processing stages. These two stages eau now
be programmed using C-like languages to process vertex and fragments with user
ciefined operations. Let us mention that a fragment is a per-pixel data structure
created at the rasterization stage. A fragment contains data such as color, texture
coordinates, depth, and so on. Each fragment is used to update a unique location in
the framebuffer. For example, a scene made of a five-pixel-long horizontal une will
generate five fragments whereas a 100 x 100 plan perpendicular to an orthographie
camera will generate 10000 fragments.
Because of the very nature of graphies applications, the graphies processing
unit (the GPU) have been designed as a streaming processor, that is a processor
with inherellt parallel processing abilities. With such processor, the vertices and
the fragments are proeessed in parallel, thus providing ail graphies applications a
significant acceleration factor.
4.7.1 Fragment Programs
With a GPU, gellerai-purpose applications going beyond traditional computer
graphies can now he implement on graphies hardware [2] to take acivantage of its pa
Graphics Hardware
PCI/AGP/PCIe bus
FIG. 4.4 — Diagram showing physicat relation between the GPU, the main memory
and the graphies hardware.
162
rallel abilities. It is especially true for various image processing applications. These
applications are generally executed over the fragment processor, mostly because
it is the oniy part of the graphics pipeline that lias access to both input memory
(texture memory) and output memory (the framebuffer). It lias also traditionally
been the most powerful stage of the CPU.
A fragment processor is designed to load a.nd execute in parallel a program
(also calied shader on each fragment generated during the rasterization stage. As
shown in Fig. 4.5(5), such program lias typicaiiy access to three kinds of input
values [132, 140]. First, a fragment shader lias a read-only access to the text.ure
rnemory. In this contribution, the texture memory contains the observation field
y and the label field 1[t—i] estimated during the previous optimization iteration.
$econdly, fragment shaders have access to build-in variables containing generai
graphies informations such as the modelview matrix, the light sources, the fog,
and the material to narne a few. The only build-in variable used by our shaders is
the one conta.ining the fragment coordinates (i,j). Thirdly, fragment shaders have
also access to user-defined variables containing ail kinds of application-specific data
such as weighting factors, cla.ss parameters, window size, and so on. This data is
typically storecl in arrays, vectors, integer or floating point variables.
A fragment shader can return cotor, alpha and depth values. The flrst two values
are stored in the frarnebuffer where as the last one is copied in the depth buffer. In
this contribution, only the values copied in the framebuffer are taken into account.
In short, a fragment shader is a program executed on the fragment processor
that processes in parattet every fragment (see pixel) returned by the rasterization
stage. This shader lias access to user-defined parameters, has a read-only access to
texture, a write-only access to the framebuffer and cannot exchange information
with the neighboring fragments. It should be noted that while the GPU can be a
very powerful processing tool, sending and receiving data from/to the CPU across
the system bus introduces significant latency. As such, data traffic between the
CPU application and the GPU shouid be kept at a strict minimum.
Vertec
— —; l’rorcssor -




(x.y) L__ Framenj.4__ Built—in’I map Processor variables
I Color I
Alpha I(b) Oeplh
As mentioned before, a fragment processor is made to load and execute in parai-
lei a program calied the fragment shader. IÏi As shown in Fig. 4.6, the shader source
code is first located in a C or C++ application running on the CPU. Typically, this
source code is listed in a 1D “unsigned char” array. Whule the C/C++ application
is running, the shader source code is compiled and linked by the Application Pro-
gram Interface (API)’s driver. Once the linking lias finished, the linker returns a
program object that is loaded on the graphics hardware for exedution. The shader
is executed when one or more graphics primitives are rendered. This procedure
is iilustrated in Table 4.4. Notice that most common APIs such as OpenGL and
DirectX provide easy to use high-level driver functions [132, 140].
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(a)
FIG. 4.5 — (a) Logicat diagram of a typicat processing pipetine with programmabte
vertex and fragment processor. (b,) Fragment processor inputs and outputs.
CPU
C/CHH- Application










FIG. 4.6 Execution modet of a typicat shader.
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1 Buf — Copy the shader source code in a 1D buffer
2 Give Buf to the Driver.
3 Compile the shader code
4 Link the compiled shader code
5 $end the linked code to the graphies hardware
TAB. 4.4 AtgoritÏim of a C/C++ apptication compiling, linking and toading a
shader. Notice that unes 2 to 5 are donc by functions provided by the API driver.
4.7.3 Markovian Segmentation on GPU
Although fragment shaders (as well as vertex shaders) can be written in a C
like procedural la.nguages [132, 140], they have some specificities as compared to
ordinary C/C++ programs. The most important ones are the following
Ï. a fragment shader is made to process every fragment in parallel;
2. the only memory in which a fragment shader eau write into is the framebuffer
and the depth buffer;
3. the only da.ta a fragment shader can read is contained in the texture memory,
in built-in variables and in user-defined variables. As such, it cannot read the
content of the framebuffer of the depth buffer;
4. since fragments are processed in parallel, fragment shaders cannot exchange
information. CPUs do not provide its shaders with access to general-purpose
memory.
With such specificities, minimizing a global Markovian energy function sueh as
Eq. (4.4) can be tricky. In fact, three main problems have to be overcome. Firstly,
when performing a Markovian segmentatioll, the fragment operatiolls should ob
viousÏy he performecï on every pixel of the input scene. As such, a perfect 1 1
mapping from the input pixels to the output buffer pixels is necessary. This is
achieved h rendering a screen-aligned rectangle covering a window with exactly
the same size than the input image. To alleviate all distortion due to perspective,
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we also useci an orthographic camera. In this way, the rasterization stage generates
IV x M fragments, one for every pixel of the input images. This is illustrated hy
the 1CM algorithm presented in Table 4.5. In this example, the fragment shader
is executed when the rectangle primitive is rendered (une 4). Here, the fragment
shader minirnizes in parallel the energy function U(x5, Us) on each site S E S.
1 Copy the input images y into texture memory.
2 Compile, link and load the 1CM shader on the GPU.
3 Specify shader pararneters (MD8ME or /3s for example).
4 Render a rectangle covering a window of size At x M
5 Copy the framebuffer into texture rnemory
6 Repeat une 4 and 5 until convergence





TAB. 4.5 — High tevet representation of an 1CM hardware segmentation program.
The upper section (une 1 to 7) zs a C/C++ CPU program used to toad the shader,
render the scene and manage textures. The second program aine 1-2,) s the IC’M
fragment shader launched on every fragment (pixet,) when the scene is rendered (une
4). Notice that images x and y are contained into texture memory.
The second problem cornes from the fourth limitation. Since GPUs provide no
general-purpose rnernory, one might wonder how the prior energy function V, can
be impÏernented on a fragment program since it depends on the neighboring labels
Xt contained in the (write-only) framebuffer. As shown in Table 4.5, after rendering
the scene, the CPU program copies the framebuffer into texture memory (une 5). In
this way, the texture rnernory (which can be read by fragment shaders) contains not
only the input images, but also the label field 1[t_1] computed during the previous
iteration. Thus, T% is coniputeci with labels iteratively updated and not secuentiaIly
updated as it is generally the case. Such strategy was already proposed hy Besag
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[71] and successfully tested by other authors [251. This iterative updating scheme
corresponds to the Jacobi-type version of the illitial Causs-Seidel 1CM procedure.
However, as mentioned by Besag [71], such parallel updating scheme cari induce
srnall oscillations. In fact, it turns ont that indeed, on several examples, eergy
oscillations cari occur after 10 or 20 iterations (see fig. 4.8 (a)). These oscillations
are caused by some labels (rarely more than few dozen, sparsely distrihuted in the
label field) that endlessly switched between two classes. Although the Gauss-$eidel
and the Jacobi versions of 1CM don’t strictly converge toward the same minima, the
results they return are sirnilar both visually and energy-wise (see fig.4.7 and 4.8).
Notice that the iterative nature of 1CM is reproduced with multiple renderings of
the rectangle (lines 4-5-6 of Table 4.5), the fragment shader containing no iteration
loop.
The last problem with shaders cornes with their inability to generate random
nurnbers sucli as needed by the stochastic algorithms SA and ICE. We thus had to
implement a workaroulld that goes as follows. First, in the C/C++ application, an
image with random values is created. This random image is then copied in texture
rnemory where the shader cari access it. In this way, a stochastic shader processing
a site (t, j) has access to ail array of random numbers. This procedure is illustrated
by the algorithms of Table 4.6 and 4.9. Please remark that the shaders are fed with
a vector
= (Si, Sj) whose value is in-between —A and A. This is to make sure
the same randorn value isn’t reused at each iteration.
Although this workarouncl isn’t as efficient as a good random number generator,
the resillts obtained with our hardware programs are very close to the ones obtain
with the software programs. b illustrate the effectiveness of our workaround, we
have segmented a gray scale and a color image with a good software random number
generator and with our hardware rnethod. As cari be seen in Fig. 4.7 and Fig.4.8
(b), our hardware method generates resuits very close to the ones obtained with the
traditiollal software rnethod, both visually and energy wise. Let us mention that
this raildom value problem will surely be solved wheu hardware graphics comparues
will ificlude a pseudo-random number generator to their shading language library.
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But in the mean time, our workaround can be used will littie lost of precision.
1 Rnd— Create an K x M image with random values.
2 Copy the images y and Rnd into texture memory.
3 Compile, lillk and load the SA shader on the GPU.
4 T ÷— TfAx
5 cj, 5j — random integers between -5 and 5
6 Specify shader parameters (r, 5j, T and for example)
7 Render a rectangle covering a window of size K x M
8 Copy the framebuffer into texture melnory
9 T — T*coolingRate
10 Repeat unes 5 to 9 until T < TfIN
11 Copy the framebuffer into a C/C++ array if needed
1 P(x8 =ekys) E— -exp{U(x8 =ek,yS)I. Vek ET
2 r +— Rnd+5
3 According to r and P(x8y3), randomly select ek E F
4 Frarnebuffer —
TAB. 4.6 — High tevet representation of a SA hardware segmentation program. The
upper section (une 1 to 11) is a C/c++ CPU program used to Ïoad the shader,
render the scene and manage textures. The second program (une 1 to 4) is the
fragment shader launched on every fragment (pixel) when the scene is rendered
(tine 7). Since shaders aren’t equipped with a random number generator, random
vatues are stored in the texture memory (Rnd).
4.7.4 Energy-Based Segmentation on GPU
With the techniques described in the previous Section, performing motion de
tection, motion estimation and stereovision on n GPU is fairly straightforward.
Since the shading languages (NVIDIA’s C’g language in our case) have a syntax
sirnilar to C, the software programs could be aÏmost directly reused in the shader.
The implementation of the three fragment programs is conceptually very similar
o
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since they ail minimize an energy fllnction made of a likelihood term and a prior
terrn.
There is one exception however that occurs when a pre-filtering step is required
by the stereovision application. To handie this situation, the cost function C(s, x, y)
is first precomputed and stored in a 3D DSI table located in texture memory.
Then, the DSI table is filtered by “w” after which the optimization procedure
(be it 1CM, SA or WTA) is launched. In the context of a typical GPU, these
operations can be done with one fragment shader made of three functions : one
to compute the matching cost C(s, x, y), one to filter C(s, x, y) with w, and one
to minimize the global energy function U(x,y). More specifically, the first shader
function lias to compute, for each site s 6 S, the cost vaille C(s, x, y) associated to
each disparity d8 e [O, DMAX]). The cost values are then copied in texture memory
which stands as a DSI table. Immediately after, the second shader function filters
the DSI table ((w * C)(s, x, y)) and copies the result in textllre memory. At this
point, the likelihood values W(x, y8), Vs e S, Vx8 e F are stored in texture
memory. The third shader function is finally used to minimize the energy function
U(x8, y5) with 1CM, SA or WTA. The overali stereovision hardware algorithm is
presented in Table 4.7.
4.7.5 Probabilistic Segmentation on GPU
Optimizing Eq. (4.15) with SA or 1CM is doue the same way as for energy-based
applications. Hardware algorithms of Table 4.5 and 4.6 can be directly reused, with
the difference that shader parameters include the Gaussian mixture parameters
. The delicate aspect of probabilistic segmentation concerns more the parameter
estimation procedures K-meaus and ICE which aren’t perfectly suited to a mapping
to the GPU. Whule the first step of these algorithms (assigning the best cluster for
each image pixel for each site s E S, une 2 of Table 4.2 and 4.3) is perfectly
implementable in parallel, the second step (Gaussian parameters computation, une
3 of Table 4.2 and 4.3) is iiot. As sucli, we have to take an hybrid a.pproach
execute hue 2 on the GPU (parallel processing) and line 3 on the CPU (sequential
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1 Copy input images Y1AT, YREF in texture memory
2 Compile, Link and Load the stereovision shader
on the GPU
// * * * * Compute the DSI tabte * * *
3 Teli the shader to use the DSI function.
4 ForU=0toDKlX
5 Specify shader parameters (U)
6 Render a rectangle coveririg a window of size V x M.
7 Copy the framebuffer into texture rnemory
8 U—U+4
//**** Apptyfitterw****//
9 Tell the shader to use the filter function.
10 for U O to DIkx
11 Specify shader parameters (U and filter pararneters)
12 Render a rectangle covering a window of size J\f x M.
13 Copy the framebuffer into texture memory
14 d—d+4
// * * * * Launch KM to minimize U(x,y) * * *
15 Teil the shader to use the 1CM function.
16 Specify shader pararneters (DMAxds)
17 Render a rectangle covering a window of size .f x M.
18 Copy the framebuffer into texture rnemory
19 Repeat une 17 and 18 until convergence
20 Copy the framebuffer into a C/C++ array if needed
TAB. 4.7
— $tereovision program using three shader functions to compute and fitter
the cost function and segment the scene. from une 3 to 8, matching cost function
C(s, x, y) is computed and stored in texture memory which stands as a DSI table.
Then, from une 9 to 14, the cost function is flttered (w * C) before the label fietd is
estimated with 1CM.
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1 Copy the input images y into texture rnernory.
2 Compile, link and load the K-means shader on the GPU.
3 1
— mit Gaussian parameters.
4 Specify shader pararneters (N and F1).
5 Render a rectangle covering a window of size V x M
6 E
— Copy the framebuffer into a C/c++ array.
Ik < 7ZEs=ekVSY Vk E
8 Repeat fines 4 to 7 until convergence.
9 nm ZEs=ek(Y — )(y’ VE, E
10 Copy the framebuffer into a C/C++ array if needed
1 x argmine lYS
—
[LeklI
2 framebuffer5 — x8
TAB. 4.8 — High tevel representation of a K-means program. The upper section (tine
1 to 10) is the C/c++ CPU program nsed to load the shader, render the scene and
compute the Gaussian parameters c1. The second program (tine 1-2) is the fragment
shader Ïaunched on every fragment (pixel) when the scene is rendered (une 5).
pro cessing).
At first, the input images y are put in texture memory so it is accessible by
the fragment shaders. Each site s E $ are then assigned the best class ek by the
fragment shader, before the Gaussian parameters of every class are re-estimated.
Because this last operation is global and thus can’t be parallelized, the framebuffer
containing the class of each pixel is read back to the CPU memory, where the
computation takes place. Once the parameters are re-estimated, they are passed
back to the GPU after which a new iteration eau hegin. The implementation of
K-means anci ICE is illustrated in Table 4.8 and 4.9.
171
1 Rnd4— Create an N x M image with random vaines.
2 Copy the input images y and Rnd into texture memory.
3 Compile, link and load the ICE shader on the GPU.
4
— luit Gaussian parameters.
5 d, ôj — random integers between -5 and 5.
6 Specify shader parameters (à’, Sj, N and ).
Z Render a rectangle covering a window of size N x M
8 E
— Copy the frarnebuffer into a C/C++ array.
9 Copy the framebuffer into texture rnemory
10 VtkE
11
.‘ ZES=ek(Y — — t’), VEk E 1y
12 Repeat limes 5 to 11 untii convergence.
13 Copy the frarnebuffer into a C/C++ array if needed
1 P(ekly8) = +exp{(W(ek,ys) + Vj} ,Vek E F
2 T
3 x8 according to r and P(x81y8), randornly select E F
TAB. 4.9 — High tevet representatzon of an ICE program. The first section (tine
1 to 13) is the C/C++ CPU program used to toad the shader, TendeT the scene
and compute the Gaussian parameters ‘1. The second program (tine 1 to 3) is the
fragment shader taunched on every fragment (pixet) when the scene is rendered (une
7).
4.8 Experimental Resuits
Resuits compare software and hardware implementations of the energy-hased
and probabilistic applications we have discussed so far. The goal being to show
how fast a segmentation program implememted on a GPU is compared to its im
piementation on a CPU. The software programs were implemented in C++’ and
the NVIDIA Cg language was used to impiement the fragment programs. Because
‘C and C++ are by far the rnost titilized languages for hardware programming. Empirical
tests have shown that the two languages provides sirnilar processing times.
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Cg’s syntax is very much similar to C auJ C++, the C++ code of our software
applications were partly reused to implement the fragment shaders. As such, the
clifferences betweeu the software and hardware implementations were kept at a
strict minimum and thus, could be fairly compared.
Every resuits were made after varying some variables. In Figs. 4.9 to 4.13,
the lattice size vary between 64 x 64 and 1024 x 1024 auJ the number of classes
(or disparities) between 4 and 32, depending on the application. The number of
iterations was set to 10 for 1CM, K-Means and ICE, alld to 500 for SA. Thus,
because the number of iterations is fixed for each algorithm, the processing times
are independent of the image content.
Notice that for ICE and SA, was set to 5. The reason for this choice is mostly
technical. As shown in Fig. 4.8 (e), using a value larger than 5 cloesn’t minimize
much more the global energy. Also, because a value larger than 5 adds a latency
to the algorithm, we conclude that 5 is a good compromise between speed and
accuracy.
Every resuits are expressed as an acceleration factor hetween the software and
hardware programs. However, the resuits do not include the time needed to load,
compile and link the shaders which can varv between 0.05 second and 5 seconds.
Although this might seem prohibitive, this initialization step is done only once at
the begiuniug of the application. In this way, when segmenting more than one scene
(or segmenting a scene with a lattice size larger than 128 x 128), this initialization
time soon gets negligible as compared to the acceleration factor. This is especiaÏly
true when simulated annealing is used as optimization procedure.
All programs were executed on a conventional home PC equipped wit.h a AMD
Athlon 2.5 GHz, 2.0 Gig of RMvI and a NVIDIA 6800 GT graphies card. NVIDIA
fp4O Cg profile was used in addition to the cgc compiler version 1.3.
4.8J Energy-based segmentation
Figs. 4.9, 4.10 and 4.11 contain the acceleration factor for the three energv-hased




FIG. 4.7 — Gray scate and COtOT image segmented with the software (teft cotumn)
and hardware (right coÏumn) version of 1CM (top four images) and SA (four Ïowest

































— Plot of Eq.(.15) when segmenting a color or a gray scale image (see
Fig.4. 7) with 10M (first two graphs) or with SA (two middÏe graphs). The fifth graph
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FIG. 4.9
— Acceteration factor for motion detection programs over square image
sequences.
and color sequences. The way SA and 1CM are initialized vary from one application
to another. For motion detection, a label field obtained afrer a trivial thresholding
operation is used to initialize the two optimizers. As for motion estimation, the
label field is simply initialize to zero whereas, for stereovision, 1CM and SA are fed
with the disparity map generated by a simple WTA.
In every case, the hardware implementation is faster than its software counter
part by a factor between 10 and 60. Notice that the acceleration factor is more
important for color sequences than for grayscale sequences. This is explained by
the fact that the likelihood energy function W of the motion estimation and mo
tion detection programs is more expensive to compute with ROB values than with
grayscale values. Thus, distributing this extra load on a fragment processor results
in a more appreciable acceleration factor. In Fig. 4.10, dMAx was set to 4 in the first
graphic and the lattice size was set to 256 x 256 in the second graphic.
For stereovision (Fig. 4.11), we have tested our programs for the three tasks
presented in Tab. 4.7 namely the computation of the DSI table, the aggregation
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FIG. 4.10 — Acceteration factor for the motion estimation programs.
The three optimization procedures have been tested on scenes of various size and
with different number of disparities. In the leftmost graphics, DIAx vas set to 16
and the lattice size was set to 256 x 256 in the other graphies. As can be seen,
the acceleration factor for 1CM and SA is more important than the one for WTA.
This can be explained by the fact that WTA is a trivial and efficient algorithm (it
converges in only one iteration) with a less impressive amount of computation to
distribute on the GPU than for 1CM and SA.
As for the task of computing the DSI table, we have compared our hardware
and software implementations over color and grayscale input images. Again, since
the likelihood eost function C(s, x, y) is more expensive to compute with RGB
values than with grayscale values, the acceleration factor for the color DSI is more
important than the one for the gray scale DSI.
4.8.2 Statistical segmentation
The statistical applications presented in Section 4.5 and 4.6 have been also
implemented in C++ and in Cg. The performances of each implementation was
evaluated by varying the number of segmentation classes and the size of the images
to 5e segmented. The acceleration factor between the software and hardware version
of the programs is presented in Fig. 4.12. In both cases, 1CM and SA are initialized
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FIG. 4.11
— Acceteration factor for the stereovision programs.
Notice that the speedup factor between hardware and software version of 1CM
and SA (between 20 and 120) is more important than the one for K-means and ICE
(between 2 and 8). The reason for this is that K-means and ICE have to exchange
information (for the Gaussian parameter estimation) with the CPU which is a
major bottleneck for such hardware programs. Hence why the parameter estimation
programs seem less efficient than 1CM and SA.
Also, as can be seen, the speedup factor for K-means is larger than for ICE.
This is explained by the fact that ICE has to estimate (and invert) the variance
covariance matrix at each iteration which isn’t required for K-means. This extra
load on the CPU makes ICE less efficient than K-means.
As is the case for most energy-based applications, the speedup factor for SA
and ICIVI is more important on color images than on grayscale images. Again, this
is explained by the fact that the energy ftmction of Eq. (4.15) is more expensive
to compute for color images than for grayscale images. Thus, parallelizing this
costly CPU operation leads to a more important acceleration factor. Notice that
the acceleration factor is larger when segmenting large images and/or segmenting
GFio. 4.12 — Accelerationfactorfor K-means, ICE, SA and 1CM obtained on grays
cate/cotoT images and on vector fietds (motion segmentation).
images with many classes.
With our actual hardware implementation, a color image of size 128 x 128 is
segmented in 4 classes at a rate of 76 fps with 1CM, 1.4 fps with SA, 2.5 fps with
ICE and 14 fps with K-means. Although K-means and ICE estimate parameters
at an interactive rate, they cari be seen as slow procedures, at least compared
to 1CM. Thus, to save on processing time, when segmenting an image sequence
with frarnes having mostly the same color distribution, the Gaussian parameters
estimated on the first frame cari be reused for the rest of the sequence. As an
example, Fig. 4.13 shows an image sequence of size 352 x 240 segmented in 6
classes. At first, the fragment shader is loaded, compiled and linked (approximately
1.5 second). The Gaussian parameters are then estimated on the first frame with
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every frame is similar, the Gaussian parameters are reused to segment the rest
of the sequence. $egmenting the 30 frames with our hardware implementation of
1CM took approximately 1.5 second for the entire sequence, i.e. an average of 0.05
second per frame. This represents a segmentation rate of 20 frames per second.
Notice how littie the difference is between the segmentation map of the last frame
(Fig. 4.13 (e)) inferred with the Gaussian parameters initially computed and the






FIG. 4.13 — Image sequence of size 352 x 240 segmented in 6 ctasses. The Gaussian
parameters estimated on the first frame (a) are used to segment the entire sequence
(b)-(e). (f) Last frame segmented with newty estimated Gaussian parameters.
4.9 Conclusion
This paper exposes how programmable graphics hardware can be used to per
formed typical Markovian segmentation applied to energy-based and statistical
problems. Resuits show that the parallel abilities of OPUs significantly accelerate
these applications (by a factor of 4 to 200) without requiring any advanced skills in
hardware programming. Such hardware implementation is useful especially when
the image size is large, when the number of labels is large or when the observation
field y is made of color images. Notice that a multiresolution version of every pro-
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gram could 5e implemented on GPU, at the expense though of a more elaborated
setup.
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CONCLUSION GÉNÉRALE ET PERSPECTIVES D’AVENIR
Au cours de cette thèse, nous avons exploré plusieurs contraintes spatiales bas
niveau que nous avons utilisé pour résoudre des problèmes classiques de vision
par ordinateur. Comme nous l’avons mentionné dans l’introduction, ces problèmes
d’imagerie trouvent leurs solutions au coeur de la théorie de l’apprentissage sta
tistique. En fait, ces problèmes peuvent se formaliser via la minimisation d’une
fonction de risque ou comme l’espérance mathématique d’une fonction de perte. La
minimisation d’une fonction de risque rentre dans un cadre très générale qui inclut
plusieurs problèmes fondamentaux en apprentissage statistique. Ainsi, dépendant
de la nature des données ainsi que de la fonction de perte retenue, les problèmes de
vision que nous avons étudié se réduisent à l’un ou l’autre des problèmes suivants
1. la reconnaissance de formes;
2. la régression;
3. l’estimation de densité.
Parmi les applications auxquelles nous nous sommes attardées figurent le flux op
tique, la détection de mouvement, la segmentation de mouvement ainsi que la
détection d’occlusions.
Le flux optique est un concept mathématique utilisé pour décrire le mouvement
apparent des objets présents dans une séquence vidéo. La plupart des méthodes
d’estimation du flux optique se fondent sur une hypothèse simplificatrice qui sti
pule qu’un pixel au temps t possède la même couleur que sa projection au temps
t + 1 (hypothèse de la constance de l’illumination). IVlalgré le fait que cette hy
pothèse soit souvent fausse (surtout pour les séquences vidéo bruitées et dans les
régions occluent) elle permet d’établir une équation fort utile, l’équation générale
de mouvement (voir équation (30)). Malheureusement, trouver le meilleur vecteur
fi pour chaque pixel en vertu de l’équation du mouvement est un problème in
verse mal posé. Parmi les solutions pour rendre cette équation bien posée figure
celle proposée par Lucas et Kanade. Mathématiquement, leur approche cherche
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à minimiser une fonction d’énergie quadratique à l’aide d’une régression linéaire
multivariée. La solution à leur méthode peut donc s’obtenir à l’aide d’une simple
inversion de matrice, i7 = —M;’b8. Malgré ses avantages, cette équation souffre
de deux limitations majeures. Premièrement, la matrice ]W peut devenir singulière
dans les régions peu texturées. Deuxièmement, puisque Lucas-Kanade implémente
une régression par la somme des moindres carrés, le mouvement à l’intérieur de r
ne doit contenir aucune discontinuité. Ainsi, lorsque couvre une discontinuité de
mouvement (proche dii contour d’un objet en mouvement par exemple) le champ
vectoriel résultant est flou.
En réponse à ces deux problèmes, nous avons proposé au chapitre 1 deux
contraintes à bas niveau. La première est un filtre passe bas de type Best Li
near Unbiased Estimate ayant pour objet de régulariser le champ vectoriel dans
les régions peu texturées. La seconde contrainte est une procédure de déplacement
local du voisinage de caldllls À l’aide de l’algorithme mean-shift, les voisinages
sont localement déplacés vers des régions dont le mouvement est plus suscep
tible d’être unimodal que multimodal. Les résultats obtenus démontrent que notre
méthode fonctionne aussi bien sur des séquences locales que globales. Pour les
séquences locales, grâce au mean-shift, le champ vectoriel estimé à proximité du
contour d’objets en mouvement est mieux conservé qu’avec les autres méthodes
implémentées. Nous avons d’ailleurs souligné cette propriété en mesurant l’er
reur angulaire moyenne près du contours d’objets en mouvement dans des scènes
synthétiques avec vérité-terrain. Pour ce qui est des séquences globales, grâce à
la procédure de filtrage, les résultats sont plus réguliers que ceux obtenus à l’aide
d’autres méthodes implémentées. À nouveau, cette propriété a été vérifiée à l’aide
d’une mesure d’erreur angulaire moyenne.
Une autre application sur laquelle nous nous sommes attardée est la détection
de mouvement. L’objectif de cette application est d’estimer un champ d’étiquettes
X dont chaque élément indique si un site est mobite ou immobile. Une des configu
rations les plus couramment utilisées pour estimer X est basée sur la soustraction
de fond. Pour cette configuration, la caméra est fixe et l’image du fond est station-
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naire. $uivallt cette configuration, X peut être estimé en appliquant un simple seuil
sur la différence entre l’image au temps t, I et l’image du fond, B. Pour rendre
la détection plus robuste, plusieurs auteurs modélisent chaque pixel à l’aide d’une
densité de probabilité (unimodale ou multimodale dépendant de l’application) La
densité de probabilité de chaque pixel est apprise sur la base d’une séquence vidéo
comprenant N images absentes de tout mouvement. La détection de mouvement
probabiliste est donc, pour l’essentiel, un problème d’estimation de densité. Bien
que cette façon d’estimer les densités soit largement répandue aujourd’hui, elle
possède toutefois des limites. Ces limites se manifestent lorsqu’aucune image ab
sente de mouvement n’est disonible ou lorsque l’espace mémoire disponible est in
suffisant pour stocker les images nécessaires à l’apprentissage. Au chapitre 3, nous
avons proposé deux nouvelles méthodes pour effectuer une soustraction de fond
probabiliste. L’aspect novateur de ces deux méthodes réside dans le fait qu’elles
permettent d’entraîner des modèles statistiques sur une seule image, au lieu d’une
série d’images comme c’est le cas habituellement. Notre première méthode (que
nous appelons robuste) est faite pour gérer des séquences dont le fond n’est pas
stationnaire. Pour y arriver, cette méthode modélise chaque pixel à l’aide de deux
densités de probabilité une densité unirnodale et une densité multimodale. Pour
ce qui est de notre seconde méthode (appelée tégère et rapide) elle a pour ob
jet de minimiser les temps de calcul et l’espace mémoire requis pour effectuer la
détection. Pour ce faire, l’image du fond est modélisée par un mélange global de
M gaussiennes. Les résultats obtenus démontrent que nos deux méthodes spatiales
génèrent des résultats aussi précis que les méthodes temporelles classiques. Nous
avons démontré à l’aide de courbes ROC., que notre méthode robuste arrive à
bien compenser pour différentes instabilités pouvant être observées dans le fond.
Ces instabilités incluent celles causées par une caméra qui vibre, un fort niveau de
bruit ou une texture animée. Les résultats démontrent aussi que notre méthode
légère et rapide (light and Jast) requière sensiblement moins de calculs et d’espace
mémoire que les autres méthodes que nous avons implémenté. Nous avons aussi
démontré qu’avec nos deux méthodes, il est facile d’effectuer une soustraction de
C
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fond probabiliste lorsqu’aucune image absente de mouvement est disponible pour
l’entraînement.
Au chapitre 2, nous avons proposé une nouvelle approche de fusion de données
appliquée à l’imagerie. Cette méthode fusionne des champs d’étiquettes au lieu
de fusionner des données brutes comme le font traditionnellement les algorithmes
de segmentation. Tel que mentionné au chapitre 2, la fusion de champs d’étiquettes
possède plusieurs avantages. Tout d’abord, puisqu’elle fusionne des champs d’étiquettes
et non des données brutes (des features en anglais) on réduit considérablement
les problèmes liés à la dimensionnalité du problème. Aussi, notre approche est
conceptuellement très simple. Elle peut être implémentée en moins de 30 lignes
de code C/C++, ne dépend que d’un seul paramètre et peut facilement être
implémentée sur une architecture parallèle. De plus, notre approche est plus ro
buste aux imprécisions que d’autres algorithmes comparables de segmentation à
base de régions. Pour fonctionner, notre méthode prend en entrée deux champs
d’étiquettes : un champ d’application °1 et une carte de régions r. Ces champs
d’étiquettes sont inférés sur la base de différentes données (features) tirées d’images
d’entrée. De cet.te façon, leur contenu est complémentaire. Ainsi, le contenu du
champ d’application contient une version grossière du champs d’étiquettes
qu’on cherche à estimer. Quant à la carte de régions T, elle contient la forme
des principaux objets présents dans la scène. Ainsi, la fusion de ces deux champs
d’étiquettes permet d’inférer un nouveau champ d’étiquettes x[k1 proche de x1l,
mais dont la forme des objets épouse la géométrie des régions présentes dans r.
La fusion se fait en minimisant une fonction d’énergie à l’aide de l’algorithme
d’optimisation déterministe 1CM. Pour ce faire, deux fonctions d’énergie ont été
proposées. La première est une fonction de fusion pure alors que la seconde est
une fonction de fusion de type fusion-réaction. Pour cette dernière, un terme de
réaction a été ajouté afin que x1, le champ d’application résultant, ne diffère pas
trop de le champ d’application en entrée. Nous avons montré que les applica
tions de détection d’occlusions et de segmentation de mouvement pouvaient clai
rement bénéficier de notre méthode. Les résultats démontrent que notre méthode
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de fusion est robuste et réagit graduellement aux variations de ses paramètres. De
plus, contrairement à certaines approches concurrentes, notre méthode réagit bien
aux imprécisiolls présentes dans la carte de régions r et peut fonctionner en temps
réel lorsqu’implémentée sur une architecture parallèle comme celle des GPUs.
Plusieurs algorithmes d’apprentissage statistique appliqués à l’imagerie sont re
connus pour exiger des masses de calculs souvent prohibitifs pour des applications
temps-réel. C’est entre autre le cas des algorithmes markoviens de segmentation
et d’estimation de paramètres. En réponse à ce problème, nous avons exploré au
chapitre 4, la possibilité d’implémenter certains de ces algorithmes sur une archi
tecture parallèle, à savoir les GPU (Graphics Processor Unit). Les GPU sont des
processeurs graphiques disponibles sur la plupart des carte graphiques alljourd’hui
en vente sur le marché. Bien que les CPUs aient été développés pour effectuer des
tâches liées au rendu d’images, ils possèdent deux caractéristiques fondamentales
les rendant intéressants pour nous. Tout d’abord, les GPU possèdent un proces
seur fragment ayant la capacité de traiter en parallèle tous les pixels d’une scène.
C’est entre autre cette capacité qui permet aux GPUs de réduire considérablement
les temps de calculs. Deuxièmement, les CPUs permettent de charger, compiler et
exécuter du code produit par un programmeur. De cette façon, les GPUs permettent
d’effectuer des opérations allant bien au-delà des calculs de synthèse d’images. Nous
avons montré que les GPUs peuvent être utilisés pour résoudre différents problèmes
de segrnentatioll d’images, d’estimation de paramètres, d’estimation de mouvement,
de segmentation de mouvement ainsi que de stéréovision.
Les résultats obtenus démontrent qu’une implémentation sur GPU permet d’at
teindre des taux d’accélération allant de 4 à 200. Plus les images d’entrée sont
grosses, plus le nombre de données à traiter par pixel est élevé et plus le nombre
de classes (ou de disparités) est élevé, plus les taux d’accélération seront élevés.
Nous avons aussi démontré que la précision des résultats obtenus sur GPU sont à
toutes fins pratiques identiques à ceux obtenus sur CPU. Cela est vrai tant qua
litativement que quantitativement au niveau de la mesure d’énergie globale. Nous
avons aussi souligné que les algorithmes d’estimation de paramètres K-Moyennes
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et ICE présentent des taux d’accélération inférieurs car ce sont les seuls à exiger
des calculs simultanés sur CPU et sur GPU.
Perspectives d’avenir
Nous avons exploré au cours de cette thèse des contraintes à bas niveau ap
pliquées à certains problèmes en visioll par ordinateur. Au cours des prochaills
mois, nous prévoyons appliquer ce même type de contraintes à d’autres applica
tions en imagerie ilumérique. Parmi ces applications, les plus prometteuses sont,
selon nous, l’estimation du flux optique 3D, la segmentation de profondeur et la
fusion de données tirées d’un réseau de caméras.
Ftux optique 3D
Les méthodes d’estimation de flux optique présentées au chapitre 1 fonctionnent
dans la perspective d’estimer un champ vectoriel 2D. Bien que ce paradigme bi
dimensionnel soit satisfaisant pour une majorité d’applications, il n’en demeure
pas moins que certaines applications exigent un autre type de flux. Par exemple,
certaines applications exigent l’estimation d’un flux optique 3D et non 2D. Pour
ces applications, au lieu d’avoir en entrée une séquence vidéo faite d’images bidi
mensionnelles se succédant dans le temps, on dispose d’une séquence de volumes
tridimensionnels se succédant dans le temps. Ainsi l’élément de base n’est plus
le pixel 2D de coordonnée (i,j), mais le voxel 3D de coordonnée (i,j,k). Le do
maine ayant recours le pius souvent au flux optique 3D, est sans nul doute l’ima
gerie médicale [59, 68,98, 151]. Estimer le flux optique dans un contexte d’imagerie
médicale présuppose toutefois certaines contraintes. Tout d’abord, bien que les
données médicales peuvent être obtenues à l’aide de différentes technologies ayant
leur caractéristiques propres, il n’en demeure pas moins que ces données sont sou
vent bruitées et difficiles à utiliser sans post- traitement. Aussi, dans certains cas
(comme l’estimation du champ de déplacement d’un flux sanguin par exemple) le
mouvement est fortement localisé à l’intérieur d’un organe. Dans ce cas, le champ
vectoriel estimé doit présenter de fortes discontinuités à certains endroits, chose
C.
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difficilement réalisable avec les algorithmes de hase. Par conséquent, nous croyons
que les deux contraintes présentées au Chapitre 1 peuvent s’appliquer au contexte
du flux optique 3D en imagerie médicale. Par exemple, la contrainte liée au fil
trage passe bas BL UE pourrait certainement aider à contrer les effets du bruit.
Nous croyons aussi que la contrainte d’évitement de contours basée sur l’algo
rithme mean-shift pourrait contribuer à préserver les discontinuités de mouvement.
L’extension 3D de notre méthode pourrait donc générer des résultats intéressants
sur des images tirées de PET-scans (Positron Emission Tomography) de CT-scans
(Computed axial Tomography) et de MRI-scans (Magnetic Resonance Imaging).
Nous croyons aussi que notre méthode pourrait facilement s’adapter aux images
dites in-vivo retournées par certains scanners IVIRI. Ces images contiennent des
informations hautement bruitées de magnitude et de phase relative au mouvement
à l’intérieur d’un organe.
Segmentation de profondeur
La stéréovision a pour but d’estimer la profondeur des objets situés dans une
scène photographiée par deux caméras (ou plus). Comme nous l’avons mentionné
au chapitre 2, le résultat retourné par un algorithme de stéréovision s’exprime
souvent sous la forme d’une carte de disparités d. Une fois estimée, il est pos
sible de segmenter cette carte afin d’en extraire des régions de disparité uniforme.
C’est ce qu’on appelle une opération de segmentation de profondeur [34, 137]. Pour
ce faire, les différents algorithmes de segmentation de mouvement présentés aux
chapitres 2 et 4 pourraient facilement être adaptés au contexte de la segmenta
tion de profondeur. Nous croyons toutefois que l’approche la plus prometteuse
est de réutiliser l’équation (48) avec, comme fonction d’énergie de vraisemblance,
E(d(s), x(s))(lId(s) —X3XS1J). Il est à noter que Wren et Ivanov [34] ont proposé
une approche similaire quoique fort simplifiée. Une fois le champ d’étiquettes x ob
tenu à l’aide d’un algorithme d’optimisation comme le recuit simulé, on pourrait
fusionner x avec une carte de régions r afin d’éliminer les valeurs isolées et forcer
les formes présentes dans :r à épouser les régions de T. Il est fort à parier que la
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précision des résultats s’en verrait grandement améliorée, tout comme ce fut le cas
pour les différentes applications présentées au chapitre 2.
Fusion de muttipte caméras
Parmi les projets de recherche sur lesquels nous prévoyons travailler au cours des
prochains mois, il en est un portant sur le traitement d’images tirées de multiples
caméras. Alors que la plupart des méthodes en imagerie traitent d’images (ou de
séquences vidéo) tirées d’une seule caméra, l’idée ici est de traiter plusieurs images
tirées d’autant de caméras. Ainsi, nous voulons voir comment peut s’améliorer la
précision de certains résultats lorsque des données issues de plusieurs caméras lo
calisées à différentes positions sont filsionnées ensemble. Nous pensons que notre
algorithme de fusion de données présenté au chapitre 2 pourrait être facilement
adapté à ce contexte. Dans ce cas, il nous faudrait ajuster notre approche pour
fusionner un nombre arbitrairement grand de champs d’étiquettes. Nous croyons
que la fusion de plusieurs champs d’étiquettes obtenus en segmentant différentes
images sur la base de différents features pourrait permettre de lever certaines am
biguïtés et ainsi augmenter la précision des résultats. Ainsi, cette approche pourrait
donner des résultats intéressants pour des applications en détection de mouvement,
en estimation de mouvement ainsi qu’en segmentation de mouvement.
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