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We use polydispersity in size as a control parameter to explore certain aspects of melting and
freezing transitions in a system of Lennard-Jones spheres. Both analytical theory and computer
simulations are employed to establish a potentially interesting relationship between observed termi-
nal polydispersity in Lennard-Jones polydisperse spheres and prediction of the same in the integral
equation based theoretical analysis of liquid-solid transition. As we increase polydispersity, solid
becomes inherently unstable because of the strain built up due to the size disparity. This aspect is
studied here by calculating the inherent structure (IS) calculation. With polydispersity at constant
volume fraction we find initially a sharp rise of the average IS energy of the crystalline solid until
transition polydispersity, followed by a cross over to a weaker dependence of IS energy on polydisper-
sity in the amorphous state. This cross over from FCC to amorphous state predicted by IS analysis
agrees remarkably well with the solid-liquid phase diagram (with extension into the metastable
phase) generated by non-linear integral equation theories of freezing. Two other well-known criteria
of freezing/melting transitions, the Hansen-Verlet rule of freezing and the Lindemann criterion of
melting are both shown to be remarkably in good agreement with the above two estimates. Together
they seem to indicate a small range of metastability in the liquid-solid transition in polydisperse
solids.
I. INTRODUCTION
In earlier studies of polydisperse system it has been
established that homogeneous crystallization never takes
place above an upper limit of the polydispersity, known
as terminal polydispersity [1–7]. Recently, an applica-
tion of density functional theory (DFT) theory of freez-
ing [8, 9] of hard sphere fluid by Chaudhuri et al. found a
terminal polydispersity of 0.048, followed by a reentrant
melting at larger density [10]. Several studies showed the
existence of terminal polydispersity as well as reentrant
melting [11, 12] on hard sphere polydisperse systems. Ex-
perimental studies, however, observed a nearly univer-
sal value of 0.12 for the terminal polydispersity [13, 14].
A number of theoretical and experimental techniques
have been utilized to understand freezing/melting transi-
tion [15–27]. Although an analytical study of phase tran-
sition of polydisperse system is challenging, there have
been a number of studies on fluid-fluid and the fluid-solid
transition [28]. Both the freezing and melting transition
of polydisperse colloidal system have been examined by
Lo¨wen et al [21, 22]. A series of molecular-dynamics cal-
culations has been carried out to examine melting in the
classical Gaussian core model [29].
In the melting of solids when molecules/atoms inter-
act with each other via a central potential, two empir-
ical criteria have been used extensively to predict tran-
sitions. From the melting side one uses the Lindemann
criterion [30] which states that at melting temperature,
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the root mean square displacement exceeds 0.1 of the cell
length. The second criterion is the Hansen-Verlet rule of
crystallization [31] that requires the value of the first peak
of static structure factor S(k) to exceed 2.85 for freez-
ing. Both these simple criteria are found to hold good
for different types of interactions and hence these criteria
are considered universal. Lindemann criteria of melting
can be investigated using lattice dynamical theory. On
the other hand, justification of the Hansen-Verlet rule of
crystallization comes from the density functional theory
of freezing [8, 9, 15–17, 23]. These theories have also been
used to understand metastability and nucleation in the
liquid-solid phase transition of the polydisperse system.
In the present work we apply both theory and com-
puter simulation to establish a relationship between inte-
gral equation theory of freezing and terminal polydisper-
sity during the first order liquid-solid phase transition in
polydisperse Lennard-Jones spheres. The inherent struc-
ture analysis [32] further enlightens the understanding of
the relationship between transition and stability of the
solid.
Integral equation based theoretical analysis of freez-
ing transition has been a subject of great interest for
many years. The most successful theory of freezing, the
Ramakrishnan-Yussouff theory [8, 9] is also based, at the
core, on integral equations that relate the inhomogeneous
single particle density to two particle direct correlation
function, c(r). This theory employs an expansion of den-
sity in a Fourier series where order parameters are the
density evaluated at the reciprocal lattice vector com-
ponents. The resulting equations are solved along with
the thermodynamics conditions of equality of chemical
potential and equality of pressure.
2In fact, relationship between solutions of integral equa-
tion theories and liquid-solid transition has been investi-
gated extensively. Many of the previous studies focused
on the limiting liquid density beyond which liquid be-
comes unstable with respect to periodic density waves of
the solid. In the analysis of Lovett [33], this instability
point was identified as ρl ~C2
(
~G
)
= 1. Similar conclusion
was reached by Munakata et al [34, 35] in an interesting
approach using the correct non-linear integral theories.
Rice et al built on these previous analyses, but made the
analysis robust by using proper order parameters. In the
analysis of Rice et al [36], λ~G = 1is identified as the limit
of instability or spinodal point, where λ~G = ρS C(G),
with ρSas the density of the emerging solid phase.
In addition, enormous theoretical approaches are used
to describe the freezing transition directly in terms of the
bifurcation of solutions for single density from the homo-
geneous liquid branch to inhomogeneous branch. This
approach also applies essentially the same integral equa-
tion that relates the inhomogeneous singlet density to the
pair direct correlation function [33, 36–41]. Interestingly,
a terminal point in the bifurcation diagram is achieved
where the density of the liquid phase is close to the dense
random close packed state of the hard sphere liquid and
the density of the solid phase is close to crystal closed
packed values [36]. This point can be interpreted as the
signature of the end of possible compression in the sys-
tem.
In the elegant approach of the theory of freezing by Ra-
makrishnan and Yussouff [8, 9], thermodynamic potential
of the system is computed as a function of the order pa-
rameters proportionl to the periodic lattice components
of the singlet density. This theory employs a nearly ex-
act expression for inhomogeneous density field derived
from the density functional theory of statistical mechan-
ics. Free energy is expressed in terms of density fluc-
tuations around the bulk liquid density with n-particle
direct correlation functions as the expansion coefficients,
as elaborated below.
II. THEORETICAL BACKGROUND
In accordance with the density functional theory of
freezing, the density of inhomogeneous solid can be ex-
pressed in terms of order parameters φ0 and
{
φ~G
}
in the
following fashion
ρs
(
~R
)
= ρl (1 + φ0) + ρl
∑
~G
φ~G exp
(
i ~G · ~R
)
, (1)
where ρs
(
~R
)
is the inhomogeneous solid density, ρl is
the liquid density and
{
~G
}
is the set of reciprocal lattice
vectors of the chosen lattice. The order parameters φ0
and
{
φ~G
}
are the expansion coefficients of the inhomoge-
neous solid density, defined quantitatively below. These
quantities can be quantified in the following fashion,
ρS =
1
∆
∫
∆
ρS
(
~R
)
d~R, (2)
where integration is over the lattice cell of volume ∆.
Fractional density change φ0 in the transition can clearly
be written as φ0 = (ρs − ρl) /ρl. Structural order param-
eters φ~G can be obtained by solving the following integral
equations as,
φ~G =
1
∆
∫ ∆ρ(~R)
ρl
e−i
~G·~Rd~R. (3)
One can introduce a scaling transformation that brings
out an interesting generality of the freezing theory as,
λ~G = ρs
~C2
(
~G
)
, (4)
ψ~G =
ρl
ρs
φ~G. (5)
where ~C2
(
~G
)
=
∫
dRC(R)ei
~G·~R. Therefore, λ~G and ψ~G
are both dimensionless quantities. ~C2
(
~G
)
is the Fourier
transform of the pair direct correlation function, evalu-
ated at ~G. The above transformations lead to the follow-
ing expression ψ~Gn ,
ψ~Gn =
∫
∆
d~R1ξ~Gn
(
~R1
)
exp
[∑
~G
ψ~Gλ~Gξ~G
(
~R1
)]
∫
∆
d~R1 exp
[∑
~G
ψ~Gλ~Gξ~G
(
~R1
)] . (6)
Here ~Gn is the n-th reciprocal lattice vector, ξ~Gn is the
periodic density wave corresponds to the set of
{
~G
}
that
has the same magnitude. So,
ξGα(R) =
∑
{Gα}
eiGα.
−→
R . (7)
Note that Eq. 6 has a quasi-universal character, as noted
by Rice et al [36]. Equation 6 does not require any infor-
mation about direct correlation function or density of the
liquid and the solid phases. Only the lattice type needs
to be specified. For the calculation of phase transition
parameters, Eq. 6 needs to be supplied by the equality
of thermodynamic potential as Ωs − Ωl = 0.
Note that Eq. 6 can also be derived by combining equa-
tions of Ramakrishnan-Yussouff and of Haymet-Oxtoby
(see Eq. 8 below). The scaling transformation allows one
to solve for ψ~G as a function of λ~Gwithout requiring the
input of direct correlation function, and the functional
form has an interesting character as shown below.
Using the density functional theory, one can obtain
the following expression of the grand canonical potential
difference between solid and liquid as,
∆Ω = (ρlC0 − 1)φ0 +
1
2
C0ρlφ
2
0 +
1
2
∑
~G
~C2
(
~G
)
φ2~G (8)
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FIG. 1. Two order parameter (φ0 and φ~G) scaled phase dia-
gram plotted in scaled units. The two end points denote two
limits of stability. The first terminal point gives the limit of
stability of the solid, as discussed here, and is connected to
terminal solid density. The second terminal point at λ~G = 1
gives the limit of stability as discussed earlier by Rice et al.
and even earlier by Lovett [33].
∆Ω = 0 is the second thermodynamic condition of
freezing. Since φ0and φ~G are all positive, ∆Ω can be
zero only if (ρlC0 − 1)φ0 + 12C0ρlφ20 is compensated by
1
2
~C2
(
~G
)
φ2~G. The above expressions are all for one com-
ponent liquid. However, as shown by Chaudhuri et
al. [10], the same expression may be used with an ef-
fective C0 and effective ~C2
(
~G
)
. The order parameters
themselves can be determined by a set of non-linear equa-
tions, as shown by Rice et al. [38, 40]. Interestingly, in
many earlier studies the approach of ρl ~C2
(
~G
)
to unity
was considered as the limit of stability of the liquid to-
wards freezing. A different approach was adopted by Rice
et al. [36]. In the present analysis, ρS ~C2
(
~G
)
approaches
unity. The scaled phase diagram with scaled variables is
shown in Fig. 1. Note this diagram shows a curious char-
acter. The scaled phase diagram is just like a van der
Waals loop with terminal points that may be identified
as the two spinodal points of the solid-liquid phase tran-
sition. The first turn is the one that corresponds to the
limit of stability of the solid, the second turn at larger
density should correspond to the limit of stability of the
liquid. Maxwell tie line (given by∆Ω = 0) is constructed
to find coexistence under a given thermodynamic condi-
tion. This enforces the additional thermodynamic con-
dition of equality of pressure between the fluid and the
solid branches. Eq. 6 and hence the scaled phase diagram
have been obtained under the assumption of equality of
chemical potential between the liquid and solid phases.
Coexistence is found by imposing equality of grand ther-
modynamic potential (see Eq. 8).
Along X axis, λ~G can correspond to multitudes of ρS
and ρl values within the region of scaled phase diagram.
This is because λ~G depends intricately on both ρS and ρl
values through direct correlation function which is evalu-
ated with ρl, but at the reciprocal lattice vector
−→
G which
depends on the solid density ρS .Equality of pressure for
grand canonical ensemble picks out unique values of ρS
and ρl. The scaled phase diagram is generated by using
same chemical potential, but the condition of equality of
pressure needs to be imposed to obtain the thermody-
namic transition parameters.
As the polydispersity parameter δ increases, freezing
shifts continuously to higher volume fraction (and pres-
sure). C0 increases with density. So, fractional den-
sity change decreases to compensate for this as neither
~C2
(
~G
)
nor φ~G undergoes such sharp variation. φ0 de-
creases as ρs approachesρl.
There have been several discussions [39, 41–43] that
address the limit of freezing. While Lovett [37] dis-
cusses this as a spinodal decomposition, Bagchi-Cerjan-
Rice finds this as the last point of the liquid state where
the liquid can transform to solid. Beyond this point no
solution to integral equation theory is available. Fig. 1
thus provides two densities of the liquid: one equilibrium
transition density (with ∆Ω = 0) and another termi-
nal density which has the character of a spinodal point.
Given the approximate nature of treatment, it is impor-
tant to compare its predictions with other estimates.
III. SIMULATION DETAILS
We study all simulations using standard Molecular dy-
namics (MD) and Monte Carlo (MC) techniques supple-
mented by a particle swap algorithm. Our system con-
sists of 500 particles in a periodically repeated cubic box
with volume V having Gaussian distribution of particle
diameters σ,
P (σ) =
1√
2πd2
exp
[
−1
2
(
σ − σ¯
d
)2]
. (9)
The dimensionless polydispersity index is defined as
δ = d
σ¯
, where d is standard deviation of the distribution
and σ¯ is the mean diameter. The particles interact with
LJ potential with a constant potential depth. The po-
tential for a pair of particles i and j is cut and shifted to
zero, at distance rc = 2.5σij , where σij = (σi+σj)/2. We
study for different polydispersity indices starting from δ
= 0 up to δ = 0.20 with an increment of 0.01. Both MD
and MC simulations have been employed in NVT, NPT,
and NVE ensembles. The MC simulations are aided with
particle swapping to enable a faster equilibration in the
solid phase. In the case of NVT and NVE ensembles, it
is customary to monitor the volume fraction (ϕ) instead
of monitoring the density of the system. The standard
conjugate gradient method [44] has been employed to ob-
tain the inherent structures along an MD trajectory. We
compute the average inherent structure (IS) energy by
varying polydispersity. MC simulations with larger sys-
tem size (2048 particles) are carried out to check the finite
4size effects and the overall physical picture remains the
same upon variation of system size.
IV. RESULTS AND DISCUSSIONS
A. Hansen-Verlet rule of crystallization in freezing
of Lennard-Jones polydisperse system
In our earlier work [45] we have obatined the solid-
liquid coexistence lines for different polydispersity from
free energy calculation using umbrella sampling. In the
present work, along the coexistence line for a particular
co-existence volume fraction ϕ, we calculate the struc-
ture factor of the liquid phase against polydispersity in-
dex δ. The first peak maxima of the liquid structure fac-
tors S(kM )liquid for different polydispersity indices are
shown in Fig. 2 The plot shows that the first peak maxi-
mum increases with polydispersity till δ =0.08 and then it
starts decreasing with δ. The red dotted line in the figure
shows the actual line predicted by the Hansen-Verlet rule
of crystallization where the value of the structure factor
is exactly 2.85. The structural transformation happens
at polydispersity δ =0.095 as shown by black arrow in
Fig. 2. Note that at temperature T ∗ = 1 and at polydis-
persity index δ = 0.10, the value of the structure factor
S(k) of the liquid phase is 2.74 which is below the value
of 2.85 needed for freezing predicted by structure factor
analysis.
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FIG. 2. The variation of first peak maximum of the liquid
structure factor with different polydispersity indices δ. The
structure factor of the liquid phase for different δ is calcu-
lated for the corresponding co-existence volume fraction ϕ at
temperature T ∗ = 1. The red dotted line signifies the pre-
dicted value obtained from Hansen-Verlet rule of crystalliza-
tion. Please note that black arrow shows the structural trans-
formation at polydispersity δ =0.095 predicted by structure
factor analysis that agrees well with all other analyses (in-
herent structure, free energy, Lindemann criterion) presented
here.
B. Lindemann criterion in melting of polydisperse
system
This phenomenological criterion was put forward by
Lindemann in 1910. The idea behind the theory was the
observation that the average amplitude of thermal vibra-
tions increases with increasing temperature [30]. Melting
initiates when the amplitude of vibration becomes large
enough for adjacent atoms to partly occupy the same
space. The Lindemann criterion states that melting is
expected when the root mean square vibration amplitude
exceeds a threshold value. Hence one can write
L =
√〈−→r 2i〉
a
, (10)
where L is the Lindemann parameter for the associated
polydisperse system and a is the mean distance between
the particles. This threshold value of Lindemann con-
stant is L ≈ 0.1for melting of crystals [46] of point-like
particles in three dimensions, but it may vary between
0.05 and 0.20 depending on different factors like nature
of inter particle interactions, crystal structure, and mag-
nitude of quantum effects.
Fig. 3 shows the variation of Lindemann parameter
(L) with respect to polydispersity indices (δ) for three
different temperatures T ∗= 1.0, 0.8 and 0.5 for a constant
volume fraction Φ = 0.58. The plot shows that the value
of L increases with the increase of δ. For temperatures
T ∗=1.0, 0.8 and 0.5, L crosses the threshold value 0.1 at
δ = 0.09, 0.10 and 0.13 respectively. This signifies the
onset of melting processes at δ = 0.09, 0.10 and 0.13 for
T ∗=1.0, 0.8 and 0.5 respectively in the Lennard-Jones
polydisperse solid, when the amplitude of the root mean
square vibration exceeds a threshold value taken as L =
0.1.
C. Prediction of transition polydispersity from
inherent structure analysis
1. Correlation between transition polydispersity and
average inherent structure energy
In polydisperse hard sphere fluids attractive interac-
tion potential is not taken into account. Hard sphere sys-
tem shows reentrant melting of the solid and also above
a threshold value of polydispersity (known as terminal
polydispersity) hard sphere does not form solid phase
under any condition. On the other hand, for LJ fluid
model system, the attractive potential is taken into ac-
count and hence it is interesting to study the influence of
the attractive part of potential on the terminal polydis-
persity.
As shown in Fig. 4, the average IS energy is com-
puted with increase in polydispersity for different vol-
ume fractions Φ = 0.48, 0.52, 0.58, 0.64, 0.70 at con-
stant temperature T ∗ = 1.0. The average IS energy in-
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FIG. 3. Variation of Lindemann parameter (L) with respect
to polydispersity indices (δ). Please note that with increase
in polydispersity, the value of L also increases and for tem-
perature T ∗ = 1.0, the value of L crosses the threshold value
0.1 at δ = 0.09 (as indicated by blue arrow), for T ∗ = 0.8, L
crosses the threshold value at δ = 0.10 (as indicated by orange
arrow) and for T ∗ = 0.5, L crosses the threshold value at δ
= 0.13 (as indicated by green arrow). Note that blue, orange
and green arrows signify the onset of melting process at δ =
0.09, 0.10 and 0.13 corresponding to the temperatures T ∗=
1.0, 0.8 and 0.5 respectively.
TABLE I. Numerical values of transition polydispersity for
the melting transition of Lennard-Jones polydisperse systems.
The first column represents the volume fraction Φ and sec-
ond column represents the transition polydispersity (δt) cor-
respond to each Φ.
Φ δt
0.48 0.02
0.52 0.07
0.58 0.09
0.64 0.10
0.70 0.11
creases almost quadratically with polydispersity up to a
polydispersity index at which structural transition takes
place. This polydispersity index is known as “transi-
tion polydispersity,” beyond which the crystalline solid
phase is no longer stable and amorphous phase exists.
We achieve the transition polydispersity (δt) for different
volume fractions using IS analysis. The crossover of the
two slopes corresponding to each Φ signifies the transi-
tion polydispersity where the structural transition from
FCC to amorphous state takes place. Table I shows the
transition polydispersities (δt) for the melting transition
of the Lennard-Jones polydisperse system corresponding
to different values of volume fractions and for constant
temperature T ∗ = 1.0.
Difference in the polydispersity index (δ) dependence
of the inherent structure (IS) energy in the crystalline
solid and in the amorphous phase is understandable in
terms of the theory of elasticity in solids [47]. In the
presence of a strain field, the free energy can be written
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FIG. 4. Variation of average IS energy with respect to polydis-
persity index at constant temperature T ∗ = 1.0 for different
volume fractions Φ = 0.48, 0.52, 0.58, 0.64, 0.70. The average
IS energy increases with increase in polydispersity until tran-
sition polydispersity, when the dependence changes sharply.
Note that at low volume fraction Φ, the transition occurs at
lower value of δ and at higher Φ, solid phase is stable up to
higher δ value.
as,
F = F0 +
1
2
λu2ii + µu
2
ik, (11)
where λ and µ are called Lame´ coefficients.
K = λ+
2
3
µ. (12)
Here K and µare bulk modulus and modulus of rigidity
respectively.
Now in the crystalline solid, polydispersity introduces
strain field uikwhich is randomly distributed in the solid
and strongly dependent on δ. As δ increases, strain field
also increases. The quantitative estimate in the free en-
ergy can be achieved from the density-functional theory
of elasticity [48, 49]. On the other hand, the particles
in the amorphous phase can undergo rearrangements to
reduce the strain which explains the weak dependence
of the IS energy with δ in the amorphous phase. This
allows us to estimate quantitatively the criterion of tran-
sition from IS analysis. Another point to notice is that
the change of the IS energy at the cross over depends
both on temperature and volume fraction. As the vol-
ume fraction is lowered, the effect of the strain field on
the IS energy of the solid decreases. This describes the
reason of different transition polydispersity indices (δt)for
different volume fractions.
2. Structural patterns of parent structure and corresponding
inherent structure at different polydispersity indices
The transition polydispersity for the melting transition
of the Lennard-Jones polydisperse system needs further
6FIG. 5. (Color online) Snapshots showing the spatial positions of small particle in red (dark gray) and big particle in cyan (light
gray) color in the parent structure along with its corresponding inherent structure at different polydispersity indices. Please
note that the parent structure is at temperature T*=1 and Φ = 0.58. (a) Parent structure corresponds to the polydispersity
index 0.08. Note the crystal-like structure of the parent polydisperse system (b) Inherent structure at δ = 0.08 shows the
more structured formation than the corresponding parent structure (c) Snapshot shows parent structure at δ = 0.09 and (d)
corresponding inherent structure at δ = 0.09. Note that fig. 5(c, d) depict amorphous/glass like formation in the parent and
inherent structure at δ = 0.09.
exploration. We study the structural aspects at different
polydispersity indices. We categorize the particles into
two sub ensembles; particles with diameter less than 1.0
are termed as small particle and rest of the particles as
big particle. In Fig. 5 we represent the snapshots show-
ing the spatial positions of small particle in red and big
particle in cyan color in the parent structure along with
its corresponding inherent structure at different polydis-
persity indices. The snapshots of the parent liquid have
been taken at reduced temperature T ∗ = 1.0, and vol-
ume fraction Φ = 0.58. Fig. 5(a) shows an instantaneous
parent structure at δ = 0.08 and Fig. 5(b) shows its corre-
sponding inherent structure while Figs. 5(c), 5(d) depict
molecular arrangements for the parent structure at δ =
0.09 and its inherent structure respectively. Fig. 5(a)
and 5(b) reveal the crystal-like arrangement of the par-
ticles in both parent and inherent structure respectively.
Fig. 5(c) and 5(d) show instantaneous parent structure
and corresponding inherent structure at δ = 0.09 which
seem to be almost homogeneous. These four snapshots
show structural transition of the present L-J polydisperse
system when the system enters from δ = 0.08 to δ = 0.09.
D. Relationship among scaled order parameter
(λ~G) in the scaled phase diagram and coexistence
densities of solid and liquid
With the increase in polydispersity indices, the coex-
istence density of the solid (ρ∗s)approaches that of the
liquid (ρ∗l ) and the value of the direct correlation func-
tion at its first peak decreases. Hence, the value of the
order parameter (λ~G) in the scaled phase diagram de-
creases with the increase in coexistence density of solid
(ρ∗s) and that of liquid (ρ
∗
l ) as shown in Fig. 6. That is, in
the phase diagram given by Fig. 1, one moves toward left
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FIG. 6. Variation of scaled order parameter (λ~G) in the phase
diagram with coexistence density of solid (ρ∗s) and liquid (ρ
∗
l ).
Note that the value of the scaled order parameter (λ~G) de-
creases as both the coexistence density of solid (ρs) and that
of liquid (ρl) increase.
along the upper branch. Since no transition is possible
beyond the spinodal point, this point can be identified
with the instability point of Lindemann melting criteria.
E. Discussion
In our present study we are interested in melting of
the solid due to increase in polydispersity, as elaborated
by the IS analysis. As the polydispersity increases, sev-
eral things occur that determine the position of the co-
existence. First, the density of the solid at coexistence
approaches that of the liquid. Also, the crystalline order
of the solid decreases progressively which is reflected in
the lower value of the order parameters. Thus, the value
of the ordinate (that gives scaled order parameter,ψ~G) in
the scaled phase diagram (the upper solid line) decreases
as polydispersity increases. At the same time, value of
the abscissa also decreases because the density of the
solid approaches that of the liquid and the value of the
direct correlation function at its first peak decreases. All
these lead the system towards the first terminal point
which can thus be identified as the limit of stability of
the polydisperse solid with respect to the liquid. The re-
sults obtained for the melting transition parameters of
the Lennard-Jones polydisperse solids are shown in Ta-
ble II. Interestingly, the value of the polydispersity in-
dex (for a constant volume fraction) at which melting is
predicted agrees well with Lindemann criteria of atom
displacement.
In order to explore the mechanical stability of a
metastable solid through inherent structure analysis, the
potential energy of the solid must be a minimum. We
find that beyond a given polydispersity index (at a con-
stant volume fraction) no such minimum, indicating that
TABLE II. Comparison of values of melting parameters. The
first column represents value of polydispersity index (δ) and
second column represents corresponding critical pressure (P ∗)
at coexistence of solid and liquid phases. Third and fourth
columns represent critical density of solid (ρ∗s) and its volume
fraction (φS) respectively. Fifth and sixth columns represent
critical density of liquid (ρ∗l ) and its volume fraction (φl) re-
spectively. The value of (φ0) represents fractional density
change on melting transition. The value of S (kM )L shows
the value of the liquid structure factor at the first peak. In
the last column λ~G represents the value of the scaled order
parameter.
δ P ∗ ρ∗s φS ρ
∗
l φl φ0 S (kM )L λ~G
0.0 6.58 1.039 0.544 0.961 0.503 0.075 2.839 0.735
0.01 6.73 1.042 0.546 0.967 0.507 0.072 2.852 0.731
0.03 7.10 1.044 0.547 0.976 0.511 0.065 2.855 0.725
0.04 8.28 1.058 0.554 0.998 0.523 0.058 2.879 0.719
0.06 10.40 1.074 0.563 1.031 0.540 0.040 2.911 0.705
0.07 12.97 1.097 0.575 1.065 0.558 0.029 2.961 0.698
0.08 16.30 1.124 0.588 1.102 0.577 0.019 3.001 0.692
0.09 - - - - 2.949 -
0.10 - - - - 2.740 -
amorphous state represents the true ground state of the
system.
From the liquid side, we can get an estimate of the
transfer of stability from liquid to solid state by (a)
Ramakrishnan and Yussouff theory [8] (b) empirical
Hansen-Verlet rule [31]. Both again give values of liquid
and solid density those are in agreement with inherent
structure analysis and integral equation based theoreti-
cal analysis of liquid-solid transition.
We note that if we apply Ramakrishnan-Yussouff the-
ory to find the freezing density with an effective direct
correlation function, then we obtain values that are close
to the values given in Table II. As evident from Table II
(also indicated in Fig. 1), with increasing polydispersity
index δ, density of liquid at solid- liquid transition in-
creases. This leads to an increase in the first peak of the
liquid structure factor, S(k)Liquid. At the same time,
value of the scaled order parameter (λ~G) decreases be-
cause the density of the co-existence solid increases. This
is the direct consequence of the sharp fall in the fractional
density change (φ0) on melting-freezing. As δ increases,
both of the changes in λ~G and ψ~G values drive the system
to the turning point/spinodal point (as shown in Fig. 1).
Below the particular value of λ~G at spinodal point, no
liquid-solid transition is possible.
V. CONCLUSION
The terminal polydispersity has not been studied ear-
lier in the Lennard-Jones polydisperse system using non-
linear integral equation theories of freezing. We discuss
how certain features of the scaled phase diagram may be
used to explain the terminal polydispersity in polydis-
8perse system. This analysis implies that at high polydis-
persity, the equality of thermodynamic potential between
solid and liquid phases can no longer be established. The
liquid state has lower chemical potential and the solid
phase is not possible beyond certain polydispersity. This
is manifested in the absence of any solution of the non-
linear integral equations. The same feature is reflected
in the inherent structure analysis - no crystalline solid is
obtained in the inherent structure beyond the terminal
polydispersity. The amorphous state is the global mini-
mum in the potential energy surface.
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