Abstract. We consider a Hermitian matrix valued function A(x) ∈ C n×n , smoothly depending on parameters x ∈ Ω ⊂ R 3 , where Ω is an open bounded region of R 3 . We develop an algorithm to locate parameter values where the eigenvalues of A coalesce. We give theoretical justification and implementation details. Finally, we illustrate the technique on several problems.
Introduction
A Hermitian matrix A ∈ C n×n , A * = A, always has a Schur decomposition
where U ∈ C n×n is unitary (U * U = I n ), and Λ ∈ R n×n is the diagonal matrix of the eigenvalues, which we can assume ordered: Λ = diag(λ 1 , . . . , λ n ), λ 1 ≤ λ 2 ≤ · · · ≤ λ n . When the eigenvalues are distinct, the eigenvector matrix U is uniquely determined only up to a phase matrix Φ = diag(e iφ j , j = 1, . . . , n), where the phases φ j ∈ R, j = 1, . . . , n, are arbitrary real numbers. If A has real valued entries and it is symmetric with distinct eigenvalues, then Φ = diag(±1). In general, an Hermitian matrix A ∈ C n×n is expected to have distinct eigenvalues, in that (if not) an arbitrary small perturbation of it will do. Moreover, it is well understood (e.g., [9] ) that having a pair of coalescing eigenvalues is a (real) co-dimension-3 phenomenon. In other words, when we consider matrix valued functions, we should expect a Hermitian function of 3 real parameters to have coalescing eigenvalues, but they should be isolated; moreover, generically, Hermitian functions of 2 (or 1) real parameters will not have coalescing eigenvalues.
For this reason, here we focus on the problem of locating, and accurately approximating, coalescing points for eigenvalues of a smooth Hermitian function A depending on three real parameters: A ∈ C k (Ω, C n×n ).
Besides being a problem of intrinsic mathematical interest and beauty (e.g., see the classic book by Kato, [13] ), the phenomenon of coalescing eigenvalues finds applicability in a multitude of different contexts. To name a few applications, the problem is relevant in stability and bifurcation studies (e.g., see [16] for a comprehensive and recent account of local perturbation theory of coalescing eigenvalues), in Chemical and Quantum Physics, where it underpins intersection of potential energy surfaces (see [20, 1, 25] ), in structural dynamics studies (e.g., [19] ), as well as in numerical studies concerned with best approximation, model reduction, and data compression (e.g., [14, 18] ).
In [9] , we gave theoretical results on coalescing eigenvalues of Hermitian functions, and here we explore the algorithmic implementation of the mathematical results of [9] . There are several important and challenging aspects of the present algorithmic study. Of course, there are geometrical and numerical challenges, dictated by how large the region Ω is, and by the high computational cost of having to repeatedly perform eigendecompositions of A. But, as we will see, there are also other challenges, the chief one of which is related to the delicate task of monitoring (in a "smooth way") the geometric phase matrix of a Schur decomposition of A, as A varies on the surface bounding Ω. In response to these challenges, we will restrict attention to the case of Ω being a cube, and propose techniques which are highly parallelizable through a natural subdivision scheme. Further, we will develop a new 1-dimensional solver which approximates the "minimum variation decomposition" (a specific smooth eigendecomposition) of A along a closed path, and renders an accurate approximation to the sought smooth phase matrix at negligible extra cost with respect to that of finding any eigendecomposition.
A plan of the paper is as follows. In section 2, we review the main theoretical results which we need, and we further discuss how to perform continuation along a path in parameter space. In particular, we give an interesting result which shows that a predictorcorrector method of nominal order 0 has in fact order 2. In Section 3, we discuss the complete algorithm and the subdivision scheme we employed to explore a cubical region Ω. We further discuss implementation details. Finally, in Section 4 we show performance of our technique on several examples.
Background and a new 1-d continuation technique
2.1. Smooth Schur Decomposition. A key component of our algorithm will be the computation of a "smooth" eigendecomposition along a closed curve. We begin by recalling a differential equation model whose solution gives the decomposition we need.
Let Γ be a closed curve in Ω, parametrized by a 1-periodic smooth function γ(·). Consider the restriction A γ of the matrix function A to this curve. So, we have a smooth function A γ ∈ C k 1 (R, C n×n ), k ≥ 1. Let us further assume that the function A has distinct eigenvalues along Γ. Under these assumptions, we seek a C k Schur decomposition of A γ : A γ = U ΛU * , where U ∈ C k (R, C n×n ) is unitary and Λ ∈ C k (R, R n×n ) = diag(λ 1 , . . . , λ n ), as the unique solution of the following system of differential equations ( [5] ):
As proved in [9] , the solution U gives the same Schur form as the "minimum variation decomposition" of [3] and -at the end of the loop γ-we will have
where the α j 's are the Berry phases associated to the loop γ. We call this Schur decomposition the MVD of A γ . Note that we are taking α j 's to be the principal logarithms of the diagonal entries of U (0) * U (1).
2.2.
Localization of coalescing points. Our algorithm localizes generic coalescing points of the function A (see [9] for definition of generic coalescing points). The mathematical basis of our algorithmic developments is given by the work [9] , which provides a rigorous and thorough mathematical justification to a remarkable insight of Stone, [20] . The basic idea is as follows. Consider the region Ω, and a covering for the surface bounding it. We will borrow notation from the familiar one used for the sphere bounding the unit ball. So, the covering will go from the South to the North pole, and similarly we will talk about parallels and meridians on the surface bounding Ω. See Figure 1 . Now, let us fix a meridian, and → Figure 1 . Covering inherited from the sphere.
suppose we are moving from the South to the North pole along this specific meridian, covering the surface through its parallels (which are of course closed loops). Let s ∈ [0, 1] be the parameter used for the meridian (s = 0, 1 correspond to South and North poles respectively), so that each parallel is identified by its location with respect to the value s of the meridian. Along each of these parallels, we compute smooth Berry phases relative to the n different eigenvalues. The wording "smooth", in this context, signifies that the α j (s)'s in (2.2) are chosen to be smooth functions of the parameter s used for the meridians. This implies that they no longer necessarily take values in (−π, π], but are allowed to move into adjacent branches of the logarithm function to retain continuity.
Finally, relatively to these functions α j (s)'s, 0 ≤ s ≤ 1, with α j (0) = 0, j = 1, . . . , n, the surface is declared phase-preserving for A if
and it is called phase-rotating if it is not phase-preserving ( [20] ). Now, let A ∈ C k (Ω, C n×n ) be Hermitian, let S be the surface bounding Ω and suppose there are no coalescing eigenvalues for A on S. A complete justification of the following result (which in essence is the original insight of Stone, [20] ) can be found in [9] : "If S is phase-rotating, then there is a coalescing point for A in Ω (i.e., inside S)."
We are now ready for the theoretical results which form the backbone of our algorithm for the localization of coalescing points. Statement (2.3) is Theorem 4.10 in [9] , while the remaining part of Theorem 2.1 below is Theorem 4.13 of [9] , to which we refer for details.
. . , λ n (x) be its continuous eigenvalues, labeled in ascending order. Let S be the surface bounding Ω and assume that there are no coalescing points on S (distinc eigenvalues along S).
For each j = 1, . . . , n, let α j (s) be the Berry phase function associated to λ j . Then we have that:
Moreover, suppose that, for any j = 1, . . . , n − 1, we have:
precisely at d j distinct generic coalescing points in Ω, and that there is a total of N = n−1 j=1 d j distinct coalescing points for A in Ω. Then we have that:
and j = 2, . . . , n − 1 (iii) α n (1) = 0 (resp. 2π) (mod 4π) if d n−1 is even (resp. odd)
The next Theorem (again, see [9] ) goes in the converse direction of Theorem 2.1 just stated, and provides a practical criterion under which a coalescing of eigenvalues takes place. See also Remarks 2.4 for more refined criteria. Theorem 2.2. Let A, Ω, and S be just as in Theorem 2.1. If there exists an index k, 1 ≤ k ≤ n, for which α k (1) = 0, then λ k must have coalesced at least once inside Ω with λ k−1 or λ k+1 . Remark 2.3. Theorem 2.2 is a topological result similar in spirit to the Intermediate Value Theorem (IVT) in Calculus. Indeed, much like the IVT lends the theoretical support for powerful localization techniques of roots of scalar equations (e.g., bisection), Theorem 2.2 will provide the theoretical support to our localization technique for coalescing points. And, just as bisection typically fails to locate multiple (hence, non-generic) roots, also our method will generally be able to localize only generic coalescing points.
Remarks 2.4. The following two refinements of Theorem 2.2 are immediate. Each of them is a (different) generalization to the present case of [8, Theorem 3.13] , which holds for real symmetric functions depending on two parameters. Below, A, Ω, S are as before.
(i) Let 2q be the (even) number of indices
(ii) Starting from index 1, and ending at n,
. . , 2q, and
Example 2.5. To illustrate Theorem 2.2 and Remarks 2.4, suppose we have a function A on the unit sphere for which we observe the situation depicted in Figure 2 . So, we have that α 1 (1) = −2π, α 3 (1) = 2π, and α 2 (1) = 0. Then, we can conclude that λ 1 and λ 2 coalesced (at least once) inside Ω, and that so did λ 2 and λ 3 .
1-d continuation:
A predictor-corrector method. As made clear in the previous section, we need to approximate the MVD decomposition of A along parallels, that is the solution of (2.1), and this must be done accurately so that the information on the Berry phases is reliable. In this section, we propose a new predictor-corrector method to do this. Before presenting (and justifying) our method, it is important to point out the two key difficulties in the task at hand, and our underlying goal.
First of all, we remark (see [9] ) that along each parallel we can use any 1-periodic parametrization, call t the parameter used along each parallel. Below, we assume to have a partition of the interval [0, 1] which describes the mesh for a given parallel (in practice, this mesh will be found adaptively, see later):
Conceptually, it is hard to imagine being able to obtain a very accurate approximation to the MVD of A at the t k 's along the given parallel, in a way that is less costly than that of computing a Schur decomposition at the t k 's.
(1) Unfortunately, it is hopeless to expect being able to find the solution of (2.1), U , at the mesh points t k 's, just by computing a Schur factorization at the t k 's. In fact, the severe lack of uniqueness in the Schur factorization makes it impossible to retrieve the information on the phase matrix (which is the key quantity we need) purely from a Schur factorization at the t k 's. (2) Of course, we could use any integration technique on (2.1). In fact, this could be done at arbitrarily high order of accuracy and with a host of different methods which are further guaranteed to maintain unitary approximations. We made some experiments with this approach, but were ultimately disappointed, for two reasons. (a) The method, implemented in such a way to return unitary approximations, turned out to be very expensive, considerably more so than the expense of performing a Schur decomposition per step: given that we need to approximate the MVD of A along many parallels 1 , this appears undesirable. (b) It was hard to obtain good approximation to the Berry phases.
Our goal is a method that: (i) at leading order of expense, costs as much as one Schur decomposition per step, (ii) it is guaranteed to have 2nd order of accuracy globally, also for the Berry phases, and (iii) it requires no integration of (2.1). We now describe such method.
Predictor-Corrector Method. For a given value s of the meridian, let B(t), t ∈ [0, 1], be the restriction of the function A to the parallel corresponding to the value s of the meridian. Recall that we seek U (t), Λ(t): U * (t)B(t)U (t) = Λ(t). Call U k the computed approximations to U (t k ).
(Initialization). At
(Predictor phase). First, we find an exact Schur factorization at the points t k :
where Q k is unitary and Λ(t k ) is the real diagonal matrix of the ordered eigenvalues of B(t k ).
(Corrector phase)
. Then, we adjust the factor Q k by bringing it as close as possible (in the Frobenius norm) to the previous approximation U k−1 , while preserving a Schur decomposition of B(t k ). That is, we seek a phase matrix Φ k such that
Remark 2.6. The idea of the method is similar to one we had adopted in [6] to compute a smooth Schur decomposition of a one-parameter symmetric matrix valued function. The key difference is that -in that context-we were able to retrieve the exact factor U (t k ). This was because any algebraic factor only required adjustments of the signs of its columns (in other words, the phase matrix was simply diag(±1)). Now, this is no longer possible.
Theorem 2.7. Let A ∈ C k (Ω), k ≥ 3, let S be the surface bounding Ω, and assume that A has no coalescing eigenvalues in S. Let s be a given value of the meridian, and let
, be the restriction of the function A to the parallel corresponding to the value s of the meridian.
So, we have a function B Hermitian and 1-periodic (in t) with no coalescing eigenvalues. Let a partition (2.4) be given, with h k ≤ h sufficiently small, and let U k be the approximation to U (t k ) found from the above predictor-corrector method, for k = 1, 2, . . . , N .
Then, the factor U N is a second order (i.e., O(h 2 )) accurate approximation to the exact factor U (1). As a consequence, the approximate phase matrix U * N U 0 = U * N U (0) (which is diagonal) is a second order accurate approximation to the exact phase matrix U (1) * U (0), and the computed Berry phases α j (s), j = 1, . . . , n, are also second order accurate, for any s ∈ [0, 1].
Proof. First of all, we notice that the constrained minimization problem min Φ k U k−1 − Q k Φ k F , subject to the constraint that Φ k be a phase matrix, is solved by the choice
where Arg is the principal argument of a complex number.
Next, since the eigenvalues are distinct in [0, 1], we have that both Q k and U k−1 are within a phase factor of the exact factors U (t k ) and U (t k−1 ), respectively: U k−1 = U (t k−1 )Ψ k−1 and Q k = U (t k )Ψ, for some phase matrices Ψ k−1 and Ψ. Therefore:
, and recall thatu * j (t)u j (t) = 0. As a consequence, we get
Now, recall (see (2.1)) thatU = U H, and
). But, we now observe that H 2 = −H * H is a Hermitian matrix, and thus the diagonal is real. Therefore, see (2.5)-(2.6), we need to find the value of Arg for a complex number of the form ζ = 1 + ah 2 k + i(bh 3 k ) + · · · , for which we immediately have that Arg(ζ) = O(h 3 k ).
Then, we readily have that
, and Ψ 0 = I, then for all k = 1, 2, . . . , we get
where "h.o.t." indicates higher order terms, and the matrices E 0 , . . . , E k−1 comprise the leading terms in the local error expansion. From this, we obtain (2.8)
Finally, since the error accumulates according to (2.8), the factor U N is a second order accurate approximation to the exact factor U (1).
by a phase matrix, and that U * 0 U N is a second order accurate approximation to the exact phase matrix U (0) * U (1), is an immediate consequence of the fact that U N is a second order accurate approximation of U (1). Finally, the statement on the Berry phases is a consequence of the fact that
Remarks 2.8. A couple of observations are in order.
1. The result that the global error is of second order accuracy appears surprising. To appreciate this statement, consider what we do at the first mesh-point t 1 . Clearly,
, and so U 0 (which is what we use in order to correct some Schur factorization Q 1 ) is only a first order approximation to the exact factor at t 1 and a standard error analysis would then give us a 0-th order method. However, our algorithm behaves like a 2-nd order method used to integrate (2.1), in spite of the fact that no integration of the differential equation is actually performed. 2. The precise constant hidden in the O(h 3 k ) term depends on the third derivative of U . This suggests a strategy of adaptive time-stepping along parallels in which the error per step is kept constant.
Algorithms
The techinques described in Section 2 have been implemented in a Matlab code and we will report on several experiments in Section 4. Here we give specific details of our implementation choices.
The first choice we made is to work with cubes, see Figure 3 . This is no loss of generality, since any surface S bounding a region Ω diffeomorphic to the unit ball can be mapped onto a cube. Of course, the cube has corners, but this is practically inconsequential since we will require stepping at these corners, and thus will work along piecewise-smooth paths. With this in mind, we will cover a cube proceeding from the South Pole (the baricenter of the bottom square) to the North Pole, by integrating along squares (the parallels) on the three different regions of the cube: Bottom, Lateral, Top; again, see Figure 3 .
3.1.
Stepsize selection. Here we discuss the adaptive stepsize algorithms we implemented, both along parallels, and along the meridian (south-to-north pole).
• Along parallels. Along a parallel, that is to cover a square of side L, our stepsize selection is based on a standard error per step control, whereby we attempt to keep the error on each step constant. In the notation used to describe our predictorcorrector method, we let
, and then -for a given error tolerance tolls-we set ρ =
. Given a value for the maximum stepsize h max , we adjust the stepsize according to the criterion h new = min h max , h k−1 /ρ . If ρ ≤ 1.2, the step is accepted, otherwise it is not. In either case, the new stepsize is given by h new , and the computation is continued until either h new < h min or we reached the last point. For reference, in our experiments we used tolls = 10 −1 , h max = L/10, h min = 10 −14 . Finally, we always adjust the stepsize (i.e., restrict it as needed) in order to step exactly at all corners of the square we are covering. Along the very first parallel, we use h 0 = h max ; all other times we use the last stepsize which we would have used along the previous parallel without accounting for the artificial shortening of it in order to step at the last point. Similarly along a given parallel when we need to restart from the corners of the current square.
• Stepping along the meridian. Choosing the stepsize to move along the selected meridian is more delicate. The key concern now is to make sure that the Berry phases are accurately approximated, in particular that a fast variation of the same is not missed. The goal, here, is to try ensure that we do not jump from a branch of the logarithm to an adjacent one (a fact, which ultimately could happen if -some of-the Berry phase functions α j 's have a large first derivative). Below, let
be the mesh (we will need to find this) along the meridian, and ∆ k = s k+1 − s k , k = 0, 1, . . . , K − 1. Also, let α be the n-vector of the (approximate) Berry phases, α : [0, 1] → R n , and finally let tollp be a fixed tolerance value to monitor variation in the phases. The strategy we used is as follows.
(c) If δα ≤ 1.5, the step is accepted, otherwise it is not. In either case, the new stepsize is given by ∆ new , and computation is continued until either the step is successful or ∆ new < ∆ min . In our experiment we used tollp = π/6, which corresponds to restricting a phase variation to be at most π/4. Further, we used ∆ max to be 1/10, ∆ min = 10 −14 , and ∆ 0 = ∆ max . An extra cautionary control is performed to ensure that (2.3) is not violated and that we are properly following the smooth Berry phases; in details, we reject a step, and halve it, if | j (α j (s k+1 ) − α j (s k ))| > tolls, where tolls is the tolerance used for error control along the parallels. Finally, the last step is typically adjusted in order to have s K = 1.
When we have completed covering the cube from the South to the North poles, we monitor the Berry phases and use Theorem 2.2 to infer which pairs of eigenvalues (if any) have coalesced inside the current cube.
Example 3.1. This example is chosen to illustrate that it is computationally demanding to integrate near a coalescing point because of the rapid change in the geometric phase and it is mandatory to use the adaptive stepsize strategy described above. The function is the simple function A(x, y, z) = x y + iz y − iz −x , which has a unique coalescing point for the eigenvalues at the origin (a generic coalescing point). The region of interest is
. Ω is chosen so that the distance between the coalescing point and the boundary of Ω is 10 −k .
For all values of k = 0, 1, 2, 3, our computations give α 1 (1) = 2π, α 2 (1) = −2π, betraying the coalescing point. However, in the case of k = 0, integration along the cube proceeds swiftly with constant stepsizes equal to h max and ∆ max , whereas in the cases of k = 3 the stepsizes along the central side of meridian become three order of magnitude smaller; to witness, for k = 3, the minimum stepsize along the meridian is 1.14 × 10 −4 and along the parallels is 1.86 × 10 −4 . In Figure 4 we show α 1,2 for the case k = 3; the markers on the curves are the meridian's steps. 
Refinement.
A lofty goal of our computations is to reach a high degree of confidence that within a certain cube there are no generic coalescing points for a certain pair of eigenvalues (see Remark 2.3). Although this must be understood within the realm of the limitations imposed by the computation itself, nevertheless a topological statement like Theorem 2.2 lends itself to such an interpretation. In practical terms, this type of conclusion would be all the more useful the larger is the cube, while at the same time the larger is the cube the more likely it is that we have had a pair of eigenvalues coalescing repeatedly and having gone unnoticed. This line of reasoning makes it necessary to refine a cube in smaller and smaller cubes, until either a pair of coalescing eigenvalues is isolated or the cube is so small that we can declare that no generic coalescing occurs in the cube within the limitations imposed by the computational power we have (or we are willing to invest).
The basic refinement strategy we implemented is a straightforward subdivision of a cube into several smaller cubes, obtained by sub-dividing the edge of the original cube into N equal edges. This will give us N 3 equal cubes of edge L/N . Now we will have to compute the eigendecompositions (and monitor Berry phases) on smaller cubes, each two of which share a face in common, namely the top face of a cube is the bottom face of the cube stacked above it. To save on computational effort, we can (and do) reuse the computations done on the top face and do not repeat them for the bottom face of the cube above it. Besides this global refinement strategy, in order to locate more accurately a coalescing pair of eigenvalues, we also implemented a recursive refinement scheme progressively subdividing just a sub-cube, inside which a coalescing point has been detected, into 8 equal cubes, obtained by bisecting the edges of the cube. By repeated application of this simple refinement procedure on a cube of edge L, after N subdivision steps we will have obtained a small cube of edge L/2 N inside which we have isolated a coalescing point. See Figure 5 . Figure 5 . Local refinement isolating a coalescing point.
3.3. Zoom-in. Newton's method with coordinates search. Once we have localized a cube (say, of edge L) inside which we know that there is a coalescing pair of eigenvalues (say, λ k and λ k+1 ), we may want to locate accurately the value of x where the coalescing occurs. As an alternative to progressive refinement of the cube as above, we used (see also [8] ) Newton's method to minimize the nonlinear smooth functional
that is to solve F (x) ≡ ∇f (x) = 0, F : R 3 → R 3 . On this system, we perfom Newton's method by working with standard centered differences approximations for the first and second derivatives which are needed to form F and the Jacobian DF . Namely, taking h equal to the cubic root of the machine precision eps, we use:
and
Remarks 3.2. The following remarks are important.
(i) As it turns out, it is very important to choose the starting point for the Newton's iteration carefully. At first, we started Newton's method with initial guess located at the baricenter of the cube, but we often failed to converge within the allowed max-number of iterations (practically, 10), or ended up outside of the cube. To avoid unduly refining the cube, we implemented a direct search method, globally (but slowly) convergent, to create an improved starting value for the Newton's iteration. This search method is an extension to bound constrained minimization of the classical "coordinate search" technique, which we now briefly describe (see [15] ). Initially, we let x (0) be the baricenter of the cube, and let ∆ = L/4. We explore values at distance ∆ from x (0) along the coordinate axes, y = x (0) ± e j ∆, j = 1, 2, 3, and accept a point y for which the following decrease condition holds: f (y) < f (x (0) ) − 10 −4 ∆ 2 , in which case we set x (0) = y.
[If y ends up outside of the cube, we project it on the cubes' sides.] If none of the values y satisfies the "decrease condition", we half ∆. The procedure halts when ∆ < ∆ min ≡ 10 −3 L. The last value of x (0) reached will be our starting point for Newton's method. This search technique enormously enhanced the convergence properties of Newton's method, and ended up significantly decreasing convergence failures for it, even for cubes of relatively large side.
(ii) It should be appreciated that Newton's method (and the search technique as well)
is rather expensive, requiring several eigendecompositions in order to evaluate the function F and its Jacobian. Of course, we could use some modified Newton iteration, but we did not attempt this. Yet another possibility is to refine the cube. However, the latter approach requires integration on smaller and smaller cubes which have a coalescing point inside. As remarked in section 3.1, integration along (small) loops near a coalescing point requires very small stepsizes and it is an expensive and delicate task; indeed, in our experience, it is less expensive to trigger a zoom-in process as the one described above, when a coalescing point has been isolated and we want to locate it at high accuracy. (iii) Of course, using divided difference approximations -and accounting for both truncation and roundoff errors-does put some limitation on the overall accuracy we can reach. For our specific choices, we will be bound to have an overall error of O(eps 3/2 ), that is we should not expect errors smaller than roughly 10 −12 . This bound was indeed observed in our computational experiments.
3.4. Parallelization. Our algorithm is inherently geometrically parallelizable, and it scales very favorably with respect to the number of processors. For example, consider the previously described global subdivision scheme, in which we subdivided an edge of length 1 into N equal segments. Thus, we will have N 2 columns each made up of N cubes. These columns do not need to communicate with one another, and hence the decomposition along each of them can be distributed to a different processor. We have implemented this parallelization strategy on the distributed computing environment balsa of the School of Mathematics at Georgia Tech. This is a dedicated computer cluster with up to 144 core processors running at the same time, each core with clock speed between 2 and 2.8 GHz and between 2 and 24 Gb of RAM. The parallelization strategy has been essential to perform some of the computations in the next section, namely those for Example 4.3. To illustrate, for that problem with n = 20 (the dimension of the matrices), we have used N = 2 k processors, k = 0, 1, . . . , 5. With respect to the execution time (that is, elapsed time) of this computation on one single processor, distributing the computations across 2 k , k = 1, . . . , 5, processors gave a reduction by a factor of 0.5023, 0.2575, 0.1308, 0.0665, 0.0355, respectively, reflecting the nearly ideal workload distribution. (The elapsed time for one processors was of 18362 seconds, whereas for five processors was of 652 seconds.)
Numerical Experiments
We now show performance of the algorithm on problems of different nature.
Example 4.1. In this problem, there are relatively few generic coalescing points in the given cube, and all aspects of the algorithm are tested: localization, refinement, and zoom-in. The problem is given on the cube Ω = [0, 1] 3 , and computations are done with tolls=10 −1 , tollp= π 6 , and zoom-in tolerances (convergence and eigenvalues' gap) both equal to 10 −8 . The function is
where: Results of the simulation are displayed in Figure 6 , from which we expect that λ 1 coalesces with λ 2 , which coalesces with λ 3 , and then λ 5 with λ 6 . Although the detection phase is successful already on the original cube, the refinement procedure is necessary in order to accurately locate (and isolate) the coalescing points. In details, after refinement, the code explored 9 cubes (the original, and one subdivision performed), with a total number of 330 successful steps along the meridian (and 18 failed steps), and a total number of 31259 successful steps along parallels (and 1556 failed steps). For reference, we report on the computed coalescing points as well as on the required number of localization steps:
• Here we show that our algorithm typically fails when used to find nongeneric coalescing points. Consider the functions:
The function A has coalescing eigenvalues only at the origin, which is a non-generic coalescing point; the eigenvalues of B coalesce along the circle of radius In both cases the algorithm returned α 1 (1) = α 2 (1) = 0, that is no coalescing point is detected, and integration proceeded always with the maximum allowed stepsize.
Interestingly, however, when we use x 3 instead of x 2 in the definition of the function A, then the code successfully finds the coalescing point at the origin. This fact suggests that the algorithm is capable of locating coalescing points of "odd multiplicity", but the theory for this case has not yet been developed. Example 4.3. This example is motivated by work in (computational) mathematical physics of Wilkinson, Walker and coworkers; see [24, 22, 23] . The issue is to study the spatial distribution of coalescing points (they are called degeneracies in the cited works) for parameter dependent random matrix models. We refer to the above cited works for the physical relevance of this study; here, we report on performance of our algorithm for the model in question.
So, we consider the following function A ∈ C ω ([0, 2π] 3 , C n×n ), which is periodic in each component of x:
where A 1 , . . . , A 6 , are random matrices selected by independent samples from the Gaussian unitary ensamble (GUE for short). Since the GUE is invariant under unitary transformations, and we want A to be Hermitian, each A j should be a Hermitian matrix whose entries are independently distibuted elements from the Gaussian distribution with mean 0 and variance 1. Hence, we will select A j = B j + iC j , with B j = B T j and C j = −C T j with entries being independently Gaussian distributed. (In practical terms, we generated the upper triangular part of all these symmetric and anti-symmetric matrices with the randn command in Matlab and then imposed symmetry, respectively anti-symmetry.)
Our goal is to find the spatial distribution, i.e. the density, of generic coalescing points for the function A of (4.1), in function of the dimension n. To do this, we will effectively attempt to count the number of coalescing points in the cube [0, 2π] 3 , call M (n) the number of degeneracies in this cube. The outstanding difficulty in doing this computation is that there are a lot of degeneracies, and the computation becomes quite expensive as n grows. We notice that -because of periodicity in x-the number of degeneracies inside any cube in R 3 of edge 2π will be the same; we further notice that the total number of degeneracies inside the cube [0, 2π] 3 will be twice the number of degeneracies inside the half-cube [π, 2π] × [0, 2π] 2 , a fact which we used to reduce the overall computational task.
Some theoretical results on the expected value of M (n) are available in the limit as n → ∞, and will be checked against our computations. Indeed, in [22, 23] it is shown that the density of degeneracies is given by We now attempt counting the number of degeneracies by our method. We stress that by virtue of our subdivision technique, we will be providing a very reliable estimate on the side of the smallest box containing a coalescing point, and thus a computational validation of the theoretical results of [23] .
In Table 4 .3, we report on the average values of M (n), for n = 5, 10, . . . , 50, obtained by averaging (to the closest integer) over 5 ensembles, each ensemble being a different sixtuplet of random Hermitian matrices. In the table, after the value of n, we report the value of N : this refers to the subdvision of the initial cube [0, 2π] 3 into N 3 cubes each of edge 2π/N (see section 3.2). The next two columns are the computed (average) value of N , followed by the standard deviation "std", both rounded to the nearest integer, and the last column is the percentage (relative) deviation with respect to the asymptotic formula (4.2). Looking at this last column, it is apparent that (except for the case of n = 5, which is hardly in the asymptotic regime of large n) there is a very good agreement between our computational results and (4.2), a fact which is further highlighted in Figure 7 where we show the line of best fit for M (n) (in the least squares sense) obviously corroborating the validity of the n 5/2 law. We now make a few extra observations based on our computations, which suggest some interesting statistical behavior associated to the coalescing points/eigenvalues.
(1) The distribution of coalescing points in the cube is seemingly uniform. To support this claim, we performed (and passed) several χ 2 goodness-of-fit tests (with a 5% significance level) with varying number of bins for the spatial distribution in the three coordinate axes for size n = 50. (2) In Figure 8 , we show plots of the distribution of eigenvalues corresponding to coalescing points for 5 random realization of the model (4.1) with n = 50. Next to it, we also show the distribution of the eigenvalues for 1000 i.i.d. Hermitian matrices of dimension 50, to exemplify the distribution of the eigenvalues of random Hermitian matrices according to the semi-circle law, already for such moderate value of n. Note that with 5 realizations of the model (4.1) with n = 50, we are plotting the distribution of about 100,000 coalescing eigenvalues. Our experimental evidence strongly suggests that the coalescing eigenvalues are distributed according to the power law c(ρ(E)) 4 + , where ρ(E) indicates the density of states (cfr. with [24] ), and it is given by ρ(E) = (n − x 2 /12) 1/2 . [We are using the notation z + = max(z, 0).] This should be compared with Wigner's semicircle law for the distribution of the eigenvalues of random Hermitian matrices. To witness, on Figure 8 on the left we superimposed the curve c(ρ(E)) p + , where c ≈ 833.48 and p ≈ 3.9 were found by nonlinear regression on the ensamble with n = 50. Remark 4.4. We want to emphasize that our algorithm is tested rather severely by this problem. Although our method is designed to find isolated coalescing points when there are few and far between of them in the region of interest, the method is actually very Figure 8 . Distribution of degeneracies for a realization with n = 50, and of the eigenvalues of 1000 random Hermitian matrices, n = 50. robust, and it is able to handle quite well this special situation in which we practically have an isolated coalescing point near any random point in the starting cube.
To give an idea of the computational effort, the average of the five executions for n = 50 and N = 120 (recall that we work on the half-domain [0, 2π] × [0, 2π] × [π, 2π]) required a grand total of 1600 hours, which distributed over 88 processors gave an average execution time of 18 hours per processors. Our stepsize selection algorithm proved quite robust as well: we neeeded a total of about 1.5 × 10 7 steps along the meridians and 10 9 steps along the parallels, with the number of failed steps being on the order of 0.2% along meridians and of 1% along the parallels. where the matrices A j 's are as before. Observe that we now have trigonometric matrix functions, and these must be computed at each different value of the parameter; further, observe that -unlike (4.1)-there is no periodicity now, so the total number of coalescing points inside any two cubes of same volume will generally depend on the placement of the cubes in R 3 . Our experiments indicate that although the total number of coalescing points does depend on the location of the cube in R 3 , the asymptotic dependence on n does not, and it appears to behave as n 4 . To witness, in Figure 9 Figure 9 . Dependence of number of coalescing points on dimension n, Example 4.5.
