Fusion de données hétérogènes pour la perception de l'homme par robot mobile by Germa, Thierry
       
 
   
    
   
   
 
  
 
     
    
 

     
     
     
      

Remerciements
Je tiens a` remercier tout d’abord le LAAS-CNRS, repre´sente´ par son directeur Raja Chatilla,
et plus particulie`rement le groupe RAP, repre´sente´ par Michel Devy, pour m’avoir accueilli dans
leur structure tout au long de cette aventure professionnelle certe, mais aussi humaine. Tout parti-
culie`rement, je tiens a` remercier Fre´de´ric Lerasle pour la qualite´ de son encadrement, son e´coute
et sa collaboration au sein du projet CommRob. Merci a` Patrick Dane`s et Viviane Cadenat pour
leurs conseils avise´s, ainsi qu’a` Noureddine Ouadah et Adrien Durand-Petiteville pour leur col-
laboration et leur implication dans mes travaux d’inte´gration ; une partie des re´sultats pre´sente´s
n’auraient suˆrement pas vu le jour sans eux.
Je tiens aussi a` remercier les rapporteurs et jurys de ma the`se pour leurs remarques pertinentes
et l’appre´ciation objective de mon travail.
De manie`re beaucoup moins formelle, mais avec tout autant de coeur, je voudrais remercier :
– le bureau B159 : Mathias, parce que c’e´tait un des plus vieux habitants du bureau, merci
pour ta constante bonne humeur et ton soutien inconditionnel lors de nos de´rives sur Ko-
reus ou XBlast ; JP pour ton humour de´cale´ et tes re´flexions a` 2 balles, Mathieu pour la
constance et la re´gularite´ de tes interventions e´cologiques.
– les doctorants du poˆle RIA, actuels (Julien, Benoıˆt, Adrien, Nizar, Hung, Assia, Ali, Re-
douane, Naveed, Xavier, Mokhtar, Yi, Jim, Mario, Dora, Jean-Philippe, Cyril, Se´verin,
Akin, Arnaud, ...) et passe´s (Luis, Joan, Brice, ...), compagnons de travail ou de table avec
qui j’ai partage´, au moins une fois, expe´riences et discussions.
Passons maintenant aux choses se´rieuses. Un e´norme merci a` ma Lilie qui m’a soutenu1
pendant toute cette aventure. Sans elle, les quelques pages qui suivent n’auraient suˆrement jamais
vu le jour. Elle me´rite amplement une partie des honneurs, voir meˆme un diploˆme a` elle tout
seule.
Merci aussi a` ma famille (papa, maman, mamies, Muriel et Teddy) et belle-famille (Alain,
Martine, Muriel, Bernard, tata Jacqueline, ...) de m’avoir soutenu et d’avoir supporte´ mes chan-
gements d’humeur. Merci aussi d’avoir fait semblant de comprendre quand je vous expliquais
mon travail ; maintenant, c’est fini. J’ai aussi une pense´e pour les personnes qui ne sont plus la`
et qui, je l’espe`re, sont fie`res de moi.
Merci a` Mickae¨l et Aurore (et Joan), Guillaume et Sandra, Matthieu, Jean-Yves et Claire,
Julien, mais aussi Ce´dric, Pierre, Je´roˆme et Aure´lie (et Cle´ment) de m’avoir apporte´ votre amitie´
1supporte´
i
et de ne pas m’avoir tenu rigueur de ma non communication ces derniers mois. Les repas,
matches de l’USAP, bie`res et autres parties de belotte et de Wii ont e´te´ autant de divertissements
ne´cessaires durant ces trois dernie`res anne´es et, je l’espe`re, continueront a` l’eˆtre.
J’aimerai aussi remercier l’ensemble des enseignants d’IMERIR qui m’ont permis de faire
ce que j’ai fait et d’eˆtre ce que je suis maintenant. Merci a` Ahmed, Blaise, Eric, Gilles, Martine,
Pierre et les autres, pour leur soutien et leurs conseils depuis 2003 (7 ans de´ja` !).
Toutes ces personnes ont, plus ou moins directement, contribue´ a` battir et a` me faire toucher
du doigt mon reˆve de toujours qui, je l’espe`re, ne va pas s’arreˆter la` : “inventer des inventions”.
Plus on avance dans la vie, plus on est oblige´ d’admettre
que le sel de l’existence est essentiellement dans le poivre qu’on y met.
ALPHONSE ALLAIS
Re´sume´
Ces travaux de the`se s’inscrivent dans le cadre du projet europe´en CommRob impliquant
des partenaires acade´miques et industriels. Le but du projet est la conception d’un robot com-
pagnon e´voluant en milieu structure´, dynamique et fortement encombre´ par la pre´sence d’autres
agents partageant l’espace (autres robots, humains). Dans ce cadre, notre contribution porte plus
spe´cifiquement sur la perception multimodale des usagers du robot (utilisateur et passants).
La perception multimodale porte sur le de´veloppement et l’inte´gration de fonctions percep-
tuelles pour la de´tection, l’identification de personnes et l’analyse spatio-temporelle de leurs
de´placements afin de communiquer avec le robot. La de´tection proximale des usagers du robot
s’appuie sur une perception multimodale couplant des donne´es he´te´roge`nes issues de diffe´rents
capteurs. Les humains de´tecte´s puis reconnus sont alors suivis dans le flot vide´o de´livre´ par une
came´ra embarque´e afin d’en interpre´ter leurs de´placements.
Une premie`re contribution re´side dans la mise en place de fonctions de de´tection et d’identi-
fication de personnes depuis un robot mobile.
Une deuxie`me contribution concerne l’analyse spatio-temporelle de ces percepts pour le suivi
de l’utilisateur dans un premier temps, de l’ensemble des personnes situe´es aux alentours du ro-
bot dans un deuxie`me temps. Enfin, dans le sens des exigences de la robotique, la the`se com-
porte deux volets : un volet formel et algorithmique qui tire pertinence et validation d’un fort
volet expe´rimental et inte´gratif. Ces de´veloppements s’appuient sur notre plateforme Rackham
et celle mise en œuvre durant le projet CommRob.
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Chapitre 1
Introduction
Ce chapitre a pour but d’introduire le contexte ge´ne´ral de ces travaux et plus pre´cise´ment
ce qui touche a` la perception de l’homme pendant l’interaction Homme / Robot. Nous allons
pre´senter les enjeux de la perception de l’Homme dans le domaine de la robotique de service,
ainsi que les principaux robots interactifs. Par la suite, nous allons de´crire le contexte du projet
CommRob dans lequel s’inscrivent ces travaux de the`se. Enfin, nous allons introduire nos travaux
sur la perception embarque´e de l’Homme au sein du projet CommRob.
(1) Interaction (n.f.) : Relation existant entre deux e´le´ments d’un syste`me et qui fait
que l’activite´ de l’un est de´termine´e par l’activite´ de l’autre.
(2) Perception (n.f.) : Action, fonction par laquelle l’esprit se repre´sente les objets.
1.1 Contexte et proble´matique
L’ide´e de disposer de robots en tant qu’assistants dans un lieu public ou en tant que compa-
gnons a` domicile n’est pas nouvelle ou originale. Ne´anmoins, les de´fis associe´s restent ouverts
car les robots, une fois sortis de leurs laboratoires, doivent acque´rir de nombreuses compe´tences
sociales afin d’ame´liorer leur interaction avec un utilisateur novice en milieu humain encombre´
tel qu’une exposition, un muse´e ou un supermarche´. Faire e´voluer un robot mobile de´veloppe´ au
sein d’un laboratoire en un robot assistant ou personnel utilisable par la majeure partie d’entre
nous reste a` ce jour un vrai challenge robotique. Les ame´liorations re´centes en planification de
mouvements, vision par ordinateur, traitement du langage naturel, raisonnement automatique et
intelligence artificielle sont autant de jalons indispensables pour atteindre ce but.
Les re´cents de´veloppements en robotique et en interaction Homme / Robot ont ouvert des
perspectives d’applications dans lesquelles les robots mobiles avance´s apportent une assistance
directe aux hommes dans leur quotidien. L’espe´rance de vie e´tant de plus en plus importante, il
existe un marche´ potentiel re´el pour de nouveaux outils robotiques. Les robots mobiles n’ont
commence´ que re´cemment a` interagir avec l’homme, par exemple en s’occupant des taˆches
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me´nage`res. Leur acceptabilite´ par l’homme est un point essentiel et passe notamment par une
re´activite´ du robot donc le respect de contraintes temporelles compatibles avec la taˆche d’in-
teraction. De plus, de tels robots n’ont pas vocation a` remplacer l’homme au quotidien, mais a`
l’e´pauler dans ses taˆches et donc de travailler en coordination avec ce dernier.
Les enjeux de la robotique interactive sont donc multiples :
– les robots assistants ou auxiliaires de services en milieu public ou professionnel requie`rent
des capacite´s de´finies a priori et lie´es aux services a` assurer dans certaines conditions. Ils
posse`dent a priori un nombre de taˆches a` accomplir fige´es selon les services assure´s.
– les robots personnels ou compagnons sont destine´s a` des interactions et taˆches plus exclu-
sives avec l’homme dans un lieu privatif ou a` domicile. Ces derniers sont alors suppose´s
effectuer un nombre de taˆches e´volutif par apprentissage en interaction avec l’homme i.e.
accroıˆtre leurs capacite´s en interaction avec l’homme.
Malgre´ cet inte´reˆt grandissant pour la robotique de service ainsi que les progre`s conjoints de
l’e´lectronique et de l’informatique, l’introduction de la robotique d’assistance et personnelle dans
la vie courante reste faible. Le robot assistant constitue encore aujourd’hui un de´fi de recherche
tre`s souvent ouvert sur le plan scientifique, bien que certains succe`s re´cents aient popularise´ le
robot mobile aupre`s du grand public. Nous pre´senterons ci-apre`s une liste non exhaustive des
re´alisations en termes de projets ou plateformes significatifs de´veloppe´s ces dernie`res anne´es.
En ce qui concerne le robot personnel, nombreux sont ceux qui ont tente´ d’introduire des
robots en tant que compagnons capables d’interagir avec une personne dans la vie de tous les
jours, et ce avec plus ou moins de succe`s. PaPeRo (pour Partner Personal Robot), de´veloppe´ par
NEC, et plus re´cemment Matilda, apportent une compagnie a` l’homme et montre quelques ap-
titudes sociales rudimentaires. Ce sont des robots personnels, de´veloppe´s pour re´aliser certaines
taˆches e´le´mentaires de la maison. PaPeRo se distingue par un nombre important de capteurs. En
effet, il posse`de diffe´rents types de capteurs lui permettant (i) de voir et de reconnaıˆtre avec ses
deux came´ras, (ii) d’entendre et de comprendre avec ses multiples microphones, (iii) de ressentir
avec ses capteurs tactiles situe´s sur la teˆte. Entre autre, il est capable de reconnaıˆtre plusieurs
personnes par l’apprentissage en ligne de diffe´rents visages. De plus, PaPeRo est capable de se
de´placer dans un environnement humain graˆce a` des capteurs tactiles et ultrasons lui permettant
de de´tecter les diffe´rents obstacles. Ses capacite´s sensori-motrices lui permettent d’accomplir des
taˆches telles que la surveillance d’une maison ou l’aide aux personnes aˆge´es.
Le robot Biron [Maas et al., 2006], de´veloppe´ dans le cadre du projet COGNIRON, be´ne´ficie
de capacite´s d’interaction multimodale avance´es lui permettant de de´tecter et de suivre les per-
sonnes dans son champ de vision mais aussi de focaliser son attention sur son utilisateur cou-
rant. Ce robot est plutoˆt de´die´ a` des applications personnelles du fait qu’il n’est pas capable de
diffe´rencier deux personnes. Le robot Biron inte`gre des capacite´s perceptuelles de l’environne-
ment pour : (1) se localiser dans son environnement, (2) reconnaıˆtre la pie`ce dans laquelle il se
trouve, (3) reconnaıˆtre les objets d’une pie`ce. Cependant, Biron n’a aucune capacite´ de naviga-
tion en pre´sence de foules.
Re´cemment, Mitsubishi a de´veloppe´ Wakamaru [Harte and Jarvis, 2007], un robot personnel
“attentionne´”, capable de tenir un dialogue et de reconnaıˆtre un visage humain. Ce robot a un
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visage expressif et utilise des techniques de reconnaissance vocale pour interagir. A la manie`re
de PaPeRo et Matilda, il embarque des fonctionnalite´s d’interaction lui permettant de de´tecter et
de reconnaıˆtre une dizaine de personnes diffe´rentes.
Depuis 2008, le projet CompanionAble a pour but de combiner la robotique mobile avec
l’intelligence ambiante afin d’aider les personnes aˆge´es atteintes de troubles cognitifs. Pour
cela, une plateforme mobile permet de monitorer les activite´s de son environnement afin d’en
de´tecter d’eventuels changement inhabituels. Le projet est actuellement en cours et, pour le mo-
ment, peu d’informations sur la plateforme sont disponibles. Ne´anmoins, une des fonctionnalite´s
inte´ressantes de cette plateforme concerne la capacite´ a` garder l’utilisateur en contact avec son
entourage plus ou moins direct (amis, relations, medecins, etc) graˆce a` l’utilisation de la visio-
phonie. Pour cela, le robot doit observer la personne au moyen de came´ras afin (i) d’en extraire
l’information de l’image d’entre´e, (ii) de relayer ces donne´es vers la personne concerne´e [Schroe-
ter et al., 2009].
Au dela` des projets et syste`mes pre´sente´s, la plupart des robots personnels se basent sur une
interaction active pour e´changer avec l’utilisateur, au de´triment parfois d’une compre´hension
globale de l’environnement. En effet, de tels robots doivent agir de manie`re re´active aussi bien
avec l’homme qu’avec l’environnement. Or, l’inte´gration de ces capacite´s sur un robot person-
nel reste un proble`me ouvert en robotique mobile, et, a` notre connaissance, tre`s peu de robots
personnels sont capables de re´aliser un nombre conse´quent de taˆches.
Concernant les robots assistants, de nombreux projets ont permis d’accomplir des avance´es
significatives dans le domaine de l’interaction Homme / Robot en environnement public. A notre
connaissance, Rhino [Burgard et al., 1998] fut le premier robot a` eˆtre de´ploye´ dans un muse´e.
La seconde ge´ne´ration de robots, comme Minerva, a ensuite suivi cet exemple [Thrun et al.,
2000]. Bien e´videmment, Minerva surpasse Rhino dans bien des domaines. En effet, il utilise
un algorithme probabiliste d’apprentissage de cartes ainsi qu’un ensemble accru de capacite´s
interactives. La prise en compte de la position de l’utilisateur lors de l’interaction se fait au travers
de donne´es laser. Tout comme Minerva, Tourbot [Trahanias et al., 2000], Mobot [Nourbakhsh
et al., 2003] et Cicerobot [Chella et al., 2007] sont capables de fournir une analyse pre´cise de
leur environnement, mais n’inte`grent que des capacite´s perceptuelles limite´es sur l’homme ce
qui limite leur interaction.
Un autre robot assistant a e´te´ de´veloppe´ au sein du projet MORPHA [Bischoff et al., 2002].
Ce projet se focalise sur diffe´rents aspects de l’interaction Homme / Robot, comme l’interaction
multimodale, la compre´hension de situations Homme / Robot, l’identification de l’utilisateur et
l’interpre´tation de ses intentions, ainsi que la coordination des mouvements et des actions entre
le robot et son utilisateur. Meˆme si MORPHA a amene´ de remarquables re´sultats, principalement
dans l’execution de taˆches de manipulation, le robot prototype´ ope`re et interagit uniquement dans
un environnement simple tel une maison pour les taˆches quotidiennes ou dans un atelier pour
des applications industrielles. Dans ces deux cas, seuls des mouvements locaux au sein d’un
environnement statique et connu sont possibles, avec pour cela, une communication exclusive
entre le robot et son utilisateur.
Le de´monstrateur mobile Robox [Siegwart et al., 2003] tient une place importante dans le do-
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maine du robot d’assistance du fait de son de´ploiement a` large e´chelle pour e´prouver ses capacite´s
de navigation et d’interaction. Robox utilise diffe´rents capteurs (i.e. laser, came´ra, microphone)
et des algorithmes de´die´s afin de de´tecter les visiteurs de l’Expo.02 en Suisse. Onze Robox ont
e´te´ de´ploye´s pendant les 159 jours de l’exposition. Ces expe´rimentations ont montre´ que 70%
des personnes ayant utilise´es Robox seraient favorables a` une utilisation plus re´gulie`re dans un
supermarche´ ou une gare, par exemple.
Alpha [Bennewitz et al., 2005] est capable d’interagir avec plusieurs personnes par l’analyse
du flux audio-visuel lui permettant de basculer d’un interlocuteur a` l’autre. Cette approche fonc-
tionne correctement dans un environnement faiblement perturbe´, mais peut difficilement ge´rer les
situations fortement encombre´es. De plus, bien que conc¸u comme un humanoı¨de, ses capacite´s
de de´placement dans un environnement humain restent limite´es.
La plupart des syste`mes pre´-cite´s [Thrun et al., 2000; Siegwart et al., 2003; Maas et al., 2006]
concentrent aussi leur approche sur des de´tections laser afin de de´tecter et suivre des personnes
aux alentours du robot, tout comme Hermes [Bischoff and Graefe, 2004], Maggie [Gorostiza
et al., 2006] et Pearl [Pineau et al., 2003]. Les donne´es laser sont aussi largement utilise´es lors
de la navigation d’un robot mobile afin d’e´viter les obstacles de manie`re dynamique. En plus des
de´tections laser, Robovie [Kanda et al., 2004] utilise de nombreux capteurs embarque´s (came´ra,
microphone), mais aussi de´porte´s dans l’environnement (lecteur de badges RFID, capteurs de
pression) afin de localiser et d’identifier les personnes pre´sentes aux alentours. Ces syste`mes
de´die´s a` la robotique d’assistance sont alors capables de combiner une interaction active avec
un utilisateur a` l’instar d’un robot personnel ainsi qu’une interaction passive leur permettant de
partager leur environnement avec les passants afin de naviguer facilement dans ce milieu humain
donc a priori tre`s dynamique.
Les travaux pre´sente´s ci-apre`s se focalisent principalement sur la perception embarque´e de
l’homme pour des robots assistants. En effet, les capacite´s perceptuelles d’un robot personnel
sont assez classiques car le robot n’interagit qu’avec une seule personne, alors qu’un robot as-
sistant doit de´velopper une perception plus complexe des humains du fait qu’il e´volue dans un
milieu encombre´.
Chacun des syste`mes pre´sente´s met en avant des fonctionnalite´s perceptuelles spe´cifiques,
tre`s adapte´es au contexte d’application restreint. Bien que la plupart aient donne´s des re´sultats
probants, leurs capacite´s de perception visuelle de l’homme restent limite´es et, malgre` leur
inte´reˆt, les plateformes fusionnant des donne´es issues de diffe´rents capteurs ne sont que tre`s
faiblement repre´sente´es. De plus, l’interaction Homme / Robot est souvent de´couple´e de la par-
tie navigation et tre`s peu de syste`mes ge`rent les mouvements des humains a` la fois pour suivre
une personne cible et e´viter les personnes obstacles de fac¸on intelligente.
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1.2 Description du projet CommRob
Cette the`se s’inscrit, notamment par son financement associe´, dans le projet europe´en STREP
CommRob1, un projet finance´ par la division FP6 de la Commission Europe´enne. Le projet
CommRob (pour Communication with and among robots) comporte cinq partenaires acade´miques
ou industriels i.e. FZI (Karlsruhe, Allemagne), KTH (Stockholm, Sue`de), LAAS (Toulouse,
France), TUW (Vienne, Autriche), Zenon (Athe`nes, Gre`ce).
1.2.1 Contexte du projet
Ce projet vise a` de´velopper un robot assistant capable d’e´voluer en environnement humain
tre`s encombre´. Il a pour but de mettre en avant les avance´es dans le domaine de la communication
de haut niveau avec / entre robots. Au dela` de la communication par la parole, la communication
multimodale conside`re diffe´rents percepts (de´placements, gestes, etc) afin de de´finir une interac-
tion Homme / Robot plus riche. La mise en place d’une approche unifie´e de la communication est
un des objectifs majeur du projet. Cette approche avance´e permet de faciliter inde´pendamment
la proche coope´ration entre l’homme et le robot ou entre robots. L’e´change d’information entre
robots concernant l’e´tat de l’environnement mutuellement partage´ permet de rendre la navigation
en zone encombre´e plus efficace et suˆre.
De nombreux proble`mes lie´s aux comportements avance´s des robots en environnements dy-
namiques sont aborde´s i.e. la localisation base´e sur des amers, l’apprentissage de carte topolo-
giques indexe´es par ces amers, la navigation autonome ainsi que la perception de l’utilisateur
et la de´tection et l’e´vitement d’obstacles dynamiques. Dans ce but, un autre objectif majeur du
projet est alors d’aborder des environnements plus complexes, car densemment peuple´s, pour
les robots par rapport aux travaux cite´s pre´ce´demment. Un autre challenge est de faire cohabiter
deux taˆches de navigation re´actives, i.e. le suivi d’une personne cible et l’e´vitement des passants.
Ce projet vise a` la fois le prototypage d’un tel robot et des e´valuations pousse´es dans le
contexte applicatif puisque ce robot est destine´ a` servir de chariot dans un supermarche´, un
ae´roport, etc. En plus de pouvoir transporter des produits, ce robot doit eˆtre capable de guider un
utilisateur a` travers un environnement structure´, dynamique et complexe (i.e. interaction active)
tout en e´vitant les personnes partageant l’espace (i.e. interaction passive).
1.2.2 Sce´narii vise´s au sein du projet
Diffe´rents sce´narii et modes d’utilisations sont de´finis afin de mettre en avant les diffe´rentes
fonctionnalite´s de´veloppe´es au sein du projet ainsi que leur inte´gration. Le sce´nario S1 et le
sce´nario S2 n’impliquent pas notre proble`matique de perception de l’homme. Ils correspondent
aux sce´narii de´crits ci-apre`s mais via un contact physique entre le robot et son utilisateur par une
poigne´e haptique. Nous listons ici les sce´narii et modes relatifs a` notre travail, bien que d’autres
sce´narii comple´mentaires aient e´te´ de´finis.
1voir le lien URL www.commrob.eu.
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– Sce´nario S3
Ce sce´nario est de´fini pour une personne habitue´e au supermarche´. Le robot n’a donc pas
l’initiative des mouvements. En effet, l’utilisateur agit comme agent maıˆtre. Les de´pla-
cements du robot se font sans contact, graˆce a` la perception multimodale de l’utilisateur.
Le robot accompagne alors l’utilisateur en respectant un certaine distance de se´curite´, tout
en de´tectant et e´vitant les obstacles. Le robot avertit l’utilisateur du moindre proble`me,
e.g. l’utilisateur avance trop vite ou un obstacle est trop encombrant, par une interface
vocale. De meˆme, le robot s’arreˆte lorsque l’utilisateur s’arreˆte. Les fonctionnalite´s mises
en œuvre dans ce sce´nario sont les suivantes :
– identification de l’utilisateur par radio fre´quence et vision,
– suivi multimodal de l’utilisateur afin de s’assurer de sa pre´sence durant les taˆches de
mouvements coordonne´s.
Ce sce´nario permet de de´finir un premier mode d’interaction entre le robot et l’homme : le
suivi de l’homme par le robot (ou following mode).
– Sce´nario S4
Ce sce´nario est de´fini pour une personne ne connaissant pas le supermarche´ ou ne´cessitant
une assistance. Le robot a donc l’initiative des mouvements. Comme pre´ce´demment, l’in-
teraction entre l’homme et le robot se fait sans aucun contact physique. Le robot doit alors
s’assurer de la pre´sence de l’utilisateur. En effet, une certaine distance doit eˆtre conserve´e
entre le robot et l’homme. Les fonctionnalite´s de perception de l’utilisateur ne´cessaires
a` l’exe´cution de ce sce´nario sont identiques au sce´nario pre´ce´dent. Ce sce´nario permet de
de´finir un autre mode d’interaction entre le robot et l’homme, a priori plus facile au niveau
perceptuel car l’homme fait face au robot : le guidage de l’homme par le robot (ou guiding
mode).
Dans cette perspective, deux modes d’interaction sont envisage´s, une interaction active et
une interaction passive, afin de guider / suivre une personne cible tout en e´vitant les passants
de manie`re naturelle est sociable. Le choix du mode d’interaction (suivi ou guidage) est de´fini
par l’utilisateur lors de l’initialisation de l’interaction avec le robot alors que les deux types d’in-
teraction (active ou passive) cohabitent en permanence et sont de´finis en fonction des personnes
mises en jeu : l’utilisateur pour la perception active, les passants pour la perception passive.
1.2.3 Enjeux et proble´matique de la perception embarque´e de l’Homme
au sein du projet
Nos travaux visent a` caracte´riser les relations dynamiques Homme / Robot implique´es dans
les diffe´rents sce´narii et modes pre´-cite´s. Chaque interaction commence lorsque l’utilisateur fo-
calise son attention sur le robot. Pendant l’execution d’un sce´nario (ou mission), le robot doit
s’assurer de la pre´sence et de l’identite´ de l’utilisateur. Concernant les missions de guidage ou de
suivi de l’homme par le robot, ce dernier doit non seulement eˆtre capable de suivre de manie`re
robuste l’utilisateur, mais aussi de de´tecter les possibles erreurs dues a` la perte de la cible ou a`
son occultation. La conception d’algorithmes base´s sur la vision doit eˆtre assez efficace et ro-
buste aux occultations temporaires de la cible, aux situations encombre´es et aux changements
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des conditions d’illumination.
Le suivi, ou analyse spatio-temporelle, constitue une fonctionnalite´ perceptuelle cle´ lorsqu’il
s’agit de caracte´riser, a` partir de donne´es capteurs, la relation d’un robot mobile a` des personnes
a priori mobiles. En milieu humain encombre´, un traqueur doit s’appuyer sur des de´tecteurs
robustes et identifier les personnes afin de s’affranchir du proble`me d’association de donne´es
lors du suivi.
Ces conside´rations entraıˆnent le de´veloppement de fonctions qui peuvent eˆtre cate´gorise´es
comme suit :
– Les fonctions de de´tection/reconnaissance de personnes : diffe´rentes me´thodes de de´tec-
tion de personnes issues de diffe´rents capteurs (came´ras, laser, etc) sont e´tudie´es. Des
me´thodes de (re´-)identification sont propose´es ainsi que leur parame´trage afin de quantifier
leur apport dans le suivi et la re´cupe´ration de cibles.
– Le suivi multi-sensoriel de personnes : les me´thodes de suivi sont imple´mente´es afin
d’e´valuer la position de la ou des personnes dans le repe`re image ou robot. Un enjeu est
d’obtenir un suivi de personne(s) robuste (aux encombrements et occultations), quitte a`
eˆtre moins pre´cis, utilisant principalement la vision lorsque les personnes sont a` quelques
me`tres ou plus pre´cise´ment a` distance sociale du robot.
Ces fonctionnalite´s, sont rattache´es au Work Package 4 (WP4) du projet : Human Motion
Interpretation. Le but du WP4 consiste a` imple´menter des fonctions pour de´tecter, reconnaıˆtre,
suivre des personnes et a` de´finir les modalite´s basiques de l’interaction multimodale Homme
/ Robot base´es sur l’observation et l’analyse de l’homme. Le robot est sense´ e´voluer dans un
environnement hautement dynamique et encombre´ alors que la puissance de calcul embarque´
est souvent limite´e. L’accent est mis sur le de´veloppement d’algorithmes efficaces et robustes
aux artefacts de l’environnement e.g. les occultations. Plusieurs flots de donne´es sensorielles
doivent eˆtre ge´re´es simultane´ment dans les algorithmes de´veloppe´s et une inte´gration robuste et
probabiliste de ces diffe´rents percepts est a` envisager.
1.2.4 Fonctionnalite´s perceptuelles et projet CommRob
Le WP4 est de´coupe´ en diffe´rentes taˆches. Les taˆches, T4.1 relative aux spe´cifications fonc-
tionnelles et T4.2 relative au de´veloppement d’une interface haptique pour la commande du ro-
bot, ne sont pas de´taille´es car elles sortent du cadre de nos travaux. Nous nous focalisons ci-apre`s
sur les fonctionnalite´s de´veloppe´es durant cette the`se i.e. :
T4.3 : Fonctionnalite´s pour la de´tection et l’identification de personnes
Un ensemble de fonctions bas niveau est de´fini pour la de´tection et l’identification de per-
sonnes. Des primitives visuelles sont disponibles pour de´tecter les diffe´rentes personnes pre´sentes
dans le champ de vue du robot. Ces fonctionnalite´s et leurs attributs associe´s peuvent aussi eˆtre
utilise´s pour le suivi visuel, autant dans la proce´dure d’initialisation que comme source d’infor-
mation dans la boucle principale de suivi. En plus de la de´tection, l’identite´ de l’utilisateur doit
aussi eˆtre ve´rifie´e tout au long de l’interaction. Ceci implique la de´finition de fonctionnalite´s
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reposant sur (1) des attributs visuels base´s sur des informations ge´ne´rales comme la couleur, les
contours, les mouvements, (2) un badge RFID porte´ par l’utilisateur pour son identification, (3)
des mesures de distances issues d’un laser.
T4.4 : Suivi de personnes base´ sur la vision pour les mouvements coordonne´s Homme /
Robot
Le but est de suivre l’utilisateur a` diffe´rentes distances relatives i.e. proximale (e.g. lorsque
l’utilisateur interagit avec l’interface du robot), sociale (e.g. pendant une mission de guidage),
distante (e.g. lorsque la personne est reconnue comme e´tant l’utilisateur, afin de s’approcher de
l’utilisateur). Le traqueur de´veloppe´ se base alors sur les attributs bas niveau de´finis dans T4.3.
L’estimation de la position de l’utilisateur servira a` commander un de´placement du robot par
rapport a` l’utilisateur de manie`re sociale. Il faut donc savoir faire face a` des situations excep-
tionnelles, comme un e´chec du suivi. Une vision active est alors requise et sera donc conside´re´e
graˆce a` l’utilisation d’une platine orientable. Dans la meˆme veine, une extension a` un traqueur
multi-personnes pour l’interaction passive est ensuite propose´e.
A l’instar des taˆches T4.1 et T4.2, la taˆche T4.5 ne concerne pas directement nos travaux, bien
qu’elle soit relative a` l’interaction Homme / Robot. En effet, la taˆche T4.5 vise a` interpre´ter des
commandes envoye´es par l’homme au robot par l’interme´diaire de commandes multimodales
fusionnant gestes et parole. Le suivi et l’interpre´tation des gestes, la reconnaissance d’ordres
vocaux ainsi que la fusion de ces deux canaux de communication ont e´te´ aborde´s par B. Burger
dans sa the`se [Burger, 2010].
1.3 Objectifs de la the`se
De par les spe´cifications ge´ne´rales et propres au projet CommRob, l’objectif de nos travaux
est de proposer des strate´gies de fusion de donne´es pour la perception multimodale de l’homme
en environnement encombre´. Nos travaux proposent une interface perceptuelle ayant pour but (1)
d’e´tablir de manie`re robuste et continuelle un contact visuel entre le robot et son utilisateur, (2)
de percevoir les personnes environnantes. L’ensemble des fonctionnalite´s ne´cessaires a` ce robot
assistant est sche´matise´ par le synoptique de la figure 1.1.
Listons ci-apre`s les diffe´rentes fonctionnalite´s mises en jeu et de´taille´es dans les prochains
chapitres, ainsi que leurs spe´cificite´s :
1. De´tection, localisation et identification : Le but est de fournir un ensemble de primitives
issues des diffe´rents capteurs visuels, RF ou encore laser. Chaque mesure donne une infor-
mation plus ou moins pre´cise sur l’identite´ ou la position des personnes pre´sentes autour
du robot. L’aspect plus ou moins intermittent de chaque mesure donne une information
fiable qui doit s’inscrire dans une analyse spatio-temporelle. Les travaux sur la de´tection,
l’identification et la localisation de personnes a` partir de microphones qui ne seront pas
traıˆte´s ici font actuellement l’objet d’une the`se associe´e [Bonnal et al., 2009].
2. Fusion multimodale de donne´es he´te´roge`nes et suivi mono-cible : Le but est de mixer les
diffe´rents attributs extraits au niveau sensoriel de l’architecture. Le suivi utilise un mode`le
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FIG. 1.1 – Synoptique de notre syste`me de perception multimodale de l’homme.
pre´cis de l’identite´ de l’utilisateur pour estimer sa pre´sence ou non dans le champ de vue
du robot. Il s’agit ici d’estimer la position de l’utilisateur par des me´thodes stochastiques
permettant de palier a` l’aspect sporadique des de´tecteurs et de ge´rer avec robustesse les
artefacts de l’environnement i.e. les occultations, la variabilite´ de l’apparence de la cible,
l’e´volutivite´ de l’environnement.
3. Suivi multi-cibles : il permet d’estimer les de´placements des passants au voisinage imme´diat
du robot. Les donne´es issues de diffe´rents capteurs sont utilise´es afin de suivre chaque per-
sonne de manie`re fiable.
4. Actions conjointes : l’asservissement des de´placements du robot est re´alise´ graˆce aux
re´sultats du suivi mono-cible. Au travers d’un asservissement visuel, le robot effectue des
de´placements en relations avec ceux de l’utilisateur afin de re´aliser une taˆche de guidage
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ou de suivi en restant a` une distance sociale de ce dernier. L’e´vitement d’obstacles uti-
lise, lui, les re´sultats du suivi multi-cibles pour e´valuer la trajectoire ide´ale permettant de
re´aliser une taˆche robotique conjointe. Le robot e´volue donc en fonction des personnes
environnantes afin de ne pas perturber leurs de´placements. La figure 1.2 illustre quelques
situations types Homme / Robot a` ge´rer.
L’articulation de nos travaux re´side donc dans un couplage fort entre la perception de l’homme
et la commande des actionneurs du robot (moteurs, platine) dans le but (i) de s’asservir sur les
de´placements de l’utilisateur (en interaction active) et des passants (en interaction passive), (ii)
d’orienter la came´ra pour diriger les ressources perceptuelles vers les zones pertinents de l’es-
pace environnant. Les travaux relatifs a` la commande du robot sont traıˆte´s en forte collaboration
avec d’autres membres du groupe et ont donne´ lieu a` deux the`ses associe´es [Ouadah et al., 2009;
Durand-Petiteville et al., 2010].
(a) (b) (c) (d)
FIG. 1.2 – Situations Homme / Robot impliquant un de´placement conjoint entre le robot et son
utilisateur ((a) et (b)), ainsi que l’e´vitement des personnes de la sce`ne ((c) et (d)). Les situa-
tions (a) et (b) impliquent la plateforme de CommRob, Inbot, alors que les situations (c) et (d)
impliquent notre plateforme Rackham.
1.4 Plan du document
Ce chapitre a pre´sente´ un grand nombre des plateformes robotiques interactives existantes
afin de positionner notre syste`me global par rapport a` l’e´tat de l’art. L’organisation de ce manus-
crit suit l’organisation de nos travaux au sein du projet CommRob en de´crivant successivement
les fonctionnalite´s liste´es ci-dessus. Chaque chapitre traite d’un volet spe´cifique de nos travaux
et contient l’e´tude bibliographique et les e´valuations qui lui sont associe´es.
La de´tection et l’identification de personne est de´crite dans le chapitre 2. Ce chapitre pre´sentera
deux contributions significatives i.e. l’identification visuelle de visages et l’identification RFID
par l’adaptation d’un syste`me du commerce, mais aussi des de´tecteurs de personnes relatifs a` la
litte´rature, mais utiles a` la construction de notre approche.
La fusion de donne´es he´te´roge`nes ainsi que le suivi mono-cible sera pre´sente´ dans le cha-
pitre 3 afin de mettre en avant une approche percetuelle active et exclusive de l’utilisateur. Ce
chapitre se base sur les fonctionnalite´s pre´sente´es au chapitre pre´ce´dent. Des e´valuations quali-
tatives et quantitatives sont de´taille´es afin de valider l’approche propose´e.
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Nos travaux pre´liminaire sur le suivi multi-cibles seront de´taille´s dans le chapitre 4 et permet-
tront de de´finir les bases d’une interaction passive entre le robot et les personnes pre´sentes dans
son environnement direct. Ici aussi, les primitives de´finies au chapitre 2 seront utilise´es dans le
cadre d’une fusion de donne´es multi-capteurs. Des e´valuations pre´liminaires seront pre´sente´es
en fin de chapitre.
Le chapitre 5 porte lui sur l’inte´gration de nos fonctionnalite´s sur diffe´rentes plateformes
robotiques. La re´alisation des sce´narii S3 et S4 pre´sente´s en section 1.2 et l’e´valuation des fonc-
tionnalite´s relatives aux de´placements conjoints Homme / Robot et a` l’e´vitement de personnes
seront de´taille´s lors d’expe´rimentations robotiques.
Enfin, le chapitre 6 re´sume l’ensemble de nos contributions et pre´sentes les perspectives
associe´es a` ces travaux.
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Chapitre 2
De´tection et identification de personnes
Dans un processus d’interaction Homme / Robot, il est indispensable de pouvoir localiser et
identifier l’interlocuteur privile´gie´ du robot. En effet, avant d’eˆtre autorise´e a` interagir avec le
robot, chaque personne doit eˆtre identifie´e afin de s’assurer de la cohe´rence des e´changes. Ce
chapitre traite de la de´tection et de l’identification de personnes au travers de donne´es issues
de diffe´rents capteurs. De´tection et identification sont indispensables lors de la re´alisation d’une
taˆche robotique, et ceci a` deux niveaux.
Tout d’abord, au niveau fonctionnel, une personne interagissant avec un robot doit eˆtre iden-
tifier de manie`re suˆre et fiable par ce meˆme robot. Ceci implique de pouvoir obtenir une si-
gnature pre´cise de l’utilisateur. De plus, dans notre contexte applicatif, il est ne´cessaire qu’une
personne soit identifie´e de`s les premiers instants de l’interaction, e.g. un apprentissage en ligne
ne ne´cessitant aucun post-traitement de la part d’un ope´rateur externe. Pour ce faire, il existe de
nombreuses approches de de´tection et d’identification de personnes qui diffe`rent notamment par
le type de capteurs employe´s.
Au niveau perceptuel, la de´tection et l’identification des diffe´rentes cibles susceptibles d’inte´-
ragir avec le robot sont vitales pour s’affranchir des proble`mes d’association de donne´es. En
effet, certains capteurs comme le laser ou les infrarouges sont tre`s fiables lorsqu’il s’agit de
de´tecter une personne, mais peˆchent a` diffe´rencier deux cibles du fait que l’information de´livre´e
est pauvre. Nous nous proposons d’e´valuer diffe´rentes me´thodes permettant d’identifier avec
certitude une cible via diffe´rents percepts sensoriels. En effet, il est important de jouer sur la
comple´mentarite´ des capteurs mis en jeu.
Ce chapitre est structure´ comme suit.
La section 2.1 pre´sente notre processus d’identification visuelle de visages. Apre`s une pre´senta-
tion ge´ne´rale de la proble´matique et un e´tat de l’art des techniques d’identification visuelle, nous
pre´sentons notre propre syste`me. Les performances relatives aux diffe´rents classifieurs issus de
la litte´rature sont e´tudie´es et analyse´es afin de de´finir le meilleur jeu de parame`tres associe´s pour
chaque classifieur. Ceci constitue ici la spe´cificite´ de nos travaux. Par la suite, les parame`tres
libres ne´cessaires a` l’exe´cution du classifieur propose´ sont optimise´s afin d’obtenir de meilleures
performances.
La section 2.2 pre´sente l’adaptation d’un capteur RFID du marche´ permettant la de´tection et
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l’identification d’une personne au voisinage du robot sur 360◦. De meˆme que pour l’identification
visuelle, nous pre´sentons tout d’abord quelques ge´ne´ralite´s sur la proble´matique d’identification
Radio Fre´quence (RF) ainsi qu’un e´tat de l’art des techniques utilise´es dans la litte´rature. Ensuite,
notre capteur RFID est de´crit puis e´value´ dans notre contexte applicatif. Les investigations en
cours visant a` ame´liorer la compacite´ du syste`me RFID embarque´ sont pre´sente´es.
Des besoins re´cents et en marge de la plateforme de CommRob, Inbot, ont ne´cessite´ la mise
en œuvre de de´tecteurs laser et visuel mais non restreints au visage. Ces de´tecteurs sont pre´sente´s
dans la section 2.3 i.e. les de´tections base´es sur le laser et la de´tection visuelle de personnes.
La section 2.4 conclue alors sur les contributions de ce chapitre ainsi que les perspectives
relatives a` la de´tection et l’identification de personnes.
2.1 Identification visuelle de visages
2.1.1 Conside´rations ge´ne´rales
La reconnaissance visuelle de personnes depuis une plateforme mobile ope´rant dans un envi-
ronnement humain est un de´fi qui impose diffe´rentes contraintes. Tout d’abord, la puissance de
calcul embarque´e sur le robot doit permettre l’exe´cution concurrente et comple´mentaire d’autres
fonctionnalite´s non visuelles ainsi que de routines de´cisionnelles au sein de l’architecture logi-
cielle du robot. De plus, une attention particulie`re doit eˆtre apporte´e a` la conception d’algorithmes
robustes aux conditions environnementales variables. Au contraire des syste`mes biome´triques
conventionnels, le capteur de vision embarque´ e´volue dans un environnement humain non ne´-
cessairement coope´ratif ou` les personnes se tiennent a` quelques me`tres – approximativement a`
distance sociale ([1.2, 3.5]m) ou personnelle ([0.5, 1.2]m) [Hall, 1966] – au moment de l’interac-
tion avec le robot.
FIG. 2.1 – Sche´ma des notions
de tangage, lacet et roulis.
Dans ce contexte, notre syste`me de reconnaissance
de visage doit eˆtre capable de ge´rer (i) une image de
faible re´solution permettant des fre´quences d’acquisition plus
grandes, (ii) de forts changements des conditions d’illumi-
nations, (iii) de larges variations dans la pose du visage (fi-
gure 2.1) tant en 2D (plan image : roulis) qu’en 3D (tangage
et lacet), (iv) des occultations partielles et l’encombrement de
la sce`ne inhe´rents au contexte applicatif.
Au dela` des techniques base´es sur des images fixes,
les approches exploitant l’information spatio-temporelle ont
re´cemment e´te´ utilise´es pour le controˆle d’acce`s ou la
vide´o-surveillance. Ces approches peuvent, elles aussi, eˆtre
cate´gorise´es comme suit : (1) les syste`mes de reconnais-
sance de visages vide´o depuis des images fixes (ou still-to-
video) [Choudhury et al., 1999], base´es sur une galerie d’images fixes, et (2) les syste`mes de
reconnaissance de visages vide´o depuis une vide´o (ou video-to-video) [Aggarwal et al., 2004].
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Ces dernie`res ne sont pas force´ment adapte´es a` notre contexte robotique qui comprend de nom-
breux mouvements au sein meˆme de l’image en terme de distance, de rotations 2D et 3D. L’ana-
lyse spatio-temporelle, c’est a` dire le suivi, est, dans de nombreux cas, base´e sur des me´thodes
de simulation de Monte Carlo, aussi connues sous le nom de filtres a` particules [Doucet et al.,
2001]. Notre e´tude visant a` produire un de´tecteur fiable mais, par nature, intermittant, nous al-
lons nous concentrer sur les approches d’identification de visages a` partir d’images fixes que
nous inte´grerons alors dans le processus de suivi (c.f. chapitre 3), notamment pour permettre sa
re´initialisation automatique.
Historiquement, l’identification vide´o de visages est issue des techniques de reconnaissance
depuis des images fixes. En d’autre termes, ces syste`mes de´tectent et segmentent automatique-
ment un visage depuis une vide´o et utilisent ensuite des techniques applique´es aux images fixes.
Ge´ne´ralement, ces me´thodes peuvent eˆtre classe´es dans deux cate´gories : (1) les me´thodes dites
holistiques ou globales, et (2) celles dites locales i.e. base´es sur des caracte´ristiques locales du
visage, meˆme si quelquefois, les deux approches sont combine´es au sein d’un meˆme syste`me
[Lam and Yan, 98]. Bien e´videmment, dans notre contexte robotique, une me´thode locale (ou
feature-based) [Quintiliano et al., 2001] n’est pas vraiment adapte´e. En effet, de petites images
de visages (dues a` la distance Homme / Robot) ainsi qu’une faible re´solution de l’image ac-
quise complique l’extraction de caracte´ristiques faciales sur un visage. De plus, les approches
holistiques (ou base´es apparence) [Belhumeur et al., 1996; Shan et al., 2003; Turk and Pentland,
1991] conside`rent le visage comme une entite´ et traitent directement l’intensite´ de chaque pixel
repre´sentant un visage en e´vitant d’extraire des caracte´ristiques locales. Le lecteur peut aussi se
re´fe´rer aux e´tudes [Abata et al., 2007; Zhao et al., 2000] pour une analyse plus de´taille´e de l’e´tat
de l’art relatif aux techniques de reconnaissance de visage base´es sur des images fixes.
Dans ce chapitre, nous mettrons donc l’accent sur le de´veloppement d’un syste`me de recon-
naissance de visages base´ sur des images fixes avec contraintes temporelles.
2.1.2 Etat de l’art
Depuis les anne´es 1990, les me´thodes base´es sur l’apparence ont e´te´ privilegie´es dans les
syste`mes de reconnaissance de visage. Classiquement, elles reposent sur trois e´tapes se´quentielles :
(1) un pre´-traitement des images brutes, (2) la projection d’images dans un sous-espace afin de
construire une repre´sentation de l’image dans un espace de dimension infe´rieure pour re´duire le
temps de calcul, (3) une re`gle de de´cision finale pour la classification. Adini et al. dans [Adini
et al., 1997] mettent en exergue le roˆle du pre´traitement.
Une e´tude pre´liminaire sur les pre´-traitements a e´te´ re´alise´e dans [Germa et al., 2007a]. Il
s’ave`re, comme e´voque´ dans [Heseltine et al., 2002; Jonsson et al., 2000], que l’e´galisation d’his-
togramme offre le meilleur compromis entre la rapidite´ de traitement et la performance quant a`
la mise en valeur des informations contenues dans une image.
En ce qui concerne les techniques de re´duction de dimensionnalite´, Pang et al. dans [Pang
et al., 2006] utilisent des techniques de projection non-line´aires base´es sur des me´thodes LLE
(pour Locally linear embedding). Celles-ci, bien que performantes, apparaissent lourdes et com-
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plexes au regard de notre contexte. L’analyse en composante principale (ACP), l’analyse fac-
torielle discriminante (AFD) ainsi que l’analyse en composante inde´pendante (ACI) sont des
approches line´aires re´pandues pour la projection d’images permettant de re´duire la dimension de
l’espace manipule´. L’ACP utilise la projection d’images sur des images propres afin de de´terminer
les vecteurs de base qui composent l’image de variance maximale par classe [Shan et al., 2003]
ou pour l’ensemble des classes [Turk and Pentland, 1991]. L’AFD de´termine l’ensemble opti-
mal de vecteurs de base assez discriminants pour que le rapport entre la dispersion inter-classe
et intra-classe soit maximal. L’AFD trouve donc la meilleure base de projection dans laquelle
les e´chantillons d’apprentissage des diffe´rentes classes sont au mieux se´pare´s. L’AFD est in-
diffe´remment utilise´e sur les images brutes afin d’en extraire les visages de Fisher [Belhumeur
et al., 1996; Jonsson et al., 2000] ou combine´e a` l’ACP pour obtenir des attributs propres discri-
minants [Zhao and Chellapa, 1998]. L’ACI propose un ensemble de vecteurs de base posse´dant
une inde´pendance statistique maximale [Bartlett et al., 2002]. Nos e´valuations portent sur des
bases de visages repre´sente´es classiquement par des sous-espaces ACP ou AFD dont le parame`tre
libre principal est l’e´nergie cumule´e (note´e η) des vecteurs propres.
Par la suite, il faut de´finir une re´gle de de´cision permettant de comple´ter notre syste`me de re-
connaissance. La norme Euclidienne [Jonsson et al., 2000], la distance de Hausdorff [Lin et al.,
2003], la distance a` l’espace de visage (ou DFFS pour Distance From Face Space) [Turk and
Pentland, 1991] donnent de bons re´sultats. Lors d’e´tudes pre´liminaires [Germa et al., 2007a],
nous avons propose´ une norme d’erreur qui a donne´ de meilleurs re´sultats que la DFFS. Ces
re`gles de de´cision requie`rent un seuil de de´cision annote´ τ par la suite. A l’instar de [Jonsson
et al., 2000], les e´valuations sont e´tendues aux Machines a` Vecteurs de Support (ou SVM pour
Support Vector Machine) en comple´ment d’une ACP permettant de re´duire la dimension de l’es-
pace de repre´sentation. Les SVM projettent une observation depuis un sous-espace d’entre´e dans
un espace de dimension supe´rieure utilisant une transformation non ne´cessairement line´aire, puis
utilise un hyperplan de cet espace qui maximise la marge de se´paration afin de minimiser le risque
de mauvaise classification entre les visages.
L’optimisation automatique des diffe´rent parame`tres libres de tels syste`mes est souvent faite
soit de manie`re empirique, soit au travers de courbes ROC (pour Reciever Operator Charac-
teristics) [Gavrila and Munder, 2007; Provost and Fawcett, 2001], soit au moyen de me´thodes
nume´riques utilisant des fonctions non line´aires de minimisation d’objectifs. Dans cette optique,
les me´thodes locales de descente de gradient [Chapelle et al., 2002] ou d’optimisation globale
[Boardman and Trappenberg, 2006; Yang et al., 2006] sont propose´es pour ame´liorer les per-
formances. Les algorithmes ge´ne´tiques (ou GA pour Genetic algorithm) sont des techniques
tre`s connues pour les proble`mes d’optimisation, et se sont ave´re´s eˆtre vraiment efficaces pour
de´terminer les parame`tres des SVM [Seo, 2007; Xu and Li, 2006]. L’utilisation de ces divers
outils permet alors de de´finir les valeurs des parame`tres libres ne´cessaires a` chaque mode`le de
classifieur afin d’en exhiber les performances optimales de chacun. Bien qu’amenant un inte´reˆt
non ne´gligeable pour l’optimisation des parame`tres, a` notre connaissance, ce point semble peu
discute´ dans la litte´rature.
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2.1.3 Description de notre classifieur
Forts de ces conside´rations ge´ne´rales, nous avons re´alise´ des expe´rimentations sur la recon-
naissance depuis un pre´traitement base´ sur l’e´galisation d’histogramme, deux repre´sentations
diffe´rentes (ACP et AFD), et trois re`gles de de´cisions (norme d’erreur, distance de Mahalanobis
et SVM) car ces outils sont les plus exploite´s dans la litte´rature. La figure 2.2 pre´sente le synop-
tique du syste`me. Rappelons que le but final est de classifier des visagesF = (Fi)nmi=1 (avec n×m
la re´solution de l’image), extraits d’une image d’entre´e, dans une des classes Ct de l’ensemble
{Cl}
M
l=1 de M classes de visages a` l’aide d’algorithmes d’apprentissage. Pour de´tecter des vi-
sages, nous utilisons le detecteur de Viola et al. [Viola and Jones, 2001], e´tendu dans [Viola and
Jones, 2003; Wang et al., 2006] pour couvrir des orientations de visages de ±45◦. Chaque vi-
sage extrait par le de´tecteur de Viola est alors utilise´ en entre´e du syste`me de reconnaissance de
visages.
   − ...
   − Filtre passe−haut
   − Egalisation d’hist.
Pre−traitement Représentation
   − ACP
   − AFD
Règle de décision
   − Norme d’erreur
   − Mahalanobis
   − SVM
de visages
Détecteur
FIG. 2.2 – Processus d’identification de visages.
Sous-espace de repre´sentation
La base de visages propres (ou Eigenface) Wacp, base´e sur l’analyse en composante princi-
pale (ou ACP), est de´duite en re´solvant :
ST .Wacp −Wacp.Λ = 0, (2.1)
avec ST la matrice de dispersion des individus {F} au sein de la classe a` mode´liser et Λ le
vecteur des valeurs propres ordonne´es. Nous ne conservons alors comme base de projection que
les Nv premiers vecteurs propres tels que :∑Nv
i=0 Λi∑
Λi
≤ η, (2.2)
avec η un ratio de la covariance totale pre´de´fini appele´ e´nergie.
Une autre approche consiste a` utiliser les visages de Fisher (ou Fisherspace) base´s sur l’ana-
lyse fonctionnelle discriminante (ou AFD). La base de visages de Fisher Wafd est de´duite de :
SB.Wafd − SW .Wafd.Λ = 0, (2.3)
ou SB et SW sont les matrices de dispersion inter-classe et intra-classe. La se´lection du
nombre de vecteurs propres a` conserver suit le principe de´fini dans l’e´quation 2.2.
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Re`gle de de´cision
Les classifieurs de visages conside`rent diffe´rentes re`gles de de´cision. Parmi elles, nous nous
proposons d’en e´valuer trois, a` savoir (i) la norme d’erreur, (ii) la distance de Mahalanobis et (iii)
les SVM.
La re`gle de de´cision base´e sur la norme d’erreur introduite dans [Germa et al., 2007a] se
formalise comme suit.
Soit F = (Fi)nmi=1 un visage a` e´valuer et Fr,t la reconstruction de ce visage dans la base de
visage Wt relative a` la classe Ct, de prototypeMt, telle que Fr,t =Wt.(F −Mt).W
′
t . La norme
d’erreur est donne´e par :
DCt(F) =
nm∑
i=1
(F(i)−Fr,t(i)− µF)
2, (2.4)
ou` F − Fr,t est l’image-diffe´rence de moyenne µF . Cette norme d’erreur de´crite dans [Germa
et al., 2007a] a montre´ de meilleurs re´sultats que la norme Euclidienne et la DFFS. La figure 2.3
de´taille les e´tapes du calcul sur trois classes diffe´rentes.
(a) F (b) Mt (c) F−Mt (d) Fr,t (e) F−Fr,t
FIG. 2.3 – Illustration du calcul d’une image-diffe´rence relative a` une classe repre´sente´e par son
prototype Mt.
La distance de Mahalanobis peut aussi s’ave´rer utile lors de l’introduction d’espaces globaux
de repre´sentation (ACP globale ou AFD). Elle est de´finie comme suit :
DCt(F) =
√
(F
′
t −M
′
t)
TΣ−1t (F
′
t −M
′
t),
ou` F
′
t est le vecteur re´sultant de la projection de F sur la base Wt de la classe Ct, repre´sente´e par
M
′
t et Σt respectivement sa moyenne et sa covariance.
Il est alors possible de de´finir pour l’une ou l’autre des mesures une re`gle de de´cision ap-
proprie´e. A partir d’un ensemble de M classes note´es {Cl}Ml=1 et F un visage a` identifier, nous
pouvons de´finir pour chaque classe Ct la vraisemblance L t = LCt(F) telle que :
LCt(F) = N (DCt(F); 0, σt),
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ou` σt est l’e´cart-type des mesures de distance au sein de la classe Ct, et N (.;m, s) est une
distribution gaussienne de moment m et de covariance s. La probabilite´ a posteriori P (Ct|F , z)
que F appartienne a` Ct est alors de´finie de la manie`re suivante :{
∀t P (Ct|F , z) = 0 et P (C∅|F , z) = 1 lorsque ∀t LCt < τ
∀t P (Ct|F , z) =
LCtP
p LCp
et P (C∅|F , z) = 0 sinon ,
(2.5)
ou` C∅ repre´sente la classe vide et τ est un parame`tre libre a` de´finir.
Comme e´voque´ pre´ce´demment, notre but est d’e´valuer les SVM en tant que re`gle de de´cision
de notre syste`me. Conside´rons la forme classique du SVM [Chen et al., 2005] a` deux classes
labe´lise´es +1 et −1. La phase d’apprentissage consiste a` trouver l’hyperplan de se´paration op-
timal (ou OSH pour Optimal Separating Hyperplane), se´parant les deux classes dans un espace
surdimensionne´. Ensuite, nous pouvons de´finir les couples (F ′i, yi), pour chaque e´chantillon (vi-
sage) F i et F ′i sa projection dans le sous-espace W avec yi ∈ {−1,+1}. L’e´quation de l’OSH
est de´finie par ω ∗ F ′i + b = 0. L’apprentissage consiste a` trouver les parame`tres ω et b avec
yi(ω.F
′i + b) ≤ 1 tel que la distance entre l’hyperplan et le plus proche vecteur soit maximale.
Les donne´es n’e´tant pas line´airement se´parables, il est alors ne´cessaire de projeter les donne´es
dans un espace surdimensionne´ afin de pouvoir de´terminer l’e´quation de l’OSH.
Un noyau RBF (pour Radial Basis Function) est ge´ne´ralement utilise´ pour cette transforma-
tion [Heisele et al., 2001; Jonsson et al., 2000] ou` le parame`tre γ controˆle la largeur du noyau
gaussien. Un autre parame`tre important a` de´terminer est la borne supe´rieure C du Lagrangien re-
quis pour la minimisation sous contraintes. Les SVM donnent des performances tre`s diffe´rentes
suivant le choix de la fonction noyau et plus spe´cifiquement du choix des parame`tres γ et C.
Un noyau RBF K(F ′i,F ′j) est alors de´fini tel que :
K(F
′i,F
′j) = exp(−γ‖F
′i −F
′j‖2),
ou` la marge γ est un parame`tre libre.
La solution est de´termine´e par minα{12α
tQα − etα}, sous les contraintes ytα = 0 et 0 ≤
αi ≤ C, i ∈ {1, ...,M} avec y
t = [y1, ..., yM ], α
t = [α1, ..., αM ], e
t = [1, ..., 1], et Q une matrice
ou` Qi,j = yiyjK(F
′i,F
′j).
La re`gle de de´cision de´finie dans [Guo et al., 2000] est alors donne´e par :
f(F
′
) = sign(
M∑
i=1
αiK(F
′i,F
′
) + b).
2.1.4 Syste`mes de reconnaissance et e´valuations associe´es
Nous avons re´alise´ des expe´rimentations de reconnaissance de visages en utilisant une base
de 6600 visages de 8 personnes diffe´rentes (apprises par le robot) et 3 imposteurs (non apprises).
Dans ce jeu d’images de re´solution fixe (30× 30 pixels), les sujets bougent leur teˆte de manie`re
arbitraire, changent d’expression alors que les conditions d’illumination, l’arrie`re plan et la dis-
tance relative changent. Un petit exemple d’images de ce jeu est montre´ figure 2.4.
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FIG. 2.4 – Exemple d’e´chantillons pour une classe donne´e.
De par la forte de´pendance au contexte, nous n’avons pas privile´gie´ les bases publiques de
visages [Phillips et al., 2000; MIT, 2000; YALE, 2006] lors de nos e´valuations. En effet, les
bases publiques sont plus destine´es a` e´valuer des applications biome´triques en environnement
controˆle´ que des applications robotiques en environnements dynamiques. De plus, la majeure
partie d’entre elles sont compose´es de nombreuses classes comportant un faible nombre d’images
au regard de notre application. C’est pourquoi l’ensemble des e´valuations seront conduites a` par-
tir de bases de visages acquises depuis notre robot mobile dans des conditions re´elles (orientation
naturelle du visage, expressions changeantes, changements d’illumination, etc).
Syste`mes de reconnaissance e´value´s
1. Syste`me FSS+EN : Face-Specific Subspace et norme d’erreur – Comme de´crit dans
[Shan et al., 2003], pour chaque classeCt, nous calculonsWacp,t par l’e´quation 2.1, et conservons
Nv,t vecteur propres (e´quation 2.2). La re`gle de de´cision est alors base´e sur la norme d’erreur
de´finie par l’e´quation 2.4. Le classifieur est entie`rement de´fini par les ensembles {W iacp,t,Mit, σit}Mi=1
et parame´tre´ par q = (η, τ)′ .
2. Syste`me GACP+MD : ACP globale et distance de Mahanalobis – Dans ce cas, une seule
base de visages propres est de´finie suivant l’e´quation 2.1 et la matrice de dispersion totale ST .
La re`gle de de´cision est base´e sur la distance de Mahalanobis. Ce mode`le est de´fini par Wacp et
les ensembles {M′it ,Σit, σit}Mi=1 et parame´tre´ par q = (η, τ)
′
.
3. Syste`me AFD+MD : Fisherface et distance de Mahanalobis – Les visages de Fisher sont
de´duit de l’e´quation 2.3 afin de de´finirWafd comme base de projection pour y calculer la distance
de Mahalanobis. Ce classifieur est entie`rement de´fini parWafd et les ensembles {M
′i
t ,Σ
i
t, σ
i
t}
M
i=1.
Ce mode`le de´pend aussi de la de´finition des parame`tres libres q = (η, τ)′ .
4. Syste`me GACP+SVM : ACP globale et SVM – Ce syste`me calcule une ACP globale
suivant l’e´quation 2.1 alors que le SVM sert de re`gle de de´cision. La the´orie associe´e ainsi que
les de´tails d’imple´mentation sont de´crits dans [Wu et al., 2004]. Ce mode`le est de´fini par Wacp et
de´pend des parame`tres libres q = (η, C, γ)′ .
Protocole d’e´valuation
Le protocole d’e´valuation partitionne la base de donne´es des visages en 4 jeux disjoints : (1)
un jeu d’apprentissage #1 (8 utilisateurs, 30 images par classe) pour ge´ne´rer la base de projec-
tion (ACP ou AFD), (2) un jeu d’apprentissage #2 (8 utilisateurs, 30 images par classe) pour ca-
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racte´riser chaque classe (moyennes, e´cart-types, apprentissage du SVM), (3) un jeu d’e´valuation
(8 utilisateurs et 3 imposteurs, 40 images par classe) pour estimer les diffe´rents parame`tres libres,
(4) un jeu de test (8 utilisateurs et 3 imposteurs, 500 images par classe) afin d’e´valuer les perfor-
mances de chaque classifieur sur des donne´es inde´pendantes.
Strate´gie d’optimisation base´e sur les courbes ROC
Les performances des classifieurs de´crits ci-dessus sont analyse´es au travers de courbes ROC
alors que le vecteur des parame`tres q est sujet a` l’optimisation. L’ide´e, avance´e par Provost et
al. dans [Provost and Fawcett, 2001], est la suivante. Il nous faut rechercher un ensemble de
parame`tres par le calcul de points ROC mode´lisant les taux de faux positifs (FPR pour False
Positive Rate) et de vrai positifs (TPR pour True Positive Rate) de´finis par :
FPR =
FP
FP + VN
et TPR =
VP
VP + FN
,
ou` FP , VN , VP et FN repre´sentent respectivement le nombre de faux-positifs, vrais-ne´gatifs,
vrais-positifs et faux-ne´gatifs.
Pour un classifieur donne´, l’ensemble Q des vecteurs des parame`tres admissibles permet de
ge´ne´rer un ensemble de points ROC, dans lequel nous pouvons extraire les plus dominants en
terme de Pareto optimalite´.
Ainsi, nous recherchons le sous-ensemble Q∗ ⊂ Q des vecteurs q pour lesquels il n’existe
pas d’autres vecteurs qui surclassent chaque objectif O = {FRR,FPR} :
Q∗ = {q ∈ Q|∀ q
′
∈ Q,∀f1 ∈ O, f1(q) ≥ f1(q
′
) ∧ ∃f2 ∈ O, f2(q) > f2(q
′
)}, (2.6)
ou` FRR (pour False Rejection Rate) correspond au taux de faux-ne´gatifs tel que FRR = 1 −
TPR.
Plus clairement, Q∗ identifie le sous-ensemble des vecteurs qui sont potentiellement opti-
maux pour un classifieur donne´.
Ge´ne´ralement, un classifieur est de´fini pour une sensibilite´ (ou TPR) donne´e. Les points
ROC peuvent alors eˆtre utilise´s pour choisir les meilleurs points d’ope´ration, i.e. correspon-
dant aux performances de´sire´es. Ce point ide´al doit eˆtre choisi de manie`re a` offrir le meilleur
compromis entre le taux de faux ne´gatifs et le taux de faux positifs. Le couˆt moyen de classi-
fication pour un point (x, y), d’abscisse FPR et d’ordonne´e TPR, de l’espace ROC est C =
(1−p)αx+pβ(1−y) ou` p est un facteur de proportion entre faux-positifs et faux-ne´gatifs, et α et
β sont respectivement les couˆts d’obtenir un faux-positif et un faux-ne´gatif [Provost and Fawcett,
2001]. Le gradient de chaque ligne d’isocouˆt de´pend des rapports α
β
et (1−p)
p
. Si les facteurs de
couˆt sont e´gaux, i.e. α = β et la proportion entre faux-positifs et faux-ne´gatifs e´gale 50%, i.e.
p = 0.5, le gradient est e´gal a` 1 et la ligne d’isocouˆt est a` 45◦.
L’EER (pour Equal Error Rate) est alors de´duit de la ligne d’iso-couˆt ou` C repre´sente la
moitie´ des faux-positifs plus la moitie´ des faux-ne´gatifs tel que :
EER = 0.5x+ 0.5(1− y).
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En conside´rant un nombre e´gal de positifs et de ne´gatifs pour un classifieur donne´, ce taux
correspond donc au point de l’espace ROC situe´ sur la ligne d’isocouˆt a` 45◦ la plus proche du
coin haut-gauche.
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(a) Syste`me FSS+EN, q = (η, τ)′ :
EER=0.51.
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(b) Syste`me GACP+MD, q = (η, τ)′ :
EER=0.44.
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(c) Syste`me AFD+MD, q = (η, τ)′ :
EER=0.37.
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(d) Syste`me GACP+SVM,
q = (η, C, γ)
′
: EER=0.29.
FIG. 2.5 – Points ROC pour chaque classifieur et la ligne d’iso-couˆt associe´e a` l’EER. Le vecteur
de parame`tres q a` optimiser est liste´ en dessous de chaque classifieur.
Les performances des classifieurs de´crits figure 2.5 sont similaires en termes de spe´cificite´
(ou TNR pour True Negative Rate) i.e. :
TNR =
VN
FP + VN
∼ 90%.
Ces re´sultats sont tre`s prometteurs au sens ou` tous les classifieurs sont robustes aux variations
de poses, illumination et expression des visages teste´s. A contrario, il existe des diffe´rences
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significatives entre les syste`mes observe´s en terme de faux-positifs (ou FPR) et faux-ne´gatifs
(ou FRR).
La figure 2.5 montre les points ROC ainsi que le front de Pareto issus de la variation des
parame`tres. Chaque sous-figure permet d’observer et de comparer les performances relatives des
classifieurs.
Au regard du FPR, le syste`me AFD+MD (figure 2.5(c)) pre´sente un maximum de ∼ 0.55
alors que les autres syste`mes atteignent jusqu’a` ∼ 0.9. Ce syste`me permet d’obtenir une clas-
sification tre`s fiable mais impliquant de nombreux rejets (FPR = 0.02 vs. TPR = 0.3). De
plus, l’utilisation d’une AFD permet une certaine flexibilite´ quand au choix du parame`tre η. En
effet, l’AFD visant a` se´parer au mieux l’ensemble des classes, la majorite´ de l’information im-
portante est contenue dans les premiers vecteurs propres i.e. pour un η petit. L’augmentation de
η ne fait donc qu’ajouter une infime partie d’information, pas assez importante pour faire varier
les performances de classification.
Globalement, le syste`me GACP+SVM domine clairement les autres classifieurs puisque son
front de Pareto est le plus proche du coin haut-gauche de l’espace ROC (correspondant au clas-
sifieur ide´al).
Dans ce cas, le meilleur syste`me, le syste`me GACP+SVM, offre un front de Pareto avec la
plus basse EER, soit 0.29. Il faut noter que ce syste`me peut traiter 2000 images par seconde
contre un peu plus de 3000 images par seconde pour les autres syste`mes. En effet, la classifi-
cation par SVM est plus couˆteuse en temps de calcul par rapport a` une classification utilisant
la norme d’erreur ou la distance de Mahalanobis. Cette faiblesse est tout de meˆme compense´e
par une faible complexite´ de son algorithme de classification. La` ou` les algorithmes pre´sente´s
figures 2.5(a-c) ont une complexite´ grandissante en O(n) (n e´tant le nombre de classes apprises),
l’algorithme base´ sur une classification par SVM (figure 2.5(d)) reste de complexite´ constante
i.e. qui ne de´pend pas du nombre de classes mises en jeu.
Malheureusement, une recherche exhaustive par analyse de courbes ROC pour choisir les
meilleurs parame`tres n’est pas viable pour un robot autonome vu que la finalite´ est de pouvoir
apprendre un visage humain en ligne, lors de la premie`re interaction entre le robot et l’homme.
Par conse´quent, nous proposons d’utiliser une approche par algorithme ge´ne´tique afin de trouver
le vecteur de parame`tres q optimal pour le syste`me GACP+SVM de manie`re plus efficace et
rapide graˆce a` l’optimisation multi-objectifs. En limitant le nombre de points ROC conside´re´s,
les algorithmes ge´ne´tiques rendent la proce´dure d’optimisation compatible en temps de calcul
par rapport au contexte applicatif.
Strate´gie d’optimisation base´e sur un algorithme ge´ne´tique
Les me´thodes conventionnelles utilisant les algorithmes ge´ne´tiques traitent du proble`me d’op-
timisation mono-crite`re [Seo, 2007]. L’algorithme ge´ne´tique NSGA-II (pour Non-dominated
Sorting GA) est mieux adapte´ aux proble`mes d’optimisation multi-crite`res [Xu and Li, 2006]
puisqu’aucune solution ne peut atteindre un optimum global pour plusieurs objectifs, i.e. mini-
miser le taux de faux positif (ou FPR) et le taux de faux ne´gatifs (ou FRR). Si l’e´valuation du
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premier objectif ne peut eˆtre ame´liore´e sans de´grader l’e´valuation du second, la solution globale
se rapporte a` l’ensemble des solutions Pareto-optimales ou non-domine´es [Gavrila and Munder,
2007].
L’algorithme 2.1 de´crit les e´tapes du processus utilise´ pour optimiser les parame`tres libres.
Apre`s une phase d’initialisation visant a` ge´ne´rer une population P0 = {qi0}Ni=1 de N vecteurs
de parame`tres (ou individus) (e´tape 1), une population naissante est cre´e´e a` chaque ite´ration t
par des me´thodes de croisement et de mutation (e´tape 3). Un croisement consiste a` se´lectionner
ale´atoirement certains parame´tres d’un individu qat−1 et de le comple´ter avec ceux d’un indi-
vidu qbt−1 afin de cre´er deux nouveaux individus qa
′
t et q
b
′
t . Une mutation modifie ale´atoirement
un seul parame`tre d’un individu qat−1 pour donner un nouveau qa
′
t . Une fois cette population
ge´ne´re´e, l’ensemble des solutions Pareto-optimales, tel que de´fini par l’e´quation 2.6, est identifie´
par l’ensemble des individus non-domine´s (e´tape 5). Afin d’e´viter le confinement des solutions
sur un optimum local, une e´tape de “de´sengorgement” est applique´ en ne se´lectionnant que les
individus du font de Pareto assez distants les uns des autres (e´tapes 6 a` 13). Cette approche nous
permet de trouver le meilleur compromis entre FPR et FRR en trouvant le front de Pareto
Fi = {f(q) ∈ O|q ∈ Q
∗},
avec Q∗ l’ensemble des solutions Pareto-optimales.
ALG. 2.1 Algorithme NSGA-II.
1: Cre´er une population parent P0 de taille N . t← 0
2: re´pe´ter
3: Appliquer les croisements et mutations a` Pt pour cre´er une population naissante Qt de
taille N .
4: Rt = Pt ∪ Qt.
5: Identifier le front non-domine´ F1, F2, . . . , Fk dans Rt.
6: pour i = 1, . . . , k faire
7: Calculer la distance d’encombrement des solutions de Fi. Trier par encombrement.
8: si |Pt+1|+ |Fi| > N alors
9: Ajouter les N − |Pt+1| solutions les moins encombre´es a` Pt+1.
10: sinon
11: Pt+1 = Pt+1 ∪ Fi.
12: fin si
13: fin pour
14: Se´lectionner par tournois base´ sur la distance d’encombrement les parents depuis Pt+1.
15: jusqu’a` Equation 2.6 non satisfaite
L’algorithme a pour but de minimiser la distance entre les solutions ge´ne´re´es et le front de
Pareto (2.6) et de maximiser la diversite´ de l’approximation du front de Pareto. La figure 2.6
montre l’e´volution du front de Pareto suivant un ensemble de vecteurs de parame`tres tels que
card(Q) ∈ [16, 20] et le nombre de ge´ne´ration t est infe´rieur a` 30.
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FIG. 2.6 – Evolution du front de Pareto NSGA-II relatif au syste`me GACP+SVM.
On remarque que les solutions ge´ne´re´es e´voluent dans l’espace ROC afin de re´duire les deux
objectifs (FPR et FRR). Cette strate´gie d’optimisation ne garantit pas de trouver le front de Pa-
reto optimal, mais il est e´vident que la solution empirique est proche d’un optimum ne de´pendant
que du nombre de ge´ne´rations. A partir d’une population initialise´e ale´atoirement (ge´ne´ration n◦1
sur la figure 2.6), nous pouvons voir qu’apre`s les dix premie`res ge´ne´rations, il existe de´ja une
solution qui surpasse celles sans optimisation alors que les 30 ge´ne´rations suivantes n’ame´liorent
que faiblement ce pre´ce´dent re´sultat. De plus, l’EER minimum apre´s 30 ge´ne´rations est de 0.26
contre 0.29 dans la figure 2.5(d). Pour information, cette strate´gie de recherche non exhaustive,
parame´tre´e par la taille des ge´ne´rations et par le nombre de ces dernie`res, permet de de´finir le
compromis entre le couˆt, le temps de calcul et les performances de classification.
Afin d’e´valuer le gain de performance, le jeu de test, comprenant 8 utilisateurs et 3 imposteurs
avec 500 images par classe, a e´te´ soumis a` classification avec les parame`tres libres issus des deux
types d’optimisation. L’utilisation des parame`tres libres, optimise´s par l’algorithme ge´ne´tique et
liste´s en table 2.1, a permis de re´duire le taux de faux-positifs de 0.12 a` 0.06 alors que le taux de
vrai-positifs ne de´croit que de 5% (0.54 vs. 0.49).
Symbole Description Valeur
η Energie des vecteurs propres de l’ACP 0.99
C Borne supe´rieure du Lagrangien du SVM 80391
γ Largeur du noyau RBF du SVM 0.002526
TAB. 2.1 – Valeur des parame`tres utilise´s pour le syste`me GACP+SVM.
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2.2 Identification de personnes par radio fre´quence
La majorite´ des syste`mes d’identification visuelle, comme les me´thodes de de´tection / re-
connaissance de visages [Germa et al., 2007b; Viola and Jones, 2003], font l’hypothe`se que la
personne regarde le robot. Leurs performances de´pendent e´norme´ment des conditions d’illumi-
nation, de l’angle de vue, de la distance a` la cible ainsi que de la variabilite´ de l’apparence hu-
maine dans une vide´o. Par conse´quent, de nombreuses approches conside`rent des capteurs non
ne´cessairement visuels. Leur but est de combiner les informations issues de diffe´rents capteurs
avec des donne´es issues d’un flux vide´o.
2.2.1 Conside´rations ge´ne´rales
FIG. 2.7 – Sche´ma de principe de la RFID.
Certaines approches se focalisent sur les
“technologies e´mergentes” base´es sur les re´seaux
sans fil et les ultrasons, les infrarouges [Schulz
et al., 2003] ou les badges Radio Fre´quence (RF)
[Kanda et al., 2007]. Au contraire des premie`res
techniques cite´es ne permettant que de de´tecter les
personnes sans pouvoir les identifier, les badges
RF sont e´quipe´s d’une e´lectronique de´die´e ca-
pable de capter la puissance des ondes radio
e´mises depuis un lecteur a` une certaine distance.
Cette puissance leur permet ensuite d’envoyer une
re´ponse contenant un identifiant unique capte´ par
le lecteur au travers d’une antenne.
L’identification par radio-fre´quence (ou RFID pour Radio Frequency IDentification) est une
technologie d’identification parmi un large e´ventail de technologies d’identification telles que les
codes a` barres ou les technologies d’identification biome´triques.
Le principe est assez simple. Les RFID utilisent les ondes radios pour recevoir et transmettre
des donne´es stocke´es dans la puce, pre´sente dans le badge. Il existent de nombreuses applications
industrielles qui utilisent la technologie RFID : le suivi de production, les syste`mes de paiement,
les controˆles d’acce`s se´curise´s, etc. L’information peut eˆtre stocke´e dans un badge. Une fois
le badge active´ par les ondes radios e´mises par une antenne depuis un lecteur, l’information
est retourne´e a` l’antenne au travers de la meˆme onde porteuse (figure 2.7). Un badge RF est
constitue´ d’une puce de silicium et d’une antenne. La puce contient ge´ne´ralement un identifiant
unique et e´ventuellement d’autres informations de´pendant des proprie´te´s de stockage de la puce.
Le type d’application permet de de´terminer le type de badges a` utiliser parmi les badges passifs,
semi-passifs et actifs.
Les badges passifs ne posse`dent pas de batterie. Lorsque le badge rec¸oit un stimuli provenant
d’un lecteur, il emmagasine de l’e´nergie au travers de son antenne. Cette e´nergie est ensuite
utilise´e pour renvoyer l’information contenue dans le badge. L’absence de source d’alimentation
propre ne permet pas aux badges passifs d’atteindre des porte´es trop e´leve´es. En ge´ne´ral, ces
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dernie`res se situent entre quelques centime`tres comme dans les passeports et quelques me`tres
(cle´ e´lectronique pour l’automobile). Les badges actifs sont eux beaucoup plus e´labore´s, mais
aussi plus one´reux, plus fragiles avec une dure´e de vie moindre que leurs e´quivalents passifs
ayant une dure´e de vie illimite´e. Ils posse`dent une batterie interne leur permettant de renvoyer
une information sur des distances plus importantes pouvant aller jusqu’a` plusieurs centaines de
me`tres
De tels badges peuvent alors de´livrer une information explicite sur l’identite´ d’une personne
meˆme si l’information concernant la position est tre`s vague.
2.2.2 Etat de l’art
Depuis plusieurs anne´es, les RFID connaissent une utilisation grandissante dans de nom-
breux domaines notamment en robotique. Dans [Kubitz et al., 1997], Kubitz et al. utilisent les
badges RFID comme point de repe`re d’une carte topologique. Plus re´cemment, Kulyukin et al.
[Kulyukin et al., 2004] proposent un syste`me robotique base´ sur les RFID pour l’assistance aux
malvoyants. Des badges passifs sont alors associe´s a` des objets de l’environnement et permettent
d’e´tudier les comportements locaux. Bien qu’efficaces pour la navigation de robots mobiles, les
approches RFID propose´es dans la litte´rature supposent que la position du badge est connue a
priori. Cette hypothe`se, bien que suffisante dans des environnements statiques et connus tel que
les applications industrielles, n’est pas concevable dans des environnements humains, comme
les muse´es ou les supermarche´s, ou pour localiser aussi bien les objets du quotidien que les
personnes e´quipe´es de badges. Pour palier a` ce proble`me, les badges RF actifs peuvent alors
eˆtre utilise´s [Chae and Han, 2005; Zhou et al., 2007]. Cependant, nous avons vu que leurs ca-
racte´ristiques ne sont pas adapte´es a` notre contexte applicatif.
Il existe de nombreuses strate´gies de localisation de badges passifs dans le contexte des ro-
bots mobiles. Ha¨hnel et al. [Hahnel et al., 2004] sugge`rent d’utiliser une approche Bayesienne
afin d’estimer la position d’un badge passif depuis un robot mobile e´quipe´ d’un lecteur RFID
et d’un laser. Les badges sont aussi utilise´s pour ame´liorer les performances de localisation par
des me´thodes de Monte Carlo. Une approche Bayesienne similaire est utilise´e par Liu et al. [Liu
et al., 2006] afin de localiser des objets mobiles. Cette me´thode est imple´mente´e sur une pla-
teforme mobile e´quipe´e d’un capteur RFID et d’une came´ra. Enfin, Jia et al. [Jia et al., 2006]
utilisent les badges RFID afin de de´tecter et d’e´viter les obstacles. La re`gle Bayesienne est ap-
plique´e pour estimer la position du badge. Ces derniers sont ensuite utilise´s comme points de
repe`re pour la localisation du robot base´e sur des indices visuels issus d’une teˆte ste´re´o. Bien
qu’offrant des performances inte´ressantes pour la localisation de cibles fixes, ces syste`mes RFID
ne prennent pas en compte un de´placement de la cible et ne sont donc pas adapte´s a` notre utili-
sation.
Les applications visant a` utiliser les RFID pour percevoir les activite´s humaines impliquent
principalement des capteurs re´partis dans l’environnement, aussi appele´s capteurs ubiquistes
[Koch et al., 2007; Chen et al., 2009; Lieckfeldt et al., 2009]. Koch et al. dans [Koch et al.,
2007] proposent de localiser humains, objets et robots mobiles au sein d’un environnement vi-
vant e´quipe´ de badges actifs et passifs afin d’induire un comportement intelligent de l’environ-
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nement. De plus, les techniques de traitements du signal sont souvent employe´es pour palier au
manque de pre´cision de la technologie RFID. L’une des plus utilise´es est la me´thode mesurant
la force du signal rec¸u (ou RSS pour Recieved Signal Strength) [Lieckfeldt et al., 2009]. Ni et
al. utilisent un syste`me RFID actif afin de localiser une cible mobile e´quipe´e d’un badge RFID
[Ni et al., 2004]. Les lecteurs RFID stationnaires de´ploye´s dans l’environnement comparent le
niveau de puissance mesure´ sur des badges de re´fe´rence afin d’ame´liorer les performances de
localisation. Un autre syste`me de localisation base´ sur les RFID est SpotOn qui permet de de´finir
et construire un mate´riel de´die´ pour la localisation par RFID. Un algorithme de localisation 3D
utilise la RSS pour de´terminer la position de chaque badge. En ce qui concerne les capteurs
ubiquistes, l’utilisation de ressources perceptuelles de´porte´es permet en ge´ne´ral d’ame´liorer la
performance globale du syste`me. Cependant, notre capteur devant eˆtre embarque´ sur le robot afin
de re´duire l’e´quipement de l’environnement, il est difficile de concevoir de tels syste`mes.
Jia et al. [Jia et al., 2008] proposent d’utiliser un capteur RFID et un banc de ste´re´ovision
embarque´s sur un robot mobile afin de localiser les personnes pre´sentes dans l’environnement.
Le syste`me RFID multi-antennes permet de de´finir une zone d’observation alors que la vision
permet d’afiner les mesures effectue´es sur l’homme. Ferret conside`re le proble`me de la locali-
sation d’objets en mouvement et utilise l’aspect directionnel du lecteur RFID [Liu et al., 2006].
L’ide´e est d’exploiter diffe´rentes orientations du lecteur pour afiner l’estimation de la position
d’un badge. Cette approche utilise, elle, un syste`me RFID passif. A notre connaissance, tre`s peu
d’applications conside`rent un capteur RF embarque´ pour de´tecter les personnes. Dans ce cas, la
zone de de´tection est limite´e a` 180◦ et un seul capteur est utilise´ : le badge RFID.
Une dernie`re remarque concerne la mise en place du capteur RFID. Notre application pri-
vile´gie des ressources perceptuelles embarque´es dans le but de limiter le couˆt d’installation de
mate´riel dans l’environnement et leur entretien. Dans ce but, nous avons personnalise´ un syste`me
RFID du commerce, pour s’appuyer sur l’existant, afin de le rendre capable de de´tecter des
badges RF sur 360◦ graˆce au multiplexage de 8 antennes. L’avantage est de pouvoir de´tecter et
identifier les personnes au voisinage du robot et inde´pendamment de leur situation par rapport au
robot. Nous avons ensuite embarque´ ce syste`me sur notre robot mobile Rackham afin de de´tecter
les personnes e´quipe´es de badges passifs. Ce capteur omnidirectionnel peut alors eˆtre conside´re´
comme un comple´ment ide´al a` notre syste`me de vision monoculaire posse´dant, par de´finition, un
champ de vue limite´.
2.2.3 Description de notre syste`me
Description mate´rielle
Un syste`me expe´rimental RFID a e´te´ de´veloppe´ afin de re´aliser une e´tude de faisabilite´ dans
notre contexte applicatif. Le capteur se compose de : (i) un lecteur RFID multi-protocoˆles du
marche´ (CAENRFID A941) fonctionnant a` 870MHz, (ii) 8 antennes RFID directionelles ca-
pables de de´tecter un badge RF passif porte´ par l’utilisateur, (iii) un prototype de carte de mul-
tiplexage RF afin d’adresser les 8 antennes de manie`re se´quentielle (figure 2.8(a)). En effet,
a` partir d’une seule antenne, seul l’angle d’ouverture de l’antenne permet d’estimer la position
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d’un badge. Avec plusieurs antennes, le badge RF peut eˆtre de´tecte´ tout autour du robot. Connais-
sant la position des antennes ainsi que leur angle d’ouverture, la zone autour du robot peut eˆtre
de´coupe´e en diffe´rentes zones, suivant le nombre d’antennes de´tectant simultane´ment un badge.
(a) (b)
FIG. 2.8 – Prototype de multiplexage RF pour 8 antennes (a) et les zones de de´tection associe´es
(b). La zone grise´e repre´sente la zone de de´tection d’une antenne.
Le lecteur RFID A941 de CAENRFID est un module de lecture multi-protocoˆle longue porte´e
de´veloppe´ pour des applications inte´gre´es a` une infrastucture utilisateur impliquant la lecture et
la programmation de bagde Ultra Haute Fre´quence (ou UHF). Le lecteur A941 est disponible
en diffe´rentes version. La version ETSI est entie`rement conforme aux re´gulations europe´ennes
(ETSI EN 302 208 et ETSI EN 300 220). Le lecteur est disponible en tant que module OEM,
pour les utilisateurs qui souhaitent de´velopper leur propre solution RFID et requie`rent un lecteur
longue porte´e, ou en module IP65 permettant une meilleure embarquabilite´ de l’ensemble. Ce
lecteur est e´quipe´ de quatre ports RF permettant de connecter quatre antennes ainsi que d’un port
RS232 permettant de dialoguer avec un syste`me exte´rieur.
Les antennes RFID sont des antennes a` polarisation line´aire couvrant la gamme de fre´quence
comprise dans [860−970]MHz. Leur ouverture est de 69◦ sur le plan horizontal et 65◦ sur le plan
vertical. Leur dimension est de 22 × 22cm2. La polarisation line´aire ne´cessite une orientation
donne´e du badge (grossie`rement verticale) pour qu’il soit de´tecte´ mais permet d’augmenter la
porte´e des antennes par rapport a` une antenne a` polarisation circulaire.
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FIG. 2.9 – Image (a) et
sche´ma (b) d’un com-
mutateur RFID.
Le duplexeur RFID permet de dupliquer le nombre d’entre´es du
lecteur RFID. Il est alors possible d’utiliser 8 antennes au lieu de 4
pre´vues initialement (figure 2.8(a)). Le but de ce duplexeur est de per-
mettre au lecteur d’eˆtre connecte´ de fac¸on intermittente a` l’une ou
l’autre moitie´ des antennes. Il est compose´ de 4 commutateurs RF (fi-
gure 2.9) ne´cessitant une tension de re´fe´rence ainsi qu’une commande
de commutation relie´e a` une broche libre du connecteur RS-232. Ce
duplexeur a e´te´ re´alise´ au laboratoire par l’e´quipe 2I en collaboration
avec l’e´quipe MINC.
Mode`le de mesure du capteur
Ce syste`me nous permet de discre´tiser l’espace autour du robot en
24 zones de´pendant uniquement du nombre d’antennes qui de´tectent
simultane´ment le meˆme badge (figure 2.8(b)). Un meˆme badge peut
donc eˆtre de´tecte´ tout autour du robot dans un pe´rime`tre allant de 0.5m
(i.e. diame`tre approximatif du robot) a` 4.5m (i.e. porte´e maximale de l’antenne), ce qui cor-
respond aux distances sociales usuelles mises en jeu lors d’interactions Homme / Robot. Afin
de caracte´riser le mode`le d’observation de la ceinture d’antennes, nous avons re´alise´ une e´tude
de´pendant du nombre d’antennes de´tectant un meˆme badge. Les histogrammes normalise´s as-
socie´s sont pre´sente´s sur la figure 2.10 sachant que l’axe x repre´sente respectivement l’azimut
(note´ θ dans (a), (b), (c)) et la distance (note´e ρ dans (d), (e), (f)).
Le mode`le de capteur re´sultant de cette e´tude nous permet d’approximer les histogrammes en
distance et en azimut par un mode`le gaussien respectivement annote´ (µtagθ , σ
tag
θ ) et (µ
tag
ρ , σ
tag
ρ ) ou`
µ
tag
(.) et σ
tag
(.) correspondent a` la moyenne et a` l’e´cart-type de chaque mesure. Il est donc possible
de calculer la probabilite´ de chaque position (ρ, θ) du badge RF sur la carte de saillance (figure
2.11). A partir de ce mode`le, nous avons caracte´rise´ les performances globales du capteur.
2.2.4 Mise en œuvre et e´valuations associe´es
Le syste`me RFID a e´te´ monte´ sur la plateforme mobile Rackham (pre´sente´e chapitre 5)
et e´value´ dans un contexte encombre´. Nous avons alors e´value´ le nombre de vrais positifs
(de´tections effectives) dans une zone de 81m2 autour du robot. Des obstacles ont e´te´ ajoute´s
ale´atoirement selon une loi uniforme dans la zone de de´tection des antennes de fac¸on incre´mentale.
La ve´rite´ terrain est base´e sur le rapport entre les zones occulte´es par les obstacles et la surface
totale de la zone. Nous avons ensuite reproduit cette situation sur le terrain en observant les
re´sultats de de´tection d’un badge en fonction du nombre d’obstacles.
La comparaison entre les donne´es expe´rimentales et the´oriques est pre´sente´e figure 2.12.
Les axes x et y de la figure 2.12 repre´sentent respectivement le nombre de personnes sus-
ceptibles d’occulter le badge (i.e. l’encombrement de la sce`ne) et le taux de de´tection. Les rec-
tangles ainsi que les lignes centrales indiquent le degre´ de dispersion (pour 50% des mesures) et
la me´diane. Nos courbes expe´rimentales sont assez proches des re´sultats the´oriques. Le syste`me
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(a) (b) (c)
(d) (e) (f)
FIG. 2.10 – Histogrammes d’occurrence de de´tection en azimut (a, b, c) et distance (d, e, f) pour
la de´tection d’un badge par une (a-d), deux (b-e) ou trois (c-f) antennes.
(a) (b) (c)
FIG. 2.11 – Cartes de saillance pour la de´tection d’un badge par 1 (a), 2 (b) ou 3 (c) antennes.
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e´tant perturbe´ par les occultations, le nombre de faux-ne´gatifs croıˆt logiquement avec le nombre
d’obstacles. Malgre´ tout, le taux de de´tection demeure satisfaisant, meˆme pour des sce`nes plutoˆt
encombre´es (e.g. 70% de de´tection en moyenne pour 7 personnes pre´sentes autour du robot).
De plus, tre`s peu de faux-positifs sont observe´s en pratique du fait que le badges passifs
induisent moins de re´flections dans l’environnement que leur version active.
FIG. 2.12 – Taux de de´tection vs. encombrement autour du robot.
2.2.5 Vers un capteur plus compact
Etude the´orique
Dans le but d’ame´liorer la compacite´ et l’embarquabilite´ de notre capteur RFID omnidirection-
nel, il nous faut dimensionner un nouveau syste`me RFID. D’apre`s la forme hexagonale de notre
plateforme Rackham de´crite chapitre 5, nous avons e´tudie´ l’inte´gration de six antennes. Ceci
nous permet de re´duire le volume global du syste`me afin de re´duire son encombrement sur le
robot tout en conservant une couverture maximale autour de ce dernier.
La disposition circulaire des antennes nous permet alors d’obtenir plusieurs zones de recou-
vrement, chacune de´pendant du nombre d’antennes pouvant de´tecter un badge situe´ dans cette
dernie`re. Il est alors ne´cessaire de dimensionner la zone de de´tection d’une antenne afin d’opti-
miser le nombre de zones de recouvrement mais aussi d’uniformiser leur taille relative. Il faut
alors noter que la de´finition d’un syste`me ide´al est un compromis entre l’angle d’ouverture des
antennes et la distance de de´tection permettant d’identifier un badge dans la plage de distance
de´finie pour une interaction sociale Homme / Robot.
Diffe´rentes simulations ont alors e´te´ re´alise´es afin d’obtenir un syste`me ide´alement dimen-
sionne´ pour notre application. La figure 2.13 pre´sente les re´sultats de simulation pour diffe´rents
angles d’ouverture d’une antenne RFID.
Le mode`le pre´sente´ figure 2.13(b), relatif aux antennes ayant un angle d’ouverture de 180◦,
est privile´gie´ car il est capable de de´tecter un badge a` une distance comprise dans [0; 3.5]m, cor-
respondant a` une distance sociale entre le robot et le badge. De plus, les zones de recouvrement
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(a) (b) (c)
FIG. 2.13 – Simulation de l’ensemble des zones de recouvrement pour des antennes avec un
angle d’ouverture de 90◦ (a), 180◦ (b) et 270◦ (c).
sont assez nombreuses et e´troites pour localiser le badge plus pre´cise´ment que pour le syste`me a`
huit antennes.
(a) (b) (c) (d)
(e) (f) (g) (h)
FIG. 2.14 – Histogrammes d’occurrence de de´tection en azimut (a, b, c, d) et distance (e, f, g, h)
pour la de´tection d’un badge par une (a-e), deux (b-f), trois (c-g) ou quatre (d-h) antennes.
Les histogrammes normalise´s associe´s a` ce mode`le de capteur, pre´sente´s figure 2.14, montrent
bien une certaine homoge´ne´ite´ dans la taille des zones de recouvrement des antennes, tant en dis-
tance ρ qu’en azimut θ.
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2.3 Vers l’inte´gration de de´tecteurs comple´mentaires
Les syste`mes de de´tection et d’identification de personnes ne peuvent se re´sumer aux deux
seules approches pre´sente´es. En effet, l’identification faciale de personnes reste de´die´e a` une in-
teraction proche (2.5m maximum) alors que le syste`me RFID fourni une information vague de
la position de l’utilisateur. De plus, la taˆche d’e´vitement, et donc de suivi multi-cibles, requiert
d’autres de´tecteurs de plus grande porte´e. Nous avons de´veloppe´ deux de´tecteurs supple´mentaires
qui nous semblent comple´mentaires avec ceux pre´sente´s plus haut, a` savoir (1) un de´tecteur base´
sur des donne´es issues d’un laser [Joa˜o et al., 2005], (2) un de´tecteur visuel de personnes base´
sur un classifieur SVM de silhouette re´cemment introduit dans [Felzenszwalb et al., 2009]. Le
premier utilise un capteur tre`s re´pandu pour la navigation me´trique en robotique alors que le
dernier se justifie par le fait que les passants ne font pas force´ment face au robot et il n’est donc
pas possible de de´tecter leur visage. Les travaux pre´sente´s dans cette section ont e´te´ l’objet du
stage de Master de Alhayat Ali Mekonnen.
2.3.1 Detection laser
La de´tection de personne par laser a e´te´ largement aborde´ ces dernie`res anne´es dans la
litte´rature. L’ide´e principale est de de´tecter les jambes d’une (ou plusieurs) personne situe´e au-
tour du robot au moyen d’un laser. En effet, un laser mesure la distance radiale d’un obstacle
situe´ dans un arc de 180◦ avec une pre´cision de 0.5◦. Par conse´quent, une personne situe´e dans
le champ de vue d’un laser correspond a` un contour spe´cifique relatif a` ses jambes. Il est alors
possible de de´terminer la pre´sence et la position d’une personne par la de´tection de ses jambes.
Une illustration du processus de de´tection est pre´sente´e figure 2.15.
Afin de segmenter une jambe a` partir de donne´es laser (figure 2.15(b)), des contraintes
ge´ome´triques correspondant au contour d’une jambe sont utilise´s [Joa˜o et al., 2005]. Dans un
premier temps, les points candidats sont regroupe´s selon un crite`re de distance entre deux points
conse´cutifs. Une e´tape de filtrage est alors introduite afin d’e´liminer les groupes contenant (i)
des points aligne´s, (ii) un nombre de points ne correspondant pas a` un contour de jambes (fi-
gure 2.15(c)). Par la suite, pour chaque groupe, les angles inscrits forme´s a` partir des deux
points extreˆmes et de chaque point interme´diaire sont calcule´s. La moyenne et l’e´cart-type de ces
angles internes permet alors de caracte´riser l’arc de cercle de´fini par ces points. Comme de´crit
dans [Joa˜o et al., 2005], les contours d’une jambe correspondent a` une moyenne comprise entre
90◦ et 135◦ et un e´cart-type de 8.5◦. Les groupes ne correspondant pas a` ces spe´cifications sont
alors e´limine´s. L’e´tape suivant consiste a` regrouper les groupes candidats par paire lorsque ces
derniers sont suffisamment proche l’un de l’autre. Chaque paire correspond alors a` une personne
positionne´e au centre de chaque paire (figure 2.15(d)).
Le syste`me permet de de´finir, pour chaque personne P , sa position (µPx , µPy ) dans le repe`re
du robot ainsi que son e´cart-type (σPx , σPy ) relatif a` la pre´cision du capteur. Il est donc possible
de calculer la probabilite´ de chaque position (xi, yi) sur la carte de saillance (figure 2.15(e)) par
une mixture de gaussienne comme pre´ce´demment.
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(a) Situation Homme / Robot.
(b) Donne´es brutes issues du laser. (c) Donne´es candidates apre`s filtrage.
(d) Position des jambes (cercles blancs) et des personnes
(cercles verts) segmente´es.
(e) Carte de saillance associe´e aux de´tection laser.
FIG. 2.15 – Illustration du processus de segmentation des jambes a` partir de donne´es laser. Le
disque rouge correspond au robot alors que le cercle blanc de´limite la zone de de´tection du laser
(4.5m) et l’arc de cercle rouge correspond au champ de vue de la came´ra.
2.3.2 De´tection visuelle de personnes
Cette sous-section pre´sente succintement un de´tecteur de personnes de´veloppe´ par Felzensz-
walb et al. [Felzenszwalb et al., 2009] tre`s adapte´ a` notre contexte car tre`s robuste aux occul-
tations. Ce de´tecteur est base´ sur un me´lange de mode`les de parties de´formables ayant la par-
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ticularite´ de repre´senter des classes d’objets hautement variables e.g. les diffe´rentes parties du
corps. Le de´tecteur re´sultant donne de bons re´sultats (en rapport avec l’e´tat de l’art) sur les bases
d’images du challenge PASCAL VOC [Everingham et al., a; Everingham et al., b] en terme
d’efficacite´ et de pre´cision.
Dans un premier temps, il est ne´cessaire de de´finir un mode`le correspondant a` une personne
afin d’en spe´cifier les composantes individuelles a` extraire. Ensuite, une phase d’apprentissage
est indispensable avant d’utiliser le mode`le appris pour de´tecter une personne.
Un exemple des e´tapes de de´tection est pre´sente´ figure 2.16. Le mode`le que nous avons
choisi d’imple´menter consiste en un me´lange de deux mode`les. Chaque mode`le comprend alors
un filtre principal couvrant approximativement la partie supe´rieur du corps d’une personne ainsi
que six filtres secondaires de plus haute re´solution couvrant chacun une composante spe´cifique
du corps. Plus formellement, un mode`le de personne contenant n parties est de´fini par un (n +
2)-tuple (F0, P1, ..., Pn, b) ou F0 est un filtre principal, Pi est un mode`le de la ie`me partie et b
correspond au biais. Chaque partie Pi est alors de´finie par (Fi, vi, di) ou` Fi est le filtre secondaire
correspondant a` la ie`me partie, vi est un vecteur 2D donnant la position relative de la partie i par
rapport a` la position du filtre principal et di correspond aux coefficient d’une fonction quadratique
de´finissant un couˆt de de´formation pour chaque position possible de la partie i par rapport au
filtre principal. Dans le cadre de la de´tection de personne, nous utilisons des histogrammes de
gradients oriente´s [Dalal and Triggs, 2005]. Un filtre F correspond alors a` une re´gion d’inte´reˆt
de´finie et sa re´ponse a` une position (u, v) d’une image de gradients oriente´s G est alors de´finie
par :
s(F ) =
∑
x
′
,y
′
F [x
′
, y
′
].G[x+ x
′
, y + y
′
], (2.7)
avec (x
′
, y
′
) de´crivant l’ensemble des points de F .
Le score final d’une hypothe`se faite sur la pre´sence d’une personne est alors donne´ par l’en-
sembles des scores de chaque filtre a` sa position respective moins un couˆt de de´formation calcule´
en fonction de la position relative de chaque partie au filtre principal.
Pour de plus amples de´tails, le lecteur peut se re´fe´rer a` [Felzenszwalb et al., 2009].
(a) (b) (c) (d)
FIG. 2.16 – Exemples de de´tection de personnes depuis Rackham.
2.4. CONCLUSION ET PERSPECTIVES 39
2.4 Conclusion et perspectives
Ce chapitre nous a permis de pre´senter diffe´rentes contributions relatives a` la de´tection et
l’identification de personnes en temps re´el depuis une plateforme mobile. Ces de´veloppements
constituent une premie`re brique d’abstraction des capteurs permettant d’extraire de manie`re auto-
matique et syste´matique des primitives, visuelles ou RF, utiles pour la de´tection et l’identification
des personnes positionne´es aux alentours de la plateforme.
Nous avons, dans un premier temps, e´value´ diffe´rentes me´thodes de reconnaissance de vi-
sage base´es sur des images fixes afin de de´finir la plus pertinente vis-a`-vis du contexte applicatif
et des performances souhaite´es. Nous avons ainsi de´cline´ des classifieurs usuels et e´value´ ceux-
ci sur des bases d’images directement issues du robot. Notre me´thode, base´e sur une Analyse
en Composante Principale et des Machines a` Vecteurs de Support (ou SVM) montre de bonnes
performances au regard des autres classifieurs holistiques base´s sur l’apparence (Eigenfaces et
Fisherfaces). Les performances relatives aux diffe´rents classifieurs e´tudie´s ont e´te´ analyse´es au
moyen de courbes ROC qui permettent de de´finir de manie`re empirique et couˆteuse les meilleurs
parame`tres pour chaque classifieur. Par la suite, les parame`tres libres ne´cessaires a` l’exe´cution de
cet algorithme ont e´te´ optimise´s a` l’aide d’un algorithme ge´ne´tique afin d’obtenir de meilleurs
re´sultats. Ceci constitue le point central dans ces investigations. L’optimisation des diffe´rents
parame`tres libres par un algorithme ge´ne´tique NSGA-II a clairement permis d’accroıˆtre les per-
formances globales du classifieur. Le classifieur retenu permet d’effectuer une reconnaissance de
visage en temps-re´el correspondant a` notre contexte applicatif.
Dans un deuxie`me temps, la reconnaissance de visages a e´te´ comple´te´e avec un de´tecteur
capable d’identifier une personne, meˆme lorsque celle ci ne fait pas face au robot. Ce cap-
teur RFID permet de localiser un (ou plusieurs) badge autour de la plateforme, tant en azi-
mut qu’en distance, graˆce a` une carte de multiplexage permettant d’adresser se´quentiellement
8 antennes. Notre capteur, issu d’un mate´riel tiers du marche´, a e´te´ adapte´ sur notre plateforme
mobile comme un capteur omnidirectionnel d’identification de personnes. L’e´valuation des per-
formances du capteur, notamment en environnement relativement encombre´, a de´montre´ que
l’utilisation des RFID pour de´tecter et localiser le porteur d’un badge est un choix judicieux car
il permet de palier aux de´fauts de la vision. Ceci constitue la seconde contribution du chapitre.
Enfin, des investigations en cours visent a` re´duire l’encombrement du syste`me RF embarque´.
Les deux fonctionnalite´s pre´ce´demment de´crites sont comple´mentaires. En effet, ces de´tecteurs,
bien qu’intermittents, apportent lorsqu’ils sont pre´sents une information pertinente pour le suivi.
La fusion de ces deux capteurs permet de combiner la pre´cision de la vision avec l’identification
du RFID.
Plusieurs ame´liorations possibles sont en cours de de´veloppement et d’e´valuations.
Les de´veloppements concernant le syste`me RFID visent principalement l’ame´lioration de sa
compacite´. De nouvelles antennes sont en cours de conception afin de correspondre au mode`le
pre´sente´ en section 2.2.5. Le groupe MINC du LAAS-CNRS re´alise actuellement la conception
d’antennes RFID (figure 2.17).
40 CHAPITRE 2. D ´ETECTION ET IDENTIFICATION DE PERSONNES
FIG. 2.17 – Antenne du commerce (a`
gauche) vs. nouvelle antenne (a` droite).
Plus ge´ne´ralement, un travail de couplage
avec les diffe´rents de´tecteurs pour l’analyse
spatio-temporelle est en cours. En effet, l’utili-
sation de fonctionnalite´s comple´mentaires permet
de combler les lacunes de certaines me´thodes. Par
exemple, a` l’instar de la comple´mentarite´ entre
l’identification de visage (intermittent) et l’iden-
tification RFID (persistant si non occulte´) utilise´s
pour le suivi de l’utilisateur, l’aspect intermit-
tent du de´tecteur de personnes peut eˆtre comple´te´
par des de´tections laser, plus persistantes, au sein
d’un algorithme de suivi multi-cibles.
Chapitre 3
Fusion de donne´es pour le suivi
mono-personne
Afin de permettre a` un robot mobile d’interagir de manie`re efficace avec l’homme, il doit,
entre autre, pouvoir suivre physiquement cette personne de manie`re automatique afin de coor-
donner les mouvements entre le robot et son utilisateur. De nombreuses applications peuvent
be´ne´ficier de ces capacite´s.
Les robots de service ont clairement besoin de bouger de manie`re coordonne´e et sociable pour
les personnes. Un tel robot doit pouvoir localiser son utilisateur, l’identifier parmi les passants et
eˆtre capable de le suivre a` travers un environnement encombre´ et dynamique. Dans ce contexte,
un point fondamental est la capacite´ de suivre une personne donne´e dans la foule impliquant une
forte re´activite´ de la part du robot. Cependant, de nombreuses difficulte´s se posent : mobilite´ des
came´ras avec champs de vue limite´s, arrie`re plan encombre´, variations d’illumination, contraintes
temps-re´els fortes, etc...
L’interaction Homme / Robot implique donc des mouvements conjoints Homme / Robot.
Pour ce faire, il est important pour le robot de conserver, autant que faire se peut, un contact visuel
avec sa cible. Les fonctions de de´tection et identification e´tudie´s au chapitre pre´ce´dent doivent
eˆtre comple´te´ par une analyse spatio-temporelle offrant au syste`me une ve´rification continue de
la pre´sence ou non de l’utilisateur au voisinage du robot ainsi que de sa distance afin de se mou-
voir de fac¸on intelligente par rapport a` l’homme. Il existe donc un lien fort entre les notions de
de´tection et de suivi compte tenu du contexte d’application en milieu encombre´. En effet, le robot
doit eˆtre capable de ge´rer les occultations de la cible, mais aussi de re´initialiser le contact visuel
de manie`re automatique lors de la perte sporadique de la cible duˆ a` une sortie du champ de vue de
la cible ou une occultation. Il faut donc eˆtre capable d’associer les donne´es issues des diffe´rents
capteurs de manie`re robuste au sein d’un syste`me permettant d’estimer la position de l’utilisateur
au voisinage du robot. Ce chapitre se concentre sur l’imple´mentation d’un filtre particulaire per-
mettant la fusion de donne´es he´te´roge`nes et sur les e´valuations associe´es en pre´sence d’artefacts,
tels que occultations, disparition de la cible, ..., graˆce a` des se´quences d’images acquises depuis
le robot statique. En effet, il est ne´cessaire de de´correler la fonction sensorielle de suivi de la
taˆche de guidage physique afin d’e´valuer incre´mentalement les performances de notre traqueur.
Le chapitre suivant est structure´ comme suit. La section 3.1 pre´sente un e´tat de l’art des
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diffe´rentes strate´gies de fusion de donne´es pour la perception de l’homme. La section 3.2 de´crit
notre approche base´e sur le filtrage particulaire dont le formalisme est rappele´ en section 3.3. La
section 3.4 de´taille notre strate´gie de fusion de donne´es he´te´roge`nes pour le suivi mono-cible tan-
dis que son imple´mentation est pre´sente´e en section 3.5. Des e´valuations qualitatives et quantita-
tives sont pre´sente´es et commente´es dans la section 3.6. La section 3.7 re´sume nos contributions
sur ce chapitre ainsi que les perspectives sur notre traqueur multimodal de personne.
3.1 Etat de l’art
Dans la plupart des applications actuelles, la came´ra reste le capteur principal par la richesse
d’information de´livre´e. Cependant, la forte de´pendance de la vision au contexte de prise de vue
(changement d’apparence du mode`le, condition d’illumination) induit souvent un couplage avec
des donne´es issues de capteurs moins riches, mais aussi plus robustes a` ces artefacts.
Dans la proble´matique e´nonce´e, la litte´rature propose diffe´rentes strate´gies de fusion he´te´-
roge`ne de flux perceptuels. En effet, certaines approches visuelles, de´die´es ge´ne´ralement aux
robots a` l’arreˆt, consistent a` segmenter les personnes en mouvement du fond [Tsai et al., 2006;
Zajdel et al., 2005]. Certains travaux [Calisi et al., 2007; Gavrila and Munder, 2007; Nickel et al.,
2005] conside`rent une segmentation d’arrie`re-plan base´e sur des cartes de disparite´ issues d’une
teˆte ste´re´o [Mun˜oz Salinas et al., 2008], mais ceci ne´cessite ge´ne´ralement beaucoup de ressources
CPU. D’autres techniques supposent que les personnes regardent en direction du robot. Ici, une
de´tection de visage [Bellotto and Hu, 2006; Huang et al., 2007; Viola and Jones, 2003] est ap-
plique´e pour (re´-)initialiser de manie`re efficace un suivi de personne apre`s une occulation tempo-
raire, une sortie du champ de vue ou une perte de cible. Ces de´tecteurs de visages multi-vues sont
largement exploite´s dans ce contexte. Des approches comple´mentaires combinent la de´tection et
la reconnaissance de personnes (cf. chapitre 2) [Zajdel et al., 2005] afin de diffe´rencier la per-
sonne suivie des autres de´tections. Malgre´ tout, les fortes variabilite´s en termes d’illumination,
d’orientation de visages et de distance Homme / Robot limitent les performances du suivi. De
plus, la de´tection de visage ainsi que la de´tection de couleur peau ne sont efficaces que lorsque
la personne fait face au robot. Dans ces conditions, il est difficile pour le robot de suivre la cible
quelle que soit la situation relative Homme / Robot.
Par la re´ception de rayonnements infra-rouges, la vision thermique permet de s’affranchir de
certaines de ces limitations, puisque l’homme a` un profil thermique diffe´rents des autres objets
inanime´s. De plus leur apparence thermique ne de´pend pas des conditions d’illumination. Jus-
qu’a` pre´sent, il existe tre`s peu de travaux traitant de la fusion de donne´es thermiques et visibles
depuis un robot mobile pour suivre une personne (c.f. le survey de [Hammoud and Davis, 2007]).
Nous pouvons ici mentionner les travaux de Cielniak et al. [Cielniak et al., 2007] qui utilisent
le spectre infra-rouge pour de´tecter les personnes et le spectre visible pour capter l’apparence.
Malheureusement, dans une foule, la perception depuis une came´ra thermique est perturbe´e par
un nombre conse´quent de personnes pre´sentes dans le champ de vue. En effet, la vision ther-
mique ne permet pas de diffe´rencier et d’identifier les cibles pre´sentes, ce qui pose le proble`me
de l’association des donne´es entre les cibles. Il est alors impossible d’identifier une personne
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pre´cise du fait que toutes les personnes donnent lieu a` la meˆme signature thermique dans l’image
infra-rouge.
D’autres syste`mes de perception multimodale de´die´s au suivi de personne utilisent des cap-
teurs visio-auditifs [Bregonzio et al., 2007; Bohme et al., 2003; Nickel et al., 2005; Pe´rez et al.,
2004]. Dans une foule, le proble`me d’association de donne´es peut eˆtre re´gle´ par l’identification
du locuteur [Kar et al., 2007; Ying et al., 2004]. Ne´anmoins, percevoir des personnes au travers
d’attributs auditifs pendant le de´placement du robot ou de la personne est assez complexe. De
plus, la variabilite´ dans l’intonation de la voix, les conditions d’enregistrement, le bruit ambiant
de la foule ainsi que l’intermittence de la voix sont autant de limitations a` surmonter. L’identifi-
cation du locuteur reste cependant un sujet ouvert a` de nombreuses investigations.
De nombreuses approches de fusion de donne´es utilisent les informations issues d’un laser
ainsi que d’une came´ra perspective [Bellotto and Hu, 2006; Cui et al., 2008; Spinello et al.,
2008] ou omnidirectionnelle [Kobilarov et al., 2006; Zivkovic and Kro¨se, 2007]. L’avantage
d’une telle approche est de combiner des informations ge´ome´triques et d’apparence visuelle.
Belotto et al. [Bellotto and Hu, 2006] utilisent la reconnaissance de visage sur les positions la-
ser des jambes afin d’identifier les personnes. Dans [Cui et al., 2008], la de´tection des jambes
permet d’initialiser un algorithme de suivi visuel et les informations re´sultant des deux capteurs
sont combine´es graˆce a` une me´thode de fusion Bayesienne. Zivkovic et al. [Zivkovic and Kro¨se,
2007] introduisent une repre´sentation multimodale base´es sur les parties du corps humain. Cette
approche combine un de´tecteur de jambes base´ sur le laser (graˆce a` une me´thode de Boost) avec
des de´tecteurs de diffe´rentes parties du corps depuis une came´ra omnidirectionnelle.
Dans tous les cas, les syste`mes qui impliquent des coupes laser souffrent de nombreuses limi-
tations. La de´tection des jambes dans une coupe 2D ne permet pas de discriminer diffe´rentes
personnes de manie`re robuste et la de´tection e´choue lorsqu’une seule jambe est de´tecte´e. De
plus, le laser ne permet pas d’identifier une personne parmi d’autres du fait qu’aucune informa-
tion concernant l’apparence n’est donne´e.
De re´centes approches de suivi de personnes se focalisent sur les techniques de position-
nement en milieu inte´rieur base´es sur les infrastructures re´seau sans fil, les ultrasons, infra-
rouges [Schulz et al., 2003], ou les badges radio-fre´quence [Anne et al., 2005; Castano and
Rodriguez, 2008; Hahnel et al., 2004; Kanda et al., 2007; Takahashi et al., 2008]. Les signaux
Radio-Fre´quence (RF) sont largement utilise´s car (i) ils posse`dent une excellente porte´e en en-
vironnement inte´rieur, (ii) ils produisent peu d’interfe´rences avec les autres composants radio-
fre´quence. Les applications communes impliquant la technologie RFID [Anne et al., 2005; Cas-
tano and Rodriguez, 2008; Kanda et al., 2007; Mori et al., 2004; Schulz et al., 2003] disposent
de lecteurs fixes distribue´s dans l’environnement aussi appele´s capteurs ubiquistes. Seuls Schutz
et al. [Schulz et al., 2003] combinent un re´seau de capteurs RF et de laser place´s dans l’environ-
nement pour le suivi multimodal de personnes.
Il est a` noter que la majeure partie des travaux cite´s ci-dessus impliquent une fusion de
donne´es multimodale dans le cadre des de´tections, i.e. en amont d’une quelconque strate´gie de
filtrage, et non dans la boucle de suivi. A notre connaissance, tre`s peu de travaux traitent d’une
analyse spatio-temporelle multimodale he´te´roge`ne [Schulz et al., 2003; Pe´rez et al., 2004]. En
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effet, la plupart des travaux sur le suivi de personnes sont base´s sur des donne´es homoge`nes. Il
paraıˆt donc inte´ressant de proposer une strate´gie de suivi multimodale fusionnant des donne´es
he´te´roge`nes et be´ne´ficiant ainsi des spe´cificite´s de chacun des canaux de perception. Dans cette
optique, l’utilisation d’une strate´gie de filtrage particulaire semble eˆtre un choix judicieux pour
fusionner diverses sources de donne´es dans un cadre probabiliste justifie´.
Rappelons que notre approche privile´gie des ressources perceptuelles embarque´es (vision
couleur monoculaire et signaux RF) afin de limiter l’instrumentation de l’environnement.
3.2 Notre approche
Notre algorithme multimodal de suivi de personne a pour but de combiner la pre´cision et la
richesse d’information de la vision couleur avec l’identification du RFID. Notre syste`me e´tant
un syste`me passif, l’impact sur l’appareillage de l’environnement et de l’utilisateur s’en trouve
grandement re´duit. A notre connaissance, la fusion de donne´es vision / RFID n’a jamais e´te´ traite´
dans la litte´rature alors que leur combinaison semble prometteuse.
Cette strate´gie de suivi multimodal par fusion des signaux vide´o et RF, doit eˆtre plus robuste
aux occultations qu’une strate´gie uniquement base´ sur la vision puisqu’il be´ne´ficie d’une orienta-
tion approximative de la personne et de son identite´ en plus de connaıˆtre son apparence. De plus,
le badge RF peut agir comme un stimuli fort afin de piloter la vision via les actionneurs d’une
platine ou du robot. Aussi, lorsque plusieurs personnes sont pre´sentes dans le champ de vue de
la came´ra1, la fusion de donne´es multimodale doit permettre de distinguer la personne-cible des
autres. Notre objectif est de suivre une personne cible tout au long d’une se´quence vide´o. Pour
cela, nous cherchons a` estimer ses coordonne´es (u, v) et son facteur d’e´chelle s dans le plan
image. Tous ces parame`tres sont recense´s dans un vecteur d’e´tat xk a` l’instant k.
La fusion de donne´es est largement e´voque´e dans [Pe´rez et al., 2004] ou` Pe´rez et al. mettent
en avant le fait que les attributs intermittents contribuent efficacement a` la mise en place de
de´tecteurs et de leurs distributions associe´es. Les donne´es issues de l’identification de visage
pre´sente´es en section 2.1 correspondent a` ces attributs intermittents. Au dela` des attributs clas-
siques base´s sur l’apparence, nous proposons d’utiliser d’autres attributs, visuels ou non, afin de
faciliter le suivi. Notre strate´gie propose de combiner au sein de la fonction d’importance la dy-
namique du syste`me avec certaines mesures comme l’identification visuelle ou RF. De plus, au
sein du filtre, la vraisemblance de chaque hypothe`se est calcule´e au moyen de fonctions de me-
sure utilisant des attribus persistants. L’apparence colorime´trique, attribut persistant, est connue
pour grandement ame´liorer la robustesse du suivi, plus spe´cialement a` faible re´solution, lorsque
les de´tails du visage ne peuvent eˆtre utilise´s. De notre avis, la fusion simultane´e d’attributs mul-
tiples ne permet pas seulement d’utiliser une information comple´mentaire et redondante, mais
aussi de rendre plus robuste le suivi de personne et la re´initialisation automatique de cibles. Il est
donc judicieux de pouvoir e´chantillonner les particules du filtre suivant une fonction d’impor-
tance repre´sentant au mieux la variabilite´ et la comple´mentarite´ des sources. Une telle strate´gie
base´e sur l’exploitation de donne´es he´te´roge`nes n’a e´te´ que tre`s peu exploite´e dans le cadre du
1Dans ce cas, il y a de nombreuses observations sur le plan image.
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suivi de personnes [Isard and Blake, 1998b; Pe´rez et al., 2004]. Ces contributions ont montre´ que
le filtrage particulaire est particulie`rement adapte´ a` la fusion de donne´es.
De nombreuses approches de la fusion de donne´es conside´rent une fusion dans la fonc-
tion de vraisemblance [Pe´rez et al., 2004; Li et al., 2006; Mun˜oz Salinas et al., 2008; Chateau
et al., 2009; Yang et al., 2010] alors que tre`s peu utilisent la fusion de donne´es dans la fonc-
tion d’importance pour guider l’e´chantillonnage des particlues [Jin, 2009]. Le principe a e´te´
initie´ par Isard et al. [Isard and Blake, 1998b] dans une strate´gie de filtrage particulaire appele´e
ICONDENSATION. Pour cela, nous pre´sentons ici une fonction d’importance base´e sur des
cartes de saillance probabilistes, issues des diffe´rents de´tecteurs de personnes, visuels et RF,
ainsi qu’un me´canisme d’e´chantillonnage par rejet afin de (re-)positionner les particules dans
les zones pertinentes de l’espace d’e´tat lors du suivi. L’utilisation d’une fonction d’importance
combinant au sein d’une meˆme carte de saillance, les mode`les de dynamiques de la cible aux
techniques d’identification pre´sente´es pre´ce´demment constitue un apport inde´niable quant a` l’ef-
ficacite´ de l’e´chantillonnage des particules. Son couplage avec une strate´gie d’e´chantillonnage
des particules par rejet (ou rejection sampling), unique dans la litte´rature, permet d’ame´liorer
les performances de notre algorithme de suivi multimodal en terme de sensibilite´ aux occulta-
tions, aux mauvaises associations de donne´es et aux pertes temporaires de cibles par rapport a` un
syste`me uniquement base´ sur la vision.
3.3 Ge´ne´ralite´s sur le filtrage particulaire et la fusion
de donne´es
Rappelons tout d’abord le principe du filtrage particulaire au travers des strate´gies les plus
re´pandues, i.e. SIR2, CONDENSATION3 et ICONDENSATION4.
Les techniques de filtrage particulaire sont des me´thodes de simulation se´quentielles de type
Monte Carlo permettant l’estimation du vecteur d’e´tat d’un syste`me Markovien non line´aire
soumis a` des excitations ale´atoires possiblement non Gaussiennes [Arulampalam et al., 2002;
Doucet et al., 2001]. En tant qu’estimateurs Baye´siens, leur but est d’estimer re´cursivement la
densite´ de probabilite´ a posteriori p(xk|z1:k) du vecteur d’e´tat xk a` l’instant k conditionne´ sur
l’ensemble des mesures z1:k = z1, . . . , zk, une connaissance a priori de la distribution du vecteur
d’e´tat initial x0 pouvant eˆtre e´galement prise en compte. A chaque instant image k, la densite´
p(xk|z1:k) est approxime´e au moyen de la distribution ponctuelle
p(xk|z1:k) ≈
N∑
i=1
w
(i)
k δ(xk − x
(i)
k ),
N∑
i=1
w
(i)
k = 1, (3.1)
exprimant la se´lection d’une valeur – ou particule – x(i)k avec la probabilite´ – ou poids – w
(i)
k ou`
i = 1, . . . , N est l’index de la particule. Les moments conditionnels de xk, tels que l’estimateur
2Pour Sampling Importance Resampling.
3Pour Conditional Density Propagation.
4Pour Independent Conditional Density Propagation.
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du minimum d’erreur quadratique moyenne (ou MMSE, pour Minimum Mean Square Error)
E[xk|z1:k] =
∑N
i=1w
(i)
k x
(i)
k , peuvent alors eˆtre approche´s par ceux de la variable ale´atoire ponc-
tuelle de densite´ de probabilite´ (3.1). Ainsi, nos diffe´rents filtres sont base´s sur cet estimateur
MMSE.
Les particules x(i)k e´voluent stochastiquement dans le temps. Elles sont e´chantillonne´es selon
une fonction d’importance visant a` explorer adaptativement les zones ”pertinentes“ de l’espace
d’e´tat.
3.3.1 Algorithme ge´ne´rique ou SIR
L’algorithme SIR (pour Sampling Importance Resampling), pre´sente´ par l’algorithme 3.1,
est entie`rement de´crit par une connaissance a priori p(x0), sa dynamique p(xk|xk−1) ainsi que
ses observations p(zk|xk). Son initialisation consiste en la de´finition d’un ensemble de particules
ponde´re´es de´crivant la distribution a priori p(x0), e.g. en affectant des poids identiques {w(i)0 =
1
N
}Ni=0 a` des e´chantillons x
(1)
0 , . . . , x
(N)
0 inde´pendamment et identiquement distribue´s (ou i.i.d.)
selon p(x0).
A chaque instant k, disposant de la mesure zk et de la description particulaire {x(i)k−1, w
(i)
k−1}
de p(xk−1|z1:k−1), la de´termination de l’ensemble des particules ponde´re´es {x(i)k , w
(i)
k } associe´
a` la densite´ a posteriori p(xk|z1:k) se fait en deux e´tapes. Dans un premier temps, les x(i)k
sont e´chantillonne´s selon la fonction d’importance q(xk|xk−1, zk) e´value´e en xk−1 = x(i)k−1, cf.
l’e´quation 3.2. Les poids w(i)k sont ensuite mis a` jour de fac¸on a` assurer la cohe´rence de l’ap-
proximation (3.1). Ce calcul obe´it a` l’e´quation 3.3, ou` p(xk|xk−1) rend compte de la dynamique
du processus d’e´tat sous-jacent, et la vraisemblance p(zk|xk) d’un e´tat possible xk vis a` vis de la
mesure zk est e´value´e a` partir de la densite´ de probabilite´ relative au lien e´tat-observation.
Toute me´thode de simulation se´quentielle de type Monte Carlo souffre du phe´nome`ne de
de´ge´ne´rescence, au sens ou` apre`s quelques ite´rations, les poids non ne´gligeables tendent a` se
concentrer sur une seule particule. Afin de limiter ce phe´nome`ne, une e´tape de re´e´chantillonnage,
introduite par Gordon et al. dans [Gordon et al., 1993], peut eˆtre inse´re´e en fin de chaque cycle
de l’algorithme SIR (cf. e´tape 11 de l’algorithme 3.1). Ainsi, N nouvelles particules x˜ik sont
obtenues par re´e´chantillonnage avec remise dans l’ensemble {xjk} selon la loi P (x˜ik = x
j
k) = w
j
k.
Les particules associe´es a` des poids wjk e´leve´s sont duplique´es, au de´triment de celles faiblement
ponde´re´es qui disparaissent, de sorte que la se´quence x˜1k, . . . , x˜Nk est i.i.d. au regard de (3.1).
Cette e´tape de redistribution peut soit eˆtre applique´e syste´matiquement, soit eˆtre de´clenche´e
seulement lorsqu’un crite`re d’efficacite´ du filtre passe en dec¸a` d’un certain seuil [Doucet et al.,
2000; Arulampalam et al., 2002]. Le calcul des moments de (3.1) doit de pre´fe´rence faire inter-
venir l’ensemble des particules ponde´re´es avant re´e´chantillonnage.
En comple´ment de la fonction d’importance, la fonction de mesure ne´cessite l’utilisation
d’indices visuels persistants et, par conse´quent, plus sujets aux ambiguı¨te´s dans les sce`nes en-
combre´es. Une alternative peut eˆtre de conside´rer une fusion multi-attributs lors de la mise a` jour
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ALG. 3.1 Algorithme de filtrage particulaire ge´ne´rique (SIR).
ENTRE´ES: [{x(i)k−1, w
(i)
k−1}]
N
i=1
, zk
1: si k = 0 alors
2: Echantillonner x(1)0 , . . . ,x
(N)
0 i.i.d. selon p(x0), et poser w
(i)
0 =
1
N
, i = 1, . . . , N
3: fin si
4: si k ≥ 1 alors —Soit [{x(i)k−1, w
(i)
k−1}]
N
i=1
l’ensemble des particules de p(xk−1|z1:k−1)—
5: pour i = 1, . . . , N faire
6: « Propager » la particule x(i)k−1 en simulant de manie`re inde´pendante
x
(i)
k ∼ q(xk|x
(i)
k−1, zk) (3.2)
7: Mettre a` jour le poids w(i)k associe´ a` x(i)k suivant
w
(i)
k ∝ w
(i)
k−1
p(zk|x
(i)
k )p(x
(i)
k |x
(i)
k−1)
q(x
(i)
k |x
(i)
k−1, zk)
(3.3)
8: fin pour
9: Proce´der a` une e´tape de normalisation telle que
∑
iw
(i)
k = 1
10: Calculer le moment conditionnel de xk, e.g. l’estime´ MMSE Ep(xk|z1:k)[xk], a` partir de
l’approximation
∑N
i=1w
(i)
k δ(xk − x
(i)
k ) de p(xk|z1:k)
11: Re´e´chantillonner {x(i)k , w
(i)
k } selon P
(
x˜
(i)
k = x
(j)
k
)
= w
(j)
k , ce qui conduit a` un ensemble
de particules ponde´re´es {x˜(i)k , 1N } tel que
∑N
i=1w
(i)
k δ(xk − x
(i)
k ) et
1
N
∑N
i=1 δ(xk − x˜
(i)
k )
approximent p(xk|z1:k)
12: Affecter x(i)k et w
(i)
k avec x˜
(i)
k et
1
N
13: fin si
des poids. Soit Lm sources de mesures (z1k, . . . , zLmk ) mutuellement inde´pendantes, la fonction
de mesures unifie´e peut eˆtre factorise´e de la manie`re suivante :
p(z1k, . . . , z
Lm
k |x
(i)
k ) ∝
Lm∏
l=1
p(zlk|x
(i)
k ). (3.4)
3.3.2 Echantillonnage guide´ par la dynamique ou CONDENSATION
L’algorithme de CONDENSATION [Isard and Blake, 1998a] (pour Conditional Density
Propagation) est de´rive´ du SIR par le fait que les particules sont e´chantillone´es suivant la dy-
namique du syste`me, c’est a` dire q(xk|x(i)k−1, zk) = p(xk|x
(i)
k−1). Dans le domaine du suivi visuel,
l’algorithme original [Isard and Blake, 1998a] de´fini la vraissemblance de chaque particule a`
partir de primitives visuelles base´es sur les contours. D’autres indices visuels ont aussi e´te´ ex-
ploite´s [Pe´rez et al., 2004]. Dans ces conditions, l’e´chantillonage des particules peut eˆtre sujet a`
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une perte de diversite´ dans l’exploration de l’espace d’e´tat. La fonction d’importance q(.) doit
alors eˆtre de´fini avec pre´caution. Or, l’algorithme de CONDENSATION e´chantillonne les par-
ticules x(i)k suivant la dynamique du syste`me sans tenir compte des mesures zk donc, certaines
particules peuvent obtenir une faible vraissemblance p(zk|x(i)k ) et par conse´quent un poids faible
lors de l’e´tape 7 de mise a` jour de l’algorithme 3.1, ce qui peut entraıˆner une baisse significative
des performances.
3.3.3 Echantillonnage guide´ par la mesure ou ICONDENSATION
Le re´e´chantillonnage utilise´ seul ne suffit pas a` limiter efficacement le phe´nome`ne de de´-
ge´ne´rescence e´voque´ pre´ce´demment. En outre, il peut conduire a` une perte de diversite´ dans
l’exploration de l’espace d’e´tat, du fait que la description particulaire de la densite´ a posteriori
risque de contenir de nombreuses particules identiques. La de´finition de la fonction d’importance
q(xt|xt−1, zt) – selon laquelle les particules sont distribue´es – doit donc e´galement faire l’objet
d’une attention particulie`re [Arulampalam et al., 2002].
En suivi visuel, les modes des fonctions de vraisemblance p(zk|xk) relativement a` xk sont
ge´ne´ralement tre`s marque´s. Il s’en suit que les performances sont souvent assez me´diocres pour
l’algorithme de CONDENSATION. Du fait que les particules sont positionne´es selon la dy-
namique du processus d’e´tat et ”en aveugle“ par rapport a` la mesure zk, un sous-ensemble
important d’entre elles peut eˆtre affecte´ d’une vraisemblance tre`s faible par l’e´quation w(i)k ∝
wik−1p(zk|x
(i)
k ), de´gradant ainsi significativement les performances de l’estimateur.
Une alternative, appele´e MSIR (pour Measurement-based SIR), consiste a` e´chantillonner les
particules a` l’instant k suivant une fonction d’importance pi(xk|zk) de´finie sur les mesures cour-
rantes. La premie`re strate´gie MSIR e´tait l’algorithme de ICONDENSATION [Isard and Blake,
1998b], qui effectuait l’e´chantillonnage suivant des de´tections de blobs de couleur. D’autres fonc-
tionnalite´s de de´tections visuelles peuvent aussi eˆtre utilise´es, e.g. la de´tection/reconnaissance de
visages, ou toute autre primitive intermittente qui, malgre´ un aspect sporadique, peut eˆtre tre`s
discriminante lorsqu’elle est pre´sente [Pe´rez et al., 2004]. La fonction d’importance classique
pi(xk|zk) peut alors eˆtre e´tendue afin de conside´rer Ld diffe´rentes mesures, i.e.
pi(x
(i)
k |z
1...Ld
k ) =
Ld∑
l=1
κlpi(x
(i)
k |z
l
k), avec
∑
κl = 1 (3.5)
ou` pi(xk|z
l
k) est la fonction d’importance relative au de´tecteur zlk et κl est le coefficient de
ponde´ration de la mesure zlk.
Au sein d’un tel algorithme, si une particule x(i)k , exclusivement e´chantillonne´e suivant les
mesures pi(.), est inconsistante avec son pre´de´cesseur x(i)k−1 du point de vue de la dynamique,
la mise a` jour de son poids w(i)k suivant (3.3) donnera une valeur faible. Une alternative est
de de´finir la fonction d’importance q(x(i)k |x
(i)
k−1, zk) comme une somme ponde´re´e de fonctions
d’importance pi(.) et p(.) respectivement base´es sur les mesures et sur la dynamique ainsi que
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d’une connaissance a priori p0, soit :
q(x
(i)
k |x
(i)
k−1, zk) = αpi(x
(i)
k |zk) + βp(xk|x
(i)
k−1) + (1− α− β)p0(xk) (3.6)
avec α, β ∈ [0; 1].
Ainsi, les diffe´rentes mesures contribuent pour α a` l’e´laboration de la fonction d’importance,
la dynamique y contribue pour β. Le reste correspond a` une connaissance a priori. De ce fait,
une de´tection permet de (re´)initialiser le filtre. De meˆme, en cas de fausses mesures/de´tections,
ou en cas d’absence de mesures, les particules continuent a` e´voluer selon la dynamique et la
connaissance a priori du syste`me permettant alors de conserver une repre´sentation optimale de
la distribution a posteriori p(xk|z1:k).
3.4 Fonction d’importance et fusion de donne´es
Un proble`me connu pour tout type de traqueur est la perte de la cible au cours du suivi.
Au sein du filtre a` particules, la fonction d’importance q(.) (e´quation 3.6) a pour but de diriger
l’e´chantillonnage des particules dans les zones pertinentes de l’espace d’e´tat de xk. Il faut donc
de´finir un me´canisme permettant de re´initialiser le filtre de manie`re automatique sur la cible. En
d’autres termes, il faut e´chantillonner les particules dans la zone de l’espace d’e´tat correspondant
a` la cible, au moyen de diffe´rents de´tecteurs pi(xk|zlk).
3.4.1 Description et prototypage de la fonction q(.)
Rappelons que la fonction pi(xk|zk) dans l’e´quation 3.5 permet de guider l’e´chantillonnage
des particules graˆce a` la fusion de donne´es multiples , possiblement he´te´roge`nes. Le choix de
l’ensemble des de´tecteurs {pi(xk|zlk)}
Ld
l=1 doit donc permettre de positionner efficacement les
particules dans l’espace d’e´tat de xk.
Le chapitre 2 nous a permis de de´velopper et de valider la pertinence de diffe´rentes fonc-
tions de de´tection et d’identification de personnes dans un contexte robotique. Rappelons alors
que nous avons de´fini : (i) une me´thode d’identification visuelle de personne permettant d’ob-
tenir, pour tout visage de´tecte´ F , une vraissemblance P (C|F , z) (section 2.1), (ii) un mode`le
d’observation gaussien, (µtagθ , σ
tag
θ ) et (µ
tag
ρ , σ
tag
ρ ), base´ sur des de´tections RFID (section 2.2).
Nous conside´rons ici trois fonctions pi(xk|zck), pi(xk|zsk) et pi(xk|zrk), respectivement base´es
sur une image de probabilite´ peau, une identification de visages et une identification RFID.
La premie`re fonction d’importance pi(xk|zck) est base´e sur la de´tection dans l’image zck des
zones de couleur chair (peau). Pour cela`, la re´tro-projection d’un histogramme repre´sentant une
distribution de couleur peau dans l’image zck est utilise´e [Lee et al., 2003]. La fonction d’impor-
tance pi(xk|zck) en xk = (u, v) est alors de´crite par
pi(x|zc) = h(cz(x)) (3.7)
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ou` cz(x) est la couleur du pixel situe´ en x dans l’image d’origine zc et h est l’histogramme 3D
normalise´, indexe´ par les canaux R,G,B repre´sentant la distribution de couleur peau apprise a
priori.
La seconde fonction pi(xk|zsk) est base´e sur une image de probabilite´ construite a` partir du
de´tecteur de visage de´crit par Viola et al. dans [Viola and Jones, 2003]. Soit Ns le nombre de
visages de´tecte´s et pi = (ui, vi) le centre de la re´gion i correspondant au visage Fi. La fonction
pi(xk|z
s
k) en xk = (u, v) est de´crite en tant que me´lange de gaussiennes comme suit :
pi(x|zs) ∝
Ns∑
j=1
P (C|Fj, z).N (x;pj, diag(σ
2
uj
, σ2vj)), (3.8)
avec P (C|Fj, z) la probabilite´ de vraisemblance entre le visage de´tecte´Fj et celui de la personne
suivie, appris a priori suivant la me´thode de´crite section 2.1. Les variables σuj et σvj de´pendent
respectivement de la largeur et de la hauteur du visage Fj de´tecte´.
Enfin, la troisie`me fonction pi(xk|zrk) repose sur les donne´es RF. Elle est de´finie par projec-
tion de la position du badge RFID, repre´sente´e par (µtagθ , σ
tag
θ ), dans le plan image. La fonction
d’importance pi(xk|zrk) en xk = (u, v) suit la loi suivante :
pi(x|zr) = N (θx;µ
tag
θ , σ
tag
θ ), (3.9)
ou` θx est la position en azimut de x dans le repe`re du robot, de´duite de sa position horizontale
dans l’image u et de l’orientation de la came´ra dans le repe`re du robot. Les variables µtagθ et σ
tag
θ ,
de´crites dans la section 2.2, sont respectivement la moyenne et l’e´cart-type de la position estime´e
du badge RFID associe´ a` l’utilisateur dans le repe`re du robot.
La fonction d’importance ge´ne´ralise´e s’e´crit donc, d’apre`s (3.5) :
pi(xk|z
c
k, z
s
k, z
r
k) = κcpi(xk|z
c
k) + κspi(xk|z
s
k) + κrpi(xk|z
r
k)
ou` κl est le coefficient de ponde´ration de la carte de saillance associe´e a` zlk. Une illustration de
cette fonction d’importance est pre´sente´e en figure 3.1(e)
Rappelons que nous cherchons a` estimer les parame`tres (u, v, s) qui composent le vecteur
d’e´tat xk a` l’instant k. Concernant la dynamique p(xk|xk−1), les de´placements d’un humain dans
une image sont difficiles a` caracte´riser. Cette faible connaissance est repre´sente´e par la de´finition
du vecteur d’e´tat xk = [uk, vk, sk]
′
et l’e´volution de ses parame`tres suit un mode`le inde´pendant
de marche ale´atoire p(xk|xk−1) = N (xk;xk−1,Σ) ou` la covariance Σ = diag(σ2u, σ2v , σ2s). La
dynamique intervenant dans la fonction d’importance q(.), le parame`tre s du vecteur d’e´tat xk ne
sera e´chantillonne´ qu’en fonction de p(xk|xk−1), car aucun des de´tecteurs pre´sente´s dans cette
section ne permet de guider l’e´chantillonnage de s de manie`re pre´cise.
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3.4.2 Echantillonnage par rejet
La fonction d’importance q(xk|x(i)k−1, zk) (e´quation 3.6) est une fonction multimodale re´sultant
de la fusion ponde´re´e (i) de la dynamique du syste`me p(xk|xk−1), (ii) de la fonction d’impor-
tance pi(xk|zck, z
s
k, z
r
k) associant diffe´rents de´tecteurs, (iii) d’une connaissance a priori du syste`me
p0(xk). La de´finition de la fonction q(.) ame`ne donc a` conside´rer un algorithme d’e´chantillonnage
des particule capable de ge´rer cet aspect multimodal. L’e´chantillonnage des particules est donc
re´alise´ a` l’aide de la fonction d’importance q(.) et d’un algorithme d’e´chantillonnage par rejet
(ou rejection sampling).
Le principe est de´crit dans l’algorithme 3.2 ou` g(.) de´signe une distribution auxiliaire fa-
cilitant l’e´chantillonnage sous la contrainte que q(.) ≤ Mg(.) avec M ≥ 1 e´tant une borne
supe´rieure de q(.)
g(.)
.
ALG. 3.2 Algorithme d’e´chantillonnage par rejet.
1: re´pe´ter
2: Tirer x(i)k suivant Mg(xk)
3: r ←
q(x
(i)
k |x
(i)
k−1, zk)
Mg(x
(i)
k )
4: Tirer u suivant U[0,1]
5: jusqu’a` u ≤ r
Dans notre cas, g(.) suit une loi uniforme borne´e par les limites image telle que g(.) =
U[(0,0),(l,h)] ou` l et h correspondent a` la largeur et la hauteur de l’image et M = 1.
La figure 3.1 montre une illustration de l’algorithme d’e´chantillonnage par rejet sur une
image donne´e. Chaque de´tecteur de´taille´ pre´ce´demment est repre´sente´ par une carte de saillance
ou` chaque pixel (u, v) correspond a` la re´ponse du-dit de´tecteur applique´ sur l’image d’origine
(figure 3.1(a)). Les diffe´rentes mesures permettent respectivement d’extraire les zones de couleur
peau (figure 3.1(b)), les visages (figure 3.1(c)) ainsi que la pre´sence d’un badge RF. Par exemple,
la figure 3.1(d) repre´sente la projection de pi(x|zr) dans le plan image i.e. la position azimutale
du badge RFID de´tecte´. Chaque carte de saillance I lk relative a` la fonction d’importance pi(x|zl)
est construite telle que :
∀xk = (uk, vk) ∈ Izk , I
l
k = pi(xk|z
l
k),
ou` Izk est l’image d’origine sur laquelle est applique´e le de´tecteur l. Chaque carte de saillance
permet de repre´senter une fonction d’importance qui n’est pas ne´cessairement de´finie de manie`re
analytique.
L’ensemble de ces donne´es he´te´roge`nes est alors fusionne´ au sein de la fonction q(x(i)k |x
(i)
k−1, zk) =
pi(x
(i)
k |z
c
k, z
s
k, z
r
k) repre´sente´e par la carte de saillance 3.1(e). La figure 3.1(f) montre alors le
re´sultat de l’e´chantillonnage des particules suivant q(.) d’apre`s l’algorithme d’e´chantillonnage
par rejet.
On peut constater que la majorite´ des particules se trouve concentre´e sur la personne cible
situe´e au premier plan, et plus pre´cise´ment sur son visage, zone combinant les de´tecteurs peau,
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(a) (b) (c)
(d) (e) (f)
FIG. 3.1 – (a) image d’origine, (b) image de probabilite´ peau (3.7), (c) de´tection et identifica-
tion de visages (3.8), (d) de´tection RFID (3.9), (e) fonction d’importance unifie´e (3.6) (sans la
dynamique), (f) particules e´chantillonne´es.
visages et RFID. En effet, une zone de l’image de probabilite´ (figure 3.1(e)) combinant plu-
sieurs attributs posse`de un mode plus important qu’une zone ne contenant qu’un seul des trois
de´tecteurs de´crits ci-dessus. Ne´anmoins, les zones de moindre importance sont aussi explore´es.
Ainsi, on peut observer quelques particules situe´es sur le visage de la deuxie`me personne, ainsi
que sur le mobilier, car celui-ci a une teinte proche de la couleur chair. Ce comportement per-
met, en cas de perte de la cible, d’explorer l’ensemble des zones de l’image susceptibles de voir
re´apparaıˆtre la personne d’inte´reˆt.
Notre fonction d’importance (3.6) combine´e a` cette technique d’e´chantillonnage par rejet
assure donc un e´chantillonnage pertinent des particules sur les zones pertinentes de l’espace
d’e´tat. En effet, graˆce a` cette technique, l’ensemble des particules est e´chantillonne´ suivant
q(x
(i)
k |x
(i)
k−1, zk), la` ou` la majorite´ des me´thodes e´chantillonne une proportion α des particules
suivant les de´tections pi(x(i)k |zk) et une autre proportion β suivant la dynamique p(xk|xk−1).
Ainsi, chaque hypothe`se est affecte´e identiquement par l’ensemble des parame`tres ne´cessaires a`
son e´volution au cours du temps.
3.5 Imple´mentation de notre traqueur
Autant dans la fonction d’importance que dans la fonction de mesure, la fusion de multiples
attributs permet a` l’algorithme de suivi de be´ne´ficier d’informations distinctes et ainsi de re´duire
sa sensibilite´ aux mauvaises associations de donne´es. La fonction de vraisemblance implique´e
dans la ponde´ration des particules est plus ou moins classique. Elle est base´e sur la fusion de
3.5. IMPL ´EMENTATION DE NOTRE TRAQUEUR 53
plusieurs fonctions de mesures, lie´es a` des attributs visuels persistants comme (i) une double
distribution de couleur repre´sentant l’apparence de l’utilisateur (teˆte et buste), (ii) un contour
pour mode´liser la silhouette de la teˆte.
La fonction de mesure globale p(zk|xk) de notre filtre conside`re plusieurs re´gions d’inte´reˆt
distinctes spatialement et colorime´triquement [Nummiaro et al., 2003; Pe´rez et al., 2002], typi-
quement le visage et les veˆtements d’une personne. L’ajout d’une seconde distribution de couleur
lie´e aux veˆtements permet la diffe´renciation du sujet guide´ lorsque plusieurs individus sont dans
le champ de vue. De plus, la gestion de plusieurs sous-re´gions limite les de´rives temporelles
observe´es dans le temps [Pe´rez et al., 2002]. Ce mode`le est relatif aux deux re´gions d’inte´reˆt
rattache´es au mode`le de la cible. Ces zones sont caracte´rise´es par des distributions locales de
couleurs dans l’image. En posant hx =
2⋃
p=1
hx,p, le mode`le de mesure colorime´trique p(zck|xk)
s’e´crit classiquement :
p(zck|xk) ∝ exp
(
−
∑
c
2∑
p=1
D2(hcx,p,h
c
ref,p)
2σ2c
)
, (3.10)
ou` c ∈ {R,G,B}, σc est un e´cart-type pre´de´fini, et D est la distance de Bhattacharyya [Aherne
et al., 1997] utilise´e pour comparer les histogrammes normalise´s {hcx,p}2p=1 et {hcref,p}2p=1 res-
pectivement relatifs a` l’e´tat x et au mode`le, i.e. pour le canal c,
D(hcx,h
c
ref ) =
(
1−
Nbi∑
j=1
√
hcx(j).h
c
ref (j)
)1/2
,
ou` Nbi correspond au nombre d’intervalles composant l’histogramme hc.
Enfin, dans notre contexte, les changements d’apparence du sujet observe´, de par ses mouve-
ments re´els ou les variations d’illumination, impliquent une re´actualisation du mode`le a` chaque
instant k. Cette mise a` jour est donne´e par [Nummiaro et al., 2003] :
hcref,k = (1− κ).h
c
ref,k−1 + κ.h
c
E[xk]
, (3.11)
ou` l’indice p est omis pour plus de clarte´ et κ ponde`re l’influence de l’histogramme hE[xk] cor-
respondant a` l’e´tat moyen E[xk] dans la re´actualisation.
Cette mise a` jour des distributions de re´fe´rence hcref,p peut induire des de´rives lors du suivi.
Ces de´rives sont controˆle´es par la fusion dans la fonction de mesure globale d’un attribut de
forme. Le principe est alors de recaler le mode`le sur les contours de la teˆte avant d’effectuer la
mise a` jour des distributions. Ainsi, la silhouette de la teˆte est classiquement mode´lise´e par une
spline tandis que les particules sont ponde´re´es a` partir des observations constitue´es des contours
image suivant des directions orthogonales a` la spline aux points de controˆle [Isard and Blake,
1996]. A l’instant k, le mode`le de mesure p(zsk|xk) s’e´crit :
p(zsk|xk) ∝ exp
(
−
D2
2σ2s
)
, D =
Np∑
l=0
|x(l)− z(l)|, (3.12)
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ou` x(l) et z(l) de´signent respectivement le le`me point de controˆle sur la spline et le point de
contour le plus proche associe´ sur la normale a` la spline.
p(z  |x )s kk
p(z  |x )c kk
FIG. 3.2 – Mode`les de me-
sure : couleur (en rouge) et
forme (en vert).
Supposant inde´pendantes les mesures zsk et zck, d’apre`s
l’e´quation 3.4 la fonction de mesure globale s’e´crit :
p(zsk, z
c
k|xk) = p(z
s
k|xk).p(z
c
k|xk). (3.13)
La figure 3.2 illustre la repre´sentation de cette fonction de me-
sure.
Notre fonction de mesure est tre`s peu couˆteuse au regard de son
pouvoir discriminant en terme d’apparence de la personne. L’ex-
pression de p(zsk, zck|xk) reste ne´anmoins classique et ne consti-
tue pas l’originalite´ de notre approche. Le re´glages de parame`tres
libres de´finis dans les sections pre´ce´dentes (N , σ(.)) a e´te´ e´tudie´
dans [Bre`thes, 2005] alors que les coefficients de ponde´ration
((α, β), κ(.)) sont de´finis empiriquement. Les valeurs de ces parame`tres libres correspondant
a` l’imple´mentation de notre filtre sont liste´es table 3.1.
Symbole Description Valeur
N nombre de particules du filtre (3.1) 100
(α, β) coeff. de la fonction d’importance q(xk|xk−1, zk) (3.6) (0.4, 0.6)
(σu, σv, σs) e´cart-type du mode`le de marche ale´atoire (40, 20, 0.2)
(κc, κs, κr) coeff. de ponde´ration des de´tecteurs dans pi(x(i)k |z1k, . . . , zLk ) (3.5) (0.2, 0.6, 0.2)
κ coeff. de mise a` jour de l’histogramme de re´fe´rence hcref,1, hcref,2 (3.11) 0.1
σc dispersion de la vraisemblance couleur p(zc|xk) (3.10) 0.2
σs dispersion de la vraisemblance contour p(zs|xk) (3.12) 20
TAB. 3.1 – Valeurs des parame`tres utilise´es pour le suivi de personne.
Un dernier point concerne la de´tection de la pre´sence de la personne cible dans le champ
de vision de la came´ra. En effet, bien que notre approche permette de ge´rer les de´crochages du
filtre avec une re´initialisation automatique via les de´tecteurs, il n’est pas possible de savoir avec
certitude si l’estime´ MMSE correspond exactement a` la personne cible notamment lorsque la
cible sort du champ de vue.
Pour cela`, nous avons mis en place une heuristique simple permettant de valider la cohe´rence
de l’estime´ du filtre. Cette heuristiqueHE[xk] est base´e sur la correspondance entre la position de
l’estime´ E[xk] et celle du badge RFID qui, lorsqu’il est pre´sent, donne une information pre´cise
sur l’identite´ de la cible. Nous posons :
HE[xk] =
{
0 si pi(E[xk]|zrk) < φ
1 sinon (3.14)
ou` φ est un seuil de´fini a priori.
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Le calcul de l’estime´ MMSE a` l’e´tape 10 de l’algorithme 3.1 est donc conditionne´ parHE[xk].
En effet, lorsque l’estime´ E[xk] diffe`re trop de la position re´elle du bagde dans le repe`re image,
il est fort probable que : (1) l’estimation de la position de la cible soit fausse, (2) que la cible soit
sortie du champ de vue.
3.6 Evaluations et commentaires associe´s
(a) Se´quence #1 impliquant deux personnes d’apparence vestimentaire diffe´rente, de bonnes conditions d’illu-
mination (diffe´rence colorime´trique entre le fond et la cible) et de bre`ves occultations.
(b) Se´quence #2 impliquant deux personnes d’apparence vestimentaire diffe´rente, des conditions d’illumination
difficiles (image sature´e par endroits), de bre`ves occultations et des sorties de la cible du champ de vue. De plus,
la couleur du fond et l’apparence de la cible sont similaires.
(c) Se´quence #3 impliquant deux personnes d’apparence vestimentaire similaire, de bonnes conditions d’illu-
mination, de bre`ves occultations et des sorties de la cible du champ de vue. De plus, la couleur du fond et
l’apparence de la cible sont similaires.
(d) Se´quence #4 impliquant trois personnes dont deux ont la meˆme apparence vestimentaire, de bonnes condi-
tions d’illuminations, des occultations longues et des sorties de la cible du champ de vue. De plus, la couleur du
fond et l’apparence de la cible sont similaires.
FIG. 3.3 – De´tails des se´quences d’images utilise´es pour l’e´valuation des performances de notre
approche. Chacune des se´quences comprend (1) plusieurs personnes, (2) occultations de la cible,
(3) disparitions du champ de vue de la cible, (4) de´placements erratiques des acteurs.
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L’algorithme de suivi a e´te´ prototype´ sur un processeur Pentium Dual Core 1.8GHz sous
Linux a` l’aide de la bibliothe`que OpenCV. Les e´valuations quantitatives et qualitatives hors-ligne
sont ici pre´sente´es. La base contient diverses se´quences, soit un total de plus de 1500 images
acquises depuis nos plateformes dans des conditions diverses en terme de situation Homme /
Robot (nombre de personnes, distance Homme / Robot, conditions d’illumination, ...). Dans notre
contexte, il ne nous est pas possible d’utiliser les bases d’images publiques, telles que [PETS,
2004; PETS, 2006; CLEAR, 2007], qui ne rassemblent pas les conditions de prises de vue et
les contraintes inhe´rentes a` notre application. En effet, dans ces bases, les images sont acquises
dans des conditions diffe´rentes des noˆtres, i.e. pour des applications de vide´o-surveillance ou
pour l’interpre´tation d’activite´s humaines. De plus, elles ne comportent pas de donne´es issues
d’autres capteurs, i.e. donne´es RFID indispensables dans notre strate´gie de fusion de donne´es
he´te´roge`nes.
Rappelons que nous souhaitons ici e´valuer notre strate´gie de fusion de donne´es he´te´roge`nes
au sein de la fonction d’importance au regard des strate´gies de fusion propose´es dans la litte´rature.
Ces e´valuations seront comple´te´es par des e´valuations robotiques en ligne dans le chapitre 5.
Notre base d’images nous permet (i) de de´terminer empiriquement les valeurs des parame`tres
((α, β), κ(.)) de l’algorithme, (ii) d’identifier ses forces et ses faiblesses, et en particulier de ca-
racte´riser sa robustesse aux artefacts de l’environnement i.e. encombrement, occultations, sorties
du champ de vision, changement d’illumination. Pour chaque se´quence, chaque algorithme a e´te´
exe´cute´ plusieurs fois afin de s’affranchir de l’aspect stochastique du filtrage particulaire et donc
de ve´rifier la re´pe´tabilite´ du filtre. La figure 3.3 illustre des images cle´s de chacune des quatre
se´quences utilise´es pour les e´valuations. Ces se´quences mettent en avant des sce`nes de plusieurs
personnes se de´plac¸ant librement devant le champ de vue de la came´ra. Chacune comprend des
occultations de la cible, des changements de position et trajectoire des diffe´rentes personnes, des
disparitions de la cible et des changements d’illumination, relatifs au contexte applicatif.
Les se´quences d’images pre´sente´es en table 3.2 montrent le comportement qualitatif sur une
se´quence type (se´quence #3, figure 3.3(c)) de notre strate´gie de fusion de donne´es, tant au sein de
la fonction d’importance (i.e. identification de visage, couleur peau, RFID) que dans la fonction
de mesure (i.e. distribution de couleur, contour). Ces re´sultats sont commente´s ci-apre`s. L’es-
time´ MMSE du filtre de la position de la cible est repre´sente´ par les rectangles bleus (double
distribution de couleur) et la courbe verte (contour) alors que les points rouges repre´sentent les
hypothe`ses et leurs poids respectifs apre`s normalisation (le noir correspond a` un poids w(i)k = 0
et rouge correspond a` un poids w(i)k = 1).
La premie`re ligne (table 3.2(a)) montre les re´sultats de la strate´gie CONDENSATION base´e
sur (i) l’e´chantillonnage des particules suivant une dynamique de marche ale´atoire et (ii) la me-
sure de couleur multi-zones. Apre`s quelques ite´rations, nous observons une de´rive du mode`le
car l’histogramme de re´fe´rence est alors corrompu par une mise a` jour base´e sur un arrie`re-plan
encombre´. La deuxie`me ligne (table 3.2(b)) suit mieux la personne cible du fait que la fonction
de mesure conside`re le mode`le de contours en plus du mode`le de couleur. Meˆme si le mode`le
suit une personne au lieu de se ”perdre“ sur l’arrie`re-plan, la fusion d’attributs au sein de la
fonction de mesure n’est pas suffisante pour rester robuste aux occultations entre personnes. En
effet, on peut observer un changement de cible entre les images k = 15 et k = 81. La ligne
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Strate´gies de fusion de donne´es k = 15. k = 81 k = 126 k = 284
q(xk|xk−1, zk) = p(xk|xk−1)
(a) p(zk|xk) = p(zck|xk)
q(xk|xk−1, zk) = p(xk|xk−1)
(b) p(zk|xk) = p(zsk|xk).p(zck|xk)
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(c) de la table 3.2 combine la de´tection de visages et de pixels de couleur peau avec la dyna-
mique de marche ale´atoire au sein de la fonction d’importance afin de diriger l’e´chantillonnage
des particules dans des zones spe´cifiques de l’image courante (principalement sur des de´tections
de visages). Nous pouvons voir que cette strate´gie n’est pas suffisante pour faire une distinction
entre l’une ou l’autre des cibles. La ligne (d) de la table 3.2 montre le comportement de l’al-
gorithme de ICONDENSATION lorsque la de´tection de pixels de couleur peau est fusionne´e,
non pas avec un de´tecteur de visage, mais avec l’identification de visages pre´sente´e au chapitre 2
(e´quation 3.8) ainsi qu’avec la dynamique de marche ale´atoire dans la fonction d’importance.
Nous pouvons voir, a` l’image k = 81, qu’apre`s une occultation sporadique de la cible par une
autre personne (portant un pantalon noir), le processus d’identification de visage aide a` reposi-
tionner l’e´chantillonnage des particules uniquement sur la personne cible et aide, par la meˆme
occasion a` re´tablir le contact visuel avec la personne cible. Ne´anmoins, si la personne cible ne
fait pas face a` la came´ra suite a` une occultation, le processus d’identification ne peut aider a`
recouvrer la cible comme pour les images k = 126 et k = 284. Dans la ligne (e) de la table 3.2,
la fonction d’importance correspond a` celle de´crite par les e´quations 3.6 et 3.5 avec Ld = 3
et li ∈ {c, s, r}. On peut alors observer qu’apre`s une occultation, la personne cible ne doit pas
ne´cessairement faire face a` la came´ra pour que le contact visuel soit re´tabli. Ceci est principale-
ment duˆ a` l’utilisateur du de´tecteur RFID.
FIG. 3.4 – Performance du suivi de personne pour les traqueurs pre´sente´s table 3.2(d-e).
L’e´valuation des performances quantitatives de l’algorithme a e´te´ re´alise´e sur notre base
d’images illustre´e par la figure 3.3. Vu que le point important du suivi est sa robustesse aux
artefacts de l’environnement, nous avons compare´ les performances du suivi en terme de Taux
de Fausses Positions (ou FPR pour False Position Rate) et de Taux de Fausses Identification
(ou FLR pour False Label Rate) respectivement relatifs a` la position du mode`le dans l’image et
l’identification de la bonne cible sont de´finis comme suit :
FPR =
nombre de fausses positions
nombre total d’images et FLR =
nombre de fausses identifications
nombre total d’images
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Si le filtre de´croche, ceci est conside´re´ comme e´tant une fausse position alors que si le
mode`le commute sur une personne autre que la personne cible, une fausse identification sera
conside´re´e. La figure 3.4 montre les performances de notre syste`me de fusion multimodale de
donne´es he´te´roge`nes (table 3.2(e)) par rapport a` une strate´gie de fusion de donne´es plus classique
(table 3.2(d)) sur la se´quence #2.
Les diffe´rents points repre´sentent les re´sultats observe´s sur 10 re´alisations. Il apparaıˆt clai-
rement que notre syste`me visant a` combiner les donne´es issues de diffe´rents capteurs comple´-
mentaires permet de re´duire conside´rablement les erreurs d’identification dues a` une occulta-
tion ou a` une disparition de la cible. En effet, le nombre moyen de fausses identifications est
re´duit de 12% (0.08 vs. 0.20) et, par conse´quent, l’estimation de la position de la cible est plus
pre´cise lorsque la fusion he´te´roge`ne est utilise´e. En effet, le FPR moyen est, lui aussi, re´duit de
12%(0.13 vs. 0.25).
Enfin, pour e´valuer la precision du filtre, nous avons repre´sente´ sur la figure 3.5, l’e´volution
de la distance moyenne entre l’estime´ MMSE et la ve´rite´-terrain sur 10 re´alisations de la se´quence
pre´sente´e en figure 3.6 (se´quence #2, figure 3.3(b)). La ve´rite´-terrain (ou GT pour Ground
Truth), e´tablie manuellement sur l’ensemble de la se´quence, est de´finie a` l’instant k par xGTk =
(uGTk , v
GT
k , s
GT
k )
′
. Il est alors possible de de´finir l’erreur a` l’instant k telle que :
Ek = D(E[xk],x
GT
k ) =
√
(E[xk]− xGTk )
′
.(E[xk]− xGTk )
La courbe rouge repre´sente la pre´sence effective de la personne cible dans l’image. Nous
pouvons alors observer certains pics sur cette courbe. La majeure partie d’entre eux est due (1)
a` des occultations temporaires de la cible (t = 61, 62, 63; t = 101, 102, 103; t = 128, 129, 130),
(2) a` des disparitions du champ de vue (t = 21, . . . , 26; t = 77, . . . , 83; t = 156, . . . ). De
plus, on peut aussi observer un bre`ve de´rive du filtre lorsque la cible se trouve dos a` la came´ra
(t = 68, . . . , 71, t = 92, . . . , 97). Le filtre n’utilise alors que l’information fournie par le badge
RFID qui reste moins pre´cise au regard de la position que la vision. Ne´anmoins, ces de´rives sont
rapidement corrige´es par une de´tection et les performances globales de notre syste`me restent
suffisamment bonnes au regard de l’application choisie.
La figure 3.7 montre des images-cle´s extraites de la se´quence de test #4 ainsi que les re´sultats
de notre strate´gie de fusion associe´s. Cette se´quence met en situation un utilisateur et deux
passants, comporte de nombreuses occultations ainsi que deux pertes de contact avec l’uti-
lisateur. L’ensemble des concepts pre´sente´s dans ce chapitre sont ici mis en œuvre tels que
(i) la fusion de donne´es dans la fonction d’importance q(xk|xk−1, zk) (e´quation 3.6), (ii) la
fusion de donne´e dans la fonction de vraisemblance p(zsk, zck|xk) (e´quation 3.13), (iii) l’heu-
ristique HE[xk] (e´quation 3.14). Les cartes de saillance globales (colonne 3.7(b)) associe´es a`
chaque ite´ration (colonne 3.7(a)) permettent alors l’e´chantillonnage des particules en fonction
des diffe´rentes de´tecteurs pre´sents. La colonne 3.7(c) montre alors l’e´tat du nuage des particules
apre´s e´chantillonnage et ponde´ration des particules par la fonction de vraisemblance, alors que
la colonne 3.7(d) donne le re´sultat de l’estime´ MMSE ainsi que l’e´tat du nuage des particules
apre´s l’e´tape de re´e´chantillonnage.
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FIG. 3.5 – Evolution de la distance moyenne entre l’estime´ MMSE de la strate´gie pre´sente´e
table 3.2(e) et la ve´rite´-terrain pour une se´quence type.
(a) t = 35 (b) t = 58 (c) t = 60 (d) t = 61
(e) t = 73 (f) t = 76 (g) t = 87 (h) t = 90
FIG. 3.6 – Images cle´s de la se´quence de test #2 utilise´e pour l’e´valuation de la robustesse du
suivi multimodal aux artefacts de l’environnement.
Au temps t = 9, l’initialisation automatique du filtre est base´e sur la correspondance entres
l’identification visuelle et RF. Entre t = 33 et t = 39, la personne cible est occulte´e par un
passant (en pull orange). La fusion de donne´es au niveau de la fonction d’importance et de la
fonction de mesure permet alors de rester accroche´ sur la bonne cible. Il en est de meˆme pour
de plus longues occultations entre t = 92 et t = 102 et entre t = 222 et t = 227. La se´quence
comple`te est disponible a` l’adresse homepages.laas.fr/tgerma/these.
De plus, on peut observer que l’e´chantillonnage suivant la fonction d’importance permet de
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t = 9
t = 33
t = 39
t = 92
t = 102
t = 222
t = 227
(a) (b) (c) (d)
FIG. 3.7 – Images cle´s de la se´quence de test utilise´e pour les e´valuations. Chaque ligne donne
l’image d’origine (a), la carte de saillance associe´e (b), les particules apre`s l’e´tape de ponde´ration
(e´tape 7 de l’algorithme 3.1) (c) et les particules apre`s l’e´tape de re´e´chantillonnage (e´tape 11 de
l’algorithme 3.1) + l’estime´ MMSE (d).
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positionner les particules sur les zones pertinentes de l’espace d’e´tat avant ponde´ration, alors que
l’e´tape de re´e´chantillonnage permet de reconcentrer le nuage autour de la cible. Ces deux e´tapes
sont donc ne´cessaires et comple´mentaires.
3.7 Conclusion et perspectives
Ce chapitre a pre´sente´ notre strate´gie de fusion de donne´es he´te´roge`nes au sein d’un filtre
particulaire pour le suivi de personne en environnement humain. Ces de´veloppements apportent
un niveau supple´mentaire a` notre syste`me global d’interaction Homme / Robot et permettent au
robot de percevoir l’utilisateur quelles que soient les conditions d’illumination ou la situation
Homme / Robot.
La contribution principale de ce chapitre concerne le de´veloppement d’un algorithme de
suivi multimodal de personnes combinant la richesse de l’information visuelle et l’identifica-
tion du capteur RF. Notre strate´gie utilise l’algorithme de ICONDENSATION, une proposition
d’e´chantillonnage conduite par des donne´es he´te´roge`nes ainsi qu’un algorithme d’e´chantillonnage
par rejet. Ici, la fusion de donne´es s’effectue principalement au niveau de la fonction d’impor-
tance graˆce a` l’utilisation de cartes de saillance alors que la majeure partie des approches de
la litte´rature se focalise sur une fusion de donne´es au sein de la fonction de mesure. A notre
connaissance, l’utilisation d’une telle fusion multimodale de donne´es au sein d’un filtre a` parti-
cules est unique dans la communaute´ Robotique et/ou Vision. De meˆme, la fusion de donne´es
vision et RFID a e´te´ peu e´tudie´ dans un contexte robotique mobile autonome.
Nous avons e´value´ notre fonction d’importance par rapport a` des fonctions d’importance plus
classiques. Il s’ave´re que l’identification de visages et l’utilisation du badge RFID ame´liorent la
robustesse de notre strate´gie en pre´sence de plusieurs personnes dans le champ de vue du robot,
la` ou` d’autres me´thodes plus conventionnelles peˆchent par une faible capacite´ de re´initialisation.
Les e´valuations hors-lignes sur des se´quences aquises depuis notre robot mobile montrent que
notre syste`me be´ne´ficie de capacite´s permettant : (1) de rester accroche´ sur la personne cible
dans un environnement encombre´ et en perpe´tuel changement, (2) de retrouver automatiquement
le contact visuel avec la personne cible apre`s une comple`te occultation voir une disparition tem-
poraire du champ de vue. Cet algorithme a ensuite e´te´ teste´ en conditions re´elles afin d’en e´valuer
ses performances en situations contraintes par notre contexte applicatif. Notre algorithme reste
alors robuste aux diffe´rents artefacts de l’environnement.
Plusieurs travaux et investigations sont en cours concernant le suivi de personne et la fusion
de donne´es he´te´roge`nes.
Tout d’abord, il serait cohe´rent d’utiliser la comple´mentarite´ des diffe´rentes donne´es pour
de´tecter les e´checs/de´crochages du filtre. Une telle fonctionnalite´ pourrait permettre d’adapter la
strate´gie d’e´chantillonnage en conse´quence afin de re´tablir le contact entre le robot et la cible
plus efficacement et plus rapidement. Des e´tudes pre´liminaires, base´s sur les travaux de Azimi-
Sadjadi et al. [Azimi-Sadjadi and Krishnaprasad, 2004], sont actuellement mene´s. Ces e´tudes
reposent sur la mise en concurrence de deux filtres a` particules ayant chacun une dynamique
diffe´rente. Lorsque la cible est suivie, les deux filtres ont un comportement similaire. Lorsque
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la cible disparaıˆt ou est perdue, les filtres ont un comportement qui diffe`re. Ces observations
permettent alors de de´tecter une possible erreur de suivi. Tout l’inte´reˆt d’une telle approche serait
de pouvoir de´tecter en temps re´el un e´chec du filtre qui peut intervenir malgre´ la strate´gie de re´-
initialisation mise en place.
Dans un deuxie`me temps, comme indique´ au cours du chapitre, les mesures permettant
d’e´valuer le facteur d’e´chelle s sont peu discriminantes. L’utilisation de mesures de la distance
Homme / Robot pourrait eˆtre envisage´e par la fusion au sein du filtre de mesures issues d’autres
capteurs tels que le laser ou l’utilisation de mesures ste´re´ovision e´parses. Des travaux sur la fu-
sion de donne´es issues du laser dans la fonction d’importance, mais aussi au sein de la fonction
de vraisemblance sont actuellement en cours.
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Chapitre 4
Suivi multi-personnes pour la de´tection
d’obstacles
Lors d’une mission d’interaction ou` le robot accompagne son utilisateur dans un espace pu-
blic, le robot doit eˆtre capable de percevoir les autres individus pre´sents dans son voisinage afin,
le cas e´che´ant, de pouvoir les e´viter. En effet, un robot de service agissant en environnement
humain hautement dynamique doit interagir avec son interlocuteur tout en ge´rant les occulta-
tions des passants. Dans la relation e´tablie lors d’une interaction Homme / Robot, ces derniers
peuvent alors eˆtre perc¸us comme des obstacles mobiles. Il est donc ne´cessaire de connaıˆtre les
de´placements des personnes situe´es au voisinage imme´diat du robot afin d’effectuer des mou-
vements coordonne´s, dans l’inte´reˆt d’une interaction sociale – et sociable – comple`te i.e. afin
de commander le de´placement du robot vers la personne cible tout en e´vitant les passants, leur
ce´dant le passage lorsqu’ils s’approchent du robot.
Une telle fonctionnalite´ implique le suivi conjoint des diffe´rentes personnes pre´sentes autour
du robot lors de ses de´placements, ce qui peut entraıˆner une augmentation conside´rable des temps
de calcul et, par voie de conse´quence, induire une perte de re´activite´ de la part du robot. Il est donc
ne´cessaire de de´finir une strate´gie de suivi adapte´e a` un nombre variable de cibles. L’interaction
qui en de´coule est alors qualifie´e de passive car le robot conserve son attention sur l’utilisateur
principal. Seuls les passants susceptibles d’induire une modification des de´placements du robot,
i.e. au voisinage imme´diat du robot, sont perc¸us.
Ce chapitre pre´sente une me´thode de suivi multi-cibles utilisant des donne´es issues de dif-
fe´rents capteurs afin de caracte´riser les de´placements des personnes situe´es aux alentours du
robot. En effet, bien que donnant de bons re´sultats au regard de la relation exclusive utilisa-
teur - robot, le filtre particulaire de´crit au chapitre pre´ce´dent permet difficilement de ge´rer un
nombre important et variable de cibles en meˆme temps. L’apparition et la disparition de cibles
au sein meˆme du vecteur d’e´tat entraıˆne des sauts de la dimension du vecteur. Au dela` (1) des
proble`mes d’associations de donne´es inhe´rents au contexte applicatif, (2) des proble`mes d’oc-
cultations de cibles, la me´thode propose´e doit eˆtre capable de ge´rer plusieurs cibles en meˆme
temps, mais aussi l’apparition d’une nouvelle cible au voisinage du robot ou la disparition d’une
autre. De plus, il est inte´ressant de ne pas utiliser simplement les de´tections a` chaque instant,
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mais de permettre une analyse spatio-temporelle de chaque cible afin de prendre en compte leur
dynamique lors de la phase d’e´vitement, pour faciliter leurs de´placements conjoints et de filtrer
les diffe´rentes de´tections. Plusieurs strate´gies de filtrage sont pre´sente´es dans la litte´rature per-
mettant de ge´rer ces e´ve`nements. Parmis les plus re´centes, il existe des strate´gies de type filtre
particulaire MCMC tout a` fait adapte´es a` ces proble`mes de sauts du vecteur d’e´tat. Ce chapitre
se concentre sur l’imple´mentation d’une strate´gie de suivi multi-cibles base´e sur les fonctions
de de´tections et d’identifications, vues notamment au chapitre 2, et sur une fonction de proposi-
tion multi-donne´es utilisant les cartes de saillance introduite au chapitre 3, ainsi que sur d’autres
de´tecteurs comple´mentaires i.e. la de´tection visuelle de personnes et la de´tection laser. Nous pro-
posons donc d’e´tendre notre technique de fusion de donne´es he´te´roge`nes a` une proble´matique de
suivi multi-personnes.
Ce chapitre, re´sultant des travaux de fin de the`se, est structure´ comme suit. La section 4.1
pre´sente un e´tat de l’art des me´thodes de suivi multi-cibles utilise´es dans le cas de suivi de
personnes. La section 4.2 de´taille notre approche base´e sur un filtre particulaire et une me´thode
d’e´chantillonnage MCMC dont le formalisme est introduit en section 4.3. La section 4.4 pre´sente
notre strate´gie de suivi multi-cibles et de´taille l’imple´mentation de cette dernie`re dans notre
contexte applicatif. Des e´valuations qualitatives et quantitatives pre´liminaires sont pre´sente´es et
commente´es dans la section 4.5. La section 4.6 re´sume nos contributions, les investigations en
cours ainsi que les perspectives sur ces travaux. L’e´valuaton de la taˆche robotique relative a` ces
travaux sera traite´e dans le chapitre 5.
4.1 Etat de l’art
Les techniques de suivi visuel multi-personnes ont e´te´ largement aborde´es ces dernie`res
anne´es au sein de la communaute´ Vision du fait de leur facilite´ d’application a` l’ensemble des
proble´matiques de vide´osurveillance e.g. dans les lieux publics ou privatifs (cf. survey de [Ga-
briel et al., 2003]), mais aussi dans un cadre plus restreint depuis une plateforme mobile. L’un
des principaux challenges des approches de suivi multi-cibles est d’estimer simultane´ment les
de´placements des personnes dans la sce`ne observe´e, celles-ci pouvant a priori entrer ou sortir
de la sce`ne, s’approcher les unes des autres. Les objectifs sont alors (i) de de´tecter correctement
les entre´es, sorties et occultations temporaires des cibles dans l’espace observe´ i.e. caracte´riser
le statut de chaque cible, (ii) de suivre au cours du temps chaque cible dans le plan image ou le
plan du sol.
Au cours des dernie`res anne´es, les techniques se´quentielles de Monte Carlo, notamment
le filtre particulaire pre´sente´ au chapitre 3, ont e´te´ fre´quemment utilise´es pour le suivi multi-
cibles [Isard and MacCormick, 2001; Cho et al., 2007; Qu et al., 2007]. Le filtre particulaire est
particulie`rement adapte´ a` la fusion de donne´es issues de capteurs he´te´roge`nes. Les techniques de
filtrage particulaire applique´es au suivi multi-cibles reposent sur deux strate´gies possibles :
– une solution de´centralise´e base´e sur des filtres de´porte´s i.e. un filtre par cible [Ryu and
Huber, 2007; Qu et al., 2007],
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– une solution centralise´e utilisant un espace d’e´tat variable mais commun i.e. un seul filtre
avec un vecteur d’e´tat concate´nant l’ensemble des cibles [Isard and MacCormick, 2001;
Khan et al., 2005; Smith et al., 2005].
En ce qui concerne les approches de´centralise´es, visant a` initialiser un filtre par cible sui-
vie [Ryu and Huber, 2007], bien que tre`s performantes lorsqu’il s’agit de suivre un nombre pre´cis
de cibles [Qu et al., 2007], elles s’ave`rent peu adapte´es (i) lorsqu’un grand nombre de cibles (i.e.
au dela` de trois) sont pre´sentes en meˆme temps dans la sce`ne, (ii) a` un nombre variable de cibles,
(iii) a` la gestion de l’identifiant de la cible. De plus, l’utilisation de filtres distribue´s soule`ve de
proble`me de l’interaction entre les diffe´rents filtres et donc de l’association des donne´es. En ef-
fet, la mode´lisation des inte´ractions entre les cibles rend le processus lourd et combinatoire au
fur et a` mesure que le nombre de cible croıˆt. Qu et al. [Qu et al., 2007] proposent d’utiliser des
filtres distribue´s interactifs en imple´mentant une strate´gie de “re´pulsion magne´tique” entre les
diffe´rentes cibles lorsque ces dernie`res tendent a` se rapprocher. Cependant, une telle strate´gie
ne permet pas de ge´rer un grand nombre de filtres ou un nombre variable de filtres en paralle`le
car elle s’ave`re extreˆmement couˆteuse en temps de calcul. De plus, dans notre contexte, l’espace
observe´ est plutoˆt restreint avec des cibles par de´finition en interaction. Il est donc difficile de
conside´rer une approche de suivi multi-cibles de´centralise´e dans notre contexte impliquant de
nombreuses apparitions et disparitions de cibles au cours du temps. Rappelons que nous nous
situons dans un contexte d’application ne´cessitant une grande re´activite´ de la part du robot. Il
n’est donc pas concevable d’utiliser une approche trop de´pendante du nombre de cibles i.e. qui
instancie un nouveau filtre pour chaque cible.
A contrario, les approches de suivi multi-cibles centralise´es sont tre`s re´pandues. Leur inte´reˆt
vient du fait qu’elles ne ge`rent qu’un seul vecteur d’e´tat regroupant l’ensemble des cibles i.e. un
seul filtre pour ge´rer l’ensemble des cibles autour du robot. Cependant, bien qu’ils permettent une
gestion implicite du proble`me d’association de donne´es, les filtres particulaires seuls souffrent
d’un manque de performances lorsqu’il s’agit d’estimer un e´tat de trop grande dimension [Ku-
razume et al., 2008]. Ceci me`ne souvent a` la fusion ou a` la perte de cibles au de´triment d’une
unique.
Une alternative vise a` utiliser les me´thodes MCMC (pour Markov Chain Monte Carlo) [Zhao
and Nevatia, 2004; Khan et al., 2005; Smith et al., 2005; Kurazume et al., 2008; Yao and Odobez,
2008]. En effet, les MCMC permettent de ge´rer un vecteur d’e´tat de dimension variable (i.e. les
positions des cibles) mais aussi les sauts dans les composantes du vecteur d’e´tat (i.e. le nombre
de cibles, leur e´tat). Dans [Khan et al., 2005], Khan et al. utilisent un filtre particulaire base´ sur
les MCMC pour suivre les mouvements de fourmis dans une image. Bien qu’une hypothe`se forte
soit faite sur les de´tections, les re´sultats obtenus permettent de confirmer l’apport des me´thodes
base´es sur les MCMC pour le suivi multi-cibles sur une strate´gie de filtrage particulaire. D’autres
e´tudes sont faites dans le domaine de la vide´osurveillance ou` la` encore, les MCMC sont associe´s
aux filtres particulaires pour suivre les nombreuses personnes pre´sentes dans la sce`ne [Zhao
and Nevatia, 2004; Smith et al., 2005; Bardet and Chateau, 2008; Yao and Odobez, 2008]. Ces
diffe´rents travaux utilisent une soustraction de fond pour de´tecter la pre´sence de cibles ainsi que
leur apparition/disparition. Ainsi, Khan et al. [Khan et al., 2005] ont de´montre´ la supe´riorite´ des
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me´thodes de filtrage particulaire MCMC par rapport au filtrage particulaire par importance dans
le contexte du suivi multi-cibles.
Bien que ces e´tudes aient de´montre´ l’attrait des me´thodesMCMC couple´es a` un filtre particu-
laire pour le suivi multi-cibles, tre`s peu d’entre elles sont utilise´es dans le cadre d’une plateforme
mobile, ou utilisent la fusion de donne´es multi-capteurs, notamment dans la fonction de propo-
sition. A notre connaissance, seuls Kurazume et al. dans [Kurazume et al., 2008] couplent un
filtre particulaire et un MCMC pour suivre plusieurs personnes a` l’aide de came´ras et de lasers
de´porte´s, instrumentant un environnement inte´rieur. Cependant, ici encore, seules les cibles sont
mobiles alors que notre syste`me doit ge´rer les mouvements conjoints des capteurs et des cibles.
Au dela` des applications de vide´osurveillance, certains travaux se concentrent sur le suivi de
cibles multiples et mobiles depuis une came´ra mobile [Chen and Chan, 2007; Ess et al., 2008].
Cependant, le suivi multi-cibles depuis une plateforme mobile autonome reste un vrai challenge
du fait de l’environnement hautement dynamique et des ressources calculatoires limite´es. Chen
et al. [Chen and Chan, 2007] utilisent les e´quations du flot optique dans une se´quence d’image
pour isoler les diffe´rents corps en mouvement. Chaque point d’inte´reˆt est alors associe´ a` une cible
avec une certaine probabilite´, mise a` jour au cours du temps. Cette heuristique permet alors de
ge´rer plus ou moins efficacement les occultations. De meˆme, Ess et al. [Ess et al., 2008] utilisent
l’odome´trie visuelle afin de segmenter les personnes en mouvements dans une sce`ne acquise
depuis une plateforme mobile. Un filtre de Kalman pre´dit alors la position de la came´ra afin
de faciliter les de´tections des passants. Cependant, cette proble´matique reste peu aborde´e dans
la litte´rature et peu applicable dans le cadre d’un suivi multi-cibles impliquant des contraintes
temporelles fortes compatibles avec notre contexte applicatif.
4.2 Notre approche
A l’instar de [Khan et al., 2005; Smith et al., 2005], notre approche a pour but de combiner
les avantages : (i) d’un filtre particulaire centralise´, et (ii) d’un e´chantillonnage par MCMC.
Nous proposons donc une strate´gie d’e´chantillonnage des particules par MCMC, tirant parti de
donne´es multisensorielles. Les parame`tres de chaque cible sont sujets a` un e´chantillonnage par
la fonction de proposition similaire a` celle de´crite en section 3.4.
Notre objectif est ici de suivre un ensemble de personnes cibles pre´sentes autour du robot
tout au long d’une mission. Pour cela, nous cherchons a` estimer pour chaque cible, ses coor-
donne´es (xk, yk) dans le repe`re du robot i.e. le plan du sol. Le vecteur d’e´tat Xk regroupe alors
l’ensemble des cibles {Xk,j = (xk,j, yk,j)}j∈Ik , de´fini sur un espace d’e´tat de dimension variable
χ =
⋃P
p=1 R
pNp avec Np le nombre de parame`tres a` estimer par cible (ici deux) et ou` Ik est
l’ensemble de taille P (i.e. card(Ik) = P ) des identifiants associe´s a` chaque cible.
Dans notre contexte, le nombre de cibles pre´sentes au voisinage du robot ([0; 5]m) peut eˆtre
tre`s variable d’un instant a` l’autre. Chaque particule de notre filtre est donc de´crite dans un
espace d’e´tat de dimension variable. L’e´chantillonnage de la distribution a` estimer a posteriori
p(Xk|z1:k) est alors dirige´ par un algorithme RJ−MCMC (pour Reversible Jump MCMC) qui
se veut tre`s efficace dans de tels cas [Khan et al., 2005; Smith et al., 2005]. L’algorithme de
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filtrage particulaire base´ RJ−MCMC permet alors aux cibles d’entrer et sortir de la sce`ne. En
effet, l’e´chantillonnage par RJ−MCMC permet au vecteur d’e´tat de “sauter” d’un sous-espace
d’e´tat vers un autre sous-espace d’e´tat de dimension supe´rieure dans le cas de l’entre´e d’une
cible ou infe´rieure dans le cas d’une sortie. Dans cette approche, une fusion de donne´es multi-
sensorielle est aussi conside´re´e afin de be´ne´ficier des avantages de chaque capteur mis en jeu
(vision, laser, RFID). De plus, le choix d’un filtrage particulaire base´ RJ−MCMC se justifie
par le fait que les capteurs embarque´s ont un champ de vue limite´ et sont mobiles, ce qui induit
un grand nombre d’entre´es / sorties a` ge´rer de manie`re efficace.
4.3 Ge´ne´ralite´s sur le filtre particulaire MCMC pour le suivi
multi-cibles
Les filtres particulaires tels que de´crits dans le chapitre 3 peuvent eˆtre e´tendus afin de ge´rer
plusieurs cibles. Pour ce faire, les approches de filtrage particulaire base´es MCMC proposent
de remplacer l’e´tape d’e´chantillonnage par importance de l’algorithme classique SIR par une
e´chantillonneur MCMC. En effet, l’e´chantillonnage par importance des particules, tel que pre´-
sente´ en section 3.4, est peu efficace lorsqu’il s’agit d’espaces d’e´tat de grande dimension. Pour
palier a` ce proble`me, de nombreux travaux utilisent avec succe`s des me´thodes MCMC [Zhao
and Nevatia, 2004; Khan et al., 2005].
Initialement, les mode`les a` espace d’e´tat joints ont e´te´ propose´s dans le but de suivre effica-
cement plusieurs cibles qui interagissent entre elles au moyen d’une strate´gie hybride combinant
un filtre particulaire et une e´tape d’e´chantillonnage base´e sur un MCMC. Cette ide´e, introduite
dans [Khan et al., 2005; Smith et al., 2005], permet de ge´rer un nombre de cibles variables par
l’utilisation d’une technique MCMC trans-dimensionnelle a` la fois pour les variables continues
(position des cibles) et dicre`tes (nombre et e´tats des cibles). Ceci permet alors la ge´ne´ration d’une
approximation de la distribution a posteriori de l’e´tat a` estimer par un ensemble d’e´chantillons
non ponde´re´s de´finis sur un espace d’e´tat de dimension variable.
Les me´thodes MCMC sont des me´thodes d’e´chantillonnage a` partir de distribution de proba-
bilite´. Ces dernie`res se basent sur la construction de chaıˆnes de Markov qui ont pour lois station-
naires les distributions a` e´chantillonner. Certaines utilisent une dynamique de marche ale´atoire
i.e. Metropolis-Hastings ou Gibbs [Spall, 2002; Mori and Chong, 2008], alors que d’autres algo-
rithmes, plus complexes, introduisent des contraintes sur les parcours afin d’acce´le´rer la conver-
gence i.e. Monte Carlo ou Surrelaxation successive. L’e´tat de la chaıˆne de Markov apre`s un grand
nombre d’ite´rations est alors conside´re´ comme une approximation de la distribution de proba-
bilite´ a` estimer. La qualite´ de l’approximation est ame´liore´e proportionnellement au nombre
d’ite´rations initiales appele´es Burn in.
La principale difficulte´ est de de´terminer le nombre d’e´tapes ne´cessaires a` la convergence
vers une distribution stationnaire avec une erreur acceptable i.e. de´finir le nombre d’ite´rations du
Burn in. Les me´thodes MCMC sont utilise´es dans le but de diversifier les e´chantillons au sein
d’un filtre particulaire.
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A la diffe´rence du filtre particulaire de´crit pre´ce´demment, la densite´ de probabilite´ a poste-
riori de l’e´tat p(Xk|z1:k) est approxime´e par un ensemble de particules non ponde´re´es {X(i)k }
Nk
i=1.
Une estime´e de la distribution p(Xk|z1:k) est alors obtenue suivant le vecteur d’e´tat “le plus
repre´sente´” au sein du nuage de particules {X(i)k }
Nk
i=1.
4.3.1 Algorithme ge´ne´rique d’un filtre particulaire MCMC
La strate´gie de filtrage particulaire MCMC consiste a` estimer re´cursivement la densite´ de
probabilite´ de l’e´tat repre´sentant la configuration jointe multi-objet Xk a` l’instant image k. Au
dela` des parame`tres continus a` estimer, a` chaque cible est associe´ un identifiant Ik,j permettant
de discriminer chaque cible.
La strate´gie de filtrage particulaire base´e MCMC, pre´sente´e par l’algorithme 4.1, permet de
simuler une telle chaıˆne de Markov. A chaque instant k, connaissant la mesure zk et la descrip-
tion particulaire {X(i)k−1}
Nk−1
i=1 , Nk particules {X
(i)
k }
Nk
i=1 sont ge´ne´re´s afin de repre´senter au mieux
la densite´ de probabilite´ associe´e a` l’ensemble des cibles. Pour cela`, des cibles j sont choisies
ale´atoirement dans la chaıˆne ge´ne´re´e a` l’ite´ration pre´ce´dente X(n−1)k (e´tape 3) et e´chantillonne´e
suivant une fonction de proposition q(X(n)k,j |X
(i)
k−1,j, zk) (e´tape 5). Un ratio d’acceptation a entre
la particule avant et apre`s dispersion d’une cible est alors calcule´ (e´tape 6) afin d’e´valuer la per-
tinence du changement selon une fonction de vraisemblance p(zk|X(n)k ) et la distribution q(.). Si
le changement ne correspond pas (1) a` la dynamique propre a` la cible, (2) aux mesures courantes,
(3) aux contraintes d’interaction entre les cibles, le changement effectue´ sur l’e´tat initial est rejete´
(e´tape 7).
L’usage courant veut qu’un certain nombre d’ite´rations NB (aussi appele´ Burn in) soit ap-
plique´ afin de permettre a` l’algorithme de converger vers la distribution stationnaire et de s’af-
franchir d’une trop forte de´pendance avec l’e´tat initial. De plus, dans le but de re´duire la cor-
relation entre les e´chantillons, seul un certain nombre d’e´chantillons ge´ne´re´s par l’algorithme,
pre´leve´s a` intervalles re´gulier M (i.e. lorsque (it−NB) ≡ 0[M ])), est conserve´ lors d’une e´tape
d’affinage (ou Thin out).
Dans le cas de l’algorithme 4.1, la fonction de proposition q(Xk,j|Xk−1,j, zk) est une fonction
dite mono-cible identique a` celle de´finie par l’e´quation 3.6 i.e. elle n’agit que sur une seule cible
Xk,j de l’e´chantillon Xk et elle est guide´e en partie par zk. En effet, une cible j de l’e´chantillon
Xk est se´lectionne´e ale´atoirement et cette dernie`re est soumise a` une dynamique de´finie par l’e´tat
pre´ce´dent Xk−1 et les mesures zk a` l’instant k.
4.3.2 Extension au filtre particulaire RJ−MCMC
Bien que donnant de tre`s bons re´sultats dans le cadre de l’e´chantillonnage d’un nombre donne´
de cibles, l’algorithme MCMC a` lui tout seul n’autorise pas l’apparition ou la disparition d’une
ou plusieurs cibles i.e. il n’est pas adapte´ a` un nombre variable de cibles.
Afin de ge´rer un nombre variable de cibles de manie`re automatique, l’e´tape d’e´chantillonnage
MCMC (algorithme 4.1) peut alors eˆtre remplace´e par un e´chantillonnage RJ−MCMC (pour
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ALG. 4.1 Algorithme ge´ne´rique de filtrage particulaire MCMC pour le suivi d’un nombre fixe
de cibles.
ENTRE´ES: [{X(i)k−1}
Nk−1
i=1 , zk]
SORTIES: [{X(i)k }
Nk
i=1]
1: Ge´ne´rer une particule initiale X0k telle que
X0k,j ∼ p(Xk,j|X
(i)
k−1,j) ,∀X
(i)
k−1,j ∈ X
(i)
k−1
ou` i est l’indice d’une particule choisie ale´atoirement dans {X(i)k−1}, n = 0
2: pour it = 0, . . . , NB +MNk faire
3: Choisir ale´atoirement une cible j de X(n)k
4: Choisir ale´atoirement une particule i de {X(i)k−1}
Nk−1
i=1 telle que I
(n)
k,j ∈ {I
(i)
k−1}
5: Proposer un nouveau vecteur d’e´tat X(n)
′
k tel que X
(n)′
k,j ∼ q(X
(n)
k,j |X
(i)
k−1,j, zk)
6: Calculer le ratio d’acceptation
a =
p(zk|X
(n)′
k )
p(zk|X
(n)
k )
q(X
(n)
k,j |X
(n)′
k,j , zk)
q(X
(n)′
k,j |X
(n)
k,j , zk)
7: Accepter X(n)
′
k avec une probabilite´ a i.e. X
(n)
k = X
(n)′
k , sinon, rejeter X(n)
′
k
—Se´lection de la particule apre`s les e´tapes de “Burn in” et “Thin out”—
8: si (it−NB) ≡ 0[M ] alors
9: {Xk} = {Xk} ∪X
(n)
k , n = n+ 1
10: fin si
11: fin pour
Reversible Jump MCMC), une ge´ne´ralisation du MCMC aux espaces d’e´tat de dimension va-
riable [Waagepetersen and Sorensen, 2001; Khan et al., 2005]. L’algorithme RJ−MCMC,
pre´sente´ par l’algorithme 4.2, estime alors les configurations jointes Xk ∈ χ. Le principe est
ensuite de de´finir un ensemble fini d’“e´ve`nements” {m} qui peuvent (i) augmenter la taille de
l’espace d’e´tat i.e. apparition d’une cible, (ii) diminuer la taille de l’espace d’e´tat i.e. disparition
d’une cible, (iii) laisser le vecteur d’e´tat dans le meˆme sous-espace. Un e´ve`nement permettant de
changer la dimension du vecteur d’e´tat est appele´ un saut (ou jump). Un nouvel e´tat X′k est alors
propose´ par la fonction de proposition qm(X
′
k|Xk−1, zk) relative au saut m, ou` m est de´termine´
par q(m), une fonction de proposition du saut m relative au contexte et de´finie empiriquement.
Chaque saut s ∈ {m} doit avoir son saut inverse s′ ∈ {m} e.g a` chaque saut symbolisant
l’apparition d’une cible doit correspondre un saut inverse repre´sentant la disparition d’une cible.
Cette condition permet d’e´viter le “confinement” du vecteur d’e´tat a` un optimum local de l’es-
pace d’e´tat. L’algorithme d’e´chantillonnage RJ−MCMC permet donc de ge´rer dynamiquement
l’apparition et la disparition de cibles au sein meˆme du vecteur d’e´tat.
La me´thode de filtrage particulaire par RJ−MCMC pre´sente´e par l’algorithme 4.2 est plus
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ALG. 4.2 Algorithme de filtrage particulaire RJ−MCMC pour le suivi d’un nombre variable
de cibles.
ENTRE´ES: [{X(i)k−1}
Nk−1
i=1 , zk]
SORTIES: [{X(i)k }
Nk
i=1]
1: Ge´ne´rer une particule initiale X0k telle que
X0k,j ∼ p(Xk,j|X
(i)
k−1,j) ,∀X
(i)
k−1,j ∈ X
(i)
k−1
ou` i est l’indice d’une particule choisie ale´atoirement dans {X(i)k−1}, n = 0
2: pour it = 0, . . . , NB +MNk faire
3: Choisir un saut m ∼ q(m)
4: Choisir une cible j de X(n)k
5: Choisir ale´atoirement une particule i de {X(i)k−1}
Nk−1
i=1 telle que I
(n)
k,j ∈ {I
(i)
k−1}
6: Proposer un nouveau vecteur d’e´tat X(n)
′
k tel que :
X
(n)′
k,j ∼ qm(X
(n)
k,j |X
(i)
k−1,j, zk) (4.1)
7: Calculer le ratio d’acceptation
a =
p(zk|X
(n)′
k )
p(zk|X
(n)
k )
q(m
′
)
q(m)
qm′ (X
(n)
k,j |X
(n)′
k,j , zk)
qm(X
(n)′
k,j |X
(n)
k,j , zk)
(4.2)
8: Accepter X(n)
′
k avec une probabilite´ a i.e. X
(n)
k = X
(n)′
k , sinon, rejeter X(n)
′
k
—Se´lection de la particule apre`s les e´tapes de “Burn in” et “Thin out”—
9: si (it−NB) ≡ 0[M ] alors
10: {Xk} = {Xk} ∪X
(n)
k , n = n+ 1
11: fin si
12: fin pour
adapte´ au contexte applicatif impliquant un nombre variable de cibles. En effet, sur la base de
l’e´chantillonnage MCMC, il permet de ge´ne´rer un ensemble de Nk particules {X(i)k }
Nk
i=1 de di-
mension variable candidates a` l’instant k a` partir d’un jeu de Nk−1 particules {X(i)k−1}Nk−1i=1 a`
l’instant k − 1. La principale diffe´rence est donc l’ajout de sauts permettant au vecteur d’e´tat de
repre´senter la configuration jointe d’un nombre variable de cibles.
4.4 Imple´mentation du suivi multi-cibles
Un proble`me lors du suivi multi-cibles est l’association des donne´es. En effet, la majeure par-
tie des approches supposent que chaque cible de´tecte´e soit identifie´e de manie`re suˆre et unique.
Or, dans notre contexte, et au regard des diffe´rentes me´thodes de de´tection et d’identification
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de personnes pre´sente´es pre´ce´demment i.e. de´tection de couleur peau et laser, identification vi-
suelle et RF de personnes, il est difficile d’associer avec certitude les informations fournies par
les diffe´rents capteurs. En effet, souvent, plusieurs de´tections de visages ou de zones de couleur
peau correspondent a` une seule de´tection de badge RFID. Nous proposons donc une me´thode,
dans la veine de la fonction d’importance pre´sente´e au chapitre 3, permettant ici encore de de´finir
une fonction de proposition tre`s discriminante par la fusion de donne´es issues de diffe´rents cap-
teurs et combinant des donne´es laser, vision et RFID. A l’instar des re´sultats obtenus au cha-
pitre 3, on peut supposer que si notre fonction de proposition est assez discriminante, alors,
l’e´chantillonnage le sera aussi entraıˆnant une diminution du nombre d’ite´rations ne´cessaires lors
des phases de burn in et thin out par rapport a` une fonction n’utilisant que la dynamique.
Il est alors ne´cessaire de de´finir les sauts de notre syste`me de suivi multi-cibles ainsi que les
fonctions de propositions et les ratios d’acceptation associe´s a` chaque saut.
Rappelons que nous cherchons a` estimer les parame`tres (x, y) qui composent le vecteur
d’e´tat Xk,j de la cible j a` l’instant k. Concernant la dynamique p(Xk,j|Xk−1,j), tout comme
pre´ce´demment, les de´placements d’un humain sont difficiles a` caracte´riser. Cette faible connais-
sance est repre´sente´e par la de´finition du vecteur d’e´tat Xk,j = [xk,j, yk,j]
′
et l’e´volution de
ses parame`tres suit un mode`le inde´pendant de marche ale´atoire gaussienne p(Xk,j|Xk−1,j) =
N (Xk,j;Xk−1,j,Σ) ou` la covariance Σ = diag(σ2x, σ2y).
4.4.1 Pre´-requis sur les de´tections
La fonction de proposition qm(.) (e´quation 4.1 de l’algorithme 4.2) s’inscrit dans la veine de
la fonction d’importance de´finie par l’e´quation 3.6 d’apre`s l’ensemble des de´tecteurs pi(Xk,j|zlk),
la dynamique p(Xk,j|Xk−1,j) et une connaissance a priori p0(Xk,j).
Il est possible d’e´tendre l’ensemble des de´tecteurs utilise´s au chapitre pre´ce´dent, i.e. les
de´tections de couleur peau pi(Xk,j|zck) (e´quation 3.7), l’identification de visages pi(Xk,j|zsk) (e´qua-
tion 3.8) et RFID pi(Xk,j|zrk) (e´quation 3.9), a` l’ensemble des de´tecteurs de´finis au chapitre 2, i.e.
la de´tection de personnes par vision pi(Xk,j|zhk ) et par laser pi(Xk,j|z
p
k).
La premie`re fonction de proposition pi(Xk,j|zpk) relative aux de´tections de personnes par laser
tel que de´fini en section 2.3.1 est de´crite comme suit. Soit Np le nombre de personnes de´tecte´es
par le laser et Pi = (µPix , µPiy ) la position de la ie`me personne dans le repe`re du robot. La fonction
pi(Xk,j|z
p
k) est alors de´crite par le me´lange de gaussiennes suivant :
pi(Xk,j|z
p) =
Np∑
j=1
N (Xk,j;Pj, diag(σ
Pj
x , σ
Pj
y )), (4.3)
ou` (µ
Pj
x , σ
Pj
x ) et (µ
Pj
y , σ
Pj
y ) sont les valeurs de´finies dans la section 2.3.1.
De meˆme, la fonction de proposition pi(Xk,j|zhk ) relative aux de´tections visuelles de per-
sonnes est base´e sur le de´tecteur de´fini en section 2.3.2. SoitNh le nombre de personnes de´tecte´es
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(a) (b) (c)
FIG. 4.1 – Image masque d’une cible. (a) De´tection dans le plan image (haut) et dans le plan
du sol (bas)(les de´tections RFID sont en bleu, les de´tections laser en vert et la connaissance a
priori en rouge). (b) Carte de saillance Ik,j de la cible. (c) Application de l’image masque sur les
de´tections. La zone de´limite´e en blanc correspond au champ de vue de la came´ra.
dans le plan image et pi = (ui, vi) le centre de la re´gion i correspondant a` la ie`me personne. La
fonction pi(Xk,j|zhk ) est de´crite en tant que me´lange de gaussiennes comme suit :
pi(Xk,j|z
h) =
Nh∑
j=1
N (XIk,j;pj, diag(σ
2
uj
, σ2vj)), (4.4)
ou` σuj et σvj de´pendent respectivement de la largeur et de la hauteur de la personne de´tecte´e dans
l’image et XIk,j correspond a` la projection de la cible Xk,j dans le plan image.
L’expression ge´ne´rale de la fonction de proposition pi(Xk,j|zlk) relative a` l’ensemble des
de´tecteurs reste alors inchange´e par rapport a` l’e´quation 3.5.
4.4.2 Image masque de cible
Afin de guider les e´ve`nements de chaque cible, il est ne´cessaire d’introduire la notion d’image
masque relative a` une cible de´finie dans [Bardet and Chateau, 2008]. L’image masque Ik,j d’une
cible Xk,j de´fini une re´gion d’influence de la cible j, i.e. tout de´tecteur pi(Xk,j|zlk) situe´ dans
cette re´gion est associe´ a` la cible j. L’image masque d’une cible j correspond donc a` une carte
de saillance associe´e a` cette cible. Pour une cible Xk,j , l’image masque, de´finie dans un cadre
probabiliste, s’e´crit :
∀xk = (xk, yk) ∈ Izk , Ik,j = N (xk|Xk,j,ΣXk,j), (4.5)
ou` ΣXk,j correspond a` la dispersion des cibles Xk−1,j a` l’instant k − 1 et Izk est de´fini dans le
repe`re associe´ a` la mesure zk i.e. dans le plan image pour des de´tecteurs visuels et dans le plan
du sol pour les de´tecteurs laser et RFID.
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L’image masque Ik correspondant a` l’ensemble des cibles d’une particule Xk, et son inverse
I¯k sont de´finies par :
Ik =
∑
j
Ik,j et I¯k = 1− Ik (4.6)
La figure 4.1 illustre d’inte´reˆt de de´finir une telle carte de saillance associe´e a` chaque cible.
4.4.3 Description des sauts et caracte´risation des fonctions de proposition
A partir des diffe´rents de´tecteurs et identificateurs utilise´s, il est possible d’obtenir, a` chaque
instant k, une fonction de proposition pi(Xk|zk) repre´sentant l’ensemble des cibles candidates.
De cette connaissance, plus ou moins bruite´e suivant les conditions, il est ne´cessaire de de´finir
les diffe´rents sauts (ou e´ve`nements) utiles a` l’imple´mentation de l’algorithme d’e´chantillonnage
RJ−MCMC. Sachant que chaque saut m ne´cessite la de´finition de son saut syme´trique m′ ,
nous pouvons les classer en trois types :
– mise a` jour d’une cible i.e. l’e´volution de la position d’une cible donne´e dans l’espace
environnant,
– ajout / suppression d’une cible i.e. l’entre´e ou la sortie d’une cible dans les alentours du
robot,
– permutation de cibles i.e. la permutation de leur identifiant.
Nous proposons une fonction de proposition qm(.) relative a` chaque saut m assurant la
se´lection (i) d’une cible dans le cas d’une mise a` jour u, d’une suppression s ou d’un ajout
a, (ii) d’une paire de cibles dans le cas d’une permutation p.
Ci-apre`s, nous allons donc de´finir les fonctions de proposition qm(X
′
k,j|Xk,j, zk) ainsi que
les ratios d’acceptation associe´s a` chaque e´ve`nement m ∈ {u, s, a,p}.
Mise a` jour d’une cible
La mise a` jour d’une cible j au sein d’un vecteur d’e´tat est relative a` la position de cette
dernie`re autour du robot. Classiquement, la fonction de proposition qu(.) relative a` cet e´ve`nement
s’inspire de l’e´quation 3.6. Ainsi, la fonction de proposition qu(.) prend en compte les de´tections
extraites des mesures courantes et la dynamique de la cible.
Afin d’e´viter les proble`mes d’association de donne´es, il est ne´cessaire de limiter les de´tections
pi(X
′
k,j|zk) a` celles associe´es a` la cible, a` savoir celles se trouvant dans l’image masque de la cible
de´finie par sa carte de saillance Ik,j , i.e. pi(X
′
k,j|zk).Ik,j . En effet, cette e´tape ne´cessite unique-
ment la propagation de la cible en fonction des de´tections pi(X′k,j|zk) associe´es a` la cible et de
la dynamique p(X′k,j|Xk,j). La fonction de proposition associe´e a` la mise a` jour d’une cible j
s’e´crit donc :
qu(X
′
k,j|Xk,j, zk) = αpi(X
′
k,j|zk).Ik,j + (1− α)p(X
′
k,j|Xk,j). (4.7)
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De plus, cet e´ve`nement est auto-reversible i.e. qu(X
′
k,j|Xk,j, zk) = qu(Xk,j|X
′
k,j, zk). Le
calcul du ratio d’acceptation a (e´quation 4.2) devient :
am=u =
p(zk|X
′
k)
p(zk|Xk)
(4.8)
Ajout / Suppression d’une cible
L’ajout ou la suppression d’une cible j au sein d’un vecteur d’e´tat est relatif a` la position de
cette dernie`re autour du robot. Il est alors possible de de´finir une connaissance a priori p0(Xk,j)
repre´sentant la probabilite´ qu’a une cible Xk,j d’apparaıˆtre ou de disparaıˆtre de l’ensemble des
cibles du vecteur d’e´tat. Cette fonction p0(Xk,j) repre´sente donc les zones d’entre´e et de sortie
de la sce`ne. Cette probabilite´ est alors de´finie dans le repe`re du robot par :
p0(Xk,j) = 1−N (Xk,j; (0, 0), diag(σ
2
x0
, σ2y0)), (4.9)
ou` σx et σy de´pendent respectivement de la distance maximum a` laquelle une cible doit eˆtre
perc¸ue ; dans notre cas d’application σx = 4.5m et σy = 4.5m. En effet, une cible ne sera ajoute´e
que dans le cas ou` elle se trouverait dans la zone limite de de´tection i.e. environ 4.5m. De meˆme,
une cible ne sera supprime´e que si elle se trouve dans cette meˆme zone, meˆme si les de´tecteurs
sont actifs a` plus longue distance.
Dans le cas d’un ajout de cible, la fonction de proposition qm(X′k,j|Xk,j, zk) est entie`rement
de´finie par les de´tections pre´sentes a` l’instant k et par p0(.). De plus, la loi de´finissant l’ajout
d’une cible peut eˆtre guide´e par l’inverse de l’image masque de la particule I¯k, afin d’e´liminer les
zones correspondant aux cibles de´ja` pre´sentes dans le vecteur d’e´tat. La fonction de proposition
associe´e a` l’ajout d’une cible s’e´crit donc :
qa(X
′
k,j|Xk,j, zk) = I¯k.(αpi(X
′
k,j|zk) + (1− α)p0(X
′
k,j)). (4.10)
Cette fonction de proposition ne prend alors en compte que les de´tections qui n’ont pas encore
e´te´ associe´es a` une cible.
Dans le cas d’une suppression, la fonction de proposition est uniquement de´finie par la
connaissance a priori telle que :
qs(X
′
k,j|Xk,j, zk) = p0(X
′
k,j). (4.11)
En effet, il est difficilement concevable qu’une cible disparaisse alors qu’elle se trouve au mi-
lieu de la zone d’observation. A contrario, plus une cible se trouve proche de la zone limite de
de´tection (environ 4.5m), plus sa probabilite´ de disparaıˆtre est grande.
Dans ce cas la`, les fonctions de proposition relatives a` un ajout et a` une suppression ne sont
pas syme´triques i.e. qa(X
′
k,j|Xk,j, zk) 6= qs(Xk,j|X
′
k,j, zk). Le calcul du ratio d’acceptation a
(e´quation 4.2) est alors de´crit par :
am=a = am=s =
p(zk|X
′
k)
p(zk|Xk)
q(m
′
)
q(m)
qm′ (Xk,j|X
′
k,j, zk)
qm(X
′
k,j|Xk,j, zk)
(4.12)
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Permutation de deux cibles
La permutation de deux cibles j1 et j2 au sein d’un vecteur d’e´tat consiste a` e´changer les iden-
tifiants de chacune d’entre elles i.e. Ik,j1 ↔ Ik,j2 . De meˆme que pour la mise a` jour, l’e´ve`nement
de permutation est aussi auto-reversible. De plus, aucune valeur a` estimer n’est modifie´e. Le
calcul du ratio d’acceptation a (e´quation 4.2) devient :
am=p =
p(zk|X
′
k)
p(zk|Xk)
. (4.13)
4.4.4 Description de la fonction de mesure
A l’instar de la fonction de mesure (e´quation 3.13) utilise´e dans l’algorithme de filtrage
particulaire de´fini en section 3.5, il est ne´cessaire de de´finir ici une fonction de vraisemblance
p(zk|Xk) base´ sur des mesures persistantes. Dans notre cas, le laser permet d’obtenir une mesure
fiable sur l’ensemble de la zone d’observation. La fonction de mesure globale p(zpk|Xk) conside´re
la distance euclidienne entre les mesures laser et l’e´tat a` e´valuer. Soit {zpk,j(l)} l’ensemble des n
points laser conse´cutifs les plus proches d’une cible Xk,j , la fonction de vraisemblance pour une
cible donne´e j est de´crite comme suit :
p(zpk|Xk,j) =
n∏
i=1
(
1− exp
(
−
D(Xk,j, z
p
k,j(i))
2
2σ2D
))
, (4.14)
ou` D(Xk,j, z
p
k,j(i)) est la distance euclidienne entre le vecteur d’e´tat Xk,j et la ie`me mesure
laser zpk,j(i) dans le plan du sol. L’expression globale de la fonction de vraisemblance base´e sur
les mesures laser s’e´crit alors :
p(zpk|Xk) =
∏
j
(1− p(zpk|Xk,j)). (4.15)
De meˆme que pour notre fonction de vraisemblance de´finie au chapitre pre´ce´dent, il serait
judicieux d’utiliser les mesures images p(zsk|Xk,j) (e´quation 3.10) et p(zck|Xk,j) (e´quation 3.12).
Cependant, nous avons fait le choix de ne pas les prendre en compte dans notre fonction de
mesure globale, car le champ de vue de la came´ra ne couvre pas l’ensemble de la zone d’obser-
vation, et il serait donc impossible de suivre les multiples cibles qui ne sont pas pre´sentes dans
le plan came´ra.
Il est ne´cessaire de prendre en compte les interactions des diffe´rentes cibles au sein meˆme du
vecteur d’e´tat. Le mode`le d’interaction utilise´ ici est assez classique. Il consiste a` pe´naliser les
objets en interaction au moyen d’un MRF (pour Markov Random Field) de´fini sur l’ensemble des
cibles du vecteur d’e´tat [Khan et al., 2005]. Ce mode`le permet de diminuer la vraisemblance des
deux cibles qui tendraient a` suivre la meˆme personne, e.g. lorsque deux personnes se croisent.
Le potentiel d’interaction Ψ(Xk,i,Xk,j) de deux cibles Xk,i et Xk,j du meˆme vecteur d’e´tat Xk
est de´fini comme suit :
Ψ(Xk,i,Xk,j) ∝ exp
(
−
1
2
ρ(SXik , S
Xj
k )
)
, (4.16)
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ou` SXik et S
Xj
k repe´sentent les supports respectifs de Xk,i et Xk,j , la fonction ρ mesurant les
similitudes entre les supports. L’argument de l’exponentielle est alors (i) ze´ro si les cibles ne
sont pas en contact, (ii) minimum si elles correspondent parfaitement.
La fonction de vraisemblance unifie´e (e´tape 7 de l’algorihme 4.2) est donc de la forme :
p(zk|Xk) = p(z
p
k|Xk)
∏
i,j∈Ik
Ψ(Xk,i,Xk,j). (4.17)
La fonction de vraisemblance globale permet de ve´rifier : (1) la cohe´rence de l’e´chantillon
vis a` vis des mesures courantes (e´quation 4.15), (2) la cohe´rence des cibles a` l’inte´rieur de
l’e´chantillon (e´quation 4.16).
La figure 4.2 montre le fonctionnement de l’e´chantillonneur MCMC. On peut constater que
la majorite´ des particules est concentre´e sur les diffe´rentes cibles (figures 4.2(c)) de´tecte´es par la
came´ra, le lecteur RFID, le laser ou plusieurs de ces capteurs combine´s (figures 4.2(b)). Il faut
remarquer que quelques fausses cibles sont observe´es dans l’environnement. Elles correspondent
a` des artefacts et bruits des diffe´rents capteurs, i.e. des fausses de´tections, survenus aux ite´rations
pre´ce´dentes. Cependant, leur influence est ne´gligeable au regard des autres cibles e´chantillonne´es
en bien plus grand nombre.
(a) (b) (c)
FIG. 4.2 – De´tail du fonctionnement de l’e´chantillonneur MCMC (haut : donne´es came´ra, bas :
donne´es exprime´es dans le repe`re du robot). (a) Donne´es vision et laser brutes. (b) De´tections de
personnes et carte de saillance associe´e. (c) Particules e´chantillonne´es dans le plan du sol suivant
l’algorithme 4.2 et leur projection sur le plan image.
Les diffe´rents parame`tres du filtre (N , σ(.), NB, M ) ainsi que des coefficients de ponde´ration
(q(m), α, κ(.)) ont e´te´ re´gle´s de manie`re empirique. Leurs valeurs sont recense´es dans la table 4.1.
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Symbole Description Valeur
Nk(= Nk−1) nombre de particules du filtre 100
q(m) fonction de proposition des sauts m ∈ {u, s,a,p} (0.70, 0.10, 0.10, 0.10)
NB nombre d’ite´ration de la phase de Burn in 0.2×N
M nombre d’ite´ration de la phase de Thin out 5
(σx, σy) e´cart-type du mode`le de marche ale´atoire (20, 20)
(σx0 , σy0) e´cart-type de la connaissance a priori (4.9) (450, 450)
α coeff. des fonctions de proposition qm(X
′
k,j |X
′
k,j , zk) (4.7)(4.10) 0.6
(κc, κs, κr, κp, κh) coeff. de ponde´ration des de´tecteurs dans pi(x(i)k |z1k, . . . , zLk ) (0.1, 0.2, 0.2, 0.3, 0.2)
σD dispersion de la vraisemblance laser p(zpk|Xk,j) (4.14) 50
TAB. 4.1 – Valeurs des parame`tres utilise´es pour le suivi multi-personnes.
4.5 Evaluations pre´liminaires et commentaires associe´s
(a) Se´quence #1 impliquant deux personnes, de bre`ves occultations et un arrie`re-plan tre`s encombre´. Le robot
est statique.
(b) Se´quence #2 impliquant jusqu’a` cinq personnes simultane´ment, de bre`ves occultations et un arrie`re-plan tre`s
encombre´. Le robot est en mouvement.
FIG. 4.3 – De´tails des se´quences d’images utilise´es pour l’e´valuation des performances de notre
approche. Chacune des se´quences comprend (1) plusieurs personnes, (2) occultations des cibles,
(3) apparitions/disparitions du champ de vue, (4) de´placements erratiques des acteurs.
L’algorithme de suivi multi-cible a e´te´ prototype´ sur un processeur Pentium Dual Core 1.8GHz
sous Linux a` l’aide de la bibliothe`que OpenCV. Les e´valuations quantitatives et qualitatives
hors-ligne sont ici pre´sente´es. La base de donne´es issues de diffe´rents capteurs contient plu-
sieurs se´quences totalisant plus de 2200 images associe´es a` des donne´es laser et RFID acquises
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de manie`re synchrone. Chacune d’entre elles met en jeu entre trois et cinq personnes au maxi-
mum. Ces donne´es synchrones ont e´te´ acquises depuis nos plateformes dans diverses conditions :
(i) robot statique dans l’environnement (se´quence #1, figure 4.3(a)), (ii) robot dynamique avec
une trajectoire pre´de´finie (se´quence #2, figure 4.3(b)) pour e´valuer les performances de notre
de´marche inde´pendamment de toute taˆche robotique. A notre connaissance, il n’existe aucune
base publique exploitant des donne´es issues de diffe´rents capteurs. De plus, la plupart des bases
connues mettent en œuvre des applications de vide´o surveillance, reposant uniquement sur des
jeux d’images.
Rappelons que nos e´valutations pre´liminaires visent a` valider notre strate´gie de fusion de
donne´es dans le cadre d’un suivi multi-personnes, i.e. au sein d’un filtre particulaireRJ−MCMC.
Notre base de donne´es, dont certaines images cle´s sont pre´sente´es en figure 4.3, montre la diver-
site´ des situations mises en jeu. Elles comprennent plusieurs personnes pre´sentes simultane´ment
autour du robot, des occultations ainsi que des entre´es et des sorties de la zone d’observation du
robot. Afin de ve´rifier la re´pe´tabilite´ du filtre, l’algorithme imple´mente´ a` e´te´ exe´cute´ plusieurs
fois sur chaque se´quence pour l’ensemble des e´valuations.
Tout d’abord, notre strate´gie est illustre´e sur la se´quence #1 i.e. robot arreˆte´, plusieurs per-
sonnes passant devant le robot. La figure 4.4 de´taille le comportement du filtre dans diffe´rentes
situations. Les trajectoires des diffe´rentes cibles sont repre´sente´es. Les trajectoires en vert et ma-
genta correspondent a` des cibles re´elles, alors que celles en rouge ne correspondent a` aucune
personne dans l’environnement i.e. des fantoˆmes.
Au de´part de la se´quence (figure 4.4(a)), la sce`ne est vide, i.e. aucune cible n’est pre´sente.
Apre`s l’entre´e d’une cible (figure 4.4(b)), on remarque que l’utilisation de la fonction de propo-
sition fusionnant les donne´es laser et vision ainsi que la connaissance a priori permet d’e´chantil-
lonner un grand nombre de cibles sur les de´tections. Apre`s plusieurs images (k = 37), deux cibles
se trouvent dans la sce`ne (figure 4.4(c)). On peut alors remarquer que, malgre´ le fait qu’une seule
personne soit de´tecte´e par le laser, les deux cibles (modulo les quelques artefacts de l’environ-
nement) sont localise´es et identifie´es avec succe`s. Au contraire, lorsque de fausses de´tections
apparaissent (figure 4.4(d)), la fonction de mesure, de´crite par l’e´quation 4.17, permet d’invali-
der un saut d’entre´e incohe´rent. Ici, une fausse de´tection RFID, apparemment duˆ a` des re´flexions
dans l’environnement est observable en bleu sur la figure 4.4(d). De meˆme, la sortie effective
d’une cible de la sce`ne (figure 4.4(e)) n’intervient que quelques instants apre´s sa sortie re´elle.
L’e´valuation des performances quantitatives de la strate´gie imple´mente´e a e´te´ re´alise´e sur
la base de donne´es pre´sente´e figure 4.3. Deux crite`res classiquement utilise´s dans la litte´rature
[Bardet and Chateau, 2008] pour e´valuer ce type d’algorithme ont e´te´ choisis : le taux de suivi,
et le taux de fantoˆmes.
– Le taux de suiviRsuivi,k permet d’e´valuer la capacite´ de l’algorithme a` effectivement suivre
une cible, i.e. les vrais-positifs. Il est de´fini a` l’instant k par :
Rsuivi,k =
1
Ik
∑
j
δsk(j) (4.18)
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(a) k = 0
(b) k = 2
(c) k = 37
(d) k = 42
(e) k = 75
FIG. 4.4 – Images cle´s de la se´quence #1. Premie`re colonne : Carte de saillance des de´tections
RFID (bleu) et laser (vert) et de la connaissance a priori (rouge). Deuxie`me colonne : Images
associe´es issues de la came´ra et projection du nuage de particules e´chantillonne´es dans le plan
image. Troisie`me colonne : repre´sentation du nuage de particules e´chantillonne´es et des trajec-
toires des cibles dans le plan du sol. Le champ de vue de la came´ra est repre´sente´ par la zone
grise´e.
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ou` δsk(j) = 1 si la personne Xk,j est correctement suivie a` l’instant k, 0 sinon, et Ik est le
nombre re´el de personnes pre´sentes dans la sce`ne a` l’instant k.
– Le taux de fantoˆmes Rghost,k repre´sente les e´checs du suivi relatifs aux fausses de´tections,
i.e. les faux positifs. Il est de´fini a` l’instant k comme suit :
Rghost,k =
1
Ik
∑
j
δ
g
k(j) (4.19)
ou` δ
g
k(j) = 1 si la cible ne correspond a` aucune personne re´elle et est pre´sente dans plus
de 3 cycles successifs.
De plus, afin de ve´rifier la pertinence des lois de proposition de´crites dans la section 4.4.3,
nous proposons de calculer le ratioReff,k relatif au nombre d’e´ve`nements effectivement accepte´s
lors de l’e´tape 8 de l’algorithme 4.2. Ce ratio est de´crit par :
Reff,k =
1
NB +MNk
NB+MN∑
i=1
acc(X
(n)′,i
k ), (4.20)
ou` acc(X
(n)′,i
k ) = 1 si la proposition X
(n)′,i
k a` l’ite´ration i de la chaıˆne est accepte´e a` l’e´tape 8 de
l’algorithme 4.2.
La table 4.2 pre´sente des e´valuations quantitatives sur notre base de donne´es synchrones. Les
re´sultats pre´sente´s donnent les taux moyens et leur e´cart-type pour des e´valuations utilisant :
(1) uniquement les donne´es laser (table 4.2(a)), (2) les donne´es laser et vision (table 4.2(b)), (3)
les donne´es laser, vision et RFID (table 4.2(c)). Chaque se´quence a e´te´ e´value´e se´pare´ment afin
de comparer les diffe´rences de comportement du filtre dans des contextes impliquant un robot
statique ou non.
Les premiers re´sultats issus de l’imple´mentation de l’algorithme RJ−MCMC pour le suivi
multi-sensoriel multi-personnes sont encourageants. En effet, le taux moyen de suivi estRsuivi =
0.93 pour la me´thode de fusion de donne´es laser/vision/RFID, ce qui signifie qu’une cible re´elle
est correctement suivie la plupart du temps alors que le syste`me n’utilisant que les donne´es
laser a un taux moyen de suivi de Rsuivi = 0.75, du fait que le laser ne permet pas de de´tecter
syste´matiquement une cible i.e. lorsqu’une seule jambe est de´tecte´e. Le comportement du filtre
reste cependant assez stable d’une e´valuation a` l’autre (σRsuivi = 0.09).
Les limitations portent sur les faux positifs dont le taux reste non ne´gligeable (Rghost = 0.15)
pour le syste`me n’utilisant que les donne´es laser. En effet, comme explique´ pre´ce´demment, les
fausses de´tections entraıˆnent l’apparition de cibles fictives (ou fantoˆmes) dans la sce`ne. L’apport
de mesures comple´mentaires (au niveau des de´tections) comme la vision ou le RFID permet de
re´duire ce taux (Rghost = 0.06). De plus, un re´glage plus fin des diffe´rents parame`tres libres
pourrait ame´liorer sensiblement ces re´sultats.
Une observation plus fine des re´sultats, notamment ceux concernant la fusion de donne´es (la-
ser/vision table 4.2(b) vs. laser/vision/RFID table 4.2(c)), permet de mettre en e´vidence l’apport
de la fusion multi-capteurs i.e. le capteur visuel et le capteur RF. En effet, il semble que, dans
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(a) Laser
Se´quence teste´e Rsuivi Rghost Reff
µ σ µ σ
Se´quence #1 0.74 0.07 0.15 0.04 0.81
Se´quence #2 0.76 0.12 0.16 0.03 0.77
Total 0.75 0.10 0.15 0.04 0.79
(b) Laser + vision
Se´quence teste´e Rsuivi Rghost Reff
µ σ µ σ
Se´quence #1 0.86 0.08 0.10 0.03 0.87
Se´quence #2 0.89 0.11 0.11 0.02 0.85
Total 0.87 0.09 0.10 0.02 0.86
(c) Laser + vision + RFID
Se´quence teste´e Rsuivi Rghost Reff
µ σ µ σ
Se´quence #1 0.92 0.09 0.05 0.03 0.89
Se´quence #2 0.95 0.10 0.07 0.02 0.88
Total 0.93 0.09 0.06 0.02 0.89
TAB. 4.2 – Re´sultat des e´valuations quantitatives du suivi multi-cibles.
notre contexte, l’ajout des de´tections visuelles et RFID permettent d’ame´liorer significativement
les performances au regard de la me´thode n’utilisant que les donne´es laser. De plus, la multipli-
cation des de´tecteurs permet de d’accroıˆtre significativement le nombre de cibles accepte´es lors
de la ge´ne´ration de la chaıˆne (Reff = 0.89 pour la strate´gie (c) contre 0.86 pour la strate´gie (b)
et 0.79 pour la strate´gie (a)). Il est donc possible de re´duire les e´tapes de burn in et thin out en
conse´quence, car la chaıˆne de Markov converge beaucoup plus rapidement vers la distribution a
posteriori graˆce a` l’utilisation de fonctions de proposition multi-sensorielles.
4.6 Conclusion
Ce chapitre a pre´sente´ nos de´veloppement re´alise´s en fin de the`se sur le suivi multi-cible
depuis une plateforme mobile. Ces de´veloppements sont un premier pas vers l’e´vitement de
cibles mobiles et plus ge´ne´ralement dans notre contexte de suivi de personnes en environnement
encombre´ tel que nous l’avons de´fini au chapitre 1.
Les e´valuations pre´sente´es ici e´tant pre´liminaires, la principale contribution de ce chapitre
consiste en l’utilisation de donne´es multi-sensorielles he´te´roge`nes au sein d’un filtre a` parti-
cules multi-cibles base´ sur une me´thode RJ−MCMC. Les premie`res e´valuations semblent pro-
metteuses quant a` l’utilisation d’une fonction de proposition multimodale dans la gestion des
diffe´rents sauts. En effet, la fusion des donne´es issues des diffe´rents capteurs permet de focaliser
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l’e´chantillonnage des diffe´rentes cibles sur les zones pertinentes de l’espace d’e´tat. L’observation
des re´sultats quantitatifs permet de supposer une convergence plus rapide de la chaıˆne de Mar-
kov vers la distribution de probabilite´ a` e´chantillonner i.e. une diminution du nombre d’ite´rations
en phases de burn in et thin out. Des e´valuations permettant de confirmer cette hypothe`se et de
quantifier les gains en temps de calcul sont en cours.
A l’instar du filtre particulaire imple´mente´ au chapitre 3, le filtre particulaire RJ−MCMC
reste robuste aux occultations sporadiques et aux artefacts de l’environnement, meˆme si le nombre
de “fantoˆmes” peut eˆtre ame´liore´.
Bien e´videmment, plusieurs travaux et investigations sont en cours concernant le suivi multi-
sensoriel multi-personnes depuis une plateforme mobile.
Tout d’abord, il parait inte´ressant d’e´tudier une fonction de mesure combinant diffe´rents at-
tribus. En effet, le champ de notre came´ra e´tant tre`s restreint, il ne nous est pas possible d’utiliser
les mesures images persistantes de´finies au chapitre pre´ce´dent i.e. une distribution de couleur. Or
elle nous permettrait de diffe´rencier les diffe´rentes cibles de manie`re plus robuste lors des occul-
tations, ce que ne permet pas le laser. En conse´quence du point pre´ce´dent, il serait judicieux de
changer la focale de notre capteur visuel afin de couvrir un champ de vue plus large. Dans cette
optique, pourquoi ne pas utiliser une came´ra panoramique ou de type “fish-eye” pouvant couvrir
un angle de vue jusqu’a` 180◦.
De meˆme l’apport de mesures plus robustes base´es sur la vision permettrait de s’affranchir
du RFID, car il est difficilement concevable d’e´quiper l’ensemble des passants d’un badge RFID.
Dans notre contexte, seul l’utilisateur serait alors e´quipe´ d’un badge RF.
Chapitre 5
Inte´grations et e´valuations robotiques
La finalite´ de nos travaux est de permettre a` un robot assistant d’interagir de manie`re na-
turelle avec son utilisateur par son positionnement aux alentours de ce dernier et de partager
harmonieusement l’espace avec les passants. En effet, si le robot conserve en permanence une
distance sociale avec son utilisateur, il sera en mesure d’interagir plus facilement avec ce dernier
lorsque le besoin s’en fera sentir.
Ce chapitre traite de l’inte´gration des diffe´rentes fonctionnalite´s de´crites dans les chapitres
pre´ce´dents au sein de plateformes robotiques. Le but de ce chapitre est donc de de´montrer l’utilite´
de telles fonctions dans le cadre d’interactions Homme / Robot par le biais de de´monstrations
comple`tes, exploitant aussi bien les capacite´s intrinse`ques du robot que les fonctionnalite´s de
perception de l’homme pour l’interaction Homme / Robot que nous avons pre´sente´es. En effet,
bien qu’un grand nombre de travaux existent sur la perception de l’homme en milieu encombre´
(cf. sections 2.1.2, 2.2.2, 3.1, 4.1), peu d’entre eux ont abouti a` des inte´grations et e´valuations
dans un contexte environnemental dynamique et encombre´. Pour notre part, et bien que cela`
repre´sente un investissement conse´quent en terme de temps de travail, nous attachons une grande
importance a` cette phase d’inte´gration qui permet de valider nos fonctionnalite´s et valoriser nos
travaux. Nous visons a` rendre nos modules aussi ge´ne´riques que possibles pour leur permettre
d’eˆtre utilise´s sur diffe´rentes plateformes et cherchons de´montrer la pertinence de nos fonctions
au travers de de´monstrations robotiques.
Ce chapitre est structure´ comme suit. La section 5.1 rappelle les diffe´rents contextes d’ap-
plication de notre syste`me au travers des plateformes et des outils utilise´s pour son inte´gration.
La section 5.3.1 de´taille l’inte´gration du syste`me de suivi d’utilisateur au sein d’une taˆche robo-
tique de suivi de personne alors que la section 5.4 met en jeu le suivi multi-cible dans une taˆche
d’e´vitement de personnes. La section 5.5 conclut ce chapitre en rappelant nos contributions et en
e´nonc¸ant quelques perspectives.
5.1 Plateformes robotiques et contextes applicatifs
Etant donne´ notre cadre applicatif, la validation de nos travaux passe logiquement par leur
inte´gration sur des plateformes robotiques et leur e´valuation a` travers diffe´rents sce´narii. Nous
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allons donc de´crire ici les robots ainsi que les outils utilise´s pour l’inte´gration.
5.1.1 Plateformes robotiques
Cette sous-section a pour but de pre´senter les plateformes robotiques sur lesquelles nous
avons imple´mpente´ et e´value´ les travaux de´crits dans les chapitres pre´ce´dents. Pre´cisons que
l’inte´gration de nos travaux sur plusieurs plateformes se justifie par notre volonte´ de ge´ne´ricite´
qui seule prouve que notre approche et nos modules sont robustes a` un grand nombre de situations
Le robot-assistant LAAS : Rackham
(a) Rackham
ωr
vr
(b) Actionneurs
de Rackham
FIG. 5.1 – De´tail de la
plateforme Rackham.
Rackham est un robot guide de´veloppe´ dans le but d’assister des
personnes dans un muse´e. Tous ses capteurs permettent a` Rackham
d’agir en tant que robot de services dans un lieu public. En effet, il em-
barque de nombreux capteurs lui confe´rant de bonnes capacite´s d’in-
teraction Homme / Robot. De plus, sa physionomie lui permet de na-
viguer aise´ment dans une foule de personnes alors que sa base non
holonome est un atout pour l’interaction Homme / Robot du fait que
ses capteurs font toujours face a` la personne avec laquelle il interagit.
Rackham a principalement e´te´ utilise´ comme plateforme de test pour
nos de´veloppements.
Rackham est une plateforme mobile B21r de iRobot (figure 5.1(a)).
Il est constitue´ d’une base mobile de 52cm de hauteur et d’un corps
cylindrique de 118cm inte´grant deux PC et surmonte´ d’un maˆt. Ses
e´quipements standards ont e´te´ e´tendus avec :
– un e´cran tactile,
– une paire de haut-parleurs,
– un gyroscope,
– une camera firewire monte´e sur un platine orientable de´die´e a` la
perception de l’utilisateur,
– une came´ra Pan-Tilt-Zoom analogique de´die´e a` la de´tection des
passants,
– un laser avec un champ de vue de 180◦ oriente´ vers l’avant,
– le syste`me RFID de´crit en section 2.2.
Les de´placements de Rackham sont assure´s par quatre roues orien-
tables (figure 5.1(b)). L’orientation de ces roues, rigidement lie´es les
unes aux autres, permet d’orienter le corps de Rackham alors que leur
actionnement conjoint lui permet de se mouvoir.
Quatre valeurs peuvent eˆtre controˆle´es pour permettre au robot de
re´aliser une taˆche de´finie : les vitesses pan et tilt de la platine (ωp, ωt)
permettant d’orienter la came´ra, et les vitesses line´aire et angulaire de
la plateforme (vr, ωr) permettant de de´placer le robot.
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Dans nos e´valuations, Rackham est alors utilise´ pour re´aliser des taˆches robotiques relatives
a` son domaine d’application i.e. (i) accompagner l’utilisateur dans un lieu public, (ii) e´viter les
personnes se trouvant dans son voisinage imme´diat.
Le caddie CommRob : Inbot
Inbot est un caddie dit “intelligent”, de´veloppe´ dans le cadre du projet europe´en CommRob
(cf chapitre 1. Cette plateforme (figure 5.2) est de´veloppe´e par FZI (Karlsruhe, Allemagne) et est
utilise´e dans diverses de´monstrations avec des environnements de types supermarche´. Ce cadre a
e´te´ choisi pour les situations qu’il ge´ne`re qui sont a` la fois courantes et habituelles pour l’homme,
mais qui se de´roulent dans des environnements encombre´s et fortement dynamiques. Le roˆle du
robot est alors de pouvoir remplir les meˆmes missions qu’un caddie classique, a` la diffe´rence
pre`s qu’il est motorise´. Les mouvements du robots peuvent alors eˆtres induits par une interaction
physique au travers d’une poigne´e haptique ou bien par une interaction sans contact au travers de
l’interface perceptuelle embarque´e que nous proposons. Inbot a e´te´ majoritairement utilise´ pour
les besoins du projet CommRob, en tant que plateforme d’inte´gration.
FIG. 5.2 – Inbot.
Le robot est pourvu de deux PC industriels dont l’un est de´die´
aux mouvements du robot et l’autre a` la perception de l’homme
ainsi que d’un PC tactile de´die´ a` l’interface Homme / Machine.
De plus, pour l’interaction Homme / Robot, le robot est e´quipe´
entre autre de :
– une poigne´e haptique,
– deux lasers ayant un champ de vue de 270◦ chacun,
– le syste`me RFID de´crit en section 2.2,
– un syste`me de came´ras ste´re´o monte´ sur une platine orien-
table.
La plateforme Inbot est une base holonome capable de se
de´placer dans toutes les directions. Ces mouvements sont ob-
tenus par l’action conjointe des quatres roues inde´pendantes
pre´sente´es figure 5.3(f). En fonction du sens et de la vitesse de
rotation relative des roues, il est possible de ge´ne´re´ diffe´rents
mouvements dont les plus e´le´mentaires sont pre´sente´s sur les fi-
gures 5.3(a)-(e).
Les de´placements de Inbot sont alors controˆle´s au moyen de trois valeurs : les vitesses
line´aires (vrx , vry) permettant une translation du robot suivant les axes x (vers l’avant) et y (sur
le coˆte´), et la vitesse angulaire ωr. De plus, a` l’instar de Rackham, les mouvements de la platine
orientable sont controˆle´s graˆce aux vitesses pan et tilt (ωp, ωt).
Dans nos e´valuations, Inbot est alors utilise´ pour re´aliser les taˆches robotiques relatives a` son
domaine d’application de´crit en section 1.2 i.e. (i) le following mode (suivi de personne), (ii) le
guiding mode (guidage de personnes).
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(a) Avant (b) Coˆte´ (c) Diagonal (d) Courbe (e) Rotation (f) Roues de Inbot
FIG. 5.3 – Modes de de´placements de la plateforme Inbot.
5.1.2 Environnements de de´veloppements logiciels
La figure 5.4 rappelle l’architecture ge´ne´rale du syste`me de perception propose´e au cha-
pitre 1. Chaque robot imple´mente alors ces diffe´rentes fonctionnalite´s au sein de l’architecture
logicielle et mate´rielle qui le caracte´rise.
Camera Micro RFID Laser ...
Détection, Localisation, Identification
Fusion multimodale de données hétérogènes
Asservissement visuel
conjointes
Actions
Interaction
H
om
m
e / R
obot
A
nalyse
Spatio−tem
porelle
Suivi
multi−cible
Evitement
d’obstacles
Suivi
mono−cible
A
nalyse spatiale
FIG. 5.4 – Description ge´ne´rique de l’architecture des fonctionnalite´s perceptuelles a` inte´grer.
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GenoM
(a) Description ge´ne´rique d’un module
GenoM
(b) Description ge´ne´rique d’un module
MCA
(c) Description ge´ne´rique d’un groupe
MCA
FIG. 5.5 – De´tail sche´matique
des diffe´rentes environnements de
de´veloppement.
Dans le domaine de la conception d’architecture de
controˆle pour l’autonomie des robots, le poˆle Robo-
tique et Intelligence Artificielle du LAAS-CNRS uti-
lise et de´veloppe l’outil GenoM (pour Ge´ne´rateur de
modules ou GENenrator Of Modules) [Alami et al.,
1998]. Ce dernier permet de ge´ne´rer automatiquement
des composants logiciels temps-re´el en s’appuyant sur
un langage de description de composants (interfaces,
proprie´te´s temporelles, incompatibilite´s entre services,
etc...) et un langage de programmation (C/C++). Graˆce
a` cette description, la partie algorithmique du compo-
sant est, entre autres, interface´e automatiquement aux
couches de communication.
Le superviseur [Clodic et al., 2005] est une couche
de haut niveau destine´e a` se servir des informations
renvoye´es par les diffe´rent modules fonctionnant en
paralle`les sur le robot afin de prendre des de´cisions
concernant le comportement de ce dernier. Ses prises
de de´cisions se traduisent par l’envoi de requeˆtes a`
exe´cuter aux diffe´rents modules concerne´s par la taˆche
en cours.
Chaque module (figure 5.5(a)) de´crit :
1. une (ou plusieurs) taˆche d’exe´cution permettant
l’exe´cution d’une routine principale,
2. des requeˆtes permettant d’imple´menter une inter-
face de´die´e a` la re´ception de commandes depuis
un superviseur, un autre module ou un utilisateur,
3. des posters exportant les donne´es issues du mo-
dule en question et ne´cessaires (i) a` l’exe´cution
d’autres modules, (ii) a` la compre´hension du
contexte ge´ne´ral par le superviseur.
MCA2
MCA2 (ou Modular controller architecture ver-
sion 2 pour Architecture de controˆle modulaire) est un
logiciel ayant pour but de produire des programmes
de controˆle pour les robots autonomes. MCA est un
syste`me modulaire, temps-re´el pour le controˆle de ro-
bots ou autre type de mate´riels. L’utilisation de compo-
90 CHAPITRE 5. INT ´EGRATIONS ET ´EVALUATIONS ROBOTIQUES
sants logiciels portables est un aspect important pour le de´veloppement et la re´alisation de robots.
Des composants re´utilisables avec une interface standardise´e permettent une extension plus aise´e
des architectures. MCA2 permet donc de re´aliser de tels composants logiciels.
Chaque module est structure´ de la meˆme manie`re (figure 5.5(b)). Il comprend cinq inter-
faces : quatre d’entre elles permettent la connection vers d’autres modules situe´s “au-dessus” ou
“au-dessous” dans l’architecture. Dans chaque direction, il existe une interface pour la re´ception
de donne´es (input) et une autre pour l’envoi de donne´es (output). Une autre interface consiste
a` permettre la lecture et la modification de parame`tres internes au module, meˆme pendant son
exe´cution. De plus, chaque module imple´mente deux fonctions : sense() et control(). Ces fonc-
tions sont responsables du comportement du modules en re´ponse aux donne´es rec¸ues.
Au sein de MCA2, chaque module fourni donc une interface simple et normalise´e. Les mo-
dules de´veloppe´s sont alors connecte´s par des “edges” permettant les e´changes de donne´es. De
plus, plusieurs modules peuvent eˆtre combine´s au sein d’un groupe qui agit comme un simple
module mais avec un comportement plus e´volue´ (figure 5.5(c)).
Ce type d’environnement de de´veloppement a e´te´ utilise´ dans le cadre du projet CommRob.
5.2 Imple´mentation
5.2.1 La bibliothe`que libVision
Dans le but de capitaliser l’ensemble des de´veloppements relatifs a` la perception de l’homme
depuis une plateforme mobile, nous avons regroupe´ les fonctionnalite´s perceptuelles de´crites
dans ce manuscrit au sein d’une bibliothe`que logicielle. Cette bibliothe`que se compose de diffe´-
rentes parties :
– Les primitives de de´tection : de´tecteur de visages de Viola et al., de´tecteur visuel de per-
sonnes de´crit en section 2.3.2, segmentation de pixels de couleur peau, de´tection laser de
personnes (section 2.3.1), de´tection RFID (section 2.2), et d’autres de´tecteurs qui n’ont pas
e´te´ utilise´s dans nos travaux, tels que la segmentation de zones en mouvements ;
– Les fonctions de´die´es au filtrage : algorithmes SIR,CONDENSATION, ICONDENSATION,
MCMC et RJ−MCMC ainsi que les fonctions telles que le re´e´chantillonnage des parti-
cules et le calcul des estime´s MMSE et MAP ;
– Les fonctions de mesures : les mesures de distributions de couleurs et de contour de´crites
en section 3.5, ainsi que la mesure laser de´crite en section 4.4.4 ;
– Les algorithmes de classification et d’apprentissage : apprentissage de bases ACP et AFD,
apprentissage SVM, fonctions de projection dans un sous-espace ainsi que les diffe´rents
algorithmes de classifications de´crits en section 2.1 ;
– Les algorithmes de suivi : constructions des cartes de saillances base´es sur les de´tections,
algorithmes d’e´chantillonnage et fonctions de mesures globales ;
– Les fonctions ge´ome´triques : triangulation, projection de points 3D dans le plan image ...
Ces fonctions, bien qu’elles n’aient pas e´te´ utilise´es dans nos approches, ont e´te´ imple´-
mente´es pour de possibles extensions au 3D.
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Cette bibliothe`que de fonctions perceptuelles a e´te´ conc¸ue dans le but d’eˆtre e´tendue au fur et
a` mesure des de´veloppements. Elle contient aussi une section de programmes de tests. L’utilite´
d’une telle bibliothe`que re´side dans le fait qu’elle permet de tester les fonctions et algorithmes
sur des se´quences hors-ligne avant d’inte´grer ces meˆmes fonctions au sein d’une architecture
plus spe´cifique comme il nous a fallut le faire pour GenoM et MCA2.
5.2.2 Inte´gration sur le robot Rackham
Dans les e´valuations qui vont suivre, nous nous focalisons sur les modules pre´sente´s dans
la figure 5.6, i.e. HumTrack, HumPos, RFID et Visuserv qui imple´mentent respectivement
l’identification et le suivi de l’utilisateur, la de´tection et le suivi multi-personnes, la localisation
de badges RFID et la boucle d’asservissement visuel. La fusion des donne´es issues des modules
Camera et RFID est faite au sein du module HumTrack du fait que la vision constitue le
capteur “central” du processus alors que la fusion de donne´es ne´cessaire au suivi multi-cibles
(i.e. came´ra et laser) est faite au niveau du module HumPos. Les de´placements de la came´ra
ainsi que du robot sont calcule´s par Visuserv qui controˆle les deux modules effecteurs i.e.
Platine et Rflex. Ces modules ont e´te´ imple´mente´s dans GenoM a` l’aide de la bibliothe`que
OpenCV utilise´e pour les primitives bas niveau e.g. extraction de contours, de´tection de visages
et interface´s a` notre bibliothe`que libVision. L’ensemble du syste`me fonctionne a` une fre´quence
moyenne de 6 Hz.
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FIG. 5.6 – Modules implique´s dans l’inte´gration des fonctionnalite´s de´crites.
Cette architecture sera mise en œuvre lors des e´valuations relatives au taˆches robotiques de
suivi et d’e´vitement de personnes.
5.2.3 Inte´gration sur le trolley Inbot
Dans le cadre du projet CommRob, les modules ne´cessaires a` l’interaction Homme / Ro-
bot ont e´te´ de´veloppe´sau moyen de MCA2. Les modules mis en œuvre ont e´te´ regroupe´s en
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diffe´rent niveau suivant leur fonctionnalite´s (figure 5.7(a)). Ainsi, coexistent (1) une couche
de Communication visant a` recevoir des commandes et transmettre des e´ve`nements via une
connexion TCP, (2) une couche User Tracking (figure 5.7(b)) imple´mentant les algorithmes
de perception sur l’homme, et (3) une couche Servoing (figure 5.7(c)) permettant de comman-
der la platine et le robot en fonction des donne´es issues de la couche de suivi.
(a) Architecture ge´ne´rale des modules
MCA2.
(b) De´tail des modules du groupe User
Tracking.
(c) De´tail des modules du groupe
Servoing.
A l’instar de l’architecture mise en place sur le robot
Rackham, le module HumTrack fusionne les donne´es
issues des modules Camera et RFID. Pour les be-
soins du projet, d’autres modules ont e´te´ de´veloppe´s
mais ne seront pas de´taille´s dans nos e´valuations
tels que Gest, de´die´ au suivi et a` l’interpe´tation de
gestes, et PersonLearning re´alisant l’apprentis-
sage en ligne de l’utilisateur d’apre`s les techniques
d’apprentissage de visages de´crites au chapitre 2.
Le groupe UserTracking est commande´ controˆle´
par deux commandes (ControllerInput) permettant de
mettre en marche le suivi de personnes (AttachUser)
ou de l’arreˆter (DettachUser). Ce meˆme groupe
exporte diffe´rentes donne´es (ControllerOutput) telles
que la position de l’utilisateur dans l’image, la posi-
tion approximative du badge RFID. De plus, le groupe
UserTracking utilise les donne´es de position de la
platine (SensorInput) et exporte l’e´tat du suivi donnant
une information sur le contact visuel avec l’utilisateur
(SensorOutput).
Le groupe de modules Servoing regroupe lui, les
modules relatifs a` l’asservissement visuel et a` la com-
mande des actionneurs du robot, a` savoir VisuServ
et PTU. Le module PTU controˆle les mouvements
de la platine alors que le module VisuServ cal-
cule les diffe´rentes vitesses des actionneurs en focntion
des donne´es qu’il rec¸oit (ControllerInput) du groupe
UserTracking. Les commandes des actionneurs du
robot sont exporte´es vers d’autres modules de l’archi-
tecture (ControllerOuput).
L’ensemble des modules pre´sente´s ci-dessus ont e´te´ de´veloppe´s pour les besoins du projet et
sont base´s sur les bibliothe`ques OpenCV et libVision.
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5.3 Asservissement visuel pour le suivi de l’utilisateur
Nous allons dans un premier temps traiter du proble`me de suivi de personne. Dans ce but,
nous utilisons les donne´es issues du traqueur de´fini au chapitre 3 ainsi que celles issues du
syste`me RFID de´fini en section 2.2. Nous allons d’abord pre´senter la strate´gie de controˆle uti-
lise´e avant de de´tailler les diffe´rentes lois de commande choisies. Des e´valuations, aussi bien
qualitatives que quantitatives, seront ensuite mene´es afin de valider l’inte´gration de la fusion de
donne´es he´te´roge`nes pour le suivi multimodal de l’utilisateur. Bien que le travail pre´sente´ dans
la section 5.3.1 n’ait pas e´te´ re´alise´ dans le cadre de cette the`se (travaux de Noureddine Ouadah),
sa pre´sentation est ne´cessaire a` la compre´hension des e´valuations de la taˆche robotique globale
qui vont suivre.
5.3.1 Loi de commande base´e capteurs pour la taˆche de suivi de personne
Notre but est de calculer les vitesses des actionneurs de chaque robot, i.e vr, ωr, ωp, ωt, afin
que le robot puisse re´aliser sa taˆche de manie`re efficace et suˆre. Plusieurs strate´gies de controˆle
sont disponibles dans la litte´rature. Dans notre cas ou` la vision est conside´re´e comme le capteur
principal, il paraıˆt naturel de conside´rer les me´thodes d’asservissement visuel [Espiau et al.,
1992; Corke, 1996]. Ces techniques permettent de commander un grand nombre de syste`mes
robotiques graˆce aux images issues d’une (ou plusieurs) came´ra(s). Cependant, meˆme si ces
techniques sont utilise´es dans un grand nombre d’applications, la litte´rature ne pre´sente que peu
de travaux concernant le proble`me d’un asservissement multi-capteur applique´ a` la perception de
l’homme. Notre ide´e est d’utiliser a` la fois les donne´es issues du traqueur visuel et les donne´es
RFID pour construire notre loi de commande. Nous avons choisi de de´finir chacune des lois
de commande se´pare´ment afin de de´coupler au mieux les diffe´rents degre´s de liberte´ relatifs au
positionnement de la came´ra. L’analyse de la structure du robot montre que ωr et ωp, relatifs
respectivement a` la vitesse angulaire du robot et a` la vitesse en pan de la platine, ont le meˆme
effet sur les mouvements de la cible dans l’image. Meˆme si cette proprie´te´ peut eˆtre utilise´e pour
d’autres objectifs, e.g. l’e´vitement d’obstacles (traite´ en section 5.4), nous avons dans un premier
temps choisi de fixer ωp a` ze´ro afin de controˆler la position horizontale de la cible dans l’image
graˆce a` un seul controˆleur. De plus l’utilisation de ωr au lieu de ωp permet d’orienter l’ensemble
de la plateforme vers la cible (plutoˆt qu’uniquement la came´ra) ce qui ame´liore les conditions
d’interaction du point de vue de l’utilisateur.
Notre but est donc de de´finir trois controˆleurs (vr, ωr, ωt) afin d’orienter la came´ra et de faire
bouger le robot, de telle manie`re que la personne cible est toujours dans le champ de vue du
robot a` une distance sociale du robot. A cet effet, nous utilisons les donne´es issues du traqueur
i.e. les coordonne´es de la personne cible dans l’image (ugc, vgc) et son e´chelle associe´e sgc qui
caracte´rise vaguement la distance Homme / Robot. De ces donne´es, nous pouvons de´finir une
fonction d’erreur Eptv a` faire tendre vers ze´ro :
Eptv =
(
Eu Ev Es
)T
=
(
ugc − u
∗ vgc − v
∗ sgc − s
∗
)T
,
ou` u∗ et v∗ repre´sentent le centre de l’image et s∗ une e´chelle pre´de´finie correspondant a` une
distance sociale acceptable anote´e dsuivi.
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Eu repre´sente l’erreur en abscisse dans l’image et peut alors eˆtre re´gule´e a` ze´ro en agissant
sur la vitesse angulaire du robot ωr, Ev correspond a` l’erreur en ordonne´e dans l’image est peut
donc eˆtre re´gule´e a` ze´ro en agissant sur la vitesse en tilt de la platine ωt et Es correspond a`
l’erreur en e´chelle re´gule´e a` ze´ro par l’action sur la vitesse line´aire du robot vr. Nous pouvons
alors de´finir trois controˆleurs PID (pour Proportionnel, Inte´gral, De´rive´) comme suit :

ωr = KppEu +Kip
∫
Eudt+Kdp
dEu
dt
ωt = KptEv +Kit
∫
Evdt+Kdt
dEv
dt
vr = KpvEs +Kiv
∫
Esdt+Kdv
dEs
dt
(5.1)
Les gains de controˆle (Kpp, Kip, Kdp) (respectivement, (Kpt, Kit, Kdt) and (Kpv, Kiv, Kdv))
sont de´termine´s empiriquement et assurent la stabilite´ du syste`me.
FIG. 5.7 – Comportement du robot
base´ sur les de´tections RFID.
Cependant, ces lois ne peuvent eˆtre utilise´es unique-
ment lorsque le contact visuel entre l’utilisateur et le robot
existe i.e. lorsque l’utilisateur est dans le champ de vue du
robot. Lorsque la personne cible est perdue, il n’est alors
plus possible d’appliquer ces lois de commande. Nous pro-
posons alors d’utiliser les informations issues du syste`me
RFID, a` savoir la distance dtag et l’orientation θtag de l’uti-
lisateur afin de controˆler le robot. L’ide´e est alors d’orien-
ter la came´ra en direction du badge afin que le traqueur
puisse retrouver l’utilisateur dans le champ de vue de la
came´ra. Le comportement du robot est alors de´crit dans la
figure 5.7. Dans ce but, nous appliquons simplement une
vitesse angulaire constante ω0r en ωr. La vitesse en tilt ωt est commande´e dans le but de ramener
l’angle de la platine a` sa position d’origine. De plus, nous appliquons une vitesse line´aire au
robot de´pendant de dtag et θtag. Dans ce but, nous essayons de satisfaire la contrainte relative a`
la conservation de la distance sociale dsuivi1, malgre´ la perte du contact visuel. Le robot est alors
maintenu dans le proche voisinage de l’utilisateur afin de faciliter la reprise du contact visuel.
Ensuite, lorsque le contact visuel avec la personne cible est a` nouveau possible, la strate´gie de
controˆle base´e sur les donne´es du traqueur de´finie pre´ce´demment reprend. Il faut alors noter que
la continuite´ de la loi de commande est assure´e lors du changement de comportement entre le
controˆle base´ sur les RFID et celui base´ sur la vision. En effet, la vitesse line´aire du robot est
modifie´e progressivement afin d’atteindre la valeur de´sire´e. De meˆme, la continuite´ des lois rela-
tives a` ωr et ωt n’est pas ge´re´e de manie`re explicite car toutes deux correspondent a` des syste`mes
suffisamment re´actifs.
5.3.2 Expe´rimentations sur Rackham et discussions associe´es
Une campagne d’expe´rimentation a e´te´ re´alise´e dans notre salle robotique (4 × 5 m2) en
pre´sence de nombreuses personnes afin de valider l’approche propose´e. Rappelons que notre
1La distance dtag fournie par le syste`me RFID n’e´tant pas tre`s pre´cise.
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objectif est d’effectuer une taˆche consistant a` accompagner une personne novice, e´quipe´e d’un
badge RFID, dans un lieu dynamique, naturel et encombre´ en respectant les contraintes im-
pose´es : (i) l’utilisateur doit toujours eˆtre centre´ dans l’image et (ii) une distance dsuivi = 2m
doit eˆtre maintenue entre l’utilisateur et le robot. Pendant ces e´valuations, pour des raisons de
se´curite´, les vitesses line´aires et angulaires du robot ont e´te´ limite´es a` respectivement 0.4m.s−1
et 0.6rad.s−1. Ces valeurs sont compatibles avec les de´placements de l’utilisateur2.
FIG. 5.8 – Exe´cution classique d’une taˆche robotique de suivi sans obstacles : la ligne pleine
rouge (resp. pointille´e bleue) repre´sente les positions du robot (resp. de l’utilisateur), alors que
les lignes violettes montrent la direction de la came´ra.
La figure 5.8 de´crit l’environnement dans lequel e´volue Rackham, la trajectoire pre´de´finie de
l’utilisateur ainsi que la trajectoire du robot re´sultant de l’exe´cution de la taˆche robotique dans
un tel environnement. De nombreuses se´ries de tests ont e´te´ effectue´es selon le sce´nario suivant :
un visiteur entre dans la salle au niveau du point #1 et prend un badge RFID. L’utilisateur va
ensuite vers le point #2 avant de continuer vers le point #4 via le point #3. Il attend ensuite le
robot avant de retourner au point #1 afin de quitter la salle. Durant tout le trajet de #1 a` #4,
Rackham devra accompagner la personne en restant derrie`re elle, alors que durant le trajet retour
(de #4 a` #1) Rackham restera devant l’utilisateur en tentant de conserver au mieux une distance
sociale acceptable i.e dsuivi.
Dans ces conditions nominales, la figure 5.9 de´taille les images cle´s du flux vide´o ainsi que
les sorties du traqueur et les cartes de saillance RFID associe´es. La figure 5.10 montre alors les
diffe´rents signaux des modules HumTrack, RFID et Visuserv a` savoir :
– les deux variables HumTrack et RFID qui prennent la valeur 1 lorsque la cible est de´tecte´e
respectivement dans l’image et par le syste`me RFID,
– l’angle θtag et la distance dtag mesure´ par le syste`me RFID,
– les trois valeurs (vr, ωr, ωt) calcule´es par le module Visuserv et envoye´es au robot.
Apre`s l’initialisation de la mission (a), le robot focalise son attention sur la personne cible
graˆce aux donne´es vide´o (b). Les quatre e´tapes du sce´nario sont alors exe´cute´es. Entre les points
#1 et #2, le contact avec la cible est maintenu graˆce au syste`me de vision. Les lois de commande
2Si l’utilisateur avance plus vite que le robot et est perdu, le robot s’arreˆte par mesures de se´curite´.
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(a) (b) (c) (d) (e) (f)
FIG. 5.9 – Exemple d’une se´quence. Notons que la position en azimut de la platine est repre´sente´e
par un arc de cercle rouge sur la carte RFID. Les carre´s bleus et verts repre´sentent respectivement
les de´tections de visages et l’estime´e MMSE alors que les points jaunes repre´sentent le nuage de
particules avant re´e´chantillonnage.
sont alors calcule´es en fonction des donne´es fournies par le traqueur. La cible est centre´e dans
l’image alors que le robot ajuste sa distance a` l’utilisateur au moyen de l’e´chelle du mode`le. Entre
les points #2 et #4 (c), la cible sort du champ de vue de la came´ra, ce qui induit un e´chec du tra-
queur visuel. Les lois de commande sont alors calcule´es graˆce aux information RFID (dtag, θtag)
pour permettre au robot de faire face a` la personne cible et converger vers cette dernie`re jusqu’a`
ce que dtag soit proche de dsuivi. La taˆche de suivi de personne est donc maintenue malgre´ la perte
du contact visuel alors que le syste`me RFID guide la came´ra afin de re´cupe´rer le contact visuel
(d). L’identification visuelle de l’utilisateur permet alors de re´initialiser le traqueur (e) pendant
que l’utilisateur retourne vers le point #1 (f). Pendant cette phase du sce´nario, la trajectoire du
robot rencontre celle de l’utilisateur. Comme attendu, dans le but de pre´server une distance so-
ciale, le robot recule. Dans ces conditions nominales, la taˆche d’accompagnement de l’utilsateur
est re´alise´e avec succe`s. L’erreur de suivi moyenne durant toute la mission est de 0.08m malgre´
le faible apport du syste`me RFID.
Nous avons, dans un deuxie`me temps, re´alise´ une se´rie de tests pour effectuer des e´valuations
aussi bien qualitatives que quantitatives du sce´nario de´taille´ ci-dessus. Ces e´valuations ont e´te´
effectue´es avec l’aide de personnes dont la plupart ne connaissaient pas le syste`me qui e´tait teste´.
Le sce´nario a e´te´ effectue´ 10 fois pour chaque utilisateur en augmentant le nombre de personnes
pre´sentes autour du robot afin de ge´ne´rer des proble`mes d’occultations durant la mission. Le but
de ces e´valuations e´tant de quantifier la robustesse de la taˆche robotique d’accompagnement, et
non d’e´vitement, les passants occultent la personne cible mais ne perturbent pas la trajectoire du
robot. Cette deuxie`me taˆche sera e´value´e plus loin. La figure 5.11 de´crit la configuration typique
de l’environnement lors de telles e´valuations. Plusieurs personnes passent entre Rackham et son
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FIG. 5.10 – Synchronisation des flux de donne´es entre les diffe´rents modules.
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utilisateur, marchent a` coˆte´ de ce dernier ou meˆme devant Rackham pendant un long moment.
La perte de la cible provoque alors l’arreˆt du robot et une re´initialisation du traqueur.
FIG. 5.11 – Exe´cution d’une taˆche robotique de
suivi avec obstacles : la ligne pleine rouge (resp.
pointille´e bleue) repre´sente les positions du ro-
bot (resp. de l’utilisateur), alors que les lignes
violettes montrent la direction de la came´ra. Les
fle`ches noires repre´sentent les trajectoires des
passants.
Plusieurs se´ries de 10 re´alisations ont e´te´
mene´es. Les performances du syste`me sont
e´value´es sur l’ensemble des expe´rimentations
et quantifie´es par :
– le Ratio de Contact Visuel (RCV) de´fini
par le rapport entre le temps ou` l’utili-
sateur est pre´sent dans le champ de vi-
sion du robot et le temps total de la
mission. Cet indicateur mesure indirec-
tement la robustesse de l’algorithme de
suivi aux artefacts tels que les occulta-
tions, les disparitions temporaires dues a`
la pre´sence de passants.
– l’Erreur de Guidage de´finie par Esuivi =
|d − dsuivi| ou` d est la distance courante
a` l’utilisateur e´value´ a` partir de l’e´chelle
s de l’estime´ dans l’image. Cette erreur
mesure la capacite´ du robot a` suivre une
personne a` une distance de´finie dsuivi.
La figure 5.12 montre une se´quence type des tests effectue´s3 correspondant a` l’environnement
de´crit dans la figure 5.11. Dans la plupart des cas, le syste`me base´ sur la vision seule rencontre
des difficulte´s a` se (re´-)initialiser apre`s de longues occultations de la personne cible, alors que le
syste`me multimodal est capable de de´passer ce type de proble`mes. Ainsi, le premier dispositif
exe´cute 12% des missions avec succe`s, tandis que plus de 85% d’entre elles sont re´ussies par le
syste`me multimodal. Le tableau 5.1 de´taille ces re´sultats avec un nombre croissant de passants
au voisinage du robot.
Le Ratio de Contact Visuel reste constant pour les deux syste`mes e´value´s, mais les re´sultats
montrent l’efficacite´ du syste`me multimodal. En effet, l’ajout du dispositif RFID permet de
conserver la cible dans le champ de vision plus de µ = 85% du temps de la mission malgre´
la pre´sence de plus de 4 personnes autour du robot. La valeur importante de l’e´cart-type (note´
σ) est en grande partie due aux de´placements ale´atoires que nous avions demande´s aux passants
afin d’e´valuer le syste`me dans des conditions re´alistes. Nous avons e´galement mesure´ l’erreur de
guidage pendant ces tests. Sa valeur moyenne, autour de 0.10m, est un peu plus e´leve´e que celle
mesure´e dans les conditions nominales puisqu’elle inte`gre les tests effectue´s avec des passants.
On ne peut alors que remarquer que l’ajout du RFID a` la vision permet d’ame´liorer la robus-
tesse du syste`me aux artefacts de l’environnement tels que les occultations longues, les sorties
du champ de vue de la came´ra.
3La se´quence comple`te est disponible a` l’adresse suivante : homepages.laas.fr/tgerma/RFIA
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FIG. 5.12 – Se´quence type pour l’e´valuation du syste`me. La premie`re ligne montre la situation
Homme / Robot courante, la deuxie`me montre le re´sultat du suivi et la troisie`me montre la carte
de saillance du syste`me RFID.
Syste`me teste´ Nombre de passants : Total
1 2 3 4 et plus
µ σ µ σ µ σ µ σ µ σ
Vision seule 0.21 0.11 0.22 0.02 0.18 0.05 0.22 0.06 0.21 0.04
Vision + RFID 0.94 0.08 0.85 0.14 0.94 0.13 0.83 0.19 0.86 0.14
TAB. 5.1 – Re´sultat du Ratio de Contact Visuel conside´rant de 1 a` 4 passants.
5.3.3 Evaluations sur Inbot et discussions associe´es
L’aspect confidentiel du travail de certains partenaires ne nous permet pas de pre´senter en
de´tail nos expe´rimentations. Il e´tait notamment interdit de filmer les e´valuations durant la pre´sen-
tation des sce´narii. Cependant, voici une rapide description des tests effectue´s dans le cadre du
projet.
Les sce´narii e´tudie´s correspondent a` ceux de´crits dans la section 1.2.2. La figure 5.13 pre´sente
l’environnement dans lequel ces e´valuations ont eu lieu. Rappelons que l’objectif ici est d’effec-
tuer deux taˆches robotiques consistant (i) a` guider l’utilisateur novice vers un produit du super-
marche´, (ii) a` suivre l’utilisateur lors de ses de´placements dans les rayons. Ces diffe´rentes taˆches
doivent eˆtre re´alise´es dans un environnement public en respectant les contraintes d’interaction
impose´es, similaires a` celles mise en place sur le robot Rackham, i.e. garder le contact visuel
avec l’utilisateur et maintenir une distance sociale dsuivi ∈ [2; 2.5]m entre le robot et l’utilisateur.
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FIG. 5.13 – Description de l’environ-
nement dans lequel e´volue Inbot. Les
zones de´limite´es par les lignes vertes et
nume´rote´es correspondent a` des zones
topologiques de l’environnement.
Concre`tement, lors de la taˆche de guidage, l’utilisa-
teur de´finit un produit a` atteindre. Apre`s planification du
chemin vers ce produit, le robot commence sa mission
et ve´rifie la pre´sence de l’utilisateur durant l’exe´cution
de la mission. Lorsque ce dernier s’e´loigne du robot
(dsuivi > 2.5m), le robot s’arreˆte et attend l’utilisateur.
Lorsque l’utilisateur s’approche a` nouveau du robot, ce
dernier reprend son parcours initial. La figure 5.14(a)
pre´sente le re´sultat de l’exe´cution d’un telle taˆche. L’uti-
lisateur (ligne bleu) se de´place alors librement au sein
de l’envrionnement alors que le robot (ligne rouge) suit
une trajectoire pre´de´finie allant de sa position initiale
(zone #2) vers un produit situe´ en zone #3.
De fac¸on similaire, lors d’une taˆche de suivi, le
robot re´alise des mouvements conjointement a` l’utili-
sateur afin de conserver le plus souvent possible ce
dernier dans son champ de vision. Lorsque l’utilisa-
teur s’e´loigne du robot, ce dernier s’avance vers l’uti-
lisateur afin de toujours conserver une distance sociale
dsuivi < 2.5m. Lorsque le robot se trouve dans la zone
d’interaction sociale, il s’arreˆte. Au contraire de Rackham, lors de cette taˆche de suivi, le robot
ne recule pas lorsque l’utilisateur s’approche. En effet, dans un contexte tel qu’un supermarche´,
l’utilisateur doit pouvoir acce´der au panier du robot pour y de´poser un article. La figure 5.14(b)
montre le re´sultat de l’exe´cution d’un taˆche de suivi. Le robot (ligne rouge) et l’utilisateur (ligne
bleue) se de´placent de manie`re conjointe. L’utilisateur de´marre en zone #3 et se dirige vers le
produit F situe´ en zone #4.
Nous avons donc e´value´ les taˆches robotiques dans leur ensemble, a` savoir le ratio de missions
de guidage et de suivi correctement effectue´es par le robot sur le nombre total de missions.
En ce qui concerne les missions de guidage, la plupart des missions ont e´te´ re´alise´es avec
succe`s. Parmi les e´checs qui sont apparus, une faible partie est lie´e a` un proble`me de planification
ou de navigation (inde´pendant de notre syste`me). La majeure partie correspond principalement
a` un proble`me de re´initialisation du suivi sur la base du RFID. En effet, l’environnement de
type supermarche´ augmente conside´rablement le nombre de fausses de´tections RFID dues aux
re´flexions sur les structures me´talliques environnantes.
Dans le cas des missions de suivi, 83% des missions ont e´te´ re´alise´es avec succe`s. De fac¸on
similaire, la plupart des e´checs sont duˆs aux fausses de´tections. Cependant, il est a` noter que
l’utilisateur se sert inconsciemment du badge RFID pour capter l’attention du robot, i.e. lorsque
l’utilisateur s’aperc¸oit que le robot ne le suit plus, il ’montre’ le badge RFID au robot qui s’oriente
en direction de l’utilisateur.
La dure´e moyenne d’une mission a aussi e´te´ e´value´e. Chaque mission, que ce soit une mission
de guidage ou de suivi, met en jeu un parcours d’environ 10m. Lors d’une mission de guidage,
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(a) (b)
FIG. 5.14 – Exe´cution des taˆches robotiques de guidage (a) et de suivi (b). La ligne rouge (resp.
bleue) repre´sente la trajectoire du robot (resp. le trajectoire estime´e de l’utilisateur).
la dure´e moyenne est d’environ 30s avec cependant un maximum de 55s pour les situations les
plus difficiles (contre-jour, fausses de´tections RFID, ...). Pour ce qui est des missions d’accom-
pagnement, leur dure´e moyenne est d’environ 45s avec un maximum de 65s dans des situations
complexes. Bien que ces temps de parcours soient assez longs en situations re´elles, ces re´sultats
sont ne´anmoins encourageants car le robot doit prendre en compte les obstacles de l’environne-
ment et les situations encombre´es lors de ses de´placements qui, pour des raisons de se´curite´, ont
e´te´ limite´s.
5.4 Evitement de personnes : de´tection multi-personnes
Dans cette section, nous traitons du proble`me d’e´vitement de passants lors d’une mission de
suivi, d’accompagnement ou de guidage, i.e. re´aliser une manœuvre d’e´vitement tout en conser-
vant l’utilisateur dans le champ de vue de la came´ra. Dans ce but, nous utilisons les donne´es
issues des de´tecteurs de personnes de´finis en section 2.3. En effet, a` ce jour, le suivi multi-cible
de´crit au chapitre 4 est en cours d’inte´gration sur notre plateforme. Cependant, les de´tecteurs
laser et visuel de personnes sont assez robustes pour fournir une base satisfaisante a` l’e´valuation
d’une taˆche robotique d’e´vitement d’obstacles.
Nous allons donc, dans un premier temps, pre´senter la strate´gie de controˆle utilise´e avant de
de´tailler les lois de commandes mises en œuvre. Bien que ce travail ne s’inscrive pas dans le
cadre de cette the`se (travaux de Adrien Durand-Petiteville), sa pre´sentation est indispensable a`
l’exe´cution et a` l’e´valuation de la taˆche de´finie ci-dessus.
Par la suite, des e´valuations, tant qualitatives que quantitatives, sont de´taille´es afin de valider
la strate´gie d’e´vitement de personnes base´es sur une perception robot-centre´e de l’environne-
ment.
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5.4.1 Loi de commande base´e capteurs pour la taˆche d’e´vitement de per-
sonnes
Dans le domaine de l’e´vitement d’obstacles, la recherche se divise traditionnellement en deux
grandes cate´gories : l’approche globale et l’approche locale. Nous avons de´libe´re´ment choisi
d’utiliser une approche locale car aucune me´thode de planification n’entre en compte dans nos
travaux et les mouvements se doivent d’eˆtre les plus re´actifs possibles, a` la manie`re d’un reflexe
chez l’homme.
Les me´thodes locales que nous conside´rons ici utilisent en temps re´el les informations per-
ceptuelles qui renseignent sur l’environnement proche du robot. Sur la base de ces donne´es,
l’objectif est alors de synthe´tiser une commande qui guide le robot vers son but (i.e. l’utilisa-
teur) tout en tenant compte de la pre´sence d’obstacles. Les capteurs employe´s permettent alors
de caracte´riser localement l’obstacle le plus proche du robot i.e. le risque de collision.
L’ide´e de la me´thode des potentiels rotatifs [Folio, 2007] utilise´e ici est de ge´ne´rer une force
re´pulsive autour de l’obstacle qui impose au robot de suivre une enveloppe particulie`re, dite enve-
loppe de se´curite´. Contrairement aux me´thodes de potentiels classiques qui ne font que repousser
le robot, le potentiel re´pulsif doit eˆtre capable de maintenir la commande du robot au voisinage
de l’obstacle afin de pouvoir le contourner, et cela` meˆme en l’absence de potentiel attractif (i.e.
absence de cible).
La me´thode des potentiels rotatifs de´fini alors les vitesses line´aire et angulaire (vcoll, ωcoll)
ne´cessaire a` l’e´vitement d’un obstacle.
Notre objectif est de synthe´tiser des lois de commande permettant a` notre robot mobile de na-
viguer dans un environnement contraint sur la base des donne´es visuelles perc¸ues par la came´ra.
Pour cela`, il est ne´cessaire d’inte´grer les fonctionnalite´s d’e´vitement d’obstacles que nous ve-
nons de pre´senter succintement. La strate´gie adopte´e ici consiste a` re´aliser la taˆche de suivi telle
que de´finie a` la section pre´ce´dente lorsqu’il n’y a pas d’obstacles dans le voisinage du robot, et a`
basculer sur l’e´vitement d’obstacles lorsqu’un risque de collision se pre´sente.
La me´thode envisage´e ici consiste a` synthe´tiser se´pare´ment la commande d’e´vitement et
celle guidant le robot vers l’utilisateur, puis a` fusionner les deux correcteurs obtenus par une
combinaison convexe. Il est ainsi possible de de´finir une loi de commande globale permettant de
re´aliser la taˆche de navigation de´sire´e telle que :
 vfrωfr
ω
f
t

 = (1− µcoll)

 vrωr
ωt

+ µcoll

 vcollωcoll
0

 , (5.2)
ou` µcoll ∈ [0; 1] est une fonction de la distance dcoll entre le robot et l’obstacle qui permet
de lisser le basculement d’un correcteur a` l’autre, et ou` (vr, ωr, ωt)
′
sont tels que de´finie dans
l’e´quation 5.1.
De plus, afin de compenser les mouvements du robot lors de l’e´vitement d’une personne et
de conserver l’utilisateur dans le champ de vue, il est ne´cessaire de controˆler l’orientation de la
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platine inde´pendemment du robot. La vitesse angulaire en pan de la platine ωp est alors de´finie
par :
ωp = −ω
f
r + ωr, (5.3)
et correspond a` la consigne initiale base´e sur les donne´es images (ωr) auquel on ajoute le mou-
vement inverse du robot (ωfr ).
5.4.2 Expe´rimentations sur Rackham et discussions associe´es
Une campagne d’e´valuations pre´liminaires a e´te´ re´alise´e dans le meˆme genre de configura-
tions qu’a` la section 5.3.2. Un niveau de complexite´ est ici ajoute´. En effet, en plus d’un as-
servissement visuel sur l’utilisateur, le robot est place´ en pre´sence de passants et doit donc les
e´viter. Rappelons que notre objectif dans ces e´valuations est d’effectuer une taˆche consistant a`
accompagner une personne novice, e´quipe´e d’un badge RFID, dans un lieu dynamique, naturel
et encombre´ tout en e´vitant les passants pre´sents dans cet environnement.
La figure 5.15 de´taille les images cle´s du flux vide´o ainsi que les sorties du traqueur, la carte
de saillance RFID associe´e et les de´tections laser de personnes dans des conditions nominales.
(a) (b) (c) (d) (e) (f)
FIG. 5.15 – Images cle´s d’une se´quence re´alise´e en conditions nominales. La premie`re ligne
repre´sente la situation Homme / Robot. La deuxie`me ligne montre le flux vide´o et le re´sultat du
suivi de l’utilisateur. La troisie`me ligne repre´sente la carte de saillence RFID. La quatrie`me ligne
est une vue robot-centre´e des de´tections laser de personnes.
104 CHAPITRE 5. INT ´EGRATIONS ET ´EVALUATIONS ROBOTIQUES
0 100 200 300 400 500 600
−1
−0.5
0
0.5
1
1.5
2
Hu
mT
rac
k
0 100 200 300 400 500 600
−1
−0.5
0
0.5
1
1.5
2
RF
ID
0 100 200 300 400 500 600
0
0.5
1
1.5
2
2.5
3
d c
oll
0 100 200 300 400 500 600
0
0.5
1
µ c
oll
0 100 200 300 400 500 600
−0.2
0
0.2
0.4
0.6
(υ r,
 υ
Co
ll, 
υ rf
)
 
 
υ
r
υColl
υ
r
f
0 100 200 300 400 500 600
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
(ω r
, 
ω C
oll
, 
ω rf
)
 
 
ω
r
ωColl
ω
r
f
0 100 200 300 400 500 600
−0.4
−0.2
0
0.2
0.4
0.6
ω p
(a)       (b) (c) (d) (e) ( f )
FIG. 5.16 – Synchronisation des flux de donne´es entre les diffe´rents modules.
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La figure 5.16 montre alors les diffe´rents signaux des modules HumTrack, RFID, VisuServ
a` savoir :
– les deux variables HumTrack et RFID qui prennent la valeur 1 lorsque la cible est de´tecte´e
respectivement dans l’image et par le syste`me RFID,
– les valeurs de dColl repre´sentant la distance du robot a` l’obstacle le plus proche et µcoll
permettant la fusion des vitesses du robot calcule´es sur la base des consignes image et
obstacle,
– les trois valeurs (vr, vColl, vfr ) calcule´es par le module VisuServ relative a` la vitesse
line´aire du robot,
– les trois valeurs (ωr, ωColl, ωfr ) calcule´es par le module VisuServ relative a` la vitesse
angulaire du robot,
– la valeur ωp calcule´e d’apre`s l’e´quation 5.3.
Apre`s initialisation de la mission, le robot focalise son attention sur la personne cible (a-b),
tout comme lors d’une mission d’accompagnement. Les lois de commande sont alors entie`rement
de´duites des donne´es fournies par le traqueur car il n’y a pas d’obstacles a` proximite´ du robot (i.e.
µColl = 0). Lorsqu’un passant s’approche (c), il est de´tecte´ comme e´tant un obstacle. La valeur
de µColl croıˆt alors proportionnellement a` la distance a` cet obstacle dColl. Les lois de commandes
re´sultantes (vfr , ωfr ) fusionnent alors les donne´es de´duites du traqueur (vr, ωr) avec celles issues
de l’e´vitement d’obstacles (vColl, ωColl). Au fur et a` mesure que le robot s’approche d’un passant
(d-e), les lois de commandes finales privile´gient l’e´vitement de l’obstacle au de´triment du suivi
de l’utilisateur. Lors de l’exe´cution de cette manœuvre visant a` e´viter un passant (i.e. µColl 6=
0), la platine orientable est commande´e par l’interme´diaire de ωp de manie`re a` compenser le
mouvement du robot qui ne fait plus face a` l’utilisateur. Une fois l’obstacle de´passe´ (i.e. µColl =
0) (f), la platine est repositionne´e dans l’axe du robot et ce dernier compense automatiquement
ce mouvement en s’orientant en direction de l’utilisateur.
FIG. 5.17 – Exe´cution d’une taˆche robotique
d’accompagnement avec e´vitement d’obstacles.
Nous avons ensuite re´alise´ une se´rie de
tests afin d’e´valuer de manie`re qualitative et
quantitatives la bonne exe´cution d’une mis-
sion. Ces e´valuations ont e´te´ effectue´es par
plusieurs personnes, jouant alternativement le
roˆle de l’utilistaur ou du passant. Tout comme
pre´ce´demment, un trajet a e´te´ de´fini pour l’uti-
lisateur alors que les passants se de´placent de
manie`re libre. La figure 5.17 de´crit la confi-
guration typique de l’environnement et le tra-
jet de l’utilisateur lors de telles e´valuations.
Plusieurs personnes sont supose´es passer entre
le robot et l’utilisateur, occulter l’utilisateur et
perturber le de´placement du robot en restant
sur sa trajectoire. La figure 5.18 montre une
se´quence type des tests effectue´s dans l’environnement de´crit par la figure 5.17.
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
FIG. 5.18 – Exemple d’une se´quence. La premie`re ligne repre´sente la situation Homme / Robot.
La deuxie`me ligne montre le flux vide´o et le re´sultat du suivi de l’utilisateur. La troisie`me ligne
repre´sente la carte de saillence RFID. La quatrie`me ligne est une vue robot-centre´e des de´tection
laser de personnes.
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Nous avons utilise´s les meˆmes me´triques que celles utilise´es pre´ce´demment, a` savoir le Ratio
de Contact Visuel et l’Erreur de Guidage, pour quantifier les performances de notre strate´gie
e´value´e.
Sur l’ensemble des 10 re´alisations effectue´es, 8 d’entre elles se sont conclues par un succe`s.
Les 2 e´checs constate´s sont duˆs (1) a` la pre´sence d’un trop grand nombre de cibles autour du robot
l’empeˆchant d’e´voluer vers l’utilisateur, (2) a` l’aspect sporadique des de´tections laser entraıˆnant
parfois des mouvements saccade´s du robot.
En ce qui concerne le Ratio de Contact Visuel, l’utilisateur reste dans le champ de vision
du robot plus de µRCV = 80% du temps malgre` le couplage du syste`me de suivi avec une
strate´gie d’e´vitement de personnes. Ceci est en grande partie duˆ a` l’ajout du mouvement de
compensation de la platine lors de la phase d’e´vitement. En effet, si une telle me´thode n’est pas
mise en place, le contact visuel avec l’utilisateur est perdu de`s le de´but de la phase d’e´vitement
d’un obstacle. Des e´valuations comple´mentaires sur l’apport de cette heuristique sont en cours.
Nous avons e´galement mesure´ l’erreur de guidage pendant ces tests. Sa valeur moyenne est de
µEsuivi = 0.25cm. L’augmentation de cette valeur compare´e a` celle du syste`me n’inte´grant pas
l’e´vitement de personnes est duˆ au fait que, lors de la phase d’e´vitement, l’utilisateur continue
d’e´voluer dans l’environnement alors que le robot ralenti, impliquant une augmentation de la
distance Homme / Robot.
Pour finir, il est a` noter que, lors de l’ensemble des missions, le robot ne s’est jamais approche´
a` plus de 50cm d’un passant. En effet, l’e´volution de la valeur µColl est telle que lorsque le robot
est a` 50cm d’un obstacle, la priorite´ exclusive est donne´e a` la phase d’e´vitement d’obstacle.
5.5 Conclusion
Nous avons, dans ce chapitre, pre´sente´ des e´valuations de notre syste`me de perception inte´gre´
sur diffe´rentes plateformes robotiques et dans diffe´rents contextes. Ces e´tudes nous ont permis
de tester la robustesse de nos diverses fonctions perceptuelles aux contraintes de notre contexte
applicatif et de nous fournir des re´sultats qualitatifs , mais aussi quantitatifs, permettant de prou-
ver l’inte´reˆt et la faisabilite´ de notre approche globale. En outre, l’association de la fusion de
donne´es he´te´roge`nes pour le suivi et l’identification de l’utilisateur a` un algorithme d’asservis-
sement visuel donne des re´sultats tre`s prometteurs quant a` l’exe´cution d’une taˆche interactive
entre un homme et un robot. Il est a` noter que ce travail conse´quent d’inte´gration et d’e´valuation
robotique est peu pre´sent dans la litte´rature.
Actuellement, des de´veloppements sont toujours en cours afin d’inte´grer l’algorithme de suivi
multi-cibles sur notre plateforme Rackham. En effet, nous avons constate´ que les de´tecteurs de
personnes, bien que tre`s robustes, peuvent parfois ’oublier’ une cible, entraıˆnant une disconti-
nuite´ dans la fonction perceptuelle et la loi de commande qui en re´sulte. L’utilisation du suivi
permettrait alors de pallier a` ce proble`me en lissant les donne´es issues des de´tecteurs de per-
sonnes. De plus, l’analyse spatio-temporelle des trajectoires des diffe´rents passants permettrait
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de mettre en place une fonction d’e´vitement d’obstacle plus e´labore´e afin d’e´viter les situations
bloquantes comme nous l’avons cite´ plus haut.
Conclusion
Dans ce manuscrit, nous avons pre´sente´ nos travaux visant a` concevoir une interface per-
ceptuelle multimodale de l’Homme depuis une plateforme mobile pour l’interaction Homme /
Robot. Pour ce faire, nous avons de´taille´ un syste`me complet de perception, depuis la mise en
œuvre de capteurs embarque´s, jusqu’a` l’inte´gration et l’e´valuation de taˆches robotiques interac-
tives, en passant par l’utilisation d’algorithmes de suivi et de fusion de donne´es he´te´roge`nes. Au
dela` des e´valuations finales dans un contexte pre´cis, chaque composante de la chaıˆne de percep-
tion, a` savoir les de´tecteurs et identifieurs de personnes et les algorithmes de suivi, a e´te´ e´value´e
se´pare´ment afin de de´montrer la robustesse de chaque brique qui compose l’architecture globale
que nous avons propose´e. L’ensemble des expe´rimentations qui ont e´te´ mene´es au cours de cette
the`se en est la meilleure illustration. Nos travaux se doivent e´galement d’eˆtre assez ge´ne´riques
pour faciliter leur inte´gration sur diffe´rentes plateformes robotiques sans besoin d’adaptation,
comme cela` a e´te´ le cas ici. Enfin, e´voluant dans un contexte de robotique mobile autonome,
nous respectons les contraintes propres a` tout robot mobile autonome.
Plus concre`tement, nos travaux visent a` doter un robot assistant autonome de capacite´s lui
permettant d’identifier son utilisateur, de conserver, tant que faire se peut, un contact visuel avec
lui, de le suivre ou de le guider a` travers un environnement dynamique, de percevoir les passants
pre´sents dans l’environnement et de les e´viter.
Ce document de´bute par une introduction pre´sentant le contexte et les objectifs de nos tra-
vaux. La proble´matique de la perception de l’homme par un robot assistant est introduite au tra-
vers d’un e´tat de l’art des syste`mes autonomes en interaction avec l’homme. Ensuite, le contexte
spe´cifique de nos travaux, a` savoir le projet CommRob, est pre´sente´ afin de cibler les points cle´s
de notre approche et des sce´narii permettant l’e´valuation de cette approche sont de´taille´s. Enfin,
nous de´crivons notre approche ainsi que les principales spe´cificite´s qu’elle comporte.
Le deuxie`me chapitre traite de la de´tection et de la reconnaissance de l’homme au moyen
de diffe´rents capteurs. Tout d’abord, une approche visuelle de la reconnaissance de visage est
propose´e. Cette approche est base´e sur la construction d’une base ACP globale repre´sentant
l’ensemble des visages a` reconnaıˆtre et la classification par SVM multi-classes. L’analyse des
performances de ce classifieur au regard de la litte´rature est faite au moyen de courbes ROC et
l’optimisation des parame`tres libres du syste`me utilise un algorithme ge´ne´tique NSGA-II, assu-
rant la se´lection des parame`tres optimaux en fonction du contexte et des contraintes temporelles
fortes. Les re´sultats de classification sur des bases acquises depuis nos plateformes montrent
l’inte´reˆt d’une telle approche. Ensuite, l’adaptation d’un syste`me RFID passif du marche´ est
109
110 CHAPITRE 6. CONCLUSION
propose´e afin de pouvoir eˆtre embarque´ sur une plateforme autonome. La re´alisation d’une carte
de multiplexage permet de re´partir 8 antennes autour du robot afin de de´tecter et d’identifier le
porteur d’un badge RFID sur 360◦ autour du robot. Des e´valuations de robustesse a` l’environne-
ment sont de´taille´es et un mode`le du capteur et propose´. Une e´tude visant a` re´duire la compacite´
globale du syste`me est actuellement en cours. Pour finir, deux de´tecteurs de personnes, l’un
base´ sur des donne´es laser, et l’autre base´ vision, sont pre´sente´s. L’ensemble de ces fonctionna-
lite´s constituent une premie`re couche d’abstraction dans notre architecture globale.
Le troisie`me chapitre pre´sente une me´thode de fusion de donne´es he´te´roge`nes pour le suivi
mono-cible. L’utilisation d’un filtre particulaire de type ICONDENSATION facilite la fusion de
donne´es dans un cadre probabiliste. Nous proposons une fusion de donne´es multi-capteurs base´e
sur la construction de cartes de saillance et un algorithme d’e´chantillonnage par rejet permet-
tant d’e´chantillonner les particules du filtre de manie`re pertinente. Des e´valuations sur la fusion
de donne´es au sein de la fonction d’importance du filtre, tre`s peu aborde´e dans la litte´rature, sont
propose´es et permettent de confirmer l’apport inde´niable (i) de la me´thode d’e´chantillonnage en
ge´ne´ral et (ii) du syste`me RFID en particulier, pour (re-)concentrer les particules au bon endroit
de l’image et (re´-)initialiser le filtre.
Une extension sur l’utilisation de la fusion de donne´es he´te´roge`nes pour le suivi multi-cible
est pre´sente´e au chapitre quatre. Les de´tections de personnes base´es sur la vision et le laser, ainsi
que les de´tections RFID sont utilise´es comme donne´es d’entre´e d’un algorithme RJ−MCMC
qui permet la gestion d’un nombre de cibles variables au cours du temps. Le principe de fusion
de donne´es de´taille´ au chapitre pre´ce´dent est utilise´ pour ge´rer l’entre´e, la sortie ou la mise a` jour
d’une cible au sein de l’algorithme. Des e´valuations pre´liminaires sont propose´es.
Le cinquie`me et dernier chapitre de´crit l’inte´gration de ces diffe´rentes fonctions percep-
tuelles sur deux plateformes diffe´rentes, Rackham et Inbot, et leur e´valuation d’un point de vue
robotique.
L’inte´gration sur nos plateforme robotiques e´tant, comme nous l’avons dit, un point cle´ de nos
travaux, nous avons mene´ durant cette the`se des expe´rimentations dont le but a e´te´ de valider
de manie`re incre´mentale notre approche de la perception sur l’Homme, les couches d’abstrac-
tion qui la compose et leur symbiose dans cet ensemble. Ces de´monstrations, concluantes sur
plusieurs plateformes et dans diffe´rents cas d’utilisation, prouvent l’inte´reˆt, la ge´ne´ricite´ et la
validite´ de notre approche, tout en mettant a` l’e´preuve nos divers modules pour montrer leur
robustesse. Ces e´valuations robotiques, montrant l’inte´reˆt de la perception de l’homme pour l’in-
teraction Homme / Robot, ont fait l’objet du dernier chapitre de cette the`se.
L’ensemble de ces travaux ont donne´ lieu a` 1 chapitre de livre, 3 articles de revue (dont un
en cours de re´vision), 8 articles de confe´rences internationales (dont trois en collaboration) et 2
articles de confe´rence nationales.
Plus ge´ne´ralement, cette the`se a permis la combinaison de diffe´rentes techniques et diffe´rents
domaines existants, i.e. un travail de synthe`se, mais aussi un travail plus prospectif ouvrant de
nombreuses voies d’applications pour la re´alisation de taˆches conjointes Homme / Robot. Elle
de´bouche alors sur un certain nombre de perspectives a` plus ou moins long terme.
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Concernant directement nos travaux, plusieurs voies restent encore a` explorer. Tout d’abord,
il serait judicieux d’inte´grer les de´tecteurs de personnes base´s laser et vision dans la boucle de
suivi mono-personne. En effet, il a e´te´ signale´ que l’estimation de la distance Homme / Robot
est peu pre´cise. Or, les de´tections laser, par exemple, permettent de connaıˆtre la distance entre le
robot et une cible donne´e. L’estimation de la distance Homme / Robot en serait alors ame´liore´e.
De plus, il serait inte´ressant d’e´tendre le mode`le de l’utilisateur en y ajoutant, par exemple,
des points d’inte´reˆt, en comple´ment de la mesure colorime´trique. Ce mode`le pourrait alors eˆtre
mis a` jour et enrichi avec de nouvelles informations tout au long de la mission.
Des e´valuations plus exhaustives sont en cours sur l’algorithme de suivi multi-personnes, en
meˆme temps qu’un portage sur notre plateforme Rackham. Il est ensuite ne´cessaire de quantifier
l’apport de cette fonction de suivi par rapport aux de´tecteurs utilise´s ici. Un e´le´ment de re´ponse
porte a` penser que l’utilisation d’un flux continu relatif aux obstacles pre´sents dans l’environ-
nement constituerait un bon support pour la fusion des lois de commandes relatives au suivi
de personne et a` l’e´vitement d’obstacles. De plus, la me´thode pourrait facilement eˆtre e´tendu a`
l’ensemble des obstacles de l’environnement, et non plus seulement les personnes.
A plus long terme, il paraıˆt inte´ressant de jouer sur la comple´mentarite´ entre les capteurs
embarque´s et de´porte´s. En effet, de plus en plus d’approches instrumentent l’environnement afin
d’obtenir une analyse plus fine de ce dernier. L’utilisation de came´ras de´porte´es dans l’environ-
nement, actives ou omnidirectionnelles, est de plus en plus fre´quent et peut apporter une richesse
d’information sur l’environnement, ne serait-ce que par la puissance de calcul, qu’un robot seul
ne peut analyser.
Pour finir, il est ne´cessaire d’e´valuer la robustesse et la pertinence des taˆches robotiques
dans un cadre plus ouvert, c’est a` dire avec des utilisateurs novices, afin de pouvoir juger de
l’acceptabilite´ du robot assistant lui-meˆme dans un environnement humain tre`s encombre´. En
effet, ce type d’e´valuations ’grand-public’ reste encore peu aborde´ bien qu’indispensable pour
l’introduction de´finitive des robots dans la vie de tous les jours.
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Résumé  
 
 
 
 
        Ces travaux de thèse s'inscrivent dans le cadre du projet européen CommRob impliquant 
des partenaires académiques et industriels. Le but du projet est la conception d'un robot 
compagnon évoluant en milieu structuré, dynamique et fortement encombré par la présence 
d'autres agents partageant l'espace (autres robots, humains). Dans ce cadre, notre contribution 
porte plus spécifiquement sur la perception multimodale des usagers du robot (utilisateur et 
passants). La perception multimodale porte sur le développement et l'intégration de fonctions 
perceptuelles pour la détection, l'identification de personnes et l'analyse spatio-temporelle de 
leurs déplacements afin de communiquer avec le robot. La détection proximale des usagers du 
robot s'appuie sur une perception multimodale couplant des données hétérogènes issues de 
différents capteurs. Les humains détectés puis reconnus sont alors suivis dans le flot vidéo 
délivré par une caméra embarquée afin d'en interpréter leurs déplacements. 
        Une première contribution réside dans la mise en place de fonctions de détection et 
d'identification de personnes depuis un robot mobile. 
        Une deuxième contribution concerne l'analyse spatio-temporelle de ces percepts pour le 
suivi de l'utilisateur dans un premier temps, de l'ensemble des personnes situées aux alentours 
du robot dans un deuxième temps. Enfin, dans le sens des exigences de la robotique, la thèse 
comporte deux volets : un volet formel et algorithmique qui tire pertinence et validation d'un 
fort volet expérimental et intégratif. Ces développements s'appuient sur notre plateforme 
Rackham et celle mise en œuvre durant le projet CommRob. 
 
