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Consider the Gromov-Witten potential
F =
∞∑
g=0
ε2gFg
of CP1. Eguchi and Yang [4] have conjectured that
Z = exp(ε−2F )
is a τ -function of the Toda hierarchy. (Similar ideas were also proposed by
Dubrovin, cf. [2].) In this paper, we will explore this conjecture using the
bihamiltonian method in the theory of integrable systems.
Let P be the puncture operator, with descendents τk,P , k ≥ 0, and let Q
be the operator Poincare´ dual to a point, with descendents τk,Q; denote the
corresponding coordinates on the large phase space by sk and tk respectively.
Let ∂ and ∂Q be the vector fields of differentiation with respect to s0
and t0, let E = e
ε∂ , and introduce the operators ∇ = ε−1(E1/2 − E−1/2) and
[2] = E1/2 + E−1/2. Let u and v be the functions ∇2F and ∇∂QF .
The Toda conjecture consists of the Toda equation
∂2QF = qe
u, (1)
whose implications have been studied by Pandharipande [25], and the recur-
sion
(v∇+ [2]∂Q)〈〈τk−1,Q〉〉 = (k + 1)∇〈〈τk,Q〉〉. (2)
The large phase space of CP1 may be identified with the jet-space of the
space with coordinates u and v, that is, it has coordinates {∂nu, ∂nv}n≥0.
The Toda conjecture implies that, in these coordinates, the flows ∂k,Q are the
flows of the Toda lattice hierarchy∗.
Eguchi and Yang also give a matrix integral representation of the Gromov-
Witten potential of CP1. Studying this representation, Eguchi, Hori and
∗The original paper of Eguchi and Yang [4] had the incorrect identifications u = ∂∇F and
v = ∂∂QF ; the corrected form of the conjecture is found in Eguchi, Hori and Yang [5].
1
Yang [5] were led to conjecture that Z satisfies a sequence of constraints
zn = 0, n ≥ −1, where z−1 = 0 is the string equation and z0 = 0 is Hori’s
equation. This conjecture is analogous to the formulation of Witten’s KdV
conjecture for topological gravity in terms of an action of the Virasoro algebra,
and is now called the Virasoro conjecture for CP1; it has recently been
proved by Givental [13] (along with its generalization to higher-dimensional
projective spaces).
In Section 5, we discuss the relationship between the Toda conjecture and
the Virasoro conjecture for CP1; the main result is that, if (2) holds, then the
Virasoro conjecture is equivalent of the following recursion:
(v∇+ [2]∂Q)〈〈τk−1,P 〉〉 = k∇〈〈τk,P 〉〉+ 2∇〈〈τk−1,Q〉〉. (3)
We show that, when written in terms of the coordinates {∂nu, ∂nv}n≥0, the
commuting flows ∂k,P associated to the descendents of the puncture operator
P are Hamiltonian flows; in this way, we obtain a new hierarchy of Hamilto-
nians in involution with each other and with the flows of the Toda lattice.
In Section 6, we show that, in the presence of the Virasoro conjecture,
the Toda conjecture follows once it is known to hold along the submanifold
{sk = 0}k>1 of the large phase space. Since Okounkov and Pandharipande
have recently proved the Toda conjecture on this submanifold [23], the Toda
conjecture is established.
Dubrovin and Zhang [3] have proved that for homogenous spaces, and in
particular for CP1, the Virasoro conjecture determines the Gromov-Witten
potential. (They actually prove the analogous result in the more general con-
text of semisimple Frobenius manifolds.) This poses the interesting problem
of understanding how the Toda conjecture might follow directly from the Vi-
rasoro conjecture.
In this paper, we work over the field Qε = Q((ε)) of Laurent polynomials
with rational coefficients. The parameter ε is known in physics as the loop
expansion parameter: this simply means that integrals over moduli spaces of
genus g are weighted by a factor of ε2g. In the theory of the Toda lattice, ε
is the lattice spacing — it is the identification of the lattice spacing with the
genus expansion parameter that lies at the heart of the Toda conjecture.
1 Witten’s conjecture
The Toda conjecture is the analogue for CP1 of a famous conjecture of Wit-
ten [27], proved by Kontsevich [18], that the Gromov-Witten potential of a
point is a τ -function of the KdV hierarchy. (See also Itzykson and Zuber [15]
and Looijenga [19] for illuminating discussions of the proof, and Okounkov
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and Pandharipande [22] for an enumerative proof.) In this section, we recall
Witten’s conjecture.
Let Mg,n be the moduli space of n-pointed stable curves of arithmetic
genus g, introduced by Deligne, Mumford and Knudsen; it is an orbifold of
dimension 3(g − 1) + n.
Let Li be the line bundle on Mg,n whose fibre at a stable curve
(C, z1, . . . , zn) is the cotangent line T
∗
ziC, and let ψi = c1(Li) ∈ H
2(Mg,n,Z)
be its first Chern class. Witten’s conjecture is a formula for the values of the
intersection numbers
〈τk1 . . . τkn〉g =
∫
Mg,n
ψk11 . . . ψ
kn
n .
It is convenient to assemble these numbers into generating functions on
the large phase space; this is a space with coordinates tk, k ≥ 0. Denote by
∂k the vector field ∂/∂tk on the large phase space. The vector field ∂ = ∂0
plays a special role.
Introduce generating functions
Fg =
∞∑
n=0
1
n!
∑
k1,...,kn
tk1 . . . tkn〈τk1 . . . τkn〉g,
with partial derivatives 〈〈τk1 . . . τkn〉〉g = ∂k1 . . . ∂knFg, and let F be the total
potential
F =
∞∑
g=0
ε2gFg,
with partial derivatives 〈〈τk1 . . . τkn〉〉 = ∂k1 . . . ∂knF .
The total potential F satisfies the string equation L−1F +
1
2 t
2
0 = 0 and
the equation L0F +
1
8ε
2 = 0, where L−1 and L0 are the vector fields
L−1 =
∞∑
k=0
tk+1∂k − ∂0, L0 =
∞∑
k=0
(k + 12 )tk∂k −
3
2∂1.
Proposition 1.1. If f is a function on the large phase space such that ∂f
and L−1f are constant, then f is constant. If in addition, λL0f = f for some
constant λ, then f = 0.
Proof. We give an outline of the proof (see Section 3 of Getzler [10] for more
details): if
(∂ + L−1)f =
∞∑
k=0
tk+1∂kf
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is a constant, it follows that f is a constant. Hence L0f = 0; if in addition
λL0f = f , then f = 0.
Theorem 1.2. Let u = ∂2F . The functions ∂ku (= ∂k+2F ), k ≥ 0, form a
coordinate system on the large phase space.
Proof. The string equation, in conjunction with the genus 0 topological re-
cursion relation
〈〈τkτℓτm〉〉0 = 〈〈τk−1τ0〉〉0〈〈τ0τℓτm〉〉0,
implies that ∂k(∂
ℓu)|t∗=0,ε=0 = δkℓ.
In the coordinate system {∂ku}k≥0, the vector fields L−1 and L0 have the
formulas
L−1 = −
∂
∂u
, L0 = −
∞∑
k=0
(12k + 1) ∂
ku
∂
∂(∂ku)
. (1.1)
We now recall the definition of the Kortweg-deVries (KdV) hierarchy;
this is a sequence of commuting vector fields on the jet-space of the affine
line. Let A be a differential ring (a commutative ring with differential ∂), and
let Ψ(A) be the algebra of pseudodifferential operators defined over A: this
is the algebra
Ψ(A) =
∞⋃
N=0
{ N∑
i=−∞
ai∂
i
∣∣∣∣ ai ∈ A
}
,
with product determined by the relations ∂i · ∂j = ∂i+j and
∂i · a =
∞∑
j=0
(
i
j
)
∂ja · ∂i−j .
Let A 7→ A+ be the projection on the space of pseudodifferential operators( N∑
i=−∞
ai∂
i
)
+
=
N∑
i=0
ai∂
i,
and let A− = A−A+.
We are interested in the case where A is the algebra of differential poly-
nomials
A = Qε[[u, ∂u, ∂
2u, . . . ]];
the differential ∂ acts on the generators as ∂(∂ku) = ∂k+1u.
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The Lax operator is the differential operator L = 12ε
2∂2 + u ∈ Ψ(A).
There is a unique square root D ∈ Ψ(A) of 2ε−2L = ∂2 + 2ε−2u, which
commutes with L and has the form
D = ∂ + ε−2u∂−1 + . . . .
Let k be a natural number. The Lax equation is the equation
δkL = [(L
kD)+, L],
or equivalently, δkL = −[(L
kD)−, L]. From these two equations, we see that
δkL is an element of A. Write
LkD =
2k+1∑
i=−∞
ai(k)∂
i,
where ai(k) is an element of A. The differential polynomial fk = ε
2a−1(k)is
called the kth Gelfand-Dickii polynomial. Since δkL is the constant term
in the commutator −[(LkD)−, L], we see that
δkL = ∂fk ∈ A.
The Lax equation determines a derivation of A, defined on generators by
δk(∂
nu) = ∂n(δkL) = ∂
n+1fk.
The essential property of the Lax equation is that these flows commute: since
δkD = [(L
kD)+, D], it follows that δm(L
nD)+ = [(L
mD)+, L
nD]+, and we
see that
[δm, δn]L = δm[(L
nD)+, L]− δn[(L
mD)+, L]
= [δm(L
nD)+, L] + [(L
nD)+, δmL]− [δn(L
mD)+, L]− [(L
mD)+, δnL]
= [[(LmD)+, L
nD]+, L]− [[(L
nD)+, L
mD]+, L]− [[(L
mD)+, (L
nD)+], L]
= [[LmD,LnD]+, L] = 0.
Theorem 1.3. Let K = 18ε
2∂3 + u∂ + 12∂u. The differential polynomials fk
are characterized by two properties: the recursion Kfk−1 = ∂fk holds, and fk
has vanishing constant term.
Proof. It is clear that the recursion Kfk−1 = ∂fk determines fk up to a
constant, since the kernel of the linear map ∂ : A → A consists of multiples of
the identity. Furthermore, fk has vanishing constant term, since D|u=0 = ∂,
hence (LkD)−|u=0 vanishes. It remains to prove the recursion.
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The vanishing of the coefficient of ∂i in the equation [L,LkD] = 0 gives
∂ai−1(k) = −
1
2∂
2ai(k) + ε
−2
∞∑
j=1
(
i+j
j
)
ai+j(k) ∂
ju.
Taking i = −2 and i = −1, we see that
∂a−3(k) = −
1
2∂
2a−2(k)− ε
−2∂u a−1(k) =
(
1
4∂
3 − ε−2∂u
)
a−1(k).
By considering the coefficient of ∂i in the equations Lk+1D = (LkD)L,
we see that
ai(k + 1) =
1
2ε
2ai−2(k) +
∞∑
j=0
(
i+j
j
)
∂ju ai+j(k),
and in particular, that a−1(k+1) =
1
2ε
2a−3(k)+u a−1(k). Taking a derivative
of this equation gives
∂a−1(k + 1) =
1
2ε
2∂a−3(k) + ∂u a−1(k) + u ∂a−1(k),
and the recursion follows.
Since f0 = u, we see from Theorem 1.3 that f1 =
1
8ε
2∂2u + 34u
2. In
particular, δ0 = ∂, while δ1u =
1
8 (ε
2∂3u+ 12u∂u) is the KdV equation.
Let
αk = 〈〈τ0τk〉〉 −
2k
(2k+1)!!fk;
in particular, α0 = 0. Witten’s conjecture has a number of equivalent formu-
lations:
for all k ≥ 0, K〈〈τ0τk〉〉 = (k +
1
2 ) ∂〈〈τ0τk+1〉〉 (i)
for all k ≥ 0, αk = 0 (ii)
for all k ≥ 0, the vector field ∂k equals
2k
(2k+1)!!δk (iii)
It is obvious that (ii) implies (i); let us show that (i) implies (ii). Since L−1u =
−1, we see that L−1(L
kD) = −(k+ 12 )L
k−1D, hence L−1fk = −(k+
1
2 ) fk−1;
it follows that L−1αk = −αk−1. Likewise, we may prove by induction, using
the recursion Kfk−1 = ∂fk, that
L0fk = −
∞∑
n=0
(12n+ 1) ∂
nu ∂∂(∂nu)fk = −(k + 1)fk,
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hence that L0αk = −(k + 1)αk. Together, (i) and Theorem 1.3 imply that
Kαk−1 = (k+
1
2 )∂αk. Using Proposition 1.1, we may now argue by induction
that αk = 0.
Likewise, it is obvious that (ii) implies (iii), since ∂αk =
(
∂k−
2k
(2k+1)!!δk
)
u.
The proof of the converse is similar to the proof that (i) implies (ii).
The involutivity of the vector fields δk is essential to the formulation of
Witten’s conjecture: it is seen to be an integrability condition for the exis-
tence of the coordinates tk on the large phase space. Clearly, this conjec-
ture determines ∂F ; in combination with the equations L−1F +
1
2 t
2
0 = 0 and
L0F +
1
8ε
2 = 0, it follows from Proposition 1.1 that it determines F .
2 The Toda lattice
In this section, we introduce the Toda lattice, in the form in which it enters
into the Toda conjecture: the limit in which the lattice spacing ε is infinitesi-
mal (Takasaki and Takebe [26]). We follow the approach of Kupershmidt [18].
If (A, ∂) is a commutative algebra with derivation ∂ over Qε,q = Qε,q, let
E : A → A be the automorphism eε∂ . Let Φ(A) be the algebra of twisted
Laurent series with coefficients A; as a vector space, Φ(A) is the space of
Laurent series A((Λ−1)), and the product is given by the formula∑
i
aiΛ
i ·
∑
j
bjΛ
j =
∑
i,j
(E−j/2ai)(E
i/2bj)Λ
i+j .
Extend the automorphism E to Φ(A) by letting E act trivially on Λ. For
example, if A = C∞c (R) and ∂ = d/dt, then Φ(A) is a continuum limit of the
algebra of infinite matrices (Mij)i,j∈Z such that Mij = 0 for |i− j| ≫ 0.
Let A 7→ A+ be the projection on Φ(A) defined the formula
( N∑
i=−∞
aiΛ
i
)
+
=
N∑
i=0
aiΛ
i,
and let A− = A−A+.
The commutative algebra with derivation which we will use is
A = Qε,q[[e
u, ∂nu, ∂nv | n ≥ 0]].
The derivation ∂ acts on the generators in the evident way:
∂eu = eu ∂u, ∂(∂nu) = ∂n+1u, ∂(∂nv) = ∂n+1v.
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The kernel of the operators ∂ and ∇ on A equals Qε,q. Let P be the infinite-
order differential operator
P =
∂
∇
=
∞∑
g=0
ε2g(21−2g − 1)B2g
(2g)!
∂2g = 1− 124 ε
2 ∂2 +O(ε4).
Obviously, ∂ = P ◦ ∇.
Definition 2.1. The Lax operator of the Toda lattice is
L = Λ+ v + qeuΛ−1 ∈ Φ(A).
Define elements pk(n) ∈ A, n ≥ 0, k ∈ Z, as follows:
Ln =
n∑
k=−∞
pk(n)Λ
k.
Lemma 2.1. p−1(n) = qe
up1(n)
Proof. Taking the coefficient of Λ0 in the equation [L,Ln] = 0, we see that
∇p−1(n) = ∇(qe
up1(n)).
Thus p−1(n)−qe
up1(n) ∈ Qε,q. But when u = v = 0, the Lax operator equals
Λ + qΛ−1, so that p−k(n)|u=v=0 = q
kpk(n)|u=v=0.
The following proposition shows that the functions pk(n) have certain
homogeneity properties.
Proposition 2.2. Let e and E be the vector fields
e =
∂
∂v
and E =
∞∑
n=0
∂nv
∂
∂(∂nv)
+ 2
∂
∂u
. (2.1)
Then e(pk(n)) = npk(n− 1) and E(pk(n)) = (n− k)pk(n).
Proof. The vector fields e and E both commute with ∂, hence with the op-
erator E. It follows that they induce derivations of the algebra Φ(A). Since
e(L) = 1, we see that e(Ln) = nLn−1, and expanding in powers of Λ, that
e(pk(n)) = npk(n− 1).
Likewise, since E(L) = v+2qeuΛ−1 = (1−Λ∂Λ)L and Λ∂Λ is a derivation
of Φ(A), we see that
E(Ln) = (n− Λ∂Λ)L
n;
expanding in powers of Λ, it follows that E(pk(n)) = (n− k)pk(n).
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The nth Toda flow is determined by the Lax equation
δnL = ε
−1[Ln+, L] = −ε
−1[Ln−, L].
Since Ln+ involves only positive powers of Λ and L
n
− involves only negative
powers of Λ, the coefficient of Λi in δnL vanishes unless i equals 0 or −1, and
δnL = ∇p−1(n) + qe
u∇p0(n)Λ
−1.
There is a unique derivation δn of the algebra A, which commutes with ∂
and is characterized by the formulas δnu = ∇p0(n) and δnv = ∇p−1(n). In
particular, the derivation δ1 is the original Toda flow:
δ1u = ∇v, δ1v = q∇e
u.
Eliminating v, we obtain the Toda equation δ21u = q∇
2eu.
Being defined by Lax equations, the Toda flows commute: by the formula
δmL
n
+ = [L
m
+ , L
n]+, we see that
ε2[δm, δn]L = δm[L
n
+, L]− δn[L
m
+ , L]
= [δm(L
n)+, L] + [L
n
+, δmL]− [δn(L
m)+, L]− [L
m
+ , δnL]
= [[Lm+ , L
n]+, L]− [[L
n
+, L
m]+, L]− [[L
m
+ , L
n
+], L]
= [[Lm, Ln]+, L] = 0.
Let ΩA be the algebra of differential forms
Ω•A = A[d(∂
nu), d(∂nv) | n ≥ 0],
generated over A by Grassmann variables {d(∂nu), d(∂nv)}n≥0 of degree 1.
There is a unique derivation ∂ on ΩA which agrees with the derivation ∂ on
A and commutes with the exterior differential d.
The space of functional differential forms is the cokernel of ∂:
R• = Ω•A/∂Ω
•
A.
The image of an element α ∈ Ω•A in R
• is denoted
∫
α dt; this notation is
intended to indicate that integration by parts is permitted under the integral
sign: ∫
∂α ∧ β dt = −
∫
α ∧ ∂β dt.
The exterior differential d on Ω•A induces a differential on R
•. Elements of
R0 are called functionals.
There is a natural identification between R1 and A du ⊕A dv, since∫
fk d(∂
ku) dt =
∫
(−∂)kfk du dt and
∫
gk d(∂
kv) dt =
∫
(−∂)kgk dv dt.
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Under this identification, the exterior differential d : R0 →R1 may be written
d = δu du+ δv dv,
where δu and δv : R
0 → A are the variational derivatives (also known as
Euler-Lagrange operators)
δu =
∞∑
k=0
(−∂)k
∂
∂(∂ku)
, δv =
∞∑
k=0
(−∂)k
∂
∂(∂kv)
. (2.2)
Lemma 2.3. The residue Res : Φ(ΩA)→R, defined by the formula
Res(anΛ
n) =
{∫
a0 dt, n = 0,
0, otherwise,
vanishes on graded commutators and satisfies dRes(f) = Res(df).
Proof. It is clear that dRes(f) = Res(df), and that Res[aΛk, bΛℓ] vanishes
unless k + ℓ = 0, while Res[aΛk, bΛ−k] = (Ek/2 − E−k/2)(ab) ∈ ∂Ω•A.
The functionals hn =
1
n+1 Res(L
n+1) = 1n+1
∫
p0(n + 1) dt ∈ R
0 are the
Hamiltonians of the Toda lattice hierarchy.
Proposition 2.4. δuhn = p−1(n) and δvhn = p0(n)
Proof. It follows from Lemma 2.3 that dhn = Res(L
ndL). Since
dL = dv + qeuduΛ−1,
we see that Res(LndL) =
∫ (
p0(n)dv + qe
up1(n)du
)
dt.
In the dispersionless limit ε→ 0, the algebra Φ(A) becomes the commu-
tative algebra of Laurent series A((Λ−1)), and it is straightforward to calculate
a generating function for these Hamiltonians (Fairlie and Strachan [7]).
Proposition 2.5.
lim
ε→∞
∞∑
n=0
tnp0(n) =
(
1− 2tv + t2(v2 − 4qeu)
)−1/2
Proof. Let w = v − t−1. Let γ be a small circular contour around the origin
of the complex plane. Using the residue formula, we may write the generating
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function which we wish to calculate as
lim
ε→∞
∞∑
n=0
tnp0(n) =
1
2pii
∫
γ
1
1− t(Λ + v + qeuΛ−1)
dΛ
Λ
= −
1
2piit
∫
γ
dΛ
(Λ + 1
2
w + 1
2
(w2 − 4qeu)1/2)(Λ + 1
2
w − 1
2
(w2 − 4qeu)1/2)
=
1
2piit(w2 − 4qeu)1/2
∫
γ
( dΛ
Λ + 1
2
w + 1
2
(w2 − 4qeu)1/2
−
dΛ
Λ+ 1
2
w − 1
2
(w2 − 4qeu)1/2
)
.
The two poles of the integrand are at 12w +
1
2 (w
2 − 4qeu)1/2 = O(t) and
1
2w−
1
2 (w
2 − 4qeu)1/2 = −t−1 +O(1) respectively; thus, for sufficiently small
values of t, only the first contributes, with residue 1, and the generating
function equals t−1(w2 − 4qeu)−1/2 = (1− 2tv + t2(v2 − 4qeu))−1/2.
Corollary 2.6. Let Pn(x) be the nth Legendre polynomial. Then
p0(n) = (v
2 − 4qeu)n/2Pn
(
v/(v2 − 4qeu)1/2
)
.
Proof. The Legendre polynomials have generating function
∞∑
n=0
tnPn(x) = (1− 2xt+ t
2)−1/2.
Setting x = v/(v2 − 4qeu)1/2 and t = t(v2 − 4qeu)1/2, the result follows.
The following theorem of Kupershmidt [18] gives a pair of formulas for
the derivations δn, in terms of hn, and hn−1 respectively. (He also proves a
third formula for δn, in terms of hn−2.)
Theorem 2.7. Let Cu = ε
−1q(E1/2 · eu · E1/2 − E−1/2 · eu · E−1/2). Then
δn
[
v
u
]
=
[
0 ∇
∇ 0
] [
δvhn
δuhn
]
=
[
Cu v∇
∇v ε−1(E− E−1)
] [
δvhn−1
δuhn−1
]
.
Proof. We have already proved the first of these formulas. To prove the second
formula, observe that by the equations Ln = Ln−1L = LLn−1, we have
pk(n) = E
−1/2
pk−1(n− 1) + (E
k/2
v) pk(n− 1) + q(E
(k+1)/2
e
u)E1/2pk+1(n− 1)
= E1/2pk−1(n− 1) + (E
−k/2
v) pk(n− 1) + q(E
−(k+1)/2
e
u)E−1/2pk+1(n− 1).
In particular, the equality of these two formulas for p0(n) shows that
∇p−1(n) = q∇(e
up1(n)). (2.3)
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Further, taking E1/2 times the first formula minus E−1/2 times the second,
with k respectively −1 and 0, gives
∇p−1(n) = v∇p−1(n− 1) + Cup0(n− 1)
∇p0(n) = ∇(vp0(n− 1)) + ε
−1q(E − E−1)(eup1(n− 1)).
Since q(E−E−1)(eup1(n−1)) = (E−E
−1)p−1(n−1) by Lemma 2.3, the result
follows.
Corollary 2.8. p0(n) = vp0(n− 1) + [2] p−1(n− 1)
Proof. Since ∇p0(n) = ∇
(
vp0(n− 1) + [2] p−1(n− 1)
)
, we see that
p0(n)− vp0(n− 1)− [2] p−1(n− 1) ∈ Qε,q.
To show that this vanishes, we evaluate it at the point u = v = 0: since
L|u=v=0 = Λ+ qΛ
−1, we see that
p0(n)|u=v=0 = (qp1(n− 1) + p−1(n− 1))|u=v=0 = 2 p−1(n− 1)|u=v=0,
as required.
3 Hamiltonian operators and the Toda lattice
In this section, we introduce the variational Schouten Lie algebra; this is an
infinite dimensional analogue of the usual Schouten Lie algebra, developed
by Dorfman and Gelfand [9]. We explain how it may be used to give an
alternative approach to the Toda lattice. For more details, together with
applications to other hierarchies, see Dorfman [1], Getzler [11], Manin [20]
and Olver [24].
We start by introducing the free graded commutative algebra Λ∞ over
the algebra A, with generators {∂nθv, ∂
nθu}n≥0 of degree 1. The derivation
∂ is extended to Λ∞ by the formulas
∂(∂nθv) = ∂
n+1θv, ∂(∂
nθu) = ∂
n+1θu.
The kernel of ∂ is spanned by 1 ∈ Λ∞, and the cokernel of ∂ is denoted L.
Denote the image of an element F ∈ Λ∞ in L by
∫
F dt.
The variational derivatives δu and δv on Λ∞ are defined by the same for-
mulas (2.2) as on A, while the associated Grassmann variational derivatives,
which we denote by δu and δv, are defined by the formulas
δu =
∞∑
n=0
(−∂)n
∂
∂(∂nθu)
δu =
∞∑
n=0
(−∂)n
∂
∂(∂nθv)
.
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Since all of these operators vanish on the image of ∂, they descend to linear
operators from L to Λ∞. The Schouten bracket is the bilinear operation
on L defined by the formula[∫
F dt,
∫
Gdt
]
=
∫ (
δuF δuG+ δ
vF δvG+ (−1)
|F |(δuF δ
uG+ δvF δ
vG)
)
dt.
With this bracket, the graded vector space L becomes a graded Lie algebra:
[f, g] = (−1)|f | |g|[g, f ] and [f, [g, h]] = [[f, g], h] + (−1)(|f |+1)(|g|+1)[g, [f, h]].
(Proofs of these formulas may be found in [11].)
The Lie subalgebra L1 of L• is isomorphic to the Lie algebra of derivations
of A commuting with ∂, under the map
X =
∫
(f θu + g θv) dt ∈ L
1 7→
∞∑
n=0
(
∂nf
∂
∂(∂nu)
+ ∂ng
∂
∂(∂nv)
)
∈ Der(A).
For example, the vector fields e and E of (2.1) correspond to
∫
θv dt and∫
(vθv + 2θu) dt; we will denote these elements of L
1 by e and E as well.
An element H of L2 defines a graded derivation δH of degree 1 on the
graded Lie algebra L, by the formula δH = [H,−]. Let f ∈ L
0 = R0 be a
functional; the derivation of A commuting with ∂ which corresponds to the
element δHf of L
1 is called the Hamiltonian vector field associated to f .
The Poisson bracket on the space of functionals L0 ∼= R0 is defined by the
formula
{f, g}H = [δHf, g].
If [H,H] = 0, H is called a Hamiltonian operator.
Proposition 3.1. If H is a Hamiltonian operator, δH is a differential, the
bracket {f, g}H is a Lie bracket, and [δHf, δHg] = δH{f, g}H.
Proof. By the graded Jacobi rule,
δH(δHf) = [H, [H, f ]] =
1
2 [[H,H], f ] = 0,
showing that δH is a differential.
We have
{f, g}H + {g, f}H = [δHf, g] + [δHg, f ] = δH[f, g].
Since [f, g] vanishes, we see that {f, g}H is antisymmetric.
By the graded Jacobi rule, we have
{{f, g}H, h}H = [δH[δHf, g], h] = [[δHf, δHg], h]
= [δHf, [δHg, h]]− [δHg, [δHf, h]] = {f, {g, h}H}H − {g, {f, h}H}H.
Finally, we have [δHf, δHg] = δH[δHf, g] = δH{f, g}H.
13
A bihamiltonian structure is a pair of Hamiltonian operators (H,H0)
such that H + λH0 is a Hamiltonian operator for all λ, or equivalently, such
that [H,H0] = 0. We now reformulate Theorem 2.7 in terms of a bihamilto-
nian structure.
Theorem 3.2. The operators
H = 12
∫ [
θv θu
] [Cu v∇
∇v ε−1(E− E−1)
] [
θv
θu
]
dt
=
∫ (
ε−1θu Eθu + vθv∇θu + ε
−1qeu(E−1/2θv)(E
1/2θv)
)
dt, and
H0 =
1
2
∫ [
θv θu
] [ 0 ∇
∇ 0
] [
θv
θu
]
dt =
∫
θv∇θu dt
give a bihamiltonian structure.
Proof. It is clear that δvH = θv(∇θu). Using the formula
δv =
∞∑
i=−∞
E
−i/2 ∂
∂(Ei/2θv)
,
we see that δvH = v∇θu + Cuθv. It follows that
δvH δvH = Cuθv θv(∇θu)
= ε−1q(E1/2eu)(Eθv) θv(∇θu)− ε
−1q(E−1/2eu)(E−1θv) θv(∇θu).
Likewise, since δuH = ε
−1qeu(E−1/2θv)(E
1/2θv) and δ
uH = ∇(vθv)+ [2]∇θu,
it follows that
δuH δuH = ε
−1qeu [2](∇θu)(E
−1/2θv)(E
1/2θv).
We conclude that
δvH δvH+ δ
uH δuH = ε
−1q
(
(E− E−1/2)(eu(E1/2θv)(E
−1/2θv)θu)
+ (1− E−1/2)(eu(E1/2θv)(E
−1/2θv)(Eθu))
+ (E1/2 − 1)(eu(E1/2θv)(E
−1/2θv)(E
−1θu))
)
,
and hence that [H,H] = 0. The proof that [H+λH0,H+λH0] = 0 is a formal
consequence of this formula, since H+λH0 is obtained from H by translating
v by λ.
The Hamiltonian operators H0 and H have nice commutation relations
with the vector fields e and E : it is easily checked that [e,H] = H0 and
[e,H0] = 0, and that [E ,H] = 0 and [E ,H0] = −H0.
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Denote the Poisson bracket associated to H by {f, g}H, and the Poisson
bracket associated to H0 by {f, g}0; then Theorem 2.7 may be reformulated
as the identity
[H0, hn] = [H, hn−1], (3.1)
or equivalently, as the pair of equations
∇(δvhn) = ∇(vδvhn−1) + ε
−1(E− E−1)δuhn−1 (3.2)
∇(δuhn) = Cuδvhn−1 + v∇δuhn−1. (3.3)
Using (3.1), we obtain another proof that the flows associated to the Hamil-
tonians hn commute; this proof has the advantage that it does not depend
on the Lax equation, and so applies to prove the involutivity of more general
hierarchies.
Proposition 3.3. Let fn and gn be sequences of Hamiltonians such that
[H0, fn] = [H, fn−1] and [H0, gn] = [H, gn−1] for n > 0, and {f0, f} = 0
for all f . Then {fm, gn}0 = 0 for all m,n ≥ 0. In particular, the Hamilto-
nian vector fields associated to fm and gn commute.
Proof. If m > 0, we have
{fm, gn}0 = [[H0, fm], gn] = [[H, fm−1], gn] = −[[H, gn], fm−1]
= −[[H0, gn+1], fm−1] = {fm−1, gn+1}0.
Thus, it suffices to prove the proposition for m = 0, for which it is clear.
It is an immediate consequence of Proposition 2.2 that
[e, hk] = khk−1 and [E , hk] = (k + 1)hk. (3.4)
If a ∈ Z, let Li(a) be the generalized eigenspace
Li(a) =
⋃
n>0
ker
(
(ad(E) + i− a− 1)n
)
;
then [L(a),L(b)] = L(a + b). Since [E ,H0] = −H0, we see that H0 ∈ L(0),
hence the differential δ0 preserves the graded subspace L(a). Also, we see that
H ∈ L(1).
Theorem 3.4. The complex L(a) has vanishing cohomology unless a = −1
or 0, while the nonzero cohomology groups of L(−1) and L(0) are as follows:
H0(L(−1), δ0) = 〈
∫
1 dt,
∫
u dt〉 H0(L(0), δ0) = 〈
∫
v dt〉
H1(L(−1), δ0) = 〈
∫
θv dt〉 H
1(L(0), δ0) = 〈
∫
θu dt,
∫
(uθu − vθv) dt〉
H2(L(0), δ0) = 〈
∫
θuθv dt〉
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Proof. Write elements of the cone M of the linear map ∇ : Λ∞/Qε,q → Λ∞
as (F,G), where F ∈ Λ∞ and G ∈ Λ∞/Qε,q. If D is an linear operator from
Λ∞/Qε,q to Λ∞, let ιD :M→M be the operator
ιD(F,G) = (DG, 0).
The differential of M equals ι∇.
The differential δ0 on L lifts to a differential
δ =
∞∑
n=0
(
(∇∂nθu)∂∂nv + (∇∂
nθv)∂∂nu
)
on M, and the map τ : M → L which sends (F,G) to
∫
F dt is a chain
homotopy equivalence between the complexes (M, δ + ι∇) and (L, δ0).
Let S be the chain homotopy
S =
∞∑
n=0
(
(P∂nv)∂∂n+1θu + (P∂
nu)∂∂n+1θv
)
,
let U = ι(v∂θu + u∂θv), and let P be the semisimple operator
P =
∞∑
n=0
(
(∂nu)∂∂nu + (∂
nv)∂∂nv
)
+
∞∑
n=1
(
(∂nθu)∂∂nθu + (∂
nθv)∂∂nθv
)
.
We have [δ+ι∇, S] = e−UPeU = P+U . Thus, the cohomology of the complex
(M, d+ ι∇) equals the kernel
〈(1, 0), (θu, 0), (θv, 0), (θuθv, 0), (u,−θv), (v,−θu), (uθu − vθv, θuθv)〉 ⊂ M
of [δ + ι∇, S]. Applying τ , the theorem follows.
4 The Toda conjecture
Having introduced the Toda lattice hierarchy in the last two sections, we can
now formulate the Toda conjecture. Recall the definition of the Gromov-
Witten invariants of CP1. (A good review of the subject is Manin [21].) Let
Mg,n,d be the moduli stack of stable maps of genus g and degree d, with n
marked points, to CP1. Let evi :Mg,n,d → CP
1, 1 ≤ i ≤ n, be the map
evi(f : C → CP
1, z1, . . . , zn) = f(zi).
defined by evaluating a stable map f : C → CP1 at the ith marked point
zi ∈ C. Let
[Mg,n,d]
virt ∈ H2(2g−2+2d+n)(Mg,n,d,Q)
be the virtual fundamental class.
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Definition 4.1. Let Li be the line bundle on Mg,n,d whose fibre at the stable
map (f : C → CP1, z1, . . . , zn) is the line T
∗
ziC, and let ψi = c1(Li) be its first
Chern class.
Let γP ∈ H
0(CP1,Z) and γQ ∈ H
2(CP1,Z) be the cohomology classes
Poincare´ dual to the fundamental class and to a point. Given ki ∈ N and
ai ∈ {P,Q}, define
〈τk1,a1 . . . τkn,an〉g =
∞∑
d=0
qd
∫
[Mg,n,d]virt
ev∗1 γa1 . . . ev
∗
n γan ∪ ψ
k1
1 . . . ψ
kn
n ∈ Q[q].
We write P and Q instead of τ0,P and τ0,Q.
The large phase space M is the formal manifold with coordinates
{sk, tk}k≥0. Define
tak =
{
sk, a = P,
tk, a = Q.
The genus gGromov-Witten potential Fg of CP
1 is the generating function
on the large phase space given by the formula
Fg =
∞∑
n=0
1
n!
∑
k1,...,kn
a1,...,an
n∏
i=1
taiki
∫
[Mg,n,d]virt
〈τk1,a1 . . . τkn,an〉g,
and F =
∑∞
g=0 ε
2gFg is the total Gromov-Witten potential.
Denote the constant vector fields ∂/∂tak on the large phase space by ∂k,a;
in particular, write ∂ and ∂Q for ∂0,P and ∂0,Q. Just as in the theory of the
Toda lattice, denote the operator eε∂ by E, and the operators ε−1(E1/2−E−1/2)
and E1/2 + E−1/2 by ∇ and [2]. The partial derivatives of F are denoted
〈〈τk1,a1 . . . τkn,an〉〉 = ∂k1,a1 . . . ∂kn,anF .
The potential F satisfies the string equation L−1F + s0t0 = 0 (Witten
[27]) and Hori’s equation L0F + s
2
0 = 0 (Hori [14]), where L−1 and L0 are
the vector fields
L−1 =
∞∑
k=0
(
tk+1∂k,Q + sk+1∂k,P
)
− ∂ (4.1)
L0 =
∞∑
k=0
(
(k + 1) tk∂k,Q + k sk∂k,P + 2 sk+1∂k,Q
)
− ∂1,P − 2 ∂Q. (4.2)
The analogue of Proposition 1.1 holds, with essentially the same proof.
Proposition 4.1. If f is a function on the large phase space such that ∇f
and L−1f are constant, then f is constant. If in addition, λL0f = f for some
constant λ, then f = 0.
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There is also an analogue for CP1 of Theorem 1.2.
Theorem 4.2. Let u = ∇2F and v = ∇∂QF . The functions {∂
nu, ∂nv}n≥0
form a coordinate system on the large phase space. The origin sk = tk = 0 of
the large phase space has coordinates
∂nv =
{
1, n = 1,
0, otherwise,
∂nu = 0.
Proof. The string equation, in conjunction with the genus 0 topological re-
cursion relation
〈〈τk,aτℓ,bτm,c〉〉0 = 〈〈τk−1,aP 〉〉0〈〈Qτℓ,bτm,c〉〉0 + 〈〈τk−1,aQ〉〉0〈〈Pτℓ,bτm,c〉〉0,
implies that ∂k,P (∂
nu)|s∗=t∗=0 = ∂k,Q(∂
nv)|s∗=t∗=0 = δkn +O(ε).
At the origin of the large phase space, we have
∂nv =
∞∑
k=1
∞∑
g=0
ε2g+2k−1
22k−2(2k − 1)!
〈P 2k−1+nQ〉g.
The moduli space Mg,2k+n,d only contributes to this sum if it has virtual
dimension 1, that is, if 2(g − 1 + d + k) + n = 1. The only solution of this
equation is M0,3,0 ∼= CP
1, which contributes the coefficient 1 to ∂v. The
argument for ∂nu is similar: at the origin in the large phase space,
∂nu =
∞∑
k=1
∞∑
g=0
ε2g+2k−2
22k−1(2k)!
〈P 2k+n〉g.
The only contributions to this sum come from moduli spacesMg,2k+n,d such
that 2(g − 1 + d+ k) + n = 0; this equation has no solutions.
The vector fields L−1 and L0 commute with ∂; written in the coordinate
system {∂nu, ∂nv}n≥0, they may be identified with −e and −E (see (2.1)).
Introduce the constraints
αvk,Q = ∇〈〈τk−1,Q〉〉 −
1
k!δvhk, α
u
k,Q = ∂Q〈〈τk−1,Q〉〉 −
1
k!δuhk.
Observe that αv1,Q and α
u
0,Q vanish. By Proposition 2.2, we have
L−1α
∗
k,Q = −α
∗
k−1,Q, L0α
v
k,Q = −kα
v
k,Q, L0α
u
k,Q = −(k + 1)α
u
k,Q. (4.3)
The Toda conjecture describes the vector fields ∂k,Q in the coordinate
system {∂nu, ∂nv}n≥0. It may be formulated as any one of the equivalent
conditions in the following theorem.
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Theorem 4.3. Let D be the differential operator
D = v∇+ [2] ∂Q.
The following are equivalent:
for all k > 0, D〈〈τk−1,Q〉〉 = (k + 1)∇〈〈τk,Q〉〉, and ∂
2
QF = qe
u (i)
for all k > 0, k!∇〈〈τk−1,Q〉〉 = δvhk and k! ∂Q〈〈τk−1,Q〉〉 = δuhk (ii)
for all k > 0, the vector field k! ∂k−1,Q equals δk (iii)
Proof. Introduce the constraint
yk = D〈〈τk,Q〉〉 − (k + 2)∇〈〈τk+1,Q〉〉.
We may reformulate the conditions of the theorem in terms of the constraints
yk, α
u
k,Q and α
v
k,Q as follows:
for all k ≥ 0, yk = 0, and α
u
1,Q = 0 (i)
for all k > 0, α∗k,Q = 0 (ii)
for all k > 0, ∇α∗k,Q = 0 (iii)
The third of these reformulations follows from the formulas k!∇αvk,Q =
(k! ∂k−1,Q − δk)u and k!∇α
u
k,Q = (k! ∂k−1,Q − δk)v.
Lemma 4.4. We have yk−1 = vα
v
k,Q + [2]α
u
k,Q − (k + 1)α
v
k+1,Q and
∂Qyk−1 = Cuα
v
k,Q + v∇α
u
k,Q − (k + 1)∇α
u
k+1,Q.
Proof. The first formula follows from the calculation
(k + 1)αvk+1,Q = (k + 1)∇〈〈τk,Q〉〉 −
1
k!δvhk+1
= D〈〈τk−1,Q〉〉 −
1
k! (vδvhk + [2] δuhk)− yk−1.
To prove the second formula, observe that
(k + 1)∇αuk+1,Q = (k + 1)∇∂Q〈〈τk,Q〉〉 −
1
k!∇δuhk+1
= ∂QD〈〈τk−1,Q〉〉 −
1
k!Cuδvhk −
1
k!v∇δuhk − ∂Qyk−1.
Since ∂2Q〈〈τk−1,Q〉〉 = ∂k−1,Qe
u = eu∇2〈〈τk−1,Q〉〉 and ∂Qv = ∇e
u, we see
that
∂QD〈〈τk−1,Q〉〉 = (∂Qv)∇〈〈τk−1,Q〉〉+ v∂Q∇〈〈τk−1,Q〉〉+ [2]∂
2
Q〈〈τk−1,Q〉〉
= (∇eu)∇〈〈τk−1,Q〉〉+ v∂Q∇〈〈τk−1,Q〉〉+ [2](e
u∇2〈〈τk−1,Q〉〉).
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A short calculation shows that (∇eu)f+[2](eu∇f) = Cuf , proving the second
formula.
By (4.3) and Proposition 4.1, we see that if ∇α∗i,Q = 0 for i ≤ k, then
α∗k,Q = 0; in particular, (iii) implies (ii). By Lemma 4.4, it is clear that (ii)
implies (i) and that (i) implies (iii).
Condition (iii) of Theorem 4.3 has recently been proved by Okounkov and
Pandharipande [23] on the submanifold {sk = 0}k>1 of the large phase space;
as we will see in Section 6, in conjunction with the Virasoro conjecture, this
establishes the Toda conjecture.
5 The Toda conjecture and the Virasoro conjecture
The Virasoro conjecture for CP1 says that the functions zk, k ≥ −1, vanish,
where zk is given by the formula
zk =
∞∑
m=0
(
cm+1k tm〈〈τm+k,Q〉〉+ c
m
k s˜m〈〈τm+k,P 〉〉+ 2d
m
k s˜m〈〈τm+k−1,Q〉〉
)
+
∑
i+j=k
i! j!
(
ε2〈〈τi−1,Qτj−1,Q〉〉+ 〈〈τi−1,Q〉〉〈〈τj−1,Q〉〉
)
+ δk,−1s0t0+ δk,0s
2
0.
Here, cmk = m(m + 1) . . . (m + k), and d
m
k = ek(m, . . . ,m + k), where
ek(x0, . . . , xk) is the kth elementary symmetric function, and s˜m = sm−δm,1.
This conjecture was made by Eguchi, Hori and Yang [5], motivated by their
matrix integral representation of the Gromov-Witten potential of CP1. The
string equation and Hori’s equation are the special cases with k = −1 and
k = 0 respectively. The formulas
L−1zk = −(k + 1)zk−1, L0zk = −kzk, (5.1)
may be proved by direct calculation.
The Virasoro conjecture for CP1 has been proved by Givental [13]; his
proof uses Kontsevich’s localization theorem for Gromov-Witten invariants of
toric varieties [17], together with results from Dubrovin’s theory of semisimple
Frobenius manifolds [2].
In this section, we study the constraints
xk = D〈〈τk,P 〉〉 − (k + 1)∇〈〈τk+1,P 〉〉 − 2∇〈〈τk,Q〉〉.
Our main result is that if the Toda and Virasoro conjectures hold, then the
constraints xk vanish.
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Theorem 5.1.
Dzk −∇zk+1 =
∞∑
m=0
(
cm+1k tm ym+k + c
m
k s˜m xm+k + 2 d
m
k s˜m ym+k−1
)
+
∑
i+j=k
i! j!
(
ε2∂i−1,Q + [2]〈〈τi−1,Q〉〉
)
yj−1
Proof. We make use of the following formulas: [∂i,Q,D] = ∇〈〈τi,QQ〉〉∇,
[D, tk] = δk,0 [2], [D, sk] =
1
2δk,0
(
ε2∇∂Q + v [2]
)
,
∇(fg) = 12 [2] f ∇g +
1
2∇f [2] g,
D(fg) = 12 [2] f Dg +
1
2Df [2] g +
1
2ε
2∂Q(∇f ∇g).
It follows that
D
∞∑
m=0
(cm+1k tm〈〈τm+k,Q〉〉+ c
m
k s˜m〈〈τm+k,P 〉〉+ 2d
m
k s˜m〈〈τm+k−1,Q〉〉)
=
∞∑
m=0
(cm+1k tmD〈〈τm+k,Q〉〉+ c
m
k s˜mD〈〈τm+k,P 〉〉+ 2d
m
k s˜mD〈〈τm+k−1,Q〉〉)
+ c1k [2]〈〈τk,Q〉〉+ d
0
k(ε
2∇∂Q + v [2])〈〈τk−1,Q〉〉
=
∞∑
m=0
(cm+1k+1 tm∇〈〈τm+k+1,Q〉〉+ c
m
k+1s˜m∇〈〈τm+k+1,P 〉〉+ 2d
m
k+1s˜m∇〈〈τm+k,Q〉〉)
+
∞∑
m=0
(cm+1k tmym+k + c
m
k s˜mxm+k + 2d
m
k s˜mym+k−1)
+ c1k [2]〈〈τk,Q〉〉+ d
0
k(ε
2∇∂Q + v [2])〈〈τk−1,Q〉〉
= ∇
∞∑
m=0
(cm+1k+1 tm〈〈τm+k+1,Q〉〉+ c
m
k+1s˜m〈〈τm+k+1,P 〉〉+ 2d
m
k+1s˜m〈〈τm+k,Q〉〉)
+
∞∑
m=0
(cm+1k tmym+k + c
m
k s˜mxm+k + 2d
m
k s˜mym+k−1)
+ d0k(ε
2∇∂Q + v [2])〈〈τk−1,Q〉〉
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D
∑
i+j=k
i! j!(ε2〈〈τi−1,Qτj−1,Q〉〉+ 〈〈τi−1,Q〉〉〈〈τj−1,Q〉〉)
=
∑
i+j=k
i! j!
(
ε
2
∂i−1,QD〈〈τj−1,Q〉〉 − ε
2[∂i−1,Q,D]〈〈τj−1,Q〉〉
+ [2]〈〈τi−1,Q〉〉D〈〈τj−1,Q〉〉+
1
2
ε
2
∂Q(∇〈〈τi−1,Q〉〉∇〈〈τj−1,Q〉〉)
)
=
∑
i+j=k
i! (j + 1)!(ε2∇〈〈τi−1,Qτj,Q〉〉+ [2]〈〈τi−1,Q〉〉∇〈〈τj,Q〉〉)
+
∑
i+j=k
i! j!(ε2∂i−1,Q + [2]〈〈τi−1,Q〉〉)yj−1
= ∇
∑
i+j=k+1
i! j!(ε2〈〈τi−1,Qτj−1,Q〉〉+ 〈〈τi−1,Q〉〉〈〈τj−1,Q〉〉)
− k!(ε2∇∂Q + v [2])〈〈τk−1,Q〉〉+
∑
i+j=k
i! j!(ε2∂i−1,Q + [2]〈〈τi−1,Q〉〉)yj−1.
The theorem follows for k > 0 on adding the results of these two calculations;
the cases k = −1 and k = 0 are similar, and we leave them to the reader.
Corollary 5.2. If yk = 0 for all k ≥ 0 and zk = 0 for all k ≥ −1, then
xk = 0 for all k ≥ 0.
Proof. If yk and zk vanish for all k, then the formula of Theorem 5.1 becomes,
for k ≥ −1,
xk+1 =
∞∑
m=1
(
k+m
m−1
)
sm xk+m.
The result follows by induction on the order of vanishing of the constraints
xk at the origin of the large phase space.
Assuming the Toda and Virasoro conjectures, we will now show that there
are Hamiltonians gk ∈ R
0 such that ∂k,Pu =
1
k!∇δvgk and ∂k,P v =
1
k!∇δugk.
We may construct the Hamiltonian g0 explicitly: the equations ∂u = ∇δvg0
and ∂v = ∇δug0 have the solution
g0 =
∫
uPv dt =
∞∑
g=0
ε2g(21−2g − 1)B2g
(2g)!
∫
u ∂2gv dt. (5.2)
Note that δ0g0 lies in the centre of L, since
[δ0g0,
∫
F dt] = [
∫
(∂u θu + ∂v θv) dt,
∫
F dt] =
∫
∂F dt = 0. (5.3)
We have not been able to find an explicit formula for the Hamiltonians gk;
instead, we construct them using a method due to Gelfand and Dorfman [9].
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Theorem 5.3. There is a unique sequence of Hamiltonians gk ∈ L
0(k) start-
ing with g0 =
∫
uPv dt such that [H0, gk] = [H, gk−1 −
2
khk−1].
Proof. Uniqueness is clear: if k > 0, the recursion [H0, gk] = [H, gk−1−
2
khk−1]
determines gk up to an element of H
0(L(k), δ0), and this cohomology group
vanishes by Theorem 3.4.
We will construct gk by induction.
Lemma 5.4. The vector field Xk = [H, gk−1 −
2
khk−1] ∈ L
1(k) satisfies
δ0Xk = 0.
Proof. We have
δ0Xk = [H0, [H, gk−1 −
2
khk−1]] = −[H, [H0, gk−1 −
2
khk−1]].
If k > 1, we have
[H, [H0, gk−1 −
2
khk−1]] = [H, [H, gk−2 − 2(
1
k +
1
k−1 )hk−2]] = 0.
If k = 1, we see that δ0X1 = −[H, [H0, g0 − 2h0]] = [δ0g0,H], which vanishes
by (5.3).
It follows from this lemma that the cohomology class of Xk is an element
of H1(L(k), δ0). For k > 0, this cohomology group vanishes by Theorem 3.4,
hence there is an element gk of L
0(k) such that δ0gk = Xk.
Corollary 5.5. Denote the Hamiltonian vector field δ0gk associated to the
Hamiltonian gk by δ˜k:
δ˜kv = ∇δugk, δ˜ku = ∇δvgk.
The flows δ˜k commute with each other, and with the flows δk.
Proof. Apply Theorem 3.3 to the sequences of Hamiltonians hk and gk.
It is not hard to find an explicit formula for g1:
g1 =
∫ (
1
2uP(v
2 + [2] eu) + 12v([2]P− 2)v − 2qe
u
)
dt. (5.4)
The equation
[H0, g1] = [H, g0 − 2h0] = [H, g0]− 2[H0, h1]
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amounts by (3.2) and (3.3) to the pair of equations
∇(δvg1) = ∇(vδvg0 + [2] δug0 − 2δvh1) = ∇(vPu + [2](P− 2)v)
∇(δug1) = Cuδvg1 + v∇δug1 − 2∇δuh1
= 12q∇(e
u [2]Pu) + 12q [2](e
u∂u) + v∇Pv − 2q∇eu
= q∇
(
1
2e
u [2]Pu+ 12P(v
2 + [2] eu)− 2eu
)
,
and it is easily seen that these are satisfied.
Proposition 5.6. For k > 0, [e, gk] = kgk−1. For k ≥ 0,
[E , gk] = (k + 1)gk + 2hk.
Proof. We prove these formulas by induction: it is easily checked, using the
explicit formula (5.4) for g1, that [e, g1] = g0, and, using the explicit formula
(5.2) for g0, that [E , g0] = g0 + 2h0.
We have
δ0[e, gk] = [e, δ0gk] = [e, [H, gk−1 −
2
khk−1]]
= [[e,H], gk−1 −
2
khk−1] + [H, [e, gk−1 −
2
khk−1]]
= δ0(gk−1 −
2
khk−1) + [H, (k − 1)gk−2 −
2(k−1)
k hk−2]
= δ0(gk−1 −
2
khk−1) + δ0((k − 1)gk−1 +
2
khk−1) = δ0(kgk−1).
Since the cohomology group H0(L(k − 1), δ0) vanishes for k > 1, the formula
for [e, gk] follows.
The argument for E is similar: we have
δ0[E , gk] = [δ0E , gk] + [E , δ0gk] = δ0gk + [E , [H, gk−1 −
2
khk−1]]
= δ0gk + [H, [E , gk−1 −
2
khk−1]]
= δ0gk + [H, kgk−1] = δ0((k + 1)gk + 2hk).
Since the cohomology group H0(L(k), δ0) vanishes for k > 0, the formula for
[E , gk] follows.
Introduce the constraints
αvk,P = ∇〈〈τk,P 〉〉 −
1
k!δvgk, α
u
k,P = ∂Q〈〈τk,P 〉〉 −
1
k!δugk.
By the definitions of u and v, we see that αv0,P and α
u
0,P vanish.
Lemma 5.7. For k > 0, L−1α
∗
k,P = −α
∗
k−1,P and
L0α
v
k,P = −kα
v
k,P − 2α
v
k,Q, L0α
u
k,P = −(k + 1)α
u
k,P − 2α
u
k,Q.
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Proof. By the string equation, L−1〈〈τk,P 〉〉 = −〈〈τk−1,P 〉〉. Since [e, δv] =
[e, δu] = 0, we see that L−1δvgk = −kδvgk−1 and L−1δugk = −kδugk−1. This
shows that L−1α
∗
k,P = −α
∗
k,P .
By Hori’s equation z0 = 0, we see that
L0∇〈〈τk,P 〉〉 = −k∇〈〈τk,P 〉〉 − 2∇〈〈τk−1,Q〉〉,
L0∂Q〈〈τk,P 〉〉 = −(k + 1)∂Q〈〈τk,P 〉〉 − 2∂Q〈〈τk−1,Q〉〉.
Since [E , δv] = −δv and [E , δu] = 0, we see that L−1δvgk = −kδvgk − 2δvhk
and L0δugk = −(k+1)δugk− 2δuhk. This yields the formulas for L0α
∗
k,P .
Theorem 5.8. Assume that the Toda conjecture holds. Each of the following
conditions are equivalent to the Virasoro conjecture:
for all k > 0, D〈〈τk−1,P 〉〉 = k∇〈〈τk,P 〉〉+ 2〈〈τk−1,Q〉〉 (i)
for all k > 0, k!∇〈〈τk,P 〉〉 = δvgk and k! ∂Q〈〈τk,P 〉〉 = δugk (ii)
for all k ≥ 0, the vector field k! ∂k,P equals δ˜k (iii)
Proof. We may reformulate the conditions of the theorem in terms of the
constraints xk, α
u
k,P and α
v
k,P as follows:
for all k ≥ 0, xk = 0 (i)
for all k ≥ 0, αvk,P = α
u
k,P = 0 (ii)
for all k ≥ 0, ∇αvk,P = ∇α
u
k,P = 0 (iii)
We have already shown that the Virasoro conjecture implies (i); let us
prove the converse. We argue by induction that zk vanishes, starting with
Hori’s equation z0. If zk−1 = 0, then Theorem 5.1 together with (i) implies
that ∇zk = 0. We conclude by (5.1) and Proposition 4.1 that zk = 0.
The proof of the following lemma is analogous to that of Lemma 4.4.
Lemma 5.9. We have xk−1 = vα
v
k−1,P + [2]α
u
k−1,P − kα
v
k,P − 2α
v
k,Q and
∂Qxk−1 = Cuα
v
k−1,P + v∇α
u
k−1,P − k∇α
u
k,P − 2∇α
v
k,Q.
By Lemma 5.7 and Proposition 4.1, we see that if ∇α∗i,P = 0 for i ≤ k,
then α∗k,P = 0; in particular, (iii) implies (ii). Lemma 5.9 shows that (ii)
implies (i) and that (i) implies (iii).
Corollary 5.10. The Toda and Virasoro conjectures determine the Gromov-
Witten potential F of CP1 up to a constant (that is, an element of Qε,q).
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Proof. The Toda and Virasoro conjectures determine the vector fields ∂k,Q
and ∂k,P in the coordinate system {∂
nu, ∂nv}n≥0 on the large phase space.
It follows that the coordinates {sk, tk}k≥0 are determined up to constants of
integration; but these constants are fixed by Theorem 4.2. By inversion, we
see that u is determined as a function of {sk, tk}k≥0. Integrating twice, using
Lemma 4.1 and the string equation, we see that F is determined up to a
constant.
In order to determine the constant term of F , we may use the divisor
equation
q
∂F
∂q
+
∞∑
k=0
sk+1
∂F
∂tk
= ∂QF.
This fixes the constant up to an element of Qε; however, such constant terms
correspond to Gromov-Witten invariants of degree 0, and no moduli space
Mg,n,d has vanishing virtual dimension if d = 0. Thus, this constant vanishes.
6 Propagating the Toda conjecture
Consider the submanifold L ⊂ M of the large phase space on which sk = 0,
k > 1. Okounkov and Pandharipande [23] have proved the Toda conjecture
on this submanifold; that is, they prove that k! ∂k−1,Q equals δk along L, for
all k > 0. Our results allow us to prove that this, in conjunction with the
Virasoro conjecture, implies the full Toda conjecture.
Suppose that the constraints ∇αvk,Q and ∇α
u
k,Q vanish to order N along
L; the theorem of Okounkov and Pandharipande is the case N = 1. We now
argue by induction. The proof of Theorem 4.3 shows that the constraints
yk vanish to order N along L. (Here, we use the fact that the vector fields
L−1 and L0 are tangential to L, as may be seen by inspection of the explicit
formulas (4.1) and (4.2).)
Applying Theorem 5.1, we see that the constraints xk vanish to order
N along L. The proof of Theorem 5.8 shows that the constraints ∇αvk,P and
∇αuk,P vanish to order N along L, in other words, that the vector fields k! ∂k,P
and δ˜k are equal to order N along L.
To prove the induction step, we must show that the vector field k! ∂k−1,Q−
δk vanishes to order N+1 along L, in other words, that [ℓ! ∂ℓ,P , k! ∂k−1,Q−δk]
vanishes to order N along L for all ℓ > 1. We have
[ℓ! ∂ℓ,P , k! ∂k−1,Q − δk] = [ℓ!∂ℓ,P , k! ∂k−1,Q]− [δ˜ℓ, δk]
− [ℓ! ∂ℓ,P − δ˜ℓ, k! ∂k−1,Q] + [ℓ! ∂ℓ,P − δ˜ℓ, k! ∂k−1,Q − δk].
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Obviously, [ℓ!∂ℓ,P , k! ∂k−1,Q] vanishes; the commutator [δ˜ℓ, δk] vanishes by
Corollary 5.5; the vector field [ℓ! ∂ℓ,P − δ˜ℓ, δk] vanishes to order N along L,
while the vector field [ℓ! ∂ℓ,P − δ˜ℓ, k! ∂k−1,Q−δk] vanishes to order 2N−1 ≥ N
along L.
Acknowledgments
I thank B. Dubrovin, T. Eguchi, B. Feigin, A. Orlov, R. Pandharipande,
T. Shiota, C.-S. Xiong, Y. Zhang and the referee for stimulating my interest
in this subject and for their helpful suggestions.
I wish to thank Kyoji Saito and Masa-Hiko Saito, and all of the other
organizers and participants in the memorable year 1999–2000 at RIMS, Kyoto
University devoted to “Geometry of String Theory.”
The research of the author is supported in part by NSF grants DMS-
9704320 and DMS-0072508.
References
1. I. Dorfman, “Dirac structures and integrability of nonlinear evolution
equations.” John Wiley, Chichester, 1993.
2. B. Dubrovin, Geometry of 2D topological field theories, in “Integrable
systems and quantum groups, Montecalini Terme, 1993,” eds. M. Fran-
caviglia and S. Greco, Lect. Notes Math., vol. 1620, Springer-Verlag,
Berlin, 1996, pp. 120–348. <hep-th/9407018>
3. B. Dubrovin and Y. Zhang, in preparation.
4. T. Eguchi and S.-K. Yang, The topological CP1 model and the large-
N matrix integral. Modern Phys. Lett. A 9 (1994), 2893–2902.
<hep-th/9407134>
5. T. Eguchi, K. Hori and S.-K. Yang, Topological σ models and large-N
matrix integral. Internat. J. Modern Phys. A 10 (1995), 4203–4224.
<hep-th/9503017>
6. C. Faber and R. Pandharipande, Logarithmic series and Hodge integrals
in the tautological ring. With an appendix by D. Zagier. Michigan Math.
J. 48 (2000), 215–252. <math/0002112>
7. D.B. Fairlie and I.A.B. Strachan, The algebraic and Hamiltonian struc-
ture of the dispersionless Benney and Toda hierarchies, Inverse Problems
12 (1996), 885–908. <math/9606022>
8. I. M. Gelfand and L. A. Dikii, Asymptotic properties of the resolvent of
Sturm-Liouville equations, and the algebra of Korteweg-de Vries equa-
tions. (Russian) Uspehi Mat. Nauk 30 (1975), no. 5, 67–100. (English
27
translation: Russian Math. Surveys 30 (1975), no. 5, 77–113.)
9. I. M. Gelfand and I. Ja. Dorfman, Schouten bracket and Hamiltonian
operators. (Russian) Funktsional. Anal. i Prilozhen. 14 (1980), 71–74.
10. E. Getzler, The Virasoro conjecture for Gromov-Witten invariants, “Al-
gebraic geometry: Hirzebruch 70 (Warsaw, 1998),” Contemp. Math.
241, Amer. Math. Soc., Providence, RI, 1999, pp. 147–176.
<math/9812026>
11. E. Getzler, A Darboux theorem for Hamiltonian operators in the formal
calculus of variations, To appear, Duke J. Math. <math/0002164>
12. E. Getzler and R. Pandharipande, Virasoro constraints and the Chern
classes of the Hodge bundle, Nucl. Phys. B 530 (1998), 701–714.
<math/9805114>
13. A. Givental, Gromov - Witten invariants and quantization of quadratic
hamiltonian, to appear, MoscowMathematical Journal. <math/0108100>
14. K. Hori, Constraints for topological strings in D ≥ 1, Nucl. Phys. B439
(1995) 395–420. <hep-th/9411135>
15. C. Itzykson and J.-B. Zuber, Combinatorics of the modular group. II.
The Kontsevich integrals, Internat. J. Modern Phys. A 7 (1992), 5661–
5705. <hept-th/9201001>
16. M. Kontsevich, Intersection theory on moduli spaces of curves and the
matrix Airy function, Commun. Math. Phys. 147 (1992), 1–23.
17. M. Kontsevich, Enumeration of rational curves via torus actions. In “The
moduli space of curves (Texel Island, 1994),” 335–368, Progr. Math. 129,
Birkha¨user Boston, Boston, MA, 1995.
18. B. A. Kupershmidt, Discrete Lax equations and differential-difference cal-
culus, Aste´risque 123 (1985).
19. E. Looijenga, Intersection theory on Deligne-Mumford compactifications
(after Witten and Kontsevich). Se´minaire Bourbaki, Vol. 1992/93.
Aste´risque No. 216 (1993), Exp. No. 768, pp. 187–212.
20. Y. I. Manin, Algebraic aspects of nonlinear differential equations. (Rus-
sian) In “Current problems in mathematics,” Vol. 11, pp. 5–152. Akad.
Nauk SSSR Vsesojuz. Inst. Naucˇn. i Tehn. Informacii, Moscow, 1978.
21. Y. I. Manin, “Frobenius manifolds, quantum cohomology, and moduli
spaces.” American Mathematical Society Colloquium Publications 47.
American Mathematical Society, Providence, RI, 1999.
22. A. Okounkov and R. Pandharipande, Gromov-Witten theory, Hurwitz
numbers, and matrix models, I. <math/0101147>
23. A. Okounkov and R. Pandharipande, private communication.
24. P. Olver, “Applications of Lie groups to differential equations.” Graduate
Texts in Mathematics, v. 107. Springer-Verlag, New York, 1993.
28
25. R. Pandharipande, The Toda equations and the Gromov-Witten the-
ory of the Riemann sphere. Lett. Math. Phys. 53 (2000), 59–74.
<math/9912166>
26. K. Takasaki and T. Takebe, Quasi-classical limit of Toda hierarchy and
W -infinity symmetries. Lett. Math. Phys. 28 (1993), 165–176.
27. E. Witten, Two dimensional gravity and intersection theory on moduli
space, Surveys in Differential Geom. 1 (1991), 243–310.
29
