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In complex dynamical systems consisting of many interacting degrees of free-
dom it can be impossible to predict how any single one will behave. Yet, usually,
out of the chaos emerge simple laws that guide the behavior of the system as a
whole. Many examples exist in Nature, from the ideal gas law to superconduc-
tivity, and it can be expected that the same principle holds in the study of insect
locomotion.
This thesis examines three aspects of insect locomotion and attempts to pro-
vide simple laws that guide them. First, the focus is on the steering control of a
tiger beetle while it chases its prey. The steering is governed by a proportional
controller with a distance dependent gain. Moreover, the same control law can
be seen in the position that the front leg is placed at each individual step.
Next, this thesis provides insight into the principles that guide evolution as it
drives morphological adaptations in flying insects. Using computer simulations
of 3D flight, we find that the wing hinge position relative to the center of mass
of a model fly has a significant effect on the lift production and only marginally
affects flight stability. Most intriguing is the result that the nominal hinge posi-
tion of a fruit fly optimizes its lift production and maximizes ascending speed,
irrespective of stroke amplitude. This can be understood by looking at the cou-
pling between the body and wing motions. We construct a new model, which
shows that the maximum speed, associated with the maximum vertical lift, is
due to an antiresonance between the body and wing oscillations.
In addition, the evolutionary process from four-winged to two-winged flight
is investigated. The four-winged dragonfly, an example of one of the oldest fly-
ing insects, flies with the body horizontal during steady state flight. In contrast,
two-winged insects, which developed later, fly with their body pitched up ver-
tically. The simulations presented here will show that during the evolutionary
transition the flight style naturally switches from horizontal to vertical. This
change must be accompanied by a switch from an asymmetric to a symmetric
wing stroke in order to maintain flight. The results indicate that small changes
to the wing size of a four-winged flyer require simultaneous large adaptations
to the front wing pitch if successful flight is to be maintained.
Finally, the last chapter will report on the construction of an interactive in-
sect flight simulator, where a human can control the insect flight by flapping a
wing model in the lab. The system combines the previous insect flight simu-
lations with real-time input of the wing beat. Initial results will be discussed,
which indicate the setup and code are functioning properly. In addition, we
show that a human can reproduce typical fruit fly flight and can control the
longitudinal flight of a dragonfly. This setup allows for experiments that look
at how control laws are developed and how they might change over time, but
those experiments have yet to be performed.
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CHAPTER 1
INTRODUCTION
At first glance the behavior of any organism may seem highly complex and
usually appears to be the result of an intricate interplay of competing objectives
[1–4]. Yet, when one looks through the noise and the constraints imposed on
the organism by the physical world, it can turn out that its behavior is actually
guided by a simple law [5–9]. Here, in this thesis, we will study these simple
mathematical laws that underpin the behavior of the life that we observe.
Behavior in this context is the action of any organism or system that emerges
as a result of exterior or interior stimuli, received either in the past or in the
present [10]. For example, we will study how a tiger beetle chases its prey. In
this case the behavior is the chasing pattern that we observe, which relates the
current visual stimulus of the prey to the muscle output on its legs. However,
this behavior was developed over time by incorporating all the beetle’s past
experiences with chasing prey and perhaps also results from specialized neural
circuitry passed on through its DNA [11].
It might seem remarkable that the actions resulting from highly complex dy-
namical systems which feature large amounts of variables, such as the example
above, could result in relatively simple behavioral laws. Yet, it turns out this is
a common feature of collective phenomena and the study of emergent behavior
from complex systems has a long history [12–14]. A large number of examples
exist from surface friction or phase transitions to flocks of birds or schools of
fish [15–18]. Emergent behavior is even used in an attempt to understand grav-
ity and blackhole horizons [19–21]. In each case the macroscopic behavior of the
system can be described, despite not fully understanding the complex interac-
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tions of all the components in the system. The aim is to continue in this line of
study and investigate the emergent laws that form in the control, stability, and
evolutionary optimization of insect locomotion.
This thesis will start with a discussion of the behavior that the tiger beetle
exhibits during experimentally recorded chase pursuits of its prey. In chapter
2 the movement of the body is analyzed and a control law for the orientation
of the beetle is found that depends on the distance to the prey. This control law
links the rotation rate of the body to the angle of misalignment towards the prey
and its parameters are such that they minimize the time required to direct the
body towards the prey. Chapter 3 will discuss the leg positioning at each step
and examine how the stride is modulated based on the visual information. It
turns out that different legs have different functions with the steering coming
from the front legs and the propulsion provided by the hind legs.
The second part of this thesis concerns emergent behavior in the evolution-
ary process and in particular studies the effect of morphological adaptations on
the flight of insects. The evolution of a species stems from the complicated inter-
play between the random genetic changes of each new generation and a variety
of selective pressures that determine who survives [22]. From this complex sys-
tem it can emerge that evolution seems to act purposefully to optimize certain
traits [23–25]. The emergent behavior comes in the form of guiding principles
which evolution naturally follows. It is those guiding principles that we will try
to discover when studying morphological adaptations to insect flight.
Chapter 4 will focus on the first morphological feature, the wing hinge loca-
tion on the fruit fly, and the effect it has on the flight performance and stability.
This will be studied using a 3D insect flight simulator that allows for large para-
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metric studies of the fly’s morphology. The steady-state flight profile of the fly
and its stability are determined using Floquet stability analysis on periodic or-
bits. It turns out that the wing hinge is positioned to maximize the vertical force
generation independent of the wing stroke amplitude, giving the fly the largest
range of possible flight velocities. This specific wing position is advantageous
due to an antiresonance in the coupled wing-body system, where the lift and
inertial torques nearly cancel each other out on the body.
The second morphological feature is covered in chapter 5, where reductions
in the hind wing size are studied to model the evolutionary process that leads
from four to two-winged insect flight. Dragonflies, who fly with a horizon-
tal body, are some of the oldest known flying insects [26]. Later insects, such
as mayflies or fruit flies, commonly fly with their body pitch up vertical [27].
The evolutionary process connecting the two flight styles will be studied by
determining the changes to the flight kinematics and the effect on the power
consumption. The results indicate that the transition to two-winged flight was
likely a sudden development, whichwas only possible after a significant change
to the front wing muscle.
Finally, chapter 6 covers the experiment I built to see if a human can learn to
control insect flight. The aim was to combine the previous projects and study
how control laws naturally develop when the brain has to deal with a novel
task, for which in my case the human control of insect flight was very suitable.
In the lab an infrared camera system is used to track a wing model and the
provided motion is fed into the insect flight simulator. This allows a human to
provide the wing motion and receive real-time visual feedback of its effect on
the insect’s flight. To test the system I attempted to maintain hovering as a fruit
3
fly and studied if it is possible to traverse a horizontal distance as a dragonfly.
The initial results show that humans are able to control insect flight, but further
study is needed to elucidate the exact nature of the laws through which this
control is achieved.
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CHAPTER 2
PREY PURSUIT BY TIGER BEETLES DEPENDS ON DISTANCE 1
Visually guided pursuit behavior [9, 29–36] provides a rich experimental play-
ground to examine connections between behavior and neural computations
[37–42]. In spite of the increasingly sophisticated understanding in animal be-
havior and their neural systems, simple questions such as how animals measure
distance or generally how they extract relevant information from the visual field
do not have clear-cut answers [34, 43–46].
This chapter will examine the control of the tiger beetle chase behavior and
focus on whether tiger beetles use distance information during their pursuit
of prey. Tiger beetles are fast diurnal predators capable of chasing prey using
closed-loop visual guidance [32]. Because their pursuit takes place in a two-
dimensional plane, it provides a convenient system for behavioral analyses.
The initial analysis of tiger beetle’s pursuit dynamics elicited by a moving bead
showed that the beetle uses a proportional control law in which the angular po-
sition of the prey in the beetle’s visual field drives the beetle’s angular velocity
with a delay of half a stride period, about 28ms [9]. This suggested a physical
interpretation of the observed control law: to turn toward its prey, the beetle
on average exerts a sideways force proportional to the angular position of the
prey measured a half stride earlier. The control gain is close to the critical value,
k = 1
τe
, with τ being the time delay, further suggesting the beetle reorients itself
toward the prey in the least amount of time without exciting oscillations [47].
The results presented here provide clear evidence that tiger beetles adjust
their control gain based on distance to the prey. After its initiation, the beetle
1This work is reported in [28].
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follows the prey with sub-critical gain. When the prey is within a radius of
about 10cm, it increases its gain to a near-critical value, and when the prey is
within a few strides, the beetle increases its gain again to catch the prey.
2.1 The proportional control law
First, the experiments and the control law analysis, on which this chapter is
based, are summarized [9]. Pursuits of a prey dummy, a high-contrast black
sphere of 4.5mm diameter glued to a nylon monofilament, by tiger beetles were
filmed at 250 frames per second with 1024 × 1024 resolution using a high-speed
video camera (Phantom v. 5.0, AMETEK, USA). The digital greyscale images
were imported into Matlab (MathWorks, Natick, MA, USA) for analysis. The
experiments were performed in a cylindrical arena (33 cm diameter, 18 cm tall).
The walls were patterned alternately with black (4 mm) and white (12 mm)
vertical stripes to provide contrast for the beetle moving through the arena. In
total 6 different beetles were tested and each performed multiple chases, each
beetle was around 13mm long. They were acclimatized to the arena for 10 min
before the prey dummy was introduced by lowering it from above and moving
it across the floor by hand. The positions and the orientations were extracted
using a home-written algorithm that tracked white dots painted on the black
beetle. Figure 2.1a shows the spatial patterns of the beetle and the prey during
a typical case in the lab frame. The beetle is represented by a small rod with the
headmarked by a dot and the prey is depicted by an asterisk. The pattern shows
that the beetle orients itself so that the prey is directly in front of it by aligning
the body axis (solid line) with the line of sight to the prey (dashed line). The
active orientation of the body is described by ωB(t) = Kθe(t − τ), where ωB = θ˙B
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is the body angular velocity, and θe prey’s angular position relative to beetle’s
body-axis, see figure 2.1c for variable definitions. Figure 2.1d-e show that the
correlation coefficient is maximal at τ = 28ms, and the corresponding gain in the
proportional control law is K = 12.7s−1. As it has been noted previously, given
a time delay of 28ms the gain value is close to the optimal value, K = 1/eτ ≈
13.1s−1.
Control of force and torque
To expand on the previous discussion the control of force and torque on the
body can be studied. For the beetle to abide by the control law for ωb it must
provide a torque to rotate its body. The expectation is thus to find a similar
control law governing the angular acceleration αb = k2ωe(t−τ2). This relationship
is derived by taking the time derivative of the control law forωb. Figure 2.2a and
c show this proportional control for αb. The delay here is τ2 = 24ms, close to τ1.
The gain is slightly higher at k2 = 14.6s
−1. These values for τ2 and k2 should
be the same as for τ and K found in the previous section. The discrepancy is
due to the increased noise that comes with taking an additional derivative, as
can also be seen by the overall reduction in correlation coefficient in Figure 2.2a
compared to Figure 2.1e. Despite this complication, the angular acceleration
and thus torque is clearly modulated based on the error angle.
While torque control allows the beetle to rotate its body, a sideways force
is needed to control its heading. The perpendicular acceleration on the body,
denoted as a⊥, causes the change in the heading by rotating the velocity vector
vb. The magnitude of the velocity can be changed by the parallel acceleration a||,
7
Figure 2.1: (a) Example of tiger beetle pursuit dynamics. The position of
the beetle (rod) and the prey (asterisk) are shown at 56ms in-
tervals, the walking gait period. During the chase the beetle re-
duces the angle between the body axis (solid line) with the line
of sight to the prey (dashed line). (b) Prey location in the bee-
tle’s frame of reference for all recorded chases. The prey starts
at error angles up to 70◦ and mostly stays within the arc de-
fined by this angle. Circles at 1cm interval indicate equidistant
points and the thick (red) circle indicates the critical distance.
(c) Definition of the beetle variables. θB is the beetle’s body an-
gle measured in the lab-frame, θe is the prey’s angular position
relative to beetle’s body axis and d is the distance to the prey.
(d) The beetle’s angular velocity as a function of the error angle
supports the linear model ωB = Kθe(t − τ) with gain coefficient
K = 12.7s−1. (e) The linear correlation coefficient between ωB
and θe as a function of the time delay τ. The maximum correla-
tion occurs at 28ms, indicating the beetle has a delay equal to
half its walking gait period.
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Figure 2.2: Two control models for the force and torque. (a-b) The linear
correlation coefficient for each of the models. Dashed verti-
cal line indicates highest correlation. a) The torque or angular
acceleration model is αb(t) = k2ωe(t − τ2). The time delay is
τ2 = 24ms and the gain is 14.6s
−1. b) The force or perpendicu-
lar accelaration model is a⊥(t) = k3θe(t − τ3) with the time delay
τ3 = 12ms. (c-d) The fitted control model for each case. Note
that taking the additional derivative increases the noise in the
data in (c). The overall correlation coefficient in (a) is also lower
than in (b). Black dots indicate recorded data for each frame.
Red line is the line of best fit. The gain k for each model is
indicated in the respective figure.
which is defined as the acceleration along the trajectory. Figure 2.2b and d show
a third control law which governs the sideways acceleration a⊥(t) = k3θe(t − τ3).
Interestingly the time delay here is short, at just τ3 = 12ms, indicating the head-
ing is corrected before the body orientation. The gain is k3 = 5.7cm s
−2 deg−1.
Given that the control laws for the angular acceleration α and perpendicular
acceleration a⊥ have different time delays τ it seems probable that they are ac-
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tuated by different mechanisms. The actuation of the force and torque will be
studied in detail in the next chapter.
2.2 Distance dependent gain for the control law
Here we return to the original control law for the body orientation. The first clue
that the proportional gain K depends on the distance can be seen in figure 2.1a
when the beetle is close to the prey. After time step 8, the beetle is seen to over-
shoot in its corrections in the error angle, suggesting an increased gain as the
beetle gets closer to the prey. This observation led to a systematical examination
of the distance-dependence of the control gain. This analysis reveals two transi-
tions in the gain; one at d ≈ 10cm in addition to the transition at short-distance,
d ≈ 2cm (figure 2.3).
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critical distance
Figure 2.3: The gain coefficient in the proportional control as a function of
distance. Two regions of changing gain are visible, one below
2cm and one between 6 and 10cm. In between those the gain
value is near the critical value of 13.1s−1 for τ = 28ms. The
results are generated by grouping all data based on the beetle-
prey distance in bins with a width of 2cm centered 5mm apart.
To examine the distance dependence of the delay τ(d) and gain K(d), the
same analysis as described for figure 2.1d-e is applied to a series of data subsets,
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where each subset is binned according to the distance to the prey. The time delay
τ is nearly constant at 28 ± 4ms over the range of observed distance, from d is 1
to 12.5cm. Therefore the time delay is fixed at τ = 28ms for the remainder of the
analysis.
The main result is summarized in figure 2.3, which shows the dependence
of the gain on distance. When the tiger beetle is far away from the prey, beyond
10cm, it uses the lower gain of K = 9.0s−1. Below 10cm, the gain increases with
decreasing distance and reaches a near-critical value K = 13.5s−1 at d ≈ 6cm.
K(d) can be well fitted by a hyperbolic tangent function between d = 2cm and
d = 12cm, with the middle of the transition occurring at the critical distance
d∗ = 8.5cm. At small distances below 2cm, when the prey is within reach, the
beetle increases its gain sharply to catch the prey.
The next question is whether the distance is a direct cause for the change in
K, as opposed to an indirect cause via other intermediate variables. Relevant
kinematic variables in the system are displayed as a function of the distance
in figure 2.4a-c. At d ≥ 10cm the beetle increases its velocity, vB, to initiate
the chase. In contrast the beetle’s angular velocity, ωB, initially decreases as vB
increases. However, note that over the range 6-10cm, where the transition in
gain occurs, both of these quantities are nearly constant while K(d) increases.
It is therefore unlikely that they are the cause for the observed gain increase.
Interestingly the combination of the velocity and angular velocity leads to a
nearly constant sideways acceleration, a⊥B = vBωB (figure 2.4c). This suggests
the chases are constrained by the maximal sideways acceleration of the beetle
[9].
One can further ask whether the increase in gain might be correlated to the
11
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Figure 2.4: (a-c) Distance dependence of the absolute value of the beetle
velocity, beetle angular velocity and beetle sideways accelera-
tion respectively. Each is showing themean value and standard
deviation of all measurements, without removing the stride
oscillations, within the same bins as in 2.3. The velocity and
angular velocity of the beetle show a start-up phase beyond
d ≈ 10cm, however over the distance between 6 and 10cm, the
gain transition region, both variables are approximately con-
stant. In contrast to this, a⊥B = vBωB is roughly constant over
the full range of distances, suggesting that the beetle is using a
constant sideways force to reorient its body [9]. (d) Recreating
of figure 2.3 using only the chases that started at a beetle-prey
distance of around 6, 8 or 10cm. Notice that for the 10cm start
distance the double transition is at the same location. For the 6
and 8cm start distance data there is no double transition. This
indicates that the chase start-up phase does not cause the tran-
sition in K. (e) The gain coefficient in the proportional control as
a function of time-to-contact (TTC). The gain fluctuates around
the average value of K = 12.7s−1, but there is no sharp transi-
tion based on TTC. This implies the beetle does not use TTC to
modulate its proportional gain.
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initial start-up phase, where the beetle accelerates. To exclude the initial phase,
chases that start with a beetle-prey distance of 6, 8 or 10cm (±1cm) are selected
(figure 2.4d). The 10cm data shows the gain transition occurring around the
same d∗. The chases that start at 6 and 8cm bypass the lower gain of K = 9.0s−1,
but start directly with a higher gain. This suggests that the gain increase is not
due to a start-up phase.
Finally, another potential candidate for the cause of increase in K is time-to-
capture (TTC), a quantity that has been studied in the control of escape behav-
ior [48–53]. Assuming a constant approach velocity, the TTC and the distance
would be proportional to each other. As a result, a gain dependence on TTC can
be wrongfully interpreted as a dependence on distance. To differentiate these
two scenarios, the data is binned according to TTC. Here TTC is computed as
the beetle-prey distance divided by its time-derivative (figure 2.4e). The figure
shows that the gain does not depend on TTC, and in particular, there is no sharp
increase at the small distance, where TTC would be expected to play a role.
All of these observations suggest that the distance to the prey is the direct
cause for the change of the control gain. This implies the tiger beetle must have
a mechanism by which it can extract distance information from the visual cues
it receives.
2.3 Discussion of possible methods for distance detection
Insects use a variety of visual cues for distance detection [54]. Many studies
have postulated mechanisms for distance detection in a variety of insects [55–
60]. Examples include the peering motion used by locusts [61], the long range
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distance detection used by honeybees [58], and the head movements used by
dragonflies to determine the apparent size of a moving prey [46]. In the case
of tiger beetle larvae it was shown that they possess a distance-sensitive visual
interneuron [62]. It thus seems plausible that the tiger beetle can determine the
distance to the prey using visual cues.
Although it will require further experiments to tease out the means by which
tiger beetles detect the distance to their prey, I can at least examine the predic-
tions from different methods and compare with the data. For this, two candi-
date theories will be analyzed. Each one is used by some insects for distance
measurements. The first is based on motion parallax [61] and the second on the
elevation angle of the prey [63].
Motion Parallax
Like many other insects, tiger beetle vision is monocular, as the visual fields of
their two eyes do not have a large overlap [60,64]. However, the beetle canmove
its head back and forth to simulate binocular vision to detect distance, a strategy
known as motion parallax [55,57,61,65]. The distance d can be measured by the
amplitude of the side-to-side motion of the observer A and the change in the
angular position α: d = A/ tan(α/2) (figure 2.5b). Recent work further suggests
that insects have developed specific movement patterns to facilitate distance
measurement through motion parallax [38, 40, 59, 66].
The simple formula above applies to a stationary prey and an observer mov-
ing only perpendicular to the line of sight, whereas in a pursuit both are moving
freely. This raises two interesting questions: does the beetle measure and make
14
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Figure 2.5: Motion parallax method. (a) Sketch of a head trajectory during a
chase. Due to the walking gait the head makes a natural sway.
The head trajectory can be described as an oscillation on the
averaged trajectory. (b) Sketch of the parallax method for a sta-
tionary prey. Assuming the beetle can negate the effect of its
own motion it would see the prey at different angles during
one head oscillation. The angle α can easily be used to com-
pute a distance to the prey. (c) Sketch of the motion parallax
method in the case where the prey is moving. The estimated
distance, which assumes a stationary prey, needs to be cor-
rected to obtain the actual distance d.(d) Sketch of a case where
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use of prey’s velocity, and does it subtract its own velocity? For the analysis
here, two possibilities are considered. In the first case, the beetle does not make
use of prey’s velocity. In the second case, the beetle can measure the sideways
velocity of the prey and takes it into account for the distancemeasurement. Both
cases also assume that the beetle can correct for its own body rotation.
To work out the distance detection for a moving prey, note the geometry in
figure 2.5c),
vBT = vPT + d tanα1 − d tanα2 (2.1)
where vB and vP are beetle and prey velocities, respectively, and T is the time of
a half stride. In the case when ∆α12 = α1 − α2 is small,
d ≈
2A
∆α12
(
1 −
vP
vB
)
(2.2)
Note that when vP = 0, it reduces to the formula for the stationary prey case,
as expected. The correction due to prey movement appears in the form of vP
vB
.
If the beetle uses this distance estimate, it needs to estimate the prey’s velocity
relative to the beetle’s.
In figure 2.5f, the two distance estimates are compared with the data. The
formula that takes into account the sideways prey velocity gives a reasonable
estimate of the actual distance, while the formula assuming a stationary prey
clearly fails. The latter over-predicts the distance if the prey is slower andmoves
in the same direction as the beetle (figure 2.5c), while under-predicts if the prey
moves in the opposite direction as the beetle (figure 2.5d). In cases where the
prey moves faster than the beetle, the formula can even give negative distance
(figure 2.5e). These negative measurements lead to the conclusion that in order
to measure the distance usingmotion parallax, the beetle must take into account
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the prey’s velocity, and more specifically, it needs to measure the velocity ratio
vP/vB.
Distance based on vertical angle
Another potential method that tiger beetles can use for distance detection is to
measure the elevation angle of the prey (figure 2.6) [63]. This elevation method
exploits the idea that the elevation, or vertical position, of the prey on the visual
field is directly related to the distance. This simple method has a few advan-
tages. The visual angle can be readily determined by a compound eye. By
measuring the angles both to the bottom (β) and top of prey (γ), the beetle can
estimate both the distance to the prey (d) as well as the size of the prey (L). This
distance measurement is less noisy compared to motion parallax, because the
prey’s sideways stride oscillation does not affect the elevation angle.
In order to find out whether the distance given by this method can be used
during the beetle’s pursuit, the accuracy of such measurements is calculated.
The error in the distance measurement ǫd is given by the angular resolution
of the eye, which is associated with the finite size of the ommatidia. The error
increases with the distance. At a distance d = 8.5cm, where the transition occurs,
the error is around 20%, or 1.7cm, which, interestingly, coincides with the width
of the transition region seen in K(d). A similar calculation also gives the error
associated with the estimated size of the prey, ǫL. At d = 15cm, ǫd ≈ 80 − 120%.
This implies that it would not be wise for the beetle to chase a prey, as it would
run the risk of chasing objects larger than its own sizes, including predators.
The error calculations are based on the geometry shown in figure 2.6: d =
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Figure 2.6: Elevation method. (a) Sketch of the elevation method for dis-
tance measurement. Knowing its own eye height h, the beetle
can measure the distance to the prey by determining the an-
gle β. Due to the finite resolution of the beetle eye this mea-
surement leads to measurement error ǫd. Dashed lines repre-
sent the lines of sight of ommatidia. (b) Sketch of the elevation
method for size measurement. Once the distance is known,
measuring the angle γ allows the size L of the prey to be deter-
mined. Again the finite resolution of the eye leads to measure-
ment errors in the size ǫL. (c-d) The estimated absolute error
on distance and size measurement as a function of distance to
the prey. The estimates were computed using an interomma-
ditial angle of 1.05◦. (e) Relative error for both distance and
size as a function of distance. The graphs show a large number
of big jumps, but those are artifacts of the simplistic model, a
more realistic model allowing for partial activation of omma-
tidia would smooth those out and possibly lower the uncer-
tainty slightly.
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h/ tan(β), where h is the beetle’s height, and β is the angle downward to the
ground where the prey is. If the beetle further measures the angle γ from its eye
to the top of the prey it can also determines the size of the prey, L = h − d tan(γ)
(figure 2.6b). The uncertainty in distance is due to the angular resolution for
measuring β,
ǫd = dmax − dmin =
h
tan(θmin · ⌊
β
θmin
⌋)
−
h
tan(θmin · ⌈
β
θmin
⌉)
(2.3)
For the angular resolution, the value of the minimum vertical interommatidial
angle is θmin = 1.05
◦ , and the beetle height h is 8mm [63]. The brackets in the
first and second term in equation 2.3 indicate rounding down and up to the
next integer respectively. The uncertainty in size ǫL is based on the same idea,
but depends on β, through dmin and dmax, and on γ:
ǫL = Lmax − Lmin = dmin tan(θmin · ⌊
γ
θmin
⌋) − dmax tan(θmin · ⌈
γ
θmin
⌉). (2.4)
2.4 Summary
The analysis here shows that tiger beetles adjust the gain in their control law
for the body orientation. The gain depends on the distance instead of other
variables. The transitions in gain occur at two distances, one near capture, and
the other at a distance of about 8.5cm. Two additional control laws, one for
the sideways force and one for the torque, were described. Furthermore, two
potential methods for distance detection by the tiger beetle were analyzed: mo-
tion parallax and elevation angle. In order for motion parallax to explain the
data, the beetle needs to correct for the ratio of the prey’s velocity relative to its
own. How this would be achieved is an open question. The method based on
elevation angle can simultaneously detect the distance and the prey’s size. The
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accuracy of distance detection depends on the beetle’s visual acuity. The analy-
sis suggests an explanation for the typical distance at which the beetle initiates
its chase. Beyond this distance the beetle would run the risk of chasing after
a large predator due to the error in determining the size of the moving object.
Given these results it seems likely that a distance dependence in the pursuit
of prey may also be present in other insects which use visually guided control
laws. Hopefully this work will stimulate further investigations in quantifying
the role of distance detection in animal pursuit dynamics.
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CHAPTER 3
VISUAL CUES MODULATE LEG PLACEMENT OF THE TIGER BEETLE
The control law for the beetle’s chasing behavior as described in the previous
chapter provides a picture on long time scales. Given that the tiger beetle walks
with a tripod gait, the neural control likely modulates each step individually to
implement these control laws. The control then only appears smooth over time
scales that are long compared to a single stride. In other insects and animals,
legged locomotion is known to comprise of a centrally generated motor pat-
tern with variations that result from mechanical and sensory feedback [67–72].
Therefore a natural hypothesis is that the beetle implements its chasing behav-
ior by adapting each tripod, or perhaps even each leg, based on the visual cues
from the prey. In the literature it remains largely unknown how the step-to-
step variability of the gait is affected by visual cues. Therefore this chapter can
provide insight into this issue and show if and how the tiger beetle’s gait is
modulated by the visual information received about the prey.
To analyze the beetle gait the images from the previously recorded chases
are re-examined and each of the feet of the tiger beetle is tracked. The results in-
dicate that the tiger beetle’s front feet are most strongly controlled by the visual
information. The middle legs appear to be used as an anchor around which the
body can rotate, especially during sharp turns. This suggests the middle legs
mainly produce centripetal force during turning. The results hint that the out-
side legs are the main producers of the torque required to rotate the body axis,
while the inner legs steer the trajectory by regulating the sideways acceleration.
The hind leg is completely independent of the visual cues, which suggest they
are not under active control.
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Figure 3.1: a) Naming convention for the legs of the tiger beetle. A = an-
tenna, F = front, M = middle, H = hind, L = left and R = right.
b) Tracking data for each of the feet during one example chase
shown in the beetle’s frame of reference. Grey sketch repre-
sents the beetle body with head indicated. c) Definition of an-
terior (AEP) and posterior (PEP) extremum position, here in-
dicated for the left middle leg. During forward movement the
leg is placed at the most anterior position, red star, after which
it moves down the body during the stance phase (red pluses).
The leg is lifted at the most posterior position, blue star, and
then moved forward with respect to the body during the step
phase (blue dots). (d) The gait cycle duration as a function of
ωb. Cycle duration is measured as time between two subse-
quent AEPs. Negative ωb indicates turning towards the leg.
It shows there is some variety in the cycle duration, but for all
legs that variation is independent of the turning rate of the bee-
tle.
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3.1 Rhythmic stepping pattern
The previous discussed control laws for the torque and force must be imple-
mented on the short time scale of the individual strides. In order to investigate
that, the images from the tiger beetle chases are analyzed to track the individual
feet. This analysis shows that the tiger beetle maintains a triangle between its
feet with the placement of each tripod step.
The legs and antennae of the tiger beetle during its chase are tracked from the
recorded greyscale images. Using the corner detection algorithm from Matlab
the feet of the beetle can be located. A simple linear position predictor then
allows to reliably connect the detected feet locations in adjacent video frames.
Incorrectly marked feet are identified and corrected by the human eye.
The six legs of the beetle are labelled counterclockwise from the body axis,
which the naming convention shown in figure 3.1a. The antennae (AL and AR)
are ignored for this research. In figure 3.1b the result of the feet tracking is
shown for an example chase. It shows that the front and middle feet are rela-
tively close together. In fact, the middle leg is sometimes lifted over the front
leg, after which the front leg has to be pulled out from under the middle leg to
bring it forward again. The hind leg is further back and is not restricted by any
nearby legs.
During each step two locations are of particular interest, namely when the
leg is placed on the ground and when it is lifted off. These two locations are
known as the AEP (anterior extremum position) and PEP (posterior extremum
position) respectively [73]. In figure 3.1c the AEP and PEP are indicated for the
middle leg in the beetle’s frame of reference. In the body frame the AEP is the
23
furthest anterior point the leg reaches during a single step after which the leg
moves down along the body axis, because it is placed on the ground. When the
leg reaches its most posterior point, the PEP, it is lifted off the ground and starts
moving up along the body axis again.
Tiger beetle’s run using a tripod gait during straight movement and the gait
cycle takes 56ms on average [9]. The temporal data confirms, in figure 3.1d,
that this is also the case during turning. The graph shows the number of gait
cycles of a given duration as percentage of the total number of gait cycles at
the given ωb. Here the gait duration is defined as the time between two AEPs.
There is variation in the duration at all turning rates, but on average for all legs
and all turning rates a full gait cycle takes 52-56ms. This indicates the stepping
frequency is not influenced by the turning rate of the body.
Besides the temporal information, the tracking algorithm also provides the
spacial positioning of each leg during the chase. Figure 3.2-3.3 show two ex-
amples of the feet pattern of the beetle during a chase. The blue triangles are
the position of the HL, MR and FL feet at the AEP of the HL leg. Similarly the
red dashed triangles are the positions of the HR, ML and FR feet at the AEP of
the HR leg. Within each triangle the stick indicates the beetle’s body orienta-
tion. The persistent pattern of triangles indicates the tripod gait is consistently
executed throughout the chase and its various turns.
The insets of figure 3.2-3.3 support a repeating gait pattern, but also show
that the triangular stepping pattern is not completely constant. The feet tri-
angles are characterized using two angles and the triangle area. The angles are
measured at the hind andmiddle leg. All these characteristics fluctuate by about
15% of the value at the start of the chase.
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Figure 3.2: Example of the step pattern recorded during a chase. Triangles
shown are at hind leg AEP, blue full line for the left hind leg,
red dotted line for the right hind leg. Insets show the angles
and area of the triangles during the chase. They indicate the
beetle allows some fluctuations in its triangular stepping pat-
tern.
These results suggest that the neural system of the tiger beetle can keep the
overall positioning and timing characteristics of the leg motions fixed to a high
degree. However, some variation in the pattern is visible and nowwewill study
how those small adjustments are determined by the visual information.
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Figure 3.3: Second example of the step pattern recorded during chase.
This chase had a significant longer duration. The triangle
stance is maintained during sharp turns and straights. One can
clearly see the triangle separate more (faster running) during
straight segments.
3.2 Leg position dependence on visual information
In this section we investigate how the visual information and the beetle’s own
movement change the leg placement and step size. The body control laws in-
dicate that the error angle θe is the important parameter for the beetle’s control
and it thus seems likely that the AEP will depend on θe. Figure 3.4a shows the
AEP of each of the legs colored by the value of θe 28ms before placement oc-
curred. The middle and front legs display a smooth color gradient, with the
direction of the gradient inverted between left and right. The hind leg shows no
such gradient and has a very localized AEP irrespective of θe.
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Figure 3.4: a) The AEP in the beetle body frame colored by the value of θe
28ms before placement occurred. The front and middle legs
show a smooth color gradient, indicating a relationship be-
tween the placement position and θe. In contrast the hind legs
have a very localized AEP. To formalize these results, I define
the foot angle ψ as the angle of the location of the foot with re-
spect to the body axis. (b-d) The foot angle ψ as a function of
the error angle θe. The data is from the left and right leg to-
gether, where the right leg is mirrored to the left and has its
θe-scale inverted.
These observations can be quantified by defining a foot angle ψ as the angle
of the foot left of the body axis. The right legs are mirrored to the left by flipping
the minus sign on both the x-coordinate and θe value. Figure 3.4b-d show the
relationship between the foot angle ψ and the error angle θe for the front, middle
and hind leg respectively. The R2 values confirm the previous observations. The
error angle best determines the AEP of the front leg, R2 = 0.61. The error angle
also has predictive power for the AEP of the middle leg, R2 = 0.49. However,
the AEP of the hind leg is not influenced by θe at all, R
2
= 0.00.
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Figure 3.5: a) The PEP in the beetle body frame colored by the value of ωb
without a delay. The hind legs show a smooth color gradient
while the front and middle legs are more complicated. (b-d)
The foot angle ψ of the PEP as a function ofωb formalizes visual
indications. The R2 values indicate the lift off position of the
hind leg is better determined by ωb than lift off positions of the
front or middle leg.
While the AEP, as the leg placement position, provides insight into the active
coordination among the legs, the PEP, as the lift-off position of the leg, provides
insight into the passive effects on the legs. Figure 3.5a shows the PEP of each of
the beetle’s legs colored by ωb. The front and middle legs show a complicated
color pattern. There is a hint of a pattern in the dark red and dark blue points,
i.e. most extreme θe values, but overall a clear structure seems to be missing.
The hind legs on the other hand show a continuous color gradient.
Figure 3.5b-d shows the foot angle ψ at the PEP as a function of ωb. This
confirms the previous qualitative observations. The front and middle legs have
a small coefficient of determination, R2 = 0.13 and R2 = 0.11 respectively. The
28
8 12 16 20 24 28 32 36 40 44
0
10
20
30
40
50
60
Step duration (ms)
P
e
rc
e
n
ta
g
e
 (
%
)
Straight running
FL
FR
ML
MR
HL
HR
8 12 16 20 24 28 32 36 40 44
0
10
20
30
40
50
60
Step duration (ms)
P
e
rc
e
n
ta
g
e
 (
%
)
Turning
(a)
(c)
0 10 20 30 40 50
0
10
20
30
40
50
Step duration (ms)
P
e
rc
e
n
ta
g
e
 (
%
)
Straight running
FL
FR
ML
MR
HL
HR
0 10 20 30 40 50
0
10
20
30
40
50
Step duration (ms)
P
e
rc
e
n
ta
g
e
 (
%
)
Turning
(b)
Figure 3.6: Distribution of step duration. Step duration is measured as the
time between the PEP and the subsequent AEP. (a-b) Percent-
age of the total steps during straight running, |ωb| < 500deg/s.
a) The discrete distribution for each of the legs of the beetle.
The bin size is 4ms, corresponding to the frame rate of the
recording. b) The fitted normal distributions to the distribu-
tions in a). We can see that the front, middle and hind leg all
show different distribution means. (c-d) The same graphs for
periods of turning, |ωb| > 500deg/s. For binning and coloring
the data is now separated in inner (I) or outer (O) legs during
the turn. We observe that the inner middle leg has a shorter
mean step duration. In addition the outer front and middle
take similar steps, just as the inner front and hind leg do. T-
tests comparing the mean of the distributions at p < 0.01 level
match all visual observations, see the text for details.
PEP of the hind legs on the other hand can be predicted relatively well by ωb
with R2 = 0.42. The results for the variation in the AEP and PEP shown concern
the position variation and only look at the period that the leg is on the ground.
Now we will look at the part of the gait cycle where the leg is airborne.
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Figure 3.6 shows the distribution of the duration of the beetle’s steps, which is
measured as the time between a PEP and the next AEP. The graph compares
the distributions during straight running, |ωb| < 500deg/s, and during turn-
ing behavior |ωb| > 500deg/s. Given the 250 Hz frame rate of the camera, the
distributions are naturally discrete with 4ms bins. Figure 3.6b and d show fitted
normal distributions to the discrete distribution to facilitate visual comparisons.
Note that the front, middle and hind legs all have different step duration
means. The front legs take steps of 24ms, the middle legs 20ms and the hind legs
28ms on average. These results are statistically confirmed by t-test comparing
the front, middle and hind step distributions, which all have different mean at
p < 0.01 level. During turning, figure 3.6d, a large number of changes occur.
The inner middle leg reduces its average step duration to 18ms (p = 0.011),
while the outer middle leg increases its average duration to 22ms (p < 0.01).
The average duration of a step by the outer front leg decreases (p < 0.01) and
now takes the same time as for the outer middle leg, 22ms. At the same time the
inner front and hind leg respectively increase and decrease the step duration,
both at p < 0.01 compared to straight running. They pair up and take steps of
25ms on average. Finally the outer hind leg is not affected and still takes steps
of 28ms on average.
Changing only the duration of steps on the inner and outer side of a turn
would not be enough to rotate the body. There have to be changes in the dis-
tance travelled by the legs during a step as well. Figure 3.7 shows the step
distance and its relation to ωb for the front, middle and hind leg each. The mi-
nus sign on the ωb value for the right leg was flipped before plotting, so that
positive ωb indicates turning the body away from the leg. The distribution of
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Figure 3.7: Step distance related to the angular body velocity ωb. Step dis-
tance is measured as the spacial separation of a PEP and the
next AEP. (a-c) Red dots indicate the data as recorded for each
individual step. Left and right leg data is grouped together
by mirroring ωb for the right leg. The contour plot shows the
density determined using kernel density estimation. Red is
high probability, blue is low probability. a) The front legs al-
ways take steps of at least 0.5cm. b) The distribution of middle
legs steps is the most elongated and goes all the way down
near zero distance steps. c) The distribution for the hind legs
seems to be more localized and is limited to step above 0.3cm.
These graphs suggest that for sharp turns the beetle is rotating
around a point near the inner middle foot.
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points is smoothed using a kernel density estimate and the contour plot shows
the density function.
Figure 3.7 corroborates the results from figure 3.6. The leg that can decrease
its step distance the most is the middle leg, which matches with the observation
that the inner middle leg reduces its step duration. The hind leg can decrease its
step distance, but always makes steps larger than 3mm. This corresponds to the
observation that the step duration for the inner hind leg was decreasing, but still
significantly larger than for the inner middle leg even for sharp turns. Finally
the front leg is restricted to steps above 5mm and also makes the largest steps of
any leg. This inability for small steps matches with the inability for short steps
that was observed before.
Taken together figure 3.4-3.7 show there is structure in the variation of the
step pattern. In the next section, we will put all the results together and provide
a simple picture that can explain the beetle’s chase behavior.
3.3 Leg actuation and control law
This section puts together all the previous results and explains how the beetle
could actuate its legs during a chase. First, we will look at the fairly consistent
triangle formation for each of the tripod steps of the beetle. Afterwards the
focus will be on the variations in the stepping pattern and each individual leg.
The beetle might vary the position, timing, and amount of force of each leg
individually. The results obtained from the data of the feet movement provide
insight into only the first two, position and timing. Measurements of the forces
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of each individual leg is possible, but requires a different experimental setup
[74]. However, information on the positioning and timing of the legs does allow
for the formulation of hypotheses on what the forces on each leg are likely to be.
Consistent gait cycle
The gait cycle of the tiger beetle during straight running was quantified in [9].
The beetle uses an alternating tripod gait, where one tripod consists of the legs
FL, MR and HL and the other of the legs FR, ML and HR. A full gait cycle takes
on average 56ms. The results here confirm that this description is also valid
for turning behavior. Both the temporal, figure 3.1d, and the spacial structure,
Fig3.2-3.3, of the gait are well regulated throughout the chase. The full gait
cycle takes 52-56ms on average for all legs and all turning rates. In addition the
positioning of the legs maintains a regular triangular shape even during sharp
turns.
The tiger beetle stepping pattern seems to closely resemble the gait of ants
[75], who also maintain their tripod stance through turns. The distribution of
step frequencies remains largely the same between the inner and outer legs dur-
ing a turn, see figure 3.1d, ruling out that frequency modulations elicit the turn-
ing behavior [76, 77]. This leaves one other common turning strategy which
requires the step length to shorten on the inside of the curve [75–80]. The tiger
beetle does indeed use step length modulation to turn as shown in figure 3.7.
These results suggest that the temporal structure of the full gait cycle is fairly
rigid while the spatial coordination is not.
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Front leg steering
If the temporal structure of the full gait cycle is set, this allows the tiger beetle
to fluctuate the leg positioning and the temporal pattern within a cycle. First
we shall study the fluctuation for the front legs, because figure 3.4 indicates that
the positioning of the front legs is most strongly effected by the visual input.
The AEP angle of the front legs can be well predicted given the error angle θe.
In addition, Figure 3.4a shows that the AEP position forms an arc around the
body, which indicates the angle ψ and the leg length fully determine the leg
position.
In addition the outer front leg reduces its step duration while the inner front
leg increases its step duration, as seen in figure 3.6. This means the outer leg
remains in contact with the ground for a longer time giving it more time to push
on the body. At the same time the inner leg has less contact with the ground,
perhaps to avoid resistance on the inner side of the turn. This suggest that the
front legs, in particular the outer one, is likely responsible for steering of the
beetle body.
This corroborates a previous study of stick insects where it has been sug-
gested that visual input drives the action of the front legs more than the other
legs [81]. Additionally in a study of cockroach walking [74] it was noted that
the front legs, in particular the outer one, are the main producers of the rota-
tional torque required to rotate the body. The results for the tiger beetle’s chase
behavior fully support both observations.
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Figure 3.8: a) The beetle’s angular rotation rate ωb as a function of its
forwards velocity vb. The tiger beetle is capable of rotating
at 1200deg/s, but that requires a forward velocity around 20
cm/s. A larger forward velocity means a smaller range of
rotational velocities is accessible, which indicate a maximum
sideways acceleration has been reached. b) The forward accel-
eration as a function of the perpendicular acceleration shows
the limits of the beetle’s capabilities. Both forward and side-
ways acceleration peak at 6m/s2. The red asterisks indicate the
points where the beetle is rotating around an anchored inner
middle leg.
Rotating around the middle leg
The middle legs AEP position is also affected by the error angle, as evident in
figure 3.4. Just as for the front legs, the middle leg AEP position forms a well-
defined arc. The AEP foot angle ψ here is slightly less well predicted by the error
angle θe, but the effect still shows up clearly. In particular, note that if the beetle
is turning sharply towards one side, i.e. for the points in dark red on the left or
dark blue on the right of the body, the AEP is almost at the same height as the
center of the body. Figure 3.6 indicated that the inner middle leg decreases its
step duration, while the outer one increases its step duration. At the same time
figure 3.7 shows the step distance of the middle leg goes from essentially zero
to over 2cm dependent on the angular rate of the body. Taken together these
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results suggest that the inner middle leg becomes the center of rotation around
which the beetle turns, especially for sharp turns.
Further estimates show that these results are consistent with this picture of
the middle leg as the center of rotation. In figure 3.4, it shows that the middle
feet are about 1cm away from the center of mass of the beetle. Given a max-
imum angular rate of ωb = 1200deg/s and assuming the beetle rotates about
the middle leg, a steady state velocity of vb = 21cm/s is expected. Figure 3.8a
shows that atωb = 1200deg/s the beetle moves forward at about 20 cm/s, which
matches this prediction.
Moreover, the maximal step size of the middle leg can be checked. If the
beetle is rotating around the inner leg, the outer leg must move along a radius
r = 2cm. This means that during a full stride of t = 56ms, if the beetle is ro-
tating at its maximum rate ωb = 1200deg/s, the outer leg has to be moved by
rtωb = 2.3cm. This is exactly the maximum step size observed in figure 3.7b. Fi-
nally, if the beetle is to maintain this steady state rotation (forward acceleration
a|| = 0) around its inner middle leg, it would have to produce the perpendicular
acceleration a⊥ = ωvvb ≈ ωbvb = 4.2m/s
2. This point, about 0.5g, corresponds to
the two asterisks indicated in figure 3.8b, which indeed indicate the maximum
perpendicular acceleration on the body for zero forwards acceleration.
Passive hind leg
The remaining legs to be discussed are the hind legs. Their AEP is completely
unaffected by θe as shown in figure 3.4. The AEP of the hind also appears very
localized compared to the arc in the front or middle legs. At the same time the
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PEP of the hind leg can be predicted using the angular velocity of the beetle,
figure 3.5, while this is not as clear for the front and middle legs. Also observe
in figure 3.6 that the hind legs are the legs that have the shortest contact with
the ground.
This suggests that the hind leg is not part of an active control loop. The
beetle simply pulls up its hind legs to the same location each step and perhaps
keeps it airborne as much as possible to avoid unnecessary friction. This passive
role of hind legs has been observed earlier [82]. The hind legs of stick insects
were found to produce very little force and could even cause the insect to walk
backwards and this could very well be the case for the tiger beetle too.
Actuation of the legs
The results here describe a fairly complicated pattern of leg movements that
the tiger beetle does while chasing its prey. However, a simple (neural) control
circuit might explain most observations. The first step is to give the control
circuit a central pattern generator (CPG) which is responsible for maintaining
the coordination of the each of the tripods and full gait cycle timing. These
CPG are well known to exist in the central nervous system of walking animals
[83–85], where they create a basic rhythm that activates the motor neurons of
each of the legs. The results showing that the duration of the gait cycle and the
tripod step pattern are maintained independently of the turning rate, support
the notion of a reliably generated underlying neural pattern.
For the hind legs it seems likely that in the experiments the CPG is the only
controller of its movement. The minimal variation of AEP location, figure 3.4,
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suggests that there is no circuit actively modulating the placement position of
the hind legs. At the same time the arc seen as the PEP location could indicate
the hind foot is lifted when the leg is fully stretched. For the front and middle
leg this has to be different.
As a second control step, the visual information about the prey is processed
and the visual system sends a control signal that modulates the motor neuron
output. This gives the motor neuron the information required to provide the
correct force and torque to steer and rotate the beetle towards the prey. Produc-
ing the torque is likely to be the task of the legs on the outside of the turn as
they are better located for that task. Letting the inner legs produce torque in the
direction towards the prey would cause a backward force which would slow
the beetle down while it is trying to reach the prey. Inner leg torque production
could be used if additional rotation speed is required, but this would lead to a
deceleration on the body. This might explain figure 3.8b, where the beetle can
only reach its maximum sideways acceleration while slowing down.
If the beetle uses the outer leg mostly for torque production, it could then
use the inner leg to control the perpendicular force. This is supported by the ob-
servation that the middle inner foot is sometimes barely moved forward, which
means it is the center of the rotation for the beetle body and thus the point to
which the turning force has to point. Figure 3.9 summarizes the results for each
of the tiger beetle’s legs.
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Figure 3.9: Summary of the results for each of the legs in the case where
the beetle is rotating counterclockwise. Moving and station-
ary legs are indicated by circles and squares respectively. (a-b)
Blue circles indicate the leg placement is under visual control.
For the front legs the range of the AEP during a left turn is
shown using a dashed line. For the middle leg the dotted ar-
row indicates the size of the step made by the leg from PEP to
AEP. The green circles mean the leg is returned to a fixed base
position with respect to the body. (c-d) Hypothesized forces of
each leg on the body indicated by black arrows. Double arrows
show the leg is well positioned to modulate the total force and
torque on the beetle along the indicated direction. Approxi-
mate location for the center of mass (COM) is indicated by a
blue triangle. Center of rotation (COR), red triangle, is the ap-
proximate point around which the heading vector rotates for
extreme sharp turns. It moves outwards for shallower turns.
Finally purple indicates the leg is most likely to produce the
majority of the torque. To create the figures for the clockwise
rotational case one should mirror all images along the body
axis.
3.4 Discussion
This chapter studied the feet placement of tiger beetles during their pursuit of
preys. The data indicate that the beetle legs could be connected by a CPG, simi-
lar to other walking insects. The gait period is mostly independent of the turn-
ing rate and the legs maintain a similar triangular placement pattern during the
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complete chase. However, closer examination clearly shows modulation in the
observed leg patterns.
The AEP of the front legs depends on the visual cues received about the
prey direction. In addition, due to a better position compared to the other legs,
the front legs are the most likely producers of the torque required to rotate the
beetle body towards the prey. The AEP of the middle leg is also modulated
by the visual information of the error angle. Moreover, during the sharpest
turns, |ωb| > 750deg/s, the inner middle leg is only moved over a short distance,
around 5mm instead of the normal 17mm. This indicates the center of rotation
for the turn lies very close to the inner middle leg. As a result, it is likely that
the perpendicular force required to steer the beetle trajectory towards the prey
is produced largely by this inner middle leg.
Finally the rear legs show no relation to the visual cues and instead show
the strongest correlation between the PEP and body turning rate, figure 3.5.
This indicates the hind legs are repositioned in approximately the same location
with respect to the body at each step. Therefore they play a small role in the
forces and torques required for turning.
The leg actuationmechanism suggested here to explain the observations was
also mentioned in [72] to explain leg behavior of a tethered stick insect [81]. It
seems that turning behavior elicited in the tethered case by moving stripes and
in this case by a moving beetle and prey have a common explanation. However,
future experiment should also measure the force generated by the beetle legs in
order to confirm how the proportional control law is implemented by the forces
due to each leg.
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3.5 Conclusion
These first two chapters described the body and leg control of a tiger beetle as it
chases its prey. We found a proportional controller that describes how the beetle
adjusts the body direction based on the visual input of the prey. This law is also
visible in the placement of the front legs and allows the beetle to steer quickly
towards the prey.
This proportional controller based on visual information is an example that
shows the relatively simple behavior that can emerge out of a complex network
of interconnected neurons. One could imagine trying to implement the con-
troller using simple computational elements or groups of neurons. The first
element would measure the error angle, by comparing the prey signal from
the visual system to the body axis. In a second step the distance information
from the eyes would be converted to a particular gain strength. These would be
combined in a third element that computes the desired angular velocity. This
information is then passed onto the motor neurons to implement. Experiments
with live neural recordings during chases could find one or more of these el-
ements in the nervous system [86, 87]. However, if the control spontaneously
forms out of the complex network, it might be very hard or even impossible to
pinpoint which part of the neural circuitry is responsible for each part of the
implementation.
With these studies of insect locomotor control behind us, it is time to take to
the skies and add a third degree of freedom to the insect’s motion. For insect
flight the focus will be on the optimization of the insect’s morphology. Where
the previous two chapters focused on neural systems, the next two chapters
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will attempt to extract simple laws and guiding principles from the evolution
of flying insects. For this task we will use the Drosophila melanogaster as a model
organism.
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CHAPTER 4
OPTIMIZING FRUIT FLY FLIGHT BY VARYING THEWING HINGE
LOCATION 1
Understanding Nature’s design choices for flying insects appears a daunting
task, however for building small flying drones it could be highly beneficial.
Millions of years of evolution has likely resulted in optimized flyers, but a pri-
ori it is not clear what criterium has been optimized for [89–91]. Worse still,
the morphological space of possible adaptations is enormous and there is little
information to guide our search. Previous studies have mainly focused on the
wing motion and on adaptations of the wing’s shape and flexibility [25, 92–94].
In this chapter we zoom in on a previously ignored morphological feature: the
position of the wing hinge relative to the insect center of mass.
During their evolution, flying insects have developed the ability to control
their flight. To deal with the intrinsic instability of flapping flight, flies (order
Diptera) use halteres, a pair of stalk-like organs that flap and act as gyroscopes,
to sense body rotations [95–97]. Removing or disabling the halteres leads to un-
controlled flight through the growth of an unstable mode that results from the
interplay of pitch and horizontal velocity oscillations [98]. However, the flight
can be passively stabilized by attaching a string or some fibers to the posterior
body segment of the fly [99,100]. These attachments introduce two effects: aero-
dynamic drag, which damps the motion, as well as a mechanical torque due to
the shift between the center of the mass and the center of pressure. It is difficult
to separate the drag from the effect of the hinge position in experiments, but in
simulations this is possible.
1This work is submitted to the Journal of Fluid Mechanics [88].
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For this study we use 3D computer simulations to determine how the fruit
fly’s steady state flight is affected by a shift in the hinge location, which is var-
ied between 2 body lengths below and 8 body lengths above the center of mass
(COM). The periodic flight orbits are found by a numerical optimization algo-
rithm that minimizes the single wing beat periodic error for various choices of
hinge location and wing stroke amplitude. In addition, perturbations to these
steady states are studied using Floquet analysis. This allows to quantify the
stability by computing the growth rate of the periodicity error between wing
beats.
Our stability analysis of the model fly shows that the hinge position has a
relative minor effect on the stability, as long as it is within the body length of a
fly. Instead the nominal hinge location on a fly maximizes the ascending speed
for a broad range of stroke amplitudes. This implies the hinge has evolved to
maximize lift production. At this special hinge location, the coupled wing-body
oscillations exhibit an antiresonance, which minimizes the body oscillation due
to flappingwingmotion. To understand this, we construct a simplifiedmodel of
two coupled masses. The model indicates that at antiresonance the lift and iner-
tial torques on the body cancel. The minimal oscillation on the body allows the
wings to achieve their maximal velocity through the air, thereby generating the
maximal lift force. Finally, an expression will be derived for the antiresonance
hinge position that shows how it depends on the insect morphology.
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4.1 The insect flight simulator
Here the 3D dynamical flight simulation is described, which is used to study
the periodic orbits of insect flight and their stability. The simulation determines
the time evolution of a flight given the initial conditions and a description of
the wing motion. The majority of the model structure existed prior to this work
[98], however I made significant improvements to the flexibility of the code and
improved the computational speed by a factor of 20-40x. The full simulation
model is discussed below. In addition, a completely new element to the analysis
is the search for periodic orbits and their stability using Floquet analysis. To
find periodic orbits the algorithm searches numerically for an initial flight state
vector that returns to itself after a single wing beat simulation. Flight stability is
computed using the eigenvalues of the linearized Poincare´ map at this periodic
initial state.
Three-dimensional dynamic flight simulation
The free 3D flight of a body with flapping wings is simulated by solving the
Newton-Euler equations for the coupled wing-body system. The insect model
consists of (n + 1) rigid bodies, where n is the number of wings on the body.
Each wing is modeled as an ellipsoid connected to the body, also an ellipsoid,
through a ball joint that allows for three degrees of freedom in rotation. The
body kinematics are given by its position ~rb, linear velocity ~vb, body orientation
quaternion qb, and angular velocity ~ωb.
Quaternions (in bold throughout this thesis) are four dimensional vectors,
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q = w + aiˆ + b jˆ + ckˆ obeying iˆ2 = jˆ2 = kˆ2 = iˆ jˆkˆ = −1, and unit quaternions, |q| =
1, are used internally in the simulator to represent rotations and orientations
states. Their main advantage is that quaternions are not receptive to gimbal
lock, while Euler angles are. Gimbal lock occurs when the pitch approaches
90◦ and the yaw and roll become ill-defined. A numerical simulation of a body
using Euler angles will grind to a complete halt near gimbal lock, as infinite
small steps are required to maintain the accuracy. The simulation can run into
flies that topple over, thus passing through this gimbal lock point, and as such
must use quaternions. Note that quaternions are a non-commutative algebra,
i.e. the order in which multiplication is performed matters, and calculus is thus
slightly complicated. Details on quaternion calculus are explained when they
are needed.
The Newton-Euler equations governing the body dynamics are
mb~ab = mb~g −
n∑
i=1
~Fci , (4.1)
Ib~βb = −~ωb
(
Ib~ωb
)
−
n∑
i=1
~τci −
n∑
i=1
~rbi × ~τ
c
i . (4.2)
Similarly, the governing equations for the i-th wing are
mwi ~a
w
i = m
w
i ~g + ~F
c
i +
~Fai , (4.3)
Iwi
~βwi = −~ω
w
i
(
Iwi ~ω
w
i
)
+ ~τci + ~r
w
i × ~τ
c
i + ~τ
a
i . (4.4)
Here b denotes body, w denotes wing, m is mass, I is the moment of inertia
tensor, ~a is the linear acceleration, ~β is the angular acceleration, ~g is the gravi-
tational constant, ~ω is the angular velocity, ~Fa and ~τa are the aerodynamic force
and torque on the wing, ~Fc
i
and ~τc
i
are the internal force and torque to be deter-
mined, ~rb
i
is the position of the i-th wing root relative to the body COM, and ~rw
i
is the position of the i-th wing root relative to the COM of the i-th wing.
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Because we have introduced unknown variables in the form of the internal
forces, ~Fc, and torques, ~τc, at the joints, additional equations must be specified.
These equations are two kinematic constraints applied at each wing joint. The
first is on the angular acceleration of the wing relative to the body,
~βri = ~β
w
i −
~βb (4.5)
which states that the wing acceleration relative to the body must be the pre-
scribed acceleration. The second constraint is the matching condition for the
linear acceleration of the wing hinge. The hinge can only have one acceleration
whether you describe it in the body coordinates or in the wing coordinates:
~ab + ~βb × ~rbi + ~ω
b ×
(
~ωb × ~rbi
)
= ~aw + ~βw × ~rwi + ~ω
w ×
(
~ωw × ~rwi
)
(4.6)
At each instance in time, the coupled dynamic equations 4.1-4.4 together
with the constraint equations 4.5 and 4.6 can be cast into a linear system, Ax = B,
where the vector x = [~ab, ~βb, ~aw
i
, ~βw
i
, ~Fc
i
, ~τc
i
], the matrix A contains mi and Ii, and
the vector B contains the known variables with ~ωi, ~F
a
i
, and ~τa
i
evaluated at that
instance in time. We solve this system of equations by inverting the matrix A,
using standard lower-upper (LU) decomposition, to find the body accelerations.
Once the body accelerations ~ab and ~βb are obtained, the body kinematic state
evolves in time according to
~˙r
b
= qb(~vb) (4.7)
~˙v
b
= ~ab − ~ωb × ~vb (4.8)
q˙b =
1
2
qb · ωb (4.9)
~˙ω
b
= ~βb (4.10)
Here equation 4.7 rotates the velocity vector from the body frame to the lab
frame by the quaternion encoding the body orientation. This quaternion rota-
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tion of a vector can be written out in normal vector products by separating the
real part, q0, and complex part, ~q, of the quaternion as q = (q0, ~q). Equation 4.7
becomes:
~˙r
b
= ~vb + 2~qb × (~qb × ~vb + qb0~v
b) (4.11)
In equation 4.9 the operator is quaternion multiplication, which is possible after
promoting ~ωb to a quaternion by adding a zero real part, i.e. ωb = (0, ~ωb). This set
of nonlinear ordinary differential equations is solved using an adaptive order
Adams-Bashforth-Moulton algorithm that ensures the quaternion qb remains
unitary and thus a representation of the body orientation [101].
The whole simulation model is coded into C++ and compiled as a mex-
function library. Mex-function libraries are pre-compiled code that can easily
be called from Matlab and this provides a simple framework to interface with
the simulator. It allows the C++ code to be highly optimized for fast compu-
tation, while also facilitating easy changes to input parameters, analysis of the
output, and visualization using Matlab’s build-in functions. Significant speed
increases for the simulation were possible by using multiple threads to compute
the forces ~Fc
i
and torques ~τc
i
of each wing simultaneously.
Wing motion
The flapping wings move back and forth along a horizontal stroke plane fol-
lowing a pattern similar to that observed in fruit flies, see figure 4.1a. The de-
scription of the periodic wing motion is based on a previous study [25]. While
internally the simulator uses quaternions, the input and output are described in
terms of Euler angles, as they are easier to understand. The time dependence
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Figure 4.1: (a) Oscillation cycle showing the growth of the main flight in-
stability. An initial deviation in the pitch to the front leads to a
forward velocity. The drag due to this velocity causes an even
greater pitch deviation backwards, which then leads to a back-
ward velocity. (b) Fruit fly model. The orientation of the body,
b, and the wing, w, is each described by a quaternion in the
simulations. Each wing is connected to the body through a
ball joint. Wings flap symmetrically and thereby restrict the
body rotation to the pitch θb direction. The stroke amplitude
is denoted by φw. (c) Body and wing parameters. h denotes
the height that the wing attachment point (black dot) is located
above the body center ofmass (COM, a half-filled circle). sx and
sy are the distances of the wing COM to the wing attachment
point along respectively the span and chord direction.
of the three wing angles φw(t), the stroke angle, θw(t), the deviation angle, and
ψw(t), the wing-pitch angle are given by
φw(t) = φ0 + φm
arcsin(K sin(2π f t))
arcsin(K)
(4.12)
θw(t) = θ0 + θm cos(N · 2π f t + δθ) (4.13)
ψw(t) = ψ0 + ψm
tanh(C sin(2π f t + δψ))
tanh(C)
, (4.14)
where φ0, θ0 and ψ0 set the mean; φm, θm and ψm are amplitudes; f is the wing-
beat frequency; δθ and δψ are phase shifts; N = 1 or 2, 0 < K < 1 and C > 0 are
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waveform control parameters. N = 1 corresponds to one vertical oscillation per
stroke, and N = 2 corresponds to a figure-eight motion. φw becomes sinusoidal
when K is close to 0 and triangular when K is close to 1. ψw becomes sinusoidal
at small C and a step function at large C.
Aerodynamic force model on the wing
The above model, in particular equations 4.1-4.4, require the aerodynamic force
and torque on the wings to be specified. The modeling of aerodynamic force
on a flapping wing at intermediate Reynolds numbers is a complex subject in
itself [102]. Here, just as in [98], a quasi-steady force model is used that takes
into account the main unsteady effects, including the dynamic stall, the cou-
pling between wing translation and rotation, and the added mass term. The
specific form of the circulation and drag on each blade element is deduced from
experiments and numerical simulations of a free falling plate in fluid [103,104].
The forces on the wings consist of three components coming from circula-
tion, damping and added mass, i.e. ~Fa
i
= ~Fcirc + ~Fdamp + ~Fadded. For the circulation
and damping term, the wing is divided into infinitesimal wing blades along
the span and each force is then computed by integrating a force density along
the span direction, ~F =
∫
~f (s)ds, with s the coordinate along the span. For the
circulation the force density is given by:
~fcirc(s) = −ρ f luid~Γ(s) × ~v(s) (4.15)
with the circulation ~Γ(s) = c(s)
2
(CT v(s) sin(2α(s)) −CRc(s)ωx) sˆ. Here sˆ is the out-
ward unit vector along the span, ρ f luid is the fluid density, CT and CR are coef-
ficients determining the lift dependence on α, c(s) is the local chord length, ωx
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is the x-component of the angular velocity, and v(s) is the absolute value of the
local wing velocity. α denotes the angle of attack of the wing, which is the angle
that the wing chord makes with the velocity vector. Similarly the damping force
density is given by:
~fdamp = −ρ f luidk(s)~v(s) (4.16)
with k(s) = 1
2
c(s)v(s) (A − B cos(2α(s))) and A and B are coefficients specifying the
drag dependence on α.
The last force component is due to added inertia, which stems from the fluid
that the wings need to accelerate as they move in their wing beat. This force can
be calculated directly using the added mass coefficients:
~Fadded =

−m33vzωy
m33vzωx
−m33v˙z

(4.17)
Here v and ω are the velocity and angular velocity at the center of mass of the
wing. m33 is an added mass coefficient. The added mass coefficients, m33, m44,
and m55, are computed using ellipsoid formulas from [105]. Using the definition
r = 1 − (y/x)2, with x the semi-major axis (half span) and y the semi-minor axis
(half chord), the added mass coefficients are:
m33 =
π
6
·
xy2
E(r)
ρ f luid (4.18)
m44 =
π
120
·
xy4(x2 − y2)
(2x2 − y2)K(r) − y2E(r)
ρ f luid (4.19)
m55 =
π
120
·
x3y2(x2 − y2)
(x2 − 2y2)K(r) + y2E(r)
ρ f luid (4.20)
with K(r) and E(r) the elliptic integrals of the first and second kind respectively.
The wing torques can also be divided in the same three components: ~τa
i
=
~τcirc + ~τdamp + ~τadded. The first two are computed by integration of the torque
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Table 4.1: Summary of the default fruit fly morphological parameters.
Fruit fly morphology
mbody: 1.1 mg mwing: 0.0036 mg h: 1 mm
Body length: 2.4 mm Wing span: 2 mm sx: 0.866 mm
Body width: 1.2 mm Wing chord: 1 mm sy: 0.25 mm
density along the blade elements ~τ =
∫
~s × ~f (s)ds, with the force densities given
previously. Finally, the added mass torque is computed directly using:
~τadded =

−m44ω˙x + m55ωyωz − m33vyvz
−m55ω˙y − m44ωxωz + m33vxvz
(m44 − m55)ωxωy

(4.21)
Model parameters
The morphological parameters are set similar to those measured on real fruit
flies, Drosophila melanogaster, which allows for comparisons with related studies
[98], see table 4.1. The fly has body weight mbody = 1.1 mg, length = 2.4 mm,
width = 1.2mm; wingweightmwing = 3.6×10
−3 mg, span = 2mm,maximal chord
= 1mm, and maximal thickness = 0.1mm. The wings are attached h = 0.96mm
above and 0.36 mm to the side of the body COM, with the COM of the wing
sx = 0.866 mm along the span and sy = 0.25 mm along the chord direction from
the hinge location, see figure 4.1b. The aerodynamic force parameters are fixed
at CT = 1.5, CR = π, A = 1.4, B = 1 and ρ f luid = 1.293 g/L.
For modeling the wing the following parameter values are used: f = 250Hz,
φm = 70
◦, φ0 = 0
◦, K = 0.7, θm = θ0 = 0
◦, ψm = 53
◦, ψ0 = 90
◦, δψ = 72.4
◦, andC = 2.4.
They are summarized in table 4.2. For simplicity, the deviation θ from the main
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Table 4.2: Summary of the default fruit fly wing motion
Fruit fly wing motion
Frequency f: 250 Hz Wing pitch ψ0 90
◦
Stroke φm: 70
◦ Wing pitch φm 53
◦
Shape parameter K: 0.7 Wing pitch δψ -72.4
◦
Shape parameter C: 2.4 θw(t): 0
stroke plane is neglected, and the phase shift δψ in ψ
w(t) is such that the wing
pitches in advance of the wing stroke reversal. The listed values here and in the
tables are the fruit fly defaults and when a parameter is varied for the study it
is clearly indicated in the relevant figure.
4.2 Periodic flight search and Floquet stability computation
The stability of periodic flights of model flies is studied using Floquet analysis.
First, these special flight states need to be identified by using the simulator to
search for closed paths through the flight parameter space with a period of 1
wing beat. A longitudinal flight state is fully specified by the initial state vector
~s = [vx, vz, θb, ωy]with the horizontal velocity vx, the vertical velocity vz, the body
pitch θb and the angular velocity in the pitch direction ωy. A search algorithm,
written in Matlab, finds a periodic flight state by adjusting the initial state ~s0 un-
til it minimizes the periodicity error ǫ = ||M(t, ~s0)−~s0||. Here M is the function that
simulates a single wing beat using the flight model, thus ~s(t+T ) = M(t, ~s(t)),with
T the wing beat period. The search algorithm consists of a series of executions
of the simplex minimum optimization function, where each cycle combines the
53
previous best periodic state with periodic states of nearby model parameters to
seed a new minimum search. The resulting flights have a typical periodicity
error of ǫ = 10−6, but an occasional outlier of ǫ = 10−3 remained.
The function M defines a Poincare´ map on the flight state space, see fig-
ure 4.2a, and periodic flight states correspond to fixed points of the map M.
This allows for the model to be phrased in terms of Floquet theory, by defin-
ing a function f , which describes the instantaneous change to the flight state:
~˙s(t) = f (t, ~s(t)) = dM(t,~s(t))
dt
. A periodic flight ~s(t), which starts at the initial state ~s0, is
also a solution to this differential equation. The stability of the solution is deter-
mined by examining how the difference with a nearby state ~sδ(t), which started
on ~s0 + ~δ evolves over time. The difference of the two solutions ~z(t) = ~sδ(t) − ~s(t)
evolves according to the differential equation:
~˙z(t) = f (t, ~s(t) +~z(t)) − f (t, ~s(t)) (4.22)
z(t) is assumed to be small as it is a difference of two nearby solutions. Following
[106], equation 4.22 is then linearized around zero:
~˙z(t) = A(t)~z + o(|z|) ≈
∂ f
∂~s
∣∣∣∣∣
t,s(t)
~z(t) (4.23)
The linear term A(t) is the Jacobian of f with respect to the flight state ~s. In this
linearized regime the solutions can be written as ~z(t) = P(t)~y(t). Here P(t) is a
periodic matrix and ~y(t) is a solution to the simpler equation ~˙y(t) = D~y(t) with D
a constant matrix. D is the Jacobian of the finite difference over a full period of
our model M.
D =
∂
∂~s
(
M(T, ~s) − ~s
T
)∣∣∣∣∣∣
s=s0
(4.24)
This method essentially splits the time evolution of~z(t) in an intra-cycle com-
ponent, P(t), and an inter-cycle component, ~y. This removes any periodic effects
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on the change in state and allows us to observe if the deviation ~z(t) is growing
or decreasing over times larger than a wing beat. The solutions for ~y(t) are of
the form ~y(t) = ~y0 exp(λt), with λ the eigenvalues of D known as Lyapunov ex-
ponents. If max(Re(λ)) < 0 the inter-cycle deviations decrease in size and the
original solution ~s(t) is stable. Otherwise the largest real part of the set of Lya-
punov exponents will indicate the timescale to instability, since after 1/λ the
instability will have grown by a factor of e.
Moreover, the associated eigenvector of D will indicate which deviations
lead to instability. The main mode of instability for a longitudinal flight is the
pitch instability [98, 100, 107], due to the dynamic coupling between the body
pitch and forward motion. (figure 4.1c) For this instability, an initial deviation
in the pitch directs the lift force forward. This causes a forward velocity, which
then pitches the body back the opposite way due to drag on the wings. This
results in a backward velocity and thus rocks the body back and forth with in-
creasing body pitch angle. If this mode is unstable, the fly eventually tumbles
out of control.
For ease of interpretation, the eigenvalues α = exp(λT ) of the linearized map
M are used to indicate the stability of the flight [106]. The αi are the multiplica-
tive factors by which deviations away from the periodic state grow after a single
wing beat. If all |αi| < 1, then all deviations shrink in size and the flight is stable.
However, if there is at least one |αi| > 1 then the flight is unstable.
Figure 4.2b-d show three examples of periodic initial flight states for dif-
ferent stroke amplitudes with the computed eigenvalue for each listed on the
graph. For φm = 65
◦ (b) the flight is started at a pitch deviation of 20◦ away from
the periodic solution and we observe the slow decay towards the periodic solu-
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Figure 4.2: (a) The one wing beat forward integration of the flight model
defines a Poincare´ map. Steady state flights correspond to fixed
points of this map. (b-d) Examples of periodic flights started
out of equilibrium. Graphs show the body pitch, θb, and ver-
tical velocity, vz, for stroke amplitudes, φm, corresponding to
descending (b), hovering (c) and ascending flight (d). (e) Norm
of the eigenvalues and the vertical velocity as a function of the
stroke amplitude. × indicates the eigenvalue associated with
vertical velocity deviations, + indicates eigenvalues associated
with pitch deviations. We observe that ascending flight is un-
stable, while descending flight is stable. (f) The descending ve-
locity creates a torque that aims to keep the fly upright, thereby
stabilizing the flight. (g) Ascending velocity instead creates a
torque that increases any pitch deviation making the flight un-
stable.
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tion since the flight is stable. However, for φm = 70
◦ and 75◦ (c-d) the flight is
unstable and the initial deviation of 0.1◦ in the pitch grows through the typical
pitch instability mechanism. The graphs indicate that the method is success-
ful in finding periodic flights and that their stability properties match with the
computation based on the linearized Poincare´ map.
4.3 Simulation results for changes to the wing hinge location
Descending flight is stable
The Floquet analysis of periodic flight states leads to the finding that descending
flight is stable. Figure 4.2e shows how the stability and vertical velocity change
over the full range of stroke amplitudes in the study, φm ∈ [65
◦, 80◦]. The figure
only displays three eigenvalues over the whole range, because one represents a
complex pair. The eigenvalue, indicated by ×, that remains at αi = 0.99 is asso-
ciated with deviations in the vertical velocity. The other eigenvalues, denoted
by +, are associated with the pitch. The one that crosses the |α| = 1 line is also
the complex pair. Note that the flight is stable only for small stroke amplitude
where there is a significant descending velocity.
The reason why descending flights become stable is that the velocity creates
a stabilizing torque that restores the body in the upright position, see figure
4.2f. When there is a deviation in the pitch of the descending fly, the drag from
falling creates an upward force, see (ii). This force creates a torque that aims to
upright the body irrespective of the initial pitch deviation, see (iii). However,
as shown in figure 4.2g, an ascending velocity always leads to a drag in the
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Figure 4.3: (a) Norm of the eigenvalues and the vertical velocity as a func-
tion of hinge location, h. Markers as in figure 4.2. Note that
raising the wing hinges stabilizes the flight. In addition, ob-
serve that a hinge below the COM is highly unstable. The small
artifact at h = 4.2mm is due to bad numerical convergence of the
periodic state. (b-d) Examples of periodic flights started out of
equilibrium. Graphs show the body pitch, θb, and vertical ve-
locity, vz, for hinge positions below (b), at (c), and above (d) the
location observed in real fruit flies. (e) In contrast to figure 4.2f,
if h < 0 the descending velocity creates a torque that aims to
increase the pitch deviation, thereby destabilizing the flight.
opposite direction and thus in a torque that increases any pitch deviations. The
result is that descend leads to stable flight, while hovering and ascending flight
are unstable.
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Raising the hinge leads to stable, but descending flight
In the introduction it was suggested that raising the wing hinges with respect
to the fly COM might suppress the unstable mode, based on experiments with
flies that had their active feedback control disabled [99,100]. Here we study this
idea. Figure 4.3a shows how the stability eigenvalues α and the steady state
vertical velocity, vz, are affected by changes in the hinge location h. Similar to
the case of stroke amplitude changes, there is a single |αi| that remains constant
at 0.99 which is associated with deviations in vertical velocity, indicated by ×.
The other three eigenvalues, indicated by +, are associated with the interplay
between pitch and horizontal velocity.
Increasing h does indeed lead to stability, as for h > 2mm all |αi| < 1, which
confirms the hypothesis. Note that in the case that the wings are below the COM
(h < 0) the fly becomes increasingly unstable. Example flights are shown in
figure 4.3b-d for the hinge located below the COM (b), at the normal position (c),
and significantly above the normal position (d). Looking at the vertical velocity,
we see that both raising the hinge for stability and lowering the hinge below the
COM lead to a descending steady state flight.
Raising the hinge location thus leads to stability because it leads to descend-
ing flight which then stabilizes the flight through the mechanism of figure 4.2f.
However two questions remain: why does raising or lowering the hinge effect
the vertical velocity of steady state flight, and why does a negative hinge loca-
tion lead to highly unstable flight. The first question will be addressed later, but
the answer to the second one can be quickly provided by figure 4.3e. By moving
the hinge below the COM the drag force resulting from the falling velocity no
longer creates a torque that rotates the fly to the upright position. Instead the
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Figure 4.4: (a) Contour plot showing how vertical velocity and stability
depend on both stroke amplitude and hinge location. The sta-
bility boundary labels the line where |α| = 1. The velocity con-
tours indicate how hinge and stroke amplitude should be ad-
justed to maintain the same periodic vertical velocity. (b) The
norm of the largest stability eigenvalue along the hovering con-
tour. It shows that hovering flight is not stable for any hinge
location studied. It does appear that in the limit for large h the
flight approaches stability.
torque has switched direction and will now destabilize the flight.
Hovering and ascending flight is unstable
Previously the results showed that changes to the hinge location not only
changed the stability, but also the steady state velocity. In order to eliminate
this velocity effect and study the stability of hovering flight, wemust vary stroke
amplitude and hinge location simultaneously, as is done in figure 4.4a.
It shows that hovering and ascending flight does not become stable by in-
creasing h, because the 0 and 20cm/s velocity contours never cross the stability
boundary. Moreover, the fruit fly’s natural hinge location h = 1mm does not
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appear to have special stability properties. Figure 4.4a clearly shows that the
stability boundary does not lie along the fruit fly’s hinge (dashed) line. Figure
4.4b shows the largest eigenvalue |α| along the hovering contour of figure 4.4a.
Increasing h above 1mm reduces the instability and the eigenvalue approaches
the stability boundary in the limit of large h. However, figure 4.4 makes it clear
that hovering and ascending flight cannot be stabilized by changes to the hinge
location.
Previously it was shown that a descending velocity creates a stabilizing
torque, see figure 4.2. Since this mechanism does not work for hovering or
ascending flight, one could have expected those flights to remain unstable.
Note that raising the hinge will still increase the rotational damping torque and
thereby reduce the rotational velocity. However, this can only slow down a pitch
deviation and does not bring the fruit fly back upright, and as a result this effect
only reduces the instability, but cannot actually create stable flight.
h = 1mmmaximizes vz
We will now study the periodic flight states themselves and make the striking
discovery that the vertical velocity is maximal for the fruit fly’s natural hinge
position. Figure 4.5 shows how the fly’s upward velocity changes as the verti-
cal hinge position is varied between -2 and 8mm, for various stroke amplitudes
between 65◦ and 80◦. The figure clearly indicates there exists a special hinge
location h0 that leads to a maximum in the vertical steady state velocity, inde-
pendent of the stroke amplitude. In the figure each contour of constant stroke
amplitude achieves its maximal velocity at h0 = 1mm, the natural hinge location
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Figure 4.5: (a) The effect of hinge location and vertical velocity on flight
stability. The dashed line at h = 1mm indicates the hinge lo-
cation of the unaltered fruit fly. We can observe all the pre-
viously shown effects: ascending velocity leads to instability,
descending velocity for h < 0 leads to instability, and descend-
ing velocity for h > 0 leads to stability. The graph also indicates
that for h = 1mm the periodic flights achieve a maximum verti-
cal velocity. (b) Constant stroke amplitude contours show that
given any stroke amplitude the maximum steady state verti-
cal velocity is achieved at h = 1mm. Because all flights are in
steady state, the maximum in vz corresponds to a maximum in
lift generated by the fly.
of the fruit fly. Therefore the fly’s natural hinge location maximizes vz.
The remainder of this chapter explains this result. Firstly, because we study
periodic flights, the maximum in vz implies a maximum in lift production. Sec-
ondly, the maximum in lift production comes about through a maximum in
wing velocity relative to the air, which is possible due to an antiresonance in
the wing-body system leading to a minimal body oscillation. Finally, a reduced
model will be constructed to study this antiresonance and it will indicate that
at antiresonance the inertial and lift torques on the body cancel out and thereby
reduce the sway of the body pitch.
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First, we argue that at h0 the fly must have a maximum in lift production.
In steady state the vertical acceleration after one wing beat is zero and thus the
upward lift and downward drag must cancel each other out. Since the drag
FD ∝ vz, this implies that the maximum in the vz corresponds to a maximum in
upward force generation. Moreover, it implies a maximum in lift force, because
the fruit fly has a horizontal stroke plane and during the flight the body pitch
oscillates only by about one degree, see figure 4.6a. Thus h0 is the hinge location
that maximizes the lift generated by the fruit fly.
Antiresonance leads to maximum lift
The lift maximum at h0 should be understood in terms of the body pitch os-
cillation, because an oscillating body tends to reduce the lift. When the body
oscillates, the wing hinge attains a velocity, vh = ωyh. Irrespective of h this hinge
velocity reduces the effective wing velocity relative to the air, vw. Since the lift
FL ∝ v
2
w, a reduced wing velocity implies reduced lift. The change in angle of
attack also will effect the lift, but this is a smaller effect. As a result a minimum
body pitch oscillation is expected with the hinge at h0.
Looking at the fruit fly as a coupled model of the body, an inverted pendu-
lum, driven by the wings allows the body pitch oscillation to be analyzed. Fig-
ure 4.6a-b shows the amplitude and phase delay of the body pitch, as a function
of the hinge location, when the body is driven by the wings. The combination
of a minimum in oscillation amplitude and a phase jump indicates an antires-
onance that occurs when the hinge is at h∗ = 0.5mm. The inset of figure 4.6a
shows the definition of the amplitude Ab and phase delay ∆Φ. Since the body
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pitch is a nearly linear response to the driving oscillation of the wing, the re-
sponse can be described in terms of the amplitude and phase delay. A phase
delay of 0◦, or 90◦, occurs when the body is pitched maximally forward at the
instant the wings are respectively at their front most position, or at the middle
of the stroke and moving forward. The main graph of figure 4.6a shows that ir-
respective of the stroke amplitude, the body oscillation amplitude is least at h∗.
At the same hinge position the phase delay jumps by 180◦, as indicated in fig-
ure 4.6b. Together these effects provide evidence for an antiresonance occuring
when h = h∗.
A new reduced model reproduces the antiresonance
To further understand the antiresonance in the body pitch and possibly predict
the value of h∗, we will construct a reduced model. First, we define the model,
which treats the wings as point masses that experience simplified lift and drag
forces, and show that it reproduces the antiresonance. Next special limits of the
model will be studied, where it can be shown that antiresonance occurs when
the lift and inertial torques cancel. Finally, a formula is derived that can be used
to predict the value of h∗ for other flyers.
The reducedmodel defines the wings as point masses, positioned at the orig-
inal wing COM, which experience three forces: inertial, vertical lift, and hori-
zontal drag, see figure 4.6c. The lift force on both wings is constant in time and
together equal to the total weight, FL = mtg. Here the total mass mt = mb + 2mw
is the sum of body and wing masses. For periodic flights this assumption must
be reasonably accurate, because the periodicity in vz enforces the average accel-
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Figure 4.6: (a) Amplitude of the body pitch oscillation as a function of the
wing hinge. The body oscillates least for h = 0.5mm irrespec-
tive of the stroke amplitude. Inset shows that the intra wing
beat oscillation of the body pitch θb is approximately a linear
response to the driving stroke amplitude φw. This allows us
to definite an oscillation amplitude Ab and phase shift ∆Φ. (b)
The phase shift as a function of wing hinge position jumps up
by 180◦ around the same h = 0.5mm, independent of stroke am-
plitude. These graphs indicate that altering the hinge position
can lead to an antiresonance in the body pitch response. (c) The
reduced model treats the wings as point masses (black dots) at
the original COM. In addition lift FL and drag FD are simpli-
fied. See text for details. (d-e) The model can reproduce the
antiresonance, as it is in excellent agreement with the results of
(a) and (b).
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eration to be zero and therefore the average upward force must equal mtg.
For the drag, assume a constant lift-to-drag ratio of rL/D = 1.2. This is ac-
curate around hovering, which most of the flights are, with an angle of attack
of about 37◦. The total forces, including an inertial term due to the wings, and
torque on the body is then given by equations 4.25-4.27.
Fx(t) = −mw x¨w(t) − sgn(φ˙
w(t))
mtg
2rL/D
cos(φw(t)) (4.25)
Fz(t) = −mwz¨w(t) +
mtg
2
, (4.26)
τy(t) = 2
(
1 −
2mw
mt
)
(zwFx − xwFz) (4.27)
Parameter are defined in figure 4.1a-b and figure 4.6c. Note that the total force
in the y-direction is zero due to the symmetric stroke, φw, which is specified in
equation 4.12. The mass fraction in the torque equation takes into account that
the insect COM is affected by the weight of the wings. Finally xw and zw describe
the wing COM during the wing beat and can thus be expressed as
xw(t) = sx sin(φ
w(t)) − sy cos(ψ
w(t)) cos(φw(t)) (4.28)
zw(t) = h − sy sin(ψ
w(t)). (4.29)
The body pitch oscillation is found by solving for θb from Iθ¨b = τy, where the
moment of inertia I = Ib + 2mw
(
1 − 2mw
mt
)2
h2 + mb
(
2mw
mt
)2
h2. Once θb is computed,
the amplitude Ab and phase ∆Φ are determined exactly as for the full simulation,
see figure 4.6a.
The reduced model should be compared to the simulations by again exam-
ining the body oscillation as h is varied. Figure 4.6d-e show that the reduced
model accurately reproduces the antiresonance. The reducedmodel, red dashed
line, matches with the full simulation, black line, for both the amplitude and
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phase shift. The location of the antiresonance in the model is also the same,
with the minimum amplitude and phase jump occurring at h∗ = 0.5mm. This
allows us to study the more tractable reduced model in order to understand the
origin of the body pitch antiresonance.
Prediction of h∗
Here the newly constructed reduced model is used to study the antiresonance
for simple limits and a prediction for h∗ will be derived. We start by separating
the pitch torque by its three components, inertia τI , lift τL and drag τD:
τI = −2mw (zw x¨w − xwz¨w)
(
1 −
2mw
mt
)
(4.30)
τL = −xwmtg
(
1 −
2mw
mt
)
(4.31)
τD = −sgn(φ˙
w)zw
mtg
rL/D
cos(φw)
(
1 −
2mw
mt
)
∝ cos(φw) (4.32)
Note that the drag torque is proportional to the cosine of the stroke angle. If the
body oscillation is only driven by drag, one would expect to see a phase delay
∆Φ = 90◦ between body and wing, exactly the phase found in figure 4.6d at the
minimum oscillation. Thus, this minimum occurs when all terms in phase with
a sine cancel out.
During the majority of the stroke the contribution coming from the inertial
and lift torques are proportional to sine functions, which is most easily seen in
the case where wing reversal is ignored. We can do this by taking sy = 0 and
using the stroke φw(t) = ωt, with ω = 2π f . In this limit the inertial and lift torque
simplify to:
τI = 2mwhω
2sx sin(ωt)
(
1 − 2mw
mt
)
∝ + sin(φw) (4.33)
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τL = −mtgsx sin(ωt)
(
1 − 2mw
mt
)
∝ − sin(φw) (4.34)
These equations make it clear that there exists a hinge location that allows the
inertial and lift torques to cancel and drag to dominate the body oscillation. This
hinge location is given by
h∗
L
=
mt
2mw
·
(
ω0
ω
)2
(4.35)
Here L is the length of the fly’s body and ω2
0
= g/L. It implies the ratio of the
hinge height over the body length is set by the ratio of total fly mass over the
total wing mass and the ratio of the natural body frequency over the wing fre-
quency. Plugging in the fruit fly parameters this hinge location is h∗ ≈ 0.61mm,
which is close to the observed h∗ in the simulations. The difference is likely due
to ignoring wing reversal.
Given the finding that at h = h∗ the lift and inertial torques will cancel, the
different limits of figure 4.6b can be understood. For the case where h > h∗
inertial torque will dominate the lift torque and the phase shift is higher ∆Φ >
90◦. Note that the limiting value for h → ∞ is not necessarily 180◦, because the
drag torque is also proportional to h. Similarly for h∗ > h > 0 the lift torque will
dominate the inertial torque and the phase shift is lower ∆Φ < 90◦. For the case
where h ≪ 0 the inertia can come to dominate again, but it will no longer cancel
and instead strengthen the oscillation due to lift. The phase there is thus well
below 90◦.
Finally, more details on the accuracy of the model can be provided and the
prediction made in equation 4.35 can be checked. Figure 4.7a-b compares the
forces and torques of the reduced model, equations 4.25-4.27, with those ex-
tracted from the full simulation. There is an excellent agreement between the
simulation and the model. The sinusoidal oscillation in Fz and τ are due to the
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Figure 4.7: Comparing the simulation and reduced model. (a-b) Despite
assuming a constant lift and drag force, the new model accu-
rately reproduces the force and torque profile on the fly during
a single wing beat. (c) From the simulations we see that the
hinge location that minimizes the amplitude increases slightly
as a function of stroke amplitude. The reduced model also con-
tains this feature. (d) The model predicts, equation 4.35, that
the hinge location for the minimum amplitude should decrease
sharply with increasing wing mass. Subsequent full simula-
tions confirm this prediction.
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main stroke of the wing, while the sharp spikes at 1/4 and 3/4 of a wing beat
are due to wing pitch inversion. Figure 4.7c shows the exact hinge location of
the minimum amplitude Ab. The reduced model reproduces the simulator re-
sults with an error of about 5% on h∗. The final check on the model is to test the
prediction of equation 4.35 that h∗ should decrease, if the ratio of the wing mass
to the total mass is increased. The results of additional simulations, shown in
figure 4.7d, validate the model prediction. The hinge location that minimizes
the amplitude does indeed drop significantly as predicted with increasing wing
mass.
Wing reversal shifts optimal hinge for lift
One open end that is still left is the question of why the antiresonance occurs at
h = 0.5mm, while the maximal lift hinge is located at h = 1.0mm. It turns out
that the difference is due to the detailed effects of the wing reversal as figure 4.8
shows.
We compare a periodic flight with the hinge located near antiresonance,
h = 0.6mm, with a hinge far out of resonance, h = 2.6mm. The difference in
velocity and force are displayed in figure 4.8a. The main effect is that due to the
antiresonance the wing velocity during the main stroke (white region) is much
greater for h = 0.6mm than it is for h = 2.6mm. The direct effect is that the lift
force F ∝ v2 is also much larger. Even during wing reversal the wing velocity of
the h = 0.6mm fly is greater. As a result the fly’s vertical velocity will be much
larger for h = 0.6mm than it is for h = 2.6mm.
However, when comparing a flight at antiresonance to a flight with h =
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Figure 4.8: Top: detailed difference in wing translational ∆v and rotational
∆ω velocity during the periodic wing beat. Bottom: the differ-
ence in direct lift ∆Fv2 and rotational lift ∆Fvω. Green indicates
time of pitch reversal with wing pitch angle indicated above
the graphs. (a) Comparing antiresonance h = 0.6mm with far
out of resonance h = 2.6mm. The wing velocity is greater
at antiresonance during the complete wing beat. As a result
h = 0.6mm generates more lift than h = 2.6mm. (b) Comparing
antiresonance h = 0.6mm to the maximal lift hinge h = 1.0mm.
During the main stroke (white) the velocity is still higher for
h = 0.6mm as the antiresonance dictates it should. However,
during wing reversal the h = 1mm flight does not have the
higher velocity. The forces graph shows that the additional lift
during main stroke in Fv2 is cancelled by the extra rotational
lift in Fvω. At wing reversal the h = 1.0mm flight clearly pro-
duces more lift, thus indicating that the maximal vertical veloc-
ity should be obtained with h = 1.0mm.
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1.0mm a different picture emerges, as displayed in figure 4.8b. It is still true that
during the main stroke (white region) the body oscillation reduces the wing ve-
locity and thus ∆v is positive. However during wing reversal (green region) the
difference is equally great in the opposite direction. Looking at the force graph,
the additional lift Fv2 of the h = 0.6mm fly during main stroke is cancelled out
by the additional rotational lift Fvω of the h = 1.0mm fly. Moreover, at wing
reversal (green region) the h = 1.0mm fly clearly produces additional lift com-
pared to the h = 0.6mm fly. Therefore the maximal lift occurs with a wing hinge
of h = 1.0mm.
In summary, the antiresonance is the main effect that sets the hinge location
of the maximal lift. Any oscillation on the body causes a reduction in wing
velocity, which means a drop in the lift force F ∝ v2. However, near antireso-
nance a small correction becomes relevant as well. The wing reversal, where the
lift force is F ∝ vω, moves the optimal hinge for lift production slightly up to
h = 1.0mm, the nominal hinge location of a fruit fly.
4.4 Discussion
This chapter examined how the wing hinge location affects the periodic flight
state and its stability using 3D flight simulations of the fruit fly. It led to the
discovery that the fruit fly achieves the maximal vertical velocity in its periodic
flight for the hinge at its natural position, h0 = 1mm. This implies the hinge
is located to maximize lift generation. When studying lift generation previous
studies focused on the wing shape, flexibility or kinematics [25, 92, 93, 108, 109].
This is the first analysis of the effect of the wing hinge location on insect flight
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and it shows that various optimizations that make insect flight possible might
still be largely unknown. This result can also be relevant for the design of mi-
cro aerial vehicles (MAV’s) that rely on flapping wings to remain aloft. To test
my results experimentally, one could build various MAV’s with different sepa-
rations between the hinge and COM or it might even be possible to genetically
alter fruit fly’s, similar to [94], to vary their hinge position.
The maximum lift hinge location is due to an antiresonance in the body pitch
oscillation at h∗ = 0.5mm, see figure 4.6. The body oscillation reduces the wing
velocity relative to the air during the majority of the wing stroke. As a result
the lift is reduced if the hinge is not located at h∗. The difference between the
maximum lift position h0 and the antiresonance location h
∗ is due to the complex
lift profile generated at wing reversal, see figure 4.7a-b. It appears that for the
hinge at h0 the wing reversal produces additional lift that can compensate for
the loss of lift during the main stroke, but the precise mechanism will be the
subject of future research.
The new reduced model shows that the antiresonance is the result of a can-
cellation of the lift and inertial torques on the body. Ellington already observed
the body oscillation of various insects [110]. For a crane-fly the body ampli-
tude was large enough that the phase with the wing could be studied and he
used that to determine that the crane-fly body oscillation must be predomi-
nantly driven by the lift force. One interpretation of this, based on the results
here, suggests that the hinge position of this crane-fly is too close to the COM
to achieve the highest possible lift. However, that assessment assumes that the
recorded flight was a hovering flight, because if the flight was accelerating up-
wards the additional lift would increase the numerator in equation 4.35, and
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thus drive the body oscillation in phase with the lift.
At antiresonance the phase delay between the body and wing is 90◦ and,
interestingly, this particular delay can also be useful for the insect’s body pitch
control by holding the wings still. Previously a control algorithm for the body
pitch was suggested which adjusted the mean of the stroke to correct any devia-
tions [98]. However another possibility would be to hold the wings still and let
the natural body sway due to the wing beat correct any mean body pitch devia-
tions. This control scheme would be most effective if the stroke reversal occurs
at the same instant as a maximum of the body angular velocity. In that case
the fly could achieve any correction to the mean pitch in the shortest amount of
time and thus minimize the time when no lift is produced. This control method
would thus work well with ∆Φ = 90◦.
The final result of this chapter is the formula for the antiresonance hinge lo-
cation, equation 4.35, in the reduced model. This result should hold for other
species as well, as long as the assumptions on the wing motion and other wing
parameters are met. From Greenewalt [111, 112] we know that mwω
2 represents
the wing muscle force and should be nearly constant across most species. Based
on the formula the hinge location is thus expected to scale with the body mass.
However, it is impossible to check this, since the data for the separation between
wing hinge and COM is not readily available for a range of species. Future re-
search should attempt to document the location of the wing hinge relative to the
COM, such that this prediction for the wing hinge position can be empirically
tested.
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CHAPTER 5
EVOLUTION FROM FOUR- TO TWO-WINGED FLIGHT REDUCES
POWER USAGE 1
Two winged insects are believed to have developed from four-winged flyers
during their evolution [27]. The four-winged dragonfly (Odonata) is one of the
oldest flying insects [26, 113] and during its flight the body is horizontal and
the wings stroke asymmetrically along an inclined plane [114, 115]. In contrast,
later developed insects generally have two wings [116] and fly with their body
pitched up vertically, while the wings move symmetrically along a horizontal
stroke plane [117]. Although fossil records and genetic studies can provide clues
about this evolutionary process, very little is known about the flight kinematics
during the transition. In this chapter we will show that during the evolutionary
transition to two wings the flight style naturally switches from horizontal to
vertical. This change must be combined with a switch from an asymmetric to
a symmetric wing stroke in order to maintain flight. Moreover, both changes
occur during a sharp transition directly after switching from hind wing to front
wing adjustments.
The evolution of two-winged flight likely proceeded through a reduction of
the size of the hind wings. An example is the mayfly, which is closely related to
the dragonfly and has significantly smaller hind wings [118]. Moreover, genetic
studies of Diptera indicate that a mutation on the Ubx gene leads to the devel-
opment of an additional wing pair below the main wings [119,120]. Initially, the
reduced hind wing area likely led to increases in the hind amplitude in order to
compensate [121], however when the wings become too small this will fail. The
1A manuscript is in preparation.
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front wing must at that point take over and adjust for any further loss of hind
wing lift. This will be the the evolutionary scenario discussed here.
For this study we use the 3D computer flight simulator from the previous
chapter again, after adding an additional set of wings. The four-winged flyer
model has a morphology based on a dragonfly and to simulate the evolution
the hind wing area is systematically reduced. The required adjustments to the
wing motion are determined by an optimization algorithm that fixes the steady
state velocity as the hind wing is trimmed. The Floquet analysis of the steady
states is expanded and, besides stability, the power consumption is also com-
puted. Our results indicate that the evolution of two-winged flight was likely
a sudden development that required a significant adjustment of the front wing
muscles. In addition, the driver behind the transition was likely the advantage
of increased energy efficiency.
5.1 Modeling four-winged flight
The 3D flight simulation model, explained in the previous chapter, can also be
used for studying the evolutionary process from four- to two-winged flight. The
model was already defined using a variable number of wings, thus we only
need to specify additional parameters for the extra wings. To model the evolu-
tionary process, the size of the hind wings can be reduced step by step. Once
the hind wings have a span just 10% of the original length, the model effectively
only has twowings left. The periodic flight state and its stability are determined
using Floquet analysis exactly as before. A new element to the analysis is the
computation of the power usage during flight. First, the parameters will be
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Figure 5.1: (a) Wing hinge locations on the dragonfly body. Front wing is
located x f ahead of the body COM and h f above it. Similarly
the hinge wing is positioned xr before and hr above the COM.
The wings move along a stroke plane that is tilted by an angle β
with respect to the horizontal. (b) Thewings have a span length
L and chord length c. The wing COM is located at sx along the
span and sy along the chord away from the hinge. Finally the
stroke angle φw along the stroke plane and the wing pitch an-
gle ψw are indicated. Values for each parameter are given in the
text. (c) Schematic of flyer forces. (i) Normal flight has the front
and hind wing producing balanced lift keeping the body hori-
zontal. (ii) A smaller hind wing reduces the hind lift, leading to
a falling flyer. This can be compensated by increasing the hind
amplitude. (iii) Barring any compensation, the falling velocity
causes drag on the wings. The larger front wings experience
more drag and rotate the body pitch up. (iv) The rotated body
directs the lift force behind the fly causing horizontal accelera-
tion. At this point the correction requires wing pitch rotation,
rotating the lift force back up against gravity, and an increase
in front stroke amplitude to mitigate the falling velocity.
listed and then the power computation will be explained.
Parameters of the flyer model with four wings
The four-winged model parameters are based on measurement of a dragonfly
[122], see table 5.1. Figure 5.1 shows a sketch indicating each parameter, with
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Table 5.1: Summary of the default (∆ = 100%) dragonfly morphological
parameters. ∆ is the scale parameter that sets the size of the hind
wings during modeled evolution to two-winged flight. Altering
∆ changes the hind wing span and chord, as well as the hind sx
and sy.
Dragonfly morphology
mbody: 340 mg Front mwing: 3.5 mg Front h: 4 mm
Body length: 36 mm Front wing span: 32 mm Front sx: 16 mm
Body width: 5.2 mm Front wing chord: 8 mm Front sy: 2.4 mm
Front wing x: 5.5 mm Hind mwing: 3.6 mg Hind h: 2 mm
Wing separation: 5.9 mm Hind wing span: 33 mm Hind sx: 16 mm
Stroke plane β: 51◦ Hind wing chord: 11 mm Hind sy: 5.6 mm
body length 36mm, body width 5.2mm, body height 7.3mm and body mass
340mg. The front wings are located at x f = 11mm and h f = 4mm, and have
dimension L f = 32mm and c f = 8mm. The rear wings can be found at xr =
3.2mm and hr = 2mm, and for ∆ = 100% are Lr = 33mm long and cr = 11mm
wide. ∆ is the scale parameter that sets the size of the hind wings. When ∆ =
50% both Lr and cr are half their original size, thus making the wing area a
quarter of its original. The vector from hinge to wing COM is given by sx =
16mm and sy = 2.4mm for the front and sx = 16mm and sy = 5.6mm for the rear.
When changing ∆, sx and sy of the hindwing are also altered. This ensures ∆ sets
the size of the hind span, while the wing retains its aspect ratio and connection
point with the body.
The wing motion of the front and hind wings can be described using the
same equation as for the fruit fly, see equations 4.12-4.14. However, there are
some notable differences. All wings move along a rotated stroke plane, with
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Table 5.2: Summary of the default dragonfly wing motion parameters.
Note that the front and hind stroke are 180◦ out of phase and
move along an stroke plane inclined at 51◦ with respect to the
longitudinal body axis.
Dragonfly wing motion
Frequency : 40 Hz Wing pitch ψ0 120
◦ Shape parameter K 1e-16
Front stroke φm: 30
◦ Wing pitch ψm 50
◦ Shape parameter C 1e-16
Hind stroke φm: 32
◦ Wing pitch ψδ: 90
◦ θw(t) 0
β = 51◦ the angle between the body longitudinal axis and the stroke direction.
Moreover, the front wing stroke φw has a phase difference of 180◦ with respect
to the hind wings. The full list of wing motion parameters is given in table 5.2.
The wings flap at a frequency of 40Hz and have an amplitude of 30◦ or 32◦ for
the front and hind wings respectively. The wing pitch is also different from the
fruit fly, at ψ0 = 120
◦ for both wings.
Power usage during flight
The power consumption during flight is computed through integration of the
drag losses, adding the change in potential energy and averaging the sum over
a single wing beat. Any mention of power P implicitly refers to the wing beat
averaged power < P >=
∫ T
0
P(t)dt
T
, with T the wing beat period. The first step in
the power computation is to integrate the drag losses on the wings. The drag
force ~Fd and torque ~τd are determined in the simulation from equation 4.16. The
power losses due to drag are then given by:
< Ploss >=
∫ T
0
(
~Fd · ~v + ~τd · ~ω
)
dt
T
. (5.1)
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In this equation ~v and ~ω are the wing velocity and angular velocity respectively.
On top of this the fly is moving in the gravitation potential of earth, which
means it loses or gains potential energy
< Pgrav >= mtg
z(T ) − z(0)
T
. (5.2)
Here mt is the total mass and the fraction denotes the average change in vertical
position during the wing beat. Note that, due to the use of periodic flights, the
kinetic energy does not change. Therefore the total power consumption of the
flyer is the sum of these two terms P = Ploss + Pgrav.
Required wing adjustments
During the transition, when the hind wings are diminished, adjustments to the
wing strokes are required to maintain flight. The effects of smaller hind wing
area are explained in figure 5.1c. During normal flight before the transition (i)
the front and hind wings are producing balanced lift, which keep the body of
the dragonfly horizontal. Initially when the hind wings are reduced (ii), the
lesser hind lift leads to a falling flyer. This can be compensated by increasing
the hind amplitude. Balancing the hind lift against gravity, provides the first
adjustment option.
The other option requires adjustments to the front wing. If the hind wing is
not or cannot be adjusted (iii), the flyer starts falling. This downward velocity
causes drag on the wings. The larger front wings experience more drag and
rotate the body pitch up towards vertical. At this point (iv), the rotated body di-
rects the lift force behind the fly. This leads to horizontal acceleration. To correct
this requires a front wing pitch rotation, thereby rotating the lift force back up
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against gravity. Finally, an increase in front stroke amplitude can mitigate the
falling velocity and the same initial flight velocity can be maintained.
5.2 Simulation of the evolutionary transition
In the simulation we initially maintain a constant vertical flight velocity vz by
increasing the hind wing amplitude φhind, see figure 5.2 red region. While ∆ =
100 − 70% the steady state flight has the body horizontal, resembling dragonfly
flight with body pitch θ ≈ 10◦. At ∆ = 70% the required hind amplitude has
increased to 90◦ at which point it is unrealistic to increase the stroke amplitude
further as the wings now touch at the top and bottom of the stroke. For each
∆ the hind amplitude was found using an optimization algorithm that changed
φhind to minimize changes to vz.
The next stage of the evolution to reduce the hind wings involves changes to
the front wing pitch and stroke amplitude (blue region). Interestingly the flight
style changes rapidly between ∆ = 70 − 60%, as the body pitches up and the
stroke plane becomes horizontal. With the rotation of the stroke plane the wing
pitch ψ must be counter-rotated by 40◦ to keep the lift force directed upwards.
The stick plots in figure 5.2 show the wing pitch as it changes from asymmetric
for the inclined plane to symmetric for the horizontal plane. Again, at each ∆
an optimization algorithm found the ψ and φ f ront that minimized changes to the
periodic state velocity v.
During the transition from four to twowings the power P required to sustain
flight is reduced. During the initial phase ∆ > 70% of increasing hind wing
amplitude the power consumption increases, but after the transition to front
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Figure 5.2: Evolution of two-winged flight by reducing the fractional size
∆ of the hind wings (red) of a four-winged flyer. Initially, for
∆ > 70%, the hind wing stroke amplitude φhind can increase to
compensate the loss in wing area. The body pitch θ remains
horizontal and the stroke plane remains inclined in this phase.
The next phase (blue) the front wing pitch and amplitude are
adjusted to maintain similar flight velocities v. A quick transi-
tion (dark blue) occurs at ∆ = 70 − 60%, when the body pitches
up and the stroke plane becomes horizontal. At this point the
wing pitch ψ must be rotated to counter the stroke plane rota-
tion. During the transition the power usage P drops, indicat-
ing two-winged flight increases energy efficiency. During the
remaining hind wing reduction, ∆ < 60% the front amplitude
must be increased slightly, but the flight style and power usage
remains nearly the same. The stability |α| of the steady state
flights changes only slightly during the evolution, becoming
more unstable as ∆ decreases.
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wing stroke adaptations the power drops quickly. Power loss at the individual
front and hind wings follows their respective stroke amplitude. Once the hind
stroke no longer increases the power loss for them drops rapidly, since power
is proportional to the wing area. The total power, initially at 17.7mW, drops by
δP = 1.5mW for small hind wings. This drop in power consumption is likely
the driver behind the evolution from four- to two-winged flight.
The flight stability is only slightly changed during the transition and remains
in the unstable regime throughout. The initial dragonfly-based flyer is passively
unstable |α| > 1. |α| indicates the multiplicative growth factor per wing beat of
deviations from periodic flight. Transitioning to two-wings leads to an increase
in |α|, thus making the flight somewhat more unstable and facilitate faster turn-
ing. It seems likely that the control circuitry capable of stabilizing four-winged
flight could be tuned to also deal with the unstable two-winged flight. Changes
to flight stability are thus unlikely to significantly effect the transition process.
The point of the transition from hind to front wing adjustments can be at
a ∆ higher than 70% without significantly effecting the results. The hind wing
muscle might have a lower amplitude limit φmax than 90
◦, or the power usage
might be limited Pmax. In both cases a reduced hind wing could be initially
compensated by increased hind amplitude, allowing the flight style and front
wing muscle to remain the same, creating a robust flyer. However, once the
amplitude or power limit is reached the front wing would have to adapt to
further reduction of the hind wing area. At that point the flight style will still
quickly change from a horizontal to a vertical body, shifting the transition in
figure 5.2 (dark blue region) to a higher ∆ value, while maintaining its defining
characteristics.
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Figure 5.3: Transitioning to front wing adjustments at ∆ = 100%. The body
pitches up rapidly between ∆ = 100−90%. The stroke plane be-
comes horizontal and the wing pitch is rotated to keep the lift
directed against gravity. The power consumption also drops
similar to the case with hind wing adjustments. The large de-
gree of similarity between the two transitions suggests that the
hind wing adjustments can only change the ∆ value at which
the transition occurs, not its characteristics. Below ∆ = 90%
the only change to the wing stroke is the increase in front am-
plitude to compensate for the lost hind wing area. The adjust-
ments to front wing pitch and amplitude were found by opti-
mizing for a constant velocity.
Figure 5.3 shows the limiting case where the transition to front wing ad-
justments starts immediately at ∆ = 100%. The body pitch shoots up and the
power required to maintain the steady state flights drops. The pictures of the
fly confirm that the body becomes vertical and the stroke plane horizontal. The
wing pitch needs to be adjusted similarly to the previous case and counter the
stroke plane rotation. Overall the same shift in flight style occurs, but at a higher
∆. Therefore adjustments to the hind wing amplitude can delay the change in
flight style, but they cannot stop it from happening.
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5.3 Conclusion
The results presented here indicate that the evolution from four- to two-winged
insect flight was likely a sudden development, as indicated by the rapid transi-
tion between flight styles. By changing ∆ just 10% the body pitch changes from
horizontal to near vertical, the stroke plane rotates from inclined to horizontal
and the wing pitch becomes symmetrical. These are significant changes to the
front wing and they likely required a mutation on the muscle to make possi-
ble. We noted that, once this mutation occurs and the flight style is altered, the
flyer’s power usage is reduced. This lower power consumption during flight
likely provides an evolutionary advantage, since it reduces the amount of food
that needs to be captured to sustain flight. However, the importance of this
reduction in power is still somewhat puzzling, since four-winged dragonflies
have not gone extinct and live alongside a majority of two-winged flying in-
sects.
The exact moment the transition occurred can be altered by extending the
use of hind wing adjustments to compensate for lost wing area. This provides
the dragonfly with a robust design. If the hind wing area is reduced due to
injury or natural variation it can recover by altering the wing stroke. However,
this does come with the expense of additional power consumption. However,
there is a clear limit to how long this can be sustained. Assuming no power
restrictions that limit is ∆ = 70%. This provides a clear prediction for Nature’s
flyers: if the hind wings of a four-winged flyer are smaller than 70% of the front
wings, than its natural flight style should have the body pitched vertically.
The previous two chapters looked at the effect of evolutionary optimization
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on insect flight. The focus was first on the location of the wing hinge relative to
the flyer’s COM. This parameter was tuned to a wing-body antiresonance, with
the result of maximizing ascending speed. Here we found that the transition to
two wings reduces the power consumption of the flyer. Both are examples of
simple rules that emerge out the evolutionary process of random genetic varia-
tion.
In addition, this chapter 5 shows that the evolution of different features of an
organism are closely connected. Reducing the wing size cannot be done with-
out significant consequences on other body parts. In order to maintain flight,
corrections to the front wing pitch and amplitude are required. It is likely that
other changes to the insect are also needed. For example, when the body sud-
denly pitches from horizontal to vertical the location of the eyes on the headwill
also need to be adjusted. All these adjustments show the complexity of the sys-
tem andmake it remarkable that increasing ascending speed or lowering power
usage are possible through genetic optimization.
The final chapter of this thesis will combine all the previous chapters and
study how control laws develop for stabilizing insect flight. We will study
whether a human can learn how to control insect flight and whether they de-
velop the same laws that already exist in an insect brain. To do this, the first
step is to build a real-time interface that allows a person to control the simu-
lated insect.
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CHAPTER 6
HUMAN CONTROL OF SIMULATED INSECT FLIGHT
The ancient story of Icarus tells us that humans have for ages looked at birds and
insects andwondered if perhaps they too could soar the skies by flappingwings,
however all attempts so far have resulted in failure [123]. Scientific research into
flapping flight has laid bare the intricacies involved in producing the required
lift [102,108,124] and controlling the stability [100,125,126]. Now, using human
controlled computer simulations, we can safely break up the problem of learn-
ing how to fly and discover if humans are able to learn how to stabilize flapping
flight. This chapter will describe the attempt to construct an intuitive interface
for controlling the simulated insect. The initial results show it is indeed possible
to learn to generate lift and stabilize flight in a realistic insect flight simulator by
flapping a wing controller.
Many experiments have been performed to understand motor learning in
humans [127, 128]. These experiments show the flexibility of the human mind
to learn new tasks and it thus seems likely that we should also be able to master
the skill of controlling insect flight. In my experiments the test subjects will have
to rely on visual information alone for their learning feedback [129, 130]. The
available information to determine the needed corrections thus differs slightly
from flying insects which can have highly tuned sensors to measure their stabil-
ity, such as the halteres on a fruit fly [95, 97].
The difficulty of the control task can likely be set based on the stability of the
particular insect. One question of interest is what technique a human develops
to stabilize insect flight and whether it is similar to the actual methods used by
those same insects [98,100]. Based on the results from the previous two chapters,
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it would be possible to help with the flight control, for example, by raising the
wing hinges or by using a stable dragonfly instead of the unstable fruit fly.
This chapter will first explain how to construct the interface for the control
of the insect flight simulator, where a human can move a model wing to pro-
vide the insects wing motion and receive fast visual feedback on the resulting
flight. Afterwards, the initial system test will be discussed, which show that the
setup is working properly and that it is possible to learn how to fly as a fruit
fly. Next, the first experiments can be described, which focused on controlling
the flights of dragonflies with rear wings of various sizes. The similarity with
the simulations of chapter 5 allow for a comparison of the results. We will close
with an outlook on possible future experiments that can be performed with this
new system.
6.1 Building an interactive flight simulator
The construction of the interactive flight simulator is the culmination of several
projects in Jane Wang’s group by various people. The basis of the simulator
is the insect flight model explained in chapter 4, developed over many years
and first coded into C++ by Song Chang. As previously mentioned, I substan-
tially improved the speed of this code. In addition, I connected it to Matlab and
built a GUI for controlling the experiments. The input for the flight simulator
is provided by a physical wing controller, tracked using Vicon infrared cam-
eras (Vicon Motion Systems, Oxford, UK). Adam Sorrin was the first student to
connect the Vicon system to our lab computers and extracted raw data from its
pipeline using C#. The Vicon system was first used by another student, Kevin
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Chen, to test the real-time conversion of tracked motion from the physical con-
troller to the computer. He used this to study a simple 1D hoverer. I expanded
his work to three dimensions, added noise smoothing, and combined all these
components into the human controlled insect flight simulator.
Here we will describe each of the pieces that went into the development of
the interactive flight simulator. First, we discuss the construction of the wing
model and provide details on how its orientation is determined by the Vicon
camera system. A sequence of these orientations is recorded as a quaternion
time series. The next step of the process smooths the noise out of the time series
and takes derivatives to determine the angular velocity and acceleration of the
wing model. This provides the required input for the wing motion in the 3D
flight simulator. Finally, the problem of different time scales will be addressed,
because a human cannot comfortable flap their arm at normal insect wing beat
frequencies. After putting it all together, the end result can best be described as
a physically realistic video game, where the player can fly any insect he wants
by flapping around a controller to provide the input wing motion.
Tracking the wings
The motion of the wings is recorded from a left and a right model wing, con-
structed using TinkerToy (K’Nex, Hatfield, PA, US). The basis of each model
wing is an orthogonal frame with infrared markers attached to the end of each
of the three axis, see figure 6.1a. The markers are tracked using 3 Vicon MX3+
cameras, which operate at 50Hz. The Vicon software reconstructs the physical
marker location from the images and passes these resolved positions through
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a TCP/IP pipeline on to a home-written algorithm. This algorithm has to go
through a number of steps before the data is ready to be used in our flight sim-
ulation.
The locations of the three markers, ~x, ~y and ~z, define an orthonormal matrix
O(t) which encodes the orientation of the model wing at time t. This matrix is
created by taking the difference vectors between the markers, ~u = ~x − ~y, ~v =
~x − ~z, ~w = ~y − ~z, and using the cross product to create orthonormal vectors,
O(t) =
(
~u
|u|
, ~u×~v
|u||v|
, ~u×~w
|u||w|
)
. This matrix encodes the instantaneous orientation of the
wing in the Cartesian coordinate system used by the Vicon software, which is
determined when the cameras are calibrated.
In order to make the control of the wings feel intuitive the orientation of
the wing in the lab should match the wing on the screen. This is achieved by
presenting an image of an upright insect with the wings in a known position
before the start of the simulation. The human participant is asked to match the
position shown on screen, which is used to align the wings. This records O(t) of
the aligned wings at t = 0. At any future time t, the rotation from the aligned
position to the current position is now given by the product O(t)O−1(0).
Simultaneously the algorithm ensures the rotation axis in the simulator are
aligned with the model wing axis. For this the first three markers on the wing
are attached along the span, chord and upward direction. The locations of the
three markers give, using trilateration [131], the origin of the orthogonal frame.
The three vectors from the origin to each of the marker position define an or-
thonormal matrix P, which is recorded at wing alignment. Finally, the rotation
matrix R of the wing at time t with respect to its aligned position, specified in
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the coordinate system of the wing, is given as
R(t) = P−1O(t)O−1(t = 0)P. (6.1)
One advantage of this method is that it allows for easy addition ofmarkers to
the model wing, which helps to avoid occlusion problems. To define the matrix
P a single set of three markers must be positioned on the rotation axis of the
model, but only at t = 0. However, O(t) can be defined using a different set of
markers. As long as the O(t = 0)matrix is recorded for each combination of three
markers and at least three markers are visible at any one point, it is possible to
reconstruct the rotation state of the wing at any time t. The wing model used in
the lab has 5 markers, which was enough redundancy to make for smooth wing
tracking.
The final step in the tracking algorithm converts rotation matrix R(t) into a
quaternion. If multiple sets of three markers are visible, a quaternion for each
is computed and then averaged to reduce noise in the measured wing quater-
nion. Quaternion averaging is done by converting the quaternions to axis-angle
representation and adding the axis vectors weighted by the angles. After wing
alignment, which defines t = 0, the algorithm produces a discrete time series of
quaternions qraw(ti) at the camera rate of 50Hz.
Quaternion smoothing
The numeric integration routine in the flight simulator requires a continuous
evaluation of the wing orientation and its derivatives, thus the previous discrete
set Q(ti) is insufficient. However, before interpolating and differentiating, it is
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Figure 6.1: (a) Schematic setup for the human controlled insect flight ex-
periments. The wing controller is a cardboard sheet with an
orthogonal frame attached to it. Each end of the frame has a
infrared marker (red dots) on it. The location of the infrared
markers are recorded using three Vicon cameras hanging on
the wall and the data is passed onto the PC. After processing
the flight is displayed on a screen as feedback to the test subject.
(b) Processing of the wing model input occurs in the space of
quaternions, here represented as a sphere to indicate the curva-
ture. Raw data (black dots) indicating the current wing orien-
tation is computed at each recorded camera frame using each
set of three orthogonal markers. Through the data a smoothed
spline (red line) is fitted. Along this line it is possible to de-
termine the local wing angular velocity (green arrow) as the
tangent vector to the spline. This information is passed on to
the insect flight simulator, described in chapter 4, to determine
the effect of the wing motion on the flight. See text for details.
prudent to ensure noise is removed and the time series is smooth. (figure 6.1b)
For this the last N = 15 recorded frames of the time series are smoothed using a
technique described in [132].
The smoothing filter is a gradient descent algorithm that minimizes the en-
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ergy function
F(qraw) =
N∑
i=1
|| log(q−1i qraw(ti))||
2
+ α
N−1∑
i=1
|| log(q−1i qi+1) − log(q
−1
i−1qi)||
2 (6.2)
Here the quaternions qi are to be varied by the gradient descent algorithm in
order to minimize F. Also note that all products in this and the next section
are between quaternions and thus noncommutative. The first term is a measure
for the distance between the raw data and the smoothed points. The second
term measures the smoothness of the quaternion curve. The coefficient α = 0.5
allows us to set the relative importance of each term. The time series of filtered
quaternions that minimize F will be denoted by Q(ti).
A delay of two frames was introduced here since smoothing on the interior
of the interval is more accurate than on the boundary. When a new orientation is
recorded by the cameras it is added at the end of the 15 frame buffer. However
after the noise filter, the quaternion used to indicate the wing position on screen
for the human participant is at position 13. This provides a smoother wing
motion on screen at the cost of a 40ms delay. This delay does not appear to be
noticeable.
Quaternion interpolation and differentiation
At this point the algorithm has determined a smoothed but discrete time se-
ries of quaternions Q(ti). However the simulation, in particular the ODE solver,
requires the evaluation of the wing motion at any time slice within the integra-
tion interval. Therefore interpolation of the quaternion time series is needed.
The interpolation must be based on very general B-spline functions, because
the human input cannot easily be restricted to any given set of functions. The
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algorithm explained in [133] is used and extended to include calculation of the
first and second derivatives.
Before it is possible to discuss quaternion interpolation, the exponential and
logarithmic function for quaternions must be explained. The following explana-
tion will assume some understanding of differential geometry. The quaternions
represent rotations in space, and thus in mathematical terms form the manifold
SO(3). The logarithmic and exponential functions are defined as maps to and
from the tangent space as is common in differential geometry. The tangent space
of SO(3) is R3, which is the space of local angular momentum vectors ~ω. It thus
follows that ~ω = log(q) and q = exp(~ω), where ~ω should be considered as the
angular velocity that after unit time leads to a rotation about q. This makes it
possible to define the arbitrary power of a quaternion qx = exp(x log(q)).
Quaternion interpolation is an extension of the regular cubic B-spline inter-
polation to the curved quaternion space. The B-spline quaternion curve q(t) is
defined by
q(t) = q
B˜0(t)
−1
N+1∏
i=0
(
q−1i−1qi
)B˜i(t)
(6.3)
where
B˜i(t) =
N+1∑
j=i
B j(t) (6.4)
with Bi the 4th order basis functions of regular cubic B-splines. The qi are the
quaternion spline control points which are, just as in the regular B-spline case,
determine by solving a set of equations
Q(ti) = qi−1
(
q−1i−1qi
) 5
6
(
q−1i qi+1
) 1
6
, (6.5)
with the boundary condition taken as a natural spline, which means
q−1 = q0
(
q−10 q1
)−1
and qN+1 = qN
(
q−1N−1qN
)
. (6.6)
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Due to the curvature of the quaternion space, i.e. multiplication is noncom-
mutative, the control points in Eqs.6.5 and 6.6 must be found using a recursive
solver. The algorithm uses 10 iterations of recursive solving, which provided a
fast and accurate determination of the control points. This matches the conver-
gence results mentioned in [133].
The resulting function q(t) provides a smooth quaternion curve which
passed through the recorded wing orientations and can be evaluated at any
time within the first and last recording. The angular velocity and acceleration
of each wing are related to the time derivatives of q(t). After deriving q˙(t) and
q¨(t) from equation 6.3, the angular velocity and acceleration of the wing relative
to the body are given by
ωr = 2q−1q˙ and βr = 2q−1q¨ (6.7)
At this point the angular velocity and acceleration vector can be extracted
from their respective quaternions by taking the imaginary part. The algorithm
now produces continuous functions for the orientation, q(t), angular velocity,
~ωr(t), and angular acceleration, ~βr(t), for each of the wings relative to the body.
This information is passed into the flight simulator which can determine how
the wing motion is affecting the body.
Running the simulation in real-time
The wing model tracking algorithm can be combined with the 3D flight simula-
tor of chapter 4 to create a real-time flight simulator with an intuitive interface
for human control of the flight. The input wing motion can be any motion that
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Figure 6.2: Flowchart for the algorithm for the human controlled insect
flight experiments. Black arrows indicate execution and data
flow, red arrows indicate only data flow. (a) The basic idea of
the game loop design setup, which is repeated as long as the ex-
periment is running. Problems arise because it is unclear how
much time has passed when the loop returns to acquire new
tracking data. (b) Improved loop design using three different
execution threads (different colored boxes). This design avoids
skipping a frame of tracker data if the flight simulator had not
finished computing yet. The first (blue) thread is short and will
buffer frames if subsequent code is not ready yet. New data,
when recorded by the cameras is immediately time-stamped
and it is now known how long it takes until the data is dis-
played. This allows the code to guarantee no frames from the
Vicon cameras are skipped and that the delay between record-
ing and display is between 60 and 80ms.
can be performed in the lab. The flight model then determines how the insect
body is affected by this wing motion. To complete the feedback cycle, a display
in the lab shows the tracked wing position and computed body position in a 3D
simulation of the insect. With this feedback the human participant can evaluate
his or her own flying ability and attempt to correct deviations from the intended
flight.
For intuitive control the system has to respond fast to the providedwingmo-
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tion and therefore the flight model has to compute fast to avoid any perceived
lag. Since the camera system is running at 50Hz, it provides new wing motion
data each 20 ms. The flight model should return the result of a new frame of the
motion before the next data becomes available 20 ms later, while maintaining
reasonable simulation accuracy. To achieve this the code, written in C++ and
compiled as a mex-library, was setup in a similar style to the code design for
video games, see figure 6.2a. As long as the simulation is active a game loop is
running, first it request the user input, then it performs the simulation update
and finally it passes the result on to the display function. The display function
is handled by Matlab, which also makes it easy to save and analyze the data.
The basic game loop design is not sufficient for our experiments, since it is
impossible to guarantee that each data frame recorded by the Vicon system will
be used. If the simulator or the display function required too much time a frame
might be overwritten and lost. To circumvent this problem an improved multi-
threaded game loop design is used, see figure 6.2b. Three separate threads are
responsible for the wing motion, flight simulator and display. With this design
no data frames are skipped, because the first loop is guaranteed to execute in
less than 10ms. Moreover, the data is instantly time-stamped and the delay can
be computed when the updated insect is shown on screen to check the delay
is acceptable. The last improvement required is in the plotting routine of Mat-
lab, which normally goes through a Java implementation layer. This is too slow
for our purpose and the display function is configured such that it directly in-
terfaces with the video card. With these optimization the total delay between
moving a wing and seeing the result on screen is around 70 ms, 40 ms of which
we introduced to improve the wing motion smoothing, 20 ms to compute the
flight model and 10 ms for updating the displayed graphics.
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Required time dilation for comfortable arm movement
Finally, there is the problem that a human subject cannot move their arm at
the frequency at which insects are flapping their wings. For comfortable move-
ments, the arm is limited to back and forth flapping with a frequency around
0.5Hz, perhaps reaching 0.8Hz. For fruit flies the wing beat frequency is around
250Hz, while for dragonflies 40Hz. In addition, for the fruit flies the stroke
amplitude is on the order of 70 degrees and humans cannot comfortably move
their arms by 140 degrees. The solution is to introduce a time dilation factor
between the lab and the simulation. This time dilation factor is set prior to the
experiment and can be based on the particular insect currently simulated.
Experimentally it turns out that for the fruit fly a time dilation factor of 600
works well. Similarly for the dragonfly a time dilation factor of 100 is used.
This time dilation is implemented by slowing down the speed at which time
progresses inside the flight simulation. As a result, time series from each exper-
iment can be viewed on two time axis, the human lab time or the insect simula-
tor time, see 6.3. With this last feature the construction of the human controlled
insect flight simulator is complete and can be used to collect data.
6.2 Successful recordings of human flight data
We collected the first human flight data using the completed interactive insect
flight simulator. The initial data provides a confirmation of the correct func-
tioning of the equipment and code. We will look at the raw data of the wing
beat that the human is performing and the response to it by the fruit fly. In the
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15 recorded fruit fly trials, I was the test subject performing the flight. Various
(prospective) undergraduate groupmembers also tried to fly using themachine.
These trials were not recorded, but they provided some clues as to the kind of
wing beats and flights to expect during full trials.
Later, the system is used to study the human control of a dragonfly with rear
wings of various sizes, similar to the simulations described in chapter 5. From
our previous results, we expect that the flight style, i.e. horizontal or vertical
body, should change abruptly as the hind wings are reduced in size. Here 109
trials were recorded, as performed by my advisor Jane Wang. These human
flights showed similar results for the change in flight style even though the wing
motion varies highly from stroke to stroke.
Initial system test
Figure 6.3 reports the first data recorded using the real-time insect flight simu-
lator. This first recording used a fruit fly as the model, with parameters as in
table 4.1, which was free to move in the x,z and pitch directions. To clarify the
effect of the time dilation, each graph includes two time axis. The bottom axis is
time in the flight simulator, named ‘insect time’, and the top axis is time in the
lab, named ‘human time’. The insect time passes 600 times slower than human
time.
The observed wing motion during this trial is similar to the wing motion
described in [98]. (figure 6.3a-b) This is because I was personally flying and
to test the machine I was attempting to reproduce the flight of that paper. It
can be expected that most other human participants, who are not aware of how
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Figure 6.3: Initial data recorded from a single flight using our simulator.
All data is from the same trial and provided with two aligned
time axes. The bottom horizontal axis in each graph is insect
time, which is the time in the simulated flight model. The up-
per horizontal axis is the human time, which indicates the time
in the trial as measured on a watch in the lab. (a-b) Tracked ori-
entation of the model left and right wing. Orientation is rep-
resented using stroke, deviation and pitch Euler angles. An-
gles are measured relative to the initial alignment position. (c-
d) Body position and velocity of the fruit fly computed by the
flight model. Velocity is given in body frame coordinates. (e-f)
Orientation and angular velocity of the fruit fly body. Orienta-
tion is indicated by the Euler angles yaw, pitch and roll. In this
trial only the right wing motion was recorded and mirrored to
the left wing. This creates a left-right symmetry and ensures
only x, z and pitch of the fruit fly body can change.
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flies move their wings, will attempt very different wing motions. One likely
case is flapping the wings up and down, which would mean the main oscilla-
tion would be observed in the deviation angle. It could be interesting to see if
radically different wing motion can also be used to control the fly.
The data in figure 6.3 was recorded by tracking only the right wing and
mirroring the data to the left wing. This enforces a left-right symmetry on the
fruit fly body. The results is that only the x, z and body pitch variables can
change during flight. This helps the control by our human participants as it
keeps the fly pointing forward and stops it from drifting off sideways.
The result of the wing motion is shown in figure 6.3c-f. The vertical position
is linearly decreasing, which means not enough vertical force was generated
to overcome gravity. On average during this trial the generated lift force was
around 0.87g and the drag due to the descending velocity helped to keep the
velocity constant. A small increase in frequency or stroke amplitude in subse-
quent trials should be enough to maintain hovering for the fly.
The horizontal position remains stable at first, but starts to increase rapidly
halfway through the trial. The reason for the sudden increase in horizontal ve-
locity can be found in the pitch. Maintaining a stable pitch is difficult, see chap-
ter 4, and it can be controlled through changes to the mean of the stroke [98].
Figure 6.3a-b shows clearly that the stroke on each wing beat is not identical.
The mean is changing by a few degrees every time and this will cause devia-
tions to the pitch of the fruit fly. This means this first trial data shows the start
of the pitch instability described in detail earlier in figure 4.1c.
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Figure 6.4: Human control of horizontal dragonfly flight. (a) 3D flight area
setup. The objective was to fly from left to right on screen, cor-
responding to a distance of 50cm for the dragonfly. (b) Two
frames captured from different trials. Yellow color indicates
front of the body (green) or wings (red is hind, blue is front).
Left: a dragonfly flyingwith the body horizontal with full sized
hind wings. Right: the hind wings are reduced to 10% the orig-
inal size. The human controlled flight pitches the body up. The
test subject controlled the front wings, the hind wings were
driven at 0.4Hz on screen (40Hz insect time). (c) Flight tra-
jectories for all 109 performed runs, colored by the hind wing
size. Most flights reach the 50cm target. It appears that for
100% hind wings (red) the trajectories end up higher than for
smaller hind wings (blue/green). (d) Body pitch during flights
as a function of insect time. Controlled flights will have a sta-
ble pitch over time. Large hind wing flights (red) appear to be
longer and more stable. (e) Flight duration increases with hind
wing size. Stable duration was measured from start to the first
moment pitch reached ±180◦ or end of flight.
Controlling horizontal flight
The first experiments performed with the new system asked if a human could
control a dragonfly well enough to fly a horizontal distance of 50cm. Given the
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results from chapter 5, the stability of the dragonfly can be altered by changing
the size of the hind wing to possibly vary the control task difficulty. For the
simulation small hind wings resulted in unstable fruitfly-like flight, with the
body pitched vertically. Each of these effects appears in the human controlled
flights as well.
These experiments used the four-winged flyer based on the dragonfly, where
the hind wings were driven at 0.4Hz (40Hz insect time), with parameters as in
table 5.2, and the front wings were under human control. The dragonfly param-
eters are as described in table 5.1, with one change to the wing hinge location.
The wing separation was increased from 5.94mm to 14.15mm, which makes the
full hind wing flyer passively stable [122]. As the hind wing size is reduced the
flyer becomes passively unstable. This was expected to create a large difference
between the control difficulty for dragonfly-like flight compared to fruitfly-like
flight.
Initial analysis of the results indicate that indeed the human control is af-
fected by the hind wing size, see figure 6.4. The flight volume was setup to
show a horizontal track of 50cm long and the objective was to fly from one end
to the other. Figure 6.4b shows two still frames from the trials. On the left the
flight is dragonfly-like with full hind wings and the body is horizontal. On the
right it is fruitfly-like with small hind wings and the body has pitched up. These
examples are representative for all the 109 performed trials and show that the
flight style changed significantly similar to the simulation results from chapter
5.
Overall the success rate for the horizontal flying task was relatively high, as
can be seen from the flight trajectories of all trials shown in figure 6.4c. Most
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tracks, independent of hind wing size, reach the end of the flight volume. It
seems large wing size flights (red) end up higher than the flights with smaller
hind wings (green/blue). The initial direction at the starting point already
seems to depend strongly on hindwing size. In addition small hindwing flights
(blue) tend to drop at first and then curve upward out of the flight volume. Each
of these observations can be studied to understand how the human controller
was implemented.
Onemeasure of howwell the flight is controlled is the size of deviation in the
body pitch during the flight, see figure 6.4d. The flights show a large amount
of tumbles (rotations of 360◦ or more) for each size of hind wings. However
the longest stable flights are clearly with large hind wings. It also seems that
large hind wings are related to successful recovery from a tumble, which can
be seen as a long section of pitch near an integer multiple of 360◦. To quantify
this further, figure 6.4e shows the total and stable duration for each flight as a
function of hind wing size. Stable duration is measured as the time between
start and the first time the pitch reaches 180◦ or the end of the flight. It seems
that as the hind wings are reduced, the control is more difficult and the stable
flight duration decreases. This matches with the increases in α determined in
the simulation.
Many of these results will need to be investigated further and can likely be
developed further. However, it is good to see qualitative agreement between
the computer simulated flights and the flights performed during human trials.
It shows the machine is operating as expected and can be used to study the
human control of flight in great detail.
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6.3 Outlook
The two tests of the human-controlled insect flight simulator indicate that a hu-
man can indeed perform the task of controlling insect flight. These experiments
were so far performed by either myself or my advisor Jane Wang and thus by
people well aware of how insect are controlling their flight. When trying out the
system on new students, they do struggle to generate sufficient lift to counter
gravity, but a short explanation of the idea of insect flight usually helps to guide
them in the right direction. Controlling the stability seems to be more com-
plicated, but a number of thorough experiments would need to be conducted
to investigate the learning process and whether or not some explanations are
needed.
The successful completion of the system allows for a wide variety of future
studies. For example a careful study of how a human controls for the pitch
instability in the fruit fly would be really interesting. Up to this point the exper-
iments have restricted the wings to be left-right symmetric, thereby removing
any roll instabilities, but this could be lifted with an additional wing model. It
would allow for experiments that look at the control of the roll stability. Finally
it appears that the system is good for developing an intuitive idea of the effect
of different wing strokes on the flight of an insect. It is now possible to quickly
try out a certain wing stroke, directly see the effect, think about an improvement
and then try out the new stroke to see if it indeed has the desired result.
At the same time our flight simulator might allow for interesting experi-
ments on human learning. For example what wing motions do people try in
an attempt to learn how to fly? How many different strokes do they have to try
105
before they are successful? Do they all find the same stroke or are there different
good solutions? And is there a structure to the learning process? Each of these
questions can be investigated with the newly constructed system.
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CHAPTER 7
CONCLUSION
In this thesis we gained various new insights into emergent phenomena for in-
sect locomotion. The first two chapters covered the control algorithm of a tiger
beetle as it chases its prey. A simple proportional controller relates the visual er-
ror angle to the rate of the beetle’s body rotation, where the gain is proportional
to the distance to the prey. The value of the controller’s gain is optimized to re-
duce the time the body needs to align towards the prey. In addition, this control
law is visible in the positioning of each of the front legs during the chase.
The second part of this thesis was concernedwith insect flight and found that
the wing hinge of a fruit fly is placed optimally for generating the maximum as-
cending speed. Moreover, this optimal design is achieved by tuning the coupled
body-wing oscillations to an antiresonance. These results show the evolutionary
optimization inherent in the fruit fly morphology, which maximizes lift gener-
ation, while leaving stability to be handled by an active controller through the
neural system [98,100]. The nominal hinge position of the fruit fly allows for the
achievement of any vertical velocity with the minimal stroke amplitude. It thus
provides the widest flight velocity range, given physical limitation on the wing
amplitude. The ability to achieve a large range of velocities is likely useful when
escaping predators and could thus be the evolutionary advantage that helped
bring the wing hinge to its current position.
Another study looked at the transition from four- to two-winged flight, by
starting with the morphology of a dragonfly and systematically reducing the
hind wings. A rapid transition between horizontal and vertical body flight
styles naturally arose. This switch occurred as soon as the front wings started
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to adjust for the loss of hind lift. Using hind wing adjustments could delay the
transition, but ultimately not stop it from happening. Crucially, going from a
horizontal to a vertical body pitch resulted in reduced power consumption dur-
ing flight. The advantage of moving to two-winged flight could thus be the
need to reduce the required food intake of the insect.
These two examples show that simple guiding principles for insect locomo-
tion can emerge out of complex systems with very different temporal and spa-
cial dimensions. In the case of the tiger beetle the complex system comprises
the fast interactions in the neural circuitry of a single beetle, while for insect
flight it is the slow evolutionary process of whole species. Interestingly, in both
cases an optimization criterion emerged that could explain the morphological
parameters. This optimal design appears more often in biological systems in
general [134]. Moreover, this result validates the idea behind using neural nets
or genetic algorithms for machine learning. Mimicking these natural complex
systems in optimization algorithms could lead to improved results.
Optimal emergent phenomena can likely also be found in other areas of in-
sect locomotion. Examples could include movement patterns for discovering
new spaces that minimize energy consumption or escape reactions that max-
imize the chance of survival. One particular intriguing area where emergent
principles could appear is in the learning process for developing new skills. If
an optimal criterion exists here, it will likely be the fastest possible learning rate
given some unknown restrictions. To study this idea the final chapter of this
thesis described the construction of an interactive flight simulation that allowed
a human to learn to fly as an insect.
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The initial results from the interactive flight simulation show that it is indeed
possible for a human to produce the required lift and stabilize the flight for both
fruit flies and dragonflies. With this newly constructed machine, it is possible
to perform experiments that investigate how the human control strategies are
implemented and how those develop over time. Hopefully these experiments
will discover new emergent principles in the learning process for the control of
locomotion.
More broadly, emergence can be a good mechanism to understand the bi-
ological complexity of Nature and searching for simple laws arising from this
complexity could lead to practical results. One particular area where I hope
this approach can be helpful is in advancing the understanding our own hu-
man brain. Knowing the physics and chemistry of individual neurons is not
enough to understand how the nervous system of an organismwill behave. The
network of interconnected neurons will play an essential role in the formation
of behavior. While insect’s brains are already hard enough to understand, the
much more advanced human brain will provide an even greater challenge.
However, even in the human brain some tasks are likely easier to understand
than others. Brain activity related to locomotion will probably be understood
first as it might be similar to other animals or insects. These tasks had to be
solved early on during evolution and the circuitry can thus be expected to show
large similarities between species. Next, the formations of individual emotions
should be investigated, as they appear to be a natural step up in complexity
after locomotor functions. Emotional responses probably also arise naturally
out a sufficiently large network of neurons. Finally, the most intriguing and
complex question would be whether we can understanding the formation of
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consciousness. It seems unlikely that we find consciousness in a single neuron.
Instead it will have to emerge out of the nervous system, or even the body, as a
whole. Yet, it is completely unknown what the required network complexity is,
or what other elements are needed.
In summary, when it comes to understanding complex systems, a reduction-
ist approach might not always work and it is important to study the system as
a whole. The whole is simply greater than the sum of its parts.
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