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The concept of “stability with respect to measurement” was introduced by 
H. Hermes to characterize those feedback control systems which are tolerant of 
errors in state variable measurement within the feedback loop. This paper considers 
autonomous linear strictly normal systems with two-dimensional controls and 
develops necessary and sufficient conditions for local measurement stability of the 
time-optimal feedback control system. c 1990 Academic Press, Inc. 
1. INTRODUCTION 
This paper is concerned with closed-loop time-optimal control of 
autonomous systems whose dynamics can be modeled by equations of the 
form 
;i-=Ax+Bu. (1.1) 
Here the state vector, x, is in R”, A and B are n x n and n x r matrices, 
respectively, and the control vector, U, is constrained to lie in the set 
W= {uER’: (uil d 1, i= 1, . . . . r}. (1.2) 
In addition, the control matrix, B, with n x 1 column vectors, b’, . . . b’, is 
assumed to have rank r. 
Such control systems have been the focus of many investigations over the 
past 25 years and their basic properties are well understood (see [2, 13, 
141 for details). For each positive T the T-controllable set, K(T), which 
consists of all x in R” which are controllable to 0 in time T, is a compact 
convex subset of R” and depends continuously upon T. The controllable 
set, U {K(T); T > 0 1, will be denoted by K. The time-optimal control func- 
tions are piecewise constant with values on the vertices of W. Moroz 120 J 
has shown that the ith switching surface, Q,, where the ith component of 
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time-optimal controls change sign, is homeomorphic to an (n - l)-dimen- 
sional hyperplane and divides K into two non-empty open components 
corresponding to the values + 1 and - 1 of the ith control coordinate. 
Obviously, the switching surface structure completely characterizes the 
time-optimal flow (i.e., time-optimal trajectories) on K, however, only in 
the low dimensional case, n = 2, has the complicated piecewise analytic 
character of the switching surfaces permitted a complete description of the 
global time-optimal flow [3,4]. 
If F: K + V is a time-optimal feedback function then the time-optimal 
trajectories are solutions to 
i = Ax + BF(x) 
x( 0) = x0 E K. 
(1.3) 
However, because F is piecewise constant and only takes on values from 
the vertices of V, (1.3) presents a differential equation with discontinuous 
right-hand side whose solutions need not, necessarily, satisfy the classical 
existence and uniqueness results. Such differential equations have been 
studied by Filippov [6], Hermes [12], H&jek [IO, II], and others. 
Filippov introduced a notion of generalized solution and laid the 
foundation necessary for control theory applications, e.g., existence, 
continuability, uniqueness, etc., under the assumption that the right-hand 
side of the differential equation is piecewise continuous and essentially 
bounded. Hermes built upon this work in his investigations concerning 
the stability of the solutions of (1.3) to errors in state variable (i.e., x) 
measurement. Toward this end he introduced the notion of measurement 
stability. 
DEFINITION (1.4) (Hermes). A vector field f for which a classical solu- 
tion $ of 1 =f(x) with arbitrary initial data x0 exists, is said to be stable 
with respect to measurement if given E > 0 and finite T> 0, there exists a 
6 > 0 such that for every measurable function p: [0, T] * R” which is 
essentially bounded by 6 and for which a classical solution $ to 
i =f(x( t) + p( t)), x(0) = x0, exists on [IO, T] then Id(t)-$(t)l <E a.e. on 
[O, Tl. 
Hermes’ main result in [12] is that (1.3) is stable with respect to 
measurement if every classical solution (in the Caratheodory sense) is a 
generalized solution in the sense of Filippov. However, the problem of 
determining conditions under which this situation prevails has proven 
difficult. 
Hhjek [ 10, 111 presented a systematc study of the classical and 
generalized solutions to differential equations with discontinuous right- 
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hand sides. Building upon Hermes’ work he developed a more tractable 
apprach to the problem of measurement stability, and proved that in the 
single input case (r = l), (1.3) is stable with respect to measurement in a 
neighborhood of the origin, that is, locally measurement stable, if and only 
if ( 1.1) is controllable. 
The present work follows the notation of [ 10, 1 l] and utilizes the 
following three generalized solutions of differential equations with 
discontinuous right-hand sides discussed therein. 
DEFINITION (1.5). Let f be defined, measurable, and locally bounded on 
( a subset of) R” and define 
Wf, x)= f-) =fCJW &)I 
&>O 
F(f, x)= n { n =f[N(x, &)\El}> 
(1.6) 
&>O p(E)=0 
where x is in the domain off; JV(X, E) denotes the intersection of the 
domain off and a ball in R” of radius E centered at x, E denotes the closed 
convex hull of its argument subset, and p is Lebesgue measure on R”. An 
absolutely continuous function, 4, satisfying 4(O) = x0 is a solution to 
R =S(x), x(0) =x0, on the interval 0 d t 6 T in the sense of 
(a) Caratheodory (4 is a C-solution) iff d(t) =f(qS(t)) a.e. on [0, T]; 
(b) Krasovsky (4 is a K-solution) iff $(t)EK(f, d(t)) a.e. on [0, T]; 
(c) Filippov (4 is a F-solution) iff $(t)EF(A d(t)) a.e. on [0, T]; 
(d) Hermes (4 is a H-solution) iff there exist measurable and 
essentially bounded functions pk: [0, T] + R” and C-solutions dk to 
R =f(x +pJt)), x(0) =x0, such that both pk -+ 0 and 4k + 4 uniformly on 
CO, Tl. 
It is obvious that C-solutions and F-solutions are K-solutions. Further- 
more, Hajek [ll] has proven that for equations of the form (1.3) the 
H- and K-solutions coincide. The following theorem, also proven in [ 111, 
is basic to the work which follows. 
THEOREM (1.7) (Hajek). System (1.3) is stable with respect o measure- 
ment if and only if H-solutions are unique. 
This result combined with the cellular decomposition of K(T) for 3rd 
order 2-input systems constructed in [ 161 was used in [ 171 to prove 
necessary and sufficient conditions for local measurement stability of 
system (1.3) with n = 3 and r = 2. These results are generalized by the 
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following theorem (to be proven in Section 4 below) which represents the 
main contribution of this paper. 
THEOREM (1.8). Let Y = 2 and system (1.1) satisfy 
d(j) = det[b’, Ab’, . . . . A’-lb’, b2, Ab*, . . . A”-j-lb’] #O (1.9) 
for j = 0, 1, . ..) n. Define 6(j) = sgn(d( j)), j = 0, 1, . . . n, and the structure 
invariants 
y(j)=W- l)W+ l), j = 1, . . . . n - 1. (1.10) 
Then the closed-loop time-optimal control system (1.3) is stable with respect 
to measurement in K(T) for some positive T tf and only if: 
(1) n = 3, the structure invariants satisfy y(l) = y(2) = 1, and 
det[b’, b2, ePA’Bv] does not vanish identically for any extreme point, v, of 
the control constraint set W2. 
(2) n > 3 and the structure invariants satisfy 
y(l)=y(2)= ... =Y(n- l)= 1. (1.11) 
Two-input systems which satisfy (1.9) are strictly normal as defined in 
[9]. The proof of Theorem (1.8) is based upon the knowledge of the 
switching surface structure and the time-optimal flow of strictly normal 
systems developed in [ 193 and briefly summarized below. 
2. CELLULAR DECOMPOSITION OF K(T) FOR STRICTLY NORMAL SYSTEMS 
The local structure of the time-optimal flow (near 0) of the general 
strictly normal two-input system is described in [19]. There K(T), for 
sufficiently small positive T, is shown to be the union of 2n n-dimensional 
CW-complexes [15] +D(j, T), j=O, 1, . . . n - 1, each of whose (n - l)- 
dimensional boundary cells is either an attracting cell or an invariant cell of 
the local semi-dynamical system [ 1 ] defined on D( j, T)\ (0 > by the 
time-optimal flow. A point x E K(T) is in the complex D( j, T) if and only 
if its time-optimal control function v( ., x) (which is unique for normal 
and, thus, for strictly normal systems) has at most j switches on the first 
coordinate. Briefly, D(j, T) is constructed as follows. 
The maximum principle implies, for time-optimal control problems, that 
the time-optimal control function u for a point x with time-optimal reponse 
time T satisfies 
vi(t)=sgn(-A’ePA’b’), a.e. 09 td T, i= 1, 2, (2.1) 
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where I E R” (which generates v) is an outernormal to a supporting hyper- 
plane ofK( T) at x. It is clear from (2.1) that if vi switches at time t = r, then 
A is orthogonal to the vector 
E’(z) E epATbi. (2.2) 
Therefore, if v has j switches on its first coordinate at times s,, s2, . . . s, and 
n -j- 1 switches on its second coordinate at times sj+ 1, s,+ 2, ,.., s _ 1, 1 
must be orthogonal to the span of {E’(s,), . . . . E’(s,), E2(sj+ 1), . . . . 
E2(s,- ,)}. Such relationships can be easily described using the notation of 
exterior algebra [7]. Specifically, if x1, .x2, . . . xn-’ are vectors in R”, let 
x 1 AX 2 A .‘. AXn-1 denote the unique vector y E R” which satisfies 
y’x=x’ A x2 A . . . A xn-’ A x=det[x’, . . . . x+‘,x], Vx E R”. (2.3) 
Clearly, y is 0 only if the xi are linearly dependent and it is orthogonal 
to the span of x1, . . . . xn-l. Thus E,(s,j)-E’(s,) A ... A E1(sj) A 
E2(sj+ ,) A ... A E2(s,-Jr SER”, is either the 0 vector or generates, via 
(2.1), a time-optimal control function with the assumed switching pattern. 
The Taylor series expansion of L(s, j)’ E’(t) (whose sign determines the ith 
control coordinate) about s = 0, t = 0 (see [ 193) shows that if 
0 <s, < s2 < . . < sj < S”, Ocsj+l <sj+2 < ... <s,-,<s,, (2.4) 
and O< t<s,, then (using (1.9)) 
-A(s,j)‘E’(t)=(-l)P.~~V(s,j). fi (s,-t).[d(j+l)+O(~~)] (2.5a) 
m=l 
n-1 
-n(S,j)‘E2(t)=(-1)P+)2--I-’ .B.%A. I-I (~,-t)~C4~)+mJl~ 
m=j+l 
(2.5b) 
where CI and /I are positive constants and 
V(s, j)= (jfi fi (s,-s,,) .( Hfi2 ‘ir’ (sk-sm)) (2.6) 
m=l k=m+l m=j+l k=m+l 
is the product of the two Vandermonde functions based on s. Thus, if (1.9) 
holds, T is sutliciently small, and 0 < s, < T, A(s, j) and - A(s, j) generate 
two optimal control functions, v( ., s, j) and - v( ., s, j), over the interval 
[0, s,] with initial value 
v(t, s,j)=u’(j)= [S(j+ l), (-l)“-‘P1s(j)]‘, O<t<min{s,,sj+,} 
(2.7a) 
505%6il-9 
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and final value 
u(t, s, j) = u”(j) = [( - l)‘S(j+ l), S(j)]‘, max{si, s,-i} < t<s,. 
(2.7b) 
If s has distinct coordinates, v( ., s, j) assumes intermediate values, 
u2, 113, ...) u*- 1, which depend upon j and upon the relative order of 
~1, ~2, . . . . sj and sj+r, s,+2, . . . . ~~~1. Precisely, if s,(~), s,(~), ... . s,(,-i) 
denotes (2.4) arranged in order of increasing magnitude (note that 
&z(l) = min{s,, sj+ i} and s,+ i) =max{sj, s,- ,}), then (under the conven- 
tion of right-continuity of control functions) 
46 8, j) = J(j), oa-Q,(I), 
2 
=u, %(l)~ t<%qZ)Y 
I 
=Zd, s*(i- 1) d t < s7c(i)9 
(2.8) 
= Wh s,(,-l)Gt<sS,. 
Note that u( ., s, j) assumes the same sequence of control values for all s’ 
whose coordinates exhibit the same relative order as the coordinates of s, 
i.e., are ordered by the same permutation rc. In this case u( ., s, j) and 
u( ., s’, j) are said to ‘share the same switching policy. 
DEFINITION (2.9). A sequence of control values (u’, u2, . . . . uk), z.6 E $T2, 
i= 1 , . . . . k, which describes the sequential values assumed (each on a set of 
positive measure) by a time-optimal control function, u, and satisfies the 
policy condition that ui # ui+ ‘, i = 1, . . . . k - 1, is called the time-optimal 
switching policy of order k (or the k-policy) of v. 
When s (as above) has distinct coordinates ordered by the permutation 
rc, the sequence of control values assumed by u( ., s, j) defines the switching 
policy of order n, p( j, rc) = (u’(j), u2, . . . . u’- ‘, u”(j)). For points satisfying 
(2.4) there are precisely (“~l)=(n- l)!/(j! .(n-j- l)!) such j-permissible 
permutations each corresponding to a unique switching policy. Clearly, 
-p(j, 71)~ (--u’(j), -u2, . . . -2.8-l, -u”(j) ) is the switching policy 
describing the sequence of control values assumed by the control function 
-UC., , j). 
Condition (2.4) is too restrictive. Equations (2.5) show that the vector 
A*(s, j) ~n(s, 
V(s, j) 
(2.10) 
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generates the same control functions as A(s, j) for points satisfying (2.4) but 
is well-defined, with removable singularities, on the n-dimensional cell 
complex 
Control functions generated by vectors -+ A*(s, j) with s in the boundary 
of d(j, T) or in its interior, A(j, T)‘, with equality among two or more of 
the coordinates si = sk, 1 < i Qj < k < II - 1 of S, assume control sequences 
defined by (2.8) which are lower order subpolicies, in the obvious sense, of 
the switching policies kp(j, TC). 
The control function u( ., s, j) is the unique time-optimal control for the 
point 
x(s, j) = - jJn ec%(q s, j) dz. 
0 
(2.12) 
Using (2.7), (2.8), and, 
g’(T) = - jl e-Azbi da, 
= 0, 
O<T, i= 1,2, 
(2.13) 
t < 0, 
(2.12) can be written [19, Eq. (4.5)] 
x(s, j)= 26(j+ l)G’(s;j)+ (- 1)“P’-“2S(j)G2(s, j), (2.14) 
where 
G’(s,j)=g’(s,)-g’(s,)+ ... +(-l)‘-‘g’(sJ+ (- l’zg’(s,) (2.15a) 
and 
(2.15b) 
The smooth mapping x( ., j) maps A(j, T) onto a compact subset O(J T) 
of K(T). Despite the fact that the system is normal and there is a unique 
correspondence between points x in K(T) and their optimal control func- 
tions, the mapping (2.14) need only be injective on the interior of A(j, T) 
and on its (n - 1)-dimensional boundary cells defined by s1 = 0, sj+ r = 0, 
S/ = s n, and s, _, = s,. It fails to be injective on some boundary cell of 
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d(j, T) if a control policy p(j, n) (for one of the j-permissible permutations 
II) contains a repeated control value, a situation which always occurs 
when n > 4. To remove this difficulty define the equivalence relation 
w(j)={(~‘,~*)~d(j, T)xd(j, T):v(.,sr, j)=u(.,s’,j), a.e.}. Then the 
natural quotient map x* based on (2.14) provides a cellular homeomorphism 
of the quotient cell-complex A( j, T)/&?(j) and D(j, T). Since the quotient 
space is a normal CW-complex, D( j, T) is also a normal CW-complex (see 
[ 15, 18, 191 for details). Under this relationship each k-dimensional cell of 
D(j, T) is uniquely associated with a switching policy of order k which is 
a subpolicy of one or more of the (n; ’ ) time-optimal switching n-policies, 
p(j, rc). In addition, the relationship “is a k-subpolicy of” among 
time-optimal switching policies corresponds precisely to the geometric 
relationship “is a k-dimensional subsell of” among the cells of D(j, T). 
While the distinction between the mappings x( ., j) and x*( ., j) is 
important in identifying the topological structure of D(j, T), it is 
unnecessary what follows and will be ignored below. 
Let x(s, j) be a point of D(j, T) and suppose that its time-optimal 
control function has a switching sequence described by the optimal policy 
$&rr or, if the coordinates of s are not distinct, by a subpolicy of p( j, 71). 
Y(~,cI), f,(2), -, s,(,-l)y s,)-x(sI, s2, . . . . s,-~, s,,j), (2.16) 
then the time-optimal trajectory from x(s, j) to 0 is given by 
4(f) = Y(&(,) - 6 S,(2) - 6 ..., S,(,- 1) - 6 s, - t), Oa<Sn(,), 
= Y(O, G(2) - t, . . . . S,(,- 1) - t, s, - t), &r(l)~t<S,(*), 
= y(0, . ..) O, s*(i) - t, ..-3 sn(n- 1) - t, sn - l)t s7r(i- 1) G t <sn(i), (2.17) 
= y(0, 0, . ..) 0, s, - t), S,(,-I)G=S,, 
= 0, t=s,. 
Equation (2.17) and the preceding relationships are used in [ 191 to 
describe the structure of K(T) and of the switching surfaces B,(T) and 
Q,(T) within it. The results relating specifically to the measurement 
stability of (1.3) are summarized in the following proposition. 
PROPOSITION (2.18). Let system (1.1) be strictly normal and r = 2. Then: 
(a) The collection of C W-complexes + D( j, T), j = 0, . . . . n - 1, provide 
a regular synthesis (see [S]) on K(T) for sufficiently small T. 
TIME-OPTIMAL FEEDBACK CONTROL 131 
(b) The (n - 1 )-dimensional boundary cell complexes of ( + ) D(j, T) 
defined as the images under (2.14) of the cell complexes of A(j, T) given by 
s,=Oandsjfl =Oanddenotedby (&-)D(jls,=O)and(+)D(jlsi+l=O), 
respectively, are attracting cells of the local semi-dynamical system [l] 
defined on (_+ )D( j, T)\ (0) by the time-optimalflow. 
(c) Q,(T) (the first coordinate switching surface) is the union of the 
cells in +D(jlsl =O), j= 1, . . . n - 1, and Q,(T) (the second coordinate 
switching surface) is the union of the cells of f D( j 1 sj+ , = 0), j = 0, . . . n - 2. 
(d) All cells of Q,(T) n O,(T) are of dimension (n - 2), or less, tf and 
only zfy(I)=y(2)= ... =Y(n- l)= 1 (see (1.10)). 
(e) The (n- 1)-d’ tmensional boundary cell complexes of ( + ) D( j, T) 
defined as the images of the complexes of A(j, T) given by sj = s, and 
s n-1= s, and denoted by (F)D(jJs,=s,) and (_+)D(jls,-,=s,,) are 
invariant cells of the time-optimal local semi-dynamical system on 
( k VW, T)\ (0). 
(f) The time-optimal feedback function, restricted to ( f ) D( j, T), is 
continuous on the interior of (+)D(j, T) and on the relative interior of the 
(n - 1 )-dimensional invariant cells composing (+)D(jls,=s,) and 
(_+P(jls,-l=sn). 
(g) rfy(i)=y(j+ l)= 1 (see (l.lO)), each attracting boundary cell of 
DLL T) (-DLL T)) is simultaneously an invariant boundary cell of one of 
the complexes D( j - 1, T), -D(j- 1, T), D(j+ 1, T), or -D(j+ 1, T) 
and, similarly, each invariant boundary cell of D(j, T) (- D( j, T)) is 
simultaneously an attracting boundary cell of one of these complexes. 
(h) rf y(j) = - 1 for some j, 1 <j< n - 1, the attracting cells of 
f D(j(s, = 0) (which are contained in Q,(T)) are simultaneously attracting 
cells of f D( j - 1 1 sj = 0) (which are contained in 52,(T)) and therefore, in 
Q,(T)nQ,(T). 
Many of these relationships are exemplified by the following system 
derived from the control system for the coupled roll-yaw equations of 
motion of a satellite in a circular orbit about a spherical earth [S]. 
, (2.19) 
with the shape parameters, tlI and CQ, subject to the constraints 
O<cc,<l and o<u,<u,. 
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This example has been analyzed (Example C of [ 191) and the time- 
optimal switching policies identified. Given the constraints above, all 
S(j) = 1, j = 0, . ..) 4, and all y(j) = 1, j = 1, . . . 3. To simplify the description 
of the time-optimal policies, denote U’ = [l, l]‘, u*= C-1, l]‘, u3= -al, 
and u4 = -u2 and a switching policy of the form (ui, uj, &, urn) by 
(i, j, k, m). With these conventions the time-optimal switching policies are 
as shown in Table 1. 
As mentioned previously, Moroz [20] has shown that the two switching 
surfaces, sZ,( T) and Q,(T), are each homeomorphic to an (n - l)-dimen- 
sional ball. The structure theorem of [ 191 expands upon this and provides 
a cellular decomposition of these complexes comparable to that of K( 7’). In 
fact, an immediate extension of the (n-dimensional) structure theorem 
provides a proof of the following ((n - 1 )-dimensional) theorem. 
THEOREM (2.20). Let r = 2 and system (1.1) be strictly normal. Then the 
attracting and invariant cell structure of the (n - 1)-dimensional time-optimal 
local semi-dynamical system on: 
(a) Q,(T)\(O) is determined by the structure constants y(2), y(3), . . . . 
y(n- 1); 
(b) a,(T)\ (0) is determined by the structure constants y(O), y(l), . . . . 
y(n - 2); 
as described in (2.18) and Theorem (1.8) of [19] (with appropriate dimen- 
sional modifications). 
This result, and its obvious lower dimensional analogues, provides a 
relatively complete picture of the time-optimal flow near the origin for 
systems of moderate dimension. It presents a conceptual perspective 
for understanting the flow similar to that available for systems with 
one-dimensional controls where the switching sequences are obvious. For 
example, each of the two switching surfaces of a 4th-order system have 
the cellular structure of a 3rd-order system. In turn, the 3rd-order systems 
contain copies of time-optimal flows for 2nd-order systems. This structure 
TABLE I 
i u’(i) Time-optimal switching 4-policies 
0 u4 (4, 1, 4, 1 >, (2, 3,2, 3 > 
1 u’ (1,2,3,2),(1,4,3,2),(1,4,1,2),(3,4,1,4), 
(3, 2, L4), (3, 2, 3,4) 
2 I2 (2, 4 2, 3 1, (2, L4, 3 >, (2, 3,4, 3 >, (4, 3,4, I>, 
(4, 3, 2, 1 >> (4, L2, 1) 
3 u’ (1,2,1,2), (3,4,3,4) 
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is obvious in Table I and the examples discussed in [ 191. A canonical 
description and classification of time-optimal flows based on these 
relationships is underway. 
3. REALIZABLE FEEDBACK FUNCTIONS AND FILIPPOV SOLUTIONS 
If x0 = x(s, j) for some j = 0, . . . . y1- 1, and some s in d (j, T), then, from 
(2.12), the time-optimal feedback function, F, is well-defined at x0 by 
F(x”) = v(O+, s, j) (3.1) 
and on -x0 by symmetry. The cellular decomposition of K( T) summarized 
in (2.18) provides the information necessary for the study of this function 
and the synthesized time-optimal flow based upon it. 
A realistic feedback function should not require infinite measurement 
precision, i.e., should not be determined by sets of measure zero in the state 
space. This notion underlies the definition of Filippov solutions and 
prompts the following. 
DEFINITION (3.2). A feedback function F: K(T) -+ $Y2 is 
(1) said to be of Filippou type at x in K(T) if F(x) E F(F, x) 
(see (1.6)) and 
(2) said to be realizable on a subset S of K(T) if it is of Filippov type 
at every point of S. 
The time-optimal feedback function is clearly of Filippov type on the 
interior of the cell complexes + D( j, T) and on the relative interiors of the 
invariant cells composing the invariant cell complexes + B( j) sj = s,) and 
+D(jls,- i =s,) (by (2.18)(f)). On other cells contained in the complex 
K(T) the situation is far from obvious. The following theorem addresses 
this question and extends Theorem 1.8(d) of [19]. 
THEOREM (3.3). Let r=2 and system (1.1) be strictly normal, then the 
following are equivalent: 
(a) There exists a T> 0 such that the time-optimal feedback function 
is realizable on K(T). 
(b) There exists a T> 0 such that the classes of F-solutions, 
K-solutions, and H-solutions to (1.3) all coincide on K(T). 
(c) The invariants r(j)=s(j- l)S(j+ l), j= 1, . . . n- 1, satisfy 
y(l)=y(2)= .” =y(n- l)= 1. 
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ProoJ (c) o (a) Suppose (c) holds. Let x0 be a point of K(T) lying in 
the cell complex D(j, T) and suppose the switching policy for x0’s (unique) 
time-optimal control function is a subpolicy of the nth-order switching 
policy p(j, n) = (u’(j), u2, . . . u”(j)). Specifically, assume (from (2.8) and 
(2.16)) that x0 =y(O, . . . . 0, s,(+ . . . . s n(nP I), s,) and 0 <s,(~) so that x0’s 
time-optimal control policy is (a subpolicy of) (u’, u’+ ‘, . . . . u”(j)) and 
F(xO) = d. 
Because FE u’(j) on the interior of D(j, T) and D(j, T) is the closure of 
its interior, F-‘(u’(j)) intersects every ball N(x”, E) in a set of positive 
measure. Thus, if i = 1 or, more generally, if ui = u1 (j), F is of Filippov type 
at x0. If i> 1, then from (2.18)(g) the attracting subpolicy (u2, . . . u”(j)) is 
also an invariant policy of an n-policy a,p(j,, n,)= (2, . . . . P(j), w’) 
associated with an adjoining cell complex a1 D(j, , T) (a1 = f 1, j, =j k 1). 
Similarly, its attracting subpolicy, ( u3, . . . . u”(j), w1 ) is an invariant sub- 
policy of another n-policy a2p(j2, 7c2) = (u3, . . . u”(j), w’, w’) associated 
with a complex a,D(j,, T). Obviously, this process continues until 
an optimal n-policy a,-, p(j,_ 1, xi- ,) = (u’, . . . . u”(j), w’, w*, . . . . wip ‘), 
associated with the complex a,- I D(jimm r, T), is identified. The 4th-order 
example presented in Table I clearly illustrates these relationships. 
If y’ is the function based on clip r p(j,- r, ni_ ,) as y of (2.16) is based on 
P(j, n), Y’b,(i), ...> S,(,- I), s, s,, . ..> %J = Y(O, ...3 0,S,(,), ...> S,(,- ,), s,) =x0. 
Thus, x0 is in (the boundary of) ai-, D(ji- , , T), F- ui on the interior of 
ai- r D(ji- ,, T), and F is of Filippov type at x0. As x0 was arbitrary, F is 
realizable on K(T). 
If, on the other hand, (c) fails and there exists a j with y(j) = - 1, then, 
by (2.18)(h), there exists two n-policies, (u’, u2, . . . u”) associated with 
D(j, T), and (w’, u2, . . . . u”) associated with + D(j- 1, T), such that the 
(n - l)-cell defined by the (n - l)-policy (u’, u3, . . . . u”) is an attracting 
boundary cell of both n-complexes and lies in Q,(T) n Q,(T). Because u2 
differs from u1 in the first coordinate and from w1 in the second coordinate, 
u1 = - wl. If x0 lies in the relative interior of this “doubly” attracting 
(n - 1)-cell, the only values assumed by F on a sufficiently small ball 
M(x”, E) are ul, u’, and w’. However, u2 is taken on only at points of the 
switching surface which has n-dimensional measure zero. Therefore, only u1 
and w1 are assumed on sets of positive measure. Consequently, F(x”) = 
u2 I$ F(F, x0) = Co{ ur, w’( = -u’)} and F is not of Filippov type at x0 and, 
therefore, not realizable on K(T). 
(a)o (b) Let x0 and p(j, 7~) be as in the first part of the previous proof. 
Let P(x”) be the collection of all nth-order switching policies (such as the 
a,&,, ~1, k = 1, . . . . i - 1, defined previously) which contain, as a sub- 
policy, the optimal switching policy for x0, 4(x0) = (u’, ul, . . . . urn). Let 
0(x0) be the union of the n-complexes (such as the a,D(j,, T), 
k = 1, . . . . i - 1) corresponding to the n-policies in P(x’). If x0 lies in the 
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boundary of D(x’), it also lies in the boundary of an adjoining n-complex. 
The switching n-policy of the adjoining complex would then have to con- 
tain 4(x0) = (ui, vi, . . . . urn ) as a subpolicy and, therefore, be a sub-complex 
of 0(x0). This contradiction shows that x0 lies in the interior of 0(x0). 
From this analysis it is clear that the values assumed by F in a 
neighborhood of x0 are precisely those u E %* which occur “before u”’ in 
some time-optimal n-policy containing 4(x0) as a subpolicy. Furthermore, 
by the construction performed in the first part of the preceding proof, each 
such u is assumed on the interior of an n-complex (e.g., U* is assumed on 
the interior of cr,D(j,, T)) of which x0 is a boundary point. As noted 
previously, this implies that each such u is assumed on a set of positive 
measure in each sufficiently small ball, M(x”, E). Clearly, from (1.6) 
F(F, x0) = K(F, x0) and each Krasovsky solution of (1.3) is also a Filippov 
solution. Obviously, if F is not realizable and some y(j) = - 1, the time- 
optimal solutions are Carathtodory solutions and, therefore, Krasovsky 
solutions which are not Filippov solutions. Since Hajek has proven that the 
H- and K-solutions coincide [ll], this completes the proof of (3.3). 
In view of (3.3)(b) and Hajek’s result (1.7), the following is true. 
LEMMA (3.4). Let Y = 2, system (1.1) be strictly normal, and the time- 
optimal feedback function, F, be realizable. Then the closed-loop system (1.3) 
is locally stable with respect o measurement if and only if there exists a
T> 0 such that F-solutions are unique on K(T). 
Existence of a realizable feedback function is not sufficient to guarantee 
that the closed-loop system is measurement stable. In [17], 3rd-order 
systems with realizable feedback functions are shown to be locally measure- 
ment stable if and only if det[b’, b*, ecA’B[6(2), J(l)]‘] does not vanish 
identically (Note: In [17] the determinant d(j) of (1.9) is denoted by 
d(n -j)). For example, if 
A=[! -i -K] and B=[k 91, 
the system has a realizable feedback function. However, if u1 = [d(2), 6(l)]’ 
= [l, l]‘, an easy calculation shows that ePA’Bul E b’ + bZ and that there 
exist two distinct F-solutions (or K-solutions) to (1.3) for points on the line 
x(z) = -z[l, 0, 11’. One solution arises from the optimal trajectory with 
control function v’(t) = u’ and another with control function u2(t) =
iu’ + a(u2 + u”) ( a convex combination of points in F(F, x(r)), for 
sufficiently small 7). The latter solution traverses the same trajectory as the 
time-optimal solution but with half the speed. 
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4. STABILITY WITH RESPECT TO MEASUREMENT 
The question of measurement stability and the proof of Theorem (1.8) 
has now been reduced to determining conditions which will ensure unique- 
ness or, as is sufficient, local uniqueness of F-solutions to (1.3). It is clear 
that solutions are unique in the interior of the complexes, kD(j, T), and, 
as in the example just discussed, any failure of uniqueness must involve 
points lying in the switching surfaces. Furthermore, from (2.18)(g) and 
(2.20) (and its lower dimensional extensions), when (1.11) is valid cells 
within the switching locus sZ( T) = Q2,( T) u Q,(T) are either invariant cells 
or attracting cells of the local semi-dynamical systems defined by the time- 
optimal flows on the higher dimensional cells containing them. Conse- 
quently, it is clear that if x0 lies in the relative interior of a cell rr (of any 
positive dimension), any Filippov solution through x0 must also lie in the 
relative interior of 0 over some positive time interval. 
Consider a typical x0 in D(j, T) with time-optimal response time r, 6 T. 
To be precise let 4(x0) = (v, v2, . . . . vk+ ’ ) be the time-optimal control policy 
for x0 and assume that the corresponding control function for x0 induces 
tl switches on the first coordinate at times 0 < rI < . < r, < rn and 
/? = k - cx switches on the second coordinate at 0 < rX + I < . . . < rk < z,. 
(Note that, as a consequence, if v= [v,, v,]‘, vk+’ = [(-1)” v,, 
(- 1)8v2]‘.) Then, from (2.12) through (2.15), x0 = h(t) where 
h(s)=2v,[g’(s,)- .‘. +(-l)*-‘g’(s,)] 
+2v2[g2(s,+l)- ... +(-1)P-‘g2(sJl 
+(-1)*vls’(~,)+(--1)pv2g2(~,) (4.1) 
with s satisfying 
o<s,< ..’ < s, < s, d T and o<s,,, < ... <sk<s,< T. (4.2) 
As s varies in the region (4.2), h(s) describes the relative interior of a 
(k + 1)-cell, 0, containing x0 and contained in D(j, T). From (4.1) and 
(4.2), a Filippov solution, 4, to (1.3) through x0 and lying in G must have 
a tangent vector, I, in the tangent space of CJ at x0. As 
Ws) dg’(s,) - -= +-= +E’(s,), as, - ds, l<m<k, 
ah(s) -= -((-l)“vlE’(s,)+ (-1)~v2E2(s,)) 
as, 
(4.3) 
the vectors E’(z,), . . . . E’(r,), E*(t,+ r), . . . . E2(zk), and (- l)‘u,E’(z,) + 
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( - 1)802E2(r,) form a basis for that tangent space. From (4.1) and using 
the fact that 
x@(t)= -f’Ae-““b’dr=C(r)-b’ 
0 
the tangent vector to a Filippov trajectory at d(to) = x0 is found to be 
~(to)=Ax0+Bu=2u,[E’(z,)- I.. +(-l)“P’E’(z,)] 
+2bCE2(h+,)- ... +(-l)P-‘P(Q)] 
+ (- l)%,E’(T,) + (- 1)~v2E2(z,) 
-Bv+Bu, (4.4) 
where u E F(F, x0). 
Examining (4.4) it is clear that &to) lies in the tangent space of CT at x0 
if u = u, i.e., the control yielding the time-optimal trajectory through x0. If, 
however, there is another Filippov solution through x0 with u different 
from u, then the right-hand side of (4.4) is in the tangent space of e at x0 
if and only if there exist consants ci, . . . . ck + , , not all = 0, such that 
B(u-u)=@‘(T,)+ ... +ckEZ(rk) 
+Ck+,((-l)aU1E1(~,)+(-1)Pu2E2(~*)). (4.5) 
Assuming, without loss of generality, that ci # 0 and noting that since its 
left-hand side lies in the span of the columns, b’ and b2, of B, (4.5) implies 
that 
O=c,b’ A ,??(T,) A ... A ,!?(r,) A b2 A E’(T~+,) A ... A E2(zk) 
A (( - l)“U,E’(T,) + (- 1)‘U2E2(T,)). (4.6) 
For small z the (a + /I + 3)-vector (see [7]) of (4.6) has an expansion 
similar to that of (2.5). After cancellation of common non-zero terms this 
yields 
o=(a:l)!.,,=, f-i (z,-q,,).b’ A Ab’ A ... A A’+‘b’ 
A b2 A Ab2 A . . . A Apb2 
+(-l)fi+i jj$,. =j (t,-Q.6‘ A Ab’ A . . . A A*b’ 
. m Or+1 
A b2 A Ab2 A . . . ,, Afl+‘b2+ . . . . 
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As previously noted, a non-optimal Filippov trajectory through x0 must 
lie in the relative interior of the cell 0 over a finite time interval and have 
a control function which differs from the optimal control, v, on a set of 
positive measure within that interval. Consequently, the previous equation 
is valid for a continuum of points, S, which are near z and satisfy (4.6). The 
right-hand side of this equation is an analytic (tl+ p + 3)-vector which 
vanishes at a continuum of points. Therefore, it must vanish identically. If 
either c( or /3 is positive the two leading terms above will be of different 
orders and, hence, both “wedge” products would, necessarily, vanish. This 
would force one or more of the determinants of (1.9) to equal 0 contra- 
dicting (1.9). Thus u = ,0 = 0 and (4.6) becomes 
6’ A b2 A (v,E’(s,) + vzE2(s,)) E 0, O<s,< T, (4.7) 
which yields the result previously discussed for the case n = 3. The power 
series expansion of (4.7) about t = S, = 0 is 
‘f b’ A b2 A (u,A”b’ + v2A”b2)tm/m! - 0 
??I=0 
which implies 
b’ A b2(u,A”b1 + v2A”b2) = 0, m=o, 1, . . . 
and, since the vi= &- 1, 
b’ A b2 A A”b’ A A”b2 =O, m = 1, 2, . . . . (4.8) 
Thus, if n z 4 and (4.8) holds, any determinant d(j) having j and n-j 
greater than 1 vanishes contradicting the assumption of strict normality. 
Thus, for strictly normal systems of fourth order or above, (4.7) cannot 
occur and Filippov solutions are locally unique if the feedback function is 
realizable. 
These results essentially complete the proof of (1.8). 
THEOREM (1.8) (Summary). Let r= 2 and system (1.1) be strictly 
normal. Then the closed-loop time-optimal control system (1.3) is locally 
stable with respect to measurement if and only if: 
(1) n=3, the structure invariants satisfy y( 1) = y(2) = 1 and 
det[b’, b2, eeArBv] does not vanish identically for any extreme point, v, of 
the control constraint set 
(2) n > 3 and the structure invariants atisfy 
y(l)=y(2)= ... =Y(n-1)= 1 (1.11) 
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Proof of Theorem (1.8). The first assertion of the theorem is proven in 
[17] and by (4.7) so only the second remains. If some y(j) = - 1, the feed- 
back function is not realizable, some time-optimal Caratheodory solutions 
are not Filippov solutions, and, therefore, (1.3) is not stable with respect 
to measurement by Hermes’ result [ 12, Theorem 11. Conversely, if (1.11) 
holds the feedback function is realizable by (3.3) and, as has just been 
shown, Filippov solutions and, by (3.3), Krasovsky and Hermes solutions, 
are unique on K(T) for sufficiently small, but positive, T. The desired 
conclusion then follows from Hajek’s result (1.7). 
5. SUMMARY 
This paper has discussed closed-loop time-optimal control of strictly 
normal linear systems of arbitrary order and with two-dimensional 
controls. Easily verified necessary and sufficient conditions for local 
stability with respect to measurement have been derived. While it seems 
unlikely that a locally measurement stable system is not globally measure- 
ment stable, the extension of these results to a consideration of global 
measurement stability and to systems with controls of arbitrary dimension 
awaits a generalization of the structure theorems of [ 191 to these broader 
contexts. 
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