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Abstract
A significative number of recent applications require numerical solution of large systems of Abel–Volterra integral equations.
Here we propose a parallel algorithm to numerically solve a class of these systems, designed for a distributed-memory MIMD
architecture. In order to achieve a good efficiency we employ a fully parallel and fast convergent waveform relaxation (WR) method
and evaluate the lag term by using FFT techniques. To accelerate the convergence of the WR method and to best exploit the parallel
architecture we develop special strategies. The performances of the resulting code, NSWR4, are illustrated on some examples.
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1. Introduction
In this paper we illustrate a parallel algorithm for distributed-memory MIMD architectures, for the solution of a
class of systems of Volterra integral equations (VIEs) of Abel type:
y(t) = f (t) +
∫ t
0
K (t, s, y(s))
(t − s) ds, t ∈ [0, T ], (1.1)
where y(t), f (t), K (t, s, u) ∈ Rd , ∀t, s ∈ [0, T ] and ∀u ∈ Rd , d1, 0< 1.
VIEs of Abel type model many physical and biological problems, like reaction–diffusion problems [11], the behavior
of viscoelastic materials in mechanics, superfluidity problems, the propagation of a flame, soft tissues like mitral valves
of the aorta in the human heart (for references see [9]).
At present there are a very few high level software to solve a single Abel–VIE. For example the NAG library offers
to users only one FORTRAN routine, D05BDF [16], which solves the scalar equation (1.1) in the special case
y(t) = f (t) + 1

∫ t
0
K (t − s)√
t − s g(s, y(s))ds, t ∈ [0, T ], (1.2)
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where y(t), f (t), g(t, u), K (t) ∈ R, ∀t ∈ [0, T ], ∀u ∈ R. This routine implements fractional BDF methods of order
4, 5 or 6 and computes the solution y(t) on a mesh of equispaced points [13].
On the other hand, to our knowledge, we do not dispose of software tools to solve systems of VIEs of type (1.1)
when y, f, K ∈ Rd , d > 1, in spite of the number of their applications. Systems of Abel–VIEs arise from the semidis-
cretization along space of partial differential equations of fractional order, which model for example some anomalous
diffusion and subdiffusion processes [15], or arise from the semidiscretization of Volterra–Fredholm integral equations
with singular kernels, some of which occur in the modeling of the coding mechanism in the transmission of nervous
signals among neurons [10]. In these cases, in order to obtain a better approximation, the number of mesh points for
the discretization has to be large, so we come to a large system (i.e., d >> 1).
The numerical treatment of systems of VIEs, in the usual approach (see, for example [2]), requires, at each step of
the mesh introduced on [0, T ], the solution of a dense (nonlinear) system of dimension d, and the evaluation of the
numerical lag term. As a consequence, the main problem in numerically solving system (1.1) is the high computational
cost. One way to face this problem is to use parallel architectures. With this aim, during last years parallel methods for
VIEs have been proposed: some of them realize a parallelism “across the method” (see for example [8] and references
quoted in [6]), while other ones, the iterative waveform relaxation (WR) methods [1,3–5], realize a parallelism “across
the system”, so realize a massive parallelism, especially useful in solving large systems of VIEs.
On these basis, we have developed a parallel software to solve systems of Abel–VIEs of linear convolution
type:
y(t) = f (t) +
∫ t
0
K (t − s)
(t − s) y(s)ds, t ∈ [0, T ], (1.3)
where y(t), f (t) ∈ Rd , K (t) ∈ Rd×d , ∀t ∈ [0, T ], d >> 1, = 12 .
The main features of our algorithm are:
• the use of a fully parallel and fast convergent WR method: a discrete non-stationary WR (NSWR) method of
Richardson type based on a fractional linear method of order 4 [3,4];
• the evaluation of the numerical lag term by the FFT lag-block technique [12,13] implemented in parallel.
In the following we explain the method we implemented in the code (Section 2). In Section 3 we focus our attention on
the special and significant strategies we have developed, in order to accelerate the convergence of the NSWR Richardson
method, and in order to reduce the computational cost and the amount of data exchanges among processors. Then we
outline the special technique we used to evaluate the lag term at a reduced computational cost and show how we
organized this computation in parallel. Section 4 illustrates the organization of the code NSWR4, which implements
our algorithm. Section 5 is devoted to the illustration of some numerical examples, carried out to test the convergence
properties of the NSWR method and the degree of parallelism of our software. Section 6 contains some concluding
remarks and some ideas about the future developments of this work.
2. The discrete NSWR method of Richardson type based on a fractional linear method
We focus our attention on the system of Abel–VIEs (1.3). We assume the given real-valued functions f (t) and K (t)
to be at least continuous on [0, T ]. In these hypotheses Eq. (1.3) admits a unique solution y(t) continuous on [0, T ]
(for reference see [2,7,14]).
The basic idea of WR methods to solve (1.3) is to construct a sequence {yk}k∈N of solutions of integral problems
derived in a suitable way from the given system (1.3). Of course this approach, to be an attractive one, needs to realize
fast convergence of the sequence {yk}k∈N and cheap computation of any single iteration yk . Both the goals are achieved
by the NSWR methods of Richardson type: the first by choosing suitable non-stationary parameters, the second by
fully parallelism, as we soon see.
The NSWR Richardson method is generated by the splitting of the kernel K of (1.3):
K (t − s) = k I + (K (t − s) − k I ) (2.1)
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which leads to the following iterations:
yk+1(t) = k
∫ t
0
yk+1(s)
(t − s) ds +
∫ t
0
K (t − s) − k I
(t − s) y
k(s)ds + f (t), t ∈ [0, T ],
k = 0, 1, . . . , (2.2)
where y0(t) = f (t), I is the d × d identity matrix, while K (t) and f (t) are given by (1.3), yk(t) ∈ Rd , ∀t ∈ [0, T ],
∀k ∈ N. It is clear that, if the sequence {yk}k∈N converges, then its limit is the solution y(t) of (1.3).
Since split (2.1) is diagonal, for each k, the components of the solution yk can all be computed in parallel (fully
parallelism).
The number of iterations to be performed in order to get a given accuracy increases as the size of the integration
interval grows, so it is convenient to divide the whole integration range into subintervals—windows—and to apply the
WR method window after window.
A convenient choice to discretize (2.2) is to use the fractional linear methods [2]. Suppose that the integration range
is divided in  windows whose length is fixed, say bh with b a positive integer, i.e.,
[0, T ] = [0, ts] ∪
−1⋃
r=0
[ts+rb, ts+(r+1)b],
where h = tn − tn−1 is the constant stepsize of the partition of the time interval {0 = t0 < t1 < · · ·< tN = T }, s is the
number of starting points. Now the application of the fractional linear method to (2.2) in the window [ts+rb, ts+(r+1)b]
leads to
yk+1n = h1−k
n∑
j=s+rb+1
n− j ()yk+1j + h1−
n∑
j=s+rb+1
n− j ()(K (tn − t j ) − k I )ykj + Fn , (2.3)
Fn = f (tn) + h1−
s∑
j=0
wnj ()K (tn − t j )y j + h1−
s+rb∑
j=s+1
n− j ()K (tn − t j )ym jj ,
n = s + rb + 1, . . . , s + (r + 1)b,
where ykn approximates yk(tn), {wnj ()}nj and {n()}n are, respectively, the starting and the convolution weights of
the fractional method, s = 2p − 2 with p equal to the order of the fractional method.
In (2.3) y0 = f (t0) and we do not iterate on the first starting values y1, . . . , ys , which are determined by applying the
same fractional method to (1.3). The first iterate is given by the last point value: y0s+rb+1 =· · ·= y0s+(r+1)b = yms+rbs+rb . The
iteration process is continued until convergence. The number of iterations needed in order to achieve a given accuracy
is constant in the window, i.e.,
m j = mr , j = s + rb + 1, . . . , s + (r + 1)b, r = 0, 1, . . . . (2.4)
As regards the convergence of the iterative process (2.3) and the optimal choice of the method parameters {k}k=0,1,. . .
with respect to the convergence rate, for time-step NSWR Richardson methods, i.e., b =1, the following theorem holds
[3]:
Theorem 1. Suppose that K (0) has real eigenvalues 1 · · · d . For every fixed , the best time-step NSWR Richard-
son method is obtained by choosing the following parameters k , k = 1, . . . , :
k =
d + 1
2
cos
(
2k − 1
2

)
+ d + 1
2
, k = 1, . . . , ,
and the error en := yn − yn satisfies
‖en‖
1∣∣∣∣T
(
1 + d − 2/(h1−0())
d − 1
)∣∣∣∣
‖e0n‖, (2.5)
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where T is the Chebychev polynomial of degree  and yn is the approximation of y(tn) obtained by applying the same
fractional method to (1.3).
Since |T(x)|> 1 when |x |> 1, by (2.5) it follows that the error decreases when d < 1/(h1−0()), or when
1 > 1/(h1−0()). Therefore, if < 1 a sufficiently small stepsize h ensures the reduction of the error, while if 
is close to 1, more strict conditions (d < 1/0(1) or 1 > 1/0(1)) on the spectrum of K (0) need to be satisfied.
Moreover, if d >> 1 >> 0 the error decreases provided that 1 > 1/(h1−0()). Finally we note that the error
always decreases when K (0) has negative eigenvalues.
Remark 1. Small windows, i.e., b = 1, 2, ensure fast convergence, but produce worse parallel properties, since require
communication at each or each couple of time steps, at each iteration. A good compromise between speed of convergence
and number of communications seems to be choosing windows of length bh, with b = 4, 5 or 6.
3. The algorithm: implementation strategies and lag term computation
Now we discuss the development of special strategies to get an efficient algorithm, by means of:
• reduction of the computational complexity;
• optimal workload balancing among processors;
• reduction of data exchanges among processors.
In the same time we also illustrate the organization of the algorithm, which is based on single program multiple data
(SPMD) programming model, i.e., each processor executes the same instruction on different data.
In the sequel nprocs indicates the total number of processors involved in computation, and Pi is the processor with
identification number i, i = 0, 1, . . . , nprocs − 1.
Parameters reordering: The optimal parameters 1, . . . ,  of the NSWR Richardson method are indicated in The-
orem 1. What is more, we observe that any single iteration k may be considered as an iteration of the stationary WR
Richardson method with k as the relaxing parameter. It is known that the best relaxing parameter of the stationary
WR Richardson method is [3,4]:
1 + d
2
, (3.1)
where [1, d ] is the spectrum of K (0). It means that if we choose the first parameters equal to those, say for example
k1 , k2 , closest to the midpoint of [1, d ], the error reduction is maximized in the first two iterations.
Therefore, in our algorithm, we reorder the parameters 1, . . . ,  in such a way that the first ones are the closest to
the center of [1, d ] and the others are gradually closest to the extrema of [1, d ].
Note that if we perform exactly  iterates, the final error does not change with or without reordering. The rearrangement
of parameters reduces the number of iterations when less than  iterations suffice to achieve a desired accuracy tol, as
it is shown in Fig. 1, where are plotted two possible error curves.
Dynamic windows: The formulation (2.3) of the NSWR Richardson method with the use of windows (static windows)
has the disadvantage of iterating the same number of times on all the points of the window (see (2.4)), even if the requested
accuracy has already been achieved in some points. So, we have pointless iterations and pointless communications,
since at the end of each iteration processors exchange data.
As a remedy for this waste of time, we realize dynamic windows. Consider a window discretized by the mesh points
tstart, tstart+1, . . . , tend. We iterate on all these points until convergence is performed by the first point tstart. Then we
stop iterating on tstart and shift the window one step to the right, giving rise to the new window [tstart+1, tend+1]. If
convergence has been achieved in other points to the right of tstart, the shift of the window would have included these
points too.
By using dynamic windows it is no difficult even to halve the number of iterations and communications in comparison
to the static windows approach. The procedure is applied in the algorithm WINSOL of Fig. 2, which also illustrates
the distribution of computation and the communications among processors. Since the d systems obtained from (2.3)
(where we substitute s + rb + 1 by start and s + (r + 1)b by end) to compute the d components of the waveform
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Fig. 1. Error curves of NSWR Richardson method with reordered (solid line) or not reordered (dash-dotted line) parameters.
Fig. 2. Algorithm WINSOL for the computation of the solution in the window [tstart, tend].
yk = [ykstart, . . . , ykend] are completely independent, each processor computes dloc = d/nprocs components of the
waveform, by solving an equal number of lower triangular linear systems, in O(d b2/nprocs) flops (b=end−start+1).
Then all the processors communicate to store all the components of the waveform yk .
Lag term computation: Finally, we consider the numerical lag term Fn involved in (2.3). For the convolutionary
structure of K we need only one new evaluation of K at each time step, so being O(N ) the total number of K- and
f-evaluations. Thanks to the convolutionary nature of the kernel K and of the weights {n()}n , the main part of Fn
consists of a convolution product, which can be efficiently evaluated using FFT techniques [12,13] in O(d2 N log22 N )
floating point operations, instead of O(d2 N 2) flops.
In order to achieve this efficiency, in the case d =1, the computation is organized according to the lag-block technique
[12,13].
Roughly speaking, this technique consists of what follows. Suppose that N = 2M + s. It is fixed an integer of the
type R = 2l , with 1lM (in our algorithm l = 5). For each n, the lag term Fn is decomposed in partial sums, each
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of them made up of 2 j R addenda, 0 jM − l − 1. Each partial sum is a convolution product of length 2 j R = 2 j+l ,
which is evaluated by FFT techniques in O(( j + l)2 j+l ) flops. In order to realize such a computation, the algorithm
is organized in blocks, each consisting of the computation of the solution in R meshpoints and of the evaluation of the
lag term. For the details we refer to [12,13].
We have extended the previous algorithm to the case d > 1. In fact, thanks to the vectorial structure of the lag term,
one has only to execute the same operations on each of the d components of solution of the lag term.
Following the previous approach, the computational complexity required by the lag term evaluation is O(d2 N log22 N )
flops. This cost is yet notable when d is large, so we have developed a suitable strategy to reduce the computation time
for the lag term, by exploiting the parallel architecture.
In fact the lag term has a vectorial structure, so we can distribute the computation of its components among processors,
so that the computational complexity is O(d2 N log22 N/nprocs) for each processor.
Moreover, a simple observation allows us to gain high efficiency. By remembering that each processor computes
only certain fixed components of the solution, say Pi computes i yn, i = i1, . . . , idloc, we assign to each processor the
evaluation of the same components of lag term, i1 Fn, . . . ,idloc Fn . This device avoids the need for communication among
processors (as regards the evaluation of lag term). Therefore this phase of the algorithm has the two best features one
could desire by parallelism: perfect workload balancing among processors and no time spent for communication. These
properties noticeably improve the scalability of the algorithm.
4. The code NSWR4
We have implemented the algorithm described in Sections 2 and 3 in the parallel code NSWR4, written in double
precision ANSI C, using standard MPI for communications.
The input parameters of the code NSWR4 are: the problem data K, f, d and the minimum and the maximum eigenvalue
of K (0), the number of meshpoints N, that has to be of type N =2M +6, the absolute error tolerance TOL, the maximum
number of iterates , the number b of steps per window (we recommend b=4, 5 or 6). The software returns the numerical
solution of in N equispaced points, otherwise an error indicator signals the occurrence of some problems.
The diagram of Fig. 3 is the dependency chart of the required functions. The functions FCN and KER return the
functions f and K, respectively, and have to be supplied by user. The functions ALSTAW and WBDF4 compute,
respectively, the starting and the convolution weights of the fractional linear method of order 4, as described in [13].
The function START determine the starting values y1, . . . , ys , by applying the fractional linear method to (1.3). The
function RICHNS determines the solution of (1.3) in the rest of the mesh points by the NSWR Richardson method
(2.3) with optimal parameters established in Theorem 1 and rearranged as explained in Section 3; RICHNS uses the
function WINSOL, which computes the approximate solutions of the current window [tstart, . . . , tend] by applying the
algorithm of Fig. 2.
The functions FFT, RFFT and HFFT compute the fast Fourier transform; MULTISIST e MULTIFOR solve linear
systems with the same coefficient matrix; CONVOL evaluates the Cauchy product of two sequences.
Fig. 3. Dependency chart of the functions of the code NSWR4.
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5. Numerical experiments
In this section we illustrate some numerical experiments to test the rate of convergence of the iteration process and
the degree of parallelism of the whole algorithm.
We performed our experiments on equations of this type:
y(t) = f (t) +
∫ t
0
K√
t − s y(s)ds, t ∈ [0, T ], (5.1)
where K ∈ Rd×d with real eigenvalues: 1 < · · ·< d < 0.
We constructed five classes of test problems, each given by (5.1) and one of the following set of data:
f (t) s.t. yi (t) = t2, ∀i = 1, . . . , d; (5.2)
f (t) s.t. yi (t) =
√
t, ∀i = 1, . . . , d; (5.3)
f (t) s.t. yi (t) = t 112 , ∀i = 1, . . . , d, T = 5, d = 6; (5.4)
f (t) s.t. yi (t) = log
√
t + 1, ∀i = 1, . . . , d, T = 10, d = 6; (5.5)
f (t) s.t. yi (t) = cos t, ∀i = 1, . . . , d, T = 10, d = 6. (5.6)
The stopping criterion for the NSWR method is
‖yn − y−1n ‖TOL.
The following results are obtained by choosing dynamic windows (for the NSWR Richardson method) of length 4h, h
being the constant stepsize of the mesh on [0, T ].
Our first concern is to study the convergence behavior of the discrete NSWR Richardson method (2.3) and the real
effect of the rearrangement of the parameters as explained in Section 3.
In Tables 1–3 we compare the performances of these methods:
• stationary WR Richardson with optimal parameter (3.1) (STAT);
• NSWR Richardson method with optimal parameters established in Theorem 1, in the usual order (NSO);
• NSWR Richardson method with optimal parameters established in Theorem 1, rearranged in the way shown in
Section 3 (NSR).
In Tables 1–3, the maximum number of iterates necessary for convergence for STAT, NSO and NSR are listed, together
with the percentage of the reduction of the number of iterates obtained by NSR in comparison to the stationary optimal
method STAT (column marked by %).
Table 1 shows the results obtained on problems (5.1)(5.2) and (5.1)(5.3) by varying the size of the spectrum of K
and the tolerance TOL for the iteration error yn − y−1n .
Table 1
Number of iterations for problems (5.1)(5.2), (5.1)(5.3) with d = 6, T = 0.7, h = 0.01
[1, d ] Tol Problem (5.1)(5.2) Problem (5.1)(5.3)
STAT NSO NSR % STAT NSO NSR %
[−10,−1] 10−4 4 4 3 25 7 7 6 14
[−10,−1] 10−5 6 6 5 17 9 8 7 22
[−100,−10] 10−4 9 9 5 44 17 13 11 35
[−100,−10] 10−5 17 15 10 41 25 16 13 48
[−1000,−100] 10−4 13 12 7 46 21 17 11 48
[−1000,−100] 10−5 25 19 13 48 34 23 17 50
[−10000,−100] 10−4 13 12 8 38 27 17 13 52
[−10000,−100] 10−5 25 20 13 48 39 21 18 54
756 G. Capobianco, A. Cardone / Journal of Computational and Applied Mathematics 220 (2008) 749 –758
Table 2
Number of iterations for problem (5.1)(5.4)
h STAT NSO NSR %
0.2 50 21 21 58
0.1 40 24 22 45
0.05 54 23 20 63
0.025 50 23 20 60
0.0125 45 22 19 58
0.00625 38 21 16 58
0.003125 35 21 14 60
Table 3
Number of iterations for problems (5.1)(5.5) and (5.1)(5.6)
h Problem (5.1)(5.5) Problem (5.1)(5.6)
STAT NSO NSR % STAT NSO NSR %
0.4 29 18 15 48 35 21 18 49
0.2 27 17 15 44 35 19 17 51
0.1 25 16 22 48 29 18 16 45
0.05 21 14 13 38 25 16 13 48
0.025 19 13 11 42 21 14 11 48
0.0125 15 11 9 40 17 12 10 41
According to the error estimate (2.5), convergence of the NSWR Richardson method accelerates as the spectrum
of K becomes smaller. This theoretical result is confirmed by the numerical experiments, as we see in Table 1. When
the spectrum is “small” the methods are fast convergent and both the non-stationary methods NSO and NSR produce
negligible acceleration. As the size of the spectrum of K increases, also increases the number of iterates for all the
methods. Nevertheless we have the best results of improvement with respect to STAT: as a matter of fact, the reduction
of the number of iteration exceeds 50% in some cases.
The second set of tests, illustrated in Tables 2–3, are performed on problems (5.1)(5.4), (5.1)(5.5) and (5.1)(5.6). We
have kept the spectrum of K and the tolerance parameter TOL fixed, with [1, d ] = [−100,−10] and TOL = 10−4,
while we have let the stepsize h vary. The best convergence results are obtained by NSR, which reduces the number of
iterates of almost 60% in the problem (5.1)–(5.4) and of almost 50% in the other two problems. We notice that the rate
of convergence of both stationary and non-stationary methods increases as the stepsize decreases. As a matter of fact
‖en‖	‖e0n‖, with 	 = ((1 + d )/2) for the stationary method [4] and 	 given by (2.5) for the non-stationary
method. Since y0n is given by the last point value, e0n is smaller when h decreases.
We emphasize the influence of the parameters reordering on the rate of convergence. As a matter of fact, in all the
experiments the maximum acceleration with respect to STAT is obtained by NSR, as we wished, and in some cases
NSR notably improves the performances of NSO.
Another set of experiments has been performed to measure the degree of parallelism of the algorithm, by evaluating
the speed-up Sp and the efficiency E p:
Sp = T1Tp , E p =
Sp
p
. (5.7)
Since we do not dispose of extra routines to solve systems of Abel–VIEs, we pose in (5.7) T1 equal to the execution
time of the code NSWR4 on a single processor; Tp is the execution time on p processors, as usual.
Experiments have been carried out on a IBM Risc 6000 workstations cluster and integrated problems (5.1)(5.2)
and (5.1)(5.3) on the time interval [0, T ] = [0, (Nt + 6)h], with Nt = 128 and 32, respectively, using integration step
h = 10−2. In both cases the eigenvalues of K are uniformly distributed on [1, d ]. Figs. 4 and 5 illustrate efficiency
values obtained by varying the problem dimension d, for 2, 3 and 4 processors. Such results confirm our expectation:
E p increases as dimension d grows.
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Fig. 4. Efficiency graph for problem (5.1)(5.2).
Fig. 5. Efficiency graph for problem (5.1)(5.3).
Almost optimal values are achieved even for “small” dimensions: in Fig. 4 E2 =0.9 for d =48 and similar results are
performed by 3 and 4 processors for larger dimensions, when the influence of communications decreases. Fig. 5 shows
an analogue behavior for test problem (5.1)(5.3), but for larger dimensions. The reason has to be found in the fact that
in the first test Nt = 128, while now Nt = 32 and so, for any fixed value of d, in the first test the amount of computation
performed between two successive communications is larger, i.e., the granularity of the algorithm is greater.
6. Conclusions
In this paper we have proposed a parallel algorithm for MIMD distributed-memory architectures, which uses a discrete
NSWR Richardson method for advancing in the mesh points and a special application of the lag-block technique for
evaluating the lag term. We have developed special strategies to obtain good efficiency, like the parameters reordering,
dynamic windows, efficient lag term evaluation, and so we have reduced the computational complexity and the amount
of communications among processors. By our numerical experiments it turns out that
• NSWR Richardson method can reduce by more than 50% the number of iterates to obtain a certain accuracy with
respect to the stationary method;
• our algorithm has good parallel performances.
In the future we intend to perform the algorithm on a larger number of processors, in order to measure scalability.
Further developments of the algorithm will concern the extension to problems of type (1.3) for values of  different
from 12 and the use of higher order underlying methods for the discretization.
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