Abstract. In this study, the inverse problem of the scattering theory on the half line for a piecewise continuous Sturm-Liouville equation with boundary condition depending quadratic on the spectral parameter is considered. The scattering data of the problem is defined, some properties of the scattering data are investigated. The main equation is derived and uniqueness algorithm to the potential with given scattering data is studied.
Introduction
In this paper, we consider the differential equation
with the boundary condition β 0 + iβ 1 λ + β 2 λ 2 y ′ (0) + α 0 + iα 1 λ + α 2 λ 2 y(0) = 0 (2) where λ is a spectral parameter, q(x) is a real valued function satisfying the condition The inverse scattering problem for (1) is completely solved in [1] with the boundary condition y(0) = 0 and in [2, 3] with y ′ (0) − hy(0) = 0 where h is an arbitrary real number. Inverse problem of spectral analysis which has a spectral parameter in the boundary condition is studied in [8] as regards to spectral function. In [4] a boundary value problem which consists a second order differential equation with a discontinuous coefficient is studied on the half line. When the coefficient has discontinuity at the point a, the solution of the inverse scattering problem was examined as the solution of two inverse problems in the intervals [0, a] and [a, +∞) in [12, 13] . This discontinuity affects the structure of the representation of the Jost solution and the main equation of the inverse problem. In [7, 5, 6, 11] similar problem is examined as regards to scattering data . This type of boundary conditions arise from applied problems such as the study of heat condition by [9] . In [10] the inverse scattering problem is dealt on the whole axis.
The paper is organized as follows. In Section 2, the scattering data for the boundary value problem (1), (2) is defined and properties of the scattering data are examined. In Section 3, the main equation for the inverse problem is constructed and the uniqueness of solution of the inverse problem is given.
The function
is the Jost solution of (1) when q(x) ≡ 0, where
It is well known from (see [4, 5] ) that for all λ from the closed upper half-plane (1) has a unique solution e(x, λ) which can be represented in the form
where the function K(x, t) ∈ L 1 (µ + (x), +∞) satisfies the properties below:
if q(x) is differentiable, the kernel K(x, t) satisfies (a.e) the equation
Since the function q(x) are real valued and the numbers α i , β i (i = 0, 1, 2) are real, the function e(x, λ) is also a solution of the boundary value problem (1), (2) and together with e(x, λ) it forms a system of fundamental solutions for real λ = 0, their Wronskian does not depend on x and W e(x, λ), e(x, λ) = e ′ (x, λ)e(x, λ) − e(x, λ)e ′ (x, λ) = 2iλ (7) holds.
Scattering Data
Let us assume that w(x, λ) be a solution of equation (1) satisfying the initial conditions
then the following assertion holds.
Lemma 1. For any real number
is valid, where
and
Moreover, the functions E(λ) and S(λ) have the properties below:
Proof. Since the functions e(x, λ) and e(x, λ) are fundamental solutions of equation (1) for all real λ = 0 we can write
Now let us consider the following relations:
Hence, we have
Thus, the relation below is valid:
Now let us show that E(λ) = 0 holds for real λ = 0.
Assuming E(λ 0 ) = 0 as 0 = λ 0 ∈ (−∞, +∞) we get
If we take into consideration (7) and (10) we have
and due to the relations given in (3), the last equation makes a contradiction to the assumption E(λ 0 ) = 0 for all λ 0 = 0. The validity of (8) can be easily seen from (9) . Hence, the lemma is proven.
The function S(λ) which is identified in (8) is called the scattering function of the boundary value problem (1), (2) .
The left hand side of (8) is clearly a meromorphic function in the upper half plane Imλ > 0 with poles at the zeros of the function E(λ). Proof. Since E(λ) = 0 for all real λ = 0, the point λ = 0 is the possible real zero of the function E(λ). Using the analiticity of the function E(λ) in upper half plane and the properties of solution (4) it is obtained that the zeros of the function E(λ) form at most countable and bounded set having zero as the only possible limit point.
Now
On the other hand, the following relation holds as j = 1, 2:
This formula yields
W e(0, λ 1 ), e(0, λ 2 ) = e(0, λ 1 )e(0, λ 2 )
.
The choice λ 2 = λ 1 and some calculations give us
Taking the last relation into account with (11) we have
and we reach Reλ 1 = 0. Therefore, the zeros of the function E(λ) lie only on the imaginary axis.
Let us prove that there are only finitely many. This is obvious if E(0) = 0, because under this assumption the set of zeros can not have limit points. To verify that the number of zeros of E(λ) is finite in general case, we can give an estimate for the distance between the neighboring zeros of the function E(λ) (see [1] , page 186). Thus, the lemma is proved.
Lemma 3. The zeros of the function E(λ) are all simple.
Proof. Differentiating the equation
with respect to λ, one can show that
with the over dot denoting the derivative with respect to λ.
Multiplying (12) byė(x, λ) and (13) by e(x, λ) subtracting them side by side and integrating over [0, +∞) we obtain, in view of the definition of the function E(λ), the following relation
If we take λ = iµ k in the last relation we have
Some basic operations yield us the equation below:
It is clear from (3) that the left hand side of the last equation is positive. Thuṡ E(iµ k ) = 0, i.e. the zeros of the function E(λ) are simple.
The numbers m k given by the formula
are called the normalizing numbers of the boundary value problem (1), (2).
Let us set
e −2iλαa +τ , β 2 = 0,
e −2iλαa −τ , β 2 = 0, and τ = (α − 1) / (α + 1). It is easy to verify that S 0 (λ) − S(λ) tends to zero as |λ| → +∞.
Main Equation
The following theorem is devoted to the construction and introduction of the main equation of the inverse problem.
Theorem 4. The kernel K(x, y) of the representation (4) satisfy the integral equation
where
Proof. To obtain (15), we substitute (4) in (8) and get
Multiplying both sides of (16) with e iλy 2π , then integrating with respect to λ over (−∞, +∞) the right hand side of (16) becomes
By elementary transforms we obtain
1 + τ e 2iλαa + τ e −2iλa
= e −2iλa(
as β 2 = 0. If we take into consideration this relation and the last integral of (17) we have 1 2π
where δ is the Dirac-delta function.
Hence, (17) can be written as
The sum in (18) equals zero for y > µ + (x) (see [5] ). Therefore, (17) takes the form
Multiplying both sides of (16) with e iλy 2π , integrating with respect to λ over (−∞, +∞) and then using Jordan's lemma and the Residue theorem, on the lefthand side of (16) we find
Taking (14) into account we can transform (21) to the form
From (4) and (16), we derive the equation
If we take (3.5) and (3.6) into consideration with (22), we finally obtain (15) for y > µ + (x). The theorem is proved.
Equation (15) is called the main equation of the inverse scattering problem of (1), (2) . To form the main equation, it suffices to know the functions F 0 (x) and F (x, y). In turn, to find the functions F 0 (x) and F (x, y), it suffices to know the set of values S(λ)(−∞ < λ < +∞); λ k ; m k (k = 1, n)
which is called the scattering data of the boundary value problem (1), (2) . With the given scattering data we can construct the functions F 0 (x), F (x, y) and write out the main equation for the unknown function K(x, y). Solving this equation we find the kernel K(x, y) and with the help of (5), (6) we find the potential q(x).
Theorem 5. For each fixed x > 0, the main equation (15) has a unique solution K(x, y) ∈ L 1 (0, +∞).
Proof. The transition functions F (x, y) and F 0 (x) have the similar properties to those of the transition functions for the problem with the spectral parameter linearly contained in the boundary conditions, thus the proof can be done analogously to [5] .
With the help of the above theorem, we have:
Corollary 6. The potential q(x) in problem (1) , (2) is uniquely defined by the scattering data, i. e. if the scattering data of two problems with potentials q(x) and q(x) coincide, then q(x) =q(x) a.e. on the half line.
