In this paper we present a modified version of the pseudospectral method for solving initial-boundary value systems of hyperbolic partial differential equations. We are able to avoid problems of instability by regularizing the boundary conditions. We prove the stability and convergence of our proposed scheme and obtain error estimates.
Introduction.
In this paper we study the stability and convergence of spectral methods for the approximation of initial-boundary value hyperbolic systems with constant coefficients.
This problem has been studied by Gottlieb, Lustman and Tadmor [1] , [2] under the assumption that the boundary conditions are dissipative. We prove that a modified version of the numerical scheme they have proposed is stable and converges to the true solution of the hyperbolic initial-boundary value problem (IBVP), without any assumption of dissipativity on the boundary conditions. Our treatment closely follows their approach.
Definitions. Consider the first-order hyperbolic system of partial differential equations (1.1a) du _ du dt dx ' Kx< 1, t >0.
Here, u = u(x, t) = (u1,..., un)T is the vector of unknowns, and A is a fixed nxn coefficient matrix. Since by hyperbolicity, A is similar to a real diagonal matrix, we may assume without loss of generality that it is diagonal: In these formulas, g = g(i) = (gIW,gII(0)T is a given n-vector, and (Lie) uI = («1,...,«')ri un = («/+1,...,«n)T is a partition of u into its inflow and outflow components-corresponding to the partition of A in (Lib)-while L and R are constant reflection matrices of order I x (n -1) and (n -I) x I, respectively.
The system (l.la)-(l.le) is a well-posed problem in the sense described by Kreiss in [4] .
We study the pseudospectral discretization of (1.1). In any such approximation, one seeks a vector of TVth degree polynomials z = zN(x,t) = (zlN(x,t),...,z^(x,t))T such that
where 7 = (71,7n)T is an n-vector. In the pseudospectral Chebyshev method, we collocate at the interior extrema of TN+i(x), yielding
where / is the nxn identity matrix and Tk(x) is the Chebyshev polynomial of degree k. In [1] , Gottlieb, Lustman and Tadmor proved that the spectral approximation (1.2a) with zero initial conditions and subject to the boundary conditions (12b) z\-l,t) = Lz"(-l,t) + ¿(t), {L2b} z"(l,t)=R¿(l,t) + g"(t), -'
is stable provided that the boundary operators satisfy the dissipativity condition (1.2c) |Ä||L| < 1.
They further showed that if we prescribe initial data
where E is a projection operator, then z^(x, t) converges to the solution u(x,i) of (1.1) as N -+ 00.
Here and throughout the paper we denote by |v| the Euclidean norm of a vector v; similarly, \A\ = sup|Av|/|v|.
If condition (1.2c) is violated, however, the pseudospectral approximation (1.2) may be unstable.
In the method presented in this paper we collocate at the same points; however, we are able to avoid problems of instability by working with a regularized version of the boundary conditions. Let v and t be n-vectors, 
where E is the same projection operator. Next, we regularize the boundary conditions. Let FE(t) denote the approximate identity defined by Í 0 for t < 0,
Then our regularized boundary conditions are
Note that with our modified boundary conditions, causality still holds-i.e., the present depends on the past but not on the future. In general, we could have chosen Fe(t) as any of a host of approximate identities, which in many respects have more desirable properties. However, we choose F£(t) in the form above for simplicity of exposition. In order to prove the stability and convergence of the modified spectral approximation (1.3) to the solution u(x, t) of the IBVP (1.1), we define an auxiliary initialboundary value problem for the hyperbolic system of partial differential equations (1.1a).
Let w(x,t,e) denote the solution to the hyperbolic system of partial differential equations
at ox at ox where w = (w!,wn)T.
We prescribe initial conditions
and boundary conditions w'(-l, 0 = L((w»(-1) * FE)(t)) + ¿(i),
We then prove stability and the convergence of the modified spectral approximation (1.3) to the solution u(x,t) of (1.1) in three steps:
(i) In Section 2 we prove that the modified spectral approximation (1.3) with zero initial conditions is stable.
(ii) In Section 3 we show that the solution w(x, t,e) of the auxiliary IBVP (1.4) converges to u(x, t) as e -» 0, and we estimate the rate of convergence.
(iii) In Section 4 we prove that the solution vn(x, t, e) of the modified spectral approximation (1.3) converges to the solution u(x,t) of (1.1) if we first let e -► 0, and then let TV -> oo. Our proof relies on the stability of the modified spectral approximation (1.3) which we establish in Section 2.
In another paper we shall present the results obtained from implementing the numerical scheme we propose in this paper, and also examine the optimal choice of the approximate identity employed in the method.
2. Stability of the Modified Spectral Method. In discussing the stability of the numerical scheme, a closely related question concerns the conditions under which the hyperbolic IBVP itself is stable.
To establish the well-posedness of (1.1), we must establish the following inequality with some r)o > 0:
is the spatial norm of the vector-valued function u(x,t). The parameter r¡o measures the exponential time growth of the solution. It can be shown that for the problem under consideration, the value of r¡o is given by ijO>max{0,(log(|L|-|Ä|)-|i4|)/4}.
We now return to the stability of the modified spectral approximation (1.3).
Definition. The approximation (1.3a)-(1.3c) is stable if there exists a weighting pair u(x) = (uI(x),ulï(x)) and constants a and r/o, and an integer TV0, such that for all r¡ > r¡o and TV > N0 we have roo roo
For spectral methods using Chebyshev polynomials, we choose ul(x) = (l-x)/(l-x2)1/2 and uu(x) = (1 + x)/(l -x2)1'2.
We now state the main theorem of this section. THEOREM 1. The modified pseudospectral approximation (1.3) is stable.
To prove this, we first look at the solution of the scalar problem
and zero initial data. We need to introduce some notation. Let s = n + iÇ. Let h(s) denote the Laplace transform of h(t), /»oo (2.4) h(s)= \ e~sth(t)dt.
Jo
We have assumed in this definition that h(t) =0 for t < 0.
Taking the Laplace transform of (2.3), we get
This leads us to Theorem 5. Combining this with (2.13), we conclude (2.14) r,||v,v(s,z)||2 < const TV2a|g(s)|2.
This completes the proof of Theorem 1. D 3. Convergence of the Modified IBVP. We prove that w(x, t,e), the solution of the modified IBVP (1.4), converges to u(x,t), the solution of the original IBVP (1.1) as e -► 0, and we estimate the rate of convergence.
In [6] , Rauch has proved that the solution u(x,t) of (1. Now consider the modified IBVP (1.4). It is easy to show that if we prescribe zero initial data for the problem, i.e., if we solve
\u(l,t) = R((\\l)*Fe)(t))+gu(t), 
hII(í) = A((uI(l)*Pe)W-uI(l,í)).
Hence, by (3.4), we may conclude that the inequality Then r(x, i) = w(x, t, e).
Let s be the pseudospectral approximation, ds ,ds ",. , . ., .
dï=Ao-x+T»^X)-m> For smooth w(x, t, s), the right-hand side tends to zero spectrally in TV, i.e., it tends to zero faster than any power of 1/TV. Now w -v = (r -Er) + (Er -s) + (s -v).
Each of the three terms on the right tends to zero spectrally in TV. This completes the proof of convergence.
