Artificial neural networks (ANNs) as a potential method for characterization, modelling and classification have been widely used in many application areas including food processing. This chapter focuses on applications of neural networks in the heat and mass transfer operations/techniques used in food processing. Neural network principles, development of neural network models and major applications of neural networks in heat and mass transfer areas will be covered along with some information on future trends. The first section introduces the concept of neural networks, its development history and its potential application purposes in food processing. The second section highlights the development of neural network models with some theoretical background and demonstrates its advantages over conventional methods. Major research activities involving the use of ANN models with relation to heat and mass transfer applications in food processing such as thermal processing, baking, extrusion, drying and freezing will be addressed next. Finally, the future trends for application of neural networks in food processing will be briefly discussed.
Introduction
The concept of neural networks was based on the research in artificial intelligence, which was intended specifically to try mimic the fault tolerance and learning capacity of biological neural systems by modelling the low-level structure of the brain. Warren McCulloch and Mathematician Walter Pitts in 1943 were the first to open the idea on how neurons might work and they modelled simple neural networks using electrical circuits (NeuralWare [1] ). Donald Hebb in 1949 wrote the book The Organization of Behavior, which described the concept of learning rule essential to the ways in which humans learn. As computers became more advanced in the 1950s, it was finally possible to simulate a hypothetical neural network. In 1959, Bernard Widrow and Marcian Hoff of Stanford developed models called 'ADALINE' and 'MADALINE' [1, 2] . In 1962, Widrow and Hoff developed a learning procedure that examined the value of the binary variable before the weight adjustment (i.e. 0 or 1), which was one of important fundamentals to the subsequent success of neural networks [3] . However, these initial and later successes of the neural network did not result in wide practical applications until the 1980s. During that time several new approaches such as bi-directional lines, hybrid network and multi-layer neural networks were developed [1] [2] [3] [4] [5] . In addition to these advances in the algorithms themselves, rapid development of computer technologies, including both hardware and software, became a prominent driving force for the use of neural networks as a computational technique to be widely used not only in the area of computer science but also in other science and engineering areas for prediction, classification and optimization.
The application of neural networks in food processing operations has considerably lagged other prominent areas of application such as chemical engineering, agricultural engineering and petro-engineering. Nevertheless, there has been a steady growth in the use of ANN concepts even in the food area in recent years. Figure 1 shows the reported ANN applications in food processing from 1994 to 2000 [6] . Figure 1b shows that ANN applications reported in food processing areas have also covered all the principal objectives including modelling, prediction, computation, classification, optimization and control.
This chapter focuses on the introduction of basic principles of neural networks, development of neural network models and their application advances in heat and mass transfer operations related to food processing.
Principles of a basic artificial neural network (ANN) model
The basic principle of neural networks is the simulation of human neural network behaviour and structure. A typical biological neuron as shown in Fig. 2 contains neuronal cell bodies (soma), dendrites and axons. Each neuron receives electrochemical inputs from other neurons at the dendrites. If the sum of these electrical inputs is sufficiently powerful to activate the neuron, it transmits an electrochemical signal along the axon and passes this signal to the other neurons whose dendrites are attached at any of the axon terminals. These attached neurons may then fire.
It is important to note that a neuron fires only if the total signal received at the cell body exceeds a certain level. The entire brain is composed of these interconnected electrochemical transmitting neurons. From a very large number of extremely simple processing units (each performing a weighted sum of its inputs, and then firing a binary signal if the total input exceeds a certain level), the brain manages to perform extremely complex tasks.
However, it is noted that ANNs only represent extremely simplified formal models of biological neurons and their interconnections without making any attempt to model the biological system itself. Their importance lies in the fact that artificial networks are brain-inspired computational tools for solving complex problems. Figure 3 shows a typical feed-forward neural network with multiple layers formed by an interconnection of nodes. This neural network has an input layer, two hidden layer(s) and one output layer. Each layer is essential to the operation of the network. A neural network can be viewed as a 'black box' into which a specific input to each node in the input layer is sent. The network processes this information through the interconnections between the nodes, but the entire processing step is hidden. Finally, the network gives an output from the nodes on the output layer.
Neural network architecture
The purpose of each layer is
• input layer -receives information from an external source, and passes this information to the network for processing.
• hidden layers -receive information from the input layer and do all of the information processing. The entire processing is hidden from view. The number of hidden layers can be 1-3, depending on the problem being investigated.
• output layer -receives processed information from the network, and transmits the results to an external receptor.
When the input layer receives information from an external source, it becomes 'activated' and emits signals to its neighbours. The neighbours receive excitations from the input layer, and in turn emit signals to their neighbours. Depending on the of the interconnections (i.e. the magnitude of the so-called weight factor that adjusts the strength of the input signal), these signals can excite or inhibit the nodes. What results is a pattern of activation that eventually manifests itself in the output layer. Finally, the values from the output layer will be compared with the desired values. If the difference between the output and the desired values is larger than the set error range, then the weight factors are adjusted through the repeated training until the error is within the set error range or the number of learning runs exceeds a pre-set number.
Artificial neurons
Artificial neurons are simple processing units similar to biological neurons: they receive multiple inputs from other neurons but generate only one output. This output may be propagated to several other neurons.
Each neuron has two basic functions: gathering information from the other neurons in the preceding layer and sending the signals to the neurons in the next layers. 
The net value is then mapped through an activation function f of neuron output. The activation function used in the model is a threshold function:
where θ is the threshold value. Neuron models used in current neural networks are constructed in a more general way. The input and output signals are not limited to the binary data, and the activation function can be any continuous function other than the threshold function used in the earlier model. The activation function is typically a monotonic non-decreasing nonlinear function. Some of the often used activation functions are (where α denotes the parameter and θ denotes the threshold value):
Hyperbolic function: f (x) = tanh (αx) = e αx − e −αx e αx + e −αx (5)
Gaussian function:
Learning rules
There are two learning modes available for networks: supervised and unsupervised. In the supervised mode, training a neural network involves feeding the network a set of known input-output patterns, and adjusting the network weights until each input produces the appropriate output. Thus, training a neural network means adjusting the weight factors until the output pattern (response) calculated from the given input reflects the desired relationship. In the unsupervised mode, the neural networks are presented only with a series of input patterns without any information about their desired outputs. Thus, there is no defined criterion to adjust the weights based on the specific or target outputs. During training, the network attempts to group input patterns that are similar to each other and adapts according to a particular organization scheme. The primary training method for supervised learning is error correction learning, which uses the back propagation of error to adjust network's weights and thresholds so as to minimize the error in its prediction on the training set, also known as the delta rule. It is based on the gradient descent method to minimize the squares of differences between the actual and desired outputs by adjusting values of the connecting weights. Mathematically, the difference between the actual and desired outputs is given as
where ε i is the output error, d i is the desired output and c i is the calculated output for the ith neuron on the output layer only. If there are n outputs in the output layer, the total square error on the output layer can be calculated as The target of network training is to minimize the total square error (value E) by adjusting the node connection coefficients or weights (W ). Generalized delta rule (or delta rule) is the most commonly used learning mechanism for multi-layer feed-forward networks with non-linear node function such as a sigmoid. By use of this rule, the weight change can be calculated by the following equation:
and
where η is a linear proportionality constant for node j, called the learning rate (typically, 0 < η 1), and a is the input to the neuron and λ is a constant known as momentum.
Advantages and limitations of neural networks
Compared to conventional modelling methods, neural networks have many advantages as below [7] :
• Learning ability Neural networks have learning ability similar to the human brain, meaning that they can construct the cause-and-effect relationships through repeated training without any prior knowledge of the system being investigated. Therefore, neural networks are suitable for use in cases with multiple variables and complicated internal relationships, which are often difficult to describe by mathematical equations.
• Robust and fault tolerance The ANN is more tolerant of noisy and incomplete data because the information is distributed in the massive processing nodes and connections. Minor damage to parameters in the network will not degrade the overall performance significantly.
• High computational speed The ANN is an inherently parallel architecture. The result comes from the collective behavior of a large number of simple, parallel processing units. Therefore, once trained, neural networks can calculate results from a given input very quickly. This has made neural network models to have a greater potential than conventional modeling methods to be used in online control systems.
However, there are also some limitations for applications of neural networks such as:
input and output variables. In this aspect, neural networks are not suitable for precise numerical computations or following the logical sequence of operations.
• Large amount of training data If little input-output data exists on a problem or process, the use of neural networks should not be considered since they rely heavily on such data. Consequently, neural networks are best suited for problems with a large amount of historical data, or those that allow to train the neural network with a separate simulator. In addition, there may also be situations where there exist large databases, but all training data are similar, causing the same problems as having small training data sets. Thus, a broad-based data set and experimental design are essential.
• No guarantee of optimal results Most training techniques are capable of 'tuning' the network, but they do not guarantee that the network will operate properly. The training may 'bias' the network, making it accurate in some operating regions, but inaccurate in others.
Developing neural networks
Neural networks can be developed either based on the principles of neural networks using a specific computer language or by use of one of commercial neural networks software. Of course, developing neural network codes, which means to turn the theory of a particular network model into the design for a computer simulation implementation, can be a challenging task for most applied scientists and engineers who do not have the programming and related knowledge of neural networks. So the use of a commercial software has been the most popular method for developing an ANN model. With the rapid development of computer software, several ANN softwares have been developed which can be used for developing ANN models for various specific purposes. Some examples include Neural-Ware Professional, Neural-Shell, Neuro-solution (Neuro-Dimension, Inc., Gainesville, FL), Matlab Neural network toolbox (MathWorks, Inc., Natick, MA), Statistica Neural Networks (StatSoft, Inc., Tulsa, OK) and Neuro-Genetic Optimizer (BioComp Systems, Inc, Bloomington, MN). Developing a neural network by using a commercial neural networks software consists of following steps:
• Selection of inputs and outputs The number of outputs can be determined by the problem being investigated while the number of inputs should be all those that have a significant influence on the outputs which can be decided by comparison of results from different experiments with different inputs. The size of data required for neural network training is dependent on the complexity of the underlying function which the network is trying to model and the variance of the additive noise. Normally, neural networks www.witpress.com, ISSN 1755-8336 (on-line) can only process numeric data in a limited range but it is also possible for neural networks to handle different types of data such as an unusual range, missing data or non-numeric parameters through some methods. For example, numeric data can be scaled into an appropriate range for the network, missing values can be substituted by using mean values and non-numeric data can be represented by a set of numeric values.
For each specific problem, in order to develop a neural networks model with the best performance, the configuration parameters of the neural network must be determined by trials and errors. These parameters include transfer functions, learning rules, learning rate, momentum coefficient, number of hidden layers, number of neurons in each hidden layer and learning runs.
In the training or learning step, a set of known input-output data is repeatedly presented to train the network. During this repetition process, the weight factors between nodes are adjusted until the specified input yields the desired output. Through these adjustments, the neural network 'learns' the correct input-output response behaviour. In neural network development, this phase is typically the longest and most time consuming, and it is critical to the success of the network.
After the training step, the recall and generalization step will be carried out. In the recall step, the network will be subjected to a wide array of input patterns used in training, and adjustments are introduced to make the system more reliable and robust. During the generalization step, the network will be subjected to input patterns which it has not seen before, but whose outputs are known, and the system's performance will be monitored. The performance of neural networks can be evaluated visually by graphs or in quantity by different statistical measures. Figure 5 shows three kinds of graphs used for the performance of neural networks modelling.
In Fig. 5a , x and y axes represent desired and predicted results, respectively. The diagonal line called the ideal line can be easily used for evaluation of the modelling performance. If neural network predicted values are equal or close to desired results, then the points should be located on or close to the ideal line. In Fig. 5b , x axis is one of the input variables while y axis is used for outputs including desired and predicted results. This graph can be used to determine the matchability of the neural networks model with the specific input variables. In Fig. 5c, x just representing the number or order of data used for training or testing, while y axis is used for outputs as Fig. 5b . Its emphasis is on comparison of the agreement between each pair of predicted and desired values. Often used statistical parameters include the coefficient R 2 of relationship between predicted and experimental results, and average relative error (E r ), which are given as
where y i is predicted by the ANN model, y di is the actual desired value (actual values), n is the number of data and y m is the average of actual values.
ANN applications in heat and mass transfer operations
Heat and mass transfer applications can be found in many food processing unit operations such as cooking, drying, freezing, canning and baking. The process of heat and mass transfer affects many processing results such as quality and safety of products, process time and energy consumptions, therefore, investigations of phenomena related to heat and mass transfer in food processing operations are always popular subjects for food scientists and engineers. To date, various cconventional methods such as analytical method, numerical method including finite difference and finite element simulations and regression methods have been widely used for the modelling of heat and mass transfer problems. The common demand for using these conventional methods are that the relationship between input and output variables is clear and principal properties of materials or process system can be experimentally measured. Unlike other disciplines, food processing techniques deal with bio-materials which show much more complicated thermophysical properties and uncertainties during processing. This also results in more complex relationships between input and output variables. Thus, in many cases, it is difficult to use a standard partial differential equation or model as generally used in other engineering applications to accurately describe the phenomena occurring in food processing operations. With the rapid development of modern computer technologies, neural network as an artificial intelligence technology is emerging as a potential and alternative tool to deal with such problems. These can have a significant advantage over conventional methods described earlier. A general status of scientific reports published in recent years in the area of heat and mass transfer operations is summarized below.
Predictions
Neural networks have been frequently and successfully used for predictions of heat and mass transfer variables in food processing. the aseptic processing conditions [10] , thermal conductivity of fruit and vegetables [11] , electrical conductivity [12] , food extrusion [13] [14] [15] , drying [16] [17] [18] [19] [20] [21] , freezing [22] , retort thermal processing [23] [24] [25] [26] [27] [28] , deep-fat frying [29] and baking [30, 31] .
Optimization
Neural networks have also been used for some optimization purposes combined with some other search techniques which can be either conventional such as response surface method or artificial intelligence search technique such as genetic algorithms. Typical applications include heat treatment of fruit storage [32, 33] , constant retort temperature (CRT) thermal processing [26] , and variable retort temperature (VRT) thermal processing [27, 28] .
Control
Online use of neural networks is another important advantage of neural networks compared with conventional modelling methods since they can compute results from a given input very quickly. Successful applications have been reported for food extrusion [13, 14] , corn drying [34] , sugar refinery [35] , food frying [36] and fermentation [37, 38] .
Selected ANN examples in heat and mass transfer applications

Neural network modelling of end-over-end processing [9]
Overall heat transfer coefficient (U) and fluid to particle heat transfer coefficient (h fp ) are fundamental data needed to develop prediction models of transient temperatures which are used for establishing and optimizing thermal processing schedule for canned liquid/particle food system during agitation processing. Traditionally, dimensionless equations are used for development of experimental models of U and h fp by involving other influencing parameters through the use of multiple regression analysis. However, selection of appropriate dimensionless groups requires prior knowledge of the phenomena under investigation. Sablani and co-workers [9] developed an ANN model for U and h fp associated with liquid particle mixtures, in cans subjected to end-over-end rotation. Experimental data obtained for U and h fp under various test conditions (shown in Table 1 ) were used for both training and evaluation. Multi-layer neural networks with seven inputs and two outputs (for a single particle in a can), and six inputs and two output (for multiple particles in a can) were trained. The optimal network obtained by initial trials consisted of 2 hidden layers, 10 neurons in each hidden layer and 50,000 learning runs. By using the trained ANN models with optimal configurations, the prediction performance (R 2 ) of ANN models for both U and h fp were reported to be higher than 0.98, meaning that developed ANN models could be successfully used for predicting U and h fp under the given experimental conditions. The comparison of ANN models and dimensionless regression model using same experimental data is summarized in Table 2 . Prediction errors using ANN were less than 3% and 5%, respectively, for U and h fp , which were about 50% better than those associated with dimensionless www.witpress.com, ISSN 1755-8336 (on-line) number models, indicating that the predictive performance of the ANN was far superior than that of dimensionless correlations.
Thermal conductivity prediction of fruits and vegetables using neural networks [16]
Thermal conductivity is an important thermal property used to estimate the rate of conductive heat transfer in food processes such as sterilization, drying, cooking and frying, but it is a difficult and time-consuming task to find proper functional forms for developing a good model, which may be theoretical or empirical [16] .
In this example, ANN models were used to predict the thermal conductivity of various fruits and vegetables (apples, pears, corn starch, raisins and potatoes), and to estimate the error between the experimental values and the theoretical model developed. For prediction of thermal conductivity, three principal variables were used: moisture content, temperature and porosity (three neurons in the input layer). The ANN model consisted of 1 hidden layer with 10 neurons and 1 output, the thermal conductivity. A data set of 276 experimental values was used to train the neural network model while another data set of 25 experimental results was for testing the trained neural network model.
The performance of the ANN model was evaluated by root mean square (RMS) value. During training, the data size was adjusted until the RMS value was less than 0.05. This method of training the ANN ensured that it gave a reasonably good generalized prediction of the thermal conductivity from any input data supplied to the model and predicted not just from the training database. For prediction of mismatch between model and experimental values for thermal conductivity, a hybrid model consisting of a neural network and an empirical model was used. The value predicted by an empirical model was considered to be one of neural network inputs so that the neural network model had four inputs including the other three factors used in the previous ANN model. An optimum configuration of 4 inputs, 10 neurons in the hidden and 1 output node was thus obtained for this network with a sigmoidal activation function. Based on the associated sum of square error (SSE), they reported the hybrid model to significantly improve the prediction accuracy.
Dynamic modelling of a food extrusion process [13]
Dynamic modelling of food extrusion process is complex specifically during the start-up period and difficult to predict using conventional mathematical modelling since a large number of variable parameters need to be taken into account. Popescu et al. [13] used ANN for modelling the start-up of a food extrusion process. The structure of the developed ANN model is shown in Fig. 6 . It consisted of 36 neurons in the input layer, 6 neurons in the hidden layer and 4 neurons in the output layer. Input variables included six independent variables -the flour mass flow rate (F), the water flow rate (W ), the screw speed (RPM), and temperatures of the three barrel zones closest to the die section (T3, T4 and T5) -and four dependent (feedback) variables from outputs. Each independent variable needed four neurons for current value plus three delays, respectively, while each dependent variable needed three neurons for three delays, respectively.
The output variables were the total torque (Tq), the pressure at the die (P), the die temperature (T die ) and overall acceptability of the product (M). The product was graded on a 10 point scale by the experienced supervisor, 10 representing the worst overall acceptability of the product at the beginning of the start-up process and 1 representing the best overall acceptability of the product that should be reached at steady state. The modelling performance for both training and testing was reported to indicate that there existed good agreements between experimental and predicted values for all outputs. Although at the beginning, the relative errors were high, they were reported to decrease and settle down to within 10%.
ANN modelling and simulation control of cake baking [39]
Baking is crucial in determining the quality of cake. Sponginess, flavour, texture, volume and browning are primary indicators for cake quality. Therefore, on-line measurement is necessary to control the process for high product quality. It is hard to measure sponginess, flavour and texture on a real-time basis during the process because of the absence of proper sensors, but online measurement of volume and browning are possible using image processing techniques. In this study, three neural network models were developed for the prediction of volume and browning after 30 s, volume and browning after 2 min, and bread temperature during the baking by use of multiple layer networks with back propagation algorithm.All the models were trained and tested by two independent data sets, respectively. Model I developed for predicting cake volume and browning after 30 s consisted of five neurons in input layer, eight neurons in the first hidden layer, six neurons in the second hidden layer and two neurons in the output layer. The five inputs included volume t , volume t−1 , brown t , brown t−1 , and oven temperature t , while two outputs were for volume t+1 and brown t+1 (the subscript 't + 1' means 30 s after current state and t − 1 means 30 s before current state). The statistical results for the prediction performance of this model indicated very good agreements between predicted and experimental values for both volume and browning. Model I could also be used to predict volume and browning after 1, 1.5 or 2 min, but the prediction error increased with the length of prediction time. Therefore, a second model (Model II) capable of directly predicting bread volume and browning after 2 min was developed, which contained the same input as the previous model but different outputs and different number of neurons in hidden layers. Outputs were volume t+4 and brown t+4 , the first hidden layer had 10 neurons, and the second hidden layer had 6 neurons. The performance of the model was reported to improve compared with Model I.
Model III was developed for the cake temperature prediction based on volume and browning information. The model consisted of seven inputs, six neurons in the fist hidden layer, four neurons in the second hidden layer and two outputs. Inputs included volume t , volume t−1 , volume t−2 , browning t , browning t−1 , browning t−2 and oven temperature, while outputs were inside cake temperature t and surface cake temperature t . The statistical results for the performance of model predictions were 0.95% for inside cake temperature error and 0.43% for surface bread temperature error, showing that developed network model was successful for the cake temperature predictions.
These models were then used with a fuzzy logic controller for the baking process and to simulate the baking oven control. OVNTP (oven temperature) was used for output fuzzy variable. BROWN (browning of cake), SIZE (volume of cake) and BRDTP (cake temperature) were used for inputs. Knowledge from experiments and an experienced operator were used to construct 11 rules for the fuzzy controller. From the simulation based on the neural networks models, it could be verified that the cost of heating the oven could be reduced by using the fuzzy logic controller rather than a human operator, without any loss of bread quality.
Modelling and optimization of CRT thermal processing using coupled neural networks and genetic algorithms [25, 26]
Modelling and optimization of thermal processing are of considerable interest, but are still mostly based on conventional mathematical methods. Traditionally, solving an optimization problem consists of two steps. First, the different objective function models are developed using mathematical approaches such as regression methods, theoretical analysis models and differential equations; second, optimal conditions are sought using one of several search methods such as direct search, grid search and gold section method, for single variables, and alternating variable search, pattern search and Powell's method, for multi-variables. Like traditional modelling methods, neural networks cannot provide direct answers for optimization problems. In order to be used for optimization purposes, neural network models have to be combined with one of search techniques. Genetic algorithms are a combinatorial optimization technique, searching for an optimal value of a complex objective function by simulation of the biological evolutionary process, based on crossover and mutation as in genetics. It has been found that the combination of GA and ANN models can become effective tools for optimization problems. Chen and Ramaswamy [26] were the first to report on application of GA and ANN for the thermal processing optimization. ANN models were developed for predicting process time (PT), average quality retention (Qv), surface cook value (Fs), equivalent unit energy consumption (En), temperature difference (g) and ratio of F value from heating to total desired F value (ρ) under different processing conditions. These were then coupled with GA to search for the optimal quality retention and the corresponding retort temperature. The combined ANN-GA models were then used for investigating the effects of process variables on both optimal quality retention and retort temperature.
Processing conditions as inputs for ANN models were selected as follows: retort temperature (RT = 110-140 • C), thermal diffusivity (α = 1.1-2.14 × 10 −7 m 2 /s), volume of can (V = 1.64-6.55 × 10 −4 m 3 ), ratio of height to diameter of can (R dh = 0.2-1.8), total desired lethality value (F o = 5-10 min) at the can centre, and quality kinetic destruction parameters: decimal destruction time (D q = 150-300 min) and their temperature dependence (z q = 15-40 • C). Six separate ANN models were developed for prediction of process time (PT), average quality retention (Qv), surface cook value (Fs), equivalent energy consumption (En), final temperature difference (g) at the can centre, and lethality ratio, ρ (heating/total lethality), respectively. The data for training and testing ANN models were obtained from a finite difference computer simulation program. A second-order central composite design was used for constructing experimental data for training ANN models, while an orthogonal experimental design comprising six factors and three levels was used for the generalization of trained ANN models. The hybrid optimization method (shown in Fig. 7) linking GAs with ANNs were employed for searching the optimal quality retention and corresponding retort temperature, and for investigating the effects of main processing parameters on optimal results. ANN-based prediction models successfully described the various outputs of CRT thermal processing (correlation coefficients: R 2 > 0.98; relative errors: Er ≤ 3%). The coupled ANN-GA models, verified under several typical processing conditions, could be effectively used for optimization of CRT thermal processing. The main processing parameters and their interactions in the order of their importance with respect to the optimal quality retention and corresponding retort temperature were
Modelling and optimization of VRT thermal processing using coupled neural networks and genetic algorithms [27]
VRT thermal processing is an effective technique used for improving the quality of canned foods and reducing the process time. The key for designing a VRT thermal process is to choose a reasonable (or optimal) VRT function for a given food product to be packaged in a given container and to be thermally processed. Since the often used VRT functions such as sine, exponential, step line and step pulse all involve several parameters, searching out an optimal VRT function is a multivariable optimization problem. Although many conventional methods have been used for solving a variety of optimization problems, they have several limitations such as lack of robustness for providing optimal results and low calculation speed both of which are important for practical applications.Artificial intelligent technologies have opened new avenues to deal with such problems. Chen and Ramaswamy [27] explored the use of ANN and GA to develop various prediction models of VRT processing and search for the optimal VRT function parameters, respectively. The research methodology was similar to the one in the last example, but the research objective was focused on (1) analysing the effects of VRT function parameters on the main responses variables: process time, average quality retention, surface cook value, (2) determining the search ranges for optimization of VRT processing, (3) developing ANN prediction models for each main response variable related to VRT function parameters and (4) searching the optimal processing temperature profiles using the coupled ANN-GA models.
ANN models were implemented to develop prediction models for VRT output variables: average quality retention (Qv), process time (Pt) and surface cook value (Fs). Genetic algorithms (GA) were coupled with trained neural network models to meet different optimization objectives: minimum Pt and Fs, under given constraints. The searching range of each independent variable was based on a sensitivity analysis of effects of function parameters on response variables. The best results for Qv, Pt and Fs under CRT processing conditions were used as constraints. Test results indicated that coupled ANN-GA models could be effectively used for describing the relationships between the operating variables and VRT function parameters, and for identifying optimal processing conditions. VRT processes reduced the process time by more than 20% and surface cook value by about 7-10% as compared to the best CRT process. By use of ANN models, the benefits on both process time and surface quality by using VRT method were predicted as shown in Fig. 8a and b . In Fig. 8a for processing time Pt, surface cook value was used as a constraint condition, while in 8b for surface cook value, the processing time was used as the constraint condition.
Future trends
The capability of ANN modelling is not a question anymore as its potential has been confirmed time and again by a variety of applications. The limitation of this technique is that it cannot give a clear internal relationship between variables. Based on literature reviews, research activities can be categorized into two kinds: theoretical and applied. The former ones often focus on developing and understanding the intrinsic relationships between variables while the latter ones concentrate on methods potentially used for practical applications. From this point of view, neural networks should be considered more a tool explored for the applied aspects rather than theoretical. For the application purposes, it is more important that developed ANN models be used for different aspects such as optimization, online control and identification, which often combine ANN models with other techniques, for instance, fuzzy logic, expert system, and genetic algorithms or other search techniques. Therefore, future application of neural networks should focus on developing hybrid methods by using neural networks with other techniques. Such methods will be of better use for industrial purposes. It can be expected that these techniques will make a greater contribution in food production, processing and optimization applications to promote food quality enhancement and public health safety.
