




























































































grid, was  investigated. Basically, after a Voronoi  tessellation that  forms the necessary 
cells  for  the FV  formulation,  any  set  of  nodal positions  can be used as  a  base  for  the 
discretization.  The model  is  based  on  the  Cartesian  reference  frame  and  utilizes  co‐
located variables. To ensure a divergence  free velocity  field and mass conservation, a 
pressure  correction method  called SIMPLE was  applied. The discretization method  is 
second‐order accurate in space and time and time discretization is treated fully impli‐









As an application  to purely  internally heated mantle  convection  in a  spherical 
shell, a parameter study of 88 cases is carried out to derive scaling laws for heat trans‐
port, stagnant‐lid thickness and structural complexity. The aspect ratio is fixed to 0.55, 






the  transition  to  the  stagnant‐lid  regime  is  found  to  be  rather  abrupt.  To distinguish 
between  the  regimes,  present  and  newly  developed  indicators  are  applied  and  vali‐
dated and the transition from the mobile to the stagnant‐lid regime is followed for the 
first time using purely internally heated convection in a spherical shell. Structural scal‐
ing  laws  yielding  the  dominant wavelength  of  convection  based  on  the  internal  Ray‐
leigh number are derived for the stagnant‐lid regime that. Furthermore, a method ca‐



































































Today’s  image  of  the  interior  dynamics  of  planets  consists  of  convecting  cur‐






tectonic  structures  and  volcanoes  visible  on  planetary  surfaces.  An  understanding  of 
the  mantle  dynamics  requires  among  others  knowledge  of  the  inner  structure  and 

















thermal  evolution  (e.g.,  Schubert  and  Spohn,  1990,  Breuer et al.,  1993,  Spohn et al., 
1997, Hauck and Phillips, 2002). The thermal evolution of a planet’s  interior depends 






high  viscosity  such  that  the mechanical  inertia  forces  do  not  play  a  role  anymore.  A 
consequence of  this  is  the  immediate  absence of  any  large‐scale  geological processes 
once  the driving  forces would disappear. Another distinctive behavior of mantle con‐
vection is the central influence of the complex rheology1, the flow properties of matter. 
Mantle material  cannot be characterized by a  single value of viscosity at  a  fixed  tem‐
perature; instead the viscosity changes due to a number of different factors. The viscos‐
ity of the mantle material varies between several orders of magnitude and depends on 
temperature,  pressure,  stress  and  water  content  (Weertman,  1970,  Karato  and  Wu, 
1993). Many studies show that the rheology has a great influence on the temporal and 
spatial  evolution  of  mantle  convection  (e.g.,  Christensen,  1983,  Christensen,  1984a, 
Christensen  and  Harder,  1991,  Giannandrea  and  Christensen,  1993,  Zebib,  1993, 
Hansen  and  Yuen,  1993,  Ratcliff et al.,  1995,  Weinstein,  1995,  Zhu  and  Feng,  2005, 




tary mantles  is mainly  temperature‐dependent  (Tozer,  1972). Although  the  exact  de‐
pendence on the various different  influences such as e.g. pressure and composition  is 
not well known, it is indisputable that the temperature dependence is most dominant. 













and heat  from  the  core,  tend  to warm  it  (e.g.,  Schubert  and  Spohn,  1981, Peltier  and 
Jarvis, 1982, Vacquier, 1998). The convective heat transport is responsible for surface 
stresses that can cause tectonic features like faults and compressions observed on ter‐








rential  equations,  which  describe  mantle  convection,  consists  of  three  conservative 
equations, namely the conservation of energy, mass and momentum (Schubert, 1992). 
The numerical study of mantle convection is difficult because realistic parameters often 
lead  to  a  high  non‐linearity  that  would  further  require  computer  resources  that  are 
beyond our current capability. Nevertheless, many effects of mantle convection can be 
explained through numerical analysis by the extraction of simple processes, leading to 





ments  reach  their  limitations  quickly  due  to  extreme material  properties.  In  spite  of 
this,  they  are  helpful  to  verify  the models  generated with  computers  (e.g.,  Nataf  and 
Richter, 1982, Davaille and Jaupart, 1993, Futterer et al., 2008). The main difficulty  in 













dynamics  behind  the  conservation  equations  that  can  lead  to  a  completely  different 
outcome with an extremely small change in the initial conditions, another field is cur‐
rently establishing  itself  to  simulate atoms with  the help of quantum physics and su‐
percomputers. Through  this,  they aim to understand the behavior of simple elements 
under extreme conditions that occur in the interior of planets (e.g., Belashchenko et al., 
2008).  With  simulations  of  this  kind,  rheology  laws  can  be  refined  and  greatly  im‐
proved in accuracy. 
A further important parameter apart from the rheology is the geometry. The de‐
velopment  of  three‐dimensional  simulations  in  a  spherical  shell  completes  the  un‐














of  heat  transport  are  dramatically  influenced  by  a  temperature‐dependent  viscosity 
(e.g.,  Christensen,  1983,  Christensen,  1984a,  Christensen  and  Harder,  1991,  Tackley, 
1993, Tackley, 1996a, Solomatov and Moresi, 1997). Another achievement was the first 
















convection  simulation  in  a  spherical  environment with  constant  or  depth  dependent 
viscosities  because  there  is  no  coupling  of  modes  through  the  viscous  term  (e.g., 
Glatzmaier,  1988, Glatzmaier,  1993,  Tackley et al.,  1993, Harder,  1998, Buske,  2006). 
This approach limits the viscosity variation in radial direction, but also alternative me‐
thods like finite differences, finite elements or finite volumes have difficulties encoun‐
tering  spherical  coordinates.  These  usually  pose  a  singularity  at  the  poles;  also  grid 
spacing becomes difficult  close  to  the poles  (Ratcliff et al.,  1996b,  Iwase,  1996).  Even 
with  different  grid  setups  the  problem  remains  that  the  representation  of  a  number 
within a computer is not following the non‐Euclidian spacing of spherical coordinates, 
so  numerical  differences will  always  yield  to  different  numerical  errors  at  the  poles, 
posing  the question of  triggered effects even when using almost equally spaced grids 
based on  triangulated  icosahedra, which was one of  the  first works dealing with  this 
problem (Baumgardner, 1985).  Although other works followed (e.g., Bunge et al., 1996, 
Yoshida et al., 1999, Reese et al., 1999a, Reese et al., 2005), the restriction on the lateral 
variations  were  large  and  the  overall  viscosity  contrast  was  relatively  small  and  re‐
stricted to steady‐state solutions (Tabata and Suzuki, 2001).  
A first systematic analysis of weak temperature‐dependent viscosity fluids in a 
spherical  shell  with  a  Cartesian  discretization  was  done  by  Ratcliff  et  al.  (1996b, 
1996a).  The mobility  towards  the  surface  decreased with  an  increased  temperature‐




the  preferred  choice  when  compared  to  spectral  approaches  (e.g.,  Zhong,  2001, 
Yoshida,  2004, McNamara  and  Zhong,  2005b,  Choblet,  2005,  Yoshida  and  Kageyama, 
2006, Roberts and Zhong, 2006, Stemmer et al., 2006). Another advantage of discrete 
methods  is  the  possibility  of  dividing  the  grid  to  efficiently  distribute  the  problem 
among several computers. This combination of resources is important to counter local 
effects on  the global  scale of  spherical  shells. With  the utilization of  supercomputers, 
first close‐to‐realistic parameters can be studied.  
1.2 Parameterized Convection Models 












el,  it  is possible to  find not only suitable  laws that are able to describe the result, but 




tities.  The  improved  understanding  of  heat  transport  mechanisms  in  the  planetary 
mantle leads to repeated changes in the preferred scaling law used to model the ther‐
mal evolution of planets. The earliest thermal evolution models for terrestrial planets 




laws  (e.g.,  Schubert et al.,  1990).  To  characterize  the  stagnant,  non‐convecting  lithos‐
phere with  isoviscous parameterization models,  an  isotherm describes  the  transition 
from viscous deformation  to  rigid  response  to  loads applied over geologic  timescales 






temperature‐dependent  viscosities  with  experimental  and  numerical  studies  (e.g., 
Richter,  1978,  Richter  et  al.,  1982,  Morris  and  Canright,  1984,  Christensen,  1984a, 
Giannandrea and Christensen, 1993, Davaille and Jaupart, 1993, Moresi and Solomatov, 
1995,  Solomatov,  1995,  Honda,  1996,  Grasset  and  Parmentier,  1998,  Reese  et  al., 
1999a, Reese et al., 2005) . From these studies, a new convection regime could be iden‐
tified  using  simulations  with  strongly  temperature‐dependent  viscosity,  i.e.  the  stag‐
nant‐lid regime. This regime predominantly cools the outer layers through stagnant‐lid 
growth while  the deep  interior  is  cooled  rather  inefficiently. The earlier  studies have 
mostly considered heating from below or were done in two‐dimensional boxed models 
(e.g.,  Grasset  and  Parmentier,  1998,  Sotin  and  Labrosse,  1999).  The  only  studies  for 
















proached  in  chapter  three. A new method based on  the  finite‐volume method will be 
presented along with a new gridding technique. The discretization method is applicable 
on all Voronoi grids and  is  able  to handle  fully  spatially varying viscosities with high 
orders of magnitude. Special attention is drawn to the discretization of the viscous ele‐
ment as it plays a vital role in properly describing mantle convection. The common ap‐
plicability  of  this method  is made  visible  by  the  application  to  various  grid  types,  as 
well as to two‐dimensional grids. 







on  purely  internally  heated  convection.  The  derived  scaling  laws  consist  not  only  of 































an  unstable  density  gradient  in  the  fluid  layer.  If  the  density  gradient  is  sufficiently 
strong,  the  hot  fluid  will  rise,  causing  a  convective  flow  which  results  in  enhanced 
transport of heat between the two boundaries (Bénard, 1900, Rayleigh, 1916). An ex‐
tension  to  the  original  Rayleigh‐Bénard  configuration  is  a  volumetric  heat  source  or 
even the complete removal of the lower boundary heat source. 
The state of the fluid is described for a discrete space ݎԦ and time ݐ by a velocity 
field ݒԦ ൌ ݒԦሺݎԦ, ݐሻ,  a  scalar  temperature  field ܶ ൌ ܶሺݎԦ, ݐሻ and  a  scalar  pressure  field 
݌ ൌ ݌ሺݎԦ, ݐሻ. The density of  the  fluid  is coupled with  temperature  through the thermo‐
dynamic equation of state, as explained in section 2.3. For a two‐dimensional (2D) ver‐
sion the velocity vector contains two elements whereas in three dimensions (3D) three 
elements are required,  totaling 5 (4  in 2D) unknowns per discrete point  in space and 
time.  The  following  section  presents  the  mathematical  background  to  derive  these 
quantities through differential conservation equations.  
2.2 The Conservation Equations 
The  basic  set  of  equations  that  describe  the  fluid‐mechanical  properties  are 
based on the continuity equation that, in form of a differential equation, describes the 
conservative transport of some quantity ߶: 














highly viscous  fluid  in a  continuum.  It  is  thus possible  to describe  the  fluid using  the 
Navier‐Stokes equations. The  following equations result  from the conservation condi‐
tions for mass, momentum and energy (Schubert et al., 2001, chap. 6): 
  ߲ߩ߲ݐ ൅ ׏ · ሺߩ ݒԦሻ ൌ 0  (2.2) 
  ߩ D ݒԦ ൌ െ׏݌ ൅ ׏ · ߬ ൅ Ԧ݂  (2.3) 
  ߩܿ௉ ൬Dܶ െ ߙܶߩܿ௉ D݌൰ ൌ ߬ · ߳ሶ ൅ ׏ · ሺߣ ׏ܶሻ ൅ ܳ  (2.4) 
Where ߩ describes the density, ݒԦ is the velocity vector, ݐ time, ݌ hydrostatic pressure , ߬ 
the  deviatoric  stress  tensor, ߳ሶ ൌ ଵଶ ሺ׏ݒԦ ൅ ሼ׏ݒԦሽ்ሻ the  strain  rate  tensor  ( ் stands  for 
vector transpose), ߙ the thermal expansivity, ܳ the volumetric heat production rate, ܿ௉ 
the specific heat capacity at constant pressure and ߣ the proportionality factor for the 




  ܦ ൌ ߲߲ݐ ൅ ݒԦ · ׏  (2.5) 
For an isotropic medium with the influence of a shear viscosity ߟ, the following relation 
can be established: 
  ߬ ൌ 2ߟ߳ሶ  (2.6) 






ably simplified. Certain  terms are not  required because  they do not  influence  the dy‐
namics  of  the  fluid  at  all  and  others  are well  described by  a  linear  approximation.  A 




The Boussinesq  approximation  (e.g.,  Spiegel  and Veronis,  1960,  Tritton,  1988, 
Furbish, 1997) reduces density variations  to  the body  forces  in  the momentum equa‐
tion; in all other respects density is treated as a constant. The so‐called standard Bous‐
sinesq approximation limits density variations to thermal expansion alone and only in 
gravitational  direction.  An  extended  version  includes  viscous  heating,  latent  heat 
sources  and  an  adiabatic  temperature  increase  per  depth  that  becomes  of  particular 
interest  if  phase  changes are  included  in  the model  (e.g., Normand et al.,  1977).   The 
pressure dependence of density is neglected in both versions of the approximation and 
the equation of state for the standard version becomes:  
  ߩ ൌ െߙߩ଴ሺܶ െ ଴ܶሻ  (2.7)
Further simplifications of the conservation equations stem from the assumption 
of  an  incompressible  fluid  and  the  negligence  of  inertia  forces  (e.g.,  Turcotte  and 
Schubert,  1982). This  is  possible because  the  inertia  forces  are negligible  small  com‐
pared to the viscous friction forces. In fluid dynamics, this is also called low‐Mach num‐
ber  flow or Stokes‐flow (Ferziger and Perić, 1999), whereas  the Mach number  is ا 1 
and  the  Prandtl  number ܲݎ ൌ ሺܿ௉ߤሻ ݇⁄  is  assumed  infinite.  Nevertheless,  the  strong 
viscosity  variations  in  a planetary mantle do not  entitle  to neglect  shear‐stress  influ‐
ences  in  the momentum  equation  as  it  is  otherwise  common  practice  for  isoviscous 
simulations: 
  ׏ · ሾߟሺ׏ݒԦ ൅ ሼ׏ݒԦሽ்ሻሿ ؉ ߟ ׏ଶݒԦ  (2.8)
With these approximations, the conservation equations for a convecting plane‐
tary mantle reduce to  
  ׏ · ݒԦ ൌ 0  (2.9)
  െ׏݌෤ ൅ ׏ · ሾߟ ሺ׏ݒԦ ൅ ሼ׏ݒԦሽ்ሻሿ െ ߩ଴ߙሺܶ െ ଴ܶሻ Ԧ݃ ൌ 0  (2.10)
  ߩ଴ܿ௉ Dܶ ൌ ݇׏ଶܶ ൅ ߩ଴ܪ  (2.11)
The  pressure ݌෤ ൌ ݌ െ ߩ଴ Ԧ݃ is  the  portion  without  the  hydrostatic  component.  The 











mensionless  Rayleigh  number ܴܽ. With  the  introduction  of  the  Rayleigh  number  the 
equations  can  be  non‐dimensionalized with  reference  values  that  simplify  the  equa‐
tions  and  concentrate  the physical  constants  into  a  ‘driving’  factor.  This  number  is  a 
ratio of convection supporting to convection hindering physical properties. For bottom 
heated convection with an inner/outer temperature difference Δܶ ൌ ଵܶ െ ଴ܶ and a shell 
thickness of ݀ it is defined as 
  ܴܽ ൌ ߩ଴ߙ݃Δܶ݀
ଷ
ߢߟ௥௘௙   (2.12) 
A similar expression exists  for  the  case of  internally heated convection with a 
volumetric heating rate ܪ, defined as energy per time and volume: 
  ܴܽு ൌ ߩ଴
ଶߙ݃ܪ݀ହ
ߢ݇ߟ௥௘௙   (2.13) 
The conservation equations  change with  these  constants  and  the previous ap‐
proximations to  
  ׏ᇱ · ݒԢሬሬሬԦ ൌ 0  (2.14) 
  െ׏ᇱ݌ᇱ ൅ ׏ᇱ · ቂߟᇱ ቀ׏Ԣ ݒᇱሬሬሬԦ ൅ ൛׏Ԣ ݒᇱሬሬሬԦൟ்ቁቃ ൅ ܴܽ ܶԢ Ԧ݁௥ ൌ 0  (2.15) 
  ߲ܶԢ߲ݐԢ ൅ ݒԦ
ᇱ׏ᇱܶᇱ ൌ ׏ᇱଶܶᇱ ൅ ܴܽுܴܽ   (2.16) 
where all parameters with an apostrophe are non‐dimensionalized scaled parameters 
with  the  following  relationships  to  physical  properties  (Christensen,  1984a)  and  ac‐
cording to figure 2.1:  
  Space:    ݔԦ ൌ ݀ · ݔԦԢ (2.17) 
  Time:      ݐ ൌ ݀ଶ ߢൗ · ݐԢ  (2.18) 
  Velocity:    ݒԦ ൌ ߢ ݀ൗ · ݒԢሬሬሬԦ  (2.19) 
  Pressure:    ݌෤ ൌ ߟ୰ୣ୤ߢ ݀ଶൗ · ݌Ԣ  (2.20) 
  Temperature:    ܶ ൌ Δܶ · ܶᇱ ൅ ௦ܶ௨௥௙௔௖௘ (2.21) 
  Internal Heating rate:  ܪ ൌ ߣΔܶ ݀ଶൗ · ܪԢ  (2.22) 































  ܦ෩ ൌ ܦ଴ exp ൬െܧ
כ ൅ ݌ܸכ
ܴܶ ൰  (2.25) 
In the above equation, ܧכ acts as the activation energy per Mol, which contains the re‐
quired energy to create gaps as well as the necessary potential barrier between a gap 
and  the  occupied  lattice  element.  The  activation  volume  per Mol ܸכ considers  an  in‐
creased  energy  barrier  to  neighbor  elements  due  to  pressure.  The  exponential  form 
follows directly from the Boltzmann distribution that determines the fraction of atoms 







the  dislocation  creep.  It  is  described  with  the  above  Arrhenius  law  (Karato,  1981, 
Karato  and Wu,  1993).  The  deformability  of  the material  and  therefore  its  viscosity 
depends on  the diffusion coefficient ܦ෩. Experiments and  theory yield a  common rela‐
tion  between  stresses  and  rate  of  deformation,  for which  both  creeping mechanisms 
are valid (Karato and Wu, 1993, Schubert et al., 2001): 












tal. The non‐dimensional values of  ෤݊ and  ෥݉  determine the active creeping mechanism. 
Typical  values  are  ෤݊ ൌ 1 with  ෥݉ ൌ 2.5 for  diffusion  creep  and  ෤݊ ൌ 3 with  ෥݉ ൌ 0 for 
dislocation  creep.  In  case of  active diffusion  creep  the viscosity  is  therefore  indepen‐
dent of stress. 




  ߟ ൌ exp ቆܧ
ᇱ ൅ ܸᇱሺݎ௢ᇱ െ ݎԢሻ
ܶԢ ൅ ௦ܶᇱ െ
ܧᇱ ൅ ܸᇱሺݎ௢ᇱ െ ݎ௜ᇱሻ
௥ܶ௘௙ ൅ ௦ܶᇱ ቇ   (2.27)
using the following normalizations (Roberts and Zhong, 2006): 
  ܧᇱ ൌ ܧ
כ
ܴΔܶ  (2.28)
  ܸᇱ ൌ ߩ଴ܴ݃௢ܸ
כ
ܴΔܶ   (2.29)
  ௌܶᇱ ൌ ௦ܶ௨௥௙௔௖௘Δܶ   (2.30)
The  reference  temperature  ௥ܶ௘௙ determines  the  reference  viscosity  for  the  Rayleigh 
number ߟ௥௘௙ ൌ ߟሺ ௥ܶ௘௙ሻ. The pressure‐dependent term is approximated by a depth de‐
pendent term following the normalized radius. Because the viscosity can also be depth 
dependent,  a  term  for  the  reference  depth  is  for  simplicity  fixed  to  the  inner  radius 











Over  the  last  three  decades,  local  discretization  methods  like  finite‐element 
(FE),  finite‐volume  (FV)  and  finite‐difference  (FD)  methods  have  firmly  established 
themselves as the approach for computational fluid‐flow problems in geophysics, espe‐
cially with regard to  thermal convection problems  involving spatially varying viscosi‐
ties  in  two  (e.g.,  Parmentier,  1978,  Christensen,  1984a,  Hansen  and  Yuen,  1993, 
Solomatov  and  Moresi,  2000a)  and  three  dimensions  (e.g.,  Ogawa  et  al.,  1991, 
Christensen  and  Harder,  1991,  Ogawa,  1995,  Trompert  and  Hansen,  1998a,  Tackley, 
1998,  Stein et al.,  2004)  as well  as  in  spherical  shells  (e.g.,  Tabata  and  Suzuki,  2000, 
Zhong  et  al.,  2000b,  Yoshida  and  Kageyama,  2004,  McNamara  and  Zhong,  2005a, 












cal  surface  is  usually  split  up  into  sub‐regions.  To  distribute  points  uniformly  on  a 








the  user  can  only  choose  between  fixed  resolution  step  sizes  that  increase  the  total 
number  of  grid  points  in  preset  steps.  For  example,  increasing  the  resolution  by  the 
next possible step in an icosahedral refinement results in about eight times more grid 
points (Baumgardner, 1985). Secondly the volume and neighbor distance of a cell de‐





















1)  that  are  not  further  discussed here.  It  is  always possible  to  construct  the Voronoi 
diagram of a certain set of points / locations to divide the domain of interest into cell‐
like structures, sometimes called Thiessen‐polygons. The in this way generated Voronoi 








sion of  elliptic  integrals.  The distribution of  the  spherical  spiral  over  increasing  radii 



















































































































































































































  ݎ ൌ ݂ሺ߮ሻ ൌ ෤ܽ · ߮  (3.1) 
where  r  is  the  radius  and  a  the  increment  multiplier  of  the  angle    For  a  two‐
dimensional  Cartesian  representation,  the  two parametric  equations  for  each  coordi‐
nate evolving over an angular variable, ߙ෤, are given by 
  ݔ ൌ ݂ሺߙ෤ሻ ൌ ߙ෤ · sin ߙ෤ݕ ൌ ݂ሺߙ෤ሻ ൌ ߙ෤ · cos ߙ෤  (3.2) 




ݔ ൌ ݂ሺߙ෤ሻ ൌ ݎ · cosሺߙ෤ሻ · cos ൬െߨ2 ൅
ߙ෤
ߙ෤௠௔௫ · ߨ൰
ݕ ൌ ݂ሺߙ෤ሻ ൌ ݎ · sinሺߙ෤ሻ · cos ൬െߨ2 ൅
ߙ෤
ߙ෤௠௔௫ · ߨ൰ 









  ݏ ൌ 12 ෤ܽ ቀ߮ඥ1 ൅ ߮ଶ ൅ log ቂ߮ඥ1 ൅ ߮ଶቃቁ  (3.4) 
which  cannot  be  solved  for   analytically.  The  general  equation  for  the  arc  length  in 
three‐dimensional Cartesian coordinates is given as: 
  ݏ ൌ නට߲௫ߙ෤ଶ ൅ ߲௬ߙ෤ଶ ൅ ௭߲ߙ෤ଶ݀ߙ෤  (3.5) 
The following equation evolves by using (3.3) with (3.5): 
  ݏ ൌ ݎ E ቈ ߨߙ෤ߙ෤௠௔௫ , െ
ߙ෤௠௔௫ଶ









where ݉́ is  the elliptic modulus. By  increasing ߙ෤ with a  constant value,  the points be‐
come very dense around the poles and sparse on the equator, as illustrated in figure 3.1 






method  proposed  by  Carlson  (2002)  reduces  the  computational  costs  to  inverse  the 
second incomplete elliptic integral used in (3.6). 
Since ߙ෤௠௔௫ determines the revolutions of the spiral from the top to the bottom, 
it must  be  chosen  properly  to  guarantee  an  equidistant  distribution  that  fits  the  re‐
quested resolution. With a defined resolution R and layer radius rl, ߙ෤௠௔௫  is given by 
  ߙ෤௠௔௫ ൌ ቆ3ߨ
ଶݎ௟




a user‐chosen  inner and outer radius. This results  in  the  layering of concentric spiral 
spheres.  The  equation  to  return  the  number  of  layers ݅௟ required  for  a  certain  global 
resolution is 
  ݅௟ ൌ 3
ሺݎ௢ െ ݎ௜ሻ
4ܴ ൅ 2  (3.9)
The number of generator points that result between two given radii and a reso‐
lution R is given by 
  ݊௧௢௧௔௟ ൌ ෍ 1ܴ E ൤ߨ,
6ߨ ݎ௜






exactly  above  (below)  the  last  outer  (inner)  shell  points.  Those  two boundary  layers 
produce open polyhedra on the outside and core‐connecting polyhedra on  the  inside. 




low‐resolution  grids  to  improve  accuracy  and  therefore will  remain  as  the  only  cells 
with partial curved elements. 
By  “overturning”  the  spiral  equations  on  every  second  layer, where ߙ෤ evolves 
from ߙ෤௠௔௫  to 2ߙ෤௠௔௫, the standard deviation of the neighbor point distances can be re‐
























definition of  the operators,  some care was  taken  to optimize  the  surface  and volume 
integrals to receive accurate and quick results. 
The  tetrahedron  is  the  simplest  object  that  can  occupy  space  in  three  dimen‐
sions.  Any  simplex with n+1  coordinates within  n  dimensions  is  capable  of  this.  The 
special properties of these simplexes remain within arbitrary dimensions: their center 
of  mass  is  situated  within  the  arithmetic  mean  of  all  coordinates  and  their  n‐
dimensional volume can be computed by 



















(2002), with  an  advancement over  the  textbook  equation  for  the  area of  an n‐vertex 
two‐dimensional  polygon,  which  normally  uses  2n+1  multiplications  and  2n‐1  addi‐
tions. Sunday (2002) improves the equation so that it takes n+1 multiplications and 2n‐
1  additions.  A  similar  equation  is  derived  for  a  three‐dimensional  planar  polygon 





of mass of  the  corresponding Voronoi  cell.  Such  tessellations  are  useful  in data  com‐










and  its dual grid,  the Delaunay triangulation.  In many cases, using centroidal Voronoi 
tessellations  guarantee  a  second‐order  truncation  error  for  the  different  equations 
compared  to a  first‐order  truncation error  for other Voronoi  tessellations. Similar re‐
sults are known for co‐volume methods based on the dual Voronoi‐Delaunay tessella‐
tions.  Lloyd's method provides one of  two basic  algorithms  to  iterate  towards a CVD 








  Gridtype  Minima Mean Maxima   Skew 
Distance PDF   VD  0.0733  0.0999  0.1435  0.01476  0.104 
Distance PDF  CVD  0.0716  0.0977  0.1383  0.01148  0.779 
Neighbor PDF  VD  10  14.513  20  0.93145  0.381 
Neighbor PDF  CVD  9  14.126  19  0.85666  0.156 
Volume PDF  VD  5.0747e‐4  5.6241e‐4  6.140e‐4  6.70e‐6  0.111 
Volume PDF  CVD  4.4102e‐4  5.6271e‐4  6.581e‐4  1.89e‐5  ‐0.436 
Table 3.1. Statistical values of the spiral grid with an inner radius of one, an outer radius of two and a resolu­



















spiral  spherical  shell.  The  shift  reduces  the  amount  of  Voronoi  vertices  and  faces  by 
























cessor on  the spiral path. This applies  for all  cells except  the  first and  the  last  in one 
spiral. Note that the peak is slightly off the desired resolution since it is calculated along 
a curved spiral path, which results in a slightly smaller spatial distance. The CVD ver‐
sion  shows  a  reduced  standard deviation but  a  slight  left  shift  and higher  skew.  The 
projected  first  and  last  boundary  shell  causes  an  irregularity  in  the  distribution  and 
first appears as the mentioned shift during the Lloyd iterations. These shells are pro‐
jected  to  create  a  smooth  boundary.  Purely  projected  grids would  have  a much  less 
pronounced  peak  because  the  distances  of  adjacent  cells  generally  increase with  in‐
creasing radius. 
The  face  count  PDF  presented  in  figure  3.4b  displays  a major  advantage  of  a 
CVD. The centroidal shift yields a reduction of Voronoi‐faces and therefore vertices. The 
face count is equal to the amount of neighbors per cell and therefore matrix entries, so 












































































































































































































physical problem and  the conservative nature of  its  scheme  that enables a direct  im‐














































׏߶௉ ൌ 1௉ܸ න ׏߶௉ ݀ ௉ܸ௏ು
ൌ 1
௉ܸ















A more  complex  interpolation  scenario  arises  for  irregular  grids.  Faces  often 
undergo a perpendicular  shift  that moves  the  face center away  from the  interpolated 
midpoint. To hold on to  the second‐order accuracy,  the necessity  for a more complex 
interpolation arises. An obvious choice  is  linear  interpolation  from a  triangulated do‐
main. Since the Delaunay triangulation is the dual of the Voronoi diagram (Okabe et al., 
2000),  this  can  be  utilized  straightforward.  The  barycentric  coordinates  (Shepard, 
1968) offer a simple way to interpolate at any point within a triangulated domain. As 
they  are  coordinates,  they  provide  position  information  relative  to  a  simplex  (D‐
dimensional  tetrahedral  region).  As  a  side  effect,  these  coordinates  in  a  normalized 
homogeneous form (their sum equals one) provide weight information for the specified 
location,  as  figure 3.7  illustrates.  In contrast  to  the natural neighbor  interpolation  in‐









of  barycentric  interpolation  remains  of  second‐order  accuracy  (Ferziger  and  Perić, 
1999, chapter 8.6.) equation (3.12) changes with the help of barycentric weights ߣ to 


















rivative  of  the  stress  tensor  as  part  of  the Navier–Stokes momentum  equation  is  re‐
quired. The definition of the deviatoric stress tensor of a velocity ݒԦ and dynamic viscos‐
ity ߟ is  
  ߬௜௝ ൌ ߟ ቆ߲ݒ௜߲ݔ௝ ൅
߲ݒ௝
߲ݔ௜ቇ ൌ ߟሺ׏ݒԦ ൅ ሺ׏ݒԦሻ
்ሻ  (3.15) 
 and  results  therefore  in  a  rank 2  symmetric  tensor of D×D dimensions.  It  can be ex‐
pressed  as  components  of  gradients  of  velocity  components  as  shown  in  equation 
(3.16)  for  the  two‐dimensional  case,  where  the  diagonal  parts  represent  the  normal 
stresses and the off‐diagonal parts shear stresses:  
  ߬௜௝ ൌ ߟ ൥
2ሺ׏ݒԦ௫ሻ୶ ൫׏ݒԦ௬൯୶ ൅ ሺ׏ݒԦ௫ሻ୷




  ׏ · ߬ ൌ 1
௉ܸ




න ߬ · ሬ݊Ԧ ݀ܵ
ௌ
  (3.17) 
For  constant ߟ, ׏ · ߬   reduces  to ׏ଶݒԦ. The  literature describes  several ways  to  approx‐
imate the normal component to  implement the Laplacian operator ׏ଶ. An overview is 
provided  by  Fletcher  (1991)  and  Ferziger  (1999).  Usually  finite  difference  schemes 
express derivatives in the normal direction at the faces. The FV implementation of equ‐
ation 3.17 requires the gradients of the velocity components at the faces. Stemmer et al. 








Figure  3.9: An  extension  to  figure  3.8 with  the  barycentric  coordinates  of  the  constructed Cartesian  cross 
around the face center and the two interpolation points along the normal path of a pre­defined size ݀ௌ. 
Including  the  neighbors  of  the  node’s  neighbors would  resolve  this  issue  and 
guarantees second‐order accuracy, but also increases the size of the stencil that directly 








න ߬ · ሬ݊Ԧ ݀ܵ 
ௌ
ൌ න ߟ ቆ߲ݒ௜߲ݔ௝ ൅
߲ݒ௝
߲ݔ௜ቇ · ሬ݊Ԧ ݀ܵௌ
ൌ ෍෍ݒ௜










difficult  to  analytically  determine  the  optimal  value  for ݀ௌ,  but  numerical  tests  have 








order  truncation error by using second‐order  interpolants. This might not hold  if  the 





mentation of  a dual  stencil  composed of  shear  and normal  components  of  stress  and 
their associated continuity could ensure a proper viscosity interpolant at the faces. 
3.2.4 Laplacian Operator 
The  energy  conservation  as well  as  the momentum  conservation  equation  for 
constant viscosities are expressed using the Laplacian operator ׏ଶ. The FV discretiza‐
tion results in  
  ׏ଶ߶ ൌ 1ܸන ׏
ଶ߶ ܸ݀
௏
ൌ 1ܸන ׏߶ ·ሬ݊Ԧ ݀ܵௌ ,  (3.19) 
which requires the gradient in normal direction at the cell  face. The fact that only the 
normal  direction  of  the  gradient  is  required  can  be  exploited  and  replaced  by  a  CDS 
formulation:  
  න ׏߶ ·ሬ݊Ԧ ݀ܵ
ௌ
ൌ ෍߶ே െ ߶௉݀௉ேே
ܣ௉ே  (3.20) 
This  approximation  for  the  face  stays  second‐order accurate  even  in  irregular 
grids since  the derivative between P and N does not change within all simplexes  that 
have both, P and N, as connectors. However, a  face center can move out of those sim‐
plexes  on  strongly  deformed  cells.  In  this  case,  it  is  useful  to  introduce  barycentric 
weights of the normal direction from the face center fn+/−, as illustrated in figure 3.8 as 
well. equation (3.20) changes to  


















The  interpolation  information  does  not  change  during  the  simulation  and 
should  be  precalculated  to  ensure  computational  efficiency.  One  set  of  interpolation 
information consists of a simplex index that in turn holds the D+1 nodal indices ߣௗ௜  and 








correspond  to  node  indices, which  can  be  found  in  the  face  neighbor  information  as 
well. Since only locations close to a certain face are looked up, the simplexes containing 





  ሺ1 ൅ Dሻሺ3 ൅ 2DሻሺW ൅ Iሻ  (3.22)
bytes if a weight is stored with W bytes and an index with I bytes. On an average irregu‐
lar grid in three dimensions, one node has approximately 14 neighbors, resulting in 7ܴ 
faces,  where ܴ denotes  the  total  node  count.  Assuming  further  double  floating‐point 




bit  integer into a  floating point consisting of 2ଵ଺ steps between 0 and 1,  introducing a 










dy  flow  are  furthermore  parabolic  in  time;  therefore  a  time‐stepping  method  is  re‐
quired to advance the solution in time. In contrast to spatial discretization, the tempor‐
al discretization  is  flexible and can adapt with a varying  time step Δݐ to  the situation. 
Time  is advanced over  the  time‐step Δݐ as ݐ௡ାଵ ൌ ݐ௡ ൅ Δݐ. This can be summarized to 
the following ordinary differential equation for an unknown scalar ߶: 


















߶௡ାଵ ൌ ߶௡ ൅ ݂ሺݐ௡, ߶௡ሻ Δݐ 
߶௡ାଵ ൌ ߶௡ ൅ ݂ሺݐ௡ାଵ, ߶௡ାଵሻ Δݐ 
߶௡ାଵ ൌ ߶௡ ൅ 12 ሾ݂ሺݐ௡, ߶
௡ሻ ൅ ݂ሺݐ௡ାଵ, ߶௡ାଵሻ ሿ Δݐ 
(3.26) 
These  different  methods  have  different  advantages  and  disadvantages.  While 
both,  the  forward  and  backward  Euler method  are  only  of  first‐order,  the  trapezoid 
method is second‐order accurate and a mixture of  implicit and explicit treatment. Ex‐
plicit methods have  the advantage  that  they are easy  to  implement and  to parallelize 
but have at the same time a restriction to the time‐step size (conditionally stable) and 
require the following stability criterion to hold: 
  ቤΔݐ ߲݂ሺݐ, ߶ሻ߲߶ ቤ ൏ 2  (3.27) 
For  the  application of  convection‐diffusion dominated problems,  this  criterion 
for the explicit forward method is restricted by a diffusive and advective area of influ‐











Δݔ௠௜௡ଶ ቤ ܿଶ ൏ 2 ܿଵ  
(3.28)
These are known as Courant  criteria  and  can be used  to  calculate  the adaptive  time‐













level  scheme,  is  the method  of  choice.  The  time  derivate  at  time ݐ௡ାଵ can  be  approx‐
imated by differentiating a parabola through the solutions at three time levels: 
  ൬߲߶߲ݐ ൰௡ାଵ ൎ
3 ߶௡ାଵ െ 4 ߶௡ ൅ ߶௡ିଵ
2 Δݐ   (3.29)
This leads to the following method: 
  ߶௡ାଵ ൌ 43߶
௡ െ 13߶
௡ିଵ ൅ 23݂ሺݐ௡ାଵ, ߶
௡ାଵሻ Δݐ  (3.30)
This scheme is  fully  implicit since ݂ is evaluated only at  the new time level.  It has the 
advantage that  it  is easy to  implement (compared to  the Crank Nicolson method) but 









൬߲߶߲ݐ ൰௡ାଵ ൎ ߙ ߶
௡ାଵ െ ߚ ߶௡ ൅ ߛ ߶௡ିଵ 
ߙ ൌ Δݐଵି ଵ ൅ ሺΔݐଵ ൅ Δݐ଴ሻିଵ 
ߚ ൌ െΔݐଵ ൅ Δݐ଴ ΔݐଵΔݐ଴⁄  
ߛ ൌ Δݐଵ Δݐ଴ ሺΔݐଵ ൅ Δݐ଴ሻ⁄  
Δݐଵ ൌ ݐ௡ାଵ െ ݐ௡ 
Δݐ଴ ൌ ݐ௡ െ ݐ௡ିଵ 
(3.31) 
For the initial time step this scheme is reduced to the backward Euler scheme by 
















the  divergence  field  that  originates  from  the  velocities  calculated  by  the momentum 
equation. The absence of inertia forces makes this coupling very weak (velocity correc‐




and yield similar convergence rates  if properly employed. The pressure  is split  into a 
correction term ߜ݌ and the pressure field of the previous ݊th inner iteration ݌௡, where 
only a portion ሺ1 െ ́ߙሻ of ߜ݌ is added: 
  ݌௡ାଵ ൌ ݌௡ ൅ ሺ1 െ ́ߙሻߜ݌  (3.32) 
  െ׏ · ݒԦ ൌ ׏ · ቆ 1െܣҧ௉,௠௠ ׏ߜ݌ቇ  (3.33) 
The  mean  central  weight  (averaged  from  the ݔ, ݕ and ݖ component)  from  the 





the  factor ́ߙ in  contrast  to  the weights  used  to  solve  for  the  velocity  field within  the 
momentum  equation.  The  corrected  pressure  is  applied  to  the  momentum  equation 
and  solved  consequently  in  turn  until ߜ݌ is  sufficiently  small  or  the  difference  of  the 
norm of the divergence reaches a certain limit.  
The iterative process for one time‐step can be summarized as follows: 
1. Solve  energy  equation;  take  velocities  from  previous  time‐step  as  a  first 
guess for the first loop. 
2. Solve  for  the velocity using  the momentum equation  for  the present  tem‐
perature  and  viscosity  field  while  taking  the  previous  pressure  field  or 
some initial value field. This results in a divergent velocity field in the first 
loop. 
3. Solve  the  Poisson  equation  (3.33)  to  acquire  the  correction  term  for  the 
pressure field and apply the correction (3.32). 
4. Repeat from step two until ԡߜ݌ԡ is sufficiently small (inner loop). 
5. Repeat  from step one until  temperature residuum to previous  iteration  is 
sufficiently small (outer loop) 












(ܶ ൌ 0) or a hot  start  (ܶ ൌ 1).  In most  cases we are  interested  in  the  (quasi‐)  steady 
state  and  the  temperature  field  is  set  to  its  conductive  profile, which  stems  from  an 
analytic solution of the heat equation and is only radially dependent (1D). The tempera‐
ture  profile  for  bottom  heated  convection  as  function  of  radius with ݎ௥ ൌ ݎ௜/ݎ௢ as  the 
radius ratio is defined as 
  ܶሺݎሻ ൌ ݎ௥1 െ ݎ௥ ൬
1






  ܶሺݎሻ ൌ 16 ൬ െݎ










in  particular  benchmarking  the  simulation with  other  published  results.  To  establish 
these  symmetries,  a  spherical harmonic perturbation  is  added  to  the  initial  tempera‐
ture profile 
  ܶሺߠ, φ, rሻ ൌ ܶሺݎሻ ൅ ߡ ௟ܻ௠ሺߠ, φሻ sinሺߨݎ െ ݎ௢ሻ,  (3.36) 
where ߡ is the amplitude of the perturbation. 
The sin term leads to largest distortions at mid‐radius. The amplitude ߡ does not 
equal  the  variations  at  mid‐depth  and must  be  adapted  to  the mode.  Compositional 










  ݎ௡ାଵ ൌ ݎ௡ ൅ 2ሺݎ௢ െ ݎ௡ሻݎ଴ ൌ ݎ௜ െ 2ሺݎଵ െ ݎ௜ሻ  (3.37) 
Temperature 
The  non‐dimensional  form  of  the  energy  equation  requires  a  fixed  zero‐
temperature at the top boundary to cool the interior. Therefore the top boundary con‐
dition  for  temperature  is  of  Dirichlet  type.  In  case  of  bottom  heated  convection,  the 
bottom boundary condition is similar and given by 
  ܶ|௥ୀ௥೔ ൌ ଵܶ ൌ 1 ܶ|௥ୀ௥೚ ൌ ଴ܶ ൌ 0  (3.38) 
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The  numerical  implementation  for  a  scalar  Dirichlet  boundary  condition with 
the defined ghost cells must be chosen such that the interpolated value at the boundary 
face equals the desired temperature: 
  ௥ܶబ ൌ 2 െ ௥ܶభ 
௥ܶ೙శభ ൌ െ ௥ܶ೙  (3.40)
For  the Neumann  boundary  condition  the  energy  exchange with  the  inner  boundary 
shell is simply ignored by setting the corresponding matrix element to zero. 
Velocity 
The boundary conditions  for  the velocity  field determine the  interface proper‐
ties between the core and the convecting mantle as well as the surface and the convect‐
ing mantle. While the outer core is mostly considered as liquid, a free‐slip (stress‐free) 








  ݒԦ௥ ൌ ሺݒԦ · Ԧ݁௥ሻ Ԧ݁௥ ݒԦ௟௔௧ ൌ ݒԦ െ ݒԦ௥  (3.41)
where  Ԧ݁௥ is the unity vector in the radial direction. 
The impermeability condition is met by presuming 
  ݒԦ௥|௥ୀ௥೔,௥೚ ൌ 0,  (3.42)
while the no‐slip condition additionally requires 






  ݒԦ௟௔௧ · ሾെ݌ ൅ ߟ ሺ׏ݒԦ ൅ ሺ׏ݒԦሻ்ሻሿ Ԧ݁௥|௥ୀ௥೔,௥೚ ൌ 0  (3.44) 
The  implementation  of  these  boundary  conditions  on  the  boundary  shells  is 
straight forward. The radial component is generally inverted while for the no‐slip con‐
dition together with an inverted lateral component results in ݒԦ ൌ 0 at the interface: 
  ݒԦ௥ୀ଴ ൌ െݒԦ௥,௥ୀଵ െ ݒԦ௟௔௧,௥ୀଵ ݒԦ௥ୀ௡ାଵ ൌ െݒԦ௥,௥ୀ௡ െ ݒԦ௟௔௧,௥ୀ௡  (3.45) 
For the stress‐free (free‐slip) condition, the above equation changes to 
 
ݒԦ௥ୀ଴ ൌ െݒԦ௥,௥ୀଵ ൅ ݎ଴ݎଵ ݒԦ௟௔௧,௥ୀଵ 
ݒԦ௥ୀ௡ାଵ ൌ െݒԦ௥,௥ୀ௡ ൅ ݎ௡ାଵݎ௡ ݒԦ௟௔௧,௥ୀ௡ 
(3.46) 







continuous  pressure  field.  A  simple  extrapolation method  ensures  this  condition,  re‐
quiring  three  interior pressure  values  that  lie  below /  above  the boundary  shells  for 
second‐order accuracy.  
 
݌௥ୀ଴ ൌ 12 ሺ5 ݌௥ୀଵ െ 4 ݌௥ୀଶ ൅ ݌௥ୀଷሻ 
݌௥ୀ௡ାଵ ൌ 12 ሺ5 ݌௥ୀ௡ െ 4 ݌௥ୀ௡ିଵ ൅ ݌௥ୀ௡ିଶሻ 
(3.47) 
The above equation is applied to grids with constant shell spacing Δݎ. For grids 














one  CPU  in  parallel.  Typically,  a  domain  decomposition  of  the  grid  is  applied, which 







neighboring domain.  The  ratio  between halo‐cells  and  grid  cells  is  a  first measure of 





One  approach  to  laterally  decompose  a  sphere  is  to  distribute ݌෤ points  on  the 
surface of a unit‐sphere, assume all with equivalent potential energy and minimize the 
global  potential  field  energy.  Figure  3.10  displays  some  configurations,  where  the 
patches on the surface would mark the region of one domain. This approach is known 
as  the  Thomsom  Problem2 (Thomson,  1904).  After  this  step,  its  closest  “Thomson” 
point  derives  the  domain  affiliation  for  every  cell.  The  resulting  decomposition  as 
shown in figure 3.11 leads to equal domain volumes, which is important to balance the 
computational  efforts  for each CPU. Some ݌ reproduce platonic  solids; ݌ ൌ 4 creates a 














est‐distance association. With an additional  choice of  one  radial  slice of  the  spherical 
shell, the limit on usable CPU cores doubles to ݌෤ ൌ 800. 






of  the  code  for  the  same problem size on various CPU counts. The  IBM  JUMP cluster 












velengths  and  their  powers, much  like  a  Fourier  transformation  of  a  function  in  two 
dimensions. While in 2D this decomposition consists of a certain frequency and its as‐
sociated power (or amplitude), on the surface of a sphere one more structural indicator 
exists, i.e. the degree ℓ ሺ൒ 0ሻ, the order ݉ ሺ|݉| ൑ ݈ሻ and their associated power. Figure 
3.13  illustrates  the  first  three degrees  and orders  of  the  spherical  harmonic  function 
௟ܻ௠ሺߠ, φሻ. In signal processing literature, the total power of a function or scalar field is 
defined as  the  integral of  the  function squared divided by  the area  it  spans  (Buttkus, 
2000). To calculate the spherical harmonic functions, the common orthonormalization 










sis by subtracting  the mean value of  the  field. Radially summing  these power spectra 
provides a one‐dimensional spectrum of modes that reflects the structural complexity 
of the whole shell: 
  ߣℓ ൌ ෍ߣ௥,ℓ
௥
  (3.49) 
The power spectrum of  the temperature field  is of prime interest because  it  is 
directly associated with the amount of uprising mantle plumes; a dominant degree‐one 
for example refers to one upwelling and one downwelling, yielding major implications 
on  the  appearance  of  topography  and  the  geoid.  The  depth  of  the  maximum  power 
yields  implications  for  the  location of  the  thermal boundary  layer, as  they exhibit  the 
largest lateral temperature variations. 
To obtain a  single parameter  to describe  the structural complexity of  the con‐
vecting system other than the dominant mode, which  is  the mode with the maximum 
power,  a  weighted mode  is  computed  to  account  for multiple  occurrences  of  strong 
modes. This method is similar to the robust‐localization method (Kertz, 1973, Buttkus, 
























The output data of  the simulation  is stored at pre‐defined  times, usually  time‐









The  velocities  of  up‐  and  downwellings  vary  strongly  for  different  Rayleigh 
numbers and rheologies and especially  for temperature‐ and pressure‐dependent vis‐
cosities. To measure those quantities in a uniform way, the radial min/max velocities at 
mid‐depth ݎ௠ ൌ ݎ௜ ൅ ଵଶ ሺݎ௢ െ ݎ௜ሻ are determined according to 
  ݒ௥ᇱ ൌ sgnሺݒԦ௥ · Ԧ݁௥ሻ |ݒԦ௥|  (4.1)
 
ݒ௥,௠௜ௗ,௠௔௫ ൌ maxሺݒ௥ᇱሻ|௥ୀ ௥೘ 
























ݎᇱ ൌ   ൛ݎ  א ሾݎ௜, ݎ௢ሿ: ۃ|ݒԦ௥|ۄ௟௔௧ሺݎᇱሻ ൌ max൫ۃ|ݒԦ௥|ۄ௟௔௧ሺݎሻ൯ൟ 
(4.4) 









  ݍ௖௢௡௩ሺݎሻ ൌ ۃݒԦ௥ ܶۄ௟௔௧ሺݎሻ  (4.5) 
and a conductive part, that can be defined for bottom‐heated convection with the geo‐
metry parameter ݎ௥ ൌ ݎ௜/ݎ௢ as 
  ݍ௖௢௡ௗሺݎሻ ൌ െ ߢݎ௥
߲ۃܶۄ௟௔௧
߲ݎ ,  (4.6) 
together with the internally generated heat‐flux for mixed‐mode heating scenarios 
  ݍுሺݎሻ ൌ ۃܳۄ௟௔௧ݎ  (4.7) 
the Nusselt number is defined as  
  ܰݑሺݎሻ ൌ ݍ௖௢௡௩ሺݎሻ ൅ ݍ௖௢௡ௗሺݎሻ ൅ ݍுሺݎሻݍ௖௢௡ௗሺݎሻ ൅ ݍுሺݎሻ   (4.8) 
For  mixed‐mode  heating  or  purely  bottom  heating  scenarios,  the  conductive 
heat‐flux is radially independent and can be expressed as 
  ݍ௖௢௡ௗ ൌ ߢΔܶ݀ ൅ ݍு  (4.9) 


















in equation 4.4  is directly related with  the heat‐flux and Nusselt number because  the 
temperature scale is different for this type of convection, as later explained in section 
5.1. In this case,  ௜ܶ  is best defined as the maximum horizontally averaged temperature 
within  the  convecting  system  as  no  hot  inner  boundary  exists.  The  maximum  non‐
dimensional temperature  ஼ܶ  in such systems is reached only in a non‐convecting scena‐
rio and is defined as 
  ஼ܶ ൌ 16 ݎ௢







  ܰݑு ൌ ஼ܶ௜ܶ   (4.12)
Other global quantities of interest are the volume averaged temperature ۃܶۄ and 
the root‐mean‐square velocity ݒ௥௠௦, which is given by 
  ݒ௥௠௦ ൌ ቆ1ܸන න න ሺݒ௨








  ݒ௥௠௦ ൌ ൭ 1∑ ௜ܸ௡௜ୀଵ ෍ ௜ܸሺݒ௜,௨

















The  following  Laplace  equation  illustrates  the  problem  and  is  applied  to  the 
spiral discretization and compared to analytic results, where ߰ represents a scalar val‐
ue within a discretized spherical shell. 
  ׏ଶ߰ ൌ 0  (4.15) 
The boundary conditions for this problem were prescribed on both boundaries, 
with a value of one at  the  inner and a value of zero at  the outer radius. This setup  is 
equivalent  to  a  time‐independent  solution  of  heat  transfer  through  a  spherical  shell, 
heated from below without internal heat sources or sinks.  
The  analytical  solution  to  (4.15)  for  any  discrete ߰ within  a  spherical  shell  is 
given by  
  ߰ ൌ ߰௜ ൅
ݎ௢൫ݎట െ ݎ௜൯ሺ߰௢ െ ߰௜ሻ
ݎటሺݎ௢ െ ݎ௜ሻ   (4.16) 
where ψo and ψi represent the outer / inner boundary value of ψ, ro and ri  the outer / 
inner radius of the spherical shell and ݎట the radius of ψ.  With respect to heat diffusion, 











0.04  106677  VD  1.072E‐3 1.513E‐3 1.0745E‐2 3.9 25 
0.03  266725  VD  7.995E‐4 1.112E‐3 8.7012E‐3 13.5  34 
0.02  815302  VD  6.270E‐4 8.539E‐4 6.2967E‐3 57.3  47 
0.04  106677  CVD  7.502E‐4 1.042E‐3 1.0284E‐2 3.8 25 
0.03  266725  CVD  5.296E‐4 7.356E‐4 7.3207E‐3 13.1  33 
0.02  815302  CVD  4.412E‐4 6.019E‐4 5.9523E‐3 57.0  45 
Table  4.1 Comparison  of  the numerical  and  analytical  solution  of  a  boundary  value  problem  describing  a 




To solve equation  (4.15) on various grids,  an  implicit method using  the  freely 
available  PETSc  solver  (Balay et al.,  2004) was  used  on  a  single  64  bit  Opteron with 













finite Prandtl‐number heated  from  the bottom of  the  spherical  shell. The  ratio of  the 
inner  to  the  outer  radius  of  the  spherical  shell  is  0.55,  similar  to  the  Earth’s mantle. 
Boundary conditions are given by impermeable and free‐slip conditions for the veloci‐
ties  and  fixed  temperatures T=1  at  the  inner  and T=0  at  the  outer  radius.  The  non‐
dimensional  forms of  the equations of mass, energy and momentum conservation re‐




To  solve  the  conservation equations  (2.14‐2.16),  a  second‐order  finite  volume 
discretization scheme as described  in chapter 3 with a co‐located velocity / pressure 
alignment was applied. A Jacobi pre‐conditioner with a Krylov‐subspace BiCGstab me‐
thod  (Saad,  1996,  Meister,  2005) was  implemented  to  solve  the  pressure  correction 
equation for the SIMPLE algorithm as well as for the energy and momentum equation.  
The  BiCGStab  method  is  based  on  the  non‐symmetric  Lanczos  algorithm 
(Lanczos, 1950, Lanczos, 1952). Special attention is required for a possible break‐down 
of  this algorithm, whereas  the Lanczos recursion  terminates without reaching a solu‐
tion for the system of equations. This property brought the BiCGStab method into dis‐
credit but recent research (e.g., Sleijpen et al., 1994, Sleijpen and van der Vorst, 1995, 





bic  symmetry  have  been  used  to  compare  different  published  spherical models with 
various discretization  schemes and numerical methods  (Stemmer et al.,  2006). To  in‐
itiate these steady state patterns, the initial conductive temperature field is perturbed 
with a normalized spherical harmonic mode (section 3.4). The mode  23Y  yields a tetra‐
hedral flow pattern and  0 44 4Y Y  results in a cubically symmetric flow in a certain range 










      tetrahedral (l,m)=(3,2) cubic (l,m)=(4,0)+(4,4) 
Model  Method  Nodes  NuT0 NuT1 vrms NuT0 NuT1  vrms 
Be89  SP  2400  3.4657 3.5293 ‐ ‐ ‐  ‐
Zh00  FE  165888  3.5190 3.4270 ‐ ‐ ‐  ‐
Iw96  FV  532480  3.4500 ‐ 32.417 ‐ ‐  ‐
TS00  FE  324532  3.6565 ‐ 32.936 ‐ ‐  ‐
Ha98  SP  552960  3.4955 ‐ 32.637 3.6086 ‐  31.076
Ra96  FV  200000  3.4423 ‐ 32.190 3.5806 ‐  30.870
YK04  FD  2122416  3.4430 ‐ 32.048 3.5554 ‐  30.518
St06  FV  663552  3.4864 3.4864 32.589 3.5982 3.5984  31.023
This  FV  133084  3.5142 3.5184 32.783 3.6137 3.6180  31.168
Table  4.2  Comparison  of  bottom  and  top  Nusselt  numbers,  NuT0  and  NuT1,  and  volume­averaged  rms­
velocities, vrms, of tetrahedral and cubic steady­state flow patterns of thermal convection in a spherical shell. 
‘Be89’  indicates results by  (Bercovici et al., 1989),  'Zh00' by  (Zhong et al., 2000b),  'Iw96' by  (Iwase, 1996), 
'TS00' by  (Tabata and Suzuki, 2000),  'Ha98' by  (Harder, 1998),  'Ra96' by  (Ratcliff et al., 1996b),  'YK04' by 
(Yoshida and Kageyama, 2004) and  ‘St06’ by (Stemmer et al., 2006). The respective discretization method is 




these values change  less  than 10‐6  in one time‐step. Table 4.2  illustrates  the resulting 
diagnostic  parameters  of  steady‐state  convection  in  a  spherical  shell  for  a  Rayleigh‐
number of Ra=7000 in comparison to other published models for isoviscous convection. 
The results agree well to within a few percent. The remaining differences are caused by 
the  different  numerical  grids,  grid  resolutions  and  discretization methods  applied.  A 
convergence  test  with  equal  input  parameters  for  tetrahedral  flow  with  a  projected 
icosahedra  grid  (see  section  3.1.2)  results  in  the  bottom  Nusselt  numbers  (3.3105, 




In order  to  verify  the  accuracy  of  the presented numerical  technique  for  fully 
spatially  variable  viscosity,  several  results  from published mantle  convection models 
were reproduced. According  to  linear stability analysis  (e.g., Busse, 1975),  two stable 
solutions for thermal convection in the three‐dimensional spherical shell with an inner 
to outer  radius  ratio of  0.55  exist  if  the  system  is purely bottom heated. The  applied 
rheology  law  for  the  viscosity  variations with  temperature  is  the widely used Frank‐
Kamenetskii  approximation  that  limits  the  viscosity  contrast  to  a  fixed  value Δߟ் 
(Frank‐Kamenetskii, 1969, Reese et al., 1999a): 
  ߟ ൌ exp൫ln Δߟ்൫ ௥ܶ௘௙ െ ܶ൯൯  (4.17)
Because the definition of the Rayleigh number includes the viscosity, a reference 
temperature  ௥ܶ௘௙ is  introduced at which  the viscosity  for  the Rayleigh number  is eva‐
luated. In all benchmark studies with varying viscosities this reference temperature is 








thod  Nodes  NuT0  vrms  NuT0  vrms  NuT0  vrms 
Ha98  SP  552960  3.4955  32.6375 ‐  ‐  ‐  ‐ 
Ra96  FV  200000  3.4423  32.19  3.2337  26.80  3.1615  25.69 
YK04  FD  2122416  3.4430  32.0481 ‐  ‐  3.133  26.1064 
St06  FV  663552  3.4864  32.5894 3.2398  27.2591  3.1447  25.7300 
This  FV  327744  3.4848  32.6535 3.2346  27.2513  3.1444  25.7139 
Cubic symmetry  1T  20T  30T   
Ha98  SP  552960  3.6086  31.0765 ‐  ‐  ‐  ‐ 
Ra96  FV  200000  3.5806  30.87  3.3663  25.17  3.3285  24.57 
YK04  FD  2122416  3.5554  30.5197 3.3280  25.3856  ‐  ‐ 
St06  FV  663552  3.5982  31.0226 3.3423  24.9819  3.2864  24.1959
This  FV  327744  3.5953  31.0704 3.3631  25.1521  3.2747  24.1568
Table  4.3  Comparison  of  the  bottom  Nusselt  number  and  the  rms­velocity  for  the  tetrahedral  and  cubic 
steady­state  convection with a  viscosity  contrast of ࢤࣁࢀ=1,  ࢤࣁࢀ=20 and ࢤࣁࢀ=30. The Rayleigh number  is 
7000  for  T=0.5.  The  abbreviation  ‘Be89’  stands  for  the  results  from  (Bercovici  et  al.,  1989),  ‘Ha98’  from 
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cosity  (ΔηT=20).  Once  ΔηT  reaches  a  certain  limit,  the  convective  regime  changes  to 















cludes  this  section.  The  COMSOL  suite  (Courbebaisse,  2008)  solves  the  equations  for 
mantle convection with spatially varying viscosity using a finite element approach. Be‐
cause this product has a broad range of applications, the solver is not optimized for this 
kind  of  problems.  This  is  the  reason why  only  two‐dimensional  (2D)  cases  could  be 
compared. Two simple  test cases were constructed  in 2D, one bottom‐heated  isovisc‐
ous model with ܴܽ ൌ 10ହ and a second model with an intermediate viscosity contrast 
of Δߟ் ൌ 100. The grid constructed for this problem is setup by 325 constantly angular 

















Setup  Simulation  Resolution ܰݑ௕ ܰݑ௧ ۃܶۄ ݒ௥௠௦  ݒ௠௔௫ 
ܴܽ ൌ 10ହ 
Isoviscous 
COMSOL 3.5  23.500 5.71 5.65 0.535 92.41  255.02
This  10.400 5.63 5.69 0.531 105.3  256.21
ܴܽଵ ൌ 10ହ  Δߟ் ൌ 100  
COMSOL 3.5  28.400 2.69 2.68 0.581 24.23  73.93
This  10.400 2.65 2.68 0.565 28.68  73.05
Table 4.5 shows a comparison of two cases of purely bottom heated convection in a 2D spherical shell with the 
commercial product COMSOL 3.5. The top boundary condition for the momentum equation was, in contrast to 



























This  chapter  concludes  this  thesis with  a  systematic  study  of  the  influence  of 




boundary  layer  thickness and structural complexity. The runs are divided  into purely 
temperature‐dependent  viscosity  cases  (TC)  and  temperature  and  depth  dependent 
viscosity cases (TPC). Roughly 2/3rd of all runs are TC, while the residues include a con‐
stant pressure‐dependent viscosity contrast of 100. Viscosity contrasts reach values of 
up  to 109 and  the  internal Rayleigh number values of  around 108, which  leads  to up‐
dated scaling laws for this kind of convection and a newly introduced spectral scaling 
that might help  to  constrain  interior parameters of  convection. The  input and output 
parameters  are  summarized  in  appendix  A  and  C.  The  following  list  summarizes  all 
symbols used in this chapter: 
ܪ   Volumetric heat production rate ߙ Fitting parameter, prefactor
ܯ   Mobility criterion after Tackley ߚ Fitting parameter, exponent
ܯ଴   Average temporal deviation of ݒ௠௔௫ ߛ Rheological gradientܯଵ   Mobility criterion based on boun‐dary layer thickness 
ߜ଴ Depth of the center of the thermal boundary layer (TBL) 
ܵ   Mobility criterion after Solomatov ߜ௕ Depth of the bottom of the TBL ܶ   Temperature, non‐dimensionalized ߜ௟ Depth / thickness of the stagnant‐lid 
௜ܶ   Interior temperature  ߜ௥௛ Thickness of the TBL, ߜ௟ െ ߜ௕
ଵܶ   Rescaled isoviscous temperature  ߜ௥௛כ Reduced thickness of the TBL, centered around ߜ଴
஼ܶ    Maximal conductive temperature  ߞ Fitting parameter
௅ܶ   Temperature below the stagnant‐lid ߟ Non‐dimensional viscosity
ௌܶ   Surface Temperature  ߟ௜ Non‐dimensional viscosity of the convecting interiorܽ   Fitting parameter, prefactor  ߠ Frank‐Kamenetskii‐parameter 
ܽ௥௛   Rheology constant  ߭ Viscosity in Pa s݀   Depth  ߭ௌ Surface viscosity in Pa s݃   Gravity  ߩ Density
݇   Conductivity ߱ Weighted mode
݉   Slope for wavelength scaling  ߱௠௜௡ Minimal mode / degreeݍ   Heat‐flow  ߱௦௧௘௣ Increase of degree for time‐dependent convection
ݍ௔   Convective heat‐flow  ߳ Fitting parameterݍ௖   Conductive heat‐flow  Δ ௥ܶ௛ Temperature difference from ߜ௟ to ߜ௕ ݍ௙   Convective heat‐flow fraction  Δߟ௉ Viscosity contrast due to pressure 
ݎ௜   Inner radius ܰݑ Nusselt numberݎ௢   Outer radius ܴܽଵ Rescaled isoviscous Rayleigh number ܴܽ ݎ௥   Radius ratio  ܴܽு,଴ Surface ܴܽ for internally heated convection 
ݐ   Time  ܴܽு,௜ Internal ܴܽ number based on the viscosity of  ௜ܶ  
ݒ௥௠௦   Volume averaged root‐mean‐square velocity 
ܴܽௌି் ܴܽ of the transition between steady‐state and time‐dependent convection 








ters  per  year)  all  inertia  forces  can  be  neglected with  an  infinite  Prandtl  number,  as 
further explained in section 2.3. The inner and outer boundaries of the spherical shell 




The equations are in a non‐dimensional form so that the thickness ݀ ൌ ݎ௢ െ ݎ௜ of 
the spherical shell acts as a length scale, the thermal diffusion time ݐ ൌ ௗమ఑  as time scale 
where ߢ ൌ ௞ఘ௖ು is  the thermal diffusivity, k  the thermal conductivity and ܿ௉ the specific 
heat capacity at constant pressure. The temperature scale for this kind of convection is 
based on  the  internal heating  rate ܪ instead of  a  fixed Δܶ. The non‐dimensional  tem‐
perature T’, with  ௌܶ as surface temperature, is given as (Grasset and Parmentier, 1998): 
  ܶ ൌ ߩܪ݀
ଶ
݇ · ܶԢ ൅ ௌܶ  (5.1) 
For convenience, the apostrophe is neglected in the following sections and all tempera‐
tures are non‐dimensional. 
The  bottom‐isolation  is  expressed  with  a  Neumann  boundary  condition  for 
temperature  (equation 3.39  in  chapter 3.5)  and  the maximal possible  temperature  is 
limited by  ஼ܶ  as explained in chapter 4.1. The energy equation (2.16) changes with the 
temperature scale of equation 5.1 to: 
  ߲ܶԢ߲ݐ ൌ ׏














A different expression exists  for  the effective Rayleigh number that  is best de‐
scribed  with  the  viscosity  at  the  convecting  interior ߟ௜ ൌ min ሺۃߟۄ௟௔௧ሻ .  Note  that ߟ is 
always  the non‐dimensionalized viscosity and  related  to  the dynamic viscosity  (Pa  s) 
with ߟ ൌ ߭ ߭ௌ⁄ , therefore the internal viscosity is defined as ߭௜ ൌ ߟ௜ ߭ௌ and the effective 
Rayleigh number is: 




Because  the  interior  temperature  ௜ܶ  (see  section  4.1  for  definition)  is  not  known  a‐
priori, this Rayleigh number is an output parameter, while ܴܽு,଴ is suitable as an input 
parameter  for  the  simulation  as  a  constant.  For  isoviscous  convection  the  Rayleigh 
number is therefore constant in space.  
While  this work  focuses on the  influence of  temperature on viscosity, selected 
tests were made that study the influence of pressure dependence as well. For simplicity 
and  comparability,  Newtonian  viscosity  is  assumed,  linearized  with  the  Frank‐
Kamenetskii approximation (Frank‐Kamenetskii, 1969): 
  ߟ ൌ exp൫െߛ ܶԢ ൅ lnሺΔߟ௉ሻ ሺݎ௢ െ ݎሻ൯  (5.5)
The γ parameter  is  assumed  constant  and  represents  the  rheological  gradient 
ߛ ൌ െ߲ ln ߟ ߲ܶ⁄ . It is related to the original Arrhenius relation (Karato and Wu, 1993) 




logical  constant ߛ and  the  resulting  temperature  difference  in  the  system.  Because  of 
purely internally heated convection, this difference is not known a‐priori and therefore 
the viscosity contrast  itself  is an output parameter,  in contrast  to bottom heated con‐
vection.  Here  the  temperature  difference  and ߛ are  input  parameters  and  therefore 
Δߟ ൌ expሺߛሻ.  In  the  present  simulations, Δߟ ൌ expሺߛ  ௜ܶሻ is  valid  for  TC  only.  For TPC, 
the definition of   ௜ܶ  is not sufficient because the effect of pressure dependency does not 
reveal the depth of the lowest average viscosity. Therefore, the lowest observed radial‐
ly averaged viscosity (Δߟ ൌ minሺۃߟۄ௟௔௧ሻିଵ)  is taken for those cases. The viscosity con‐
























convection.  Depending  on  the  viscosity  contrast,  the  surface mobility  changes  and  is 
denominated  into  three  different  regimes  (e.g.,  Hansen  and  Yuen,  1993,  Solomatov, 
1995, Ratcliff et al., 1996a, Trompert and Hansen, 1998a, Tackley, 2000a): 
1. The mobile regime is typical for isoviscous convection and convection with 
extremely  low  viscosity  contrasts where  the  surface  is  fully mobilized.  In 






















Different  criteria  are needed  to distinguish  these  regimes.  Typical  approaches 





Although  the  boundary  layer  thickness ߜ௥௛ (as  explained  in  the  next  section) 
does not correlate with  ௜ܶ and therefore the Nusselt number ܰݑ in the stagnant‐lid re‐
gime, a well defined correlation exist naturally from the definition of the Nusselt num‐
ber and heat  flux  for  the mobile  regime  in  the  form of ߜ௥௛ ൌ ܰݑିଵ (Solomatov, 1993; 
section 5.3). This different correlations of  the boundary  layer  thickness  in  relation  to 
the  Nusselt  number  gave  rise  to  an  alternative  mobility  criterion  in  the  form  of 
ܯଵ ൌ ߜ௥௛ ܰݑ,  as  it  defines  a well working  boundary  for  the  stagnant‐lid  regime with 
ܯଵ ൏ 0.6.  The  advantage  of  this  criterion  is  the  absence  of  any  velocity  component, 
which makes  it  suitable  for using  it with  scaling  laws.  Figure 5.2 demonstrates  three 











Figure  5.2.  Different mobility  criterions;  Left  shows  the  proposed  criterion  by  Tackley  (2000b) with ܯ ൌ
ݒ௧௢௣/ݒ௥௠௦; the middle picture shows the criterion by Solomatov and Moresi (1997) with ܵ ൌ ൫ߜ௥௛ଶ  ݒ௧௢௣൯ ߢ݀⁄  ; 
the right picture shows the criterion used in this work with ܯଵ ൌ ߜ௥௛ ܰݑ. All three pictures show all 88 cases 
with  crosses  as  purely  temperature­dependent  viscosity  cases  (TC)  and  diamonds with  temperature­  and 
pressure­dependent viscosity cases  (TPC). The dashed vertical  lines  in  the  right picture  show  the boundary 
between  the  stagnant­lid  regime  (right­hand  side  for  increased  viscosity  contrast)  and  non­stagnant­lid, 
dashed for TPC and dotted for TC. 
The Mobile  Regime 
This  regime  is  characterized by a  fully mobilized  surface and,  to distinguish  it 
from the low‐degree regime, with a minimal dominant degree of three. It thus includes 
isoviscous  convection  and  convection with  low  viscosity  contrasts  up  to  10.  The  ab‐
sence  of  degree‐one  convection  in  isoviscous  cases  is  due  to  the  chosen  radius  ratio 
since an increasing radius ratio leads to higher minimal degrees for convection (Jarvis, 
1993, Jarvis, 1994, Jarvis et al., 1995, Travnikov et al., 2000). An increase in the surface 




























































































































































long wavelength  in  this scenario. The transition of  the boundary condition  from free‐
slip  in  the mobile /  low‐degree regime to  the no‐slip boundary condition of  the stag‐
nant‐lid regime for the convecting interior is most probably the cause for the nonexis‐












referred  to  as  viscosity  contrast)  for  all  purely  temperature­dependent  viscosity  cases  (TC).  The  numbers 


























effects of mode‐alteration at  fixed  intervals. Figure 5.6 displays  the  temporal spectral 
progression of the temperature and velocity field of one case, cycling between degree‐
one and two. Because of the limited amount of cases no definite boundaries for the cyc‐







Figure 5.5. The cyclic behavior of the case ܴܽு,଴ ൌ 1݁3 and ߛ ൌ 30 between a dominant degree one and two. 
The color scale indicates the mode at a certain radius and time for temperature (top) and velocity (bottom). 
To  classify  the  time  dependence  of  convection,  a  criterion  is  required  that  is 
sensible  to  temporal  fluctuations  of  control  variables,  i.e.  the maximal  velocity ݒ௠௔௫. 
The  quasi‐steady  state  part  of  a  simulation was  used  to  calculate  the mean maximal 






for TC and ~6e5  for TPC,  similar  to observations by Hansen et al.  (1990) and as  illu‐

















free‐slip boundary  therefore changes  towards a no‐slip boundary  that can also be  in‐
terpreted as reducing the size of the effective convecting part. This on the other hand 
hinders  low  degrees  from developing.  The  transition  into  the  stagnant‐lid  starts  at  a 




tion  into  the stagnant‐lid regime  is not purely viscosity contrast dependent. One case 

















































































































































































Δߟ௉ ൌ 1݁5 (cases 86‐88 in appendix A and C) that led to an average Δߟ௟௔௧ ൌ 3݁3.  With 
a linear fit the following relationship can be established:  
  Δߟ௟௔௧ ൎ expሺ2.95 ൅ 0.43 ln Δߟ௉ሻ  (5.6)
5.3 Boundary Layer Definition 
The thermal boundary layer (TBL) of a convecting system is the region where a 
transition  between  convective  and  conductive  heat‐flow  can  be  observed.  In  purely 
internally heated cases with an insulated bottom boundary, only one TBL exists. Note 
that  figure 5.8 and 5.9  in combination with  the symbol  index at  the beginning of  this 
chapter are important to understand the following sections. 
To  establish  scaling  laws  for  the  TBL  thickness ߜ௥௛,  a  definition  for  the  lower 




boundary  layer ߜ௕ since  only  convective  heat‐flow  is  considered  from  this  point  on. 
This depth corresponds to the depth at which ܶሺߜ௕ሻ ൌ ௜ܶ. An alternative way as used in 
Grasset  and  Parmentier  (1998)  is  to  take  the  point  where  the  advective  heat‐flow 
equals the conductive heat‐flow,  ߜ଴. Assuming ߜ௕ defined as ߜ଴ would usually underes‐
timate  the boundary  layer  thickness and does not represent  the rheological  tempera‐
ture scale Δ ௥ܶ௛ as illustrated in figure 5.8 and further discussed in the next section. The 
depth  where  the  advective  heat‐flow  equals  the  conductive  heat‐flow  corresponds 
more  to  a  depth  of  the  center  of  the  boundary  layer.  The  layer  thicknesses  obtained 
with the first method correspond with an error of less than 2% to the values obtained 
by  Parmentier et al.  (1994).  These  studies  used  isoviscous  3D  boxed  simulations  of 
internally heated convection and confirm again that convection beneath the stagnant‐
lid can be treated as isoviscous even though small lateral and radial viscosity contrasts 
exist  (e.g.,  Grasset  and  Parmentier,  1998,  Solomatov  and Moresi,  2000b,  Reese et al., 
2005). The stagnant‐lid depth ߜ௟ that reaches zero in case of an absent stagnant‐lid acts 
as upper bound for the boundary layer so that ߜ௥௛ ൌ ߜ௕ െ ߜ௟. The lid thickness ߜ௟ and its 
determination  are  further  discussed  in  the  following  section.  The  reduced  boundary 
layer thickness ߜ௥௛כ  plays an important role in the scaling laws and is centered around 











more  than 2% of ݉ܽݔሺ|ݒԦ|ሻ and  can  therefore be  seen as  the boundary  of a non  eroded  lid. The  “V  curve” 

























The boundary or  thickness of  this  lid ߜ௟ is not  clearly defined.  Some refer  to  a 
non‐eroded stagnant‐lid (Deschamps and Sotin, 2000), where advective forces are low 



























the  inflexion  point  of  the  velocity  profile  e.g.,  Deschamps  and  Sotin  (2000),  as  illu‐
strated  in  figure  5.11.  This method works well  in most  cases,  but  is  not  a  consistent 
instrument  of  determining  the  lid  thickness  as  it  fails  to work  for weakly  convecting 
systems that are not  time‐dependent as shown in  figure 5.12. The velocity profiles of 
these weakly convecting systems include a second inflexion point close to the bottom 







profiles and a constant ܴܽு,଴ of 3 on the left side and 100 on the right. The steady­state cases with ߛ ൌ 40, 50 





Davaille  and  Jaupart  (1993),  Grasset  and  Parmentier  (1998)  and  Reese et al. 
(1999a,  2005)  found  that  at  least  for  purely  internally  heated  convection  a  fixed  de‐
pendence  of  the  rheological  gradient  to  the  temperature  drop  within  the  boundary 
layer exists (see section 5.6.2): 
  ܽ௥௛ ൌ Δ ௥ܶ௛ ߛ 
Δ ௥ܶ௛ ൌ ௜ܶ െ ௅ܶ 
(5.7)
In  this  equation    ௅ܶ ൌ ܶሺߜ௟ሻ is  defined  as  the  temperature  at  the  base  of  the 
stagnant‐lid  and  ௜ܶ ൌ ܶሺߜ௕ሻ the  temperature of  the well mixed  interior.  The  tempera‐
ture at the base of the stagnant‐lid is therefore bound to the lid thickness ߜ௟. Assuming 
that ܽ௥௛ should be as constant as possible, the different methods of determining the lid 












Although  the  center  of  the  reduced  boundary  layer ߜ଴ is  not  useful  to  directly 
specify neither the upper (lid‐depth) nor the lower boundary of the TBL (depth of  ௜ܶ), it 
shows a  strong correlation with  the Nusselt number. This  correlation  is omnipresent 














thickness,  in  a  way  that  this  new  TBL  centers  around ߜ଴.  A  reduced  boundary  layer 
thickness can be defined as ߜ௥௛כ ൌ 2ߜ଴ െ ߜ௕. It is reduced in a way that it is always thin‐









כ ൌ ܴܽு,௜ି଴.ଵ଺ଷ  (5.9) 
To constrain the lid thickness ߜ௟ from these relations, it must be possible to ob‐
tain  the  full  boundary  layer  thickness with  a  similar  relation.  Solomatov  (1995)  con‐
strains ߜ௥௛ from an exponentially decaying stress from the lid towards the surface that 
therefore strongly depends on the viscosity contrast: 




This  definition  considers ߜ଴ as  the  lid  thickness.  A  fit  of  the  models  presented  here 
leads to slightly different fitting parameters that are mainly due to a different geome‐
try: 
  ߜ௥௛ ൌ 4 ߜ଴ ሺߛ ௜ܶሻି଴.଼ସ ~ ߜ଴ߟ௜଴.଴ହଽ  (5.11) 
As figure 5.15 demonstrates the good scaling results for the above equation, the 
advantage of the introduction of ߟ௜ in the previous equation makes it compatible with 










flow  to actual heat­flow. The  inflexion point  is determined by  the  steepest ascend, whereas  the  root of  the 
tangent through the inflexion point marks the lower bound of the thermal boundary layer that coincides with 
the depth at which ܶ reaches  ௜ܶ . The upper bound has  two possible definitions; either with  the  lid  thickness 
observed  through  the  velocity profile  (black  dotted  line, ߜ௥௛) where ܽ௥௛ is  approximately  constant and  the 














Another  way  of  deriving ߜ௥௛ includes  the  Rayleigh  number  of  the  boundary 
layer (ܴܽఋ), defined as (Deschamps and Sotin, 2000) 
  ܴܽఋ ൌ ܴܽு,௜ ߜ௥௛ହ (5.12) 
Linear stability analysis performed on isoviscous convection with free‐slip boundaries 
predicts an ܴܽఋ independent of ܴܽு,௜. As figure 5.17 shows, the thermal boundary layer 











To constrain  the value of ܴܽఋ, only cases with ܴܽு,௜ ൐ 1݁7 were considered  to 
ensure  a  strong  time‐dependent  regime.  For purely  temperature‐dependent  viscosity 





not  significantly  increase  or  decrease  from  this  point  any  further  as  in  their  studies. 
Constraining  the  boundary  layer  thickness  with  a  constant ܴܽఋ presents  alternative 
fitting law to the previous method that directly fits a curve to the lid thickness. Instead, 
the following scaling for temperature‐dependent cases has been derived: 
  ߜ௥௛ ൌ ቆ ܴܽఋܴܽு,௜ቇ
ଵ
ହ ൌ 4.12 ܴܽு,௜ି଴.ଶ  (5.13)

















change  the  Rayleigh  number  definition.  The  more  important  slope  after ܴܽு,௜ ൌ 1݁7 
could  not  be  determined  because  of  insufficient  cases  in  that  range.  Instead,  a  first‐
order assumption constrains ܴܽఋ to a constant value of ~1070, which  is also close  to 
the  value  observed by Deschamps  and Sotin  (2000). The  resulting ߜ௥௛ fit  is  shown  in 
figure 5.18. The possibility of a dependency of ܴܽு,௜ on ܴܽఋ cannot be excluded.  
Stagnant‐Lid Thickness Scaling 
Both  previous  definitions  of  the  boundary  layer  thickness  share  the  lower 
boundary layer ߜ௕, thus the following relation for the lid thickness can be established: 
  ߜ௟ ൌ ߜ଴ ൅ 12 ߜ௥௛
כ െ ߜ௥௛  (5.14) 
Although three different  fitting  formulas are needed  for  this relation, equation 
5.14 predicts  the  lid  thickness  for  stagnant‐lid cases within a mean error of 0.8%  for 





























One can  find  two different methods  in  the  literature  to determine  the  internal 
temperature  for  stagnant‐lid  convection.  One  described  by  Moresi  and  Solomatov 
(1995) and Solomatov (1995) follows a three‐parameter fit. It is argued that this kind 






(1998)  divides  the whole mantle  into  two parts:  the  stagnant‐lid  and  the  convecting 
mantle below ‐ with the assumption that beneath the stagnant‐lid scaling laws similar 
to  isoviscous  convection  can  be  applied.  This method  is  further  discussed  in  section 
“Method B”.  





Boundary  layer  theory predicts a  relation of  the Nusselt number and  the Ray‐
leigh number for internally heated isoviscous convection in the form of ܰݑ~ ܴܽଵ/ସ (e.g., 
Schubert and Zebib, 1980, Schubert et al., 2001). Parmentier et al. (1994) corrected the 
exponent  for  time‐dependent  three‐dimensional convection  to ~0.23. A smaller value 
of the exponent relative to the theoretical value of the boundary layer theory was ob‐
served  for  time‐dependent bottom heated convection by Hansen et al.  (1990, 1992b). 
Solomatov (1993, 1995) extended this theory to temperature‐dependent viscosity. The 
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the non‐dimensionalized form ( ௌܶ ൌ 0!) for purely TC to 
  ஼ܶ
௜ܶ








ൌ ܽ൫ln ߟ௜ି ଵ൯ఈ ൫ܴܽ଴ ߟ௜ି ଵ൯ఉ  (5.18)
However,  neglecting  the  depth  dependence  for  the  fit  yields  equally  good  results  as 
















layer and a  stiff upper part  (the stagnant‐lid)  that  is mainly  controlled by conductive 
heat transport. Further it is assumed that the interior part can be treated like isovisc‐
ous convection with the well known scaling law in the form of 







ters, which results  in a  re‐defined Rayleigh number based on  the  interior viscosity ߟ௜ 
and the effective non‐dimensionalized thickness of 1 െ ߜ௅, where ߜ௅ is the lid thickness: 
  ܴܽଵ ൌ ܴܽ଴ ሺ1 െ ߜ௅ሻହ ߟ௜ି ଵ  (5.21) 
According to  the  isoviscous Rayleigh number definition,  the  temperature must 
be  re‐scaled  (temperature  is  scaled with  the  thickness  of  the  convecting  layer)  to  an 
“isoviscous” temperature according to  
  ଵܶ ൌ ௜ܶ െ ௅ܶሺ1 െ ߜ௅ሻଶ 
(5.22) 
The  direct  relation  of  the  Nusselt  number  to  the  internal  temperature  ௜ܶ (equation 
5.15) for purely internally heated convection allows modifying the equation (5.21) to  
  ଵܶ ൌ ܽ ܴܽଵఉ  (5.23) 
The resulting fit  is summarized in table 5.3 and illustrated  in  figure 5.22 for different 
regime types. It is worth noting that the mobile regime of TC results in fitting constants 
very  close  (less  than  3e‐3  difference  in ߚ)  to  those  observed  by  Parmentier  et  al. 




reas  the present  study  rescales  the  convection beneath  the  stagnant‐lid with  the me‐
thod described  in section 5.4 to determine ߜ௟. This confirms the assumption that con‐










Table 5.3. The results for the  ଵܶ ൌ ܴܽܽଵఉ fit, separated for different regimes. The order of the indicated values 














  ܶሺݎሻ ൌ 16 ൬ െݎ












for a  radius  ratio of 0.55 returning  the non‐dimensionalized depth between zero and 
one: 
dሺTሻ ൌ 209  
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In combination with ߜ௅ ൌ ݀ሺ ௅ܶሻ and equations (5.19, 5.20, 5.21), it is possible to derive 
the interior temperature with 
െܽ௥௛ߛିଵ
ሺ1 െ dሺ ௜ܶ െ ܽ௥௛ߛିଵሻሻଶ ൌ ܽ ሺܴܽ଴ ሺ1 െ dሺ ௜ܶ െ ܽ௥௛ߛ




weak  dependence  on ܽ and ߚ (Grasset  and  Parmentier,  1998,  Solomatov  and Moresi, 
2000a, Reese et al., 2005), it does strengthen the fitting procedure with the rather large 
amount of data points of  this  study. To provide a better understanding of  the depen‐





to  ‐0.26, which  is  approximately  in  between  the  two  theoretical  values  for  internally 
heated convection with  free‐slip (‐0.25) and no‐slip (‐0.2) boundaries (Schubert et al., 
1990).  This  is  evident  from  the  definition  of ܽ௥௛ itself;  a  lower  value  yields  a  more 
eroded stagnant‐lid  that gives  the convection below an  interface definition  towards a 
no‐slip upper boundary while higher values provide a more free‐slip boundary through 
the  shear  effects  of  an  increased  radial  viscosity  contrast.  Therefore  it  is  possible  to 
choose  the  erosion  level with  the  choice  of ܽ௥௛ and  a  further  lookup  of  best‐fits  of ܽ 
and  ߚ .  However,  the  lowest  error  was  found  for  the  time‐dependent  regime 











The same method applied  to  time‐dependent TPC  leads  to a  significant higher 
error  and  suggests  that  a  decomposition  of  stagnant‐lid  and  a  convecting  interior  is 
insufficient  in  case  of  additional  influence  of  pressure‐dependent  viscosity.  This  is 
mainly  due  to  the missing  influence  of  pressure  dependence  in  the  interior  viscosity 
term that yields from an unknown depth of ߟ௜. Opposite to the results of TC, this depth 
does not  coincide with  the depth of  ௜ܶ . Additional  scaling  laws  for  the depth of ߟ௜ are 
required to properly constrain  the heat‐flow with this mechanism. Figure 5.24 shows 
the  applied  method  for  TPC  and  demonstrates  that  the  relation  between ܽ and ܽ௥௛ 
stays approximately the same while ߚ shows a generally lower value. This supports the 











the  observed  heat‐flow ݍ is  a  composition  of  an  convective  part ݍ௔ and  a  conductive 
part ݍ௖, as  illustrated  in  figures 5.8 and 5.9. To derive  the heat  flux profile ݍ,  the heat 
equation itself is reduced to one dimension by  
  ݍ ൌ െ݇ ׏ܶ ൌ െ݇ ߲߲ܶݎ  (5.27) 
If the heat transport is dominated by advection, the radial temperature derivate 
is  close  to  zero, while  conductively  transported  heat  follows  the  theoretically  known 
profile. This profile is coupled to the conductive temperature and yields indirectly the 
advective heat‐flow profile: 






















tion,  logistic  function,  incomplete  and  regularized  gamma  functions  were  equipped 
with  up  to  four  free  parameters  and  fitted  against  a ݍ௙ profile  of  a  stagnant‐lid  case. 
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Most  of  these  step  functions  failed  to  reconstruct  the  transition  appropriately  except 
for one version of the regularized gamma function that is defined as  
  Pሺܽ, ݔሻ ൌ ߛሺܽ, ݔሻΓሺܽሻ ,  (5.30)
where ߛሺݔ, ܽሻ is the lower incomplete gamma function defined as  










  erf ݖ ൌ ߨିଵଶ ߛ ൬12 , ݖ
ଶ൰  (5.33)












Although  this method works  for  almost  all  cases  (extremely  weak  convective 
systems fail because the advective heat transport is at no depth the dominant mechan‐











No  unification  of  the  mobile  and  stagnant‐lid  regime  could  be  accomplished 
with the indirect fit, so a common three‐parameter fit for the TC in stagnant‐lid regime 
based on  the  surface Rayleigh number ܴܽு,଴ and  the  rheological  gradient ߛ yields  the 
following indirect fitting equations: 
  ߳ ൌ 0.0864 ߛ ൅ 0.277 ln ܴܽ଴ െ 2.54  (5.35) 
  ߞ ൌ 4.33 ߳ ܴܽ଴




  ߳ ൌ 0.0811 ߛ ൅ 0.287 ln ܴܽ଴ െ 3.17  (5.37) 
  ߞ ൌ 3.43 ߳ ܴܽ଴ି ଴.ଵସ ൅ 4.72  (5.38) 
Because ߳ is included in the fitting equation for ߞ, the resulting error of the ߳ fit 

























in  combination  with  strongly  temperature‐dependent  viscosity  creates  short  wave‐
length structures below the stagnant‐lid and therefore shows effects similar to bottom 













A  strong  correlation between  the  internal Rayleigh number  and  the dominant 
mode has been identified but could be significantly improved by utilizing the weighted 
mode ߱. Although the fitting parameters do not notably change  in contrast  to the do‐
minant mode,  the error  is significantly reduced. For  the steady state cases, a minimal 
possible  mode ߱௠௜௡ can  be  identified  that  stays  constant  until  the  transition  to  the 
time‐dependent regime occurs.  This minimal mode has a relatively large error because 






























As  a  consequence  of  the  mode  increase  after  the  transition  to  the  time‐
dependent regime, the observed temporal standard deviation of the velocity must show 
a significant  increase  for ߱ ൐ ߱௠௜௡ ൅ ߱௦௧௘௣, as demonstrated  in  figure 5.30. The stan‐
dard deviation of  the  temporal volume‐averaged velocity  is an  indicator  for  the  time‐
dependency of a convective system, so a higher value means more turbulent convection 
(down‐  and  upwellings  do  not  stay  spatially  fixed,  e.g.,  Hansen  et  al.  (1992b)).  This 
leads to the conclusion that beyond ߱ ذ 10, convection is time‐dependent in the stag‐
nant‐lid regime. 
  ࡾࢇࡿିࢀ  ࣓࢙࢚ࢋ࢖  ࢓  ࣓࢓࢏࢔  ࣑૛ 
TC  2.07e6  5 5.12 5.5 0.055 
TPC  2.07e6  5 2.23 5.5 0.047 








































sults. Variables of primary interest  for the benchmarks were global quantities,  i.e.  the 
Nusselt number, the volume averaged temperature and velocity as well as local quanti‐
ties  such  as maxima  / minima  of mid‐shell  temperature  and  velocity.  A  convergence 
test  with  successively  refined  grids  proved  the  convergence  of  global  quantities  to‐
wards an extrapolated solution. Quantitative measures of three‐dimensional spherical 
mantle  convection  are  sporadic  but  the  simulations  presented  here  only  vary  a  few 
percent with published results and contribute to further benchmarks. 
As an application to mantle convection,  the model was applied to a parameter 
study  of  88  cases  to  obtain  scaling  laws  for  purely  internally  heated  convection  in  a 
spherical shell. The aspect ratio was fixed to 0.55, similar to the value of the Earth. The 
rheology  law  is based on a  linearized Arrhenius  law,  commonly known as  the Frank‐
Kamenetskii approximation. Three regimes of convection that were explored with bot‐
tom‐heated  convection  in previous  studies  could also be  identified with purely  inter‐
nally heated convection. A fourth regime, the low‐degree‐regime that occurs instead of 





bottom heated convection. The surface  is completely mobile and the  transition to  the 
stagnant‐lid  regime  is  rather  abrupt.  Present  and newly developed  indicators  for  the 
different regimes were validated to distinguish between them as this is the first para‐
metric  study  that  follows  the  transition  of  the  regimes with  purely  internally  heated 
convection in a spherical shell.  
Numerical simulations in three‐dimensions using Cartesian box geometries with 
large  aspect  ratios  (e.g.,  Tackley,  1996b,  Ratcliff et al.,  1997,  Trompert  and  Hansen, 
1996)  and  spherical  shell  geometries  (e.g.,  Ratcliff et al.,  1996b,  Ratcliff et al.,  1996a) 
show the formation of a highly viscous layer close to the surface with stress‐free boun‐
dary  conditions when  the  viscosity  contrast  due  to  temperature  reaches  a  value  be‐
tween 10ସ െ 10ହ. This layering mechanism was observed and studied in section 5.2. In 
contrast  to  the numerous  small  scale plumes surrounded by  sheet‐like downwellings 
observed with bottom heated convection (e.g., Ratcliff et al., 1996a, 1996b), purely in‐
ternally heated convection forms opposite structures: plume like downwellings below 











ber.  Scaling  laws  help  to  quickly  calculate  these  quantities  to  avoid  time  consuming 
computations of three‐dimensional simulations.  
With the number of cases in the stagnant‐lid regime, it was possible to obtain a 
full  inversion  of  the  classical  three‐parameter  fit  in  the  form  of ܰݑ ൌ ܽ ߠఈ ܴܽு,௜ఉ  
(Solomatov, 1995). In previous studies the exponent ߚ was fixed to 1/3rd obtained from 
boundary  layer theory of  isoviscous, bottom heated free‐slip convection. Grasset   and 
Parmentier (1998) and Reese (2005) argued that the three parameter fit does not hold 
for  strongly  temperature‐dependent  viscosity  in  purely  internally  heated  convection 
models.  However,  they  could  not  perform  a  full  inversion  because  of  an  insufficient 
number  of  cases.  In  the  present  study,  a  full  inversion  yielded  satisfying  results  but 
with ߚ close  to  1/5th.  This  offset  from  the  theoretical  value  of  1/4th  for  steady‐state, 
free‐slip  and  purely  internally  heated  convection  is  reasonable  considering  that  the 











An  alternative  way  to  parameterize  the  heat  transport  of  a  mantle  flow with 
temperature‐dependent viscosity was first suggested by Solomatov (1993, 1995),  later 
confirmed by Davaille  and  Jaupart  (1993) with  laboratory  experiments  for  internally 
heated  convection  and  by  Grasset  and  Parmentier  (1998)  and    Reese  et  al.  (1999a, 
2005)  through  numerical  simulations.  The  authors  argue  that  the  temperature  drop 
within the thermal boundary layer below the stagnant‐lid can be described by the rheo‐
logical gradient ߛ in the way that Δ ௥ܶ௛ ൌ ௜ܶ െ ௅ܶ ൌ ܽ௥௛ߛିଵ where ܽ௥௛ is the rheological 
constant,  ௜ܶ  the  temperature  of  the  convecting  interior  and  ௅ܶ the  temperature  at  the 
bottom of the lid ߜ௅. The whole system is divided into two layers: a purely conducting 
layer,  i.e.  the  stagnant‐lid,  and  an  almost  isoviscous  convecting  layer  below.  In  the 

























ence  in  the  resulting  error.  A  relation  between  the  paramters  has  been  recognized 
already in earlier studies (Grasset and Parmentier, 1998, Solomatov and Moresi, 2000a, 
Reese  et  al.,  2005)  but  these  authors  finally  assume  a  value  of  beta  derived  from 
theoretical  and  isoviscous  studies  and  then  determine  a  and  arh.  A  variation  in  the 
parameters may be relevant assuming different levels of erosion of the stagnant‐lid, i.e., 
the larger ܽ௥௛, the thinner is the lid and vice versa. This delamination mechanism could 
be useful  in combination with the  initiation of continental rifting based on a  thinning 
lithosphere (Spohn and Schubert, 1982). 
Apart  from updated scaling  laws, a new method was developed to  reconstruct 







changed  into  conductive.  This  transition  zone  is  equivalent  to  the  thermal  boundary 
layer. With the known theoretical heat‐flow profile of pure conduction, it is possible to 
reconstruct  the complete  temperature profile by knowing the exact properties of  this 
transition. It is further possible to obtain important parameters like the temperature of 
the convecting interior and the lid thickness. Several step functions were tested and the 
incomplete gamma  function yielded an excellent  fit  for  this  transition  zone with only 
two parameters, capable of retrieving the heat‐flow profile for all regimes. Unfortunate‐





only  valid  for  internally  heated  convection;  however,  further  studies  could  reveal  an 
application to several other heating modes as well.  
Apart  from  the  scaling  laws  for  the  internal  temperature,  heat‐flow  and  the 
stagnant‐lid  thickness also  the pattern of mantle  convection has been parameterized.  
The convection pattern or the degree of the convection structure is a helpful parameter 
to  constrain  convection models  of  the  terrestrial  planets  as  the  degree  of  convection 
structure  is  one  important  observable.  This  can  be  obtained  by  seismic  tomography 
models and also indirectly from the structures at the planet’s surface. Interestingly, for 
Earth, Mars and the Moon a low‐degree convection pattern is suggested.  For the Earth 
this has been  found by seismic  tomography models  (Masters et al., 1996, Grand et al., 
1997). Moreover, the formation of supercontinents on the Earth hints at the fact that an 





















It  is  interesting to note  that,  in comparison to  isoviscous convection,  the same 
internal  Rayleigh  number  produces  in  the  presence  of  a  stagnant‐lid  flow  structures 








viscosity with depth has a remarkable effect on  the convection pattern,  resulting  in a 
long‐wavelength  structure up  to degree‐one  flow. However,  another  important  factor 
for the mantle viscosity, i.e., the strong dependence on temperature, was absent in their 
models.  In  contrast  to  the  observations  by  Bunge  et  al.  (1996,  1997)  and  Harder 
(2000),  the  influence of pressure dependence  in  this parameter study did not  lead  to 
longer wavelengths flow patterns (see section 5.7) and the range of degree‐one occur‐
rences seems to be unchanged. On the other hand, the behavior in the time‐dependent 
stagnant‐lid  regime with  additional  pressure  dependency  does  indeed  lead  to  lower 
modes  than  its  counterpart with  only  temperature‐dependent  viscosity  for  the  same 


























































































































































































































































































temperatures  in  combination with  the  Arrhenius  viscosity  law  and  realistic  Rayleigh 
numbers  would  greatly  improve  our  understanding  of  mantle  convection  in  general 
and the accuracy of the previously applied Frank‐Kamenetskii approximation in partic‐
ular.  




internal  heating  should  be  investigated.  In  particular,  scaling  laws  to  constrain  heat‐
flow and stagnant‐lid properties should be derived. The new technique to reconstruct 
the  entire  heat‐flow  profile  presented  in  section  5.6.3  is  likely  to  be  applicable  in  a 
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