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HHL quantum algorithm to solve linear systems is one of the most important subroutines in many
quantum machine learning algorithms. In this work, we present and analyze several other caveats
in HHL algorithm, which have been ignored in the past. Their influences on the efficiency, accuracy
and practicability of HHL algorithm and several related quantum machine learning algorithms will
be discussed. We also found that these caveats affect HHL algorithm much deeper than the already
noticed caveats. In order to obtain more practical quantum machine learning algorithms with less
assumptions based on HHL algorithm, we should pay more attention to these caveats.
I. INTRODUCTION
As the byproducts of Shor’s factoring algorithm [1] and
Grover’s searching algorithm [2], the quantum phase es-
timation algorithm [3] and amplitude amplification tech-
nique [4] play important roles in many quantum algo-
rithms developed in the past. It is a beautiful application
of quantum phase estimation algorithm to Shor’s factor-
ing algorithm. However, other applications like quantum
counting [5], eigenvalue estimation of Hermitian matrix
[6], HHL algorithm to solve linear system [7] appear some
“unclean” parts (here “unclean” does not means the al-
gorithms are not good, but means they may contain some
restrictions). The reason to these “unclean” parts comes
from quantum phase estimation algorithm itself. Since
quantum phase estimation algorithm is used to estimate
eigenvalue of unitary transformation, which has the ex-
pression eiθ with 0 ≤ θ < 2π. For example, in the case
of estimating eigenvalue λ of Hermitian matrix H . Al-
though eiHt is unitary with eigenvalue eiλt, the argument
λt may not lie between 0 and 2π. We should compress
λ via t into a small number λt that lies in the interval
[0, 2π). By quantum phase estimation algorithm, we will
get a good approximate of λt. However, the error will be
enlarged by t and so the complexity will also be enlarged
by t. This means we may cannot get a good approximate
of λ efficiently. What worse is that sometimes we even
do not know how to choose such an t.
Eigenvalue estimation of Hermitian matrix is one cen-
tral step of HHL algorithm. The above discussion points
out one caveat in HHL algorithm, that is the choice of
the compression parameter t. But in HHL algorithm,
the authors have assumed the singular values of the co-
efficient matrix lie between 1/κ and 1, where κ is the
condition number. And so avoided to consider this prob-
lem. However, in any given problem, we should consider
this before applying HHL algorithm in order to make less
assumptions.
A known fact is that HHL algorithm only returns a
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good approximate |x˜〉 of the quantum state |x〉 of the
exact solution. However, such a good approximate may
not induce a good approximate of the classical solution
x = |x||x〉, where |x| is the 2-norm of x. This is because, if
the error between |x˜〉 and |x〉 is ǫ, then the error between
|x||x˜〉 and x will be |x|ǫ. This means the error is enlarged
by the norm of the classical solution. Or in other words,
the complexity of HHL algorithm is enlarged by the norm
of the classical solution. This is another caveat that did
not considered in HHL algorithm. The actual effect of
above two discovered caveats on the efficiency of HHL
algorithm will be discussed in this work.
It is well known that HHL algorithm paves a way to
study machine learning by quantum computer [8], [9],
[10], [11], [12], [13], [14]. With the rapid developments
of applications of HHL algorithm in quantum machine
learning. On one hand, these works provide substan-
tial examples that quantum computer can do better than
classical computers. On the other hand, we should ask
what is the practical efficiency of these works due to the
restrictions of HHL algorithm? And under what kind of
conditions, can these works achieve high speedup than
the classical counterparts? The second target of this
work is to reconsider the influences of the caveats we
discovered in HHL algorithm on the efficiency of several
quantum machine learning algorithms: linear regression
[13], [14], [15], supervised classification [16], least-square
support vector machine [11] and Hamiltonian simulation
of low rank matrix [17].
The structure of this work is as follows: In section II,
we first briefly review the quantum algorithm to estimate
eigenvalues of Hermitian matrix, from which we will dis-
cuss some other caveats about HHL algorithm that did
not discussed in the past. Section III is devoted to recon-
sider the efficiency of several quantum machine learning
algorithms that related to HHL algorithm, which also
possess the same problems in HHL algorithm.
II. RECONSIDERING HHL ALGORITHM
When applying HHL algorithm [7] to solve linear sys-
tems Ax = b (assume A is Hermitian), people usually
2talk about the following four caveats [8], [18]:
(C1). The condition number κ of A.
(C2). The Hamiltonian simulation of eiAt.
(C3). The preparation of the quantum state |b〉.
(C4). The result of HHL algorithm is a quantum state
|x〉 of the solution.
The caveat (C2) can be solved, for example in the case
when A is sparse and all its entries are efficiently available
[19] or when A is low rank [17], [20]. There are also some
methods to resolve the caveat (C3), for example in the
relatively uniform case [16], or when all the entries and
the norm of b are efficiently computable [21]. As for (C4),
obtaining quantum state |x〉 is enough for many quantum
machine learning problems [11], [12], [13], [14]. The influ-
ence of consider number is unavoidable in the algorithm.
From these points, these four caveats seem acceptable to
HHL algorithm. However, in the original paper of HHL
algorithm, it actually contains another caveat, which is
related to the first caveat and is easy to be ignored when
using HHL algorithm:
(C5). The singular values of A lie between 1/κ and 1.
The first four caveats may be solvable in some sense
as discussed above, however, the fifth caveat is a little
difficult to overcome. As discussed in the original pa-
per [7], it can be solved by a scaling. But usually, it is
hard to achieve such a scaling, since we do not know the
condition number κ in advance. The caveat (C5) mainly
comes from the quantum phase estimation algorithm to
estimate eigenvalues of Hermitian matrix. We should
compress the eigenvalues of the Hermitian matrix into
small numbers that lie between 0 and 2π before applying
quantum phase estimation algorithm. In the following,
we first briefly review this algorithm.
Let A = (aij) be an M ×M Hermitian matrix with an
eigenvalue λ (unknown) and a corresponding eigenvector
|u〉 (known). Then U = eiAt is unitary. Now we suppose
U can be efficiently simulated in time O(tγpoly(logM)/ǫ)
with accuracy ǫ. Consider the following quantum phase
estimation algorithm to estimate the eigenvalue λ, where
t and N appear below are under determination:
1√
N
N−1∑
x=0
|x〉|u〉 7→ 1√
N
N−1∑
x=0
|x〉Ux|u〉
=
1√
N
N−1∑
x=0
eiλtx|x〉|u〉
7→ 1
N
N−1∑
y=0
[
N−1∑
x=0
eix(λt−
2piy
N
)
]
|y〉|u〉.
(1)
Then
Prob(|y〉) = 1
N2
∣∣∣∣∣
N−1∑
x=0
eix(λt−
2piy
N
)
∣∣∣∣∣
2
=
1
N2
∣∣∣∣∣sin N2 (λt− 2piyN )sin 12 (λt− 2piyN )
∣∣∣∣∣
2
.
(2)
If |λt− 2piy
N
| ≤ pi
N
, then |N2 (λt− 2piyN )| ≤ pi2 , and so
Prob(|y〉) ≥ 4
π2
1
N2
∣∣∣∣∣ N2 (λt− 2piyN )1
2 (λt− 2piyN )
∣∣∣∣∣
2
=
4
π2
. (3)
By choosing suitable t and N , we can always find such a
y satisfies |λt− 2piy
N
| ≤ pi
N
. Therefore |λ− 2piy
tN
| ≤ pi
tN
= δ
and N = O(1/tδ). At this time 2πy/tN will be a good
approximate of λ. The complexity of this algorithm is
O((tN)γpoly(logM)/ǫ) = O(poly(logM)/ǫδγ), (4)
here δ is the accuracy of estimation of eigenvalue λ. The
above is a brief overview of quantum phase estimation
algorithm to estimate eigenvalues of Hermitian matrix.
On the whole, when fixing t and the accuracy δ, we can
choose a suitable N such that the algorithm is efficient.
Note that the result 2πy/tN of algorithm (1) is non-
negative, so what if λ < 0? This problem actually does
not hard to solve, since we can choose t small enough,
such that |λt| < π. So if 2πy/N > π, then we believe
that λt = 2πy/N−2π = −2π(N−y)/N . The good point
of quantum phase estimation is that we can estimate all
eigenvalues of A even without knowing the eigenvectors.
The algorithm is almost the same as (1) and it forms one
central step of HHL algorithm. However, there exists one
problem we should consider beforehand in algorithm (1).
Problem T. How to choose t. It is clear that t
should satisfy |λt| < π due to e2pii = 1 and the sign of
λ. A theoretical choice of t is t = π/|λmax|, where |λmax|
is the maximal singular value of A. There are several
different types of upper bounds about |λmax|, a few are
listed below:√
Tr(AA†), ‖A‖1 = maxj
∑
i |aij |,
‖A‖2 =
√∑
i,j
|aij |2, M‖A‖max =M maxi,j |aij |.
(5)
The above choices about upper bound will affect the com-
plexity of the total algorithm, since the above matrix
computation are not easy in classical computer or even
in quantum computer. One simple case is when A is
poly(logM) sparse and all the entries of A are bounded
by poly(logM).
Now come back to HHL algorithm. The authors in [7]
assume that all the singular values of A lies between 1/κ
and 1. At this time, 1/κ = |λmin| equals the smallest sin-
gular value of A. Under this assumption, the complexity
of solving Ax = b is
O((logM)s2κ2/ǫ) = O((logM)s2/λ2minǫ), (6)
where s is the sparseness of matrix A. Moreover, as dis-
cussed in the original paper, the assumption (C5) can
be resolved by scaling the the linear system in the first
step. However, scaling does not affect the whole proce-
dure of HHL algorithm, since the initial state of HHL
3algorithm is |0〉|b〉, and scaling does not affect this initial
state. Actually, scaling only works when estimating the
eigenvalues of A. It compresses the singular values of A
into the interval [1/κ, 1]. More specifically, let A˜ be a
new matrix which does not satisfy the condition (C5).
Denote A = tA˜ such that A satisfies the condition de-
scribed in (C5) (here we suppose t can be obtained by
some methods). Then from (6), if |λ˜min| is the smallest
singular value of A˜, the complexity of HHL algorithm will
be
O
( (logM)s2
t2λ˜2minǫ
)
theoretically
========= O
( (logM)s2λ˜2max
λ˜2minǫ
)
= O
( (logM)s2κ2
ǫ
)
.
(7)
Here “theoretically” means the best choice about t is
O(1/|λ˜max|), where |λ˜max| is the largest singular value of
A˜. It also means we may cannot obtain the best choices
of t. Formula (7) implies that, if we do not know κ in
advance, and just choose a reasonable t based on some
methods, then the smaller t is, the higher complexity of
HHL algorithm will be.
Another point in (7) we should pay attention to is that
HHL algorithm only preserves eigenvalues larger than
1/κ = 1/|λmin|. However, we do not know |λmin| before-
hand. There are lots of upper bounds about the maxi-
mal eigenvalue, but few about the smallest eigenvalue. A
reasonable idea is choosing a small number µ instead of
|λ˜min| (for example, see applications in [11], [12]). Then
in the procedure of HHL algorithm, we only keep the
eigenvalues larger than µ and ignore all the eigenvalues
smaller than µ. At this time, the complexity will be
O((logM)s2/t2µ2ǫ). (8)
However, it will make the solution less accuracy if µ is
not close to |λ˜min|. In other words, if we only consider
the solution of the linear system lie in these components,
then the error is ǫ. While the error to the exact solu-
tion may be larger than ǫ. Since the solution not only
depends on A, but also on b. And it seems hard to es-
timate the error of HHL algorithm at this time. This
can be reflected more clearly in the simple case when
A = diag{a0, . . . , ar−1, ar, · · · , aM−1} is a diagonal ma-
trix with
1 ≥ |a0| ≥ · · · ≥ |ar−1| ≥ µ > |ar| ≥ · · · ≥ |aM−1| > 0.
Set b = (b0, . . . , br−1, br, . . . , bM−1)T . Then in HHL al-
gorithm, we will obtain a solution in the form
(b0/a0, . . . , br−1/ar−1, 0, . . . , 0)T .
However, the exact solution is
(b0/a0, . . . , br−1/ar−1, br/ar, . . . , bM−1/aM−1)T .
The error will be large if b does not lie in the well-
conditioned parts of A.
The final point we should pay attention to HHL al-
gorithm is that: HHL algorithm returns an approximate
state |x˜〉 of the state |x〉 of the exact solution. This means
||x〉 − |x˜〉| ≤ ǫ. But the exact solution is x = |x||x〉. So
|x − |x||x˜〉| ≤ |x|ǫ. The error may be enlarged by the
norm |x|. If we want this error small, then the com-
plexity of HHL algorithm becomes O((logM)s2κ2|x|/ǫ).
Actually, this phenomenon has already appeared in the
quantum counting algorithm [5]: Suppose there are K
marked items in {1, 2, . . . , N}. Then the result of quan-
tum counting algorithm is that we can approximate K
with relative error ǫ in time O(
√
N/Kǫ2). So we can
find an K˜ such that |K − K˜| ≤ Kǫ. Similarly, if we want
Kǫ = 1 for example, then the final complexity will be
enlarged into O(
√
NK).
The above phenomenon in HHL algorithm can be
stated more clearly in the following way: Assume A is
invertible, the eigenvalues of A are λ1, . . . , λM and the
corresponding eigenvectors are |u1〉, . . . , |uM 〉. Assume
b =
∑M
j=1 βj |uj〉, then the exact solution of Ax = b is
x =
∑M
j=1 βjλ
−1
j |uj〉. And so its quantum state is |x〉 =
1√
Z
∑M
j=1 βjλ
−1
j |uj〉, where Z = |x|2 =
∑M
j=1 |βjλ−1j |2.
Assume the solution obtained by HHL algorithm is
|x˜〉 = 1√
Z˜
∑M
j=1 βj λ˜
−1
j |uj〉 where Z˜ =
∑M
j=1 |βj λ˜−1j |2 and
|λ−1j − λ˜−1j | ≤ ǫ. Then the classical solution obtained by
HHL algorithm has the form x˜ =
∑
j βj λ˜
−1
j |uj〉. Note
that Z˜ = |x˜|2. By the error analysis in HHL algorithm
[7], we have
O(ǫ2) ≥ ||x〉 − |x˜〉|2 = 2− 2〈x|x˜〉.
This means 1 ≥ 〈x|x˜〉 ≥ 1−O(ǫ2). On one hand,
|Z − Z˜| =
M∑
j=1
|βj |2
∣∣∣|λ−1j |2 − |λ˜−1j |2∣∣∣ ≤ O(ǫκ|b|2).
We wish ǫκ|b|2 ≤ ǫ1 is small. So ǫ ≤ ǫ1/κ|b|2. On the
other hand, if we set Z˜ = Z + δ with 0 ≤ δ ≤ ǫ1, then
|x− x˜|2 = Z˜ + Z − 2
√
ZZ˜〈x|x˜〉
≤ 2Z + δ − 2
√
Z(Z + δ)(1−O(ǫ2))
≤ δ + (Z + δ)O(ǫ2)
≈ O(Zǫ2).
Similarly, we also wish Zǫ2 ≤ ǫ22 is small, which implies
ǫ ≤ ǫ2/
√
Z = ǫ2/|x|. Combing the above analysis, we
can choose ǫ = min{ǫ1/κ|b|2, ǫ2/|x|}. Finally, we assume
ǫ1 = ǫ2 =: ǫ˜ when they are small. Then
ǫ = min{ǫ˜/κ|b|2, ǫ˜/|x|} = ǫ˜
max{κ|b|2, |x|} . (9)
The complexity of HHL algorithm will be
O
( (logM)s2κ2max{κ|b|2, |x|}
ǫ˜
)
. (10)
4So the complexity of HHL algorithm is influenced by the
norm of the solution and also the norm of b. It is not hard
to check that the error between Ax˜ and b is |Ax˜ − b|2 =∑M
j=1 |βj(λj λ˜−1j − 1)|2 = O(Z˜ǫ2), which also implies the
influence of the norm of the solution on the efficiency of
HHL algorithm.
III. RECONSIDERING SOME QUANTUM
MACHINE LEARNING ALGORITHMS
The problems discussed in HHL algorithm actually ap-
pears in some other related quantum machine learning al-
gorithms. This section will be denoted to review several
of them.
Linear regression. Linear regression is a basic problem
in machine learning. The quantum algorithm to linear
regression problem has been considered in [13], [14], [15].
It is well known that the linear regression problem is
equivalent to solve a linear system F †Fx = F †b, where
F is the data matrix and b is a given vector. The predic-
tion on the new data c is equivalent to evaluate the inner
product c · x. By HHL algorithm, we can find the state
|x〉 of the solution efficiently. And suppose we can pre-
pare the quantum state |c〉 of c efficiently. Then by swap
test, we can estimate 〈c|x〉 efficiently. However, there ap-
pears at least two problems. First, as discussed above,
the accuracy of HHL algorithm is related to |x|, which
may kill the exponential speedup to this problem. Sec-
ond, note that c · x = |c||x|〈c|x〉, so a good approximate
of 〈c|x〉 does not imply a good approximate of c ·x espe-
cially when |c|, |x| are large. Therefore, generally swap
test is not good to estimate inner product of classical vec-
tors even though their quantum states can be prepared
efficiently.
Supervised classification. In paper [16], Lloyd et al.
provided an efficient quantum algorithm to one type of
supervised classification problem. Such a classification is
based on the comparison of distances between the given
vector u to the means of two clusters V andW . The main
techniques used in this paper are swap test and quan-
tum state preparation. This paper introduced a great
technique to prepare the desired quantum state. More
specifically, assume V = {v1, . . . ,vM}, then based on
Hamiltonian simulation, they get the following state effi-
ciently
1√
2
|0〉
[
cos(|u|t)|0〉 − 1√
M
M∑
j=1
cos(|vj |t)|j〉
]
− i√
2
|1〉
[
sin(|u|t)|0〉 − 1√
M
M∑
j=1
sin(|vj |t)|j〉
]
.
Choose t so that |u|t, |vj |t≪ 1, then the state along with
|1〉 is an approximate of
1√
Z
[
|u||0〉 − 1√
M
M∑
j=1
|vj ||j〉
]
, (11)
where Z = |u|2 + 1
M
∑M
j=1 |vj |2. Based on swap
test, we can get a good approximate of the probabil-
ity, which is about Zt2, of getting |1〉. It is not hard
to see that this technique works well when the data
{|u|, |v1|, . . . , |vM |} are relatively uniformly distributed
due to the choice of t. And the complexity is affected
by max{|u|, |v1|, . . . , |vM |}. So it requires the norms of
given vectors are relatively small.
When obtaining the state (11), we can measure the
first register of the following state
1√
2
(
|0〉|u〉+ 1√
M
M∑
j=1
|j〉|vj〉
)
in the basis obtained by extending the state (11). The
probability of getting (11) is
P =
1
2Z2
∣∣∣u− 1
M
M∑
j=1
vj
∣∣∣2, (12)
which can also estimated efficiently by swap test. Fi-
nally, we will obtain a good approximate of the distance,
which equals 2PZ2, from u to the mean of V . We should
note that although the error of estimating P is small, af-
ter multiplying Z2, the error of estimating 2PZ2 will be
large. So to make the final error small, the complexity of
estimating this distance will be enlarged by Z too. The
complexity to this classification problem analyzed in [16]
is O(ǫ−1 log(MN)), here N is the dimension of the vec-
tors. But based on the above analysis, the complexity
should be O(Z2ǫ−1 log(MN)).
Least-square support vector machine. As discussed in
[11], the least-square support vector machine problem is
equivalent to solve the following linear system
F
(
b
~α
)
=
(
0 ~1T
~1 K + γ−1IM
)(
b
~α
)
=
(
0
~y
)
,
where K is the kernel matrix, ~1T = (1, · · · , 1) and IM is
the identity matrix. In paper [11], Rebentrost et al. pro-
vided a quantum algorithm to solve this linear system by
HHL algorithm. A key point of this work is the Hamilto-
nian simulation of matrix F . The main technique comes
from the paper [20]. They also uses a technique proposed
in paper [16] to estimate the trace of the kernel matrix
K = (xi · xj)M×M , which is required in the Hamilto-
nian simulation technique. Based on the method given
in [16], they got a good approximate of Tr(K)/M in time
O˜(1/ǫ). However, a good approximate of Tr(K)/M does
not imply a good approximate of Tr(K). The error will
be enlarged into Mǫ. And in order to make this error
small, the complexity becomes O˜(M/ǫ). So it is a little
hard to estimate Tr(M) efficiently. And it seems that
this is necessary for them to simulate eitF .
Actually, the trace of a matrix cannot being effi-
ciently estimated in quantum computer in the gen-
eral case, otherwise it will contradict the optimality of
5Grover algorithm. More specifically, suppose there is
a quantum algorithm that can estimate Tr(B) in time
O(poly(logn)/ǫδ) with accuracy ǫ and probability 1 − δ
for any n×nmatrix B. In the searching problem, assume
f is defined by f(x) = 1 if x is marked and f(x) = 2 if
x is not marked. Then the trace of the diagonal matrix
with diagonal entries formed by f(x) will be estimated in
time O(poly(logn)/ǫδ) with probability 1− δ. However,
the trace of this diagonal matrix corresponds to the sum-
mation of all f(x). This means we can decide whether or
not there exist marked items in time O(poly(log n)/ǫδ)
with probability 1 − δ. Then the method of bisec-
tion will finally help us find the marked items in time
O(poly(logn)/ǫδ) with probability (1 − δ)logn. If we
choose δ = 1/ logn, then (1 − δ)log n ≈ 1/e ≈ 0.368,
which is a constant, here e ≈ 2.71828 is the Euler num-
ber. This is impossible. Even without considering the
method of bisection to the search problem, efficient al-
gorithm to decide whether or not there exists marked
items in polynomial time will imply quantum computer
can solve NP-complete problems, which is a highly im-
plausible result [22].
Hamiltonian simulation of low rank matrix. In paper
[17], Rebentrost et al. provided a new method to ex-
ponentiate low rank but non-sparse Hermitian matrix.
Instead exponentiating a low rank Hermitian matrix A,
it exponentiates A/M , where M is the size of the ma-
trix. When considering the above analysis to HHL al-
gorithm (7), the choice of t = 1/M seems not good to
the linear system solving problem, unless the problem
does not related to the eigenvalues but eigenvectors, just
like the Procrustes problem considered in the paper [17].
On the other hand, as discussed in Problem T, in the
poly(logM) sparse case and all entries of A are bounded
by poly(logM), then the fifth caveat can be resolved eas-
ily. However, in the low rank case, the fifth caveat seems
not easy to handle.
As we can seen from the above analysis, the main
problem in HHL algorithm and its related quantum al-
gorithms comes from the compression of a large number
into a small one. A good compression brings a lot of
helps to the complexity. And this should be done in the
first step of the whole algorithm. But this compression
seems not easy to resolve in the general case. Anyway,
HHL algorithm is an important quantum algorithm, and
plays an important role in quantum machine learning.
And when applying it to solve other problems, we should
be very careful to deal with its restrictions in order to
get more practical algorithms.
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