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Heavy-ion collision experiments and related theoretical efforts of understanding the strong
interaction constitute key endeavors in the modern pursuit of understanding nature. A
central field of comparison for experiment and theory are the interactions of high-energy
particles with a strongly interacting medium. The transverse momentum distribution of a
high-energy particle broadens in crossing that very medium, quantified by the transverse
collision kernel, C(b⊥). It receives dominant infrared corrections which cannot be tackled
perturbatively, even at weak coupling. In the present thesis, we calculated this contribution
on the lattice in Electrostatic QCD as proposed by Caron-Huot and pioneered by Panero,
Rummukainen, and Schäfer. In order to put us into the position of extrapolating the
discretization errors away, we developed a procedure to entirely remove discretization
errors linear in the lattice spacing. Our data, provided at four different temperatures,
render the common approximations of C(b⊥) redundant.
v
Zusammenfassung
Streuexperimente mit Schwerionen und damit verbundene theoretische Bemühungen,
die starke Wechselwirkung zu verstehen, stellen zentrale Forschungsunterfangen im mo-
dernen Streben nach Verständnis der Natur dar. Ein wichtiges Feld, auf dem Experiment
mit Theorie verglichen werden kann, ist die Wechselwirkung eines hochenergetischen
Teilchens mit einem stark wechselwirkenden Medium. Die Verteilung des transversalen
Impulses hochenergetischer Teilchen verbreitert sich, während diese ebenjenes Medium
durchqueren, quantifiziert durch den transversalen Kollisionskern C(b⊥). Er erhält domi-
nante Infrarot-Korrekturen, deren Berechnung auch bei kleiner Kopplungskonstante nicht
störungstheoretisch angegangen werden kann. In der vorliegenden Arbeit wurde dieser
Beitrag mit Hilfe von Gittersimulationen in Elektrostatischer QCD berechnet, wie bereits
von Caron-Huot vorgeschlagen und von Panero, Rummukainen und Schäfer wegweisend
untersucht. Um uns zu erlauben, den Diskretisierungsfehler zu null zu extrapolieren,
wurde eine Prozedur entwickelt, die ein vollständiges Beseitigen von Diskretisierungsfeh-
lern linear im Gitterabstand erlaubt. Unsere Daten bei vier verschiedenen Temperaturen
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1. Introduction
1.1. The Standard Model: fundamental vs. effective theory
Natural sciences have always pursued finding the most elementary units of matter. An
idea that already emerged in ancient Greece were indivisible smallest units, “átomos”.
As opposed to today’s perception of atoms as units of chemical elements that has been
born in the late 18th century [1], the “atoms” of the Greeks were geometric objects
like spheres, cubes and cones. Bernoulli’s kinetic gas theory in 1738 was rooted in the
picture that gases were made of small balls flying around and bumping into each other [2].
About 170 years after this progress, it was found by Rutherford that atoms must have
a substructure themselves [3]; they consist of a nucleus that makes up almost all of
their mass, accumulated in a very small volume, and an electron shell. In a comment to
Bohr’s model of an atom [4], Rutherford also hypothesized that the core of a nitrogen
atom consists of hydrogen nuclei, the “protons”. Later, he suggested that also electrically
uncharged particles, later called “neutrons”, can be found in the nucleus. Protons and
neutrons, in turn, consist of quarks and gluons, as it will be discussed in greater detail in
the following chapter.
While the negatively charged electrons and the positively charged protons in the nucleus
interact via the electromagnetic force, this cannot be the reason for the nuclear constituents
holding together; neutrons are electrically uncharged, and protons carry positive charge, so
there must be a force that surpasses the electrostatic repulsion of the protons and glues the
nuclear constituents together. This is done by the strong interaction. Radioactive decays of
nuclei are induced by a third fundamental interaction, the weak nuclear force. These three
interactions are theoretically expressed in the Standard Model of Particle Physics. Gravity
is the fourth fundamental interaction. However, the nature of its theoretical description
differs from the other three ones so fundamentally that they could not be unified in a
joint theory of everything to date.
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The standard model is an up-to-date compendium of the three former, known fundamen-
tal interactions. As such, it is formulated in the framework of Quantum Field Theory
(QFT). Forces, for instance the electromagnetic force, are best described as field theories.
Physically, a field quantifies how much a test charge would be affected by a particular
interaction if it were at a given point in space-time. Loosely speaking, Quantum Field
Theories are the promotion of standard, classical field theories to the quantum world,
where energies of particles and fields appear only in multiples of some fundamental
quanta. QFTs also explicitly impose Poincaré-invariance, that is the invariance of physical
observations under a constant shift in space-time, a rotation or a transformation into a
frame of reference under uniform motion relative to the original one. To give a generic
example: the quantized version of electrodynamics is Quantum Electrodynamics (QED).
Similarly, one can proceed with the strong and weak nuclear forces. While the former is
promoted to Quantum Chromodynamics, a theory that is unambiguous by itself, the latter
suffers from bigger conceptual problems. These were finally resolved by the unification
of electromagnetic and weak nuclear force into the Glashow-Salam-Weinberg model of
the electroweak interaction [5–7]. Iterating this unorthodox step once more promised
a full unification of strong and electroweak interaction, but so far, there has not been
any experimental evidence for that [8]. Therefore, the standard model consists of two
distinct QFTs describing three out of four fundamental interactions, which seems very
unsatisfying at first glance.
Every physical theory is just valid on a certain scale. Newtonian gravity, for instance, is not
expected to describe atomic physics, but works impressively well for the determination
of the motion of planets around our sun. A field theory that is not valid at arbitrary
scales, in particular not at arbitrary small length scales, is referred to as an “Effective Field
Theory” (EFT). An EFT predicts well what is observed experimentally in a certain window
of validity, although we know that at a higher resolution, the theory fails to work. For
Newtonian gravity, this is the case at large field strengths, where finally general relativistic
effects kick in. In this example, Newtonian gravity is an effective field theory for general
relativity, which is more fundamental, as it can predict physics at higher resolutions.
However, it is still beneficial to rely on Newtonian gravity in its range of validity, because
it is conceptually far simpler and practical calculations are way more feasible than in full
general relativity.
In QFT, dealing with the resolution of a theory is formalized by the renormalization group
(RG), developed in its contemporary form by Kenneth G. Wilson [9]. The RG also gives a
conceptual handle for understanding effective theories that live at lower resolutions, i.e.
smaller energy scales, from more fundamental theories. The notion of a “fundamental”
theory refers to the fact that no further substructures of their degrees of freedom are
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known. “Effective” means we know that the degrees of freedom in that theory are not
fundamental, but assumed to be the effective degrees of freedom in the desired range of
validity of the effective theory. Just as in the case of Newtonian gravity, these effective
field theories often come with huge conceptual advantages. The RG also implies that
the standard model itself, the most fundamental, experimentally confirmed theory of all
forces except gravity, is an effective field theory. In science history, this is unique: Modern
physics admits that the current state-of-the-art theory is not the end of it.
Despite the conceptual issues with the standard model, one should bear in mind that
it is tremendously successful. It predicts many observables with pinpoint accuracy, like
for example the electron magnetic moment up to ten digits [10, 11]. Other EFTs, for
instance chiral perturbation theory, the quark meson model, or EQCD in the context
of the present thesis also show astonishing predictivity. Since it has a certain tradition
to begin theses in Germany with a quote from Goethe’s Faust, the initial quote of this
thesis should highlight the success of effective theories (“Gleichnis”), which allow us to
understand everything that surrounds us (“alles Vergängliche”). At the same time, the
quote expresses the limitations of today’s theoretical state-of-the-art, always remaining
an effective description and not recognizing the fundamental nature of things (“nur ein
Gleichnis”).
1.2. What can we learn about QCD from collider experiments?
The youngest part of the standard model is Quantum Chromodynamics (QCD), the QFT
of the strong nuclear interaction. In contrast to Quantum Electrodynamics (QED), QCD
is a part of the standard model on its own, without being married to another theory. As
the name of the strong interaction already suggests, QCD interactions are literally strong,
at least at larger length scales than the radius of a proton. This makes QCD a confining
theory, it is trapped in length scales below the proton radius, which we do not explore
in our everyday life. Nonetheless, the strong interaction makes up for crucial features
of matter, as the binding of quarks and gluons to nucleons and the binding of multiple
nucleons to nuclei.
If we want to gather insights into how the strong interaction works and how well, if at all,
it is described by QCD, we will have to free the QCD degrees of freedom from confinement.
We know that this can be well achieved in scattering experiments at particle collider
facilities, where a lot of energy can be concentrated in a very small volume. Collider
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experiments also deliver important evidence about the other interactions, but these are
not subject to this thesis.
Different types of colliders are specialized in exploring different features of a particular
interaction. Some colliders smash together comparatively simple particles with just one
or a few constituents, like electrons and positrons or protons with each other. In colliding,
they produce a shower of new particles and the focus is on determining their properties
like electric charge, spin, quark content, and so on. If stable, these particles fly away from
the collision spot and appear in the variety of detectors surrounding the intended collision
spots at collider facilities. All particles result in different characteristic signals, often one
has to combine the signals of several different kinds of detectors in order to identify a
given particle. Unstable particles, in turn, decay characteristically into stable ones and
can therefore be detected indirectly, as for instance the Higgs boson was detected via its
characteristic decays, predominantly into photons and leptons [12].
Other setups use more complicated particles initially, heavy ions with a lot more con-
stituents. These experiments focus more on collective properties of nuclear matter under
extreme conditions. For instance, major research efforts, both in theoretical and exper-
imental physics, are put into the determination and prediction of a phase diagram of
nuclear matter. A phase diagram contains two types of information: which phases exist,
and under which circumstances they are realized. In particular, one hopes to create a bit
of nuclear matter from a part of the phase diagram that differs entirely from confined
nuclear matter as we know it: the Quark-Gluon-Plasma (QGP). As one can already tell
from its name, the QGP consists mainly of quarks and gluons, the fundamental degrees
of freedom in nuclei according to Quantum Chromodynamics. Nuclear matter at room
temperature features confinement, neither quarks nor gluons can be observed as sepa-
rate degrees of freedom at length scales that are larger than a proton radius. At much
higher temperatures, even exceeding the temperatures in the core of the sun by orders of
magnitude, confinement can be overcome and the QGP is created. These conditions can
be reached in heavy-ion collision experiments and mimic the state of the early universe
shortly after the Big Bang, whose explanation is certainly one of the major goals in the
human quest for knowledge.
Proving that this exotic state of matter can in fact be realized, however, is conceptually
even more complicated than the indirect detection of a single particle. Finding observables
that show a specific behavior hinting towards the former existence of a QGP is highly
non-trivial. Nevertheless, the existence of the QGP was indirectly proven via elliptic flow,
a quantity that expresses the angular anisotropy of the final decay products’ momentum
distribution [13,14]. Other indirect proofs are for instance the decays of the QGP into
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two photons [15], or a pair of leptons [16], or the characteristic breakup of bound states
of two quarks in the QGP [17].
Once the existence of the QGP was confirmed, new questions arose about the nature
of this new, exotic state of matter. It was found experimentally that the QGP is not
really a plasma but merely an almost perfect fluid [18–21]. This opened the gate for
effective theoretical modeling using hydrodynamics, but some more ingredients for the
corresponding calculations were needed: an equation of state that relates the pressure
of the QGP to its temperature, the value of the shear viscosity and possibly also higher
order transport coefficients just to name a few of them. Neither theoretical predictions
from QCD directly nor direct experimental determinations of these “material properties”,
called “transport properties” in jargon, are trivial, in fact, they have kept big branches of
both theoretical and experimental high-energy physics busy for the last three decades,
and nobody has succeeded so far.
1.3. Understanding jet modification in QCD plasmas
Another source of experimental evidence for the QGP are so-called “jets”. Jets are products
of particle collisions, move at (almost) the speed of light, and, for our purpose, participate
in the strong interaction. They are not only created in “simpler” collisions like proton-
proton or electron-positron, but also in heavy-ion collisions. However, heavy-ion-collisions
also produce the Quark-Gluon-Plasma in contrast to the former type of collisions. These
two kinds of collision products interact nontrivially with each other. Their interaction can
be pictured as the jet being bumped around by the thermally moving medium constituents
and eventually leads to a broadening of the transverse momentum distribution of jets.
Considering and understanding jet-medium interactions is not only another possible source
of confirmation of the existence of the QGP, but also is a transport property of the QGP by
itself.
One way of phrasing this property mathematically is the transverse collision kernel C(q⊥).







where lengths and times t are equivalent because the jet moves at (almost) the speed of
light, i.e. the distance covered in time t equals t if the speed of light is set to 1. Another,
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equivalent definition is that the transverse collision kernel measures how likely a particle









Strictly speaking, q⊥ is a two-vector in the transverse plane whereas p is a spatial three-
vector, which cannot be added rigorously. As a three-vector, p has a momentum along the
jet propagation direction pz. Throughout this thesis, we set the jet velocity to the speed
of light, which is true to very good approximation at the energies reached at modern
collider facilities. Therefore pz is infinite for our purposes due to relativistic kinematics,
all transverse components of p can be made 0 by an appropriate choice of a coordinate
system. In (1.2), Γ(p,p+q⊥) denotes a particle moving at infinite pz gathering transverse
momentum q⊥.
Initial theoretical work about jet-modification was due to Bjorken [22]. Later on Zakharov
built up a coherent quantum mechanical picture [23–25]. Specific expressions for C(q⊥)
were firstly found by Aurenche, Gelis, and Zaraket [26] and generalized by Arnold and




relatesC(q⊥) to its position-space equivalentC(b⊥). Casalderrey-Solana and Teaney found
a way to compute C(b⊥) in position space from an observable called “Wilson loop” [28].
Their calculation was carried out in N = 4 Super Yang-Mills theory, a supersymmetric
theory that resembles QCD, but also has fundamental differences. In contrast to QCD,
N = 4 Super Yang-Mills theory allows the application of holography, a method that maps a
strongly coupled supersymmetric Quantum Field Theory in four-dimensional space-time to
weakly-coupled gravity in five space-time dimensions. Caron-Huot made this connection
of C(q⊥) or C(b⊥) to a modified version of the Wilson loop in position space for QCD [29].
Unfortunately, he found that an expansion in powers of the strong coupling g, so-called
“perturbation theory”, did not work out in his particular case, due to large contributions
from the low-momentum region spoiling the convergence of the series. A first, rather
qualitative, non-perturbative study of C(b⊥) was set up by Rummukainen, Panero, and
Schäfer [30], directly simulating the corresponding QFT path-integral discretized on
a spatial grid. Due to the exploratory nature of this study, no attempt was made of
extrapolating away the finite lattice spacing, which is necessary for the complete removal
of discretization effects from the result, though.
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The goal of the present work is to connect here and deliver more reliable final results for
C(b⊥). Almost all phenomenological calculations rely on the leading-order perturbative
expression for C(b⊥) at most, if not making even cruder approximations. Measuring
the transverse momentum distribution of jets, though, one finds considerably less jets at
large transverse momentum than naively expected [31]. Furthermore, we know from
Caron-Huot’s work that neither the leading-order nor the next-to-leading-order in g2
results for C(b⊥) can be trusted, so the impact of a complete first-principles prediction of
C(b⊥) on jet phenomenology should be quite drastic. Moreover, C(b⊥) plays a key role
in the perturbative determination of other transport coefficients like the shear viscosity
or the thermal photon rate, which both lack convergence even at unexpectedly high
temperatures [32,33], where perturbation theory should work.
The thesis is organized as follows. Chapter 2 lays the theoretical foundations, reviews
calculation techniques used in this thesis, and gives the bigger picture around the progress
achieved by this thesis. Chap. 3 reviews key achievements in the field of jet-medium
interactions of the recent past that prepared the ground for the research which this thesis
is subject to, presented Chap. 4 and Chap. 5. The work in the former chapter completes a
procedure for numerical error reduction until the key quantity for jet-medium-interactions,
C(b⊥), is computed in the latter chapter. The thesis is closed by concluding remarks in
Chap. 6 and an outlook into future research questions raised by this thesis.
In the present work, we use units where Planck’s reduced constant, the speed of light in
vacuum, and Boltzmann’s constant are all set to 1:
~ = kB = c = 1 (1.4)
Events in space-time are characterized by a space-time four-vector xµ. Two of these vectors
can be combined to a scalar product using the version of the Minkowski metric with the
negative sign in the time component
(ηµν) = diag (−1, 1, 1, 1) . (1.5)
According to the Einstein sum convention, indices that occur twice indicate a summation
over the respective indices if not stated differently.
7
2. Theoretical background
This chapter serves as an introduction to three methodological branches of Quantum
Chromodynamics (QCD) at whose interface the present work was conducted, lattice QCD,
“Effective Field Theories” (EFTs), and kinetic theory.
To start with, we will explain the basic features of Quantum Chromodynamics, the theory
of the strong nuclear force in Section 2.1. QCD can be discretized on a space-time lattice
and simulated with Monte Carlo methods, as described in Section 2.2. We provide insight
into different algorithms that are commonly used for that purpose.
Furthermore, at large temperatures, QCD can be reduced to an effective field theory called
“Electrostatic Quantum Chromodynamics” (EQCD), as elaborated in Section 2.3. Aside
from perturbative EFT-treatment, it is also possible to solve EQCD on the lattice, just as
full QCD.
Transport phenomena like collective hydrodynamic behavior of nuclear matter under
extreme conditions or the broadening of high-energetic particles crossing that very state
of matter, and a way of theoretically describing them in kinetic theory are discussed in
Sections 2.4 and 2.5.
2.1. Continuum Quantum Chromodynamics
The current theoretical understanding of particle physics roots in the “Standard Model
of Particle Physics” a theory that combines nearly all fundamental forces. The four
fundamental forces are electromagnetism, gravity and the strong and weak nuclear force.
We encounter the former two in everyday life, for instance if we jump off of the earth,
ie. use the electromagnetic repulsion between our feet and the ground to overcome the
gravitational force between us and the earth for a moment. This already tells us something
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about the strength-hierarchy of these two forces: our feet and the ground under them
contain comparatively little electric charge, but this amount of charge is sufficient to
temporarily overcome the gravitational force of the entire planet on us. Electromagnetism
is far stronger in everyday life than gravity.
The latter two are less common in everyday life, they are predominantly found in nuclei,
where the weak force allows radioactive decays, and the strong force accounts for the
formation of nucleons such as protons and neutrons and eventually binding them together
in nuclei.
Three of these four forces, the electromagnetic, strong and weak nuclear force, can be
modeled with the help of a class of theories called “Quantum Field Theories” (QFTs).
Only gravity still resists against a comprehensive description in the framework of QFTs,
although some aspects of gravity can be described using QFTs. The Standard Model
of Particle Physics encompasses the former three of the fundamental forces: the theory
of electromagnetic and weak nuclear force combined in the Glashow-Salam-Weinberg
model [5–7] and the theory of the strong nuclear force, “Quantum Chromodynamics”
(QCD).
In the following section, we will give a compendium of the development of QCD and some
of its features. More extensive reviews of the standard model in general [34] and QCD in
particular [35] exist.
2.1.1. The history of QCD
In the middle of the last century, QFTs were established as the best-suited theoretical
language for fundamental physics. This was accompanied by the discovery of a vast
amount of new particles in collider experiments in the second half of the last century.
In order to categorize these new particles, Murray Gell-Mann developed the “eightfold
way”, ordering pions and kaons into a meson octet and singlet [36], and some baryons
in a similar fashion, into octet and decuplet, as in Fig. 2.1. Octet, decuplet and singlet
are to be understood in the context of a postulated SU(3) symmetry in the space of the
quantum numbers isospin, electric charge and strangeness. It was realized later that this
symmetry corresponds to an approximate symmetry in quark flavor space. Apart from
the electric charge, these quantum numbers were new, it was not yet known that they
originate from the strange-quark and approximate interchangeability of up- and down-
quarks. Quarks were postulated by Gell-Mann and Zweig as substructures of the known
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particles [37], organized in decuplets, octets and singlets. This was the first occurrence of















(c) Spin-3/2 baryon decuplet.
Figure 2.1.: Organization of new particles in octets and decuplets of the SU(3)-flavor symmetry. Pictures
taken from [38], released to public domain by the creator.
Another milestone in the development of Quantum Chromodynamics were the Deep
Inelastic Scattering (DIS) experiments [39,40], where electrons (and later muons) were
scattered off protons. If protons had been fundamental particles, they would have no
substructure and the scattering would have been elastic. However, it was found that the
scattering is deeply inelastic, kinetic energy is lost. Therefore, the proton must have a
substructure which can be excited and account for the energy loss. Bjorken constructed
structure functions of the (point-like) substructure, that he hypothesized in the proton [41].
This substructures were postulated to be the Gell-Mann’s and Zweig’s quarks and so-called
“gluons”, that mediate the strong nuclear force between the quarks, leading to the first
formulation of QCD on the Lagrangian level in [42], see Eq. (2.1). The intermediators of
the force, the gluons, are charged under the gauge group SU(3) and are described by a
generalization of gauge theories to non-Abelian gauge groups by Yang and Mills [43].
A decade later, gluons were first measured as planar three-jet events in particle collisions by
the TASSO collaboration at the PETRA collider at the “Deutsches Elektronen Synchrotron”
(DESY) in Hamburg [44]. As conjectured, the gluon was a spin-1 massless vector boson
[45].
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2.1.2. Lagrangian formulation of QCD
In the following, we will dive deeper into the theoretical formulation of QCD and its
consequences. We do not elaborate on the group theory of the SU(3) non-Abelian Lie-
group and its corresponding Lie-algebra. For the details, we refer to the respective
literature, e.g. [46] for a thorough introduction and [47] for a comprehensive compendium
of specific SU(3)-relations.



















d4x TrFµνFµν , (2.1)
where Fµν = ∂µAν−∂µAν−fabcAaµAbνT c is the field strength tensor, containing the gluon
field Aµ = AaµT a, charged under SU(3), with T a the generators and fabc the structure
constants of SU(3). Space-time indices µ can take the values µ = 1, 2, 3, 4, where µ = 4
refers to the Euclidean time direction. The strength of the interaction is measured by the
strong coupling constant g, the Dirac fermion fields Ψ and Ψ have mass m and couple to
the gauge field via the covariant derivative Dµ = ∂µ + iAµ. Note that the fermion fields
have an implicit quark flavor index f and the mass is a (diagonal) matrix in flavor space.
We omitted these indices for simplicity. Usually, one considers QCD with the three or four
lightest quark flavors in the standard model, which have masses below typical scales for
QCD and can therefore contribute considerably to the dynamics.






SEQCD[Ψ,Ψ, A] , (2.2)
with the temperature T marking the inverse extent of the Euclidean time direction. Since
the extent of the time direction is finite, we have to specify the boundary conditions.
For bosons, as the gauge field Aµ, we impose periodic boundary conditions Aµ(0,x) =
Aµ(1/T,x), whereas fermions fulfill anti-periodic boundary conditionsΨ(0,x) = −Ψ(1/T,x)
and for Ψ, respectively. At this point, let us get a short glimpse at what kind of integration
we are dealing with and what the integration measure DAµ is. Loosely speaking, DAµ








Continuous space-time consists of uncountably infinite points so this statement is mathe-
matically not exact. For a more rigorous explanation of what that measure is, we ask the
reader for patience until Sec. 2.2. In this section, we explain how rendering the number of
points to countably infinite or even finite through a space-time lattice makes this measure
well-defined. The situation for the fermionic counterparts of (2.3) is conceptually similar,
although fermions cannot be represented by functions of common real vectors since they
fulfill anti-commutation relations instead of commutation relations. Therefore, we do not
explain the details of fermionic path integration and just content ourselves with knowing
that it exists.
The canonical partition function relates to the free energy via
F(T ) = −T lnZ(T ) , (2.3)
from which the other thermodynamic potentials and derived observables can be obtained
with the standard methodology of Legendre transformations.
An expectation value of an operator Oˆ can be calculated through









SEQCD[Ψ,Ψ, A] . (2.4)
At this point, let us stress that the Euclidean-time formalism restricts us to thermal
equilibrium. Thermal equilibrium, in turn, is a time-translation invariant state, which
means that it behaves equal at all times t and the real-time direction does not play a
role here. From the Euclidean-time formalism, it is not always possible to reconstruct
Minkowski-time behavior, for instance how a system reacts to a small perturbation off of
equilibrium. Unfortunately, this is precisely the scenario which is of particular interest for
transport theory, c.f. Sec. 2.4. Eqs. (2.1) and (2.2) can be re-formulated in Minkowski
space-time, which makes it inaccessible for the lattice methods presented in Sec. 2.2 since
the probability weight becomes complex, implying a severe sign problem in the numerical
evaluation of the path integral.
2.1.3. The QCD running coupling
QCD is built in an analogous manner to Quantum Electrodynamics (QED), the quantum
theory of the electromagnetic interaction. Positive and negative electric charges are
conceptually substituted by color (“chromo-”) charges and anti-charges. Instead of just
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one charge, say the positive one, and its anti-charge, the negative one, in QCD there are
three charges and their respective anticharges. One can label them red, green, and blue,
because the three of them combined give white, i.e. are uncharged. The non-Abelian
nature of QCD has some more, drastic consequences, best visualized in the potential









Figure 2.2.: Sketch of the electromagnetic potential as opposed to the potential between a colored object
and an object with opposite color charge.
The shape of the potential between two electrically charged particles in QED is very
well known, we encounter it frequently in everyday life. Under the assumption of a
non-relativistic and small coupling setup, it is to first approximation given by the Coulomb




where r is the spatial separation of the two electric charges. If both charges have the
same sign, the potential will be positive and the charges will repel each other. If they
have opposite sign, the potential will be negative and they will attract each other. A last
important feature is that if the two charges are infinitely widely separated, they will not
feel each other any more.
The situation for the QCD potential between a color-charge and its anti-charge is partly
different. At small separations of the two respective charges, the two potentials in Fig. 2.3
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(a) Quark-gluon vertex (b) Three-gluon vertex (c) Four-gluon vertex
Figure 2.3.: QCD interaction vertices. Feynman diagrams made with [49].
are of similar functional form, whereas at growing distance, the QCD potential rises
linearly in contrast to the 1/r asymptotic behavior of the QED potential. The reason is that
the QCD action (2.1) does not only give rise to interactions of gauge bosons with fermions
as in Fig. 2.3(a), but also to interactions of the gauge bosons, the gluons, with themselves
as displayed in Fig. 2.3(b) and (c). These self-interactions are due to the non-Abelian
nature of the gauge fields Aµ, living in the algebra su(3). Since the Aµ-fields do not
commute, the field strength tensor Fµν ≡ −i [Dµ, Dν ] also has a [Aµ, Aν ]-contribution,
which leads to three- and four gluon interactions on the level of the action, in which Fµν
appears quadratically.
The self-interaction of the gluons leads to an amplification of the potential energy between





+ σQCD r . (2.6)
This relation involves two fundamental quantities: the “string tension” of QCD σQCD
and the strong coupling constant squared αs = g
2
4pi . Eq. (2.6) also explains why strongly
interacting matter cannot be observed in everyday life. If you keep increasing the distance
between two color charges, at some point it will be energetically more favorable to create
another quark-anti-quark pair between the two initial charges than to keep increasing
the potential energy stored in the gauge field. This scale is approximately the radius
of a nucleon, beyond which we do not observe color charged objects under normal
conditions. Colored objects are trapped to scales below the nucleon radius, they encounter
“confinement”.
As usual in Quantum Field Theory, the coupling constant depends on the momentum
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scale Q. Another famous consequence of the self-interactions of the gluons is the shape
of the running coupling of QCD. The one-loop result for β(µ) = ∂g∂(lnµ) (with a scale µ),
and consequently αs has first been derived by David J. Gross, Frank Wilczek and David




(33− 2Nf) ln(−Q2/Λ2) , (2.7)
where −Q2 is the square of the transferred momentum, Λ is an internal QCD scale 1
and Nf is the number of dynamical quarks. It implies that at large momentum scales
−Q2, the coupling diminishes until the theory eventually becomes asymptotically free,
i.e. uncoupled in the UV. In turn, the coupling in the infrared, at small momenta and
consequently large separation scales, is large, which explains the linear increase of the
static quark-anti-quark potential in Fig. 2.2. It also means that infrared physics in QCD,
such as thermodynamics, is generically non-perturbative.
Politzer, Wilczek and Gross were jointly awarded the 2004 Nobel prize for their result.
2.1.4. The QCD phase diagram
There are multiple hints that QCD has a nontrivial phase structure. In everyday live, neither
quarks nor gluons can be observed separately due to confinement [52, 53]. They only
occur in bound states, protons and neutrons, which are the proper degrees of freedom to
talk about at normal conditions. We will refer to this phase from now on as the “confined
phase”.
In the 1970s, it has been conjectured that another phase exists, the “Quark-Gluon Plasma”
[56,57]. In this phase, quarks and gluons are the proper degrees of freedom, they occur as
separate entities and move around. This can only happen at comparatively small couplings,
which correspond to large temperatures according to the QCD running coupling (2.7).
Experiments at Brookhaven National Laboratory’s Relativistic Heavy Ion Collider (RHIC)
firstly confirmed experimentally the existence of the QGP [58–61] and that it indeed
features collective phenomena, on which we will elaborate more in Sec. 2.4.
Since then, both experimental evidence from the observation of neutron stars and theo-
retical evidence from models related to QCD have lead to a conjectured phase diagram
in Fig. 2.4 in plane of the temperature T and the quark chemical potential µ. Fig. 2.4
1In fact, Λ depends on the regularization scheme. In this work, we will use the MS value from [54],
ΛMS = 341± 12 MeV
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Figure 2.4.: The conjectured T -µ phase diagram of QCD, taken from [55], re-use permitted according to the
CC-BY license.
contains even more conjectured phases of nuclear matter, which are experimentally not
as well investigated as the two mentioned ones and are of no particular relevance in the
context of the present research.
The presence of a non-vanishing µ demands the promotion of the canonical partition
function (2.2) to the grand-canonical one. If we had a good order parameter for QCD
and if there were a generic way of computing its expectation value in the grand-canonical
ensemble, we could theoretically predict the phase diagram of QCD, a phase diagram in
the T − µ-plane being equivalent to a common pressure-temperature phase diagram.
Withoutmaking toomuch of a disclosure, it turns out that neither a reliable order parameter
nor a generic computation technique exist, which we will elaborate further in Sec. 2.2. For
instance, the quark chemical potential µ was firstly implemented in lattice calculations
by Frithjof Karsch and Peter Hasenfratz [62]. Unfortunately, it was found that µ 6= 0
calculations on the lattice are prohibited by a severe sign problem due to a complex
probability weight, just like in the case of Minkowski time calculations on the lattice
as mentioned in subsection 2.1.2. Other methods suffer from comparable conceptual
problems. Perturbation theory is only applicable in regions where either T or µ is large, let
alone the vicinity of the conjectured phase transition. Functional methods fail to describe
gauge theories in a gauge invariant way, and holographic computations produce results in
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N = 4 Super-Yang-Mills-Theory which exhibits crucial differences to QCD.
Thankfully, our domain of interest of the phase diagram is the large T , well above the
phase transition, and µ = 0 region that is accessible at today’s collider facilities like RHIC
and the Large Hadron Collider (LHC) at CERN. Therefore, we do not have to deal with all
the issues at nonvanishing chemical potential.
2.2. Lattice Quantum Chromodynamics
A wide-spread tool to investigate Quantum Chromodynamics is the discretization on
a space-time lattice with a subsequent simulation of the path-integral by Monte-Carlo
methods. This is the only known method that directly computes the path integral from
first principles. Systematic uncertainties due to the cutoff can be extrapolated to 0,
statistical uncertainties can be diminished to an in principle arbitrarily small value, given
the respective computation power. Lattice simulations do not rely on any expansion in a
small parameter and are therefore ideally suited for exploring physics in the vicinity of
the QCD crossover, where correlation lengths diverge and the dynamics is governed by
infrared contributions. Beyond such thermodynamic behavior, lattice simulations have
found increasing application to QCD transport properties, c.f. Sec. 2.4, over the past two
decades.
In the following, we will re-derive the Wilson gauge-action, a discretized version of
the continuum gauge action, and discuss some simulation algorithms that found their
application in the author’s research. Furthermore, we discuss how to extract a sensible
statistical error from our Monte-Carlo data and conclude by giving an example for an
observable of specific interest in the context of this work.
For further, more extensive discussions of lattice gauge theories and respective simulation
techniques we refer to well-established books of Rothe [63] and Gattringer, Lang [48],
on whose formulations of the subsequent standard derivations we based the following
explanations.
2.2.1. The Wilson discretization of gauge fields
As opposed to other fields of physics, for instance classical mechanics, interacting quantum
field theories are in general not analytically solvable, with very few exceptions. Just as in
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quantum mechanics, the first natural thing to do is a perturbative expansion, in the case
of QCD in the coupling strength g. However, this is only possible at small g (and small
thermal occupation numbers of all states, as we will see in Sec. 2.3).
Another idea is to attempt at numerically computing (2.2) in discretized space-time, going
back to Kenneth G. Wilson [50] in today’s form, but originally proposed by Franz Wegner
for a discrete gauge group [64] in 1971, three years earlier. The lattice serves as a regulator
here, comparable to e.g. continuum dimensional regularization. All fluctuations with too
small wavelengths to be resolved on the lattice are suppressed by the introduction of a
finite lattice spacing a. Similar to continuum regularization schemes, the introduction of a
lattice cutoff violates some of the symmetries of the problem. The hypercubic space-time
lattice violates Poincaré symmetry in the sense that continuous translation symmetry is
replaced by a discrete translation symmetry. Thus, one can only shift the reference system
by integer multiples of the lattice spacing a and only along the spatial axes xyz, given
either an infinite extent of the lattice or a periodic boundary conditions in the spatial
directions. In thermal field theory, the Poincaré symmetry along the time axis is broken by
the heat-bath, i.e. the breaking is physically desired. Similarly, the continuous rotational
symmetry is replaced by a discrete rotational symmetry, meaning that only rotations from
one axis to another (rotations by integer multiples of pi/2) are permitted.






d4x ∂µφ(x) ∂µφ(x) . (2.8)


















φ(x) (φ(x)− φ(x+ µˆa)) , (2.9)
where
x = (x1, x2, x3, x4) , x1, x2, x3, x4 ∈ N0 and x4 < 1
Ta
is the set of possible coordinates, we made the sum over directions µ explicit and µˆ signifies
the unit vector in µ-direction. Unfortunately, this strategy does not generalize so easily to
gauge fields due to gauge freedom. Let us first revisit Eq. 2.1.
If we discretized the fermionic part of the QCD action SF naively, we would end up with
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Ψ(x)γµDµ(x)Ψ(x+ µˆa)→ Ψ(x)γµDµ(x)Ω†(x)Ω(x+ µˆa)Ψ(x+ µˆa) ,
thus it is clearly not invariant under a general, local gauge transformation Ω. Since we
want our lattice implementation to be manifestly gauge invariant, we have to come up
with something different.
One possible approach are so-called “link variables” Uµ(x). They live on the connection
of two neighboring lattice sites x and x + µˆa, are objects of the gauge group and can
be thought of as “comparators” or “parallel transporters” of the gauge configurations on
these two lattice sites. Therefore, they transform as
Uµ(x)→ Ω(x)Uµ(x)Ω†(x+ µˆ) (2.10)
under a gauge transformation Ω, which makes the combination Ψ(x)γµUµ(x)Ψ(x+ µˆa)
clearly gauge invariant, as desired.
As opposed to the gauge fields Aµ(x), which are elements of the Lie-algebra of the gauge
group, in our case su(3), gauge links are elements of the gauge group itself and are
therefore related to the original fields via
Uµ(x) = e
iaAµ(x) , (2.11)
where the lattice spacing a has to enter in order to balance the mass dimension 1 of the
Aµ-field in the exponent.
Still, one question remains: How can we construct a lattice-equivalent to SG in (2.1)?
This can be done using the “plaquette”
µν(x) = Uµ(x)Uν(x+ µˆa)U †µ(x+ µˆa+ νˆa)U †ν (x+ νˆa) , (2.12)
the easiest closed path of parallel transporters of links on a lattice. As one can straight-
forwardly verify using (2.10), the plaquette behaves under gauge transformations as
µν(x)→ Ω(x)µν(x)Ω†(x) , (2.13)
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allows one to identify
µν(x) = eia
2Fµν(x)+O(a4) = 1 + ia2Fµν(x)− a
4
2
Fµν(x)Fµν(x) +O(a6) , (2.15)
and finally set up the “Wilson action” for SU(N) gauge fields













where the subscript c for the trace stresses that it is a trace in color space. The prefactor
in front of the sum is sometimes called β = 2N
g2
. Due to the cutoff dependence of the
coupling, as reviewed in Subsec. 2.1.3, β is a function of the UV cutoff and consequently
a function of the lattice spacing a.
The Wilson action constitutes the main result of this section. Let us briefly recapitulate
what we have done. We saw that the presence of fermions in the full QCD action implies
using the link variables Uµ, as fundamental objects on the lattice. They can be combined
to a plaquette, which serves as the main ingredient to the Wilson gauge action.
What remains to show is that the Wilson gauge action (2.16) indeed reproduces the
continuum gauge action in the a→ 0 limit. Plugging (2.15) into (2.16), we firstly see that
the constant term cancels. This term is insignificant, anyway, since operator expectation
values are ratios of partition sums, and constants cancel that way. The second term
vanishes due to the tracelessness of the generators of SU(N) Lie groups
Trc Fµν = F
a
µνTrc T
a = 0 . (2.17)















is precisely the desired continuum action SG in (2.1).
We have now seen how the action can be discretized. Computing observables with the
path-integral (2.2) further involves the construction of the corresponding integration
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measure. Our degrees of freedom are by the lattice rendered to be countably infinite at
most. However, the integration is not over the gauge fields Aµ any more, but over the link





and corresponds (possibly) countably infinitely many, but ordinary integrals. Since one
now integrates over the entire gauge group, gauge fixing is not necessary any more.
Note that (2.16) just describes pure SU(3) Yang-Mills theory without fermions. This is
often called the “quenched approximation”. There are multiple ways to discretize fermions
on the lattice, but they are complex and subtle objects and the derivation does not provide
the reader with any new insights for understanding this thesis, so we omit this part of
lattice gauge theory.
Also, we want to render the number of lattice points finite for all practical purposes.
Eventually, one can compute the result at different volumes and choose the volume large
enough such that it does not influence the results significantly. This procedure is often
referred to as the “infinite volume limit”.
As already mentioned a few paragraphs before, the introduction of a finite lattice spacing a
introduces a natural cutoff in the ultraviolet (UV) regime, breaking a row of fundamental
symmetries like continuous rotational and translational symmetry. These symmetries need
to be restored if we want to make any physically relevant statements because the world
as we perceive it features full Poincaré symmetry. Thus, to obtain meaningful results, we
need to extrapolate to the continuum a→ 0. In fact, all observables Oa are functions of
the lattice spacing a. If our a is sufficiently small, the assumption of Oa to be a polynomial
is safe, and we can polynomially extrapolate to the physically meaningful continuum value
Oa=0. Here comes asymptotic freedom into play, meaning that the ignored interactions
beyond the momentum cutoff pmax ∼ 1a become smaller and smaller the closer one comes
to the continuum, a feature that makes this treatment better-behaved in QCD than in
other theories without asymptotic freedom. This entire procedure is often summarized as
“taking the continuum limit”.
2.2.2. Simulation algorithms and detailed balance
Even on a tiny lattice of 10 points in each direction, the partition sum (2.2) involves
integrals over 104 gluon (and possibly quark) degrees of freedom that are mutually
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coupled in a highly non-trivial way. A direct analytical computation is hopeless in realistic
scenarios. What saves the day is that one can approximate the result in principle arbitrarily
close by Monte-Carlo integration.
The strategy is to draw the field-theoretical degrees of freedom, for instance the link
variables, directly as randomly distributed elements of SU(3) following the distribution
P (U) ∝ e−SW[U ] . (2.20)
The conceptually easiest way of achieving (2.20) would be drawing a random link config-
uration and see if it satisfies (2.20) by chance. However, this would be highly unlikely
and therefore inefficient. Consequently, we need a more sophisticated way of building
configurations satisfying (2.20) and to “renew” them, such that we can compute an ex-
pectation value. This “Markov-chain” can be created with the help of so-called “update
algorithms”, one of which we will introduce in the following.
All update algorithms have to maintain “detailed balance”, meaning that the probability
T (U |U ′) to transition from a lattice configuration U to U ′ has to fulfill
T (U ′|U)P (U) = T (U |U ′)P (U ′) , (2.21)
where P (U) is the total probability for a lattice configuration U to occur. Some algorithms
maintain (2.21) naturally because they draw the new configuration according to rules
that implement detailed balance from scratch, others have to fulfill detailed balance by a
rejecting lattice configuration every now and then, the “Metropolis step” [65].
There is a comprehensive toolbox of algorithms to generate a random walk of successive
lattice configurations. Some of them, like the cluster and worm algorithms, are highly
efficient but not applicable to theories beyond scalar field theories. HMC, Langevin,
Metropolis are algorithms that have been developed for the applications to gauge theories
and fermions.
2.2.3. The hybrid overrelaxation algorithm
In the following, we will discuss two algorithms that can only be applied to pure gauge
theories and scalar field theories. As we will see in Sec. 2.3, these are the only kinds of fields
in which we are interested, anyway. On the gauge side, these algorithms were originally
developed for SU(2) gauge theory. For the reasons of simplicity, let us recapitulate the
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derivation for two very common update algorithms for SU(2) gauge theory. In these
derivations, we closely follow the original papers [66,67] and [48].
The “heatbath” algorithm was originally developed by Michael Creutz in 1979 [66]. The
strategy is to generate random configurations of SU(2) gauge fields that automatically
occur with the correct probability weight and do not require a Metropolis step. Firstly, we
notice that the fraction of the action of one specific link only depends on the 6 neighboring















+ U †ν (x+ µˆa)U
†






6 · 1− Uµ(x)U˜
]
, (2.22)
where we call U˜ the sum of “staples” and strictly set N = 2 for now and in the following.
Secondly, we can parametrize each element of U ∈ SU(2) as a 4-vector of real numbers
with unit length c:
U = c01 + ic · σ , (2.23)
where σ is the vector of the Pauli matrices with their standard properties. This is a special
feature of SU(2) and does unfortunately not generalize to SU(N) theories with N ≥ 3.




δ(c2 − 1)d4c ,
and thus the probability weight
dP (U) ∝ dUeβ2 TrUU˜ ,
where we drop constant factors and instead normalize the probability weight in the end.
Here, we can exploit that each sum of elements (like U˜) of SU(2) is proportional to





U¯ ≡ kU¯ .
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Instead of dP (U), we can now consider dP (UU¯−1), which is something like multiplying
the integration variable with a constant, that, again, does not bother us. Hence,
dP (UU¯−1) ∝ dUeβk2 TrU = d4c 1
2pi2
δ(c2 − 1) eβkc0 ,
using that all matrices in (2.23) are traceless except from the unity matrix. We perform
the integration over |c| with the δ-distribution
δ(c2 − 1) eβkc0 d4c = 1
2
√
1− c20 eβkc0 dc0dΩ , (2.24)
where dΩ is the angular part of the c-integration (usually parametrized by two angles ϕ
and ϑ) and the length |c| =
√
1− a20.
Finally, this means we have to draw a value for c0 according to the distribution
P (c0) ∝
√
1− c20 eβkc0 ,
which can be implemented for instance via the parametrization




where x must be uniformly distributed in the interval e−2βk < x < 1 and is only accepted
with probability 1 −
√
1− c20 to account for the
√
1− c20 in (2.25) 2. For c, one has to
draw two angles 0 ≤ ϕ < 2pi and 0 ≤ θ < pi, such that
c1 =
√
1− c20 cosϕ sinϑ
c2 =
√
1− c20 sinϕ sinϑ
c3 =
√
1− c20 cosϑ .
This we can plug into (2.23) and obtain our updated link. Applying this procedure to
each single link on the lattice is called an “update sweep”.
One advantage of the heatbath algorithm is that it is ergodic, i.e. after the initialization
of a lattice configuration with random numbers, it relaxes to thermal equilibrium. Out






Figure 2.5.: Sketch of how the overrelaxation algorithm acts in the case of a scalar ϕ with action S [ϕ]. A
configuration with a certain value for the action is reflected (along the dashed line) to another
one with the same value for the action.
properties of the heatbath are pretty poor, though. That means that the heatbath fails to
quickly “renew” the current lattice configuration, it is very similar to its predecessor.
An algorithm that does this very well is the “overrelaxation” algorithm. Its strategy is to
construct a field configuration with the very same probability weight, i.e. the same action.
This procedure applied to scalars can be pictured as in Fig. 2.5. It was first proposed by
Stephen Adler in [67].
Let us derive how the overrelaxation algorithm works for SU(2), again guided by [48].
From (2.24), we know that the sum of staples is proportional to an element of SU(2).
This means that the action is invariant under a transformation
U → U ′ = U¯ †U †U¯ † , (2.25)


























= Tr (BA) and (2.24). (2.25) constitutes the
SU(2) overrelaxation update.
2Note that although one accepts or declines random numbers in that step, it formally is not a Metropolis
step because it is related to a suboptimal choice of random variables to draw. The heatbath algorithm for
pure SU(2) copes without a Metropolis step
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The overrelaxation algorithm is numerically very cheap and features good decorrelation
properties. However, it is non-ergodic by itself, meaning that it does not know about
thermal equilibrium and that it necessarily has to be combined with another, ergodic
algorithm.
The two algorithms we introduced in this section have quite complementary decorrelation
and ergodicity properties. This is why we combine both algorithms to benefit from both
their advantages while the disadvantages are compensated by each other. The married
algorithm is often referred to as the “hybrid overrelaxation algorithm” (HOR).
Moreover, Cabbibo and Marinari found a generalization to SU(3) in [68] by decomposing
SU(3) gauge links into their SU(2)-subgroups, so we can apply the HOR to pure SU(3)
gauge theories on the lattice. Also, applications of the same algorithm to scalar theories
have been worked out, which we bear in mind for Sec. 2.3.
2.2.4. Error estimation
The update procedure is a Markovian procedure, it only depends on the immediate past.
Since it depends on the past, though, our data suffers from autocorrelation effects. The
most straight-forward way to get rid of this problem would be to measure the autocor-
relation time τ for the different variables of interest and cut out multiple τ trajectories
between two measurements.




〈O(t+ ∆t)O(t)〉 − 〈O(t)〉2
〈O(t)2〉 − 〈O(t)〉2 ≡ e
−∆t/τ . (2.26)
The variables t and τ are Monte-Carlo times, i.e. they should be thought of as a time
variable but do not carry any unit.
However, this is not the cleanest possible way to handle the autocorrelation. Firstly,
the cut-out data still contains valuable, statistically relevant information. Secondly, the
decorrelation is exponential, so for a sufficient suppression of autocorrelation effects one
would have to cut out 3 to 4 multiples of τ , which even amplifies the first mentioned
disadvantage.
One way of mathematically rigorously treating autocorrelations would be to determine
the correlation matrix between the points and take that into account in averaging. Since
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we want to perform high-precision studies with averages that often involve more than
Nens = 10
5, the correlation matrix would be 105 × 105, which is difficult to handle.
Another, more feasible possibility is binning the data and determining the error via a
Jackknife analysis of the bins. Binning means that one divides the data into Nbins bins
of equal size Nbinsize = NensNbins . If one bin contains significantly more trajectories than the
autocorrelation time τ , the autocorrelations will average, such that the bins themselves
are not correlated with each other any more.









i=1, i 6∈nth bin
Oi
 (2.28)




(On − 〈O〉) (On − 〈O〉) , (2.29)
where (2.27) is the usual way how to compute an average, (2.28) are the averages with
one bin omitted, the so-called “Jackknives” and (2.29) shows how to extract an error
estimate from the former two. The Jackknife method got its name because it can be
applied universally and always gives a reliable error estimate without having to keep track
of every single correlation.
To ensure a sensible error estimate, one has to vary Nbins and therefore Nbinsize until one
reaches a plateau. Typically, this plateau is reached at Nbins ≈ 20. At larger Nbins, the
size of the bin becomes too small and autocorrelation effects are still present. At smaller
Nbins, there are too few bins to provide a sensible error estimate, i.e. the error of the error
is too large.
2.2.5. Wilson loops
At this point it is natural to talk about which observables we investigate. Gauge invariance
should be maintained by all our observables, which drastically limits the number of
possibilities in pure gauge theories. One option is the space- and direction averaged
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plaquette as introduced in Section 2.2. As we also saw in that section, the plaquette is
closely related to the global and local action.
Another observable, that is somewhat related to the average plaquette is the “Wilson
loop” [50]. It was introduced in its popular form in 1974 by Kenneth G. Wilson, and by
Wegner in the condensed matter context three years earlier [64].
A Wilson loopW (a; b; c; d) on the lattice consists of four Wilson line edges (comparable to
3.1)
W (a; b; c; d) = W (a, b)W (b, c)W (c, d)W (d, a) . (2.30)
A single Wilson lineW (x; y) from x to y, in turn, is defined as









Wilson found that the behavior of this Wilson loop differs between the confined phase
and the (deconfined) QGP [50]. In the confined phase, the Wilson loop follows the “area
law”. If a, b, c, d form a rectangle of length l and width r, then
− lnW (a; b; c; d) ∝ r × l , (2.32)
as opposed to the QGP phase, where it is supposed to follow the “perimeter law”
− lnW (a; b; c; d) ∝ r + l . (2.33)
This distinctive behavior of the Wilson loops allows us to use them as an order parameter
for the confinement-deconfinement phase transition. Unfortunately, it is just a good order
parameter if we consider pure SU(3)-Yang-Mills theory. As soon as we add (light) fermions,
the Wilson loop becomes a less good order parameter, and one has to take the fermions
into account via the chiral condensate 〈ψψ〉, a better order parameter in this case. We
will use the Wilson loop in a slightly modified form in our research, not primarily as an
order parameter, but exploiting the connection to transport quantities made in Sec. 3.1.
2.3. Electrostatic Quantum Chromodynamics
Quantum Chromodynamics at high temperatures can be described by an effective field
theory called “Electrostatic Quantum Chromodynamics” (EQCD). The central feature of
hot QCD is that it effectively requires only three spatial dimensions, so Appelquist and
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Pisarski [71], and Nadkarni [72] were the first to propose a threedimensional effective
field theory for hot QCD. A systematic connection between this effective field theory and
full QCD was developed by Braaten and Nieto [73]. Another comprehensive derivation
and discussion of EQCD can be found in [74].
2.3.1. Separation of scales
As usually, the possibility of modeling a fundamental theory by an effective theory is
indicated by a separation of scales. In our case, this is the separation of the hard thermal




 psoft = gT  phard = piT . (2.34)
Revisiting the running coupling of QCD (2.7), it is easy to see that this separation of scales
only holds if g is sufficiently small, i.e. at sufficiently large scales Q. Due to the logarithmic
dependence of (2.7) on Q, it is safe to say that the typical momentum scale is Q ∼ T .
In EQCD, one integrates out the hard scale phard and hides the influence of that scale into
the effective field theory parameters. Further integrating out the soft scale psoft leads to
another effective field theory called “Magnetostatic Quantum Chromodynamics” (MQCD),
which we will not discuss explicitly in this work.
One feature of high-temperature QCD is that the theory behaves as effectively three-















where we see that this is dominated by the lowest lying energy state. In the Matsubara
formalism3, this would be the Matsubara-0-mode. Fermions do not have a 0-mode, so
their contribution is neither dominant. In fact, one can imagine EQCD as just keeping the
dynamics of the gluon-0-mode and wrapping the dynamics of all other modes into the
effective field theory parameters.
Nevertheless, setting up an effective field theory always comes with some additional
assumptions which further narrow the window in which the results are predictive. So
3For a thorough introduction of the Matsubara formalism, the basic tool of thermal field theory computations,
see e.g. [74].
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why is the effective field theory treatment necessary at all? The answer lies in (2.35), too.
For a massless particle like the gluon E ∼ p holds. According to our initial separation of
scales in hot QCD (2.34), we know that the some momenta are psoft ∼ gT ,4 so we obtain





Since gluon loop propagators are proportional to that factor, the power counting in hot
QCD is modified. Therefore, an expansion in loops does not involve powers of the coupling
squared like in QED but only powers of g due to the 1/g factor from the internal propagator.
Compared to the QED coupling, which is typically e ∼ 0.3, the typical QCD coupling g ∼ 1
is large, anyway. Combined with the worse power counting, it is really hard to obtain
reliable results from purely perturbative expansions in hot QCD, a problem that was first
observed by A. D. Linde [75]. This explains the necessity of an effective treatment as
incorporated by EQCD.
2.3.2. The EQCD action
After discussing the motivation and necessity for an effective treatment of hot QCD, let
us now write down the effective field theory Lagrangian. To start with, we assess the
symmetries of hot QCD, which we would like to see reflected in EQCD, too. Hot QCD
features gauge symmetry in all spatial directions. Since the distance between Matsubara
modes ∆τ = 2piT scales with temperature, we expect any derivatives in this direction to
be negligible, ∂τAµ ∼ 0. Therefore, gauge freedom in the 0-direction is lost, meaning that
nothing prevents A0 any more from acquiring a mass and turning into a scalar particle
(in the adjoint representation of SU(3)). Moreover, we expect Poincaré symmetry in all
three spatial directions. Poincaré symmetry in the 0-direction is broken by the presence of
the heatbath, anyway. Along these two demands of fundamental symmetries, one can














where Φ is the foreseen adjoint scalar-remnant of A0, g23d is the three-dimensional gauge
coupling which now carries mass dimension 1, m2D is the acquired screening mass that
coincides with the Debye mass and λ is the scalar self-coupling that emerges from the
4-gluon interaction.
4Some momenta are even ∼ g2/piT for which the power counting is even worse.
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There are a couple of remarks to make on this effective action. In principle, also higher-
dimension operators like DiFijDkFkj are allowed, but they correspond to higher order
terms in the high-temperature expansion, which we truncate at mass dimension 4. Also,
there is another operator that we omitted in (2.37), µTr Φ3. This operator explicitly
violates the otherwise present Z3-symmetry and corresponds to a non-vanishing quark
chemical potential. Since we do not consider cases with µ 6= 0 in this work, we dropped




)2 and λ2Tr Φ4. In SU(2) and SU(3), the two terms are related





4, so without loss of generality, we only considered
the (numerically easier) former kind of self-coupling. A relation of the EQCD parameters
g23d,m
2
D and λ to temperature T and the number of dynamical, massless quark flavors Nf
in 4D-full QCD has been worked out up to at least two loops in [76,77]. In 4D full QCD,
the four-A0-vertex is actually 0 at tree level due to the Lorentz structure and firstly enters
at O(g4). This explains why the values of λ are so small in EQCD. Along similar lines, the
three-A0 vertex is also forbidden. However, the A0A0Ai-interaction still persists in the
(DiFij)
2-term in (2.37).
At this point, let us comment on the notion of EQCD being an effective field theory.
Although very common, this statement might be a little bit too convservative, in fact. The
spatial gluon degrees of freedom Ai are still explicitly present with their full dynamics,
the temporal gluon A0 as a scalar, which is strictly justified as discussed in the previous
subsection. The fermions do contribute perturbatively through the EFT-parameters. So as
an alternative to considering EQCD and effective field theory, one could also perceive it
as a resummation scheme of full-QCD perturbation theory. In a sense, it preserves the
original degrees of freedom more clearly than other effective field theories, the connection
to full QCD via the perturbative matching procedure is rigorous and well-defined. Gauge
freedom is still explicitly present, although in the temporal direction, it does not play a
role any more as discussed. Other effective field theories like the Quark-Meson Model
hide the gauge theory in their effective degrees of freedom [78]. Since QCD is strongly
interacting length-scales that are characteristic for the Quark-Meson Model, the matching
cannot be conducted perturbatively and is typically determined by fitting to experimental
data. However, it has been established to call EQCD an effective field theory, therefore we
will keep referring to EQCD in that sense.
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2.3.3. EQCD predictions
EQCD has had a row of big successes in predicting thermodynamical properties of hot
QCD.
The latest, O(g6 ln g) contribution to the perturbative determination of the QCD pressure
required an EQCD treatment of the infrared physics, see Fig. 2.6 and [79]. This spectacu-
larly shows how a perturbative expansion in EQCD overcomes some of the problems of
full QCD perturbation theory, the tool of choice for the lower orders. The perturbative
matching would suggest that EQCD results can never be better than the order of the per-
turbative matching. However, EQCD has the asset of resumming the 0-mode contributions
with bad convergence behavior.
On the one hand, one can see the effective field theory treatment breaking down at small
temperatures in Fig. 2.6, where the lattice data are certainly correct. On the other hand, we
see that there are no lattice data at temperatures T & 4ΛMS, because simulations at such
high temperatures involve a shrinking, but still finite extent of the 0 direction. In contrast,
once we know that EQCD works reliably, i.e. it agrees well with lattice data at a certain
temperature, the agreement must hold at all temperatures above that temperature of first
agreement as we have seen in Subsec. 2.3.1. Therefore, one rather switches the framework
from hot, full QCD lattice simulations to either EQCD perturbation theory or lattice EQCD.
Due to EQCD being threedimensional, or, in lattice language, just having one time-slice,
and the implicit treatment of the fermions, one still saves a lot of computation power by
reducing to EQCD and carrying out lattice simulations there compared to 4D-lattice QCD.
Eq. (2.7) gives the hint that the central assumption for dimensional reduction from full
QCD to EQCD, the separation of scales (2.34), becomes more valid as T increases and g
decreases as a consequence.
The range of validity of EQCD was predicted by Mikko Laine [80] to reach down to
temperatures of T & 2Tc, where Tc is the transition temperature of the full QCD crossover
[81] at µ = 0. This crossover connects the confined phase with the deconfined, QGP phase,
as we saw in Figure 2.4. Below 2Tc, the ultra-soft, soft and hard scales overlap each other
so badly that integrating out only fluctuations at one of these scales is not justified any
more.
Furthermore, EQCD can be solved on the lattice with considerably less numerical effort
than full 4D QCD, due to its three-dimensional nature. In particular, the incorporation
of quarks via EFT parameters instead of having to treat them dynamically is a huge
advantage. Note that EQCD has a sign problem at nonvanishing quark chemical potential
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Figure 2.6.: The state-of-the-art perturbative prediction of the pressure of hot QCD. The last order involved
a numerical stochastic perturbation theory treatment of infrared contributions to full QCD,
evaluated in EQCD. Figure from [79], publication authorized by the copyright holder.
µ, too. However, the authors of [82] explain that it is easier to get rid of using analytical
continuation.
The quark number susceptibility in the presence of a µ is simulated in the same reference,







with the volume V , the chemical potential µi for the i-th quark flavor and the grand-
canonical partition sum Z. It is a measure for the “softness” of the equation of state, and an
important measure for charge fluctuations in the QGP and influences a lot of observables
in heavy ion collisions.
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Figure 2.7.: Enabling a quark chemical potential via the µTr Φ3-term, one also has access to fermionic
observables in EQCD, e.g. the diagonal quark number susceptibility. Figure from [82], publication
authorized by the copyright holder.
2.4. Transport phenomena in QCD
2.4.1. Generic examples
Soon after the experimental confirmation of the existence of the quark-gluon plasma
[58–61], there was a big effort underway to measure properties of that new state of matter
and compare them to theoretical expectations.
For instance, it was found that the quark-gluon plasma comes surprisingly close to a perfect
fluid at RHIC [13,14] and at LHC [18–21]. In order to describe the QGP hydrodynamically,
an equation of state is needed, i.e. the pressure p as a function of the temperature T
(and possibly the baryon chemical potential µ). This is available directly from lattice
calculations, for example in [83] or [84].
However, the dynamics of the QGP show small deviations from an ideal fluid, though
still fluid-like. Consequently, it obeys higher-order transport equations, and in particular
the coefficients therein are necessary to model the dynamics of the QGP correctly. For
the covariant Navier-Stokes equation, these would be the shear-viscosity η as well as the
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bulk viscosity ξ [85,86]. In order to make a self-consistent theoretical prediction, there
must be a way of determining transport coefficients from the underlying microscopic
theory, QCD in the present case. This is done by so-called “Kubo formulae” [87] and
requires an analytic continuation from Euclidean time to Minkowski time, which is in
general underdetermined but can nevertheless be carried out with sophisticated statistical
tools in some cases. Huge effort is put in determining η directly from the lattice, for
instance in [88]. A perturbative determination was provided in [32], indicating that the
perturbation theory does not converge well for η/s, even at very high temperatures. The
situation for the bulk viscosity is even more complicated [89].
Another interesting feature of the QGP is that it radiates off photons. Photons interact only
electromagnetically, meaning that they are influenced very little by the QGP after their
production, making them a very clean and easy to detect probe of the properties of the
QGP. The process of photon emission is encoded in the thermal photon production rate,
calculated perturbatively in [33]. Photon production is the case, in which the convergence
of the perturbative series works the best of all transport phenomena. Nevertheless, the
convergence is still poor and one would preferably rely on a lattice result like [90].
Unfortunately, lattice data are only available at comparatively small temperatures due to
the very same reasons explained in Subsec. 2.3.3.
Moreover, there are diffusion coefficients for light and heavy quark diffusion, both calcu-
lated perturbatively [32] and on the lattice [91–93].
These are some generic examples for “material properties” of the QGP that are attempted
to calculate from the fundamental theory, QCD.
2.4.2. Jet broadening
Heavy-ion collisions do not only produce the QGP, but along with that also high-energy
colored objects, the “jets” [94]. These fly through the medium and obtain modifications
by the medium [95]. Since jets are objects that can be finally measured in detectors,
they deliver important and direct insights into the nature of the QGP. Together with
photons emitted by the QGP, one refers to them as “hard probes”, where hard means
that the exchanged momentum is larger than the medium scale, q⊥  T , and therefore,
the coupling g is comparably small due to asymptotic freedom. In this particular context,
this explicitly does not mean that an expansion in loops works here, the application of
resummation schemes or effective field theories like EQCD may very well be still necessary
for precisely the reasons discussed in Sec. 2.3.
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It was found pretty early that in passing the medium, the jets do lose energy and acquire
transverse momentum [94], which can be pictured by the jet receiving bumps from the
plasma constituents while passing the medium.
An important observable is the spectrum of particles that are emitted from a jet, for
example a quark or a gluon. We will discuss a theoretical framework for this type of
phenomena in Sec. 2.5.
2.5. Kinetic descriptions
In contrast to the lattice description, kinetic theory generically makes Minkowski-time
information accessible. This is an important feature for describing transport processes
which can be defined as how the system reacts to a (local) departure from the global
equilibrium. Therefore, (global) thermal equilibrium is not a given and different, real-time
techniques are needed.
2.5.1. The Boltzmann equation
One very common tool to describe transport phenomena is the Boltzmann equation. There
are multiple ways to derive the Boltzmann equation, via the Liouville equation [85] or




+ v · ∇x
)
fa(p,x, t) = −Ca [f ] (2.39)
in the absence of external forces. A few remarks on that equation: fa(p,x, t) is the (not
necessarily equilibrium-) distribution function of a particle of species a, it is modified by
interactions according to the collision kernel Ca [f ]. Gluons, for instance, should have
a fixed point at fg(p,x, t) = nB(p), i.e. (2.39) should turn into ∂tnB(p) = 0, and for
fermions the Fermi-Dirac distribution, respectively. The collision kernel Ca [f ], in turn,
contains all information about the interaction. Usually, one has to plug some (possibly
resummed) perturbative result in here. Moreover, distribution functions





include the particle number Na of particles of species a. For that, a definition of the
particle number is required. One has to define a way to count particles in a phase space cell
∆3x∆3p. Last but not least, derivations of the Boltzmann equation involve an expansion
in gradients, so the system should be far away from continuous phase transitions, where
the correlation length ξ and thus the gradients diverge.
Aside from the perturbative matrix element, Ca [f ] typically contains a delta function that
ensures overall energy-momentum conservation and a combination of the distribution
functions fa of all particles involved in the scattering process. For instance, a 2↔ 2-process
has the collision operator







(2pi)4δ4(p+ k − p′ − k′) (2.41)
× {f(p)f(k) [1± f(p′)] [1± f(k′)]− f(p′)f(k′) [1± f(p)] [1± f(k)]} ,
where we assumed for simplicity that there is only one species of particles so that we
can drop the subscript a, the “+” in the expressions with the distribution is to be taken if
the particles are bosons and the “−” if the particles are fermions, the integration ∫k · · · =∫
d3k
(2pi)3
. . . and M2 is a matrix element consisting of a cross-section and a dynamical
weight.
Eq. (2.41) is a pedagogical example, but for QCD the situation is different. There are
multiple species of particles involved over which one has to sum, there is a nontrivial
Lorentz- and gauge group-structure, and there are also inelastic, 1↔ 2-scattering processes
involved.
2.5.2. AMY and its applications to jet broadening
So far, there have not been any requirements for the distribution function f except
diluteness for f to be well-defined. There are numerous different transport philosophies
of how to construct and simplify the Boltzmann equation, in particular its collision kernel.
Some examples are BAMPS (“Boltzmann Approach to Multi-Particle Scattering”) [98] or,
more recently, SMASH (“Simulating Many Accelerated Strongly-interacting Hadrons”)
[99]. We will work in an extension of the AMY framework, proposed by Peter Arnold, Guy
D. Moore and Laurence G. Yaffe in the early 2000’s [100–105].
Their work was applied to jet-quenching and extended to next-to-leading order in the
coupling αs [97]. To start with, one splits the distribution function into two parts [97]
fa(p,x, t) = na(p, T (x, t),u(x, t)) + δfa(p,x, t) , (2.42)
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with the local temperature T (x, t) and the local flow velocity u(x, t). na is the local
equilibrium distribution around which one expands, containing all the soft, thermal
physics, whereas δfa are the hard perturbations (the jets) around that local equilibrium.
They are very dilute, so it suffices to consider only single interactions of δfa with the
thermal medium described by na. Thence we rewrite (2.39) into(
∂
∂t
+ v · ∇
)
δfa(p,x, t) = −Ca [δf ] . (2.43)
In turn, Ca [δf ] can be decomposed into
Ca [δf ] = Calarge [δf ] + C
a
coll [δf ] + C
a
diff [δf ] + C
a
conv [δf ] , (2.44)
at leading order. The different contributions originate from large-angle scattering, collinear
scattering, diffusive processes and processes that convert the nature of the jet (e.g. from a
quark to a gluon). At NLO, all Ca’s except from Calarge receive corrections. Additionally, a
semi-collinear collision operator δCasemi−coll is introduced.
A kinetic approach like AMY is highly eligible to be implemented into a Monte Carlo event
generator that mimics the evolution of jets according to the theoretical approach. For
AMY, this has been done in MARTINI [106].
We will not dive into the details of what processes make up all these contributions and at
which scales they are most relevant here. One quantity that enters almost all parts of the
decomposed collision operator is C(b⊥). It is a rate that describes how likely it is for a
particle at the speed of light to undergo an elastic scattering with (transversal) impact
parameter b⊥.
Therefore, it is a key ingredient into transport descriptions of the QGP, from which
transport coefficients like the shear viscosity or the thermal photon emission rate can
be derived. In the context of jets, it delivers important insights into a jet undergoing
multiple scatterings with the medium and in so acquiring transverse momentum q⊥ (“jet-
broadening”). In momentum space, it is defined as the transverse scattering rate dΓ/d2q⊥



















where we stress once more that this is not a common Fourier transform. Usually, there is
rotational symmetry in the transverse plane, therefore all the information is encoded in
C(b⊥) as a function of the absolute value of the impact-parameter-2-vector b⊥.
Beyond just making the jet change its direction, C(b⊥) has influence on Cadiff via the
“jet-broadening parameter” qˆ [95]. It is defined as






the second moment of the transverse collision kernel C(q⊥). This parameter describes
how much the distribution of transversal momentum of the jet broadens while crossing the
medium. qˆ has to be regulated in the UV since C(q⊥) ∼ g4T 3/q⊥4 at large q⊥ [29], leading
to a logarithmic divergence in the cutoff qmax that has to be customized to appropriate
values for different set-ups.
2.5.3. Radiation spectra off of jets
As a second application beyond jet-broadening, C(b⊥) plays a crucial role in the description
of collinear radiation, encoded into Cacoll [103]. Collinear radiation was understood to
be the main reason for “jet-quenching” [107], the jet’s loss of energy in traversing the
medium, not to be confused with jet-broadening. C(b⊥) goes into Cacoll via the differential
probability dP abc/dk of a parton of kind a to emit (collinear) particles of species b and c.
The full formalism for the treatment of dP abc/dk was worked out in [107] and embedded
into the AMY-framework in [97].
It was originally found by Zakharov in [24] that these emission spectra of particles with
transverse momentum can be described by quantum mechanics. For our purpose, we will
refer to the more recent nomenclature similar to [107–109].
The probability P abc for a parton of kind a, produced at the time origin t = 0, to emit
















[K(t,x⊥; t′,y⊥; p, k)− (vacuum)]∣∣x⊥=y⊥=0 ,
(2.48)
where x = kp and K(t,x⊥; t′,y⊥; p, k) is a propagator in time and the transversal plane.
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x , q → gq
3g2 1+x+(1−x)
4
x(1−x) , g → gg
g2Nf(x
2 + (1− x)2) , g → qq
(2.49)












− iC3(p, k, b⊥) , (2.50)
where ma, mb, and mc are the masses of the particles and C3(x, b⊥) is a three-body
amplitude that serves as a damping term in the associated path integral. It can be
reduced to a combination of two-body amplitudes C(b⊥) up to next-to-next-to-leading
order (NNLO) corrections in g2 and additional suppressions by the number of colors 1/N
via [29]
C3(p, k, b⊥) = Cb + Cc − Ca
2Ca
C(b⊥)+



















with Ca, Cb, and Cc being the respective Casimir operators.
The defining Schrödinger-like equation for K(t,x⊥; t′,y⊥; p, k) reads
(i∂t −H(b⊥))K(t,x⊥; t′,y⊥; p, k) = i δ(t− t′) δ(2)(x⊥ − y⊥) , (2.52)
in the case of a homogeneous medium. A generalization to a non-homogeneous medium
can be (formally) easily made by assuming a dependence of the Hamilton operator on the
times / longitudinal coordinates t and t′ of the two points.
Eventually, we saw that C(b⊥) contributes to the damping term in (2.50) via (2.51),
which is a crucial ingredient for the propagator defined in (2.52) that finally goes into
the actual splitting probability (2.48). This probability is the final observable and can
be measured in heavy-ion collision experiments [58–61], and also goes into theoretical
transport descriptions like the AMY framework that was briefly introduced in the previous
subsection. Let us stress again that so far in this subsection, we have only made use of
quantum mechanics. We shall see that all necessary applications of quantum field theory
boil down to determining C(b⊥).
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Using the definition of C(b⊥), it is a quite common approximation to expand C(b⊥) for




b⊥2 +O(b⊥3) . (2.53)
With that, the equation for the propagator (2.52) turns into a standard Schrödinger
equation for a harmonic oscillator and is consequently analytically solvable, which is very
convenient.
Loosely speaking, it is the main goal of this thesis to improve on that very widespread,
but sometimes also very crude approximation. Why an improvement is necessary will be
discussed in Subsec 3.1.2.
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3. Recent developments in jet broadening
In the following, we will review three key research efforts which prepared the ground
for the progress the present thesis achieved. The publications that we discuss here are
far more comprehensive than what we outline here, we focus on the aspects that are of
particular relevance for our work.
3.1. O(g) plasma effects in jet quenching
As elaborated on in Sec. 2.5, high-energy jets are dominantly modified by infrared physics
of the plasma, which is hard to tackle strictly perturbatively, as demonstrated in Sec. 2.3.
Simon Caron-Huot has worked out in 2007 [29] how to deal with these jet modifications
properly. In the following, we will first explain the strategy for this computation and then
show the perturbative results that were computed.
3.1.1. Euclidean correlators for C(q⊥)
It has been found by Casalderrey-Solana and Teaney [28] that the central quantity for jet-
modification by the medium, C(b⊥), the position-space version of C(q⊥), can be computed
as a light-cone Wilson loop in real-time full QCD, see Fig. 3.1.
The Wilson loop in the full theory reads
W (L, 0, b⊥) = P exp
(∫ L
0














Figure 3.1.:Wilson loop for the determination of C(b⊥). The edges along the light cone coordinate x+ =
1
2
(x3 + t) are the long edges with length L, the short edges along x⊥ have transversal extent b⊥.
Coordinates in the figure are given in the convention (x+, x⊥).
where coordinates are given as (x+, x−,x⊥). We see that the x− coordinate does not play
a role, since the jets are moving with (almost) the speed of light, x− = 0 throughout the
whole calculation, another hint to the three-dimensional nature of the problem.
The value of the Wilson loop can be related to C(b⊥) through




lnW (L, 0, b⊥) . (3.2)
Unfortunately, calculations in real time are in general very hard. The main merit of [29]
was to relate this Wilson loop to a modified version in Euclidean-time, three-dimensional
EQCD






















Just as for C(b⊥), we can make the rotational symmetry in the transversal plane as well as
the eikonal propagation along the lightcone explicit and write W˜ (L, 0, b⊥) = W˜ (L, b⊥).
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We recapitulate Caron-Huot’s argument for the Euclideanization in (3.3) here, along the
lines of App. B.1 in [33].
In the Minkowski-time many particle formalism, there are essentially three types of two-
point functions: G>, G< and the statistical propagator GF [96], whereas in the Euclidean
time formalism, there is only one correlator: GE. The strategy is to consider the system
along hyperplanes with x0 = v˜x3, where v˜ ≤ 1 holds for causally connected operators in
the lightcone.
With Gij , we will from now on denote the correlator of two operators Oi and Oj . For
now, we take the separation of the two operators Oi and Oj to be space-like, in particular
|x3| > |x0|. At first sight, this fundamentally contradicts our assumption of time- or
light-like separation from above and we will focus on that crucial aspect soon. For now, let
us just take this fact for granted. All operators at space-like separations do commute, and
































where nB is the Bose-Einstein distribution function and ρij(ω, q) is the expectation value
of the commutator of the operators Oi and Oj (if they are fermionic the anti-commutator),























As the next step, we would like to perform the integration over ω. To this end, we use
contour integration, which relatesGR(ω, q) = −iGEij(iω, q) via an analytic continuation. As
elaborated on in App. B.1 of [33], there are no poles crossed under given circumstances,
and similarly for the equivalent relation for GAij . Only the poles of nBE(ω) + 1/2 at
ω = 2piinT , n ∈ Z with residues T have to be accounted for in closing the contour. We
rename q˜3 → q3 and find eventually
Grrij(x











, q3) , (3.4)
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with the standard Matsubara frequencies ωn = 2pinT .
Therefore, we have found a way to express correlation functions on the light-cone x0 = x3
through Euclidean correlation functions. Intuitively, what happens is that one exchanges
the (physical) limit x
0
x3
→ 1− with x0
x3
→ 1+, where  is a small, positive real number that
controls the limit. In general, these limits do not agree. For the IR-dominated, essentially
classical plasma modifications, however, it does not matter if one assumes the speed of
light to be 1 or a tiny little bit larger since they are anyway slower by many orders of
magnitude and the speed of light does not play a dedicated role in classical physics. Note
that only the interface between the plasma and the jet is a classical one. The internal
dynamics of the plasma still requires full quantum physics.
As usually in thermal field theory, one has to treat the 0-mode in 3.4 separately. Following
Caron-Huot’s argument in Sec. 3.2 of [29], the n 6= 0 contributions to (3.4) do not couple
to the n = 0-sector directly and can be incorporated perturbatively. In fact, at small
impact parameters b⊥ or conversely at large transverse momentum q⊥, they play an
important role, as the author of this thesis and his co-author confirmed in Sec. 5. The
n = 0 contributions, in turn, have correlation functions GEij(0, q3, q⊥), which are precisely
the correlation functions of EQCD, the effective theory for hot QCD that we introduced
in Sec. 2.3. Instead of real-time, four-dimensional, full QCD perturbation theory, one
can calculate C(q⊥) in three-dimensional, Euclidean, EQCD perturbation theory, which is
much more feasible.
3.1.2. Perturbative determination of C(q⊥)
Apart from the crucial theoretical development of using EQCD correlators instead of 4D,
full QCD ones, Caron-Huot explicitly computed C(q⊥) to next-to-leading order (NLO) in
the coupling g. The leading order (LO) was already computed by Aurenche, Zaraket and









with CR the Casimir of the representation R of the jet. If the jet consists of gluons,
CR = CA = 3, if it consists of quarks, we have CR = CF = 4/3.
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Let us stress that both Fig. 3.5 and Fig. 3.6 are results for the dominant, soft jet modifi-
cations. Plots for two different αs can be found in Fig. 3.2. We see that the NLO result
(which is actually CLO(q⊥) + CNLO(q⊥)) is about a factor of 4 bigger at αS = 0.3 and
even at αS = 0.1 still exceeds the leading order prediction by roughly a factor of 2. These
are clear hints that convergence of the perturbative series is at least not maintained within
the calculable range of the loop expansion. However, since our correlations of interest are











































(b) αs = 0.3
Figure 3.2.: Plot of (3.5) + (3.6) at two different, physically plausible αs. Plots taken from [29], publication
authorized by copyright holder.
However, (3.5) and (3.6) both just capture the physics up to the scale gT . The jet-
broadening coefficient qˆ (2.47), in turn, is sensitive to physics at all scales up to a process-
dependent cutoff qmax, constituting the necessity of a matching of soft and hard physics.















The hard part Chard(q⊥) can also be computed in the framework presented in subsection
3.1.1, just not restricting to n = 0. The leading order contribution is just a bare gluon
propagator connecting the two long edges of Fig. 3.1. In Feynman gauge, the propagator
is ∝ ηµν . Due to both lines being A+ lines, this would correspond to η++, which is 0.
Therefore, the leading order vanishes.










6nB(p)(1 + nB(p)) + 2NfnF(p)(1− nF(p′))
]
, (3.8)
where Nf is the number of massless dynamical fermion flavors, nF(p) is the Fermi-Dirac




3.2. The jet quenching parameter from the lattice
Following that suggestion, Marco Panero, Kari Rummukainen, and Andreas Schäfer set up
an exploratory lattice study [30]. To this end, the necessary developments are: discretizing
EQCD on the lattice, discretizing our observable, the Wilson loop (3.3) on the lattice, and
extrapolating the length of the loop to infinity L→∞. In order to obtain quantitative
results, one would like to extrapolate C(b⊥) point-wise to the continuum. However, [30]
was only planned as an exploratory study and not set up for this purpose.
Adapted to the conventions that are used throughout this thesis (c.f. [111]), the EQCD






























x,ij ≡Ui(x)Uj(x+ iˆa)U †i (x+ jˆa)U †j (x) , (3.10)
where ΦL is the lattice version of the adjoint scalar field Φ, rescaled with
√
a, ij is the
three-dimensional version of the plaquette in the i−j-plane, theZ factors are multiplicative
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renormalization constants and the δ’s stand for additive counterterm renormalizations,













, x ≡ λ
g23d
, (3.11)
where we used the dimensionful coupling g23d to set the scale.
The most straight-forward and obvious choice of the Z ’s and δ’s in (3.9) would be all Z ’s
set to 1 and all δ’s set to 0. For reasons that will become evident in the following section,





















[20x(3− x) (lnβ + 0.08849) + 34.768x+ 36.130] . (3.12)
Their lattice version of (3.3) reads















U1 (x+ anex) ,
where Ui is the standard gauge link in the i-direction, Z is the renormalization factor
for our observable, which they set to Z = 6β and the transversal direction was chosen
without loss of generality to be the x-direction. The longitudinal extent of the Wilson loop
in lattice units is nL, the transversal extent is na.
After carrying out the full QCD-EQCDmatching, they end up with the two EQCD parameter
sets in Tab. 3.1.
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T nf x y
398 MeV 2 0.1 0.448306
2 GeV 2 0.06 0.710991
Table 3.1.: 3D EQCD parameters in [30].
Computing C(b⊥) on the lattice according to (3.2) involves an extrapolation of L→∞.
In practice this turns out to be a hard task for various reasons, one of them is that the
signal-to-noise ratio gets worse as one increases the enclosed area of the loop, i.e. the
relative error of the results grows. Panero et. al. decided to ameliorate that problem by
using the multilevel algorithm, a technique that reduces the noise for large Wilson loops
by pre-averaging parts of the loop [112,113]. We will discuss the multilevel algorithm in
greater detail in Sec. 5. The authors of [30] do not comment on how precisely they carry
out the L→∞ limit, supposedly they just look for a finite length L, at which the error
that is introduced by the finite length is subdominant compared to the Monte Carlo error.
It does not harm too much since there are still finite lattice spacing systematic errors in
the calculation, anyway.
Despite these minor technical issues, important and impressive results were obtained
in [30], most notably the first determination of C(b⊥) on the lattice at two different
temperatures, displayed in Fig. 3.3. The results displayed in Fig. 3.3 do not seem to suffer
from big finite lattice spacing corrections, the results at different values of β lie on top
of each other up to a fairly good accuracy. An extrapolation of C(b⊥) to the continuum
seems to be feasible, and would be additionally facilitated by the completion of the O(a)
lattice improvement (see Sec. 3.3 and Chap. 5).
At very small spatial separations g23db⊥, we expect EQCD perturbation theory to work.
Indeed, we can estimate that close to g23db⊥ = 0, both curves in Fig. 3.3 are well described
by a perturbative series, on whose shape we will elaborate further in Sec. 5. One important
feature of this perturbative series is that there is no intercept, which we recognize in both
scenarios in Fig. 3.3. Apart from that, both curves look qualitatively the same, just that
the larger temperature tends to marginally larger values of C(b⊥).
Panero, Rummukainen and Schäfer also extracted a guess for qˆ from their results. Because
it lacks a proper continuum extrapolation and the hard contribution of (3.7), it should
merely be seen as a landmark than as a strict quantitative result with reliable error bars.
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Coordinate-space collision kernel from EQCD
(nf = 2, T ~_ 398 MeV)
(a) T ≈ 398 MeV
























Coordinate-space collision kernel from EQCD
(nf = 2, T ~_ 2 GeV)
(b) T ≈ 2 GeV
Figure 3.3.: Exploratory lattice results for C(b⊥), here called V (r), divided by the dimensionful EQCD gauge
coupling g2E, in our notation g23d. The transversal separation, which we call g23db⊥, is denoted
with rg2E. Figures taken from [30], publication authorized by the copyright holder.
3.3. O(a) improvements in lattice EQCD
We now discuss how one can further improve compared to [30] and the non-obvious
choices for the multiplicative and additive renormalization constants in (3.9).
All three parameters of continuum EQCD, g3d, m2D and λ receive loop corrections as usual
in quantum field theory. Since both couplings are dimensionful but power series have to
be in terms of dimensionless quantities, they both have to be balanced by a power of the
only other scale in our theory, the UV lattice cutoff a. Thus, a fictitious parameter p would
receive the corrections




1−loop + λa p
scalar
1−loop (3.14)
at one loop and analogously for the higher orders, where also mixed terms with powers
of both g23d and λ can occur. In a scenario, where perturbation theory is supposed to work,
we can therefore compute the leading order corrections in the power expansion in the
lattice spacing and subtract. This brings us closer to the desired continuum limit. Despite
the perturbative expansion does not work for the infrared parts of our problem, as we
have seen in Fig. 3.2, it does so very well in the ultraviolet regime. Since the scale of
the lattice-continuum matching is UV cutoff scale, the lattice spacing a, our perturbative
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lattice-continuum matching takes place around a momentum scale that is so deep in the
UV that the use of perturbative methods is uncritical.
By an expansion in both EQCD lattice perturbation theory and continuum EQCD per-
turbation theory, almost all of the renormalization coefficients in (3.9) were determined
analytically [114]. We make the application of these results to SU(3) explicit and repeat



















































































+ ζ − 3Σξ
])
, (3.20)
where we encounter some numbers that result from standard integrals in EQCD lattice-
continuum matching defined in [115], Σ = 3.17591153562522, ξ = 0.152859324966101,
ζ = 0.08849, δ = 1.942130 and 2κ1 − κ4 − 4ρ = 1.968325. This improvement compen-
sates all discretization errors at O(a) except from the one in y. About the linear-in-a-
improvement for y, we know from App. A of [111] that it kicks in at three-loop order,




C0 + C1 x+ C2 x




Beyond that, the renormalization Z of the observable itself, the modified Wilson loop
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(3.13), has been determined also analytically [111]
Z2
ZΦ g23da








At this point, let us take some time to understand how this setup compares to the one
in (3.12). The most notable difference is that instead of g23da, Panero et.al. express their
lattice spacing dependence in inverse powers of β which is equivalent in outcome but
requires some slight modifications of matching constants along the way. Furthermore,
they only use the leading order expressions for the multiplicative renormalization factors
Z4, Z2 and Z, giving rise to other errors of O(a). Since there is the missing three-loop
y-counterterm generating O(a) discretization errors, still, no improvement scheme that
lacks this contribution can be rigorously called superior, even if drops other, known O(a)
contributions. The results in [30] are not extrapolated to the continuum and at finite
lattice spacing g23da or β, they will look differently even though they were obtained at the
same values of x and y. The non-uniqueness of discretizations is a common phenomenon
in numerics and should not be worrying as long as the continuum values agree.
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4. Full O(a) improvement in lattice EQCD
This chapter will review [116], in which the author of this thesis and his co-author
undertook the necessary technical development of determining the O(a) correction in
the lattice-continuum matching of 3D EQCD theory. The direct diagrammatic evaluation
appears too difficult to pursue; so we will use an alternative method to extract the
corrections. Since the mD-renormalization is the only missing O(a)-contribution, it can
be determined by fitting to a line of constant physics. EQCD features a phase transition,
which we will utilize to obtain such a line.1
In the remainder of this chapter, we present our investigation of the matching problem.
Section 4.1 sets the theoretical stage. Section 4.2 presents our approach to determining
the 3-loop mass renormalization indirectly from lines of constant physics, leading to results
we present in Section 4.3. A few odds and ends appear in the two appendices A.1 and A.2.
For the impatient reader, here is a very short summary. EQCD has two parameters, the
mass-squared y and scalar self-coupling x (the gauge coupling just sets a scale). For a
given value of the self-coupling x, there is a critical y-value where a phase transition
occurs. We find this point at several lattice spacings, and extrapolate to the continuum
behavior; the slope of the fit at a = 0 is precisely the O(a) mass correction which must
be compensated. Perturbative arguments show that the resulting slope should depend
on x as a third-order polynomial. Determining this at several x-values allows us to fit all
polynomial coefficients, which are presented with their covariance matrix in Eq. (4.11)
and Table 4.3.
This chapter and the appendices A.1 and A.2 are based on work published in Physical
Review D [116]. In order to respect the formulation of the precise arguments and
1Note that the phase transition in EQCD is unphysical in the sense that it is not related to any phase transition
in 4D thermal QCD. Indeed, 4D QCD with physical quark masses has a crossover at zero quark chemical
potential [83,84]; the pure-glue theory at high temperature has a Z3-breaking phase structure which
is related to the EQCD phase transition in a 1-loop analysis [76], but because EQCD lacks a true Z3
symmetry, this is essentially a coincidence (see however Ref. [117]).
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their interpretation originally made, parts of this chapter are adopted from the original
publication or slightly paraphrased to fit better in the context of this thesis. The author of
this thesis was involved at all stages of this project. The concluding section of the original
publication was omitted since the plans we phrased there coincided with what was done
in Chap. 5.
4.1. Theoretical setup
EQCD has been extensively introduced in Sec 2.3, in particular its continuum action (2.37)
and its lattice discretization (3.9). We use the parameter convention of (3.9) together
with all known improvements at O(a): (3.15), (3.18), and (3.22).
Our update algorithm will not be presented in full detail, since the bigger picture was
already given in Sec. 2.2 and the actual algorithm is almost identical to [118]. We use the
standard Wilson gauge action and nearest-neighbor scalar gradient or “hopping” term
given in (3.9). The only crucial difference to the presented SU(2) + fundamental scalar-
case concerns the treatment of the hopping term in the gauge field update. It arises from






Φ2L(x)− ΦL(x)Ui(x)ΦL(x+ aiˆ)U †i (x)
)
(4.1)
in the lattice formulation, where ΦL is the rescaled, dimensionless lattice version of the
adjoint scalar field, ZΦ is a field renormalization factor, and Ui(x) is the standard gauge
link at lattice site x in direction i. In contrast to the fundamental scalar case treated
in [118], the present hopping term is non-linear in the link. Therefore, it has to be
incorporated into the link update via a Metropolis step. Our scalar update, on the other
hand, is a mixture of heatbath updates with the xTr Φ4 term included by Metropolis
accept/reject, and the overrelaxation update introduced in Ref. [118]. We update sites in
checkerboard order. Our code was modified from the OpenQCD-1.6 package [119].
Now we return to the parameters of the continuum and lattice actions. For this choice
of parameters, 1-loop relations between the lattice gauge and scalar couplings and their
continuum values, and two-loop relations for the scalar mass, are known: (3.15), (3.18),
and (3.22).2 The matching between the lattice and continuum is such that we know the
2The paper is written for general gauge groups, where there are two independent scalar self-couplings.
These are equivalent in SU(3), so we take x2 = 0 in their notation. Note that in the lattice action in [111],
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lattice x and g23d parameters up to O(g43da2) corrections. Effects from higher-dimension
operators (present in the Wilson action and nearest-neighbor hopping term) are also
of O(a2). We also know the multiplicative rescaling between y and ylatt to the same
precision, and we know the O(1/a) and O(1, ln(a)) additive contributions to y. Only the
(3-loop) O(a) additive contribution to y is unknown. Therefore any O(a) difference in a
physical result between lattice treatments at different lattice spacings must arise due to
this additive contribution.
The phase structure of EQCD was extensively examined in the 90’s, for example in [120].
The theory has a Z3 symmetry which is broken if TrΦ3 takes a nonvanishing value. There
is a line of phase transitions separating a large-y region, where Z3 symmetry is preserved,
from a small-y region where Z3 symmetry is spontaneously broken. Unlike the transition
in SU(2) fundamental [118] or adjoint [76] theories, this transition line extends over all
x values, since the phases are distinguished by a global discrete symmetry breaking. At
small x values the transition is first order; there is a tricritical point, and for large x values
it is second order [120]. Values of x corresponding to dimensional reduction from physical
temperatures and quark numbers all land in a region where the transition is first order;
they also lie below the critical value ycrit, so physical QCD corresponds to metastable
points in the EQCD phase diagram. (We emphasize again that the phase transition in
EQCD is not related to any thermal phase transitions which may or may not occur in 4D
QCD.)
Our methodology will consist of determining, for a given x value, the value ycrit where
the phase transition occurs. Doing so at a series of lattice spacings provides a lattice
determination of the lattice spacing a dependence of ycrit. Since the only O(a) error
remaining in our lattice implementation of the theory is an additive shift to y, the slope of
ycrit(a) when we extrapolate the lattice spacing a→ 0 determines the unknown linear-in-a
correction to y at each given x value.
Formally, we know that the O(a) lattice-continuum additive δy contribution arises from
3-loop scalar self-energy diagrams in lattice perturbation theory [114]. Even without
computing these graphs, we can see that they involve 0, 1, 2, and 3 factors of the scalar
self-coupling. Therefore, making N = 3 in the expression from [111] explicit, we repeat
the lattice mass-squared in terms of the continuum y value in (3.9) from (3.15) and
x1 and x2 actually have to be interchanged for consistency with the rest of that paper. Also, since the
normalization of the lattice scalar field is arbitrary, we have chosen ZΦ = 1, that is, we normalize our
hopping term to have unit norm.
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(3.18),
SEQCD,L = . . .+
∑
x

















































+ 2κ1 − κ4 + 4ρ− 4δ
)]
, (4.4)
where ζ = 0.08849, δ = 1.942130 and 4ρ − 2κ1 + κ4 = −1.968325. The undetermined










With results at enough x values, we can perform a polynomial fit to extract these coeffi-
cients, and use it to determine the correction at any x value.
Eventually we want to apply EQCD to study QCD. Dimensional reduction at a specific
temperature (hence gauge coupling) and number of light fermions leads to a specific x and
y value. The 2-loop reduction formulae between high-temperature 3+1 dimensional full
QCD and EQCD were worked out by Kajantie et. al. [76,77] and we use a nonperturbative
value of ΛMS from [54]. These lead to the specific x and y values, which we will later
investigate for C(q⊥) behavior, shown in Table 4.1 and depicted in Figure 4.1. To minimize
errors in a future investigation, we will examine the mass renormalization at the x-values
indicated, except the smallest value where our method will prove ineffective. We will also
study larger values of x which do not correspond to any physical QCD regime.
T nf x y
250 MeV 3 0.08896 0.452423
500 MeV 3 0.0677528 0.586204
1 GeV 4 0.0463597 0.823449
100 GeV 5 0.0178626 1.64668
















Nf=3 QCDNf=4 QCDNf=5 QCD
simulation scenarios
Figure 4.1.: xy phase diagram of EQCD with the lines on which EQCDmatches full QCD at Temperature T and
Nf quark flavors. The phase transition if of first order in the physically interesting region [120],
and the physically relevant points lie in the supercooled “high-temperature” symmetric phase
below the transition line. The blue points mark our scenarios of interest from Table 4.1.
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The determination of ycrit faces the usual challenges of supercritical slowing down, associ-
ated with determining a first order phase transition point numerically. In the next section
we present a methodology for evading this problem.
4.2. Our method
The standard way of determining ycrit would be by applying multicanonical reweighting
in order to enforce tunneling between the two phases [120]. This is rather inefficient,
so we develop another approach to efficiently determine the transition temperature of a
first-order phase transition on the lattice.
The main idea is to prepare a lattice configuration where the two phases coexist and are
permanently compared to each other at the phase boundaries. If we miraculously guessed
the exact value of ycrit, the symmetric phase volume would change only via Brownian
motion. If our value for y were close to but not exactly ycrit, the phase boundaries would
feel a small net pressure, and would tend to allow the preferred phase to expand at the
expense of the other. This leaves us with two questions:
• How do we prepare such configurations?
• How can we tune the mass to its critical value and balance the Brownian motion of
the phase boundaries?
The true order parameter of EQCD is Tr Φ3, which indicates whether the Z3-symmetry of
Φ is present or broken. However, the phase transition can also be spotted in Tr Φ2 (see
Fig. 4.2), which has smaller fluctuations and leads to a more stable phase discriminator;
so we use it in the following. Our approach begins by bounding ycrit by performing
a simulation in a modest-sized cubic box, starting from a quite positive y value and
decreasing it after each update sweep. At some value, Tr Φ2 abruptly jumps. Then one
steadily increases y until the value abruptly falls. This determines upper and lower spinodal
y-values; ycrit must lie between, typically close to the upper value.
Next we estimate Tr Φ2symm and Tr Φ2brok, the values of Tr Φ
2
L in each of these phases at
a mass close to the transition temperature, which we do in separate simulations which
are initialized with either vanishing or large constant Φ values. The method will be
rather insensitive to the exact values of these quantities, so it is not important if the




























































Figure 4.2.: Tr Φ3 and Tr Φ2, integrated over transverse directions, as a function of the z direction in a
363 × 96 box at g23da = 13 , x = 0.08896 and y = 0.47232. There is a region near 0 (periodically
identified with 96) which is in the symmetric phase, and a region near 50 which is in the broken
phase, as well as two phase boundaries. The phases are visible in either order parameter but the
fluctuations in Tr Φ2 are smaller.
Next we set up our mass tuning algorithm. We work in a rectangular periodic lattice with
one long (Lz) direction and two equal shorter (Lx = Ly) directions. Initially we make the
y (Lagrangian) value z-coordinate dependent,
y(z) = ycrit,est + ∆y cos(2piz/Lz) , (4.6)
with ∆y chosen initially to be large enough that ycrit,est±∆y are above/below the spinodal
values. After a series of update sweeps, the field will find the symmetric phase where y
is large and the broken phase where y is small, generating our configuration with both
phases and two phase boundaries. Then the magnitude of ∆y is gradually lowered over
a series of update sweeps; if one phase starts to win out over the other, the estimated
critical value is adjusted.
With our starting two-phase configuration and estimated ycrit in hand, we proceed to the
more accurate determination of ycrit. We continue to evolve with a space-uniform y value,
but we adjust it after each lattice site-update according to






2 − Tr Φ2symm




where yL ≡ Z3(y + δy2loop) and cB is a small coefficient that controls the strength of the
adjustment. The quantity in brackets here is an estimate for the fraction of the volume
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which lies in the broken phase, based on the known (approximate) values of Tr Φ2 in each
phase. Therefore, the adjustment term shifts y upwards (making the symmetric phase
more preferred) when more volume is in the broken phase, and downwards (making the
broken phase more preferred) if more of the volume is symmetric.





, such that the evolution of y is as mild as possible,
consistent with enough restorative force to prevent either phase from “winning.” Specif-
ically, whenever y deviates from ycrit, there is a net force on the interface, equal to the
surface area times ∆F the free energy difference between phases. At y = ycrit, ∆F = 0
and there is no net force on the interface. Away from y = ycrit, we can expand ∆F in a
Taylor series in y − ycrit. At leading order in small y − ycrit, the free energy difference will
be linear in y − ycrit, and the central value of y which maintains coexistence will equal
ycrit. At quadratic order, d2F/dy2 6= 0 means that the restorative force is slightly biased,
and we will obtain an incorrect value for ycrit. We test for such a distortion by performing
a second evolution where cB is twice as large, to confirm that the central value of y is the
same within errors (which it is in all cases we considered).
4.3. Results
We use the procedure described in the previous section to determine the critical value
ycrit(x, a) for several values of the scalar self-coupling x, each at several lattice spacings.
The exact list of lattices considered is given in Table A.2. Because our procedure leads to
relatively long autocorrelation in the estimated ycrit value, the errors must be determined
via the jackknife method using relatively wide jackknife bins; we vary the bin widths until
the error estimates stabilize. We then subtract the known 1- and 2-loop contributions and
apply the known multiplicative rescalings [114] from the results and convert yL, crit →
y2loop, crit. For each x value, we must extrapolate this quantity to zero lattice spacing; the
intercept is the continuum critical y value and the slope at the intercept is the desired
O(a) additive correction to the scalar mass.
Because our ycrit(x, a) results are quite precise but the a values are not extremely small,
we anticipate that ycrit(x, a) contains corrections beyond linear order in a. In principle,













However, as often occurs, ever-higher order coefficients are ever less certain, and including
too many coefficients tends to overfit the data and artificially inflates the final fitting errors.
In order to extract these coefficients as efficiently as possible from the data, we would like
to build in our knowledge about the convergence of the perturbative series to the fit. A
useful tool to implement this is constrained curve fitting [121,122]. Motivated by a rough




having obtained y0 from a standard, unconstrained fit. We then use this estimate to choose
the size of a zero-centered chisquare prior on each fitting parameter. The procedure has
almost no impact on the determined values of y0 and y1, where the data is far more
constraining than the prior. In practice, a quadratic polynomial is sufficient to give a
good fit with a reasonable χ2. The results of these fits are given in Table 4.2 and the fits
themselves are displayed in Fig. 4.3. We also confirmed by varying the volume that any
finite-volume effects are smaller than our statistical error bars.








Table 4.2.: Results of our five EQCD simulation sets.
We caution the reader that, while y0 and y1 can be interpreted as the continuum critical
point and the 3-loop O(a) additive mass renormalization coefficient, we cannot interpret
y2 as a 4-loop mass renormalization or use it to further improve the lattice-continuum
matching. That is because there are many uncontrolled O(a2) corrections which influence
y2. For instance, there are unknown 2-loopO(a2) lattice-continuum corrections to x, which
influence the critical value via (dycrit/dx)δx. Similarly, tree-level O(a2) high-dimension
operators and O(a2) corrections to g2 (which we could interpret as uncertainties in the
scale setting) also lead to O(a2) effects in the ycrit value. Because (dycrit/dx) ∼ x−2, the
O(a2) and other higher-order effects will become severe as we go towards small x values.
Therefore small x requires the use of very fine lattices. Furthermore, when x is small,
there becomes a hierarchy of mass scales in the problem; mA,brok  mΦ  mA,symm.
Both effects make the accurate extraction of y1 at small x very numerically demanding.































































































(e) x = 0.2 (f) pure scalar
Figure 4.3.: Fits of O(g23da) behavior for different x.
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larger values of x, x = 0.13 and x = 0.20, which are still within the domain where the





















fit with error band




(x) with error band.
Next we use our results for y1(x) to fit its overall x dependence. The parametric form
of the O(g23da)-correction [111] was given in (4.5). The x3 coefficient corresponds to
3-loop diagrams containing only scalar lines. It is therefore equal to the O(a) mass
renormalization term in the theory in the g23d → 0 limit, which is a scalar theory. We





= 0.0151(55) . (4.10)
Here y˜ ≡ m2(µ = λ)/λ2 is the scalar mass, made dimensionless using the scale λ rather
than the scale g23d; it equals y/x
2 up to the effect of the different renormalization scale.
We incorporate this result as a prior in fitting a cubic polynomial to the results of Table
4.2. The resulting fit,
δy3loop
g23da
(x) = 0.0151(55)x3 − 31.8(28)x2 + 10.80(74)x− 0.886(41) , (4.11)
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cov(Ci, Cj) C0 C1 C2 C3
C0 0.001700 −0.02997 0.1101 −3.563 · 10−8
C1 −0.02997 0.5451 −2.046 1.129 · 10−6
C2 0.1101 −2.046 7.899 −1.079 · 10−5
C3 −3.563 · 10−8 1.129 · 10−6 −1.079 · 10−5 3.025 · 10−5
Table 4.3.: Covariance matrix of the grand fit.
is displayed in Fig. 4.4. We report the full error covariance matrix in Table 4.3. This fit
constitutes our main result.
As a corollary, we provide an updated version of the EQCD phase diagram. The version
from [120] does not include continuum-extrapolated critical masses. The intercept of our





is known perturbatively [120]. We present our data, and this limiting value, in Fig. 4.5.
In addition, to guide the eye3, we include a cubic fit of xycrit as a function of x, displayed
by a dashed line. There is quantitative agreement with the phase diagram in [120] at
small x, but at large x we find that the prominent bending down of the xycrit curve found
by [120] arose because they failed to take a continuum limit.
Kajantie et. al. [120] found that the tricritical point occurs at x = 0.25, beyond which
the phase transition becomes of second order. We have not studied x values larger than
x = 0.2, so we cannot make any statement about the location of the tricritical point.
As a byproduct our study also produces values for the discontinuity in Tr Φ2 across the
phase transition point, and for the O(a) additive correction to the Tr Φ2 operator, which
was also not previously known. We postpone these secondary results to Appendix A.2.
3In fact we expect nonanalytical behavior as x→ 0, due for instance to the two-loop Φ2 ln(Φ2/µ) terms in















Figure 4.5.: Updated version of the phase diagram of EQCD. The phase below the data points is the Z3-broken
phase, the one above is Z3-symmetric. The dashed line is a fit to the data points, to help guide
the eye.
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5. Transverse momentum broadening fromlattice EQCD
The lattice-continuum matching in EQCD at O(a) was completed in the previous chapter.
This allows to revisit the exploratory lattice EQCD study of Panero et. al. [30], and conduct
an extrapolation of C(b⊥) to the continuum. Since discretization errors occur now only
at O(a2), this extrapolation is drastically facilitated. Beyond applying the now-complete
O(a)-improvement, we develop a systematic fitting procedure to extract C(b⊥) from fits
with advanced fitting techniques.
In Section 5.1, we describe how the Wilson line operator that finally yields C(b⊥) is
implemented on the lattice, making the connection to Section 3.2 and repeating some of
the main results presented in that Section for convenience. Moreover, a detailed description
of our extrapolation procedure for the length of the Wilson loop to infinity is given in
Section 5.1. Section 5.2 presents our continuum extrapolated results for C(b⊥). Before
doing so, the known behavior of C(b⊥) in two limiting cases is discussed: the area-law for
large b⊥ and the perturbative limit for small b⊥. A concluding Section 5.3 preliminarily
summarizes the progress made in this and the previous chapter and highlights some
details for future investigation, before the actual, overarching discussion takes place in
Chap. 6.
This chapter and its appendix A.3 are based on work published in Physical Review D [124].
In order to respect the formulation of the precise arguments and their interpretation
originally made, parts of this chapter are adopted from the original publication or slightly
paraphrased to fit better in the context of this thesis. The author of this thesis was involved




The EQCD continuum action was discretized on a three-dimensional spatial lattice, includ-
ing the now-complete O(a) corrections to the lattice parameters. The lattice fields are
updated using a mixture of heatbath and overrelaxation updates. One full update consists
of a sweep over all sites of one heatbath update to each scalar and link, followed by four
sweeps in which each scalar and link is updated with over-relaxation. The presence of
an adjoint scalar requires an additional accept-reject step be added to the gauge boson
updates. Our code involves custom modifications of the openQCD-1.6 codebase [119].
For more details of our lattice implementation, we refer to [116].
The modified Wilson loop (3.2) on the lattice is a local observable which suffers from




2(x). This effect is especially strong for loops that enclose large
areas, which automatically applies in our case since we would like to extract an observable
that requires an extrapolation of L→∞. An algorithm that was designed to overcome that
problem is the multilevel algorithm proposed by Lüscher and Weisz in 2001 [112,113]. It
relies on freezing one or multiple surfaces perpendicular to the Wilson loop and updating
the subvolumes separately. This allows to average over the subvolumes independently
and measuring the final observable as a correlation of multiple, pre-averaged quantities,
which reduces the noise drastically. Originally, this algorithm was designed for pure SU(3)
Yang-Mills theory, but it found an application to EQCD, too [30]. We split our lattices
along the largest extend Nz in 4 sublattices, on which we perform 80 update sweeps
separately before an update sweep through the complete volume is conducted.
Following Panero, Schäfer and Rummukainen [30], the lattice implementation of the
modified Wilson loop reads















U1 (x+ anex) ,
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where Ui is the standard gauge link in i-direction, the transverse separation is assumed to
be nb lattice spacings a in the x-direction b = nbaex and Z is the renormalization factor
of the Null Wilson line. This quantity was analytically computed to O(a) in [111]. We
repeat their main result for SU(3) explicitly for convenience:
Z2
ZΦg23da








where g23da is the dimensionless lattice spacing, ZΦ is the overall normalization factor of
the scalar Φ, which we set ZΦ = 1 without loss of generality, and Σ = 3.17591153562522
and ξ = 0.152859324966 are standard integrals in the lattice-continuum-matching of
EQCD.
When computing a Wilson loop it is often possible to replace each link with its heat-bath
average in computing the Wilson loop’s value. This is possible so long as no term in the
lattice action contains more than one link which appears in the Wilson loop. Therefore
we cannot apply this method here, because the scalar field appears in an action term
containing the link variable and it also appears in the modified Wilson loop. Similarly,
we have not found an efficient way to average over scalar fields, because each scalar field
depends on the neighboring scalar fields and because of the quartic term in the action.
Therefore the multilevel procedure is the only noise reduction technique we have applied.
5.1.2. Extracting C(b⊥)
The previous section explains how we obtain data for W˜ (L, b⊥) at multiple lengths L,
transverse distances b⊥, and lattice spacings g23da, each at four “temperatures” (x, y
choices). Here we explain how we use this data to extract C(b⊥). There are three different
limits that have to be taken into account properly:
1. infinite volume limit V →∞
2. infinite length limit L→∞
3. continuum limit a→ 0
Since EQCD possesses a mass gap, the first limit can be easily reached by choosing suffi-
ciently large volumes [125]. The continuum limit is performed by a standard polynomial
extrapolation of g23da → 0, where the linear term was eliminated by the full O(a) im-
provement. So the remaining limit to be treated is the infinite length limit, which we will
discuss in the next few paragraphs.
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Unfortunately, the information about C(b⊥) in W˜ (L, b⊥) is contaminated by (in principle
infinitely many) higher states’ energies [48]





where ci are prefactors resulting from the geometry of the Wilson loop and lattice artifacts
and are not important for our purpose. Fitting a large number of exponential functions
is in general a very hard problem, which gets even worse if the decay constants are
numerically close to each other. What saves the day is that the energies are increasingly
ordered in n, ie. their exponential decay happens faster at large L as n increases and
we are only interested in the lowest energy C(b⊥). Conversely, the relative error of a
Wilson loop W˜ (L, b⊥) scales inversely with the enclosed area, so small loops feature good
statistics. It is crucial to find a regime in which the balance between sufficiently small
Monte Carlo errors and sufficiently large L for small contamination is maintained. In our
case, g23dL ≥ 1.0 fulfilled that requirement such that it is sufficient to consider only one
higher state. Thus, the fit function for the L→∞ extrapolation reads
W˜ (L, b⊥) = c0e−LC(b⊥) + c1e−LE1(b⊥) . (5.4)
Exponential fits of this form are in general very unstable. There are a few techniques
one can apply to improve that, however. Firstly, one can estimate starting values close
to the final fit values, for which a procedure was outlined in [126]. The second method
we apply is the so-called variable projection [127]. Roughly speaking, one gives up on
determining the ci’s and finds the minimum of χ2 in the reduced parameter space, only.
In our case, this is an appropriate procedure since we are not interested in the values of
the ci’s, anyway.
As a last obstacle, we determine our data for all W˜ (L, b⊥) at a given lattice spacing from
the same ensemble, which means that our data is highly correlated, not only along the
Monte Carlo time axis, but also for the different L and b⊥. The correlation along the
Monte Carlo time axis can be eliminated by binning the data; the bin size has to be varied
until a plateau for the errors is reached. The correlation of different lengths is taken
care of by performing correlated, variable-projected fits [70, 127]. Last but not least,
the correlation for the final, continuum-extrapolated different b⊥ is less severe than the
one for the different lengths since multiple lattice spacings (ensembles) contribute to the
continuum-extrapolated points of C(b⊥). Nevertheless, we report the covariance matrices




















Figure 5.1.: Genuine L→∞ fit for g23db⊥ = 2.5 at g23da = 1/6 and x = 0.0677528. Note that this figure only
illustrates the initial guess finding. The actual values extracted from the data by the variable
projection cannot be displayed, since this procedure does not give values for the ci’s. However,
we found that the final results from the variable projection were very close to the initial ones






















Figure 5.2.: Genuine continuum extrapolation for g23db⊥ = 2.5 at x = 0.0677528.
This data can now be extracted at various lattice spacings and extrapolated to the contin-
uum, cf. Fig. 5.2. We choose the lattice spacings such that a quadratic interpolation is
sufficient. Since the linear term is eliminated by the full O(a) improvement, all continuum
extrapolations are fits with only two free parameters, improving the error of the extrapo-
lated value drastically. The shape of the extrapolation fit in Fig. 5.2 is clearly quadratic,
confirming that our improvement procedure succeeded in eliminating all linear-in-a
renormalizations and rescalings.
5.2. Results
5.2.1. Analytical expectations: small b⊥
Before presenting numerical results, we should start by asking, what answers do we
expect? Of course we don’t know what the behavior of C(b⊥) should be, otherwise there
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would be no need to measure it nonperturbatively on the lattice. But in limiting regimes,
namely g23db⊥  1 and g23db⊥  1, we might expect simpler behavior.
Let us start with g23db⊥  1. First note that C(b⊥) has the same units as energy. To see this
note that the log trace of a Wilson loop is dimensionless, so Eq. (3.2) shows that C(b⊥)
has units of inverse length or energy. Alternately, C(q⊥) describes a probability per unit
length and momentum-squared, and so has units of inverse energy. Fourier transforming∫
d2q⊥ introduces two factors of energy, making C(b⊥) linear in energy. Next, note that
both g23d and mD have units of energy. Perturbation theory is an expansion in g
2
3d, but
since this quantity is dimensionful it should be balanced by powers of something else
with dimensions; hence we have an expansion in g23db⊥ and/or in g
2
3d/mD. Therefore we
formally expect that the small-b⊥ expansion, as an expansion in loop order, is of form
C(b⊥) ∼ g23d + g23db⊥mD + g23db2⊥m2D +O(b3⊥) LO







⊥ +O(b3⊥) NNLO .
(5.5)
If we were computing the standard Wilson loop, the first two leading-order terms might
arise; but for the structure we do consider, there are cancellations at leading order between
Az and Φ contributions, precisely because Φ couples in an antihermitian way. Since the




D term is present, but the
g23d and g
2










⊥ +O(b4⊥ ln(b⊥)) , (5.6)




⊥. Note that a quadratic term in C(b⊥) can be under-
stood, using Eq. (2.47), as C(b⊥) ' qˆ4b2⊥ (see [33] Appendix C). Therefore the logarithmic
term here represents a log UV divergence in the Coulombic value of qˆ, which is well known.
Also note that the dominant momentum region giving rise to Eq. (5.6) is q⊥ ∼ mD, since
this is the momentum region where the cancellation between Az and Φ first breaks down.
The momentum region q⊥ ∼ g23d gives rise to an O(g63db2⊥) contribution, which therefore
indicates the order where nonperturbative physics will enter.
At NLO the full b⊥mD dependence has been worked out in Ref. [33], based on q⊥-space
results from [29]. They find








⊥ +O(g43dmD2b3⊥) . (5.7)
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The linear term is the only term linear in b⊥ which will arise, and is therefore a clean
prediction of perturbation theory. The second term is formally suppressed relative to the
LO expression by a factor ∼ g23d/mD, indicating that in this region, perturbation theory
is an expansion in (g23d/mD) ∼ y−1/2. Similarly, the unknown NNLO contribution is of
order g63db
2
⊥. Unfortunately a 2-loop calculation would not be sufficient to determine this
term, since as we already discussed, this is the order where perturbation theory for this
quantity breaks down due to IR divergences; all higher loop orders also contribute at this
order, so the g63db
2
⊥ coefficient is nonperturbative. This unknown nonperturbative entry is
suppressed, with respect to the leading-order result, by a factor of y−1. Therefore, the
highest-temperature case we consider, with y = 1.65, should show reasonable convergence
and the two known perturbative terms should be relatively close to determining the
true linear plus quadratic behavior at small b⊥. But for the other values we consider,
perturbative results for the b2⊥ coefficient will not be useful and this coefficient (and
therefore qˆ) has to be fitted. However the b⊥ and b2⊥ ln(b⊥mD) terms are clean predictions
of perturbation theory.
5.2.2. Analytical expectations: large b⊥
The large b⊥ region has been discussed by [30], who argue that g23db⊥  1 corresponds to
the region where Wilson loops display area-law behavior. The Φ field correlator essentially
vanishes between opposite edges of the Wilson line and does not contribute to the b⊥
dependence in this regime; therefore we expect
C(b⊥) ' σEQCD b⊥ , (5.8)
where σEQCD ∝ g43d is the EQCD string tension. The EQCD string tension was predicted
in [77], continuing the continuum-extrapolated result of three-dimensional pure gauge




















× 0.553(1) , (5.9)
applying the 2-loop perturbative matching between EQCD and MQCD from [129]. How-
ever, this calculation relies on a perturbative matching of the MQCD coupling to its




Subsection 5.1.2 has already described how we extract W (L, b⊥) values at each lattice
spacing, and how we extrapolate these to the large L and small g23da limits. Doing so,
we find the results tabulated in Table 5.1 and displayed in Fig. 5.3. These represent our
principal findings.
xcont = 0.08896 xcont = 0.0677528 xcont = 0.0463597 xcont = 0.0178626


















0.125 −0.0058(44) - - −0.005(19)
0.25 −0.0091(36) −0.0130(36) −0.0094(34) 0.003(32)
0.5 −0.01154(63) −0.00394(87) 0.00599(58) 0.03166(49)
0.75 0.0000(11) 0.0128(17) 0.0337(10) 0.07904(81)
1.0 0.00623(82) 0.03313(61) 0.06366(36) 0.12649(33)
1.5 0.0606(17) 0.1055(11) 0.15803(94) 0.25599(62)
2.0 0.1269(33) 0.2002(28) 0.2712(18) 0.3986(12)
2.5 0.2150(41) 0.3009(51) 0.3947(32) 0.5518(22)
3.0 0.3114(86) 0.4164(46) 0.5234(67) 0.7048(45)
4.0 0.435(42) 0.643(33) 0.790(28) 1.053(17)
5.0 0.726(94) 0.941(96) 1.02(10) 1.314(13)
6.0 1.21(11) 1.35(10) 1.60(15) 1.700(36)
qˆ/g63d 0.1847(78) 0.230(10) 0.3637(60) 0.6424(47)
σEQCD/g
4
3d 0.2836(10) 0.2867(10) 0.2901(11) 0.2952(11)
Table 5.1.: Results for C(b⊥) for four temperatures and a range of transverse separations. All data points are
continuum extrapolated, with errors representing all statistical and systematic errors associated
with the data extraction and extrapolations, except for the first (smallest g23db⊥) entry in each
column; see text. We also quote the extracted value of qˆ and the string tension as determined
in [77], see text.1
Note that every result in Table 5.1 is based on data from at least three lattice spacings,
extrapolated to the continuum – except for the first (smallest-separation) data point
in each column, see Table A.5 in the appendix. This point is based on a single lattice
spacing. Analyzing the lattice-spacing dependence of the points where we can perform a
continuum extrapolation, we find that the a2 coefficient is fairly constant for small b⊥;
so we assume that the same a2 extrapolation coefficient applies for this smallest-b⊥ point
1In an earlier version of this paper, a numerical mistake in our fitting procedure caused our results to be too







































































(c) x = 0.0463597 (d) x = 0.0178626
Figure 5.3.: C(b⊥) for different x. The blue points are based on continuum extrapolations; the red points are
from a single lattice spacing, as described in the text.
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as for the next-smallest b⊥ data, and assign 100% systematic errors to this estimate. We
















Figure 5.4.: Comparison of C(b⊥) for different x at small g23db⊥. The long dashed lines mark the perturbative
results for C(b⊥) at NLO, Eq. (5.7). The short dashed lines mark a quadratic fit to the datapoints
satisfying g23db⊥ ≤ 0.75, see text.
Let us examine the small b⊥ region in more detail. As we saw in Subsection 5.2.1, we
expect that C(b⊥) scales, for small b⊥, as













Figure 5.4 plots the small b⊥ data with two fits. The long-dashed curves are based on
assuming that qˆ is determined by the NLO expression presented in Eq. (5.7) – that is,
neglecting the (nonperturbative) g63d corrections. The dashed curves represent a fit of the
data, using all data points with g23db⊥ ≤ 0.75, to the functional form shown in Eq. (5.10),
treating qˆ as a free fitting coefficient and neglecting O(b3⊥) effects (a one-parameter fit).
The resulting value for qˆ (which, note, is corrected by the ln(b⊥mD) term), appears as
an added line of Table 5.1. For the smallest three temperatures, this result is about a
factor of 2 smaller than the NLO result, indicating that in these cases the next correction
is not small. However, the deviation at the largest temperature shrinks to a factor of 1.3.
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Recall that this was the only scenario in which y  1 is actually fulfilled and convergence
of the perturbative series in 1/√y is not hopeless. Even better agreement is expected at





















Figure 5.5.: Large b⊥ behavior of C(b⊥), compared to straight-line asymptotics based on the string tension
(see text).
Finally, we consider the large b⊥ asymptotics. As discussed, one expects C(b⊥) at large
b⊥ to rise linearly, with a coefficient which equals the string tension. We list the string
tension of EQCD in the last separated line of Tab 5.1, determined by Laine and Schröder
by perturbatively promoting the MQCD results of Teper [128] to full EQCD [77]. Just as
in the small g23db⊥-region, a series expansion in 1/
√
y is involved, although this particular
one seems to be a little bit more robust than the one for qˆ.2 The figure shows that the
large-b⊥ asymptotics are indeed well described by the string tension in EQCD. The range
over which this linear behavior holds is larger for the high-temperature (small-x, large-y)
case, where the scalar decouples over a shorter distance. For our highest-temperature
2It is perhaps not surprising that the perturbative series in √y works better for the string tension than for qˆ.
First, the string tension is determined solely by the gauge (magnetic) degrees of freedom, while qˆ involves
both electric and magnetic fields. Second, there is already nonperturbative input in σ, from solving the
gauge sector, while our information about qˆ is only the short-distance perturbative contribution.
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case we find nearly linear behavior already close to g23db⊥ ' 1. For the lowest temperature,
on the other hand, the scalar is very light and its effects persist to larger distances; here it
takes until approximately g23db⊥ ' 4 before the asymptotic behavior sets in. Due to the
late set-in at the smallest temperature and the large statistical errors of the corresponding
data points, we cannot really confirm the prediction of Eq. (5.9) here, even though the
qualitative behavior, namely a linear asymptotic form, is nevertheless displayed by our
data. For the three higher temperatures, we find that the predicted value for the string
tension fits our data very well.
5.3. Conclusion and outlook
The collision kernel C(b⊥) contains essential information about how a thermal medium
transverse-broadens, and therefore damps, high energy particles. Its perturbatively ill-
behaved infrared contributions can be computed within the effective theory EQCD by
formulating the collision kernel in terms of EQCD variables [29] and computing them
on the lattice [30]. We have presented the first such lattice analysis of C(b⊥) which
is complete in the sense that it uses all lattice-continuum improvements and makes a
complete extrapolation to the continuum limit. Our approach profited from the use of the
multilevel algorithm for noise reduction and the variable projection method for fitting to
the long Wilson-loop limit. The use of fully improved lattice-continuum matching and
operator definitions accelerated the continuum limit, leading to high precision continuum-
extrapolated results.
Our results indicate a rather large downward correction in the value of qˆ relative to the
NLO result at temperatures which are in the region of a few hundred MeV to several GeV;
indeed, we find a qˆ value which is closer to the leading-order result. This has implications
for jet quenching and for transport coefficients, which are also sensitive to qˆ. However we
want to emphasize here that the reader should not dwell on the value of qˆ itself, which
is a crude fit to a few small-b⊥ points. Rather, interested practitioners should directly
use C(b⊥), which is the potential, in the transverse plane, which is relevant for driving
decoherence within Zakharov’s spacetime picture of jet quenching [23–25,130].
Another interesting feature of our result is that the value of the kernel C(b⊥) is actually
negative for sufficiently small g23db⊥ values. This behavior is both expected and confusing.
In Ref. [33] it is shown that C(b⊥) should have a small-b⊥ expansion displaying a leading
negative, linear-in-b⊥ behavior. A negative value of C(b⊥) does not have a sensible
probabilistic interpretation; but this negative linear term can only dominate the result
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for b⊥ ∼ g23d/m2D, which is formally O(1/T ). This is exactly the short-distance regime
where EQCD breaks down as an effective description of thermal QCD. Unfortunately, short
distance, which corresponds to high transverse momentum, is relevant for the highest-
energy splitting processes, which may be physically important in the medium-modification
of high energy jets. Therefore our results need to be supplemented with a matching
calculation between the value of C(b⊥) in EQCD and in full QCD. Most of the steps in
this matching procedure have already been taken [27,29,131]. A complete leading-order
matching will allow our results to be correctly incorporated into jet-quenching calculations.
A higher-order analysis would shed more light into the role of collinear effects, which are
expected to enter at the NNLO level but should be enhanced by double logarithms [132]
and may involve more complex structures than the Wilson loop considered here [133,134].




A major effort in modern physics has been put into theoretically describing the strong
nuclear force. To the best of our knowledge, this description is Quantum Chromodynamics,
a theory dealing with quarks and gluons as fundamental degrees of freedom. Usually,
neither quarks nor gluons can be observed separately due to confinement. In the Quark-
Gluon-Plasma, confinement is overcome and one can investigate how the strong nuclear
force acts over comparatively large length scales. Large theoretical efforts have been
put in predicting material properties of the QGP, for instance the shear viscosity or the
thermal photon emission rate. Another property of the QGP to probe is its interaction
with traversing high-energy particles, encoded into the transverse collision kernel C(b⊥).
Calculations of C(b⊥) have been predominantly perturbative to date. An efficient way of
organizing such calculations was shown by Caron-Huot: Quantizing the system along the
light cone allows the separation of treating hard contributions in standard perturbation
theory and the soft contributions in Electrostatic QCD, a high-temperature effective field
theory of QCD. Even though Caron-Huot also demonstrated that purely perturbative
predictions for the soft C(b⊥) cannot be trusted up to next-to-leading order in the strong
coupling g2, these results keep being used in practice in jet phenomenology. A way out was
stated by Panero et. al.; a computation of C(b⊥) in EQCD discretized on a spatial lattice
was proven to be possible and likely to deliver meaningful theoretical results. However,
the authors of this study were not able to extrapolate away the systematic discretization
error introduced by a finite lattice spacing a.
The present thesis completed this journey; after entirely removing discretization errors
at O(a), see Chap. 4, a comprehensive calculation of C(b⊥), see Chap. 5, on the lattice
was undertaken, and an extrapolation of the lattice spacing to 0 ensured the absence
discretization effects.
The lattice-continuum matching at O(a) has been known for EQCD since 1997, except
the O(a)-correction for the lattice-version of the EQCD screening mass y. An analytical
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calculation of the O(a) errors in y would have required the evaluation of three-loop-
diagrams in lattice perturbation theory, and was therefore prohibited by sheer complexity.
However, the authors found a way to circumvent this analytical computation by fitting
the otherwise-fully-O(a)-improved masses on lattices with different spacings to a line
of constant physics. This line of constant physics was provided by the critical masses of
the EQCD phase transition. Repeating this procedure at multiple different values of the
EQCD self-coupling x allowed a grand fit of the missing O(a) correction to y to its known
functional form, a cubic polynomial in x. Having completed the elimination of O(a)-errors
in lattice EQCD, continuum extrapolations did not need to contain a term linear in a any
more, the precision at constant numerical effort improved drastically.
This brought us considerably closer to our original goal, the computation of the soft part
of C(b⊥) on the lattice and its extrapolation to the continuum. To this end, a rigorous
scheme of extracting C(b⊥) from modified Wilson loops was developed for the first time.
In this scheme the coefficient of the lowest lying state in a tower of exponential excitations
was determined via correlated, variable-projected fits. The signal-to-noise ratio of the
simulation data was improved beforehand using the multilevel algorithm. Eventually,
continuum-extrapolated results for C(b⊥) were obtained, corresponding to full QCD at
four different temperatures. Our results connected to the two analytically known limiting
cases. A linear growth in b⊥, as predicted by the EQCD area law, set in at large b⊥, its
string tension matched previously predicted results. At small b⊥, we found agreement with
perturbative EQCD results, the predicted negative linear slope could be observed, making
C(b⊥) negative at very small b⊥. Despite the agreement of the linear terms, fitting a
quadratic in b⊥ delivered a value for the jet-broadening coefficient qˆ that was substantially
lower than the NLO perturbative prediction, where the deviation shrank with increasing
temperature. This deviation originated from intrinsically non-perturbative corrections to qˆ
at next-to-next-to-leading-order which were not sufficiently suppressed at the investigated
temperatures. The window of b⊥-values outside these two limiting ranges diminished as
we went to higher temperatures, until at T = 100 GeV, it almost vanished.
Interpreting C(b⊥) as a rate naturally prohibits seemingly negative results as observed for
very small b⊥. What saves the day is that , especially at small b⊥, our EQCD lattice-version
has to be supplied with the perturbatively known hard contributions in (3.8) as proposed
by Ghiglieri and HyungJoo in [131]. From these arises a linear term with precisely the
opposite sign that cancels the negative linear term in our C(b⊥). Other than executing
a potentially numerical Fourier transform, this matching calculation should not pose
problems. Our new C(b⊥), supplied with the hard contribution, is the first coherent
determination of this quantity. Persisting errors are due to the perturbative matching
to EQCD in the soft sector and due to the truncation of the perturbative series in the
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hard sector. The strict power counting in g is common to both cases, therefore a rigorous
estimation of the error is possible. A calculation of jet splitting rates using (2.48) could
serve as a benchmark of the new state-of-the-art-C(b⊥). We expect our result to help
achieving a drastic improvement in the theoretical prediction of these rates.
Another interesting direction of future research is the determination of asymptotic jet
masses from EQCD. The jet-medium-interaction induces a contribution that can be treated
as an effective mass of the jet [135]. These can be calculated non-perturbatively from
the EQCD correlators specified in App. B of [33]. Eventually, the correlators have to be
integrated over
∫∞
0 dz z . . . . Methodologically, this project resembles the extraction of
C(b⊥) from Wilson loops a lot, also, the lattice implementation is similar to a very high
extent. Asymptotic masses are the other source of non-perturbative effects in jet-medium
interactions.
Further in the future, the non-perturbative information in C(b⊥) can be used to supply
existing perturbative calculations of QGP shear viscosity, quark diffusion rate, or thermal
photon emission rate [32,33] and hopefully increase the convergence of these, such that




A.1. Algorithm for pure scalar case
The large-x limit of EQCD is the same as the g23d → 0 limit (provided we work in terms
of y˜ ≡ y/x2 = m2/λ2 and track the lattice spacing in terms of λa = g23da x). In this limit,
we have an 8 (real) component scalar theory with an O(8) symmetry and a second-order
phase transition where this symmetry is spontaneously broken to O(7). The x3 term in
the scalar mass renormalization of EQCD arises purely from scalar diagrams which are
identical to those in this theory; therefore we can determine this coefficient by studying
the O(λa) corrections to y˜ in this scalar field theory.
A natural approach would be to use, as a line of constant physics, the 2’nd order phase
transition point. However this would face the usual problems of critical slowing down and
the inaccuracy of establishing the exact transition point. So we choose instead to compare
y˜ between different lattice spacings by finding the pseudocritical value where the theory
in a specific physical volume encounters a specific pseudocritical criterion. We choose the






〈Tr Φ¯2〉2 , (A.1)
where Φ¯ ≡ 1
N3
∑
x ΦL(x), takes the value Bpc = 1.073. Because the Binder cumulant is
dominated by infrared physics and is insensitive to the lattice spacing up to subleading
corrections and renormalization effects (which are what we want to study), this should
occur at the same physical y value at every lattice spacing up toO(a2) or higher corrections.
Our set of simulation parameters can be found in Table A.1. The results already appeared
in the last panel of Fig. 4.3.
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Table A.1.: Simulation parameters for the pure scalar simulation.
A.2. EQCD simulation parameters and phase transitionproperties
A.2.1. Parameters and table
In Table A.2, we provide parameters and direct results of our EQCD simulations as well




where we display the latter in the table, via all known contributions up to O(g23da) in







following. The raw data was obtained in separate simulations with V = N3x . We ensured
that the Monte-Carlo error of the separate simulations dominates the overall error of
Tr Φ2
g23d
, not the uncertainty of ycrit. The slightly negative values of
Tr Φ2symm
g23d
for small x are
expected and arise because the positive mass-squared at the transition point suppresses IR
fluctuations, while the renormalization involves subtracting off large positive counterterms
(including the massless, free-theory fluctuations).
A.2.2. Transition strength
With the critical values of Tr Φ
2
g23d
in both phases from Table A.2 in hand, we can infer further




the same physical x and different lattice spacings g23da, we extrapolate both the difference
between phases ∆Tr Φ
2
g23d




to the continuum. We
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g23da xcont NxNyNz ycrit,cont statistics ycrit Tr Φ2brok/g23d Tr Φ2symm/g23d
1/6 0.0463597 722 × 192 0.824773(45) 300690 14.0477(40) −0.22234(28)
1/8 0.0463597 962 × 256 0.855935(85) 373030 15.4237(89) −0.23064(43)
1/12 0.0463597 1442 × 384 0.88387(28) 37170 17.716(12) −0.23390(77)
1/16 0.0463597 1922 × 512 0.89504(62) 1300 17.714(14) −0.23748(74)
1/24 0.0463597 1922 × 512 0.9072(21) 1430 17.585(57) −0.2355(17) 1
1/4 0.0677528 482 × 128 0.59100(19) 13110 6.7502(59) −0.11392(62)
1/6 0.0677528 722 × 192 0.62149(12) 150000 7.6155(72) −0.12043(55)
1/8 0.0677528 962 × 256 0.63661(11) 200000 7.960(14) −0.12101(78)
1/12 0.0677528 1442 × 384 0.64963(29) 38990 8.287(15) −0.12400(80)
1/16 0.0677528 1922 × 512 0.6546(11) 1910 8.4103(61) −0.1228(12)
1/3 0.08896 362 × 96 0.47232(24) 10000 4.0728(22) −0.03277(47)
1/4 0.08896 482 × 128 0.49119(14) 100000 4.4343(53) −0.03489(59)
1/6 0.08896 722 × 192 0.50940(15) 150000 4.7728(35) −0.0344(10)
1/8 0.08896 962 × 256 0.51736(20) 97500 4.9249(58) −0.0336(11)
1/12 0.08896 1442 × 384 0.52565(45) 44530 5.052(10) −0.0321(13)
1/3 0.13 362 × 96 0.37184(94) 10000 2.3337(64) 0.1112(15)
1/4 0.13 482 × 128 0.38341(83) 100000 2.3899(64) 0.1126(19)
1/6 0.13 722 × 192 0.39323(21) 150000 2.4703(75) 0.1190(38)
1/8 0.13 962 × 256 0.39702(31) 109230 2.5371(82) 0.1246(39)
1/12 0.13 1442 × 384 0.3982(11) 120600 2.618(13) 0.1332(65)
1/3 0.2 362 × 96 0.27743(41) 12340 1.3115(74) 0.578(32)
1/4 0.2 482 × 128 0.28595(34) 21030 1.283(13) 0.630(34)
1/6 0.2 722 × 192 0.29214(37) 66160 1.2850(81) 0.650(24)
1/8 0.2 962 × 256 0.29377(48) 122080 1.323(11) 0.713(37)
1/12 0.2 1442 × 384 0.29393(97) 3330 1.390(14) 0.707(26)
Table A.2.: Parameters and results of EQCD simulations.
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provide the former in Fig. A.1 and the latter in Fig. A.2. The continuum limits, and the









































































































































Figure A.1.: Continuum extrapolation of ∆Tr Φ2
g2
3d





, at different x. The intercept in (f) was determined analytically in [120] and was
incorporated into that plot.













0.0463597 −0.2350(24) −0.081(44) 18.232(27)
0.0677528 −0.1231(22) −0.019(30) 8.692(13)
0.08896 −0.0272(27) −0.072(25) 5.177(11)
0.13 0.151(11) −0.256(70) 2.502(24)
0.2 0.763(76) −0.66(85) 0.689(33)
Table A.3.: Continuum-extrapolated Tr Φ2
g2
3d









in the two phases at criticality.
the phase transition in this theory. The most interesting is ∆Tr Φ
2
g23d
, which measures the
strength of the phase transition. For small xwe can predict this strength perturbatively; the
limiting behavior is [120] ∆Tr Φ
2
g23d
= 3/(8pi2x2), which we also include in the last frame of
Fig. A.1. We have provided a cubic fit to guide the eye, but it should not be taken seriously;
the strength of the phase transition is a nonperturbative quantity and there is no reason to
expect it to take such a simple form. In fact, we know that ∆Tr Φ
2
g23d
→ 0 as x→ xtriple, with




fitted to a polynomial without a linear term; this is because the known O(a) corrections




A.2.3. Additive operator improvement








, by themselves, still contain
O(a) errors, since there is an unknown additive renormalization to the operator Tr Φ2
which arises at 3 loops. Since the correction is additive and both phases were explored
at the same y value, these effects cancel in the difference. We took advantage of this
cancellation in the last subsection. But now our goal is to use this linear behavior to
extract the unknown O(a) additive corrections to the Φ2 operator. These arise at 3 loops
in a perturbative lattice-continuum matching calculation, which is prohibitive; so we will
again try to extract them from the data.
Because we are working to 3 loops, we must specify quite carefully how 1-loop multiplica-
tive effects will be implemented, since they can multiply one and two loop additive effects






























































































































































fit with error band
(g) Grand fit δTr Φ23loop(x)/g43da
Figure A.2.: Fits of Tr Φ2
g2
3d
(g23da) at different x and grand fit.
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= + + +
Figure A.3.: Diagrams generating Zm the multiplicative Tr Φ2 operator renormalization. Heavy crosses are
the renormalized operator (with Zm factor), while light crosses are the bare operator.
Here we will depart slightly from the procedure of Refs [111, 114, 137]. We write the












where Zm is the 1-loop multiplicative renormalization factor of the Tr Φ2 operator, and
ZΦ accounts for our choice of scalar field normalization on the lattice (see Eq. (4.1)).
Examining the 3-loop diagrams, we find that certain 3-loop effects are absorbed if we
define Zm, resumming the Dyson series. That is, in Figure A.3, we take the operator
inserted on the 1-loop diagrams to be the resummed, rather than the bare, operator,
which will sum the Dyson series, leading to an expression for Z−1m . Slightly rearranging
Eq.(32,33) of Ref. [114], we find







− (N2 + 1)ξx
)
. (A.3)
Here ξ = 0.152859324966 and Σ = 3.17591153562522 are standard integrals encountered
in the 1-loop lattice-continuum matching. We are also writing the number of colors N = 3
explicitly, to show the detailed dependence on the number of colors. With this definition,































2ξ(N2 + 1)(x2 −Nx) ln(g23da) + CΦa + CΦbx+ CΦcx2
)]
.(A 4)
The unknown coefficients CΦa, CΦb and CΦc capture the remaining O(a) corrections from
3-loop diagrams which are not iterations of simpler 1 and 2 loop diagrams. Note that
Eq. (A.4) contains several terms proportional to ln(g23da). These arise from logarithmic
divergences in the continuum theory, regulated at our choice of renormalization point
µ = g23d but then cut off on the lattice at the scale 1/a. The term next to ζ − δ is the
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explicit µ2 dependence of Φ2/g23d and is therefore expected; the coefficient Z
−1
m ensures
that it enters Eq. (A.2) with precisely the right continuum normalization. The log terms
proportional to ξ in the last line cancel the µ dependence of the mass squared (y) in the
mass-dependent O(a) shift in the first line.
It remains to determine the three coefficients in the last line. In fact, we only need to fit
two of these coefficients; one of them, CΦc, represents pure-scalar corrections, which can
be extracted from Ref. [137]. The reference performs the calculation for an improved
hopping term, but repeating the calculation for the nearest-neighbor hopping term we
use here2, we find that
CΦc = 2(N
2 + 1)C4 , C4 = 0.5630(4) , (A.5)
which differs from the result in the reference, C4,Ref = 0.2817, because of the different
scalar dispersion between the nearest-neighbor hopping term used here and the improved
hopping term used there.3
After performing these subtractions, we can fit the residual linear a-dependence of Tr Φ2L
for each x value we consider, and extract the coefficients CΦa, CΦb from a grand fit in
complete analogy with the m2 effects we consider in the main text. We find
CΦa = (−21± 37) (A.6)
CΦb = (6.7± 4.7)× 102 , (A.7)
again by constrained curve fitting. The grand fit is displayed in the seventh frame of
Fig. A.2. Unfortunately, it appears that our results fail to constrain these coefficients very
much. The full covariance matrix can be found in Tab. A.4. From the covariance matrix,
we can also see that the error of CΦc is by far the smallest, so value and error of CΦc were
not changed by the constrained fit.
2The rest of the O(a) corrections are not known for improved actions, which is why we do not attempt to
use an improved action here. Using improved actions only really helps if one can complete the 2-loop
O(a2) matching calculation; this is feasible in a scalar theory, but does not appear practical in a gauge
theory as we consider here.
3Specifically, in passing from the improved to the unimproved hopping term, Ref. [137] (B38) has 0.30837→
0.2268854; (B40) has .00031757→ .000490546, the value of ξ changes from ξ = −.08365→ +.1528593,
and (B41) changes from .0985(6)→ .1063(4).
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cov(Ci, Cj) CΦa CΦb CΦc
CΦa 21694 −267617 5.3859 · 10−6
CΦb −267617 3.4914 · 106 −1.432 · 10−4
CΦc 5.3859 · 10−6 −1.432 · 10−4 9.0 · 10−4




A.3. Simulation parameters and correlation matrices
For completeness, we provide a “data dump” of the details of our simulated boxes, statistics,
and correlation matrices. Because the correlation matrices are symmetric and nearly band-
diagonal, we will only list the entries 1 to 3 places to the right of the diagonal.
We also explain what at first sight is an odd choice of lattice volumes. The volume should
be chosen such that Nx/y/z ≥ β in order to avoid finite volume effects [125]. Furthermore,
it has to fulfill Nx/y > 2b⊥max and Nz > 2Lmax to suppress an (unphysical) correlation
over the boundaries of the simulated box. Since not all g23da lattices produce sensible
information at all g23db⊥ and only 3 lattices are required for a continuum limit, the choice
of volumes seems a little odd at first sight.
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g23da xcont ycont NxNyNz b⊥/a L/a statistics
1/4 0.08896 0.452423 522 × 64 4, 6, 8, 10, 12,
16, 20, 24
4, 8, 12, 16,
20, 24, 28
7840
1/6 0.08896 0.452423 762 × 96 6, 9, 12, 15, 18,
24, 30, 36
6, 12, 18, 24,
30, 36, 42
5900
1/8 0.08896 0.452423 1002 × 128 4, 6, 8, 12, 16, 20,
24, 32, 40, 48
8, 16, 24, 32,
40, 48, 56
4760
1/12 0.08896 0.452423 722 × 192 6, 9, 12, 18, 24, 30 12, 24, 36, 48,
60, 72, 84
4000
1/16 0.08896 0.452423 962 × 256 4, 8, 12, 16, 24 16, 32, 48, 64,
80, 96, 112
5480
1/24 0.08896 0.452423 1442 × 384 6, 12 24, 48, 72, 96,
120, 144, 168
240
1/32 0.08896 0.452423 1922 × 512 4, 8, 16 32, 64, 96, 128,
160, 192, 224
60
1/4 0.0677528 0.586204 522 × 64 4, 6, 8, 10, 12,
16, 20, 24
4, 8, 12, 16,
20, 24, 28
8740
1/6 0.0677528 0.586204 762 × 96 6, 9, 12, 15, 18,
24, 30, 36
6, 12, 18, 24,
30, 36, 42
5700
1/8 0.0677528 0.586204 1002 × 128 4, 6, 8, 12, 16, 20,
24, 32, 40, 48
8, 16, 24, 32,
40, 48, 56
2800
1/12 0.0677528 0.586204 722 × 192 6, 9, 12, 18, 24, 30 12, 24, 36, 48,
60, 72, 84
4560
1/16 0.0677528 0.586204 962 × 256 4, 8, 12, 16, 24 16, 32, 48, 64,
80, 96, 112
5540
1/4 0.0463597 0.823449 522 × 64 4, 6, 8, 10, 12,
16, 20, 24
4, 8, 12, 16,
20, 24, 28
8600
1/6 0.0463597 0.823449 762 × 96 6, 9, 12, 15, 18,
24, 30, 36
6, 12, 18, 24,
30, 36, 42
4660
1/8 0.0463597 0.823449 1002 × 128 4, 6, 8, 12, 16, 20,
24, 32, 40, 48
8, 16, 24, 32,
40, 48, 56
3790
1/12 0.0463597 0.823449 722 × 192 6, 9, 12, 18, 24, 30 12, 24, 36, 48,
60, 72, 84
4600
1/16 0.0463597 0.823449 962 × 256 4, 8, 12, 16, 24 16, 32, 48, 64,
80, 96, 112
5820
1/4 0.0178626 1.64668 522 × 64 4, 6, 8, 10, 12,
16, 20, 24
4, 8, 12, 16,
20, 24, 28
7760
1/6 0.0178626 1.64668 762 × 96 6, 9, 12, 15, 18,
24, 30, 36
6, 12, 18, 24,
30, 36, 42
6500
1/8 0.0178626 1.64668 1002 × 128 4, 6, 8, 12, 16, 20,
24, 32, 40, 48
8, 16, 24, 32,
40, 48, 56
4780
1/12 0.0178626 1.64668 722 × 192 6, 9, 12, 18, 24, 30 12, 24, 36, 48,
60, 72, 84
2920
1/16 0.0178626 1.64668 962 × 256 4, 8, 12, 16, 24 16, 32, 48, 64,
80, 96, 112
4080
1/24 0.0178626 1.64668 1442 × 384 6, 12 24, 48, 72, 96,
120, 144, 168
240
1/32 0.0178626 1.64668 1922 × 512 4, 8, 16 32, 64, 96, 128,
160, 192, 224
60
Table A.5.: Parameters for all EQCD multi-level simulations.
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g23db⊥ nearest neighbor next next
0.25 0.29 0.012 0.0033
0.5 0.0095 0.016 0.0036
0.75 0.73 0.17 0.19
1.0 0.32 0.31 0.22
1.5 0.24 0.47 0.63
2.0 0.47 0.13 0.014
2.5 0.094 0.060 0.048
3.0 0.48 0.28 −0.18
4.0 0.38 −0.049 -
5.0 −0.13 - -
Table A.6.: Correlation matrix for x = 0.08896 case.
g23db⊥ nearest neighbor next next
0.5 0.60 0.65 0.58
0.75 0.72 0.91 0.36
1.0 0.47 0.46 0.46
1.5 0.27 0.37 0.12
2.0 0.31 0.13 0.24
2.5 0.30 0.03 0.036
3.0 0.036 0.09 0.088
4.0 −0.029 −0.011 -
5.0 −0.0041 - -
Table A.7.: Correlation matrix for x = 0.0677528 case.
g23db⊥ nearest neighbor next next
0.5 043 0.66 0.26
0.75 0.64 0.53 0.55
1.0 0.32 0.15 0.26
1.5 0.61 0.46 0.13
2.0 0.54 0.13 0.0082
2.5 0.13 −0.066 0.039
3.0 0.03 0.094 −0.21
4.0 0.17 −0.035 -
5.0 −0.071 - -
Table A.8.: Correlation matrix for x = 0.0463597 case.
g23db⊥ nearest neighbor next next
0.25 0.17 −0.26 −0.53
0.5 0.027 0.032 0.023
0.75 0.82 0.34 0.65
1.0 0.39 0.20 0.015
1.5 0.66 0.037 0.04
2.0 0.13 −0.0037 0.096
2.5 −0.0017 0.02 0.0054
3.0 0.037 0.0066 0.0013
4.0 0.034 −0.18 -
5.0 0.032 - -
Table A.9.: Correlation matrix for x = 0.0178626 case.
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