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a b s t r a c t
We study numerical methods for a mixed Stokes/Darcy model in porous media applica-
tions. The global model is composed of two different submodels in a fluid region and a
porous media region, coupled through a set of interface conditions. The weak formulation
of the coupled model is of a saddle point type. The mixed finite element discretization ap-
plied to the saddle point problem leads to a coupled, indefinite, and nonsymmetric linear
system of algebraic equations. We apply the preconditioned GMRES method to solve the
discrete system and are particularly interested in efficient and effective decoupled precon-
ditioning techniques. Several decoupled preconditioners are proposed. Theoretical analysis
and numerical experiments show the effectiveness and efficiency of the preconditioners.
Effects of physical parameters on the convergence performance are also investigated.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We study numerical methods using a mixed model for a surface flow coupled with a subsurface flow through certain
interface conditions, where the surface flow and the subsurface flow are modeled by the (Navier–)Stokes equations
and Darcy’s law, respectively. The mixed model describes macroscopic properties of filtration processes that find many
important applications in porousmedia problems, such aswater flowing across semi-permeable soil and oil filtering through
sand or rocks. It is a typical multi-modeling problem. The local models are different, and the interaction of the local models
is described using complicated interface conditions, which leads to many mathematical and numerical difficulties. There
has been active research on the mathematical and numerical analysis for this model recently [1–9].
In this paper, we focus on the mixed Stokes/Darcy model for the linear and stationary case. Several numerical
approaches have been proposed for this model recently, such as the Dirichlet–Neumann-type domain decomposition
methods [3–5], Lagrange multiplier-based domain decomposition methods [7], mixed finite element approximation [1],
two-grid methods [8], etc. One important feature for most of these methods is decoupling the mixed model so that the
existing optimized local solvers can be applied to each local model independently. This feature has many appealing and
practical implications such as software reuse and service-based resource sharing in network and Grid computing, efficient
computation and implementation, easy treatment of interface coupling, parallelism, and so on.
The interface conditions lead to coupling and nonsymmetry. The Stokes submodel is in a saddle point form. Therefore, the
mixed finite element method applied to the mixed Stokes/Darcy model results in a coupled, indefinite, nonsymmetric, and
ill-conditioned linear system of algebraic equations. We apply the preconditioned GMRES method [10] to solve the discrete
system.
There have been active researches on preconditioning for saddle point problems. Many of the preconditioners in the
literature are devised and analyzed from the general algebraic point of view for the abstract saddle point problem. While
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Fig. 1. A global domainΩ consisting of a fluid regionΩf and a porous media regionΩp , separated by an interface Γ .
some preconditioners take advantages of a single model, such as a Stokes operator, for a fluid flow, few deal with the
mixture of different models and their interface coupling. We are particularly interested in devising efficient and effective
decoupled preconditioning techniques by fully exploiting the underlying mathematical structures of the specific mixed
physical model, including the analytic properties of the local Darcy and Stokes operators as well as their interface coupling.
Several preconditioners will be proposed for the coupled Stokes/Darcy model, where preconditioning is used not only as a
decoupling technique, but also for the purpose of accelerating the rate of convergence. Theoretical analysis and numerical
experiments will show the effectiveness and efficiency of the proposed decoupled preconditioners. Effects of physical
parameters on the convergence performance will also be investigated.
The rest of the paper is organized as follows. Themixed Stokes/Darcymodel is described in Section 2. The preconditioners
are proposed in Section 3, and analyzed in Section 4. Numerical experiments are reported in Section 5, followed by
concluding remarks in the last section.
2. Mixed Stokes/Darcy model and discretization
Weconsider a fluid flow inΩf ⊂ R2 coupledwith a porousmedia flow inΩp ⊂ R2 as shown in Fig. 1, whereΩf ⋂Ωp = ∅
andΩ f
⋂
Ωp = Γ . DefineΩ = Ωf ⋃Ωp, nf and np the unit outward normal directions on ∂Ωf and ∂Ωp as usual.
The fluid flow is governed by the static Stokes equations:{−div T(uf , pf ) = f, ∀x ∈ Ωf ,
−divuf = 0, ∀x ∈ Ωf , (1)
where
T(uf , pf ) = −pf I+ 2νD(uf )
is the stress tensor, ν > 0 is the kinematic viscosity, f is the external force, and
D(uf ) = 12 (∇uf +∇
Tuf )
is the deformation rate tensor.
In the porous media region, the governing variable φ, the so-called piezometric head, is defined as
φ = z + pp
ρf g
,
where z is the elevation from a reference level (for simplicity, z is assumed to be 0), pp is the pressure inΩp, ρf is the density
of the fluid, and g is the gravity acceleration. The velocity up of the porous media flow is related to φ by Darcy’s law [11] and
is also divergence free:{
up = −Kn∇φ, ∀x ∈ Ωp,−divup = 0, ∀x ∈ Ωp,
(2)
where n is the volumetric porosity,K is the hydraulic conductivity tensor of the porousmedium. For simplicity,K is assumed
to be 
2
ν
I, where  is the characteristic length of the porous media.
For simplicity, let us assume the Dirichlet boundary conditions on ∂Ωf ,D = ∂Ωf /Γ and ∂Ωp,D = ∂Ωp/Γ :{
uf = uD, on ∂Ωf /Γ ,
φ = φD, on ∂Ωp/Γ . (3)
Without loss of generality, we assume that uD = 0 and φD = 0.
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The key part for themixedmodel is the set of interface coupling conditions that describe how the different flows interact
at the interface. The following interface conditions have been extensively used and studied in the literature [12,2,13,6,7,9,
14]: 
uf · nf = up · nf ,
[−T(uf , pf ) · nf ] · nf = ρf gφ,
[−T(uf , pf ) · nf ] · τ = ναBJ√
τ i · νK · τ uf · τ,
(4)
where τ is the unit tangential vector on Γ , αBJ ≥ 0 is an experimentally determined positive parameter depending on the
properties of the porous medium. The first interface condition ensures mass conservation across Γ . The second one is the
balance of normal forces across the interface. The third one states that the slip velocity along Γ is proportional to the shear
stress along Γ . This condition is a slip boundary condition for the fluid flow, and known as the Beavers–Joseph–Saffman
law [14].
Define
Hp = {φ ∈ H1(Ωp) | φ = 0 on ∂Ωp,D},
Hf = {v ∈ (H1(Ωf ))d | v = 0 on ∂Ωf ,D},
W = Hp × Hf ,
Q = L2(Ωf ),
and the corresponding norms
‖u‖W = (K‖φ‖2H1(Ωp) + 2ν‖D(u)‖2L2(Ωf ))
1
2 , ∀u = (φ,u) ∈ W ,
‖p‖Q = ‖p‖L2(Ωf ) ∀p ∈ Q .
Here
‖D(u)‖2L2(Ωf ) ≡
∫
Ωf
D(u) : D(u) ≡
∫
Ωf
∑
i,j
D(u)2ij
with D(u)ij being the (i, j)-th component of the matrix D(u).
Multiplying (1) and (2) by test functions, then applying integration by parts and noting that
[−T(uf , pf ) · nf ] = {[−T(uf , pf ) · nf ] · nf }nf + {[−T(uf , pf ) · nf ] · τ}τ,
plugging in the interface conditions (4) and the boundary conditions (3), we see that the weak formulation of the mixed
Stokes/Darcy model reads as: For f ∈ Hf ′, find u = (φ,u) ∈ W and p ∈ Q such that{
a(u, v)+ b(v, p) = f (v), ∀v = (ψ, v) ∈ W ,
b(u, q) = 0, ∀q ∈ Q , (5)
where
a(u, v) = af (u, v)+ ap(φ, ψ)+ aΓ (u, v),
b(v, p) = −
∫
Ωf
npdiv v, (6)
with 
af (u, v) =
∫
Ωf
2nνD(u) : D(v)+
∫
Γ
n
ναBJ√
τ · νK · τ (u · τ)(v · τ),
ap(φ, ψ) =
∫
Ωp
ρf g∇ψ · K∇φ,
aΓ (u, v) =
∫
Γ
nρf g[φv− ψu] · nf .
(7)
The following lemma is found in [4,15].
Lemma 1. (i) a(., .) is continuous on W ×W: there exists a positive constant c1 such that
|a(u, v)| ≤ c1‖u‖W‖v‖W ;
(ii) a(., .) is coercive on W: there exists a positive constant c2 such that
a(v, v) ≥ c2‖v‖2W ;
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(iii) b(., .) is continuous on W × Q and satisfies the inf–sup condition: there exists a positive constant β such that ∀q ∈ Q ,
∃w ∈ W , w 6= 0:
b(w, q) ≥ β‖w‖W‖q‖Q .
The well-posedness of the mixed Stokes/Darcy problem (5) then follows from Lemma 1 and the Babuska–Brezzi theory
in [16–18].
We apply the finite element discretization proposed in [2] to the mixed model (5). The finite element spacesWh ⊂ W
and Qh ⊂ Q are assumed to satisfy the discrete inf–sup condition [19]: there exists a positive constant β∗ > 0, independent
of h, such that ∀qh ∈ Qh, ∃vh ∈ Hf ,h, vh 6= 0:
b(vh, qh) = −
∫
Ωf
nqhdiv vh ≥ β∗‖vh‖Hf ‖qh‖Q = β∗‖vh‖W‖qh‖Q , vh = (0, vh), (8)
which leads to the well-posedness of the discrete model.
We write the discrete model in the operator form: Ap ATΓ 0−AΓ Af BTf
0 Bf 0
(φhuh
ph
)
=
(fp,h
ff ,h
gh
)
, (9)
where Af , Ap, AΓ , and B = (0, Bf ) are the corresponding linear operators induced by the corresponding bilinear forms in (6)
and (7). Define
M =
(
A BT
B 0
)
, where A =
(
Ap ATΓ−AΓ Af
)
. (10)
The discrete Stokes/Darcy model (9) then reads as a saddle point problem for uh = (φh,uf ,h) and ph:
M
(
uh
ph
)
=
(
fh
gh
)
. (11)
3. Construction of preconditioners for GMRES
From the numerical linear algebra point of view, iterativemethods for solving saddle point problems in the abstract form
(11) can be generally classified as coupled schemes and segregated schemes. The former apply an iterative procedure, such
as the Krylov subspace iteration, directly to (11) for uh and ph. The latter first obtain a reduced system on ph by eliminating
the other component uh, and then apply an iterative procedure to the reduced system. Preconditioning is essentially
necessary no matter whether segregated or coupled schemes are used [20]. The efficiency and effectiveness, however,
depend verymuch on how the preconditions are constructed and tuned according to the underlying properties of particular
applications. We consider the former approach in this paper. Recall that M is coupled, indefinite, and nonsymmetric,
where the nonsymmetry is caused by the interface coupling as seen in the structure of A. Therefore, we apply the GMRES
iteration for (11) and search for efficient and effective preconditioners for decoupling the computation and accelerating the
convergence.
Let us first review existing preconditioning techniques for the single-model setting of the Stokes operator [21–25]. It is
known that the Stokes operator
MS =
(−2νdivD(·) ∇
−div 0
)
with the homogeneous Dirichlet boundary condition defines an isomorphism from X = H10 (Ωf )× L20(Ωf ) to its dual space
X∗, where L20(Ωf ) = {p ∈ L2(Ωf );
∫
Ωf
p = 0}. One well-known approximate operator for the Stokes operator defined in X
is given by
PS =
(−2νdivD(·) 0
0
1
ν
I
)
.
It has been shown that P−1S MS is an isomorphismmapping fromX into itself. Therefore, ‖P−1S MS‖L(X,X) and ‖(P−1S MS)−1‖L(X,X)
are both bounded. The corresponding discrete counterparts MS,h and PS,h have similar properties, which implies that the
eigenvalues of P−1S,hSh are also uniformly bounded. Note that bothMS,h and PS,h are symmetric. Therefore, theMINRESmethod
can be applied to the preconditioned discrete Stokes model with the rate of convergence independent of h.
Let us now turn to the coupled setting. Recall the structure of themixed Stokes/Darcymodel (5) to (7). In order to decouple
the submodels, we propose to approximate the bilinear form a(u, v) by
aΩ(u, v) = af (u, v)+ ap(φ, ψ)
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by discarding the interface coupling term aΓ (u, v). Furthermore, as motivated by the Stokes preconditioner PS,h above, we
also approximate the saddle point operator by a diagonal operator in order to further decouple the velocity and pressure.
This leads to the following decoupled problem: Find uh ∈ Wh and ph ∈ Qh such that{
aΩ(uh, vh) = f (vh), ∀vh ∈ Wh,
±1
ν
(ph, qh) = g(qh), ∀qh ∈ Qh, (12)
which defines a decoupled preconditioner for the discrete model (9).
It is easy to verify that the resulting preconditioner is in the following block diagonal form:
P± =
(Ap 0 0
0 Af 0
0 0 ±J0
)
.
Computationally, the inversion of the preconditioner corresponds to solving two decoupled local problems. One is defined
by the bilinear form ap(φ, ψ) in Hp,h, corresponding to the diagonal block Ap, which amounts to the Darcy problem with
the Dirichlet condition on ∂Ωp,D and the Neumann condition on Γ . The other is defined by the bilinear form af (u, v) in Hf ,h
corresponding to the diagonal block Af . Note that af (u, v) is associated with the operator −2νdivD(·), and is in fact the
vector Laplacian operator. Therefore, the local problem in the fluid region amounts to a vector Laplace equation with the
Dirichlet condition on ∂Ωf ,D, as well as the Neumann condition in the normal direction and the slip boundary condition in
the tangential direction on Γ . Finally, note from (12) that the diagonal block J0 in P± is simply the discrete identity operator
with a scaling factor 1
ν
.
Observe that P± is fully decoupled for φh, uh and ph, with respect not only to different submodels but also to different
variables. It enables use of fast solvers in each region as the local problems involved in the preconditioner are essentially
scalar or vector Poisson solvers. Alternatively, the domain decomposition-based preconditioner constructed in [3,4,15] for
the Schur complement interface equation also decouples the Stokes model and the Darcy model. However, at each step of
the interface iteration, an inner iteration is still required to solve the saddle point Stokes problem in the local fluid region,
where a further preconditioner is necessary.
For convenience, let us define
P± =
(
AΩ 0
0 ±J0
)
, (13)
where
AΩ =
(
Ap 0
0 Af
)
.
Note from (9) that AΩ = A+AT2 . Furthermore, the operator P+ is symmetric and positive definite. The inner product
[u, v]P+ = af (u, v)+ ap(φ, ψ)+
1
ν
(p, q),
induces a norm, which is useful for our analysis in the next section.
As a modification, we propose another preconditioner of the block triangular type:
PT1(ρ) =
(
AΩ 0
B −ρJ0
)
, (14)
by retaining the divergence operator. Here ρ > 0 is a scaling factor. In particular, when ρ = 1.0, we denote the above
preconditioner as PT1 . The preconditioner (14) is still decoupled as the computation can be carried out in a block forward
substitution manner.
We comment that the construction of the preconditioners (13) and (14) can also be justified from the numerical linear
algebra point of view. Recall the following well-known Schur complement-based preconditioners for the saddle point
problem (11):
P¯± =
(
A 0
0 ±BA−1BT
)
and
P¯T =
(
A 0
B BA−1BT
)
.
Theoretically, it can be shown that P¯−1± M satisfies a polynomial of degree 4, and P¯
−1
T M satisfies a polynomial of degree
2 [26,27]. It follows that Krylov subspace methods with the Galerkin property (that is, the residual is orthogonal to the
associated Krylov subspace) converge in at most four iterations when applied to the corresponding preconditioned systems.
Unfortunately, the computational cost for the inversion of the Schur complement is as expensive as solving the original linear
system. However, one may further approximate A and BA−1BT properly. For the mixed Stokes/Darcy model, it is natural to
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approximate A by AΩ . Furthermore, it is shown that the Schur complement BA−1Ω BT is spectrally equivalent to J0 [28], and
can thus be approximated by J0 with a proper scalar factor ρ, which then leads to our preconditioners (13) and (14).
Note that the performance of preconditioners also depends on how the coupled operator A is approximated. Besides
simply usingAΩ to approximateA, wemay consider another block triangular preconditioner by retaining part of the coupling
term:
PT2(ρ) =
( Ap 0 0
−AΓ Af 0
0 Bf −ρJ0
)
. (15)
For comparison,wemay also consider the following coupled preconditionerwithout approximating the coupled operator
A:
PC (ρ) =
(
A 0
B −ρJ0
)
. (16)
4. Analysis of preconditioners
Let us first consider the uniformbounds in h for themodules of the eigenvalues of the preconditioned system. The analysis
is based on the framework in [29–32]. Define
inf
u∈Wh
sup
v∈Wh
|a(u, v)|
‖u‖W‖v‖W = γa, supu∈Wh
sup
v∈Wh
|a(u, v)|
‖u‖W‖v‖W = Γa, (17)
and
inf
q∈Qh
sup
u∈Wh
|b(u, q)|
‖u‖W‖q‖Q = γb, supq∈Qh
sup
u∈Wh
|b(u, q)|
‖u‖W‖q‖Q = Γb. (18)
We show in the following theorem that γa, Γa, γb, and Γb defined in (17) and (18) can all be bounded by h-independent
constants for the mixed Stokes/Darcy model. For convenience, we often use x . y to denote that there exists a generic
constant C such that x ≤ Cy.
Theorem 1. There exist constants ca ≥ 1, cb = β∗, Ca and Cb, independent of h, such that
γa ≥ ca ≥ 1,
γb ≥ cb = β∗,
Γa ≤ Ca,
Γb ≤ Cb.
(19)
Proof. Note that the finite element spaces {Wh,Qh} are conforming stable pairs. Consider any u = (φ,u) ∈ Wh ⊂ W ,
v = (ψ, v) ∈ Wh ⊂ W , and q ∈ Qh ⊂ Q . First, γa ≥ 1 follows from the fact that a(u, u) = aΩ(u, u) ≥ ‖u‖2W , because
aΓ (u, u) = 0 and αBJ ≥ 0.
Secondly, we have
|aΓ (u, v)| .
∣∣∣∣∫
Γ
nρf gφv · nf
∣∣∣∣+ ∣∣∣∣∫
Γ
nρf gψu · nf
∣∣∣∣
. ‖φ‖L2(Γ )‖v‖(L2(Γ ))d + ‖ψ‖L2(Γ )‖u‖L2(Γ )
. ‖φ‖Hp‖v‖Hf + ‖ψ‖Hp‖u‖Hf
. ‖φ‖Hp‖D(v)‖(L2(Ωf ))d + ‖ψ‖Hp‖D(u)‖(L2(Ωf ))d
. ‖u‖W‖v‖W ,
where the trace inequality and Korn’s inequality are used. Therefore, there exists a constant Ca, independent of h, such that
|a(u, v)| = |aΩ(u, v)+ aΓ (u, v)|
≤ Ca‖u‖W‖v‖W ,
which leads to Γa ≤ Ca.
From the discrete inf–sup condition (8), we have γb ≥ β∗.
Finally, recall that b(., .) is continuous. Therefore,
|b(u, q)| . ‖u‖W‖q‖Q .
It follows that Γb ≤ Cb for certain constant Cb independent of h. This completes the proof. 
It is well-known that if two elliptic operators are norm equivalent to each other, they can be used as preconditioners for
each other, and the corresponding preconditioned system has bounded eigenvalue distribution. The theory has been simi-
larly extended to saddle point problems by a unified framework [32] for analyzing preconditioners of saddle point problems.
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Fig. 2. A typical eigenvalue distribution of P−1− M and a typical eigenvalue distribution of P
−1
T1
M .
It is shown in [32] that if P is a norm equivalent preconditioner of the saddle point operatorM , with a properly chosen refer-
ence norm, themodules of the eigenvalues of the preconditioned system P−1M are then bounded. For our specific setting,we
may choose P+ as the reference norm. Then, by applying the general framework of [32], we can conclude that (1) Theorem 1
implies that the preconditioners constructed above are all P+-norm equivalent to the original system from Theorem 3.5 in
[32]; (2) the modules of the eigenvalues of the preconditioned systems P−1± M , PT1(ρ)
−1M and PT2(ρ)
−1M are all bounded
from below and above independently of h from Remark 2.2 in [32].
As a further indication of the convergence behavior, Fig. 2 displays a typical eigenvalue distribution for P−1− M and a typical
eigenvalue distribution for P−1T1 M .
We observe from the spectral distribution figures that λ(P−1− M) are clustered around 1, 12 +
√
3i
2 ,
1
2 −
√
3i
2 , and λ(P
−1
T M)
are clustered around 1.
5. Numerical experiments
We now examine the efficiency and effectiveness of the proposed preconditioners by means of numerical experiments.
The setup of the numerical experiments is as follows.
The benchmark problem is defined as in [15]. Let the computational domain beΩ ⊂ R2 withΩf = (0, 1)× (1, 2),Ωp =
(0, 1) × (0, 1) and the interface Γ = (0, 1) × {1}. We choose the boundary data and the forcing term such that the exact
solution is given by
uf = (y2 − 2y+ 1, x2 − x)
pf = 2ν(x+ y− 1)+ νgn32
φ = νn
2
(
x(1− x)(y− 1)+ y
3
3
− y2 + y
)
+ 2ν
g
x.
(20)
For simplicity, all the parameters in the mixed Stokes/Darcy model (20) are set to 1 unless especially specified.
For simplicity, we use a uniform mesh to decompose the computational domain (see Fig. 3). The finite element spaces
are constructed by using the P2–P1 elements (also called Taylor–Hood elements; see Fig. 3) for the fluid region and the P2
Lagrange elements for the porous media region.
The GMRES method is implemented on the basis of the discrete l2 inner product. The initial guess is chosen randomly
and the stopping criterion is set to be
‖rq‖l2
‖r0‖l2
< 10−8,
where rq is the residual at the q-th iteration of the GMRESmethod.We use ‘**’ to indicate that the iteration does not converge
within the prescribed maximum number of iterations. N(P) refers to the number of iterations with a preconditioner P . In
particular, P is reduced to I when there is no preconditioner applied.
We first examine the performance of the block diagonal and triangular preconditioners P− and PT1 . In Table 1, we list
the number of iterations for the GMRES method without and with the two preconditioners. Apparently, preconditioning
substantially speeds up the convergence. It is also confirmed that the rate of convergence is independent of h for both
preconditioners. Furthermore, the triangular preconditioner has better performance than the diagonal one as the former
better approximates the original matrix by retaining more information. Both P− and P+ perform similarly, with the former
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Fig. 3. A typical uniform mesh for the coupled Stokes/Darcy problem and a Taylor–Hood element.
Table 1
Number of iterations for the GMRES method without and with the preconditioners P+ , P− and PT1 .
h DOF N(I) N(P+) N(P−) N(PT1 )
2−3 948 502 51 49 23
2−4 3556 ** 55 52 25
2−5 13764 ** 59 55 27
2−6 54148 ** 61 59 27
2−7 214788 ** 63 60 28
2−8 855556 ** 64 61 28
Table 2
Number of iterations with PT1 (ρ)when ρ varies.
h ρ = 0.2 ρ = 0.6 ρ = 0.85 ρ = 1.05 ρ = 1.2
N(PT1 (ρ)) N(PT1 (ρ)) N(PT1 (ρ)) N(PT1 (ρ)) N(PT1 (ρ))
2−3 28 23 23 23 24
2−4 30 23 24 25 25
2−5 31 25 26 27 27
2−6 32 26 27 28 29
2−7 33 27 28 28 31
2−8 34 27 28 28 32
being only slightly better than the latter. But PT1 outperforms both diagonal preconditioners P± to a much greater extent,
although the condition number of P−1T1 M is larger than that of P
−1
± M as seen from the spectral distribution in Section 4.
To investigate the effects of scaling factor on the performance of the preconditioners, we examine PT1(ρ) by varying ρ
in Table 2. The preconditioner PT1(ρ) also demonstrates the h-independent convergence with fixed scaling factor. However,
the scaling factor does affect the convergence performance. First, we observe that the number of iterations increases when
ρ is too large or too small. Secondly, the performance of PT1(ρ) is not very sensitive to ρ, particularly when ρ varies in the
range of [0.6, 1.05]. Moreover, Table 2 suggests that the optimal choice for ρ seems to be around 0.6.
It is also of practical importance to investigate the effects of physical parameters on the convergence performance,
particularly for small viscosity and hydraulic conductivity. It is shown in [5] that the convergence rate of the domain
decomposition method may be affected by the parameters of the physical model, considerably. As shown in Tables 3 and
4, for instance, the number of iterations when using P− and PT1(ρ) increases as viscosity ν and hydraulic conductivity K
decrease. On the other hand, the rate of convergence can be improved by tuning the scaling factor ρ. Numerical experiments
suggest that the optimal scaling factor is around ρ = 0.6 as shown in Tables 3 and 4. We observe that a properly selected
scaling factor is rather helpful for improving the performance of the GMRES algorithm for small viscosity and hydraulic
conductivity.
To further understand the effects of physical parameters, let us look at the convergence performance for the
preconditioners PT2(ρ) and PC (ρ) with small viscosity in Table 5 and small hydraulic conductivity in Table 6, respectively,
where we take ρ = 0.6. Clearly, both PT2(ρ) and PC (ρ) are very robust with respect to the physical parameters concerned, ν
andK. Moreover, by comparing numerical results in Tables 3 and 5 and Tables 4 and 6), respectively, we see that the number
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Table 3
Number of iterations for the GMRES method with the preconditioners P− , PT1 , and PT1 (ρ) in the case of small viscosity, where the scaling factor is taken as
ρ = 0.6 for PT1 (ρ).
h ν = 0.1 ν = 0.01 ν = 0.001
N(P−) N(PT1 ) N(PT1 (ρ)) N(P−) N(PT1 ) N(PT1 (ρ)) N(P−) N(PT1 ) N(PT1 (ρ))
2−3 51 27 25 56 35 31 71 48 45
2−4 53 28 27 61 38 33 79 57 49
2−5 57 30 29 63 39 35 83 61 51
2−6 59 29 28 65 40 36 83 61 52
2−7 61 30 29 68 40 37 84 62 52
2−8 62 31 29 69 41 37 85 62 52
Table 4
Number of iterations for the GMRES method with the preconditioner P− , PT1 , and PT1 (ρ) in the case of small hydraulic conductivity, where the scaling
factor is taken as ρ = 0.6 for PT1 (ρ).
h K = 0.1I K = 0.01I K = 0.001I
N(P−) N(PT1 ) N(PT1 (ρ)) N(P−) N(PT1 ) N(PT1 (ρ)) N(P−) N(PT1 ) N(PT1 (ρ))
2−3 51 27 25 53 33 29 59 42 40
2−4 55 28 27 58 36 31 68 51 43
2−5 57 29 28 61 37 33 73 54 46
2−6 61 31 30 64 39 35 77 56 47
2−7 63 31 31 67 39 36 79 57 48
2−8 64 32 31 69 40 36 81 57 48
Table 5
Number of iterations for the GMRES method with the preconditioners PT2 (ρ) and PC (ρ) for small viscosity, where the scaling factor ρ = 0.6.
h ν = 0.1 ν = 0.01 ν = 0.001
N(PT2 (ρ)) N(PC (ρ)) N(PT2 (ρ)) N(PC (ρ)) N(PT2 (ρ)) N(PC (ρ))
2−3 24 22 27 23 33 26
2−4 25 24 29 25 38 27
2−5 26 26 31 27 40 29
2−6 28 27 32 29 41 31
2−7 28 27 32 29 41 31
2−8 28 27 32 29 41 31
Table 6
Number of iterations for the GMRES method with preconditioners PT2 (ρ) and PC (ρ) for small hydraulic conductivity, where the scaling factor ρ = 0.6.
h K = 0.1I K = 0.01I K = 0.001I
N(PT2 (ρ)) N(PC (ρ)) N(PT2 (ρ)) N(PC (ρ)) N(PT2 (ρ)) N(PC (ρ))
2−3 24 22 25 21 29 21
2−4 25 24 28 24 34 23
2−5 27 25 30 25 37 25
2−6 28 26 31 27 38 27
2−7 28 26 31 27 38 27
2−8 28 26 31 27 38 27
of iterations when using PT2(ρ) and PC (ρ) is less than that when using PT1(ρ). However, this leads to more computational
cost at each iteration due to the coupling, particularly for PC (ρ). Trade-off and fine-tuning are necessary in terms of the
overall computational cost. In general, PT1(ρ) is an excellent preconditioner for moderate physical parameters, while PT2(ρ)
is even more robust with respect to the physical parameters but with slightly more overhead, where ρ = 0.6 is applied for
both preconditioners.
6. Conclusions
We have investigated preconditioning techniques for the coupled Stokes/Darcy problem. Theoretical analysis and
numerical experiments show that the proposed preconditioners are efficient, effective, and easy to implement. The
preconditioned GMRES method converges uniformly independently of hwith these preconditioners. The effects of physical
parameters on the convergence are studied numerically. Tuning the scaling factor ρ helps further improve the convergence
performance of PT1(ρ) for small viscosity and hydraulic conductivity, and the optimal scaling factor is identified numerically.
PT2(ρ) is even more robust with respect to the physical parameters, but with slightly more overhead due to the inclusion
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of a certain coupling, yet its convergence is comparable to those of the fully coupled preconditioners PC (ρ). Finally, the
preconditioning techniques presented in this paper can be extended to the three-dimensional case.
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