Generation-recombination ͑g-r͒ noise originated by the fluctuating occupancy of deep level traps in the depletion regions of a junction field effect transistor ͑JFET͒ has been thoroughly analyzed. A numerical simulator of this type of device, which allows us to calculate all relevant electrical magnitudes in the structure, was used to calculate the noise power spectral density. To check our simulator, comparisons with experimental data of g-r noise in JFETs were made, showing very good agreement. Our numerical results have provided useful information about the influence on noise of several aspects such as the modelling of the shallow doping profile, and the relative contribution of each junction of the device on the total noise. In addition, the energetic position of deep levels in the band gap and the relative concentration of deep and shallow impurities were all combined to quantify the noise spectral density and to locate the region of the structure that contributes the most to the g-r noise. This report clearly shows the importance of including all technological parameters for a correct interpretation and study of low-frequency noise in JFETs.
I. INTRODUCTION
The fluctuating occupancy of deep-level traps in the depletion regions of field effect transistors is considered as the dominant mechanism for generation-recombination ͑g-r͒ noise, 1 which is one of the main sources of low-frequency noise. Furthermore, low-frequency noise measurements in semiconductor devices have been used as an important tool to characterize impurity parameters, 2, 3 showing how this technique can be employed in a similar fashion to deep level transient spectroscopy and to test the quality of the production process and device reliability. In order to obtain comprehensive information from low-frequency noise measurements, different elements that may influence it must be taken into account. Much effort has been devoted to studying the effect on low-frequency noise of factors such as temperature, 4 the energy level of traps, 5, 6 the position of every single trap inside the device and on the biasing conditions, 7 or the effect of edges in submicron semiconductor layers. 8 Another element previously considered was the type of shallow impurity profile in the junctions of junction field effect transistors ͑JFETs͒ used in g-r noise evaluation. 9 That work concludes that step-step impurity profiles generate less noise than graded profiles. Since then, mostly step-step profiles have been analyzed and the contribution of depletion regions of the P layers in an n-channel JFET has been neglected. Nevertheless, nowadays a wide variety of combinations of doping profiles and different types of traps present in a large range of concentrations can be found in semiconductor devices to improve their performance or as a consequence of degradation due to the work conditions. Most of these profiles can be modelled by step-step junctions, obtaining similar electrical characteristics. However, differences are present if g-r noise is studied as a function of the type of profile and the parameters of the trap such as energy level or concentration, as is proved in this work. In fact, the value of the parameters under study are not unknown in the literature. Recently, Simoen 10 et al., when analyzing high-energy proton irradiated silicon diodes, reached the following conclusions related to the characteristics of the radiation-induced deep levels: ͑a͒ The dominant generation center in both nand p-type Si is approximately in midgap position (E C ϪE T ϭ0.42 eV). ͑b͒ The densities of radiation defects increase proportionally with 10 MeV proton fluence. ͑c͒ n-type Si is more prone to high-energy proton irradiation damage than p-type material. Moreover, Si-JFET devices are of high future interest for high energy physics experiments where the noise increase at low frequencies could be attributed to radiation-induced single point defects, which act as g-r centers for the majority carriers. 11 Therefore, a study on lowfrequency noise which covers a great variety of values for these parameters may be useful in general, and in particular for devices exposed to degradation.
In this article, we have first analyzed the effect of the usual doping models that simplify a real profile of a JFET taking into account the contribution of both junctions. In addition, the influence of the concentration of deep levels and the energetic position of the levels has been considered. To accomplish this purpose, we have centered our attention on the numerical calculation of the noise power spectral density in an actual asymmetric JFET.
To calculate this magnitude associated with the fluctuations in carrier number due to trapping detrapping from the deep centers, the asymmetrical structure was divided into two junctions. The first one comprised the top gate and part of the channel and the second one the bottom gate and the rest of the channel. At this point, a numerical procedure was applied to calculate electrical magnitudes related to the structure in order to obtain the power spectral density.
The outline of this work is as follows. First, we explain the numerical procedure. In Sec. III, it will be tested by comparison with experimental results. Once the method has been satisfactorily checked, the g-r noise produced in the depletion regions of both junctions for different doping profiles and several concentrations of deep levels is evaluated to locate the most effective areas in noise generation. An interpretation of the results obtained related to the distribution of electrical magnitudes along the structure follows. Finally, the main conclusions are presented.
II. NUMERICAL PROCEDURE
The objective of the method is the calculation of the noise spectral density originated by the fluctuating occupancy of deep level traps in the depletion regions of an n-channel JFET. Defining variables x and y as normal and parallel, respectively, to the metallurgical junctions, if a change in the density of occupied traps ␦n T is originated in an interval ⌬x around a point x of the depletion region (x p ϽxϽx n ) of one of the junctions, a change is produced in both edges of this region, where x n is the edge of the n-doped depletion region and x p the edge of the p-doped depletion region. As we are interested in the fluctuation of the n-channel thickness, the change of the edge of the n-depletion region is ␦x n ϭϪ
where N D (x n ) is the doping density evaluated at x n . The changes of the channel thickness causes fluctuations in the channel conductance, G, and therefore the current fluctuation is given by
where ␦x n is minus the channel thickness fluctuation, V DS is the drain-source voltage, q is the electron charge, n is the electron density, n is the electron mobility, and W and L are the channel width and length, respectively. In order to calculate the power spectral density, the transfer impedance method was used:
12,13
͑3͒
where N T (x) is the deep level density, f T (x) its occupation function, (x) the time constant, and b the effective channel thickness. In this work, linear region operation and the gradual channel approximation were used. Under these assumptions, the one-dimensional model adequately reproduces the behavior for low drain voltages 1 and two junctions can be considered, the top and the bottom ones. The power spectral density in one of the junctions can be approximated by
To evaluate ͑4͒, all the junction points, including the transition region, must be taken into account and the occupation functions of the deep levels and the time constant must be calculated in those points:
where n(x) and p(x) are the electron and hole concentrations, respectively, Rϭc p /c n , c n and c p are the electron and hole thermal-capture coefficient rates, respectively, and n1 and p1 are the electron and hole densities when the Fermi level coincides with the deep one.
To carry on this evaluation, the Poisson equation was numerically solved in the whole junction, 14 allowing us to calculate the potential (x), and then f T (x) and (x). This numerical procedure let us use arbitrary doping profiles of shallow dopants, N D (x) and N A (x), and arbitrary concentrations of deep levels, N T (x). We have considered room temperature and a gate voltage of V G ϭ0 V throughout the article unless otherwise specified. Under these conditions, the Poisson equation is
whose solution will allow us to calculate the power spectral density given by ͑4͒. Moreover, the relative contribution of each junction to the total noise can be checked by means of this method. Differences will be appreciated between the first and the second junction when two profile models are used in each one. In order to explain this fact, it is necessary to know in detail which factors influence the power spectral density. Therefore, simulation of the real structure has been necessary to obtain accurate results.
III. COMPARISON WITH EXPERIMENTAL DATA
As a first step, our numerical procedure was checked with experimental results. 12 An asymmetric n-channel JFET with a deep center located at the energy level E C ϪE T ϭ0.36 eV was considered, and the contribution of the top and bottom gate junctions were evaluated separately. Since the noise sources at the two gates are uncorrelated, 15 their noise spectral densities can be added to give the total noise. The experimental low-frequency noise spectra are represented by filled squares in Fig. 1 and the calculated spectra by solid lines. Curves 1, 2, and 3 correspond to a gate bias of Ϫ0.1, Ϫ0.2, and Ϫ0.3 V, respectively, and a drain-source voltage of 0.1 V. Good agreement between both experimental and calculated data have been achieved. It should be pointed out that the contribution of both junctions was necessary in order to obtain similar results to those experimentally measured.
It is interesting to note that the experimental noise spectra rolls off with a gentler slope than a pure Lorentzian one. This is a result of the variation of the time constant with the position 5, 8 and as a consequence no additional centers are needed to explain this trend. To check this assumption, we have considered a P ϩ N junction with a uniform deep level density and evaluated the noise spectral density in two cases ͑Fig. 2͒. In the first one, the time constant was kept fixed ͑curve 1 in Fig. 2͒ at its maximum value, namely, we have assumed that the free carrier concentrations are negligible in the region where ͑4͒ is evaluated. In the other case, (x) was considered as a function of the position ͑curve 2 in Fig. 2͒ , that is, the variation of electron and hole concentrations along the junction were taken into consideration to calculate the time constant. The noise spectral densities evaluated in both cases were vertically shifted in order to clearly distinguish them. Dashed lines are used as guidelines to highlight the different slope in each case. Thus, in curve 1 we have just one value of the time constant while in curve 2 the effect of the free carriers introduces lower values of the time constant ͑6͒, which contributes to higher frequencies. This fact explains how a single level present in the structure can be enough to obtain a gentler slope than a pure-Lorentzian shape.
IV. RESULTS AND DISCUSSION
Once the procedure was successfully tested, it was applied to analyze the g-r noise in a structure in which some parameters are varied. We started the study with an ionimplanted silicon n-channel JFET with a doping profile as shown in Fig. 3 . This kind of JFET can be fabricated using standard bipolar technology without introducing extra steps. 16 The substrate has a uniform doping density of 10 15 cm
Ϫ3
, and the channel region and the top gate are doped by ion implantation with a peak impurity concentration of 10 17 and 4ϫ10 17 cm
, respectively. An acceptor midgap level has also been introduced throughout this work. In this section, the influence on the g-r noise of different elements such as the doping profile, the concentration of both the shallow acceptors in the substrate and the deep centers, or the energetic position of the deep level present in the semiconductor will be considered. 
A. Influence of shallow profile model
Prior to the study of semiconductor devices, models that simplify every part of the structure are frequently used. In particular, to simplify the analysis of these devices, whose shallow doping concentrations in the top gate and in the channel are position dependent, considering the gates as abrupt step-step junctions is a common practice. In this case, we have proposed an equivalent uniform doping profile ͑solid line in Fig. 3͒ , where N TG in the top gate and N Ch in the channel are defined as
N͑x ͒dx . ͑8͒
In the above expression N(x)ϭ͉N D (x)ϪN A (x)͉ is the net doping concentration ͑donors minus acceptors͒, x 1 is the thickness of the top gate, and x 2 Ϫx 1 the thickness of the channel ͑Fig. 3͒.
To compare the ion-implanted profile and the uniform one, the noise power spectral density has been calculated in the top and bottom gates for an acceptor deep level located in the midgap ͑Fig. 4͒. In each case, all the relevant magnitudes that appear in the expression of the power spectral density, ͑4͒, were calculated. It should be pointed out that significant differences can be found between these two profiles in the two gate junctions. As can be observed from Fig. 4 , the noise evaluated in the bottom gate-channel junction surpasses the noise calculated in the top one for both profiles. 9 However, a different behavior appears between the two junctions. While in the top junction the noise evaluated with the uniform profile is slightly greater than with the implanted one, the opposite trend was found in the bottom junction. In addition, whereas the values of the spectral density calculated in the top junction are quite similar, in the bottom junction greater differences between the two profile models were found.
In order to clarify these differences, the ratios of the noise spectral density evaluated at a frequency of 5 Hz ͑pla-teau region͒ for both profiles in the two junctions are shown in Table I . The results of a more intuitive derivation of expression ͑4͒ are also shown in that table. As is well known, f T (1Ϫ f T ) is a sharply peaked function with a maximum value of 0.25 located at the point (x max ) where the Fermi level crosses the deep one. Thus, we have substituted this function by a delta function located at the point where E F ϭE T . As this point is located deep inside the depletion region, then nӶn1 and pӶ p1 and thus Ϸ max ϭ1/(c n n1 ϩc p p1). Therefore, from ͑4͒, we obtain
This simpler expression will allow us to understand the above results. The discrepancies between the profile models can be explained mainly both due to the value of the doping density evaluated at the edge of the n-depletion region, N D (x n ), and to the position of the maximum of the function f T (1Ϫ f T ). In ferent effects on the two junctions. To explain these differences, we have focused on the following factors extracted from expression ͑9͒
These factors have been evaluated at the point where f T (1 Ϫ f T ) is maximized in the four cases represented in Fig. 5 . The ratio of factor A(x max ) between the implanted profile and the constant-profile model is greater in the top gate junction ͑Table I͒ although the absolute displacement is greater in the bottom junction ͑Fig. 5͒. Noise in the top gate with an implanted profile would be greater than with the uniform model if only this factor were considered. However, the term 1/N D 2 (x n ) reduces the noise in this case due to N D (x n ) ϾN ch . In contrast, in the bottom gate, factor A(x max ) does not have any influence, and the term N D (x n ) becomes dominant. Analyzing B(x max ), we can see how the ratio of this factor between the implanted profile and the constant model profile are approximately the same as the ratio between the plateau values of the spectral density, S VDS ͑5 Hz͒, for the same two profiles, as shown in Table I . The slight discrepancies are due to small differences in the channel thickness, b, for the two models. We can therefore conclude that although the uniform profile is a good approximation in the sense of reproducing electrical magnitudes, the spectral density is very sensitive to the use of a step-step profile to model a real one. Nevertheless, we will now show how these differences between models also depend on other parameters of the device. To prove this assumption, we have studied devices whose substrate doping concentration (N sub ) increases from 10 15 to 10 16 cm Ϫ3 while the peak doping density of both the channel and top gate remains the same, and N T is constant, 10 15 cm
Ϫ3
, throughout the structure. Therefore, there are no changes in the top-gate junction and we have focused on the bottom-gate junction. The noise spectral density evaluated in the plateau region ͑5 Hz͒ is shown in Fig.  6͑a͒ . The solid line represents the uniform profile and dashed line the implanted one. It can be observed how the values calculated in both cases tend to cross. If higher values of N sub were used, the uniform profile would produce more noise than the implanted one, as was previously observed in the top-gate junction ͑Fig. 4͒. It should be stressed, however, that the noise decreases when N sub grows. To explain this phenomenon, we have evaluated expressions ͑5͒ and ͑6͒. When N sub increases, these functions are narrower due to both the reduction of the space charge region length and the rise in the built-in voltage. Thus, E T now separates faster from the cross point, E T ϭE F , and the functions f T (1Ϫ f T ) and (x) tend to zero quickly. This fact was also shown in Fig. 5 . In the top-gate junction, where a high doping density is employed, f T (1Ϫ f T ) behaves as a deltalike function. Nevertheless, in the bottom-gate junction, this function spreads to enclose a greater area, adding new regions to be integrated in ͑4͒. Therefore, the growth of N sub reduces the g-r noise evaluated in the backgate and hence in the device. On the other hand, if N sub is kept fixed at 10 15 cm Ϫ3 and now N T rises from 10 14 to 10 16 cm
, the noise evaluated in the plateau region again tends to coincide, as shown in Fig. 6͑b͒ .
The explanation for this trend is presented in the following section. Therefore, the differences between models, as g-r noise is considered, depends on the structure parameters. While in some cases the two models produce great differences, in other cases close agreement is found.
B. Influence of deep level concentration
To interpretate the effect of the deep level concentration, we have studied the structure for several concentrations of an acceptor midgap level, from N T ϭ10 14 to N T ϭ10 16 cm
Ϫ3
. For the uniform profile, the noise spectral density rises the same amount as N T does in both junctions. In the implanted profile, the g-r noise in the top gate increases nearly at the same rate as N T . Nevertheless, different behavior was appreciated in the bottom junction, where the spectral density does not increase as much as N T ͓Fig. 6͑b͔͒. When the value of N T is high, the compensation rate due to deep levels is also high, especially next to the metallurgical junction where shallow donor and acceptor dopants are strictly compensated. To obtain greater physical insight of . However, a great difference can be appreciated in the substrate-channel junction when N T increases. Its immediate consequence is a reduction in channel depth, giving rise to a dramatic change of the electrical parameters that characterize the device, including the power spectral density. This phenomenon is caused by the combinations of three facts: ͑i͒ the dependence of the profile on the position, ͑ii͒ the position of the traps in the band gap, and ͑iii͒ the effect of the low doping of the substrate. In fact, in the top junction, a nonconstant profile and a high concentration of deep levels are also present, although the effects are not the same as in the back junction. It must be noted that the compensation of shallow donors by deep levels is around 10% in the channel, which is not an overly high rate of compensation. However, in the edges of the channel, next to the gate junctions, this percentage can change dramatically because there are regions where the doping concentration is lower than the deep level concentration, although this does not mean that the semiconductor is overcompensated in both. As is shown in Fig. 7 , we have found effective compensation in the back gate and no compensation in the top gate due to the asymmetrical doping profile. In the top gate, the higher concentration of the p region causes the depletion region to be located mainly in the n channel covering this troublesome region. As no carriers are present, the deep level cannot capture electrons and deep impurities cannot be charged. Thus, the electron and hole concentration does not change when N T increases, as can be seen in Fig. 7 . In contrast, in the back junction, due to the lower doping concentration of the substrate, the depletion region tends to lie in the bottom gate, and therefore there exists a zone in the channel where free electrons can be captured by deep levels, producing an extension of the depletion region into the channel ͑arrow in Fig. 7͒ .
If no deep levels were present in the device, the width of the channel would be controlled exclusively by the top gate since the space charge region of the bottom junction lies mainly in the p substrate due to its low doping. However, since the depletion regions play the most important role as the origin of g-r noise and the characteristics of JFETs are very sensitive to the thickness of the channel, 17 the variation in channel dimensions due to changes in N T is not negligible.
C. Localization of the region of maximum noise
Apart from the known fact that the bottom junction can dominate the noise spectral density due to the asymmetry of the structure, 9 we have analyzed another situation that enhances the importance of this junction, namely, the presence of a high concentration of deep levels. Moreover, another fact that is not yet clear is whether the main contribution to the total noise is located in the channel ͑N region͒ or in the substrate ͑P region͒ of the bottom junction. Normal calculations tend to locate the noise in the channel. We have observed, however, that this is not the general case. To demonstrate this, the noise spectral density of the channel-substrate junction in the plateau region ͑5 Hz͒ was calculated separately in the N region ͑from x n to the metallurgical junction͒ and in the P region ͑from the metallurgical junction to x p ͒, determining the region which produces more noise. To evaluate this, the concentration of the midgap level was kept fixed to N T ϭ10 15 cm Ϫ3 and the concentration of the substrate was changed from N sub ϭ10 15 cm Ϫ3 to N sub ϭ10 16 cm
Ϫ3
. As is shown in Fig. 8 , for low values of the substrate concentration, the P region is clearly dominant, and therefore the noise evaluated in the whole junction is concentrated in this place. However, when N sub increases, the depletion region of the N zone also increases, causing the contribution of that region to grow. Furthermore, the noise spectral density evaluated in the P region is reduced. In the highest range of values considered, N sub ϭ10 16 cm
, the roles of the two regions have been interchanged. This variation in the relative contribution of each region can be explained by the function f T (1Ϫ f T ). For low values of N sub , the maximum of that function lies in the P region. As N sub increases, that point is displaced from the P to the N region. Therefore, it can be concluded that both regions must be included to calculate the noise spectral density and those approximations which only take into account one region should be carefully checked.
D. Influence of the energetic position of the deep level
Finally, for the sake of completeness, we have also studied the influence of the energetic position of the center used. In previous sections, the deep level was located in the midgap. Now, a shallower center, E C ϪE T ϭ0.23 eV, is considered and the substrate concentration was again modified from N sub ϭ10 15 cm Ϫ3 to N sub ϭ10 16 cm Ϫ3 and the contributions of the P and N regions of the channel-substrate junction were calculated ͑Fig. 9͒. In this case, the N region is dominant even for the lowest value of N sub considered. The energetic level of this center is located close enough to the bottom of the conduction band that the point where E T ϭE F is placed in the N region for the entire range of N sub considered. Therefore, it was observed how, under the same conditions, the energetic position of the center employed is enough to change the location of the maximum contribution. Hence, the assumptions valid in one case may be erroneous in the other.
V. CONCLUSIONS
A numerical procedure which allows us to calculate all the parameters needed to accurately evaluate the noise spectral density originated by the fluctuating occupancy of deep level traps in the depletion regions of a JFET has been presented. The results of this method were compared with experimental data to validate it. The contributions to the total noise of the top and bottom gate junctions in the transistor were separated and compared for different profiles. The importance of both the doping density at the edge of the n-depletion region and the position of the maximum of the function f T (1Ϫ f T ) in the evaluation of the noise spectral density was determined. In general, the differences between profiles depend not only on the profiles themselves, but also on other characteristics of the device, and as a consequence, important discrepancies between profiles are found when g-r noise is evaluated. Furthermore, we separated the noise spectral density evaluated in the P and N region of the channelsubstrate junction to locate the maximum contribution as a function of the relative concentration of deep levels to dopants in the substrate and as a function of the energetic position of the levels in the band gap. It was observed that under certain combinations of these parameters the origin of the fluctuating noise changes from the N channel to the P substrate and the normal approximations in which the noise is calculated only in the channel are not valid in those cases.
