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ABSTRACT 
This investigation examines optimization methods for minimizing undesired vibrations in a 
helicopter.  An iterative weighting system for adjusting emphasis of different flight conditions is 
implemented as an extension of current weighting schemes and performance results are 
discussed.  Next, a cascaded method of least squares optimization is applied to incorporate 
minimization of vibrations at higher harmonics.  A real coded genetic algorithm to prescribe 
integer-valued rotor modifications is then executed.  Optimization methods are simulated using a 
linear sensitivity model to demonstrate the effects of rotor adjustments, specifically 
modifications in pitch change rod, outboard tabs, and hub weights on the Sikorsky S-76C++ 
aircraft.  Applying an iterative flight condition weighting scheme with integer-bounded rotor 
adjustments while extending the range of harmonic frequencies included in the analysis develops 
a robust prescription of rotor adjustments.  By virtue of their integer-based properties, these 
prescribed adjustments are more realistic and eliminate previously occurring loss of accuracy in 
implementation. 
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CHAPTER 1 
INTRODUCTION 
Due largely to blade flexibility, uneven mass distribution, and irregularities in rotation, 
undesired vibrations are a frequent occurrence in helicopter operation.  In addition to providing 
worker discomfort, system vibrations can cause premature damage to aircraft components and 
ultimately lead to accelerated failure [1,2,3].  The main rotor of a helicopter produces vertical 
vibrations through unequal lift from rotor blades and lateral vibrations from mass or vertical 
track imbalances.  It is crucial to reduce both the vertical and lateral vibration levels within a 
helicopter in order to produce a nonhazardous and comfortable crew environment [4,5].  Rotor 
track and balance (RTB) is the method of prescribing modifications to the main rotor assembly 
of a helicopter in order to minimize undesired vibrations in the airframe to below an established 
threshold.  Currently, RTB is performed primarily at the first harmonic frequency of the main 
rotor, which is understood to include vibrations having the highest effect on the human body 
[6,7,8,9,2]. 
Though the results of this study can be extended to other rotorcraft, the analysis described 
is tested on the Sikorsky S-76C++ helicopter, a 4-blade aircraft.  RTB adjustments are typically 
based on measured vibration data using accelerometer vibration sensors integrated into a data 
acquisition system such as the General Electric Radar Acquisition Data System (RADS) [10,11].  
Four physical sensors distributed throughout the cockpit of the aircraft and two vectorally-
derived virtual sensors are used to measure vibration of the aircraft at each flying condition, 
known as a flight regime [12].  Vibration information from each sensor undergoes a Discrete 
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Fourier Transform to produce amplitudes and phases of undesired vibrations at every multiple 
from 1 to 12 of the main rotor’s primary rotational frequency [13].   
For the S-76C++, the 1/rev or    rotational frequency represents vibration amplitude and 
phase information at the natural frequency of the main rotor, which is approximately 4.45 Hz.  
The 2/rev, or    amplitude and phase represent vibration measurements for the aircraft at 8.9 
Hz, and so forth.  The flight regimes used for RTB data acquisition generally include ground, 
hover, and several forward flight airspeeds [2,14].  The five regimes at which vibration data is 
collected in this study are ground, hover, and forward flight at 125 knots (kts), 145 kts, and 155 
kts.   
The main rotor blades of the S-76C++ are typically referenced by color labels.  When the 
tachometer and the magnetic sensor interrupter on the rotating swashplate of the main rotor 
mechanism are aligned, the black blade is at 0º relative to the forward centerline of the aircraft.  
In this configuration, the yellow blade is at 90º with respect to the forward pointing axis of the 
helicopter, the blue blade is at 180º, and the red blade is at 270º [6].  Possible adjustments on 
each blade of S-76C++ aircraft include an increase or decrease in the pitch control rod (PCR) of 
± 30 notches, outboard tab adjustments in ± 40 thousandths of an inch from a horizontal baseline, 
and hub weights changes in the range of ± 80 ounces [12].  Adjustments to hub weights generally 
affect ground vibration of the aircraft system while lateral vibration is primarily affected by PCR 
adjustments, which are constant with speed, and tab adjustments, which become more impactful 
as the speed of the aircraft increases [1,15,16].    
Due to the inherent symmetry of a four-blade rotorcraft, it has been shown that identical 
effects are produced from opposite adjustments of blades at a 180º offset [15,11].  Because of the 
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redundant effects of symmetrical adjustments, proposed PCR modifications can be reduced from 
± 30 notch adjustments for each of the four blades in the S-76C++ to a change of ± 30 notches 
between each of the two blade pairs that are at a 180º offset from each other, as in black-blue and 
red-yellow.  Similar adjustment reductions applied to tab and hub weight modifications make 
their possible solution spaces ± 40 thousandths of an inch and ± 80 ounces, respectively, for two 
pairs of blades per adjustment.  Finding the product of each of the modification ranges per blade 
pair results in a solution space of               possible unique adjustment combinations.  It is 
therefore not feasible to perform an exhaustive analysis of the solution space by evaluating every 
unique adjustment solution.  However, computation can greatly be reduced with the application 
of a heuristic technique such as a genetic algorithm to more feasibly obtain a near-optimal 
solution. 
Previous work has concentrated on minimizing the magnitude of undesired vibrations to 
below a threshold of 0.15 inches/second or ips at 1P.  It is necessary, however, to explore 
minimization of higher frequency vibrations in order to produce a holistically improved vibration 
profile for the entire aircraft [2,6,8].  Traditional RTB tuning methods reduce unwanted 
vibrations via least squares regression models, neural networks, and other continuous numerical 
solving techniques [17,12].  These methods optimize the system for the best prescribed 
adjustments to the main rotor with results produced as continuous variables.  However, in order 
to implement actual realistic adjustment solutions, these results must be rounded to integer 
values [18].  Data adjustment due to rounding causes decreased performance towards vibration 
minimization.  Most modern RTB techniques are ill-equipped to handle optimization limited to 
integer-based solutions [10,19]. 
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This study implements two novel methods for minimization of undesired vibrations 
within the airframe of the S-76C++ aircraft.  An iterative method is first used to determine 
weighting factors for each flight regime of the helicopter, which are important parameters within 
the optimization scheme.  This first optimization method involves extending the relationship 
between adjustments and vibration minimization into higher-order vibration frequencies from 1P 
to 3P, an important trend in RTB research [17,20,21].  The second method of optimization is an 
integer-based real valued genetic algorithm to heuristically minimize undesired vibrations at 
each of the first three natural frequencies.  Blade modifications are presented as changes in PCR 
notches, outboard tab adjustments, and hub weights.  The effectiveness of the proposed methods 
are evaluated through simulated implementation in 48 flights via a linear sensitivity model 
derived from experimental vibration measurements for the Sikorsky S-76C++ aircraft [6,17].   
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CHAPTER 2 
LEAST SQUARES REGRESSION MODEL 
2.1 Defining the Least Squares Regression Cost Function 
The performance criterion used as the basis for both the cascaded minimization method 
and the genetic algorithm is found using Davis’ minimum variance control algorithm at each 
harmonic frequency.  This method relies on the linear model describing the effect of adjustments 
on a given set of measurements.  A vibration measurement vector encompassing the magnitude 
and phase of the undesired vibrations for each of the 6 sensors and at all 5 flight regimes at 
adjustment step (   ) for the    harmonics   (   ) can be derived from the    vibration 
measurements for the previous adjustment-step   ( ) combined with the product of the 
experimentally-derived    airframe response matrix    and the matrix of adjustment values    
for the PCR, outboard tabs, and hub weights, as represented in Equation 1 [6,11]. 
   (   )    ( )        (1) 
The combination of the weighted squares of vibration measurements and applied controls 
for a particular    harmonic is defined as the scalar performance index    in Equation 2 where 
    is a weighting matrix for the    vibration data and allows for the emphasis or reduction in 
significance of vibration measurement values at each flight regime.  The control weighting 
matrix    allows for an increased influence, through penalty, to be placed on the PCR 
adjustments, outboard tab adjustments, or hub weight adjustments as desired based on operator 
constraints.  In the case of this study, however, controller penalties are set to a constant matrix of 
zeros as exploring control weighting is beyond the scope of this analysis [11]. 
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      (   )
        (   )     
        (2) 
For the general least squares solution of a given set of vibration measurements at   , a    matrix 
of the adjustments necessary to minimize    can be found with Equation 3 which utilizes least 
squares regression by setting 
   
   
   and solving for   .  Proof of this least squares derivation 
can be found in Figure A1 in the Appendix [17].   
     [  
         ]
   [  
      ( )] (3) 
The matrix of applied controls found in Equation 3 represents the traditional method for 
obtaining the PCR notch adjustments, outboard tab modifications, and hub weight alterations 
necessary to optimize the rotor system in a way that minimizes vibrations at a specified rotor 
frequency of        Hz [22,21,23,20].  In industry settings, this method is typically applied to 
the first harmonic frequency without addressing the influence of vibrations at higher frequencies.   
The traditional least squares regression RTB method does not account for the importance 
of obtaining integer solutions.  Optimal solutions are instead found in the continuous domain and 
rounded to the nearest whole number within adjustment constraints for implementation [17].  
Since this method effectually seeks the best RTB modification profile and then deviates from this 
profile, the actual prescribed adjustments will sub-optimal.  This can be demonstrated by Figure 
1, which shows the effect of applying a rounded solution to the rotorcraft at each optimized 
harmonic.   
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Figure 1. Least squares regression cost function values before and after rounding for a series of 
48 flights at the first three harmonic levels 
 
Rounding to integer values after performing the least squares regression optimization causes 
each of the minimized scalar performance index values to increase.  While Figure 1 shows the 
effect of performance index trends from rounding, it is also noteworthy to examine the extent to 
which individual performance index values can vary due to rounding.  Table 1 demonstrates the 
influence of rounding on the quality of the scalar performance index    of Equation 2 for each of 
the first three harmonics.  
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Table 1. Change in scalar performance index due to rounding for 48 flights 
Scalar Performance Index 
Average Change  
After Rounding 
Standard Deviation  
of Change After  
Rounding 
   + 17.56 % ± 14.30 % 
   + 13.59 % ± 13.03 % 
   + 4.71 % ± 3.13 % 
 
As the goal of the least squares solution is to minimize the scalar performance index, the increase 
in performance index values at each harmonic frequency due to rounding demonstrates a 
decrease in performance when moving from the theoretical realm to practical system integration. 
2.2 Iterative Development of Regime Weighting Parameters 
As discussed in Equation 2, the least squares regression formula includes a weighting 
matrix     to represent different weighting values for each flight regime, or condition, over 
which vibration data is collected.  For single or multiple harmonic analysis, it is possible to 
multiply    ,    , and     with different weighting values to place varying degrees of 
emphasis on the   ,   , and    harmonics respectively.  However, the focus of this weighting 
investigation was not to vary weightings between different harmonic frequencies but instead to 
vary weightings across the different flight regimes.  Emphasis is placed on determining regime 
weighting factors because the flight dynamics involved in ground and hover operation 
significantly differ from the flight dynamics at different forward airspeeds.  Since most of the 
operation time for the aircraft is spent in forward flight, minimizing undesired vibrations in 
forward flight is a priority over reducing vibrations felt during the ground and hover regimes [3].   
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An iterative approach was taken to determine the best weighting scheme for each of the 
five flight regimes explored in this study.  All of the weights were initially set to unity, making 
minimization across each flight regime equally important in the initial stages of the study.  
Vibration minimization was then performed over 48 sets of S-76C++ flight data using a least 
squares regression method applied to the first natural frequency data.  The optimized solutions 
for each of the 48 sets of flight data were then implemented using the linear sensitivity model to 
determine the simulated aircraft behavior after applying each proposed balancing solution.  
Undesired vibrations with a magnitude of 0.3 ips or higher indicate significant rotor imbalance 
and a need for further rotor modifications to improve RTB [24,15].  Using this as a baseline, a 
count was taken across all six sensors and 48 flight sets for the number of times any of the flight 
regimes experienced vibration speeds above 0.3 ips.   
For every instance where ground and hover have a vibration velocity at or above 0.3 ips 
after applying balancing techniques, the weighting values for ground and hover were 
respectively incremented by one unit.  Since the regimes of forward flight are more dynamically 
complex and temporally significant, every instance over the 48 trials where a sensor detected 
undesired forward flight vibrations at or above 0.3 ips after balancing caused an increase of 3 to 
the weighting value of that particular forward flight regime.  Adjusting the weighting 
modification value of forward flights by a multiple of 3 was found to add significant emphasis to 
the forward flying regimes while still allowing improved performance in the ground and hover 
regimes.  The weights were then normalized by the maximum so that the highest regime 
weighting value was unity and the process was then restarted for a prescribed number of 
repetitions over the data set.  This procedure allowed for emphasis to be placed on the flight 
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regimes most critical to the aircraft’s mission or most disruptive to the overall stability of the 
vehicle.  
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CHAPTER 3 
EXTENDING OPTIMIZATION TO HIGHER LEVEL HARMONICS 
3.1 Cascaded Least Squares Regression 
The cascaded harmonic method is a basic approach to extending the least squares 
regression vibration minimization to measurements at higher level harmonics.  Recalling that 
  ( ) represents vector of vibration amplitude and phase information for    or the  
th
 multiple 
harmonics at adjustment step  , the initial measurement space encompassing        and    is 
shown in Equation 4. 
   ( )        ( )        ( ) (4) 
The adjustment profile found to minimize the measurements at the first multiple of the natural 
harmonic frequency is then found using the least squares regression method as outlined in 
Chapter Two.  Equation 5 is a specific instance of Equation 3 that demonstrates the method to 
calculate   , the series of adjustments necessary to minimize the system at   .  This equation 
utilizes the least squares regression model with the    airframe response matrix, the     
weighting matrix for first harmonic measurements, the first harmonic measurements represented 
by   ( ) at the first adjustment step  , and the   control impact weighting matrix. 
     [  
         ]
   [  
      ( )] (5) 
The adjustments found to minimize    are then applied to the measurements of Equation 
4 with the airframe response matrix    for each harmonic to obtain updated measurement vectors 
for the new adjustment step (   ) based on the measurement vectors from the previous 
adjustment step.  Calculating the updates for each of the first three frequency levels is an 
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extension of Equation 1 with the first harmonic level adjustments    found in Equation 4.  
Equations 6, 7, and 8 show the application of the adjustments for   ,   , and   , respectively. 
   (   )    ( )        (6) 
   (   )    ( )        (7) 
   (   )    ( )        (8) 
It is significant to note that to obtain the   (   ) measurements at each harmonic level, the    
adjustments based on the first harmonic were applied to the system at every harmonic level.  
Given these new measurements, the adjustment profile that minimizes the undesired   (   ) 
vibrations, or the vibrations at the second multiple of the natural frequency, are then found.  
Equation 9 shows the formula required to find the    RTB inputs to minimize    vibrations 
based on the second harmonic airframe response matrix   , the second harmonic measurement 
weighting matrix   , and the control weighting matrix  .   
     [  
         ]
   [  
      (   )] (9) 
In this instance, the second harmonic vibration measurements from adjustment step (   ) that 
already incorporate the    changes,   (   ) are used instead of the original 
  ( ) measurements. 
The second harmonic adjustments    found from Equation 9 are then applied to obtain 
the updated   (   ) measurements using the measurements from the previous adjustment step 
  (   ) and the respective    airframe response matrices for each harmonic.  Equations 10, 
11, and 12 demonstrate the calculations for updating the measurements for the first three 
harmonic frequency levels. 
   (   )    (   )        (10) 
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   (   )    (   )        (11) 
   (   )    (   )        (12) 
The measurements found for adjustment step (   ) only directly incorporate the    second 
harmonic adjustments because the (   ) measurements already integrate the    first harmonic 
adjustments.  At this point in the analysis, the (   ) measurements have now been minimized 
for the first two multiples of the main rotor natural frequency.  Given these updated 
measurements, the next step in the cascaded least squares regression optimization involves 
calculating the    adjustment prescription to minimize the   (   ) measurements which have 
already been minimized for the first and second level harmonic frequencies.  Equation 13 
demonstrates the process of utilizing the   (   ) measurements with the    airframe response 
matrix and the   and    adjustment and measurement weighting matrices to calculate the    
alterations. 
     [  
         ]
   [  
      (   )] (13) 
The    RTB modifications can then be applied to obtain the measurements at the final 
adjustment step (   ) for each harmonic frequency level, as shown in Equations 14, 15, and 
16.  These equations again take advantage of the    airframe response matrices for each    
harmonic and the previous adjustment step measurement data,   (   ) for each harmonic.   
   (   )    (   )        (14) 
   (   )    (   )        (15) 
   (   )    (   )        (16) 
Since the vibration measurements at (   ) incorporate first and second level harmonic 
adjustments, applying the    adjustments allows for a measurement profile which has been 
minimized for the first three harmonic frequencies in a sequential fashion.  This cascaded least 
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squares regression method allows for optimization from    frequencies to    frequencies.  Since 
the third harmonic level is the final harmonic level to be minimized, it can be expected that the 
measurements from this multiple of the natural frequency will demonstrate the most significantly 
improved performance.  The cascaded method can also be approached by first minimizing the    
harmonic level, then the second harmonic level and finally the first, or   , harmonic level for 
results with a similar level of complexity.  
The total adjustments applied with the cascaded linear regression model can be combined 
by Equation 17 to yield     , a comprehensive set of adjustments.   
               (17) 
By uniting the    tunings for each  -harmonic frequency multiple, the derived measurements at 
modification step (   ) based on the original measurements at modification step ( ) are 
represented in Equations 18, 19, and 20 for the first, second, and third harmonic levels, 
respectively. 
   (   )    ( )          (18) 
   (   )    ( )          (19) 
   (   )    ( )          (20) 
It can be mathematically proven that Equations 18 through 20 are equivalent to Equations 14 
through 16 for obtaining measurements at the (   ) adjustment step since the      total 
adjustment combines each of the individual harmonic adjustments.  By utilizing Equation 18 
through Equation 20, only one adjustment is necessary rather than three independent 
adjustments.  After deriving this method, it is clear that the cascaded linear least squares 
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regression model allows for an extension of the analysis into a higher realm of multiples of the 
harmonic frequency. 
3.2 Integer-based Real Coded Genetic Algorithm 
Genetic algorithms are a subclass of evolutionary algorithms, which are heuristic 
methods inspired by the techniques of natural evolution to solve optimization problems.  As an 
algorithmic analogy to evolution, genetic algorithms begin with a stochastically initialized 
population of   members where each member of the population is a possible solution [25].  
While it is common to use strings of binary variables to represent population members within a 
genetic algorithm, it is also possible to perform optimization via a real coded genetic algorithm 
which formulates each population member as a series of real numbers [26].  
When the solution space is continuous, as assumed in the basic and cascaded least 
squares regression methods previously described, it is sufficient to use a gradient-based 
optimization method.  Because the physical rotor modifications are a range of discrete integer 
values, however, the optimization evolves into a combinatorial problem [27].  Instead of 
exhaustively calculating the combinatorial solution space, an integer-based real coded genetic 
algorithm can be used to minimize      the sum of the least squares cost functions for the first 
three harmonic frequencies. 
               (21) 
Weighting factors can also be applied to the cost function of Equation 21 to increase 
emphasis on various harmonic frequencies but this is not explored within the current study.  In 
this case of RTB minimization, each member of the population is a 6-element set of adjustments 
for PCR notches, outboard tab modifications, and changes in hub weights between each pair of 
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blades following the previously outlined constraints for each type of adjustment and as shown in 
Figure 2. 
 
Figure 2. Solution layout for each population member of the genetic algorithm 
 
At every step, or generation within the genetic algorithm, every member of the 
population is evaluated using the cost function of Equation 21.  The primary operations for 
evolution within the genetic algorithm as applied to this problem are crossover, which is used to 
create the next generation from the current population, mutation, which uses a probability 
distribution to randomly perturb members of the new population, and elitism, which allows the 
best member or members of a specific generation to be copied over directly into the next 
generation.   
There are several methods for selecting parents within a given population to produce the 
offspring that comprise the next generation.  For the implementation of genetic algorithms used 
in this study, tournament selection is applied to determine pairs of parents when generating 
offspring.  Tournament selection effectively mimics the competition aspect of natural mating.  
With each member of a given population having an equal probability of being chosen, two 
potential parents are selected at random and the parent with the lowest      cost (since in the 
RTB case it is desirable to minimize magnitude of vibrations) is chosen to be the first parent.  
The process of selection and competition is then repeated to designate a second parent.  
Once two unique parents have been chosen, crossover within each type of modification 
(i.e. PCR, tab, and hub weight adjustments) is performed with a probability of   .  Throughout 
PCR 
Δ black-blue 
PCR 
Δ yellow-red 
OB TAB 
Δ black-blue 
OB TAB 
Δ yellow-red 
HUB WT 
Δ black-blue 
HUB WT 
Δ yellow-red 
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this study, acceptance within a given probability is implemented by drawing random numbers 
from a uniform distribution on the open interval (0, 1) and comparing these numbers with the 
specified probability.  If crossover occurs for PCR, for example, then the two children produced 
have one PCR modification value from each of the parents.  If, however, crossover does not 
occur, one child will have the original two PCR modification values from one parent and the 
other child will have the two original PCR modification values from the other parent.  The 
process of crossover occurs with equal probability of    between all three sets of modifications, 
allowing for stochastically dynamic generation of two children that differ from the two parents 
where they originated. 
The second element of genetic algorithms applied to this optimization is mutation, which 
occurs with a probability of   , also determined from the parameter analysis.  Once two 
children are produced via crossover, mutation is applied with a    probability to each element 
of the new children.  If an element of a solution is mutated, a random value is chosen from a 
uniform distribution within the constraints of the rotor modification represented by that element 
of the solution.  For example, if a tab modification is to be mutated, a random integer between -
40 and +40 is chosen to replace that particular tab value.   
After crossover and mutation have been performed on the offspring of a generation, 
elitism is applied by directly copying the   best solutions from the current generation to the next 
generation.  This elitism parameter   represents the number of ‘fittest’ population members that 
are maintained in future generations and allows the genetic algorithm to preserve the best 
solution or solutions already found without destroying them through crossover and mutation.  
The new generation is then comprised of the   best elements of the previous generation and the 
    best solutions among the offspring produced.  This process is repeated for a maximum 
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number of generations  , after which the best solution is reported.  To ensure that this 
optimization method is robust to stochastics, several randomly-initialized trials must be run and 
results should be compared to ensure repeatability.  Figure 3 shows pseudo code for the genetic 
algorithm heuristic as described by Sait and Youssef with modifications for current 
implementation [28]. 
 
Figure 3. Description of the genetic algorithm 
  
Procedure (Genetic_Algorithm) 
 M = Population size   (* # of possible solutions at any instance *) 
 G = Number of generations (* # of iterations *) 
 pC = Crossover probability (* also called crossover rate Cr *) 
 pM = Mutation probability (* also called mutation rate Mr *) 
 K = Elitism factor  (* # of solutions carried directly to new population *) 
 Ƥ  Ξ (M)   (* construct initial population Ƥ *) 
     (* Ξ is the population constructor *) 
 For j = 1 to M   (* evaluate finesses of all individuals) 
  Evaluate ƒ(Ƥ[j])  (* evaluate fitness of Ƥ *) 
 EndFor 
 
 For i = 1 to Ng 
  For j = 1 to No 
   (x,y)  ɸ(Ƥ) (* select two parents x & y from current    
    population *) 
   offspring[j]  Ҳ(x,y,pC)  (* with probability pC generate offspring by  
        crossover of parents x and y*) 
   mutated[j]  μ(y)  (* with probability pM apply mutation *) 
  Evaluate ƒ(mutated[j])   (* evaluate fitness of Ƥ *) 
  EndFor 
 Ƥ  select (Ƥ,offspring)    (* select best K solutions from parents and  
 best M – K solutions from offspring *) 
 EndFor 
 Return highest scoring configuration in Ƥ 
End 
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CHAPTER 4 
EVALUATION OF OPTIMIZATION TECHNIQUES 
4.1 Results of Iteration for Regime Weighting Parameters 
The iterative weighting scheme described in Chapter 3 was applied to 48 samples trials of 
flight data and was repeated over 25 iterations of each trial.  Table 2 demonstrates that 
imbalances in the hover regime were easily dispelled to a manageable factor with no extra 
emphasis and that the two fastest forward airspeeds, 145 and 155 kts required the highest 
weighting factors to reduce unwanted vibrations.   
Table 2. Regime weighting scheme after 25-iteration optimization over 48 trials 
Flight Regime Ground Hover 125 kts 145 kts 155 kts 
Weight 0.9549 0.0 0.6270 0.9810 1.0 
 
Figure 4 shows polar plots of the two vectorally derived sensors, cockpit vertical and 
cockpit roll with vibration phase and amplitude information before and after adjustments for the 
first harmonics using an unweighted or unity weighting scheme versus using the weighting 
scheme of Table 2. 
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Figure 4. Polar plot of derived se nsor information before and after adjustment with: a) equal 
regime weightings and b) updated regime weightings 
 
It is evident from Figure 4 that having a more complex regime weighting scheme allows for 
emphasis on the high-speed forward flight regimes while decreasing the importance of vibration 
minimization within hover, which is more easily reduced to within a tolerable range for this 
series of flight data.  This iterative method of updating the weighting system allows for an 
improved overall performance between the different flight regimes and enables the weighted 
adjustments to all fall within the ideal 0.15 ips vibration range. 
4.2 Establishing a Scoring Metric for Vibration Improvements 
Both the cascaded harmonic method and integer-based real coded genetic algorithm 
optimization techniques were evaluated on 48 series of flight data for various S-76C++ aircraft.  
Based on each initial set of flight data, prescribed control adjustments were found and 
implemented in simulation through a linear sensitivity model.  The effectiveness of each 
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approach to RTB minimization was quantified with a vibration amplitude score, or         , 
describing the magnitude of the unwanted vibrations within each system.  The amplitude scores 
of each modified system were then compared to the original unadjusted system, which serves as 
a baseline.  In the formulation of         , shown in Equation 22,   is varied from one to five 
to represent the five measurement regimes and   is varied from one to six to represent the six 
sensors used in vibration data collection (four physical and two derived sensors).  
           √∑ ∑ (  
    |                      |)
  
   
 
    (22) 
The   vector referenced via   indices in Equation 22 is a vector of score weights which can be 
adjusted based on the relative importance of each regime for minimizing vibrations [3].  The 
     vector used in this analysis is defined in Equation 23 and the weighting values are selected 
to focus twice as much scoring weight on the each of the forward flight domains as  on the 
ground and hover regimes. 
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 (23) 
The |                      | magnitudes are measured as positive distance directly to each 
vibration data point in ips from the origin, recalling that the origin represents 0 ips of vibration 
on a polar plot as shown in Figure 5. 
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Figure 5. Polar plot demonstrating amplitude of vibration measurements 
 
In order for an optimization method to perform better than the original unadjusted system, the 
         must decrease, which corresponds to a decrease in amplitude of unwanted vibrations.  
When comparing multiple optimization methods, it is desired that the change between the 
unoptimized system and the adjusted system result in a decrease in         .   
4.3 Least Square Regression Adjustments for First Harmonic Analysis 
For every set of controller modifications found with each vibration minimization 
technique, polar plots were generated showing the changes in vibration magnitude and direction 
from the unadjusted system to the adjusted system simulated using the linear sensitivity model.  
Figure 6 shows the first harmonic vibration measurements before and after adjustment for an 
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instantiation of flight data at the first natural frequency.  This flight data was adjusted using the 
least squares regression adjustments applied to the first harmonic of the main rotor.  The rotor 
modifications to invoke the results in Figure 6 involve increasing the PCR at the black blade by 
two notches and the increasing the PCR by three notches at the yellow blade.  The prescribed 
modifications also included adding nine ounces to the hub weights of the black blade and 35 
ounces to the hub weight positioned on the red blade.  Finally, this set of modifications 
incorporated a 0.009” increase in the outboard tab on the black blade and a 0.01” increase in the 
outboard tab on the red blade.   
 
Figure 6. Polar plots of first harmonic sensor information before and after adjustment with 
adjustments optimized for only the first natural frequency 
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The four polar plots of Figure 6 represent the two vectorally-derived sensors and the two 
additional sensors which are not incorporated into the formulation of the derived sensors.  In 
Figure 6, the system was optimized with the rudimentary least squares regression RTB method 
focusing on minimizing only the vibrations at the first natural frequency.  The hollow red 
symbols represent vibrations in each flight regime before adjustments and the solid blue symbols 
represent vibration measurements after the optimal adjustments have been implemented.  The 
larger green circles in cockpit vertical, heel vertical, and pilot lateral polar plots demonstrate the 
0.3 ips threshold above which significant system imbalances are present.  The smaller green 
circles in the cockpit vertical, heel vertical, and pilot lateral polar plots represent the ideal 
vibration minimization threshold of 0.15 inches per second.  The cockpit roll polar plot of Figure 
6 shows only the green threshold circle of 0.15 ips, as this polar plot is on a 0.25 scale since all 
vibration measurements from the cockpit roll derived sensor were under a magnitude of 0.25 
inches per second. Figure 6 demonstrates that applying adjustments using the   -focused least 
squares regression method minimizes vibration magnitudes at the cockpit vertical, cockpit roll, 
and heel vertical sensors.  Based on the first harmonic sensor information in the pilot lateral 
polar plot for this flight instance, the adjustments to the aircraft only minimize vibrations in the 
ground flying regime, as the measurements in the other regime increase in magnitude after 
adjustment. 
To further explore the efficacy of the   -based adjustment method, it is necessary to see 
the effects of this adjustment method on higher level vibration data.  Figure 7 demonstrates polar 
plots for the cockpit vertical, cockpit roll, heel vertical, and pilot lateral sensors for vibration at 
the second multiple of the harmonic frequency before and after adjustment for the same flight 
profile and adjustment conclusion of Figure 6. 
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Figure 7. Polar plots of the second harmonic sensor information before and after adjustment with 
adjustments optimized for only the first natural frequency 
 
From Figure 7, it can be seen that the general trends for the vibration magnitudes at the second 
harmonic frequency are to increase after adjustment.  While the cockpit roll and pilot lateral 
vibration data is all of a magnitude less than the unbalanced 0.3 inches per second range, it is still 
problematic that these vibrations increase after implementing the RTB adjustments.  For the 
cockpit vertical and heel vertical sensors, implementing the adjustments actually push all of the 
second harmonic vibration measurements for forward flight above the undesired 0.3 ips range.  
These undesired result are unsurprising because the first harmonic optimization least squares 
regression only minimizes vibrations for the first natural frequency of the system.  Figure 8 
 0
 0.5
30
210
60
240
90
270
120
300
150
330
180 0
Cockpit Vertical
 0
 0.3
30
210
60
240
90
270
120
300
150
330
180 0
Cockpit Roll
 0
 0.75
30
210
60
240
90
270
120
300
150
330
180 0
Heel Vertical
2/rev Polar Plots for 760628 Flt1 Data Adjusted Using 1P Full Sensor Optimization
 0
 0.2
30
210
60
240
90
270
120
300
150
330
180 0
Pilot Lateral
 
 
Unadjusted Ground
Unadjusted Hover
Unadjusted 125 kts
Unadjusted 145 kts
Unadjusted 155 kts
Adjusted Ground
Adjusted Hover
Adjusted 125 kts
Adjusted 145 kts
Adjusted 155 kts
0.15 ips
0.3 ips
ips
0.15 ips
0.3 ips
ips
0.15 ips
0.3 ips
ips
0.15 ips
0.3 ips
ips0.15 ips
0.3 ips
ips
0.15 ips
0.3 ips
ips
0.15 ips
0.3 ips
ips
0.15 ips
0.3 ips
ips
0.15 ips
0.3 ips
ips
0.15 ips
0.3 ips
ips
26 
 
illustrates the vibration sensor data before and after adjustments in the    harmonic realm for the 
same flight shown in Figure 6 and Figure 7. 
 
Figure 8. Polar plots of    vibration information before and after adjustment with adjustments 
optimized for only the first natural frequency 
 
Since vibration magnitude increases after adjustments, the third harmonic vibration 
measurements follow similar trends as the second harmonic vibration information.  In the    
domain, the cockpit vertical, cockpit roll, and pilot lateral vibration profiles begin and remain 
smaller than the 0.15 inches per second threshold for this flight, however it is still less than ideal 
that the vibrations grow larger due to the RTB adjustments.  For the heel vertical sensor, 
vibrations for the two fastest forward flight regimes, 145 kts and 155 kts, actually increase out of 
the optimal 0.15 ips range as a result of the prescribed modifications.  Though at no point do 
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vibrations at the third multiple of the harmonic frequency reach the 0.3 inches per second range, 
the general increase in vibration amplitudes is not desired.   
In this instance, the least squares regression model focused on the first harmonic 
frequency successfully reduces vibrations for the first natural frequency but does not have 
similar successes with higher frequencies.  As previously discussed, the regime weighting 
scheme used to reduce vibrations for this optimization is described in Table 2.  Table 3 shows the 
         values for each of the first three harmonic frequencies before and after adjustment 
via the    vibration least squares regression minimization method and using the scoring system 
described in Equations 22 and 23.   
Table 3. Vibration amplitude scores after first harmonic optimization  
 Unadjusted Adjusted Difference 
            3.8447 0.8850 -2.9597 
            0.6127 2.8474 2.2348 
            0.7094 0.9276 0.2182 
 
While the          value is reduced for the first natural frequency, the vibration at 
higher level harmonics is not reduced.  It is evident from Table 3 and from Figure 6 through 
Figure 8 that this basic least squares regression performs significantly better for the first 
harmonic than for the second and third level harmonics. 
4.4 Cascaded Least Square Regression Adjustment Prescription 
As the RTB optimization methods are expanded to include higher level harmonics, a 
balance must be established between optimizing across the first three harmonic frequencies and 
minimizing vibrations purely for the first harmonic frequency of 4.45 Hz.  Given the same flight 
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system from the previous analysis regarding the    least squares regression optimization, the 
adjustments found involve adjusting the black blade by incrementing the PCR two notches, 
increasing the outboard tab by 0.002”, and adding 19 ounces to the hub weight.  Additionally, the 
PCR is increased by two notches at the red blade and the hub weight of the red blade is increased 
by 14 ounces.  Figure 9 shows the    vibration results before and after adjustments via the 
cascaded method of optimization.   
 
Figure 9. First harmonic frequency vibration information before and after adjustments found via 
cascaded optimization method 
 
The amplitudes of vibration for the first harmonic frequency are primarily decreased in 
the cockpit vertical and heel vertical after applying the adjustments from the cascaded 
optimization method.  The vibrations in the cockpit roll and pilot lateral sensors however, are 
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increased out of the desired 0.15 ips range but not to the extreme of the 0.3 ips range except in 
the case of the ground flight regime.  Comparing    vibration performance due to the first 
harmonic-focused least squares regression method and the cascaded least squares regression 
method, it is clear that the first-harmonic focused least squares regression method is superior at 
minimizing first harmonic vibrations.  This loss of first-harmonic efficacy for the cascaded 
method is expected since the first harmonic frequency is not the solitary focus of the cascaded 
optimization.  Vibration in the realm of the second multiple of the rotor natural frequency before 
and after the cascaded adjustment is shown  in Figure 10.   
 
Figure 10. Second natural frequency vibration profile before and after cascaded optimization 
adjustments 
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The sensors shown in Figure 10 generally demonstrate a decrease in magnitude of 
vibration due to adjustments from the cascaded method.  The most notable exception is within 
the realm of forward flight at airspeeds of 145 kts, which increases from cascaded adjustments in 
all sensors.  Only in the heel vertical sensor do these vibrations accrue beyond the 0.3 ips 
threshold.  The vibrations at the second harmonic frequency in the cockpit vertical, cockpit roll, 
and pilot lateral sensors all remain at or below the ideal 0.15 inches per second limit.  This 
performance, while not impeccable, is far superior to the    least squares regression 
optimization at the second harmonic frequency. 
As the cascaded optimization method incorporates first, second, and third multiple 
harmonics into the RTB minimization, it is important to examine Figure 11, which demonstrates 
   vibrations across the two derived sensors and two of the physical sensors of the flight system. 
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Figure 11. Changes in vibration at the third natural frequency from cascaded optimization  
 
While vibration measurements in the heel vertical start above the 0.15 inches per second range, 
as evidenced by the green circle indicating that range, the cascaded method is able to reduce    
vibrations in all regimes to a desired level.  In the case of the cockpit roll and pilot lateral 
sensors, the vibrations across each flying regime either stay the same or increase due to 
adjustments.  Though it would be preferable if the vibrations in the cockpit roll and pilot lateral 
sensors decreased from the RTB adjustments, these vibrations are well within the ideal 0.15 ips 
subspace.  For this flight information, the cascaded method is superior to the    least squares 
regression method at minimizing    harmonic vibration in the cockpit vertical and heel vertical 
sensors. 
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The scoring metrics from Section 4.2 are instructive in showing changes due to the 
cascaded harmonic method of vibration reduction.  Differences in          magnitudes before 
and after implementing adjustments for this aircraft are shown in Table 4. 
Table 4. Changes in vibration amplitude profiles after cascaded harmonic optimization 
 Unadjusted Adjusted Difference 
            3.8447 2.9498 -0.8949 
            0.6127 1.1411 0.5285 
            0.7094 0.3958 -0.3136 
 
 
Though the    least squares regression method creates a tighter vibration profile across the first 
level harmonics than the cascaded method, as seen by comparing Table 3 with Table 4, utilizing 
the modifications from the cascaded method produces lower scores for both first and third level 
harmonic frequencies.  The previous least squares regression optimization, by comparison, only 
reduces the          for first level harmonics. While the          at    harmonic 
frequencies for both methods worsen due to implementing modifications, the change to the score 
is much less detrimental due to the cascaded method than from the original least squares 
regression method.  The sensor polar plots and          values demonstrate that for this flight 
instance, the cascaded method does improve vibration performance at the second and third 
multiples of the natural frequency for the main rotor, as compared to the    least squares 
regression. 
4.5 Rotor Modifications Found via Genetic Algorithm Optimization 
Recall from Chapter Three that the parameters of importance for the genetic algorithm 
include the  number of member solutions within a population, the   number of parents directly 
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mimicked through elitism, and the   maximum number of generations evaluated within the 
scope of the algorithm.  After exploring the RTB problem through empirical testing over a range 
of variables, it was found that the real coded integer-based genetic algorithm converges to a level 
of desired accuracy via a value of   = 100 solutions within a population evolving over      
generations with     parent copied directly from one generation to the next via elitism. 
Probability of crossover    and probability of mutation    are also essential elements to 
determining the fluidity of the genetic algorithm as it explores the solution subspace [25].  There 
are several methods, such as those suggested by Reed et. al., for genetic algorithm parameter 
selection based on asymptotic analysis of how the heuristic converges [29].  However, 
asymptotic analysis is based on the assumption that an arbitrarily large number of evaluations are 
feasible, which is not always the case when incorporating limitations of computation power, 
evaluation time, etc.  For practical applications such as heuristic optimization for RTB, it is more 
appropriate to set genetic algorithm parameters via empirical tuning over trial runs of the genetic 
algorithm with a smaller population in a limited number of generations. 
Parametric analysis was performed for probability of crossover    and probability of 
mutation    values ranging from 0.2 to 0.8 in steps of 0.05 for probability of crossover and 
probability of mutation with     and all other genetic algorithm parameters reduced by 50% 
(making population size   = 50 solutions evolve over      generations).  Flight data was 
optimized for 12 test cases of the S-76C++ and averaged over 3 randomly initialized trials to 
ensure that the parameter selection method is robust to stochastics.  From the 169 possible 
parameter combinations examined, permutations that included average and standard deviation 
         values in the smaller 33% for the first three harmonic frequencies were then isolated 
for further exploration and are shown in Figure 12.   
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Figure 12. Scoring results of parametric analysis for    and    genetic algorithm factors 
 
The final parameter combination chosen was          and        because it produced the 
lowest mean scores and standard deviations over all of the flight information tested.   
After establishing the optimization parameters for the integer-based real coded genetic 
algorithm, this heuristic method was implemented across all 48 sets of S-76C++ flight data.  As a 
result of the stochastic nature of genetic algorithms, including the randomized population 
initialization and the probabilistic nature of reproduction, it is necessary to ensure that the 
optimization performance is resilient to stochastics.  As a result, each collection of flight data 
was optimized with 6 instantiations of the genetic algorithm.  This allows a demonstration of the 
convergence of the algorithm even in the face of stochastic uncertainties, as shown in Figure 13. 
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Figure 13. Convergence of      cost functions with respect to function evaluations  
 
As can be seen in the figure, each instantiation of the genetic algorithm initiates with a 
very different cost function value but by approximately 6000 function evaluations, the cost 
function value of the best solution for each initialization has converged to within ± 12.1% of the 
average best cost functional solution.  The adjustments found from each of the RTB 
minimizations using genetic algorithms were then applied with the linear sensitivity model as 
previously discussed.  Figure 14 displays first harmonic vibration magnitude and phase 
information for the same instantiation of flight data as shown with the previous optimization 
methods.   
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Figure 14. First harmonic vibration results via RTB by genetic algorithm optimization 
 
This vibration information at the first harmonic frequency is shown across the cockpit 
vertical, cockpit roll, heel vertical, and pilot lateral sensors.  The prescribed adjustments involve 
a three notch increase in the PCR at the black blade and a three notch increase in the PCR at the 
red blade.  Additionally, the black outboard tab is increased by 0.007”, the yellow outboard tab is 
increased by 0.001”, the hub weights of the blue blade are increased by 3 ounces and the hub 
weights of the red blade are increased by 15 ounces.  These RTB changes allow for the vibration 
amplitudes at every regime across all four sensors to be established under the 0.3 ips unbalanced 
point.  However, although the vibration measurements are all under the undesired limit, the first 
harmonic pilot lateral vibration measurements are increased and the cockpit roll vibration 
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amplitudes retain approximately the same magnitude due to the implemented rotor 
modifications.  While comparing Figure 14 with Figure 6 demonstrates that the    least squares 
regression method performs better at minimizing cockpit roll sensor vibrations than the genetic 
algorithm approach, performance at each of the other sensors is comparable for the first 
harmonic. The heuristic optimization approach to RTB is also better at minimizing cockpit 
vertical, cockpit roll, and heel vertical flight information at the first natural frequency than the 
cascaded harmonic method.  The    vibration data from the cascaded harmonic method, as 
shown in Figure 8, is comparable in its effects on the pilot lateral sensor information, except in 
the ground regime, where the heuristic optimization produces superior minimization. 
Similar to the cascaded method, the real valued genetic algorithm approach to RTB also 
incorporates higher frequency profiles.  The vibration data of the second rotor frequency is 
displayed before and after heuristic optimization adjustment in Figure 15. 
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Figure 15. Vibration profile before and after heuristically optimized RTB adjustments 
 
For the second harmonic frequency, forward flight at 145 kts produces the most vibrations across 
each sensor.  These forward flight vibrations only exceed the 0.3 inches per second unbalanced 
standard in the heel vertical sensor.  Regardless, the heuristic optimization RTB method does not 
produce significantly minimized second natural frequency vibrations.  While this second 
harmonic level provided challenges for each optimization method explored with this instantiation 
of flight data, heuristic optimization performed slightly better than the cascaded method at 
minimizing secondary harmonic vibrations.  The genetic algorithm method also performed 
substantially better at minimizing undesired secondary harmonic vibrations than the basic first 
harmonic-focused least squares regression, especially for forward flight. 
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Finally, Figure 16 shows vibration information at the third natural frequency, or 13.35 
Hz, for the derived cockpit sensors and two additional sensors. 
 
Figure 16. Third natural frequency vibration measurements from real valued genetic algorithm 
 
In this series of flight data, only the forward flight at 145 kts in the heel vertical sensor exceeds 
the ideal 0.15 inches per second level after adjustments.  The remaining forward flight regimes 
recorded by the heel vertical sensor for the third natural frequency are reduced to within the 0.15 
ips range by the heuristic optimization.  The genetic algorithm based RTB method does better 
than the    least squares regression model at maintaining low vibration levels in the cockpit roll, 
heel vertical, and pilot lateral sensors for the third natural frequency.  As shown by an appraisal 
of Figure 8 versus Figure 16, the heuristic optimization RTB method performs comparably for 
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the vibration information collected by the cockpit vertical sensor at the third harmonic frequency.  
Figure 11 contrasted with Figure 16 demonstrates that the cascaded method results in 
comparable vibration minimization for the cockpit roll and pilot lateral sensors at frequencies of 
13.35 Hz.  The cascaded method outperforms the heuristic method for the cockpit vertical and 
heel vertical sensors at the third natural frequency.  However, this is unsurprising since the last 
step of the cascaded method is vibration minimization in the third multiple of the rotor’s natural 
frequency.   
Table 5 demonstrates the results on          due to application of the genetic 
algorithm vibration adjustments to the original, unbalanced flight information. 
Table 5. Unadjusted and adjusted vibration amplitude scores after heuristic optimization 
 Unadjusted Adjusted Difference 
            3.8447 1.6712 -2.1735 
            0.6127 1.2927 0.6800 
            0.7094 0.6766 -0.0328 
 
Both the first and third natural frequencies of the main rotor exhibit a reduction in unwanted 
vibrations after the rotor track and balance genetic algorithm is applied.  While the amplitude 
profile of the second harmonic frequency increases due to adjustment, the change is much less 
drastic than             increase from the    least squares regression method.  The heuristic 
optimization method is also able to still maintain significant vibration reduction for the first 
natural frequency while also decreasing vibration in the third natural frequency.   
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4.6 Comparison of Algorithm Performance 
All three methods of vibration minimization within the S-76C++ aircraft were 
implemented on 48 collections of flight data and simulated as previously described.  In defining 
         to represent magnitude of undesired vibrations, a metric was developed to examine 
cumulative performance of each optimization technique.  Comparisons can also be drawn by 
inspecting the series of polar plots presented throughout this chapter which show the change in 
vibration at varying regimes across the first natural frequency for a series of flight information.  
For the displayed set of flight data, the basic    minimization technique is not as effective in 
balancing the first and third harmonics as the cascaded minimization technique.  However, this 
technique is better than the the cascaded harmonic technique at balancing vibrations at the 
second natural frequency.  Balancing vibrations between multiple harmonic frequencies must 
incorporate improvements in as many harmonics as possible without causing significant 
detriment to any frequency level.   
Figure 17 shows a summary of the vibration optimization methods across each of the first 
three harmonic frequencies of the main rotor.  Each cluster of error bars represents the average 
and standard deviation of the amplitude of vibration across every sensor of each harmonic for all 
48 test flights.   
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Figure 17. Vibration amplitude scores for each harmonic before adjustment, after first harmonic 
minimization, cascaded harmonic optimization, and integer-based real coded genetic algorithm   
 
As seen in the previous minimization data, there are benefits and drawbacks between using each 
of the three RTB adjustment methods.  While all three methods reduce vibration at the first 
natural frequency, the first harmonic minimization least squares regression performs the best at 
  .  The genetic algorithm has a lower average and smaller standard deviation for its 
            values than the cascaded harmonic optimization for the 48 data sets.  Based on 
the flight test data used in this study, the cascaded harmonic optimization is, on average, more 
likely to generate lower             values than the original    method but the two methods 
have very similar standard deviations at the second harmonic.  The genetic algorithm 
optimization does the best job of minimizing the average undesired vibration          at 8.9 
Hz or    while the cascaded harmonic optimization produces the tightest deviations over the 48 
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flights for the            .  The cascaded harmonic optimization results in the lowest 
         for    harmonics.  This can be expected since the last step of the cascaded 
optimization is to ensure that the    vibrations are minimized.  While the first harmonic method 
has the largest average and spread of vibration amplitudes for the third natural frequency, the 
genetic algorithm has a lower average    score over the range of flight information.  This is due 
to the ability of the genetic algorithm approach to incorporate    measurements into its analysis 
in ways that the first harmonic analysis does not.   
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CHAPTER 5 
CONCLUSIONS/RESULTS 
5.1 Contributions of This Thesis 
This study explored a novel method of regime weighting for 4-blade rotor track and 
balance to emphasize importance of various flying conditions.  It applied the weighting scheme 
to a currently proposed RTB technique, as well as to two novel methods for RTB optimization 
that include reduction of higher frequency harmonics.  RTB adjustments were simulated with an 
empirically-based sensitivity model and a scoring system was established to determine 
optimization effectiveness.  Future work in this area includes comparing performance of the 
proposed regime weighting scheme to established multiobjective optimization methods to 
determine if this proposed method produces a pareto optimal result.  Additionally, significance 
factors can be incorporated into the different harmonic levels which will allow for varied 
emphasis on reduction at prescribed frequencies.  Developing and validating a nonlinear model 
for vibrations during flight simulation will allow for more vigorous testing platform. 
The cascaded harmonic minimization technique showed performance improvements on 
higher level harmonics as compared to the original first harmonic optimization.  The integer-
based real coded genetic algorithm optimization reduced    frequency vibrations at a level 
greater than or equal to that of the other methods.  Those improvements at higher frequencies 
were contrasted with a decrease in performance at the first natural frequency.  Though the 
heuristically optimized RTB method based does not always minimize the amplitude of vibratory 
responses for    more than the    least squares regression model, it does a superior job in 
vibration optimization at higher level harmonics.  The genetic algorithm method also does a 
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more consistent job of maintaining a smaller distribution over the 48 test flights than the other 
approaches explored in this study.   
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APPENDIX A 
Figure A1 shows the derivation of the least squares solution to the cost function based on 
Davis’ minimum variance control algorithm. 
 
Figure A1. Least squares regression solution proof 
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