Abstract-This paper presents an investigation of the robustness of an inter-frame feature measure classifier for underwater sector scan sonar image sequences. In the initial stages the images are of either divers or remotely operated vehicles (ROV's). The inter-frame feature measures are derived from sequences of sonar scans to characterize the behavior of the objects over time. The classifier has been shown to produce error rates of 0%-2% using real nonnoisy images. The investigation looks at the robustness of the classifier with increased noise conditions and changes in the filtering of the images. It also identifies a set of features that are less susceptible to increased noise conditions and changes in the image filters. These features are the mean variance, and the variance of the rate of change in time of the intra-frame feature measures area, perimeter, compactness, maximum dimension and the first and second invariant moments of the objects. It is shown how the performance of the classifier can be improved. Success rates of up to 100% were obtained for a classifier trained under normal noise conditions, signal-to-noise ratio (SNR) around 9.5 dB, and a noisy test sequence of SNR 7.6 dB.
S
ECTOR SCAN sonars are widely used as sensors for unmanned underwater vehicles (UUV's), with application in vehicle navigation, obstacle avoidance, and general inspection/survey of the surrounding environment. An ability to automatically detect and classify objects observed by such sonars would be useful in all three applications. For terrainbased vehicle navigation [1] , it would assist with the correct re-acquisition of previously detected objects, thus bounding increasing navigation errors. For obstacle avoidance [2] , it provides more reliable object detection and additional information on possible object motion. For inspection and survey, it would allow interesting objects to be discriminated and the mission to be adapted on-line and progress accordingly. Such a detection/classification capability cannot currently be acquired in the public/commercial domain, and hence our objective is to research possible algorithms and approaches leading to enhanced operational performance. Our previous research (on which this investigation is based) presented an inter-frame feature measure classifier, (previously known as a temporal feature measure classifier) [3] - [7] which performed well with a limited set of real data. However, the image data used consisted of "clean" sonar returns with no significant noise. In real world conditions, noise plays a limiting role on the performance of any system. Similarly, care was taken in object segmentation, to mimimize the effects on classification performance. In this paper, we therefore examine the robustness of the system with changing noise conditions and segmentation errors, to better evaluate the usefulness of these methods. Fig. 1 illustrates the main aspects of the system. Sonar image data is filtered and a binary segmentation performed to identify objects. Characteristic features are then obtained from the binary and original images. During training, these are used alongside a priori knowledge of object identities to configure the classifier. During testing, they are used by the classifier to identify objects at the output.
The filtering and segmentation, feature extraction, feature selection, and classifier will be examined in the following sections.
The goal of the investigation is to observe the robustness of this system to changes in noise or segmentation and attempt to improve the classifier performance. To achieve this, we first observe the performance of the classifier as described in [4] , with no alterations made. We then observe the robustness of 0364-9059/99$10.00 © 1999 IEEE the classification process to errors in each individual feature measure. Finally, we examine the performance of the classifier for changes in noise, or the segmentation, using only those features identified as being robust.
The sequences of images were obtained on trials at Oban on the west coast of Scotland. The sonar used was the SeaBat 6012. This sonar has a sector size of 90 by 15 . The sonar head contains all solid-state electronics required to form and transmit acoustic pulses at 455 kHz and receive returned energy into 60 1.5 electronically formed beams. The video output of the Processor is in RGB, Y/C (S-Video), or composite, PAL or NTSC format. During trials, the images were recorded on S-Video format and then extracted into a file at a rate of five frames per second. The finished product is a sequence of 8-bit grayscale images. The SeaBat's range was set at 10 m and the sonar was placed 1 m above the seabed in a water depth varying between 5 and 9 m (due to tides). The objects observed were both divers and a remotely operated vehicle (ROV) (Hyball, marketed by Hydrovision).
Section II describes the segmentation, feature extraction, and classification stages. Section III then describes the experiments that analyze the system's performance, both in the presence of increased noise conditions and changes to the segmentation threshold. In Section III, we also present a reduced set of robust features and the performance of the system using only those features.
II. THEORETICAL BACKGROUND

A. Literature Review
The research on which this study is based initially used grayscale and shape descriptors derived from images in single sonar scans to classify targets [5] - [7] . Problems were experienced with objects that change significantly over time, such as divers (Fig. 2) .
However, it was also noted that the ways in which a sonar scan changes over time provide important cues for the identification of targets. A new set of inter-frame features were therefore developed [4] that quantitatively describe the behavior of an object over a sequence of scans. This new system was observed to give classification errors between 1% and 2% and sometimes even zero. However, it has become evident that for a system to be useful outside the laboratory it must be able to succeed in the face of varying conditions. In our case, these are noise and changes to the segmentation.
For robust classification in general, several approaches have previously been reported. In [8] , emphasis has been placed on feature selection, using a sub-optimal Sequential Backward Search (SBS) algorithm which incorporates Genetic Algorithms (GA). The use of context-sensitive features was outlined in [9] . They proved that the use of contextual information can be used to increase the accuracy of classifiers and demonstrated this by the use of examples. In [10] an approach for interpreting infrared images with the aid of thermophysical invariant features is presented, the aim being to identify changes in an observed site. We also appreciate the importance of features and have placed considerable effort in trying to find a robust set for classification. Another approach to robust classification has been the use of artificial neural networks. Hierarchical neural networks are proposed by [11] as an architecture for classification of multiresolution invariant image representations. The results are obtained from simulations, but seem to be promising. In [12] , neural networks are used for the classification of onedimensional time-series information from a sonar. They show good classification results for a signal-to-noise ratio (SNR) of 5 dB or above with a time-delay neural network (TDNN). This compares with their adaptive spatio-temporal recognizer (ASTER) which performs better under noisier conditions, but they still require more experimentation.
Another interesting development was presented in [13] , in which a strategy named computerized consensus diagnosis (CCD) was proposed. Its purpose is to provide robust classification of biomedical data. The strategy involves the crossvalidated training of several classifiers of diverse conceptual and methodological origin on the same data and appropriately combining their outcomes. They showed how the CCD gives a better result and more reliable prediction than any individual classification method on its own. For our application, the main drawback is the processing power required to produce the result.
For sonar images, a recent paper [14] addressed a system that recognizes manmade objects and estimates their twodimensional attitude. It shows a certain robustness to noise, achieving good results for an SNR of 10 dB. Although it identifies manmade objects, no distinctions are made between them. Their approach was similar to that of [15] , which reported a vision system for industrial scenes using a polygonal approximation of the object silhouette. The authors then pro-posed a two-stage matching algorithm. In the first stage, they generate hypotheses to assign images to model polygons and also to the object's pose. Corresponding continuous measures of similarity are derived from the turning functions of the curves. In the second stage, compatible matches of polygons are collected by using a voting scheme in transformation space. They show robustness to noise, broken image contours, and partial occlusion of objects.
Our principle effort here is to underpin this kind of approach by investigating the robustness of an established image processing and classification method, thus etablishing the need for further sophistication. The following sections, therefore, present more detailed descriptions of the filtering and segmentation, feature measures, and classifier which are the basis for this study.
B. Filtering and Segmentation
With reference to Fig. 1 , filtering and segmentation is used to identify significant returns in the sonar image. The emphasis of this investigation is the performance of the classifier, and hence the filtering and segmentation has been kept simple, consisting of preprocessing filters, segmentation, region growing, and size filtering. Initially, a median filter of size 9 9 is used to eliminate much of the salt and pepper noise. For segmentation, a single threshold filter of value 20 is used to identify the significant targets. This threshold yields a binary image. The binary image is then used as the seed for a region-growing operation TRUE for all (1) where, in some region all the pixels share some property . For our purposes, the chosen property is that pixels must be equal in value and connected, i.e., four neighbors. Once this operation has been performed, those regions which lie close to each other are joined to form a single region, and this is done by applying a 5 5 size kernel. Finally, a size filter is applied and those regions with less then 20 20 pixels are removed.
The significant returns are tracked throughout the sequence of scans to provide sequences of objects whose features can be calculated. For the purpose of this experiment, the tracking is performed manually. However, we have also developed an automatic tracking mechanism [3] , [5] .
C. Feature Measures
The classifier uses inter-frame feature measures [2] (previously known as temporal feature measures) to describe the behavior of an object over a sequence of frames. Intra-frame feature measures (previously known as static feature measures) are used to derive their inter-frame counter parts. Intra-frame feature measures are grey-level and shape descriptors of the targets for a single scan. These features were previously found to give the best classification performance with fixed segmentation threshold and no added noise. However, a few changes have been introduced in the feature measures used, and these are described in the following sections.
1) Intra-Frame Feature Measures:
The intra-frame feature measures used here are taken from [1] , with the exception of major axis, minor axis, eccentricity, and orientation, which are no longer used. In their place, two other features have been introduced, the first and the second invariant moments of the objects [14] . The intra-frame feature measures are obtained from a single frame and, in conjunction with the measures taken in subsequent frames, are used to calculate the interframe feature measures. The intra-frame features are listed and explained below. 1) Area: This is the surface area of the object, defined as, Area
where has a value of one for a pixel in the object and zero if not. 2) Perimeter: Two pixels are four neighbors if they share a common boundary. The boundary of an object consists of those pixels that have four neighbors in the background. Also, the perimeter can be defined as the number of boundary pixels. 3) Compactness: The compactness of a continuous geometric figure is measured by the isoperimetric inequality (3) where is the perimeter and is the area. In this research, the algorithm used is
A circle is the most compact figure, i.e., it has the smallest compactness value. 4) Maximum dimension: The maximum dimension is defined as Maximum Dimension for all (5) where and are indices for the boundary pixels and and are the coordinates of those pixels. 5) Mean: This feature measures the average grey-level value of an object. The output of the binary threshold filter is used as a mask on the original image. The resulting object is then analyzed, Mean
where is the gray-level value of the pixels and is the total number of pixels in the object. 6) Variance: The variance of the gray levels in the object is Variance Mean (7) 7) Contrast: The contrast of the object is measured by comparing the mean of the object to the mean of the background
where Background Mean is Background Mean (9) where are those pixels which lie in the background, i.e., are four neighbors with the boundary pixels, and is the number of pixels belonging to . Also, Object Mean is Object Mean (10) where is the number of pixels belonging to the object and the pixels belonging to are those whose coordinates lie within the object region.
Resolution is the number of grey levels for any pixel, in this case 255; this will give a value for the contrast between 0 and 1. 8) First and second invariant moment: These features are derived from the second-order normalized central moments of the objects and are invariant to translation, rotation, and scale [17] . The moments are obtained as (11) and the central moments are then (12) where (13) The normalized central moments, denoted by are then (14) where (15) Finally, the first and second invariant moments can be derived as (16) (17) 2) Inter-Frame Feature Measures: Four inter-frame feature measures are employed. These are the mean value of the feature, variance of the feature, mean rate of change of the feature, and variance of the rate of change of the feature. The percentage rate of change and the standard deviation of the percentage rate of change used in [4] are not employed. Since each intra-frame feature now has four inter-frame counterparts, the set of features used in the training (explained in the following section) therefore consist of 36 inter-frame feature measures, as opposed to the 66 features previously reported.
The intra-frame feature measures are calculated at a rate of one every 2 s to produce the inter-frame feature measures. Ten intra-frames features are used to produce single interframe feature measure. No time averaging has been performed. These parameters have shown greater classification success, but a detailed discussion of this falls beyond the scope of this investigation.
The inter-frame feature measures are listed and explained below.
1) Mean: The mean value of the intra-frame feature is (18) where is the number of scans or images (ten in our case) and is the value of the intra-frame feature at scan . 2) Variance: The variance of the intra-frame feature (19) where is the inter-frame mean for the same intraframe feature. 
D. Classifier
The classifier performs supervised classification. It uses discriminant functions, which assign sequences of significant returns to different object classes, which are known in advance. We have used a linear discriminant function that uses class statistics derived from our training data. This classifier has shown good results in the past [1] . The discriminant function and the feature selection algorithm are briefly explained in this section.
1) Discriminant Functions:
Discriminant functions are generated for a class , and the classification rule used is simply to assign the object with feature vector to the class with the lowest discriminant score . The linear discriminant is defined as (22) where • is the inverse of the pooled variance/covariance matrix, and the entries on are the means of the corresponding entries of the variance/covariance matrices of each class. is the by variance/covariance matrix of features for class ; • is the element vector of feature measures means for class ;
• is the number of feature measures contained within the column feature vector ; • signifies the transpose of the matrix. The implementation is straightforward. The training set is selected. Feature vectors are generated for each of the training sets' objects. The statistics for each class can then be generated from these vectors. This function is then applied to the feature vector of an unknown object and the object will be assigned to the class with the lowest discriminant score. The feature measures that will be included on the feature vector are selected by the use of a feature selection algorithm, which is explained below.
2) Feature Selection: Since there are 36 inter-frame feature measures, it is not practical to assess every possible feature subset, which would require 2 classification experiments. A suboptimal feature selection method was therefore used, known as Sequential Forward Selection (SFS) or stepwise feature selection [15] .
It works by adding one feature at a time to the existing feature set. At the start, the feature with the greatest ability to separate object classes by itself is selected and this becomes the first candidate set. The remaining features are then tested in combination with the first candidate set, and the feature pair giving the best separation estimate is selected as the next candidate feature set. This continues with triples, where two of the variables are already set and tested in combination with the remaining single features. The process is repeated until all features have been selected. The ordering of the features provided by this method gives no indication as to the numbers of features that must be used. Extensive tests [16] have shown that best results are obtained when this number lies between seven and ten, as opposed to the two features indicated in [4] . Our initial approach classified a dynamic target (diver) amongst static targets (pier legs, anchors, etc.). However, our current application classifies two dynamic targets, thus changing the requirements. In the following experiments, the number of features chosen to perform the classification was eight.
Measure of goodness attempts to measure a probable classification error that would be achieved with a given feature set. This measure is in effect the ability of a feature set to separate object classes. The measure of goodness used was the Conditional F ratio [17] , defined as (23) where (24) and and are the number of significant returns for classes 1 and 2, is the number of features in the new set, is the number of features already selected, and and are the Mahalanobis [16] distances between classes 1 and 2 in the new feature space and the previously selected feature space, respectively. The Mahalanobis distance is the difference of the means of two multivariate groups (25) where and are the means of each class and for feature signifies matrix transpose, and is the variancecovariance matrix.
The conditional F ratio measures the effect of adding one feature to an existing set of features. It is proportional to the ratio of the inter-group sum of squares and the intragroup sum of squares. The conditional F ratio is a different case from other measures of goodness since it calculates individual variables rather than the group of variables as a whole. This makes it particularly appropriate for simple stepwise procedures.
III. EXPERIMENTS
In the following experiments, the robustness of the classifier outlined in the previous sections is tested as noise and changes in the segmentation threshold are introduced. Section III-A will discuss the SNR and observe the level at which the segmentation fails. Sections III-B and -C will look at the robustness of the existing classifier to changes in the segmentation and increased noise from surface/seabed clutter. Sections III-D and III-E will try to increase the robustness of the classifiers by eliminating those features most sensitive to changes in filtering, segmentation, and noise.
A. SNR and Segmentation Performance
The SNR can be defined as the ratio between the mean power of the object echo and the mean power of the background echo
SNR
Mean Power of Object Mean Power of Background (26) and Mean Power of Object (27) where is the number of pixels in the object and the pixels belonging to are those whose coordinates lie within the (28) where is the total number of pixels contained within a window of the local background of size 50 50 pixels. The local background has been chosen as the signal (diver/ROV) is not affected by the rest of the noise in the image.
With these definitions in mind, we wish to find the SNR which causes the filtering and segmentation to fail. This then defines the upper limit on noise level for the study. Further noise can only be introduced if a more sophisticated segmentation scheme is employed.
Two sets of experiments are performed in this section, using image sequences chosen at random, and sampled at five frames per second. In the first set of experiments, the filtering and segmentation (with threshold 20) are left untouched. In sequence 1, 16 frames of seabed clutter returns are multiplied by a scale factor and added to another 16 frames of returns from a diver. In sequence 2, 13 frames of seabed clutter returns are multiplied by a scale factor and added to 13 frames of returns from an ROV. By adding scaled images in this way, we are able to control the amount of noise and thus make a more reliable assessment of the system's performance. Although not exact, the statistical content of the scaled noise bears some resemblance to that of genuine clutter at similar levels. Finally, in sequence 3, 16 frames of the surface return are multiplied by the same factor and added to 16 frames of returns from a diver. Figs. 3-5 portray this method. For the experiment, the scale factor was increased from zero until the segmentation failed, at which point the SNR was calculated. Table I illustrates the results obtained.
In the second set of experiments, the segmentation threshold filter was changed to 30 and then left untouched throughout the experiments. In sequence 1, 16 frames of seabed clutter were multiplied by a factor and added to 16 frames of diver returns. In sequence 2, 15 frames of surface returns were multiplied by the same factor and added to 15 frames of returns from an ROV. Again, the factor was increased from zero until the segmentation failed. Table II illustrates the results obtained. Although incrementing the value of the threshold yields better classification results, some diver sequences and, especially, some ROV sequences will not be picked up by the segmentation even with a SNR greater than 8.2 dB. This is because the mean object power is not high enough for the set threshold.
In separate experiments, it was also found that the feature values can be affected by changes in the image filters. However, the threshold filter has the most significant effect, and thus remains the focus of this study.
B. Robustness of the Classifier for Changes in Object Segmentation Threshold
The robustness of the classifier for changes in the segmentation was investigated by observing the classification error for changes in the threshold filter. It is important to know how the classifier performs as the segmentation parameters are changed to determine whether the classifier would have to be retrained for each different setting. To train the classifier, six sequences of 150 frames in length were employed. This number is the maximum limit as the digitized sequences are all 150 frames in length. Three of the sequences contained divers and the other three ROV's. For testing, two sequences also 150 frames in length, one of a diver and another one of an ROV, were employed. Thus, the training sequences used were different to those used for testing. During segmentation, the thresholds were varied from 20 to 35, increasing in steps of 5. The sequences were obtained at a rate of five frames per second. Ten intra-frame features were used to create their inter-frame feature counter parts, obtained at a rate of one every two seconds. Table III shows the classification performance as the segmentation threshold is changed both for the training and test data. These results clearly show that the existing classifier must be retrained if the segmentation threshold is to be altered. If the classifier is trained at a threshold of 20, and an operator wishes to alter it to 35 (because of increased noise conditions), the classification success will drop to 15.6%, which renders the classifier useless.
C. Robustness of Classifier for a Decreasing SNR
The main objective of this investigation is to observe the classifier robustness as the seabed and surface clutter is increased. The following experiment therefore observes the performance of the classifier as the mean SNR is reduced down to the point where the segmentation collapses. The threshold filter was set at 30 and the rest of the filters and segmentation procedure were left untouched. This threshold value was chosen to allow for the noise to be increased and the mean SNR reduced to the lowest possible level, without the loss of too many sequences. As explained in Section A, some objects are not picked up by a threshold of 30 due to their mean power being too low. Increasing the threshold value further does not produce enough data.
In the experiment, we used a training set of six sequences, 150 frames in length. There were three sequences of divers and three of ROV's. These were added to six sequences of the same length of seabed clutter returns multiplied by a scale factor . The test set consisted of two sequences, also 150 frames in length, one of a diver and another one of an ROV. Another sequence, 150 frames in length, of seabed clutter returns multiplied by a scale factor was added to each sequence individually. The factor was increased to the point were the segmentation failed. The performance of the classifier trained under different noise conditions was observed as it attempted to classify the test set in varying levels of noise. Table IV displays the classification success for the different combinations. The mean SNR for an image with no added noise is 9.5 dB.
Thus, the classifier shows a great degree of robustness to changes in noise within the limits imposed by the segmentation method.
D. Feature Robustness
A set of experiments was performed to determine how different feature combinations were affected by both an increasing amount of noise and changes in the segmentation threshold. Those features that are less robust will obviously have a negative effect in the classification success and will add noise to the feature vector used for classification.
The experiment consisted of finding the Mahalanobis distance (25) between each class for each individual feature. For a single feature, this measure can be simplified to (29) where and are the means of the feature's outputs for the two classes concerned and is the pooled variance of the two classes. Higher values will signify greater separation between classes.
To find which features were more robust to variations in the segmentation threshold filter, the values of the features at was found for each individual feature. Table V shows the values of for each feature. The most robust features are highlighted using a bold font.
From these experiments, it was concluded that only half the features were robust for changes in the threshold. Grayscale descriptors seem to be most sensitive to changes in the image filters as are the inter-frame feature measurements mean rate of change. To illustrate this difference, Fig. 6 shows the distribution function of the feature with the highest Mahalanobis distance between classes, and Fig. 7 shows that with the lowest distance.
The same procedure was also used to find which features were more robust to increased noise. The values of the features at a SNR of 9.5 dB were pooled with the values at a SNR of 7.6 dB.
was found for each individual feature. Table VI  shows the values of for each feature. The most robust features are highlighted using a bold font.
As in the previous experiment, the grayscale descriptors and the inter-frame feature measurements mean rate of change seem to be the most sensitive features to increased noise. Again only half the features show robustness. Figs. 8 and 9 show the distribution function of the features with both the highest and lowest Mahalanobis distance between classes respectively. 
E. Performance of the Linear Classifier with a Robust Feature Set
We now present the results obtained for the classifier using (in the training) only those features indicated in the previous set of experiments (Section D) as being robust. The set of experiments are identical to those performed in Sections B and C, except that the set of features used in the SFS is reduced and robust. Table VII shows the classification success for varying  thresholds and Table VIII shows the classification success for varying levels of noise.
These results show that, by eliminating the sensitive features, the classifier achieves an exceptional robustness to changes in the filters and an increased robustness to changes in noise. The results also show that, by pooling both extremes in both circumstances, the classification performance is even further increased, i.e., by using the pooled results of the interframe feature measures at thresholds of 20 and 35, in both the feature selection (where the features used are robust) and in the training of the classifier. Figs. 10 and 11 illustrate a comparison between the classifier with the full set of features and the classifier with only those features that are robust. The classifier training through the different thresholds and noises has been averaged out. These charts clearly illustrate the improved performance obtained using only the robust features. 
IV. CONCLUSION
The purpose of this investigation was to examine the robustness of the inter-frame feature measure classifier for underwater sector scan sonar images. It was shown that the classifier was sensitive to changes in the segmentation algorithm and robust, within the limits allowed by the segmentation, to a decreased SNR. To improve the classification performance, the robustness of each feature was observed for both changes in the segmentation threshold and changes in the noise. The inter-frame features of mean, variance, and variance of the rate of change derived from the intraframe features of area, perimeter, compactness, maximum dimension, and the first and second invariant moments were found to be robust to these changes. The intra-frame features mean, variance, and contrast are pixel-value-based features and are found to be brittle to changes in segmentation or increased noise conditions. For instance, if we take the case of the intra-frame feature mean as the threshold value is increased, the value of this feature will also increase since all the pixels of value less than the threshold are dropped from the object. Similarly, if the noise is increased, so will the value of this feature. The changes are of such magnitude that pixel-value-based features are rendered useless. As part of any future work, we would like to address the robustness of the segmentation algorithms. We believe that, with a more robust segmentation, and by using the features identified in this report, the classifier may be able to work in more real-life conditions without the need for constant retraining. A further need is to look at how the different inter-frame features correlate. By omitting highly correlated features, the processing time may be reduced without sacrificing the classification performance.
We would also like to point out the need to test the classifier with an increase in the number of classes. Theoretically, there should be no upper bound on the number of classes. For practical purposes, there is no guarantee that the features that were successful in discriminating between a diver and an ROV would be useful for the new problem.
We also believe that the robust set of features could form the backbone of other types of classifiers and not just the statistical classifier presented in this paper. Unsupervised classifiers such as the k-means clustering algorithm could be easily adjusted to work with these.
The results have shown that crude but effective classification of broadly similar objects can be achieved with modest computational resources in acoustically noisy environments, provided that the objects can be successfully segmented from raw sonar data.
