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ABSTRACT
This paper provides a general introduction to the concept of
Implicit Human-Centered Tagging (IHCT) - the automatic ex-
traction of tags from nonverbal behavioral feedback of media
users. The main idea behind IHCT is that nonverbal behav-
iors displayed when interacting with multimedia data (e.g.,
facial expressions, head nods, etc.) provide information use-
ful for improving the tag sets associated with the data. As
such behaviors are displayed naturally and spontaneously, no
effort is required from the users, and this is why the result-
ing tagging process is said to be “implicit”. Tags obtained
through IHCT are expected to be more robust than tags asso-
ciated with the data explicitly, at least in terms of: general-
ity (they make sense to everybody) and statistical reliability
(all tags will be sufficiently represented). The paper discusses
these issues in detail and provides an overview of pioneering
efforts in the field.
Index Terms— Implicit Tagging, Nonverbal Behavior
Analysis
1. INTRODUCTION
This paper proposes the idea of using human behavior anal-
ysis techniques for implicit tagging, i.e., for tagging multi-
media data independently of explicit tags associated with the
data. In other words, implicit tagging means that a data item
could get tagged each time a user interacts with it, based on
the reactions of the user to the data (e.g., laughter when see-
ing a funny video), in contrast to explicit tagging paradigm in
which a data item gets tagged only if a user actually decides
to associate tags with it.
Tagging has emerged in the last years in social media sites
where the users are not only passive consumers of data, but
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active participants in the process of creating, diffusing, shar-
ing, and assessing the data delivered through websites [1].
These sites give the possibility to the users to add keywords
(explicit tagging) to the data that are then used for indexing
and retrieval purposes. Tagging represents a major novelty
with respect to previous data retrieval approaches because, for
the first time, the indexing stage (the representation of the data
in terms suitable for the retrieval process) is not computing-
centered, i.e., performed through a fully automatic process
driven purely by technological criteria, but human-centered,
i.e., performed through a collaborative effort of millions of
users following the natural modes of social interaction over
the network [2].
However, although tagging should represent a major step
towards bridging the semantic gap, because taggers are ex-
pected to annotate the data in terms of how they perceive the
content, the analysis of tagging behavior has clearly revealed
that such an expectation is too optimistic [3]. The reason is
that people are not driven by technological criteria, i.e., they
do not aim at making retrieval systems to work, but by per-
sonal and social needs [2][3]. This gives rise to at least two
major problems.
• Egoistic tagging. When taggers are driven by personal
purposes and needs, they tend to use tags that are mean-
ingless to other users like, e.g., John-and-Mary-at-my-
place. These tags are unlikely to appear in queries sub-
mitted by any other user, thus they are not useful from
a retrieval point of view.
• Reputation driven tagging. When taggers are motivated
by social purposes, they tag large amounts of data to
increase their reputation in the on-line communities
formed around social networking sites. For example,
as a result, their tags have a disproportionate influence
on the retrieval process. In fact, as the occurrences
of tags follow Zipf-like laws [4], a tag appearing just
few tens of times ends up having large weight in any
statistical retrieval approach, due to the fact that most
of the tags occur less than half a dozen times in total.
These problems are aided and abetted by “fraudolent” behav-
iors like adding tags that have nothing to do with the content
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of the data, but bringing messages that the taggers want to
convey (e.g., taggers can tag the data with their name to get
known).
Extracting effective tags, i.e., tags oriented to aiding cor-
rect functioning of retrieval technologies, based on the spon-
taneous behavior of users is the core idea of Implict Human-
Centered Tagging. Such tags could be added to the tag sets
explicitely associated with the data and limit the effect of the
above listed problems.
Research in psychology suggests that people behave with
machines in the same way they behave with other people [5].
Exactly this fact, that they display their reactions in front of
the computer, e.g., while interacting with multimedia data
(e.g., shaking their head or frowling when encountering incor-
rectly tagged data) is the basis of implicit tagging paradigm.
The analysis of behavior of users interacting with multime-
dia data could help to capture information useful for implicit
tagging in terms of the following.
• Assessing explicit tags. Users retrieve data based on
their tags. Reactions like surprise and disappointment
when presented with retrieval results might mean that
the tags associated with the data are incorrect (e.g.,
something grewsome is tagged as funny).
• Assigning new explicit tags. The user behavior might
provide information about the content of the data. If
the user laughs, the data can be tagged as funny, if the
user shows disgust or revulsion, the data can be tagged
as horror, etc.
• User profiling. The user behavior might reveal specific
needs and attitudes of each user. For example, if the
user squints each time the data from a specific web-
site/datapool is retrieved, this might be a sign that the
user has difficulties in viewing the data, which may re-
sult in flagging the data source as being less favourable
for this user.
The rest of this paper presents an overview of previous work
in HTC. Previous attempts of including the human in the re-
trieval process are discussed in Section 2. Kinds of tags that
can be extracted from human behavior are discussed in Sec-
tion 3. Section 4 concludes the paper.
2. HUMAN-CENTRIC APPROACH TO RETRIEVAL
Earliest works on Information Retrieval, dating back to
the fifties, considered explicitly only approaches of fully
computing-centric nature. Statements typical for these early
works were in the following fashion: “It should be empha-
sized that this system is based on the capabilities of machines,
not of human beings” [6]. In the sixties the paradigm shifted
towards involving the human in the retrieval process. Even
though people have been included in the process not as hu-
mans, but as users, i.e., the interaction was constrained to few
“button-like” functions that retrieval systems provided (e.g.,
downloading a given document), this was still a major shift in
paradigm towards human-centered approaches.
The most successful approach of this kind is Relevance
Feedback (RF), which requires users to identify the most rel-
evant documents among those retrieved by a system in re-
sponse to an initial query Q. The documents identified by
the users are then modeled to formulate a second query Q′
that typically improves the retrieval results (see [7] and [8]
for surveys on RF in text and image retrieval, respectively).
Other approaches involving users in the retrieval process are
query log analysis (e.g., see [9]), modeling of past documents
seen by a given user (e.g., see [10]), and the large body of
works dedicated to user adaptation (see [11] for a survey).
In the last ten years, automatic analysis of human behav-
ior has been the subject of significant attention in the com-
puting community (see [12] for an extensive survey). The
most interesting aspects of this research, from an IHCT point
of view, is the analysis of affective states (affective comput-
ing [12]) and social signals (Social Signal Processing [13]).
These technologies can help realize automatic user behavior
to human behavior modeling, and human-hehavior-based tag-
ging and retrieval systems, bringing around long sought so-
lution to flexibile yet general, non-tiresome yet statistically
reliable, multimedia tagging and retrieval.
The multimedia retrieval community recognizes that this
is needed [14], but, to the best of our knowledge, only few
efforts have been made to include human behavior in the re-
trieval loop [15][16]. Furthermore, except of the works inves-
tigating the role of emotions in information seeking [15] and
ranking [16] these works mostly try to understand the emo-
tional content of the data, i.e., what emotions are displayed
by people portrayed in the data (see e.g., [17]) or what emo-
tions can be elicited by the data (see e.g., [16][18]), rather
than the actual behavior of the users [14].
3. TAGGING BASED ON NONVERBAL BEHAVIOR
IHCT is an attempt to address the above-outlined gap and
move a step further towards a Human-Centered approach,
where one of the most natural modes of human communi-
cation, nonverbal behavior, is sensed and analyzed to enrich
and improve the tag sets associated with the data. Nonverbal
behavior typically occurs in human-human communication
and conveys information about whatever cannot be said with
words (e.g. emotions, feelings, attitudes, etc.) [13]. As al-
ready mentioned above, there is evidence that people display
the same nonverbal behavior when interacting with comput-
ers as when interacting with other people [5]. This means
that the analysis of nonverbal behavior in front of a computer
can provide hints about the feelings, attitudes, and reactions
of users with respect to the tagged data they interact with.
This is potentially a major source of effective tags, i.e., tags
that make sense to all users and are sufficiently represented
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to allow reliable statistical modeling. There are several cues
conveyed by nonverbal behavior, that could be used as tags for
the data, namely emotional (affective) cues, level of interest,
and focus of attention.
Automatic analysis of emotions has been extensively in-
vestigated. Proposed approaches rely mainly on recognition
of facial expressions (see [12] for the most recent survey)
and vocal behavior [19], but recent works suggest that also
body gestures and combinations of different nonverbal cues
should be taken into account as well [20]. Furthermore, emo-
tions have been shown to play an important role in Human-
Computer Interaction [21] and tagging can be considered as
a way of interacting with multimedia data. From a tagging
point of view, emotional signals (like laughter, frowns and
head shakes in disagreement, nose wrinkling and horizontal
mouth stretching in disgust, etc.) are interesting because their
interpretation could be used as tags. These would be effective
because they make sense to all users and, if there is only a lim-
ited number of those (like funny, horror, sad, etc.), they can be
sufficiently represented to allow reliable statistical modeling.
Furthermore, emotional signals are often machine de-
tectable since these involve reactions like laughing, sobbing,
frowling, head nods and shakes, jaw drops, scretching, etc.
Laughter detection has been addressed, e.g., in [22] through
vocal behavior analysis and in [23] through combination of
vocal and facial behavior. Also, detection of various gestures
like facial gestures, head gestures, and hand gestures have
been extensively researched in recent years (see [12][13]
for survey papers in the field). Recently, few related works
have been published investigating the role of emotions in
information seeking [15], and ranking movie scenes based
on user-affect-related physiological signals [16]. However,
tagging multimedia data based on emotional signals have not
been attempted yet, to the best of our knowledge.
Nonverbal behavior conveys information about how much
people are interested in what happens around them, as well
as on what attracts their attention. The interest level can be
detected through facial expression analysis [24], body pos-
ture [25], and combination of vocal and facial behavioral
cues [26]. Attention is mainly captured through gaze track-
ing (see [27] for a survey on gaze detection and tracking
methods), and head pose recognition [28]. Both interest and
attention can provide hints about how much the data are ap-
preciated by users, and can lead to the attribution of tags like
thumbs-up and thumbs-down, and can lead to development of
recommendation mechanisms.
4. CONCLUSIONS
This paper introduces the concept of Implicit Human-Centered
Tagging, where the basic idea is improving tag sets associated
with multimedia data using the behavioral feedback of users.
IHCT represents a research direction towards tagging systems
that would rely on natural modes of human interaction and on
technologies for automatic human behavior analysis, in par-
ticular on emotion recognition, interest level detection, and
attention analysis. All these domains have been investigated
more or less extensively in the recent years, but, to the best
of our knowledge, they have never been applied for tagging
purposes.
There are several challenges that the researchers face in
the field of IHCT. Behavioral feedback is often culture de-
pendent – in some cultures, it is usual to inhibit spontaneous
reactions and reactions observed in one culture do not have
to be the same to those observed in another culture for the
same stimulus (e.g., a joke considered funny in one culture
can be offensive in another one). Furthermore, human user’s
behavior is influenced not only by the data that he or she is in-
teracting with, but also by other factors such as user person-
ality (introvert persons are less likely to display their emo-
tional reactions) and transient conditions like stress and fa-
tigue that decrease the reactivity of users. Finally, most of the
commercially available computers are equipped with micro-
phones and cameras, but these sensors are not always of suf-
cient quality for conducting automatic human behavior anal-
ysis. However, the goal of IHCT is not to model reactions of
each and every user, but to annotate the data with tags repre-
senting common users’ reactions (e.g., “amusing”, “unpleas-
ant”, etc., or in terms of valance and arousal). Although the
tag collection will be limited to those users who show their re-
actions (as opposed to those who inhibit their reactions or are
expressionless), who have appropriate equipment, etc., this
will allow for filtering the noise from the tags because reac-
tions determined by user specic conditions would not have
a major statistical impact. Furthermore, although this paper
has mainly discussed collection of behavioral feedback from
audiovisual sensors, the value of the information that could
be collected by using physiological sensors must not be un-
derestimated. Changes in hartbeat, clamminess, respiration
rate, etc., are reliable cues to detection of affective and men-
tal states [29] and, as these signals cannot be consciously con-
trolled, they could be extremely valuable for IHCT tools, es-
pecially in cases where spontaneous behaviors are inhibited
for cultural or contextual factors (e.g., when the user is a li-
brary or another public space).
The development of IHCT systems represents not only a
potential way of improving current tagging systems, but also a
step towards human-centered approaches for Information Re-
trieval, a domain that so far has been characterized by mostly
computing-centric approaches.
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