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Abstract
Almost all automotive fuel injection systems are experiencing some form of cavitation within
their nozzle under diﬀerent operating conditions. In-nozzle cavitation initiates in various forms
and directly influences the emerging spray. Experimental studies have shown that cavitation in
diesel injectors leads to smaller droplet formation, especially by the on-going trend towards higher
injection pressures, which enhances fuel evaporation but also creates undesirable consequences
due to transient nature of cavitation such as spray instabilities, erosion on internal surfaces, and
hydraulic flip. Thus, the understanding of the internal flow of automotive fuel injectors is critical
for injector design. On the other hand, biodiesel has emerged as one of the potential alternative
fuel which can also be carbon neutral because it uptakes CO2 during cultivation of its feedstock
and can be used in existing diesel engines with little or no modifications. Therefore, the present
study is focussed on assessing and outlining cost-eﬀective methods to analyse internal flow in
fuel injectors for diesel and biodiesel fuel applications.
In the present study, RANS-based (Reynolds-averaged Navier–Stokes) CFD (Computational fluid
dynamics) approach has been chosen to simulate quasi-steady flows in the steady state test rigs
of fuel injectors of IC engines. The RANS approach is selected over computationally expensive
SAS (Scale Adaptive Simulations), DES (Detached Eddy Simulations) and LES (Large Eddy
Simulations) because it was considered that these quasi-steady simulations could be performed
within hours and with less computing resources using RANS rather using SAS, DES and LES
which may require orders more time and computing resources. Cavitation models and RANS-
based turbulence models have been evaluated for single-hole and multi-hole injectors operating
on steady state test rigs. Furthermore, influences of liquid and vapour compressibility were also
investigated. Influences of biodiesel properties such as higher viscosity and density on cavitation
were also assessed. In the first part of the study, single-phase simulations have been carried out in
the mini-sac type multi-hole (6) injector. Several two-equation turbulence and near wall models
were assessed, amongst most appropriate for the application were identified. Predicted mean
velocity and RMS velocity were compared with measurements and showed good agreements.
Flow field analysis showed predictions of diﬀerent types of vortices in the injector. Two main
types of vortex structures were predicted: ‘Hole-to-hole’ connecting vortex and double ‘counter-
rotating’ vortices emerging from the needle wall and entering the injector hole facing it. The
latter create a complex 3D flow inside the injector hole when it interacts with the recirculation
region at the entrance of the injector hole.
Cavitation simulations inside a single-hole injector were next performed. Simulations were as-
sessed by comparing predicted vapour volume fraction with measurements. Influences of liquid
ix
and vapour compressibility were also checked. The compressibility of vapour was modelled using
ideal gas law and liquid compressibility was modelled using the Tait equation. Vapour compress-
ibility resulted in an increase of vapour volume fraction at the low-pressure region and predictions
were also in better agreements with experimental data. The liquid compressibility made no im-
pact on the simulation results. The local sonic speed in the liquid-vapour mixture was computed
using Wallis model which predicted a very low local sonic speed in the liquid-vapour mixture.
Therefore, the local flow in liquid-vapour mixture became supersonic. A normal shock wave was
predicted just downstream of the cavitation bubble cloud as local flow velocity was reduced from
supersonic to subsonic.
Finally, the cavitation simulations were performed in the enlarged mini-sac type multi-hole (6)
injector. Established turbulence, cavitation and compressibility models from above studies were
used. Reasonable quantitative agreements with experimental data were obtained for the mean
axial velocity and RMS velocity. Reasonable qualitative agreements were also achieved when
predicted cavitation results were compared with high-speed digital images. Henceforth a para-
metric study to assess the influence of biodiesel fuel properties such as an increase in viscosity
and density on the cavitation was performed. Viscosity and density of both phases in the fluid
were parametrically increased by 20%. Results showed that cavitation was suppressed when the
viscosity was increased because it increased the flow resistance, thus reduced the velocity. This
caused a reduction in the size of recirculation region at the entrance of the injector hole and
hence a smaller saturation pressure region was predicted. Cavitation was further suppressed
when density was increased causing the reduction in the velocity at the same mass flow rate,
which further reduced the recirculation region, therefore, reduced the saturation pressure region
and consequently cavitation.
x
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Chapter 1
Introduction
1.1 Motivation
The worldwide concern over global warming and the quantitative relationship between carbon
dioxide emissions and global warming have attracted the attention of government and industries
all over the world. According to IPCC (United Nations Intergovernmental Panel on Climate
Change) Fifth Assessment Report published in the year 2014 (Stocker, 2014), human activities
are predominantly responsible for the increase in the concentration of greenhouse gases in the
atmosphere. One of the large contributors of the greenhouse gas is the transport sector (EPA,
2016b; European-Commission, 2011) amongst which road transport is the major contributor
(European-Commission, 2011). Hence emission standard is getting stricter by each year. The
European Manufacturers Association (ACEA) decided in 1998 that average CO2 emission for
the new car should be reduced to 140 g/km by 2008 (European-Commission, 1998) and have
set an even more stringent target of 95g/km for the year 2021 (European-Commission, 2016).
The tight legislations combined with the customer’s demand for improved performance and fuel
eﬃciency has stimulated further research in IC engines. Also, with the limited fossil reserve
and anticipated demand for cars in future with an increase in the global population, there is an
urge in the industry to harness power from alternative sources of energy that can be used in the
existing setup, e.g., IC engine with little or no modification.
This has prompted governments to come up with stricter emission standards (Eur-Lex, 2015) and
also introduce higher carbon taxes (HM-Government, 2016) to mitigate factors which cause the
above. The European Automobile Manufacturers’ Association’s (ACEA) have decided in 1998
that average CO2 emissions for new cars should be reduced to 140 g/km by 2008 (European-
Commission, 1998), implying a reduction in fuel consumption of more than 25% from the 1995
baseline, while a more stringent target of 95g/km to be achieved by 2021 (European-Commission,
2016). The tight legislation combined with the increased customer demand for improved per-
formance has encouraged further research in IC engines. Additionally, there is an urge in the
industry to harness alternative (non-fossil) sources of energy which can be used in the existing
setup (IC engines) with little or no modifications.
In parallel to above-mentioned the implementation of ‘direct injection’ technology in IC engines
has resulted in significant improvements in fuel economy, emissions, and brake horsepower. Direct
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injection engines use fuel injectors which operate at very high-pressure over very short time
durations, allowing the precise amount of fuel to be injected into the engine combustion chamber.
Direct injection technology has been simultaneously developed for both spark ignition and diesel
engines to improve eﬃciency. Direct injection technology in diesel engines was more successful
because its implementation resulted in significant improvement in fuel economy and performance
characteristics. It did not achieve the same commercial success in spark ignition engines due to
relatively high cost, lower than expected gains in fuel economy and full load performance and
the requirement for a lean NOx after-treatment systems (Zhao, 2009). Nonetheless, having
an ability to meter fuel accurately and continuous improvements in fuel injection technology,
gasoline direct injection systems have almost eliminated the use of carburettor in road transport
engines (Rewse-Davies, 2015).
The recent buzzing trend in the automotive industry is engine downsizing. Engine downsizing
is a use of the smaller engine in the car which can provide the power of a larger engine and
without compromising much with the fuel economy. It is achieved by use of boosting device such
a turbocharger and fuel injectors. The smaller engine displacement allows higher fuel eﬃciency
and loss of power is compensated using turbochargers. One of such recent examples is a Peugeot
1.6 BlueHDI diesel, it has NEDC (New European Drive Cycle) fuel economy figure of 94 mpg
and has combined CO2 emission of 79g/km and also achieves 120 brake horsepower; the engine
powers the car Peugeot 208. (Lilly, 2016). Amongst gasoline engine Ford’s 1L Ecoboost is
capable of achieving 58 mpg (NEDC figure) and 123 brake horsepower and emits 114 g/ km of
CO2 (Bray, 2012a), the engine is used on the car Ford Fiesta.
However, turbocharged engines suﬀer turbo lag1. One of the ways to compensate turbo lag is
scavenging. In the scavenging process, both intake and exhaust valves open simultaneously. This
creates a dynamic pressure diﬀerential between intake and exhaust sides of the engine. Fresh
air flows into the combustion chamber and flushes out the exhaust gases through the exhaust
valves to the exhaust manifold. The increased flow of exhaust gas creates 50% more torque at
low engine speeds compensating turbo lag (Bosch, 2016c).
Fuel injection technology is also continuously being improved. The major fuel injector manufac-
turers for IC engine are Bosch, Delphi, and Denso. All companies mentioned above are producing
solenoid valve and as well as piezoelectric controlled injectors for precise fuel metering. Recently,
Bosch has introduced ‘control valve operation’ for optimised fuel metering in engines (Bosch,
2016c). In ‘control valve operation’ the engine control unit and high-pressure injectors operate
in a closed loop. During the injection, the control unit measures the activation signal and de-
termines the opening and closing of the valve needle to compute the duration of the opening
phase. It allows the electronic control unit to calculate the injection amount at every injection
and also allows it to readjust it if necessary. Hence, this process makes it possible to calibrate
the fuel quantity with minimal tolerances.
Other technologies that reduce greenhouse gas emissions have also emerged. They include hy-
brid electric vehicle, plug-in hybrid vehicle, battery electric vehicle and battery electric vehicle
1In turbocharged engines at low RPM, the turbocharger does not produce the required boost (the amount by
which intake manifold pressure exceeds atmospheric pressure), results in slowed throttle response. Turbo lag is
said to be the time required to change power output to throttle change (Enginebasics, 2010).
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with range extender. The hybrid electric vehicle combines a conventional IC engine with the
electric propulsion system. One of the examples is Toyota Prius, according to the NEDC (New
European Drive Cycle), it can achieve approximately 94 mpg and has combined CO2 output
of approximately 70 g/km (Bray, 2016). Plug-in hybrid vehicles are similar to hybrid vehicles,
additionally, they can be charged by plugging them into an external source of electric power.
Toyota Prius plug-in hybrid version achieves 135 mpg and has combined CO2 output of 49 g/km
according to NEDC test (Bray, 2012b). The battery electric vehicles use chemical energy stored
in rechargeable battery packs. Nissan Leaf is presently the world’s largest selling battery electric
vehicle, the car has zero tailpipe emission and according to the NEDC can travel up to 155 miles
(249 km) with 30 KWh battery pack on full charge (5.5 hours) (Nissan, 2016). Battery electric
vehicle with range extender use an internal combustion engine with a generator to charge the
battery pack, this allows extending the range of Battery electric vehicles. However, the engine
doesn’t aﬀect the performance of the vehicle because its sole purpose it to charge the battery
pack. One of such example is Chevrolet Volt. The only electric range of the vehicle is approxim-
ately 53 miles or 85 km at full charge (120V 15 A US outlet) according to the US Environment
Protection Agency. With gasoline engine as a range extender, it can achieve 420 miles (680
km) and its combined electric-mode/gasoline unit achieve approx 42 mpg and has combined
CO2 output of 32 g/km (EPA, 2016a). The same car is known as Opel Ampera in Europe and
Vauxhall Ampera in the United Kingdom. According to the NEDC, it can achieve 1.2 L/100
km or 235 mpg and has a total range of approx 310 miles (500 km) (Bray, 2013). The car uses
GM indirect injection 1.4L EcoFlex engine, presently the engine uses port fuel injection system
but GM is planning to introduce direct injection technology to this engine (GM-Europe, 2008).
Another such example is BMW i3; it can achieve 130 to 160 km (80 to 100 mi) range at full
charge (Thomas, 2015), and according to the company website 80% of its battery can be charged
within three hours (BMW, 2015). With a range extending capability it can achieve a total range
of approx 270 km (170 mi) emitting approximately 23 g/km of CO2 (Thomas, 2015).
Hence, dependability on IC engines for road transport is likely to continue and therefore, they
require being continuously improved to meet future emission standards, consumer requirement
for power and torque and fuel eﬃciency. As previously mentioned about the improvements made
in IC engines by implementing the direct injection technology but the direct injection technology
has to be further improved. Direct injection engines use high-pressure injectors to spray fuel into
engine combustion chamber. The spray directly aﬀects air/fuel mixture and therefore aﬀects
the combustion. The typical operating pressure of (Gasoline direct injection) engine lies in
between 180 to 250 bars (Bosch, 2016b) and of direct injection diesel engine lies in between
1800 to 2200 bars (Bosch, 2016a). The operating pressure is higher for diesel injectors because
of higher compression ratio. Injection duration of both gasoline and diesel is within the frame
of milliseconds. However, direct injection is itself a very complicated process. Injecting fuel at
very high pressures in such a short duration of times leads to massive liquid fuel acceleration as
it travels in the injector nozzle resulting in the formation of localised low-pressure regions. In
such low-pressure zones, when the liquid fuel pressure becomes lower than its saturated vapour
pressure then the liquid starts to boil and form vapour pockets/bubbles. This process is called
cavitation.
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Cavitation has both desirable and undesirable eﬀects. The occurrence of cavitation in fuel in-
jector nozzles directly influences the spray quality. Experimental studies on single hole injectors
showed that cavitation enhances spray atomization and causes an increase of the spray angle
(Soteriou et al., 1995) which enhances air/fuel mixing, although, undesirable consequences such
as hydraulic flip2 has also been reported (Bergwerk, 1959; Nurick, 1976; Soteriou et al., 1995).
Single hole injectors are used in indirect injection engines (Heywood, 1988). In the direct injec-
tion engines, multi-hole injectors are preferred. One of the confirmed advantages of multi-hole
injectors is spray stability against injection and back pressure (Mitroglou et al., 2006). It also
allows flexibility for the number of injection holes and their spatial arrangement allowing even
distribution of fuel in the combustion chamber to form homogeneous air/fuel mixture (Nouri
et al., 2012). Experimental studies have shown that cavitation also enhances spray atomization
in multi-hole injectors (Soteriou et al., 1995; Roth, 2004; Mitroglou et al., 2011). Nevertheless,
due to transient nature of cavitation, undesirable consequences such as fluctuations in spray
angle (Mitroglou et al., 2011) and partial hydraulic flip also have been reported (Soteriou et al.,
1995). Additionally, material damage due to shocks produced because of the rapid (supersonic)
implosion of cavitation bubbles (Brennen, 1995) has been reported (Asi, 2006; Gavaises et al.,
2007). Therefore, understanding of internal flow in particular cavitation is critical for eﬃcient
fuel injector design and consequently more eﬃcient engines.
On the other hand, biofuels have emerged as one of the alternative energy in the last two decades
(Kovarik, 2013). Biofuels such as bioethanol, biodiesel and biogas uptake CO2 during cultivation
of their feedstock, therefore, can help in reducing global greenhouse gas emissions (MacLean and
Lave, 1998). Bioethanol and biodiesel can be blended with gasoline and diesel and be used in
gasoline and diesel engines without many modifications (MacLean and Lave, 1998). Biogas can
also be used in IC engines with some modifications, however, biogas as a fuel has very low energy
density and itself contains CO2 hence does not oﬀer desirable power and torque characteristics
(Porpatham et al., 2008).
The present study focusses on the analysis of internal flows in direct injection diesel fuel injectors
using diesel and biodiesel fuel. The chosen system is the diesel over gasoline because it is more
fuel eﬃcient (Zhao, 2009). On the contrary, power and torque characteristics are superior in
gasoline engines, but refining engine operations and processes such as fuel injection can help in
achieving desirable characteristics it diesel engines.
To analyse internal flow in diesel injectors numerous experimental and numerical techniques
are available. An experimental technique such as high-speed video imaging provides qualitative
information of cavitation occurrence in the injector holes. High-speed video imaging is used
with a refractive index matching test rigs. In such test rigs, transparent replicas of fuel injectors
are used with the fluid of same refractive index which allows full optical access to complex
liquid-gas interface with no distortion of light (Nouri et al., 1988). High-speed imaging with
refractive index matching has been used to visualise cavitation in single-hole (Bergwerk, 1959;
2In single hole injectors when cavitation annularly occupies the entire nozzle length and reaches the nozzle
outlet, air or gas from downstream with having higher local pressure than the vapour pressure of the liquid enters
the nozzle from its outlet and replaces the volume occupied by the cavitation. This leads to complete detachment
of liquid from the wall forming a smooth glass-like jet. This phenomenon is called ’hydraulic flip’ (Soteriou et al.,
1995)
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Nurick, 1976; Soteriou et al., 1995) and multi-hole injectors (Soteriou et al., 1995; Afzal et al.,
1999; Arcoumanis et al., 1999, 2000, 2001; Roth et al., 2002; Roth, 2004; Mitroglou et al., 2011;
Hayashi et al., 2012). High-speed video imaging has also been used to study the influence of
cavitation on emerging sprays in single-hole (Bergwerk, 1959; Nurick, 1976; Soteriou et al., 1995)
and multi-hole injectors (Soteriou et al., 1995; Roth, 2004; Mitroglou et al., 2011; Hayashi et al.,
2012). LDV (Laser Doppler Velocimetry) is also used with the refractive index matching test rigs
to measure the velocity of fluid in single-hole (Arcoumanis et al., 1992) and multi-hole injectors
(Arcoumanis et al., 1998; Roth et al., 2002; Roth, 2004). Recently Bauer et al. (2012) have used
computer tomography imaging to obtain quantitative information of cavitation in the injector.
Duke et al. (2013a) have used X-Ray Radiography imaging to obtain data of cavitation in fuel
injector nozzle.
Numerical techniques such as CFD (computational fluid dynamics) can also be used for predict-
ing and analysing the internal flows of fuel injectors. CFD uses Navier-Stokes equations which
can describe the fluid flows. The advantage of CFD over experiments is that it allows analysing
the flow in regions of the system which are inaccessible using experimental methods and since
simulations are performed using computers hence they can also have a cost advantage over ex-
periments. A validated CFD simulation can assist in the enrichment of the understanding of
the flow field and can be used in improving the designs of existing components. Therefore, vari-
ous numerical treatments for multi-phase flows such as the volume of fluid (VOF) model (Noh
and Woodward, 1976; Hirt and Nichols, 1981), the mixture model (Manninen et al., 1996), the
eulerian-multi-phase approach (see Drew and Passman, 2006) and the Eulerian-Lagrangian tech-
nique (Kubota et al., 1992; Giannadakis et al., 2004) and in conjunction with several cavitation
models such as barotropic (Schmidt et al., 1999; Kärrholm et al., 2007), transport equation based
models (Merkle et al., 1998; Kunz et al., 1999; Schnerr and Sauer, 2001; Singhal et al., 2002),
etc. have been developed for modelling cavitating flows and numerous attempts have been made
to quantitatively and qualitatively evaluate them in single-hole (Roth, 2004; Duke et al., 2013b)
and multi-hole injectors (Roth, 2004; Giannadakis et al., 2007, 2008; Papoulias, 2013) (please
refer chapter 2, ‘Literature review’ for further details). In the present study, after the literature
review, relevant experimental studies would be selected for CFD simulations. The Literature re-
view would also be used to determine appropriate CFD modelling approaches that would be used
to accurately and computationally ‘cheaply’ predict internal flows in single-hole and multi-hole
injectors for diesel and biodiesel fuel applications. If simulation results achieve good agreements
with the experimental data, then the identified approaches can be used to improve the existing
fuel injector designs.
1.2 Biodiesel
Biodiesel is a non-petroleum-based diesel fuel which is made of ‘mono-alkyl esters’ of long chain
fatty acids derived from vegetable oils and animal fats. The term biodiesel refers to pure fuel
called B100 which has been designated as an alternative fuel by U.S. Departments of Energy
and Transportation. B100 can be used in its pure state but more commonly blended with
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petrodiesel (ASTM, 2009). The blends are often denoted by acronyms such as B20, which
indicates 20% biodiesel with petrodiesel. The most common blend in the United States B20
which is 20% biodiesel with 80% fossil diesel, however in Europe the current regulations allows
5.75% of biodiesel to be blended with fossil diesel (Demirbas, 2007).
Biodiesel can be derived from the variety of sources called feedstock including vegetable oils (e.g.
soybean, cottonseed, palm, peanut, rapeseed/canola, sunflower, saﬄower, coconut), animal fats
(e.g. tallow), waste oils (e.g. used frying oil) as well as microalgae. The choice of raw material
often depends on its availability at particular geographical location (Knothe et al., 2005).
One of the methods to obtain biodiesel is transesterification, in which the vegetable oil or animal
fat is reacted with an alcohol (usually methanol or ethanol) in the presence of a catalyst which is
usually a base to give corresponding alkyl esters (biodiesel) (Fukuda et al., 2001; Knothe et al.,
2005).
1.3 Why biodiesel?
As abovementioned biofuels emerged as one of the possible sustainable solutions amongst al-
ternative/renewable energy sources in last two decades (Kovarik, 2013). They can be used in
existing setup in particular with small or no modifications, especially in power generation and
propulsion applications i.e. diesel and petrol engines. Biofuel fuel consumption has continuously
increased and it is anticipated that biofuel could account for up to 27 percent of the worldwide
transportation fuel by 2050 (Eisentraut et al., 2011). Biofuels are defined as fuels, which are
derived from biological carbon fixation; they include any fuel derived from biomass. However
primary requirement of any biofuel as mentioned (Johnson et al., 2007; Sivakumar et al., 2010)
to be renewable and sustainable are:
(i) It should have potential to replace fossil fuel and should not aﬀect the global food supplies
(ii) It must have net positive energy balance
(iii) It should have minimal negative environment impact
Biofuels are mainly classified into biodiesel, bioethanol and biogas, and each has their own merits
and drawbacks. Bioethanol is alcohol-based fuel mainly derived from biomass such as corn, maize,
and sugarcane, and yeast, herbaceous and woody biomass (Johnson et al., 2007). Most of the
current spark ignition engines can run on blended gasoline and bioethanol. Bio-ethanol assists
in obtaining higher octane number ON3 and reduces the pollutant emission, although problems
such as metal corrosion have been reported when a higher concentration of bio-ethanol is used
(Joshi et al., 2000). Biogas is obtained by Anaerobic digestion (AD). AD is the breakdown of
organic material by microorganisms in the absence of oxygen which produces biogas. However,
biogas is methane-rich gas and can be used as a fuel (NNFCC, 2016). As already mentioned
3Octane number: Octane number is defined as petrol’s resistance to knock. The octane number (ON) scale
is based on two hydrocarbons which define the end of the scale. By definition, normal heptane (n  C7H16) has
a value zero and isooctane (C8H18 : 2, 2, 4˘trimethylpentane) has octane number of 100. A blend of these two
hydrocarbons defines knock resistance of intermediate octane numbers (Heywood, 1988).
6
Biogas can be used in IC engines, however, engines require conversion. Biogas is a low energy
density fuel and contains a large proportion of CO2, therefore, does not oﬀer desirable torque
and power characteristic (Porpatham et al., 2008).
Biodiesel is derived from botanical biomass such as oil producing plant seeds, algae, and tallow
and sometimes used vegetable oil (Mittelbach and Remschmidt, 2004; Knothe et al., 2005; John-
son et al., 2007). These oils contain triacylglycerol fatty acids and resemble conventional fossil
fuels which can be transesterified into biodiesel (Fukuda et al., 2001; Knothe et al., 2005). Biod-
iesel is blended with conventional diesel and can be used in conventional diesel engines. Biodiesel
has lubricating property and often used as additives to conventional diesel (berkeleybiodiesel.org,
2015). Biodiesel also assists in reducing the pollutant emission to the atmosphere because of zero
sulphur content and have higher oxygen content (Mittelbach and Remschmidt, 2004; Knothe
et al., 2005; Demirbas, 2005), which also means higher cetane number CN4 (Demirbas, 2005).
However, at higher concentration biodiesel blends requires engine modification because biodiesel
blends have solvent properties to degrade rubber equipment (berkeleybiodiesel.org, 2015).
Nevertheless, it has been argued by MacLean et al. (2000) that fuel from food sources i.e. biodiesel
or bioethanol can be attractive only if co-products are in high demand and their production does
not diminish food supply. The question, ‘How good a biofuel is?’ is often subjected to the
geographical location of its respective feedstock and its combination with respective powertrain!
Nonetheless methods such as ‘life cycle analyses’ (Guinée, 2002; Horne et al., 2009) or ‘net energy
balance’ (Durante and Miltenberger, 2004) are used to assess the sustainability of biofuels. The
potential of each fuel and powertrain combination can be assessed only through an economy-
wide examination of the material inputs and environment discharges associated with “life cycle”
of each combination (MacLean et al., 2000).
Life cycle assessment (LCA) is a systematic evaluation of environmental impacts arising associ-
ated with all stages of a product’s life. It is referred as a ‘cradle to grave’ approach or ‘well to
wheel’ approach to analysing energy impact of making products (Guinée, 2002). ‘Net Energy
Balance’ as defined by Durante and Miltenberger (2004) is the net amount of energy consumed
in the production of fuel or biofuel and is compared to the amount of energy a fuel can produce.
One of the first comprehensive LCA on biodiesel sourced from soybean oil in the USA was con-
ducted by Sheehan et al. (1998). The parameters used were ‘life cycle energy eﬃciency’ and
‘fossil energy ratio’ (FER). The life cycle energy eﬃciency is a ratio of fuel product energy to
total primary energy used in fuel production. Fossil Energy Ratio’ (FER) which is the ratio of
‘Renewable Fuel Energy Output/Fossil Energy Output’. Estimated life cycle energy eﬃciency
4This cetane number is inverse function of ignition delay; higher cetane number corresponds to lower ignition
delay. The cetane number scale is defined by blends of two pure hydrocarbon reference fuels (Heywood, 1988).
Cetane (n-hexadecane, C16H34), a hydrocarbon with high ignition quantity, represents the top of the scale with a
cetane number 100. An isocetane, heptamethylnonane (HMN), which has very low ignition quality, represents the
bottom of the scale with cetane number 15. This cetane number CN of a fuel is given by the following equation:
CN = percent n-cetane+ 0.15⇥ percent of HMN (1.1)
If a CN is too high, combustion can occur before the fuel and air are properly mixed, resulting in incomplete
combustion and smoke. If a CN is too low, engine roughness, misfiring, higher air temperatures, slower engine
warm-up, and also incomplete combustion occur. Most engine manufacturers in the United States designate a
range of required CN, usually 40–50, for their engines (Knothe et al., 2005). In Europe, the CN has to be minimum
49 (Wauquier, 1995).
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of biodiesel was 80.55%. The estimated FER for pure biodiesel fuel was 3.215 indicating pure
biodiesel yields three times more fuel energy for every unit fossil energy consumed in its produc-
tion. The predicted FER for B20 was 0.98 and fossil diesel was 0.83. For CO2 emissions it was
estimated that use of pure biodiesel can reduce CO2 emissions by 78.45% and B20 can reduce
CO2 emissions by 15.66% from an urban bus. The Sheehan et al. (1998) model was used by
Pradhan et al. (2009) to determine significant changes in the original inventory. The estimated
FER for pure biodiesel was 4.56. The improvement was attributed to improved soybean yields
and more energy-eﬃcient soybean crushing and conversion facilities.
The LCA studies of biodiesel fuel are often specific to the feedstock and its geographical location.
The LCA studies by De Nocker et al. (1998) on biodiesel derived from rapeseed and fossil
diesel with the geographical score in Belgium showed that total negative environment impact of
biodiesel is 5% to 20% lower than fossil diesel. However, it was argued that benefits of biodiesel in
terms of greenhouse gas uptake are compensated by other environment impacts such as impacts
on water, eutrophication, acidification and photochemical oxidant formation. In the LCA study
conducted by Niederl and Narodoslawsky (2004), environment impacts on production of biodiesel
sourced from tallow and vegetable oil were analysed and compared with those of fossil diesel.
The results indicated biodiesel sourced from tallow and vegetable oil have the lower impact than
fossil diesel in most of the examined scenarios. LCA studies conducted in the Philippines by
Pascual and Tan (2004) also showed lower negative environment impacts of biodiesel fuel than
those of fossil diesel. In an emerging market like India, Jatropha is being viewed as the potential
biodiesel feedstock. The LCA results of Achten et al. (2010) suggests that production and use
of Jatropha biodiesel could decrease the non-renewable energy requirement by 82%.
Biodiesel from algae has also become an important area of interest. As mentioned by Demirbas
and Demirbas (2011), algae can be grown anywhere and does not require fertile land or a food
crop. Its processing requires less energy than it provides. It is also one of the fastest growing
plants and 50% of weight can be converted into oil. This oil can be used to make biodiesel
using transesterification method for cars, truck and aeroplanes. However, it has been argued
citedemirbas2011importance, kendall2013comparing that for sustainable production of biodiesel
from algae, it is important to identify the strains of algae which produce most lipids which
can be transesterified into biodiesel. So far no industrial scale process designed specifically for
biodiesel yet exists (Slade and Bauen, 2013), hence in LCA studies for biodiesel from algae,
data is often extrapolated from laboratory scale systems or from commercial schemes which are
designed to produce high-value products such as health and food supplements. Nevertheless,
Slade and Bauen (2013) argued that such LCAs can still serve as a tool to design systems to
produce biodiesel from algae. Their study suggested that it may not be possible to produce
biodiesel from algae with present techniques, it might be possible in the future as experience
with algal cultivation increases.
Though all LCA results have not favoured biofuels: LCA conducted by MacLean et al. (2000)
with geographical scope of USA, highly supported fossil fuel over biofuels due to their high
energy content, ease of use and lower production cost than biofuels regardless higher greenhouse
emissions in fossil fuel lifecycle. The fossil fuels which were considered were reformulated gasoline,
reformulated diesel, methanol and compressed natural gas (CNG), the biofuels considered were
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biodiesel from soybeans and ethanol from corn, woody biomass, and herbaceous biomass. In a
similar study by Joshi et al. (2000) in which extraction, production, transportation, storage, and
distribution were also included in the life cycle phases of fossil and alternative fuels. The results
also highly favoured fossil fuels. Though, it was proposed that if all the fossil energy in biofuel
production cycle were replaced with biofuel energy using the sustainable method it could result
in zero net carbon dioxide emissions.
However, it can be argued that the number of LCA studies listed is incomplete and may not be
enough to assess the sustainability of biodiesel. Since, automotive tailpipe emission data does not
provide a complete picture of overall emissions, the LCA study which assesses the environmental
impact throughout production and operations (tailpipe emissions) assists in the full assessment.
Most of the listed LCA studies suggest the sustainable production of biodiesel fuel. Therefore, it
can be cautiously stated that use of biodiesel can help in reducing greenhouse gas emission into
the atmosphere, alleviating the demands on limited fossil reserve and meeting the anticipated
energy requirements of the future. The above can be further supported by continuously improving
IC engine technologies such as direct injection, engine downsizing, etc. As previously mentioned
direct injection technology has assisted in reducing the fuel consumption. However, significant
improvements have not been achieved for NOx and soot reductions (Pignon, 2005; Agarwal
et al., 2013), therefore, this technology needs to be further improved. In the preceding section,
it was recognised that understanding of internal flow in fuel injectors is critical, in particular,
the occurrence of cavitation. Hence, this study would focuss on the analysis of internal flow in
fuel injectors of diesel engines with diesel and biodiesel fuels.
1.4 Advantages and disadvantages of biodiesel fuel
A summary of advantages and disadvantages of biodiesel are listed below which can help better
selection of such fuel for diﬀerent applications.
1.4.1 Advantages:
• Biodiesel can be produced from various feedstocks; there have been more than 350 identified
oil-bearing crops from which biodiesel can be produced (Demirbas, 2007).
• Due to biodiesel’s ability to be used directly in existing diesel engines, it has been ar-
gued (Sheehan et al., 1998) that biodiesel oﬀers an immediate potential support to reduce
demands of fossil diesel as well as to assist in reducing dependencies on foreign petroleum.
• Most of the above-mentioned LCAs indicates biodiesel can help to reduce greenhouse gas
emission due to CO2 uptake during biodiesel crop cultivation.
• Blending biodiesel with fossil diesel can assist in SOx emissions reduction. Pure biodiesel
has no sulphur content (Demirbas, 2007). Use of B100 can 100% eliminate SOx tailpipe
emissions (Sheehan et al., 1998).
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• Biodiesel also contains 11% by weight of oxygen while fossil diesel has zero percent oxygen
(Demirbas, 2005; Canakci, 2007). Therefore, biodiesel has a better combustion eﬃciency
due to an increase of homogeneity of oxygen with the fuel during combustion. Hence,
biodiesel has higher cetane number (or lower ignition delay).
• It has been also reported that the use of biodiesel blend can dramatically reduce particulate
matter5 (PM) reduction (Knothe et al., 2006).
• Biodiesel is a non-toxic fuel and degrades faster than fossil diesel (Knothe et al., 2005; De-
mirbas, 2007). It’s higher oxygen content also assist in biodegradation process (Demirbas,
2007).
• Biodiesel has excellent lubricity and it is steadily gaining the advantage with the advent of
low-sulphur fossil diesel fuels, which have less lubricity. Adding 1 to 2% of biodiesel as an
additive restores lubricity of low sulphur diesel fuel (Knothe et al., 2005).
1.4.2 Disadvantages:
• Biodiesel has a higher viscosity than fossil diesel (Knothe et al., 2005). The viscosity of
biodiesel and conventional diesel increase with a decrease in temperature and vice versa.
Fuel with relatively high viscosity will not break into fine particles when sprayed, large
particles will burn slowly leading to poor engine performance (Nabi et al., 2009). It has
been reported that final spray tip penetration of biodiesel is greater than those of diesel
due to higher viscosity (He et al., 2008; Gao et al., 2009). Lower spray angle of biodiesel
than fossil diesel has also been attributed to higher viscosity(Gao et al., 2009; Wang et al.,
2010). The lower viscosity of biodiesel also influences the flow characteristic in the fuel
injector. An attempt will be made to address this issue in the present research work.
• Biodiesel has the higher surface tension (Sheehan et al., 1998) which is strongly related to
higher NOx formation. According to Varatharajan and Cheralathan (2012), surface tension
results in the increase in droplet size which inhibits the air-fuel mixing and can reduce the
fraction of fuel burned in the premixed combustion phase and lead to increase the duration
of diﬀusion flame combustion. Hence, increase in NOx emissions.
• Biodiesel and diesel, both contains few long chain hydrocarbons called waxes that crystallise
(Sheehan et al., 1998; Knothe et al., 2005) at a lower temperature called cloud point. The
cloud point is the warmest temperature at which such crystallisation occurs (Knothe and
Steidley, 2005). The cloud point of biodiesel, in general, is higher than fossil diesel (Sheehan
et al., 1998; Knothe et al., 2005; Demirbas, 2007).
• Biodiesel also has a higher density than conventional diesel (Knothe et al., 2005). Density
is believed to be the main property that influences the amount of fuel injected (Boudy and
Seers, 2009). Higher density results in higher mass injection into the combustion chamber
and also results in poor atomization (Öner and Altun, 2009).
5Particulate matter is a complex mixture of extremely small particles and liquid droplets. Particle pollution
is made up of a number of components i.e. acids (i.e. nitrates and sulphates), organic chemicals, metals, soils
and dust particles (Knothe et al., 2005).
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• Biodiesel has lower heating value than fossil diesel (Sheehan et al., 1998; Knothe et al.,
2005; Atabani et al., 2012) which results in the increase in fuel consumption (Monyem and
Van Gerpen, 2001; Canakci, 2007) and lower generation of power and torque (Monyem and
Van Gerpen, 2001; Carraretto et al., 2004; Buyukkaya, 2010).
• Biodiesel has higher oxygen content which also correlates to shorter ignition delay and
cetane number (Demirbas, 2005; Canakci, 2007), but, the higher oxygen content in biodiesel
is also viewed as one of the contributing factors for higher NOx emissions (Canakci, 2007).
1.5 Diesel injection systems
In diesel engines, fuel is injected mainly using two methods: direct injection and indirect injection.
Figure 1.1: Two photographs showing direct and indirect injection system engines. On the left a typical
direct injection system setup with a multi-hole injector and on the right an indirect injection system
setup with a single-hole injector. Source: Bosch (2016d)
1.5.1 Indirect injection
In indirect injection diesel engine, the fuel is delivered into a volume of the combustion chamber
called pre-chamber. During the compression stroke, the air is forced from the main combustion
chamber to the pre-chamber through a nozzle or an orifice or set of orifices creating a highly
turbulent air motion inside. Towards the end of the compression stroke, diesel fuel is injected
into the pre-chamber through a nozzle as a single spray. Combustion starts in the pre-chamber,
the increase in pressure with combustion forces fluid back into the main chamber where it further
mixes with the main chamber air resulting in the power stroke. The indirect injection engine
operates at much lower operating pressure than direct injection engine. A glow plug as a starting
aid is often provided in indirect injection engines (Heywood, 1988).
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1.5.2 Direct injection
In direct injection systems, fuel is directly injected into the combustion chamber. Direct injection
is achieved using a distributor pump or unit injectors or a common rail direct injection system.
Distributive pumps supply fuel to injector from fuel tank into cylinders of the engine using
separate pressure lines to the injectors. It is timed to provide fuel just before the piston reaches
the top dead centre on the compression stroke. The distributive pump has only one fuel pressure
mechanism regardless of the number of cylinders. It has a distributor designed to share the
pressurised fuel to individual cylinders according to the injector order. Distributive pumps can
be mechanically or electronically controlled (Denso, 2015). In a unit injector, the injector and
pump are combined into one unit and positioned over each cylinder. The unit injector can
also be electronically controlled or mechanically controlled by a camshaft. The unit injectors
can operate at considerably higher injection pressure than distributive pumps. Electronically
controlled injectors have the advantage over mechanically controlled unit pumps for more precise
control over injection timing and fuel quantity (Bosch, 1999).
Figure 1.2: A typical common rail injection system. Source: Hitachi (2011)
In common rail systems (see Figure 1.2), a high-pressure pump is used to store a reservoir of
fuel at high pressure in a common fuel rail or high-pressure pipe. The common rail is connected
to fuel injectors which are connected to individual engine cylinders. The common rail supplies
pressurised fuel to injectors. The fuel injectors are controlled by an ECU (electronic control unit).
When fuel injectors are electronically activated fuel is sprayed into cylinders at desired pressure.
The needle in the fuel injector is opened and closed by the actuator which can be a solenoid valve
or a Piezo valve. The main advantage of common rail system over other mentioned systems is
that in common rail system fuel pressure is independent of engine speed and load conditions.
This feature provides a flexibility in controlling both injection quantity and fuel quantity. Hence,
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a near constant (square) injection rate can be achieved from start to the end of the injection
event (Bosch, 1999). This allows better spray penetration and mixing and consequently assists
in achieving an improved combustion and pollution reduction. The highly pressurised spray can
be achieved even at low engine speeds (Hannu Jääskeläinen, 2015).
Electronic controls in common rail systems allow ‘pilot injection’ which also assists in noise
reduction. The pilot injection is achieved by injecting a small amount of fuel just before the
main injection event. This smoothes the start of combustion eliminating the pressure spikes
that produce engine rattling (Baker, 2016). In some sophisticated common rail systems, as
many as five injection events are performed per stroke. The pilot injection also assists in NOx
reduction. Hence, the present study is focussed on common rail injectors due to the stated
advantages. Details of the functioning of a typical common rail fuel injector are described in
next sub-subsection.
1.5.2.1 Fuel injector
Figure 1.3: Schematic of a typical common rail injection system. Source: Roth (2004)
Multi-hole injectors are used in direct injection engines to ensure even distribution of fuel and
good penetration of fuel into the rapidly moving dense air stream (Bonnick, 2011). In this sub-
subsection, a functioning of typical solenoid activated multi-hole fuel injector is shown. The
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present description is based on Roth (2004). In Figure 1.3, a typical solenoid valve activated
diesel fuel injector is presented in the closed and injecting state.
When the solenoid is not activated the injector spring closes the ball valve. The fuel pressure
acts on the upper and lower needle section. Since the upper section is broader than lower section
a force imbalance is influenced. This keeps the needle pressed on the seat and no fuel can pass
through nozzle holes.
When the solenoid is energised the armature is pulled upward, the ball valve opens up and fuel
can pass through the throttle to fuel return lines. This results in a reduction of pressure on the
upper section of the needle. At this moment pressure at lower portion of the needle is higher than
upper section of the needle. This results in upward movement of the needle and consequently a
spray. A typical opening and closing operation can take around 5 milli seconds.
1.5.2.2 Injector geometries
Figure 1.4: Typical injector geometries: valve cover orifice and sac type. Both axisymmetric with 6
hole configuration. Source: Mitroglou et al. (2011)
The popular multi-hole injector geometries are sac type and valve cover orifice (VCO). The
sac type nozzles have a cup volume below the injection holes and needle. The cup volume is
designed to match the requirement of immediate response at the initial stage of injection where
the needle is not yet fully open. Hence, the sac is used for storing a certain amount of fuel at
the end of each injection. This fuel is then redistributed at the beginning of the new cycle. This
allows balancing the weak start delivery rates (Papoulias, 2013). In the VCO type injectors there
is no cup volume below the injection holes and needle. The needle goes all the way down at
the end of the injector covering the entire flow passage and blocking the hole entrances (Roth,
2004; Papoulias, 2013). Both designs have their own advantages and disadvantages. These days
injector geometries are further being refined to combine beneficial features of both the VCO and
sac type nozzles (Papoulias, 2013).
1.6 Cavitation
When a body of liquid is heated at a constant pressure or when its pressure is reduced at a
constant temperature by static or dynamics means a state is reached at which vapour or gas or
gas filled voids become visible and grow. In the case of heating at constant pressure, the process
is called ‘boiling’ and in the case of reduced pressure at constant temperature, the process is
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called ‘cavitation’ (Knapp, Daily, and Hammitt, 1979). Thus cavitation can be defined as the
formation of vapour bubbles in the liquid when the local pressure drops below the vapour pressure
threshold.
Nucleation is said to be the initial stage of cavitation, in a typical hydraulic machinery it can
usually occur in two forms, homogeneous or heterogeneous form. The thermal motions within the
liquid form temporary, microscopic voids which act as nuclei necessary for rupture of the liquid
and formation of microscopic bubbles; this is defined as homogenous nucleation. Heterogeneous
nucleation occurs due to the presence of nuclei like submerged micro gas or vapour bubbles
or impurities in the working liquid. The possibility of heterogeneous nucleation can be further
enhanced due to the possible presence of contaminants and dissolved the gas in the micro-crevices
of the solid walls surrounding the liquid. Therefore, the quantity of dissolved gas would aﬀect
nuclei distribution and would considerably aﬀect cavitation. The inception of cavitation can be
either due to homogeneous or heterogeneous nucleation (Brennen, 1995).
1.6.1 Cavitation in fuel injectors
Direct injection is achieved by injecting fuel at very high pressure using injectors over the very
short duration of time. A typical opening and closing needle operation can take around five
milliseconds. Such operations lead to massive fuel acceleration as it travels in the injector forming
low-pressure regions. Cavitation starts to occur in such low-pressure zones when the liquid
pressure goes lower than its vapour pressure threshold. Experimental studies on single hole
nozzle suggest the occurrence of cavitation at the sharp entrance of the injector (Bergwerk, 1959;
Nurick, 1976; Arcoumanis et al., 1992; Soteriou et al., 1995; Desantes et al., 2009; Duke et al.,
2013a). It is widely believed that as the fuel enters the injector hole, it separates from the wall
at the entrance due to the sudden reduction of the cross-sectional area leading to the formation
of recirculation regions where pressure goes lower than vapour pressure threshold; this is defined
as geometry induced cavitation. LDV measurements of the mean axial velocity at diﬀerent
axial locations in single-hole injector by Arcoumanis et al. (1992) have shown the presence of
recirculation regions near the entrance of the injector.
One of the ways to assess cavitation intensity in nozzles and orifice is cavitation number or
CN . It is a non-dimensional parameter indicating cavitation intensity and it is independent of
Reynolds number (Bergwerk, 1959).
CN =
pinj   pback
pback   pv (1.2)
where, pinj is injection pressure, pback is the back pressure, pv is the vapour pressure.
Studies in single-hole injectors have shown that cavitation influences the emerging spray. A
significant increase in spray angle with an increase in cavitation number has been observed
(Nurick, 1976; Soteriou et al., 1995; Desantes et al., 2009). An enhancement in atomization
which assists in air-fuel mixing has also been observed with an increase in cavitation number
(Soteriou et al., 1995). However, experimental studies (Bergwerk, 1959; Nurick, 1976; Soteriou
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et al., 1995) suggest that in single-hole injectors when cavitation reaches the hole exit it suddenly
disappears, and emerging spray takes a form of the smooth glass-like jet (see Figure 2.1). This
phenomenon occurs because air or gas from the downstream chamber having the local pressure
higher than the cavitation vapour enters the injector from the outlet and occupies the volume
previously filled by cavitation which results in complete detachment of liquid from the wall
forming a smooth glass-like jet. This phenomenon is called ’hydraulic flip’.
Experimental studies on multi-hole injectors have shown the appearance of cavitation at the up-
per edge of the entrance of the injector hole (Soteriou et al., 1995; Arcoumanis et al., 1999, 2001;
Afzal et al., 1999; Arcoumanis et al., 2001; Roth et al., 2002; Roth, 2004). Likewise, single-hole
injectors, LDV measurements have of mean velocity in multi-hole injectors also confirm recircu-
lation region at the upper edge of the entrance of the injector holes (Arcoumanis et al., 1998;
Roth et al., 2002; Roth, 2004). However, In many cases at lower needle lift due to constricted
fluid path, the cavitation has been observed appearing at the bottom edge of the injector hole
entrance (Mitroglou et al., 2011; Hayashi et al., 2012).
a b
Figure 1.5: High speed digital images showing vortex cavitation inside the enlarged fuel injector. (a)
Hole-to-hole connecting cavitation (b) Needle string. Source: Arcoumanis et al. (2001)
In multi-hole injectors vortex type cavitation or cavitating strings have been observed (Arcou-
manis et al., 1999, 2001; Roth et al., 2002; Roth, 2004; Mitroglou et al., 2011; Hayashi et al.,
2012; Nouri et al., 2012). Experimentalists have mostly seen two types of string cavitation: ‘hole-
to-hole’ cavitation and ’needle strings’ (see Figure 1.5). The formation o ‘hole-to-hole’ vortex is
attributed due to vortex flow in the space between the needle, needle seat and two adjacent holes.
‘Needle strings’ are believed due to intense vortex flow around the injector hole axis, leading to
the low-pressure region in the vortex core to initiate cavitation (Roth et al., 2002; Roth, 2004).
Investigations on the influence of cavitation on spray have shown an increment in spray angle
with an increase in cavitation number in multi-hole injectors. It has been observed that the jet
diverges and atomises instantly when cavitation appears upstream of the injector hole (Soteriou
et al., 1995; Roth, 2004; Mitroglou et al., 2011). Additional instabilities in spray angle due to the
presence of ‘string cavitation’ have also been reported (Mitroglou et al., 2011). Partial hydraulic
flip has been observed in the VCO type injectors (Soteriou et al., 1995). In partial hydraulic
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flip, air at the downstream chamber having higher pressure than fuel vapour pressure enters the
injector hole from the exit and occupies the upper part of the injector hole previously occupied
by the cavitation. Hence, the emerging spray forms the glass-like body at the side and remains
fuzzy at the bottom side. More details of such can be found in chapter 2 ‘literature review.’
Cavitation bubble collapse also causes surface erosion in hydraulic equipment. The implosion of
cavitation bubble over a suﬃcient time can cause severe damage to the hydrodynamic surface.
The surface erosion is believed to be due to frequent strain resulting from intense pressure waves
created by microjet and local shockwave during supersonic bubble collapse (Brennen, 1995).
Many researchers have observed damage on the injector surface due to the cavitation bubble
collapse. Asi (2006) observed cavitation damage in the vicinity of needle seat of the injector.
Gavaises et al. (2007) also noticed cavitation erosion sites in VCO and mini sac type diesel
injectors. In VCO type nozzle two locations of surface erosion were observed. The first one was
at the top part of the hole close to the entrance. They recognised other cavitation damage sites
sidewise (0 degrees or 3o’ clock and 180 degrees or 9o’ clock position) of the injector hole entry.
In the mini-sac type diesel injector, the cavitation sites were observed on the needle as well as
inside the sac.
As we know, biodiesel has emerged as one of the alternative fuel for the future; its behaviour has
been extensively compared with conventional diesel. Comparative studies in single hole injectors
(Park et al., 2007; Suh et al., 2008) and multi-hole injectors (Nouri et al., 2012) have suggested
that inception of cavitation occurs at higher cavitation number in biodiesel than fossil diesel
which is due to the higher viscosity of biodiesel. Experimental studies indicate that biodiesel
has a slightly higher spray length and smaller spray cone angle which is due to biodiesel’s higher
viscosity and higher density (He et al., 2008; Wang et al., 2010). Additionally, experimental
studies (Park et al., 2007, 2009) have reported larger droplet sizes of biodiesel than fossil diesel
which is due to higher viscosity and surface tension in biodiesel.
1.7 Role of CFD on cavitation Modelling
Computational Fluid Dynamics or CFD is an interdisciplinary topic. It provides a qualitative
and quantitative prediction of flow field using fluid mechanics, numerical analysis, and computer
science. It uses numerical methods to solve fundamental non-linear diﬀerential equations which
describe the fluid flow i.e. Navier-Stokes and associated equations for predefined geometries
and boundary conditions. However, CFD has complexities; it is diﬃcult to obtain analytical
solutions of these equations and therefore, require significant computing resources. Hence, the
development of computational fluid dynamics is closely related to the advancement of the high-
speed computers.
The aerospace industry was the first to use CFD techniques into the design, R & D and manu-
facture of aircraft and jet engines. The science is being recently applied to the design of internal
combustion engines, the combustion chamber of gas turbines, furnace. It is also being used in
automotive aerodynamics, heating, ventilation and air conditioning, building design and even
swimsuit design.
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The main advantages of CFD are:
1. Component design in short turnover time. The CFD simulation can help an engineer assess
the performance of the component before its manufacturing; this helps in the reduction in
time spent in design and numbers of prototypes.
2. Ability to analyse flow physics in some parts of the system which are inaccessible using
experimental methods.
3. CFD allows engineers to explore operational parameters under hazardous conditions pre-
viously considered “impossible” using normal testing procedure i.e. safety studies and
accidental scenarios.
Navier-stokes and associated equations can be used to describe the internal flows of IC engine
fuel injectors, and therefore numerous attempts have been made in CFD model development for
this purpose. The most popular approaches for simulating multi-phase flows are:
(i) The VOF (Volume of Fluid) model: The VOF model (Noh and Woodward, 1976; Hirt and
Nichols, 1981) is a numerical technique for tracking interface between two immiscible fluids
in a fixed mesh. In VOF method, a single continuity and momentum equation is shared by
the fluids, and volume fraction of each of the fluids in each computational cell is tracked
everywhere in the domain by using an additional transport equation of volume fraction.
The sum of volume fractions of all fluids must be equal to unity in each computational cell,
which automatically satisfies the continuity. The VOF model can be used for cavitating
flows and for which it determines the cavitation volume using large scale interface; however,
phases are separated by an interface and not interpenetrating6 or polydispersed as perceived
in bubbly flows (see Figure 1.6).
(ii) Homogeneous equilibrium model (HEM): This model assumes velocity, pressure and tem-
perature are equal between phases. The phases move in proximity to each other. There-
fore, mass, momentum and energy transfer between them occur rapidly, so equilibrium is
instantly achieved. In the model, the fluid resembles a homogeneous mixture of n-phases.
The model equation resembles for a pseudo-fluid with mixture properties and an equation
of state which links the phases to obtain these mixture thermodynamic properties. The
sum of volume fractions ↵l (liquid) and ↵v in the control volume can be equal to any
value between 0 and 1, depending on the volume occupied by liquid or gas phase (Brennen,
1995; Corradini, 1997; Lagumbay et al., 2007). The model also solves transport equation of
volume fraction of phases to track them. The model is suitable for cavitating flows because
it allows phases to be interpenetrating.
(iii) The mixture model: The mixture model (Manninen et al., 1996) is similar to homogeneous
equilibrium model; only It also allows slip between phases.
6Interpenetrating: The individual phase properties are no longer identifiable, and liquid gas phases coexist
everywhere in the domain (Read and Piccioli, 2015).
18
Figure 1.6: The distribution of two phases in the computational domain. A) Standard VOF application,
b) Homogeneous distribution of the gaseous phase. Source: (Schnerr and Sauer, 2001)
(iv) Eulerian multi-fluid model: The Eulerian multi-fluid model assumes that fluid consists
of n diﬀerent phases, treated as interpenetrating continue. The model solves mass, mo-
mentum and energy conservation equations for each component however pressure is equal
in all phases. The phases interact each other using mass, momentum and energy exchange
source terms contained in conservation equations which also allows slip velocity between
phases. However, these additional source terms require further modelling which adds more
empiricism into calculations (see Drew and Passman, 2006).
(v) Eulerian-Lagrangian model: The Eulerian-Lagrangian model treats one phase as continu-
ous in the Eulerian frame and another phase as discrete in the Lagrangian frame. The
Navier-Stokes equations provide a solution of continuous phase taking into account the
eﬀect of dispersed phase volume fraction and contains mass, momentum and energy ex-
change source terms which provide coupling between phases. The model tracks discrete
particles or bubbles/droplets throughout the flow field using based on force balance (New-
ton’s second law) on each entity (Giannadakis et al., 2004). The model requires additional
equations for discrete phase.
In parallel with multi-phase modelling approaches, numbers of cavitation models have been
developed and evaluated. Most cavitation models work within the framework of above-mentioned
approaches. The popular cavitation modelling approaches are briefly reviewed below:
(i) Barotropic Model: In barotropic models, the change in the fluid density is only dependent
on local pressure variation which implies in the case of two-phase bubbly flow for an in-
stantaneous change in pressure the bubble will undergo an instant change in volume. The
phase transfer from liquid to vapour is instant when the local fluid pressure goes lower than
the vapour pressure threshold and vice-versa (Schmidt et al., 1999; Kärrholm et al., 2007).
(ii) Transport equation based models: In such models, the vapour fraction is governed by a
conservation equation; the vapour production (cavitation) and destruction (condensation)
depend on the rate term which lies on the right-hand side of the equation. In many models
(Alajbegovic et al., 1999; Alajbegovic, 1999; Schnerr and Sauer, 2001; Yuan et al., 2001;
Singhal et al., 2002; Alajbegovic et al., 2002; Zwart et al., 2004; Martynov, 2005), the rate
term is based on ‘Linear-Rayleigh’ which is first order solution of the ‘Rayleigh-Plesset’
equation and in many models (Merkle et al., 1998; Kunz et al., 1999, 2000) rate term is
simply based on empirical assumptions.
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(iii) Eulerian-Lagrangian models: In such models, the liquid is treated as a continuous phase in
the Eulerian frame, and the vapour is treated as a disperse phase in the Lagrangian frame.
The coupling between both phases is obtained using a source term in the momentum
conservation equation of the liquid phase (Giannadakis et al., 2004, 2008).
The popular multi-phase and cavitation modelling approaches are briefly discussed. Nonetheless,
it can always be argued that listed models, as well as their description, is incomplete. More
elaborate descriptions are available in the chapter ‘literature review’. Through the literature
review, we would also try to identify suitable CFD models for the purpose of simulating internal
flow in fuel injectors of IC engine which is the goal of this study. The literature review would
also help in identifying suitable test cases which can be used to assess CFD simulations.
1.8 Aims and objectives of this study
Cavitation is one of the critical phenomena occurring in fuel injectors of IC engines. It directly
influences the emerging spray, and hence it aﬀects air-fuel mixing and subsequently combustion
and fuel emissions. On the other hand, Biodiesel has emerged as one of those alternative fuels
which can help in mitigating the climate change, alleviate the pressure on fossil fuel reserves and
can support to meet future energy demands. Therefore, the present study would be focussed
on the analysis of the internal flow of diesel and biodiesel fuel in IC engine fuels injectors using
CFD. Therefore, this study aims for:
1. Single-phase simulations: Identify appropriate test case for simulation using the literature
review. Identify appropriate grid by grid independence study. Identify suitable turbulence
model for the multi-hole injector. Validate simulations by comparing simulations results
with experimental results.
2. Cavitation model assessment: Identify appropriate test case from the literature review.
Quantitative and qualitative evaluation of cavitation models. Evaluate cavitation and
turbulence models by quantitative and qualitative comparison of prediction results with
the experimental data. Identify best-behaved cavitation and turbulence models for the
application.
3. Cavitation simulation in multi-hole injectors: Use the identified turbulence model from
single-phase simulations and the identified cavitation model from cavitation model assess-
ment to simulate cavitating in the multi-hole injector. Validate simulations by comparing
the simulations results with the existing experimental results. After obtaining quantitative
and qualitative agreements with the experimental results, use the same approach to model
biodiesel fuel properties i.e. higher viscosity and density.
1.9 Thesis outline
Chapter 1: In chapter 1 the motivation for research, brief description of biodiesel, its advantages
and disadvantages, IC engines and fuel injectors are given.
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Chapter 2: In chapter 2, ‘literature review’ relevant experimental and theoretical studies are re-
viewed. The review of experimental studies has assisted in identifying suitable data sets for CFD
model validation. The theoretical studies are also reviewed to identify suitable CFD modelling
approaches to model flows in automotive injectors.
Chapter 3: In this chapter, theoretical models are described which are used for modelling internal
flow in fuel injectors in the study.
Chapter 4: In this chapter, ‘Single-phase simulations in an enlarged multi-hole injector’ simu-
lation results at non-cavitating operating conditions in an enlarged mini-sac type multihole(6)
injector are presented. Results include assessment of boundary conditions errors, numerical er-
rors and physical modelling errors which include assessment of some two-equation turbulence
models and near wall modelling approaches.
Chapter 5: In this chapter ‘Cavitation simulation in a single-hole injector’, results of cavita-
tion simulations in a single-hole injector are presented. Turbulence and cavitation modelling
approaches in single-hole injectors are evaluated and presented. Cavitation models are quantit-
atively evaluated.
Chapter 6: In this chapter, ‘Cavitation simulations in an enlarged multi-hole Injector’ the results
of cavitation simulations in an ‘multi-hole’ injector are presented. The identified most suitable
approaches for turbulence modelling, and cavitation modelling from chapters four and five are
used. Results of the simulations with biodiesel fuel properties are also presented.
Chapter 7: Conclusions of the present study and recommendation for future works are presented.
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Chapter 2
Literature Review
2.1 Introduction
In this chapter, to gain the thorough understanding of the internal flow of fuel injectors, several
experimental and theoretical studies are analysed. At the end of the chapter, a summary of the
review is provided in which the areas that need to be further investigated are identified.
2.2 Experimental fluid dynamics
2.2.1 Single-hole injectors
Bergwerk (1959) performed experimental investigations on transparent injector holes of 0.2 to
2.5 mm diameter using refractive index matching technique. During the experimental studies,
the fluid was sprayed directly into the atmosphere. Many important observations were made
including the formation of cavitation at the sharp entrance of the injector hole and occasion
occurrence of ‘hydraulic flip’1 (Figure 2.1 (b)). However, it was noticed that hydraulic flip could
only be formed in axisymmetrical injector holes. The influence of cavitation on the discharge
coeﬃcient was also investigated, it was observed that discharge coeﬃcient decreased with an
increase of cavitation number and is more sensitive to change in cavitation number than Reynolds
number in turbulent flow regime.
Influence of cavitation, Reynolds number and cavitation number on discharge coeﬃcient2 has
also been investigated by Spikes and Pennington (1959). The experiments were performed using
1In single hole injectors when cavitation annularly occupies the entire nozzle length and reaches the nozzle
outlet, air or gas from downstream with having higher local pressure than the cavitation vapour enters the nozzle
from its outlet and replaces the volume occupied by the cavitation. This leads to complete detachment of liquid
from the wall forming a smooth glass-like jet. This phenomenon is called ’hydraulic flip’ (Soteriou et al., 1995).
2Discharge coeﬃcient is used to measure losses in nozzles. It is ratio of actual discharge to theoretical discharge
or ratio of mass flow rate at exit to that of an ideal nozzle.
Cd =
m˙actual
m˙Bernoulli
=
m˙
A
p
2⇢ p
(2.1)
where m˙ is mass flow rate of fluid through constriction (unit mass of fluid per unit time), A is cross sectional
area, ⇢ is density of fluid,  p is pressure drop across constriction.
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(a) (b)
Figure 2.1: Occurence of the hydraulic flip. (a) Spray like jet at inlet pressure 15 lb/in2 emerging
from the orifice when the nozzle is cavitating. (b) Emergence of a glass-like jet as cavitation reaches the
nozzle exit and air downstream with pressure higher than the fuel vapour pressure occupies the volume
previously occupied by cavitation at higher CN (at inlet pressure above 15 lb/in2).
submerged orifices (square-edged and chamfered). While performing experiments on square-
edged orifice, it was observed that change in cavitation number resulted in an increase in discharge
coeﬃcient; however, Reynolds number eﬀects were marginal. Tests on chamfered orifice were
performed to determine the optimum angle and depth of chamfer to maintain a constant discharge
coeﬃcient over the greatest possible range of operating conditions. Experiment results suggested
the optimum nozzle which has a chamfer angle of 50  and diameter at the entrance of 1/
p
0.61
times the orifice diameter. Nonetheless, Reynold number eﬀects were evident. An increase in
the discharge coeﬃcient was observed with an increase in Reynolds number up to Re = 40, 000
after which discharge coeﬃcient did not significantly increase.
Experimental studies on square-edged orifices were performed by Nurick (1976). The fluid was
injected into a gas chamber with a fixed outlet pressure. The occurrence of cavitation was
observed at the entrance of the orifice. At the cavitating conditions, the jet had a ’ruﬄed’
appearance (similar to Fig 2.1 (a)). With increasing the cavitation number, the cavitation region
lengthened to almost four orifice diameter before it reached the exit leading to the emergence of
‘hydraulic flip’ and disappearance of cavitation.
Arcoumanis et al. (1992) performed Laser Doppler Velocimetry (LDV) at diﬀerent positions of
single hole enlarged diesel nozzle at Re = 18800 to obtain mean and fluctuating velocity profile.
The LDV measurements for mean velocity indicated strong recirculation region at the entrance
of the injector nozzle. Greater values of RMS velocity were also measured at the recirculation
region.
Chaves et al. (1995) studied internal flow of real size (0.2 mm in diameter and 1 mm in length)
single hole diesel nozzle with considerably high injection pressure (100 MPa ⇡ 1000 bar) on
steady-state test rig. Modified laser-two-focus-velocimeter was used for discharge measurement
and measurement of flow velocity in the nozzle hole. The occurrence of cavitation was observed
at the entrance of the nozzle. The cavitation was seen reaching the nozzle exit with an increase
of injection pressure. At this condition, the discharge coeﬃcient and the spray angle were steady
and were not aﬀected by a further increase in injection pressure.
Experimental investigations of cavitation in single hole square-edged orifices have also been
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performed by Soteriou et al. (1995). In first series of experiments, the injector was submerged
in the oil reservoir. The onset of cavitation occurred at the entrance of the injector. With an
increase in the cavitation number, the cavitation was observed spreading throughout the length
of the injector hole, after which cavitation occupied the entire cross-sectional area and the orifice
was choked. At this condition, any further decrease in the downstream pressure does not cause a
change in the mass flow rate, provided the upstream pressure is fixed. Choking occurs in bubbly
flows because in bubbly flows even a small proportion of gas/vapour reduce sonic speed in liquid-
vapour mixture substantially, in many cases even lower than mixture constituents (liquid and
gas) and therefore, the bubbly flow becomes locally supersonic. Hence, at the position where
the cavitation structure ends due to higher local pressure, the fluid reattains the sonic speed of
liquid, and the mean flow becomes subsonic, producing a shock. Due to this shock, no signal
is propagated upstream from the downstream, causing the orifice to choke. In the same set of
experiments, the influence of cavitation on the coeﬃcient of discharge was also investigated which
also suggested that at a low value of cavitation number, the coeﬃcient of discharge remained
constant. The coeﬃcient of discharge decreased with an increase of the cavitation number unless
a choked flow condition occurs at which coeﬃcient of discharge becomes constant.
In the second series of experiments (Soteriou et al., 1995), the fluid was injected into a gas
container. During the investigation, a ruﬄing jet was first observed at the cavitation onset. The
cavitation region and spray cone angle increased with an increase of cavitation number until
the cavitation reached the hole exit. A further increase of cavitation number the cavitation
disappeared and the flow emerged as a smooth column of liquid of a smaller diameter than the
injector nozzle or, in other terms, ‘hydraulic flip’ occurred as previously observed by Bergwerk
(1959) and Nurick (1976). The ‘hydraulic flip’ in single-hole injector was referred by Soteriou
et al. (1995) as ‘Total hydraulic flip’ or ‘THF’ because the liquid column was almost symmetric
about the orifice axis. At ‘THF’ a further increase in the cavitation number did not produce any
change in the appearance of the jet. Likewise, in the case of submerged orifice the coeﬃcient
of discharge decreased with an increase in cavitation number, however, after achieving a certain
value (0.56) where the THF occurred, the coeﬃcient of discharge did not decrease with the
increase of the cavitation number.
Winklhofer et al. (2001) used a 2D model nozzle (Figure 2.2) to perform the investigative study
of cavitation occurring in the injector and its influence on the mass flow rate. In the experiment
the exit of the nozzle was connected to the fluid circuit. The outlet pressure was varied in order
to obtain desired cavitation numbers. The start of cavitation was observed at 60 bar pressure
drop (Figure 2.3 (a)). The incipient cavitation regimes were seen just at the downstream of
flow separation of the nozzle entrance. With an increase of the pressure, full cavitation regime
was obtained (Figure 2.3 (b)) after which choked flow was observed (Figure 2.3 (c)). Their
velocity measurement showed that presence of the cavitation in the throttle entrance allows
considerably high flow velocities at the liquid – gas interface. Nonetheless, the throttle geometry
had imperfections (Figure 2.2) leading to more cavitation than the ideal condition.
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Figure 2.2: Throttle geometry ”U” in 300 µm thick sheet steel. 301 µm inlet width, 284 µm outlet
width, 20 µm inlet radius, 1 mm throttle hole length. Source: Winklhofer et al. (2001)
(a) Inception cavitation,  p ⇡ 60bar
(b) Full cavitation,  p ⇡ 70bar
(c) Choked flow.  p ⇡ 77bar
Figure 2.3: Cavitation distribution in 2D nozzle, nozzle inlet diameter 0.301 mm, nozzle outlet diameter
0.284 mm. The blue colour represent pure vapour state, the red colour represent the pure liquid state.
Source: Winklhofer et al. (2001)
Desantes et al. (2009) performed experiments on single-hole real size axisymmetrical injector in
order to investigate the influence of cavitation on the emerging spray. Two series of experiments
were performed. In the first series the fuel was sprayed into a pressurised chamber filled with
diesel fuel. In the second series the fuel was sprayed into a nitrogen-pressurized chamber. The
near nozzle spray was visualised using high-speed imaging and backlight illumination. The
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experimental results revealed an increment in the spray cone angle with an increase in cavitation
for both cases.
Bauer et al. (2012) used the X-ray computer tomography to measure vapour volume fraction in
an enlarged single-hole nozzle. The nozzle design and flow rate enabled quasi-steady flow. The
computer tomography image were taken at close to the entrance of the nozzle, it showed that
cavitation is concentrated at the annulus suggesting the production of cavitation vapour at the
sharp entrance of the injector hole. The computer tomography images showed that concentration
of vapour at the annulus increased as flow travelled downstream to almost one-third of the length
of an injector. The results also showed additional cavitation at the centre of the liquid core near
the nozzle exit (Figure 2.4) for which it was suggested that possible isolated nucleation events at
the core of the liquid at almost half of the nozzle length. The possible isolated nucleation events
were thought to be due to the possible swirl motion causing the local pressure at the liquid core
to decrease below its vapour pressure.
Figure 2.4: Cross section through the x–z-plane for CN = 1.5 showing an additional cavitation zone in
the centre of the liquid core, source: Bauer et al. (2012)
The X-ray radiography measurement performed on single hole nozzle by Duke et al. (2013a)
which enabled them to obtain qualitative and quantitative data of cavitation. Qualitative res-
ults indicate that (Figure 2.5 (a) and (c)) vapour is generated at the sharp entrance of the nozzle
orifice, as flow travels downstream vapour travels along the wall, shortly thereafter vapour sep-
arates from the walls and mixes with the fluid at the centre line as it travels further downstream.
However, this is in contrast with same research group’s next experiment (Duke et al., 2014) in
which it was observed that cavitation remained close to the wall as fluid travelled downstream.
Except, the length of the nozzle of the orifice in the following experiment was 3.05 mm compare
to 2.5 mm for the present case. It was inferred that vapour along the centre line is due to the de-
tachment of vapour from the wall and its transport to the liquid core due to the radially inward
negative pressure gradients. Non-uniform distribution of vapour was attributed to machining
defects (Figure 2.5 (a) and (c)). The quantitative results showed the highest concentration of
vapour near the injector entrance to one-third of its length indicating that most phase change
occurred due to the lower local pressure at the entrance of the nozzle orifice.
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(a)
(b)
(c)
Figure 2.5: (a) Time-integrated X-ray images of nozzle inlet, taken with an unfocused X-ray monochro-
matic X-ray beam at CN = 11.2, (b) Raster-scan grid, (c) Interpolated contour plots of time-averaged
vapour projection for CN = 11.2. Source: Duke et al. (2013a)
2.2.2 Multi-hole injectors
Soteriou et al. (1995) also performed experimental investigation on enlarged and real size sac
type and VCO (valve covered orifice) type multi-hole injectors. In sac type nozzles, the flow
characteristics were similar in real size and enlarged injectors. At cavitation onset, the cavitation
bubbles appeared on the upper edge of the injector hole entrance. With an increase of cavitation
number the cavitation foam was seen spreading down and across filling the hole. At the cavitation
onset, the jet from each hole diverged and atomised immediately after the exit. An increase in
spray angle was observed with an increase of the cavitation number. With further increase in
the cavitation number, the cavitation was extended across and down to the of the hole, the flow
comprised of an opaque white foam. At this point, the hole was choked and the further increase
of cavitation number did not alter the spray angle. Results in VCO type injectors showed similar
flow and spray characteristics in real size and enlarged VCO type injectors. However, in the real
size nozzles at needle lift around 0.05 mm, the partial hydraulic flip was observed. Unlike total
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hydraulic flip (THF) in a single-hole injector, in partial hydraulic flip the cavitation occupies
only the upper part of the injector hole due to the injector geometry so when the cavitation
reaches the injector hole exit, the gas downstream of the chamber is drawn up to the side of the
orifice into a region of recirculation due to the local pressure being lower than the downstream
pressure. This leads to the disappearance of cavitation at the upper portion of the injector hole
and the formation of asymmetric spray.
Arcoumanis et al. (1998) used Laser Doppler Velocimetry (LDV) and high-speed imaging in a
mini-sac type enlarged (20 times) vertical multi-hole diesel injector nozzle at the nominal lift
and lower lift. LDV results revealed the presence of recirculation region at the upper edge of
the entrance of injector holes. Higher values of RMS velocity were measured at the lower needle
lift than at higher needle lift. High-speed video results showed higher cavitation number for the
onset of cavitation at the lower needle lift.
Afzal et al. (1999) performed the experimental investigations on enlarged mini-sac and VCO
type injectors. High-speed imaging was used to visualise cavitation. A similar formation of
geometrical cavitation was observed in both type of injectors, however, the cavitation structures
in the VCO injector type injector were slightly diﬀerent. In the VCO type injector at the nominal
lift larger area was occupied by the vapour film and the cavitation structure never reached the
steady state. While in the case of mini-sac type injector at the nominal needle lift, the area
occupied by vapour was slightly smaller but achieved a stable film structure. The string type
cavitation was also observed for both cases. The diﬀerence was attributed to enhanced flow
turbulence in the VCO injector.
Arcoumanis et al. (2001) used high-speed video and still imaging method to investigate cavitation
in real size and enlarged transparent mini-sac type multi-hole injectors. Using the still imaging
diﬀerent cavitation regimes of geometrically induced cavitation in the injector hole of enlarged
multi-hole injector were identified. At the onset, a bubbly structure was observed (Figure 2.6
(a)). With the increase in the cavitation number, a pre-film stage occurred which consisted
of dense bubble cloud (Figure 2.6 (b)). After a further increase of the cavitation number, a
film stage occurred (Figure 2.6 (c)). In the enlarged injector string type, cavitation structures
were also observed to form inside the sac volume which appeared to develop transiently and
recurrently between the adjacent injector holes. Images were also taken from the bottom of
the injector which showed string type cavitation structures (Figure 2.7 (a) and (b)). Two type
of string cavitation structures were observed. The first type was seen in the volume between
the needle, needle seat and two adjacent injector holes. This was later called as ’hole-to-hole’
connecting vortex (see Figure 2.7 (a)). The second type was seen emerging from the needle wall
facing the injector hole and then facing the injector hole. This type of string cavitation was later
called ‘needle string’ or ‘string cavitation’ by Roth et al. (2002); Roth (2004) (see Figure Figure
2.7 (b)). As aforementioned experimental studies were also performed in the real size mini-sac
type injector. In the real size injector, it was realised that higher cavitation number is required
to initiate cavitation. Once cavitation forms, the sequence of cavitation regime were similar to
the enlarged model. It was also observed that the cavitation does not scale with the hole size,
therefore, a relatively larger vapour volume was observed.
Roth et al. (2002); Roth (2004) used high-speed video and still imaging process to visualise cavit-
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Figure 2.6: Cavitation regimes identified in large-scale sac-type hole nozzle. Source: Arcoumanis et al.
(2001)
ation in mini-sac and VCO type multi-hole fuel injectors. Laser Doppler Velocimetry technique
was also used to measure the mean axial velocity and RMS velocity at diﬀerent axial locations in
the injector hole. Results from still imaging of the enlarged mini-sac type injector hole showed the
formation of diﬀerent cavitation regimes at diﬀerent cavitation numbers as previously observed
by Arcoumanis et al. (2001). In addition to the geometric cavitation, string type cavitation
structures were observed to form in the injector hole and well inside the sac volume. Two type
of string type cavitation structures were observed: ‘Hole-to-hole’ connecting cavitation strings
as previously observed by Arcoumanis et al. (2001) were seen at higher needle lift positions in
both the min-sac and the VCO type nozzles and ‘needle strings’ which were observed originating
from needle wall facing the injector hole and entering the injector hole. Needle strings were more
frequently observed inside the VCO type injector than mini-sac type injector at low needle lift
but were less frequently observed at higher needle lifts. Formation of ‘hole-to-hole’ connecting
cavitation strings was attributed to vortex flow in the sac volume between the needle, needle
seat and two adjacent holes. Formation of ‘needle strings’ was attributed to strong vortex flow
around the hole axis, leading to low pressure region in the vortex core to initiate cavitation.
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a b
Figure 2.7: a) High-speed digital image showing ‘hole-to-hole’ connecting string cavitation. b) High-
speed digital image showing ‘needle string’ or ‘needle cavitation’. Source: Arcoumanis et al. (2001)
Two series of LDV experiments were performed (Roth et al., 2002; Roth, 2004). In the first
series, the Reynolds number were kept constant while the cavitation number were varied. In the
second series, both the Reynolds number and the cavitation number were varied. LDV results
at non-cavitation conditions showed a recirculation region at the upper part of the entrance of
the injector hole at both lower and nominal needle lifts in the mini-sac type injector. Higher
values of RMS velocity were measured at the lower needle lift. LDV measurement could not be
taken at the cavitation region because the cavitation vapour could distort the laser beam, hence,
LDV measurements were taken only at the locations where cavitation was not occurring. LDV
measurement at cavitating conditions showed an increase in the RMS velocity at the lower part of
the injector hole with an increase in cavitation number. However, diﬀerences have been noticed
by the author in LDV results of the mean axial velocity and RMS velocity between the first and
second series of experiments at non-cavitating conditions (Roth, 2004, pg.175-178) which were
not noticed by experimentalists (Roth et al., 2002; Roth, 2004).
Takenaka et al. (2005) used neutron radiography to investigate cavitation phenomenon in the
metallic real size multi-hole diesel fuel injector. Results showed the presence of gas/vapour
bubbles in the sac and the nozzle hole as well as in the recess between needle and nozzle wall
(see Figure 2.8).
Gavaises et al. (2009) used high-speed digital imaging to visualise cavitation in an enlarged VCO
injector at the fixed needle lift and flow rate conditions. To suppress the geometric cavitation,
the injector holes were tapered and their sharp edges at the entrance were filleted. Observation
showed that the filleted tapered holes suppressed the formation of geometric cavitation. Non-
etheless, the string type cavitation was still observed at low lift. The string type cavitation
was observed inside the injector holes and was observed linking successive injector holes. It was
stated that cavitation strings in this particular geometry (VCO injector) appear in areas where
large-scale vortices develop and arise either from preexisting geometric cavitation sites or could
be from the trapped air at the downstream of the hole exit.
Mitroglou et al. (2011) examined the eﬀects of the string cavitation on the near nozzle spray
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Figure 2.8: Gas/Vapour bubble captured using neutron radiography technique in the nozzle. Source:
Takenaka et al. (2005)
angle. The investigated nozzle geometry was VCO (valve cover orifice). The scaling factor
for the enlarged nozzles was 10. High-speed imaging technique was utilised to investigate flow
characteristics in the large scale injector. During high-speed imaging of the enlarged VCO model
at a low cavitation number CN = 3 and the Reynolds number around 12000 at low needle
lift (0.02mm), occasional string type cavitation structures were observed which influenced the
emerging spray. When no string was present, the observed spray angle was 18  - 20  while
when the string was present, the observed spray angle was 50 . At a higher cavitation number
CN = 6.3 and the Reynolds number 18000 the geometric cavitation regime became larger and
occupied more of the cross-sectional area and extended inside the hole. However, spray angle was
not much aﬀected due to the intense interaction between geometric and string cavitation. Still,
it was observed when the string cavitation lies on the part which is not occupied by geometric
cavitation (bottom part of the injector hole), the increase in spray angle was pronounced. At the
full needle lift (0.25 mm), an intense geometric induced cavitation was observed reaching the exit
of the injector hole. So at this conditions, the string cavitation was aﬀecting the lower boundary
of the spray. But, the spray angle at the lower boundary was observed to be reduced by 50%
than the lower lift case. For which it was mentioned that at the higher needle lift the upper part
of the injector hole is strongly occupied by the geometric cavitation structure so influences of
string cavitation were less pronounced. It was also stated that in the VCO type nozzles where
even though the sac volume is absent, the clearance between the needle wall and the injector
entrance promote the swirling motion at injector hole entry. This swirling motion gives rise to
‘string cavitation’ which interacts with the geometric cavitation.
Hayashi et al. (2012) used high-speed imaging and micro-PIV (particle image velocimetry) to
visualise cavitation in a real size diesel multi-hole injector. Hayashi et al. also attempted to
investigate a relation between cavitation in the injector and the subsequent spray. A transient
analysis was performed. As the needle was lifted the cavitation initially appeared at the lower
edge of the injector hole entrance. As gradually the needle was lifted cavitation appeared from
the upper edge of the injector hole. The increment in spray angle with the needle lift was
observed. Visualisation also showed a presence of the string cavitation in the sac volume which
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was also seen entering the injector hole and subsequently increasing the spray angle. Velocity
vectors obtained from PIV showed vortices in the sac volume of the injector.
Mirshahi et al. (2013) performed experimental studies on 15x enlarged multi-hole (6) GDi in-
jector. Tests were performed on a open loop test rig where the nozzle was spraying liquid (water)
into the atmosphere. The occurrence of cavitation in the injector hole was recorded using CCD
camera. The main observations were: a) Cavitation inception at a higher cavitation number at
the lower needle lift. b) The decrease of spray cone angle and almost becoming constant with
an increase of the cavitation number. c) An increase in spray cone angle with an increase in the
needle lift. d) String cavitation aﬀected the spray cone angle. Spray cone angle increased when
needle string was present in the injector hole. When the cavitation string was observed tilted
downward the spray cone axis also tilted downward. When the cavitation string was observed
tilted upward the spray cone axis was also tilted upwards.Mirshahi et al. (2013) also observed
two ‘counter-rotating’ string cavitation structures in the injector nozzle which were seen inter-
mingling with each other as the flow traversed downstream. However, Mirshahi et al. (2013)
could not locate the origin of such ‘counter-rotating’ string cavitation because the open loop test
rig did not allow them to place the camera at the bottom of it.
2.2.3 Cavitation damage
Figure 2.9: Identified cavitation damage sites (marked by square white rectangles in (a) and by black
rectangles in (b)) by scanning electron microscopy. Source: Asi (2006)
33
Surface erosion of hydraulic equipment is attributed to cavitation bubble collapse. One of the
dominant features of the cavitating bubble collapse is a re-entrant microjet, due to asymmetry
i.e. presence of a nearby solid boundary. Such asymmetry causes one side of the bubble to
accelerate more inward than opposite side and this results in the development of high-speed re-
entrant jets, which penetrate the bubble. Additionally, highly accelerated bubble collapse causes
localised shock wave. When the cavitation collapse occurs close to the solid surface, these intense
disturbances cause highly localised and transient surface stresses, repetition of this causes local
surface fatigue and subsequent detachment and flaking of material surfaces (Brennen, 1995).
Asi (2006) conducted failure investigation on the mini sac type diesel fuel injector used in a
truck. Scanning electron microscope examination of the failed nozzle surface revealed roughness,
microscopic craters, localised plastic deformation and pits in the surface damaged region in the
vicinity of needle seat (see Figure 2.9). The damaged surface showed characteristic of cavitation
damage. It was shown that cracks originated from the cavitation damage propagated subsurface
as fatigue crack.
Gavaises et al. (2007) also examined cavitation erosion sites in diesel injectors. VCO and mini-
sac type diesel multi-hole injectors were examined. In a VCO type nozzle with a nominal hole
diameter of 0.2 mm, two sites of surface erosion were identified. The first one was found at the
top part of the hole close to the entry. The second and third erosion sites were observed at the
3o’ clock and 9o’ clock positions (sidewise entrance) of the nozzle. In the mini sac type diesel
injector nozzle with a nominal hole diameter of 0.3 mm, the cavitation sites were observed on
the needle and inside the sac.
2.2.4 Biodiesel cavitation
Park et al. (2007) investigated the occurrence of cavitation and its influence on the emerging
spray in an enlarged single-hole fuel injector for biodiesel and diesel fuel. The study showed that
the onset of cavitation occurs at a higher cavitation number using biodiesel fuel than diesel fuel,
which was supposedly aﬀected by the larger viscosity and density of the biodiesel fuel. Park
et al. (2007) also measured the droplet size of biodiesel and fossil diesel. Smaller droplet size
was observed when fuel was cavitating. On comparison of the droplet size of diesel and biodiesel
fuel, larger droplet size was recorded for the biodiesel fuel, which was attributed to its higher
viscosity and surface tension of the biodiesel.
Suh et al. (2008) performed experiments on cylinder cross-section orifice (enlarged single hole
nozzle) with diesel and biodiesel fuels. CCD camera was used to acquire high-resolution images
of the diesel and biodiesel. Results showed the onset of cavitation using the biodiesel fuel would
occur at higher cavitation number than the diesel fuel, possibly due to the higher viscosity and
density of biodiesel fuel.
Nouri et al. (2012) performed experiments on two 15x enlarged model of multi-hole (6) axisym-
metric GDi injector. Experiments were first performed with 100% water; later glycerine was
added at diﬀerent concentration ratio to increase the viscosity and the density of the fluid to
mimic a bio-diesel blend. High-speed imaging was performed to visualise the cavitation. Delay
of the onset of the cavitation was observed with an increase in a concentration of glycerine.
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2.2.5 Experimental studies for non-ICE application
Constricted flow geometries are common in devices such as valves, flow controllers, pipes, heat
exchangers, fuel supply of aircraft, cars and trucks. Cavitation is one of the problems in these
internal flow devices as it aﬀects their performances and also causes significant component surface
damage due to the bubble collapse. Cavitation at the gas phase can behave like a compressible
fluid and cause the flow to choke at the area of constriction. At this condition, such devices fail
to reach their designed mass flow rates.
Davis (2008) analysed cavitating flow in a converging-diverging nozzle. They performed exper-
iments using water and aviation fuels. The occurrence of cavitation in the nozzle was recorded
using high-speed imaging. The pressure at the centre-line was also measured. At the full cavit-
ating condition the nozzle was choked since flow rate at the outlet was constant even though
the downstream pressure was varied since the upstream pressure was kept constant. Hence it
was inferred that a supersonic condition was present at the nozzle throat. High-speed imaging
results of water showed that the bubble formation initiated at the nozzle throat due to a lower
local pressure. These bubbles grew rapidly and distorted into slug-like voids. However, further
downstream, due to a higher local pressure, the bubble structure collapsed over a small region.
This bubble collapse was referred as a bubbly shock and was stated that this exhibits many
characteristics of shock waves of gas dynamics. The pressure curve of water at the nozzle centre-
line showed a sharp increase in pressure just downstream of the cavitation region indicating a
shock. Nonetheless, the bubbly shock was not so pronounced for aviation fuel cases which were
attributed to multi-component compositions of such fuels.
2.3 Numerical modelling
2.3.1 Single bubble dynamics
Lord Rayleigh (1917) derived a relation for a time-varying spherical bubble radius RB in an
infinite body of liquid. The relation was derived from Navier-Stokes equation on the assumptions
that bubble is spherical and has a homogeneous distribution of gas/vapour. The model assumes
constant liquid density. The closure requires specifying the pressure at the bubble boundary
p(RB) and far-field pressure p1.
p(RB)   p1
⇢l
= RB
d2RB
dt2
+
3
2
✓
dRB
dt
◆2
(2.2)
Plesset (1949) expanded the Rayleigh model and included the eﬀect of surface tension S, viscosity
µl and vapour pressure pB of the liquid.
p(RB) = pB  
4µl
RB
dRB
dt
  2S
RB
(2.3)
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By inserting the equation (2.3) in the equation (2.2), he obtained the following relation which is
known to solve the time varying bubble radius RB(t) in the infinite body of the incompressible
liquid.
pB   p1
⇢l
= RB
d2RB
dt2
+
3
2
✓
dRB
dt
◆2
+
4⌫l
RB
dRB
dt
+
2S
⇢lRB
(2.4)
Knapp et al. (1979) further expanded the Rayleigh Model model and assumed the gas in the
spherical cavity to be ideal gas.
p(RB) = pB  
4µl
RB
dRB
dt
  2S
RB
+
NTB
R3B
(2.5)
In the equation (2.5), N has been defined as a constant for fixed mass of gas, TB has been defined
as a gas temperature. They used the model for predicting cavitation inception. They suggested
that the presence of dissolved gas would serve as an additional nucleation site and would enhance
cavitation.
Moss (1997) modified the Rayleigh-Plesset equation; he assumed liquid to be compressible and
the liquid body to be 25 times the bubble radius instead of infinite in Rayleigh-Plesset equation.
He assessed his model by comparing with experiment measurement in which he measured the
driving pressure. He found that his model performed better than Rayleigh-Plesset equation.
2.3.2 Cavitation Models
2.3.3 Rayleigh relation based cavitation models:
One of the popular approaches to model cavitation is to use Rayleigh relation. In this approach,
first order solution of Rayleigh-Plesset equation (2.4) is used which governs the rate of evaporation
(vapour production) and condensation. The surface tension and viscosity terms are neglected.
R˙B =
s
|pB   p1|
⇢l
(2.6)
In many cavitation models, the far-field pressure p1 is taken as cell pressure pcell and the bubble
pressure pB is taken as the vapour pressure pv (Singhal et al., 2002).
Hence, for cavitation pv   pcell
R˙B =
r
pv   pcell
⇢l
(2.7)
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The same relation is used for modelling condensation, pcell   pv:
R˙B =
r
pcell   pv
⇢l
(2.8)
In the cavitation model presented by Schnerr and Sauer (2001); Yuan et al. (2001), the bubble
liquid flow is treated as a homogeneous vapour-liquid mixture, the vapour is assumed to be
consists of mini spherical bubbles, and the vapour fraction is defined as:
↵v =
Vvapour
Vmixture
=
nBVl · 43⇡R3B
Vv + Vl
=
nBVl · 43⇡R3B
nBVl · 43⇡R3B + Vl
=
nB · 43⇡R3B
nB · 43⇡R3B + 1
(2.9)
where RB is the radius of the bubble, nB is defined as the bubble number density per unit volume
of pure liquid. Using equation (2.9), the following expression can be derived for bubble radii:
RB =
✓
↵v
(1  ↵v)
3
4⇡
1
nB
◆ 1
3
(2.10)
The following equation accounts for the transport of vapour fraction, ↵:
@↵v⇢v
@t
+r · (↵⇢v !U mixture) = R (2.11)
where R is net phase change rate. For the net phase change rate R, the model uses linear Rayleigh
relationship for evaporation (2.7) and condensation (2.8). The following equations are used for
phase change rate.
when pv   pcell, cavitation:
Re =
⇢v⇢l
⇢mixture
↵v(1  ↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
(2.12)
when pv  pcell, condensation:
Rc =   ⇢v⇢l
⇢mixture
↵v(1  ↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
(2.13)
In this model, the net phase rate change in the equation is taken to be proportional to ↵(1 ↵).
It has an unusual property; it approaches zero when ↵ = 0 and ↵ = 1 and reaches the maximum
reaches the maximum in between. The vapour fraction, ↵, per unit volume of the mixture is
dependent on the bubble concentration per unit volume of liquid, nB, is kept constant assuming
constant nucleation site per volume (m3) of pure liquid. The model was evaluated by Yuan
et al. (2001) for a single-hole fuel injector. The bubble concentration per unit volume nB of pure
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liquid was varied to match the experimental observations. Reasonable qualitative agreements
with experimental observations was obtained at nB = 1.5⇥ 1014 m 3.
The model was also used by Mohan et al. (2014) to simulate diesel and biodiesel flow in a single-
hole injector. Initially, steady state simulations were performed using diesel fuel. The simulations
were validated by comparing simulation results with the experimental results of Winklhofer et al.
(2001) for the mass flow rate, pressure and velocity distribution. After which biodiesel flow was
simulated. Comparison of prediction results of diesel and biodiesel showed that the cavitation
phenomenon was more pronounced in the diesel case which is observed in many experimental
studies (Park et al., 2007; Suh et al., 2008; Nouri et al., 2012)
Singhal et al. (2002) proposed a model based on a homogeneous equilibrium mixture approach.
The fluid density ⇢mixture is assumed to be a function of vapour mass fraction f , which is
computed with continuity and momentum equation. The relation between ⇢mixture and f is
given by:
1
⇢mixture
=
f
⇢v
+
1  f
⇢l
(2.14)
The vapour volume fraction is deduced from f as:
↵v ⌘ f ⇢mixture
⇢v
(2.15)
or
Vv
Vl + Vv
⌘ mv
ml +mv
⇢mixture
⇢v
(2.16)
Therefore, equation (2.14) can be written as:
1 = f
⇢mixture
⇢v
+ (1  f)⇢mixture
⇢l
(2.17)
Hence
1 = ↵v + ↵l (2.18)
The vapour mass fraction, f is governed by the following equation:
@
@t
(⇢f) +r · (⇢ !U f) = r · ( rf) +Re  Rc (2.19)
where Re and Rc denote vapour generation and condensation rates,   is the diﬀusion coeﬃcient.
The equation (2.19) allows both liquid and vapour phases to expand and compress if phases are
assumed to be compressible. The vapour is assumed to be consisted of mini spherical bubbles
and the vapour volume fraction is defined as:
↵v =
Vvapour
Vmixture
=
NB
4
3⇡R
3
B · Vmixture
Vmixture
= NB
4
3
⇡R3B (2.20)
where NB is defined as the bubble concentration per unit volume of the liquid/vapour mixture.
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The vapour production and destruction are determined by the following expressions: when pv  
pcell, evaporation:
Re = Ce
p
k
 
⇢l⇢v

2
3
pv   pcell
⇢l
  1
2
(1  f) (2.21)
when pv  pcell, condensation:
Re = Ce
p
k
 
⇢l⇢v

2
3
pcell   pv
⇢l
  1
2
f (2.22)
where Ce and Cv are two empirical constants. To include influence of turbulence, the phase
change threshold has been changed to:
pv = (psat + p
0
turb/2) (2.23)
where p0turb is determined by:
p0turb = 0.39⇢k (2.24)
1
⇢mixture
=
fv
⇢v
+
fg
⇢g
+
1  fv   fg
⇢l
(2.25)
For non-condensable gas, density is calculated using ideal gas formulation, the volume fraction
of non-condensable gas density ⇢g is modified as:
↵g = fg
⇢
⇢g
(2.26)
↵l = 1  ↵v   ↵g (2.27)
Hence the final form of vapour production and condensation rate can be written as: when
pv   pcell, evaporation:
Re = Ce
p
k
 
⇢l⇢v

2
3
pv   pcell
⇢l
  1
2
(1  fv   fg) (2.28)
when pv  pcell, condensation:
Rc = Ce
p
k
 
⇢l⇢v

2
3
pcell   pv
⇢l
  1
2
fv (2.29)
In the model fg is prescribed as a part of the model input. The most satisfactory values of Ce
and Cc determined by authors (Singhal et al., 2002) were Ce = 0.02 and Cc = 0.01. The model
was evaluated for the high-speed flow over hydrofoil and submerged cylindrical bodies, in both
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cases the prediction results were in good agreements with the experimental data. The model was
also assessed for flow inside the square-edged orifice, the computed data compared well with the
experimental data.
A cavitation model proposed by Zwart et al. (2004) is also based on the similar assumption
(Schnerr and Sauer, 2001; Yuan et al., 2001; Singhal et al., 2002) the fluid is a homogeneous
vapour-liquid mixture, the vapour is assumed to be consisted of mini spherical bubbles, the
vapour volume fraction is defined as:
↵v =
Vvapour
Vmixture
=
NB
4
3⇡R
3
B · Vmixture
Vmixture
= NB
4
3
⇡R3B (2.30)
where NB is the concentration of bubbles per unit volume of liquid/vapour mixture. The vapour
fraction is governed by the following equation:
@↵v⇢v
@t
+r · (↵v⇢v !U mixture) = R (2.31)
where R is the net phase change rate and is defined by the following equation:
R = NB ⇥
✓
4⇡R2B⇢v
dRB
dt
◆
(2.32)
The equation (2.32) is also used to model condensation process.
Therefore,
when pv   pcell, evaporation:
Re =
3↵v⇢v
RB
r
2
3
pv   pcell
⇢l
(2.33)
when pv  pcell, condensation:
Rc =
3↵v⇢v
RB
r
2
3
pcell   pv
⇢l
(2.34)
The model is said to work well for condensation but was reported to be physically incorrect and
numerically unstable for cavitation (Zwart et al., 2004). The model is based on the assumption
that cavitation bubbles do not interact with each other, however, it was argued that this only
occurs at the earliest stages of cavitation, when cavitation bubbles grow from nucleation site.
Zwart, Gerber, and Belamri (2004) further argued that when vapour fraction increases, the
nucleation site density must decrease accordingly. Hence, Zwart et al. (2004) replaced ↵ with
↵nuc (1   ↵) for vaporisation. RB is interpreted as the radius of a nucleation site. Hence, the
final form of the cavitation model is:
if Pcell  Pv, evaporation:
Re = Fvap
3↵nuc(1  ↵v)⇢v
RB
s
2
3
Pv   Pcell
⇢l
(2.35)
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if Pcell   Pv, condensation:
Rc = Fcond
3↵v⇢v
RB
s
2
3
Pv   Pcell
⇢l
(2.36)
where
RB = bubble radius = 1⇥ 10 6
↵nuc = nucleation site volume fraction = 5⇥ 10 4
Fvap = evaporation co-eﬃcient = 50
Fcond = condensation co-eﬃcient = 0.01
(2.37)
The model was evaluated for flow over a hydrofoil (Zwart et al., 2004). Reasonable quantitative
agreements with experimental data were achieved.
The cavitation models presented by Schnerr and Sauer (2001); Yuan et al. (2001); Singhal et al.
(2002); Zwart et al. (2004) allows parameters to be adjusted which account for liquid quality3.
One of the parameters which account for liquid quality is the bubble nuclei concentration, a
quantity that can be measured. (Billet, 1985). However, the in above-stated models, the bubble
nuclei concentration is constant. Martynov (2005); Martynov et al. (2006) argued that the
bubble nuclei concentration increases in the low-pressure region and the above stated models fail
to reproduce this eﬀect. Hence based on Yuan et al. (2001) cavitation model, Martynov (2005);
Martynov et al. (2006) an algebraic cavitation model for the bubble nuclei concentration nB that
increases with the liquid tension:
nB = n⇤
✓
pv   pmin
pv
◆ 3
2
(2.38)
where n⇤ is the number density of cavitation sites when pmin = 0, pmin is the minimum absolute
pressure in the cavitation region.
Alajbegovic (1999); Alajbegovic et al. (1999, 2002) presented an empirical approach for variation
of bubble number density NB per total volume of fluid with respect to variation in the vapour
volume fraction ↵. The relationship is expressed by:
NB =
8<:NB0 for ↵  0.52(NB0   1)(1  ↵) + 1 for ↵ > 0.5 (2.39)
The initial value of bubble number density NBO was assumed to be 1012. Equation (2.39)
suggests that the bubble number density achieves the value of unity when ↵ reaches unity. The
model implementation uses a two-fluid (Eulerian-Eulerian multi-fluid) model in which mass,
momentum, energy conservation and turbulence equations are solved for each phase. The mass
transfer terms for liquid to vapour and vice versa is approximated using Rayleigh equation (2.6):
3The liquid quality eﬀects are associated with the concentration of cavitation bubble nuclei in the liquid
(Martynov, 2005)
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Re = ⇢vapNB4⇡R
2
BR˙B =  Rc (2.40)
R is the mean bubble radius. The bubble diameter is uniquely defined if the volume fraction ↵
and bubble number density NB is known:
RB =
1
2
✓
6↵v
⇡NB
◆ 1
3
(2.41)
The model was used to simulate the cavitation in high-pressure swirl injectors (Alajbegovic et al.,
2002). The model has been implemented in the commercial code AVL FIRE.
2.3.4 Empirical and semi-empirical models
These cavitation models are based on empirical assumptions. In such models, the phase change
depends on the diﬀerence between the local pressure and the vapour pressure of the liquid. These
models contain many empirical parameters which are required to be adjusted for respective cases.
Merkle et al. (1998) proposed a semi-empirical model for cavitation. The model uses the following
equation for vapour transport
@↵v⇢v
@t
+r · (↵v⇢v !U mixture) = R (2.42)
In the transport equation (2.42), the phase transformation from liquid to vapour is modelled
being proportional to the liquid volume fraction and the amount of which by which the local cell
pressure is below the vapour pressure.
So when pv   pcell, evaporation:
Re =
Cdest · ⇢l↵lMIN [0, pcell   pv]
⇢v(0.5⇢lU21)t1
(2.43)
where Cdest is a dimensionless empirical parameter and is required to be tuned according to
individual cases to obtain the optimum solution, U1 is the free stream velocity (⇡ velocity at
inlet), t1 is the mean flow time scale and is defined as the ratio between the characteristic length
(inlet diameter) to the relative velocity (inlet velocity) scale (t1 = lU1 ) and is dimensionless for
both the production and destruction rates.and ↵l is the liquid volume fraction:
↵l =
total liquid volume
total volume
(2.44)
Similar equation is used for the transformation of vapour to liquid Rc:
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when pv  pcell, evaporation:
Rc =
Cprod · ⇢l↵lMAX[0, pcell   pv]
(0.5⇢lU21)t1
(2.45)
where Cprod is another empirical constant.
Kunz et al. (1999) proposed a cavitation model similar to that of Merkle et al. (1998). Unlike
Merkle et al. (1998), two separate equations are used to model evaporation (cavitation) and
condensation. For transformation of liquid to vapour, Re is proportional to the liquid volume
fraction and the amount of which the pressure is below the vapour pressure.
when pv   pcell, evaporation:
Re =
Cdest · ⇢v↵lMIN [0, pcell   pv]
(12⇢lU
21)t 1
(2.46)
where Cdest is a dimensionless empirical constant, U1 is the free stream velocity, ↵l is the liquid
volume fraction:
↵l =
total liquid volume
total volume
(2.47)
The transformation of vapour to liquid Rc is modelled using the third order polynomial function
of the vapour volume fraction ↵.
Rc =
Cprod · ⇢v(↵l)2(1  ↵l)
t1
(2.48)
where Cprod is again a dimensionless empirical constant.
Kunz et al. (1999) evaluated their model for flow over axisymmetric submerged bodies. The
empirical constants were Cdest = 0.2 and Cprod = 0.2. The model was evaluated for a similar
geometry by Ha et al. (2009), the empirical constants were kept Cdest = 1000 and Cprod = 10 to
obtain a correct flow field and reasonable agreement with the experimental data. Roohi et al.
(2013) used the model to model flow around two-dimensional hydrofoil, the empirical constants
were kept Cdest = 2⇥ 104 and Cprod = 1.0⇥ 103.
The model was further developed by Kunz et al. (2000). The fluid was assumed to be a mixture
of pure liquid, vapour and non-condensable gas.
⇢mixture = ⇢l↵l + ⇢v↵v + ⇢g↵g (2.49)
The vapour production terms remained the same as equation (2.46), but the condensation term
was changed to:
Rc =
Cprod · ⇢v(↵l   ↵g)2(1  ↵l   ↵g)
t1
(2.50)
The model was evaluated for flow over axisymmetric submerged bodies (Kunz et al., 2000). To
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obtain optimum agreements with the experimental data empirical constants were set to 100 for
Cdest and 100 for Cprod.
2.3.5 Barotropic cavitation models
Barotropic models: In the barotropic assumption, the local variation of density is a function of
the local change of pressure only. Hence, in models based on the barotropic assumption, if the
local pressure is greater than the vapour pressure then the fluid is liquid, else vapour.
Schmidt et al. (1999) presented a two-dimension model that treats liquid and vapour as a con-
tinuum and was developed for predicting the small-scale high-speed cavitating nozzle flows. The
model assumed fluid to be Eulerian compressible liquid–vapour mixture based on the homogen-
eous equilibrium model (HEM). The phase transfer from liquid to vapour is instant when the
local fluid pressure goes lower than the vapour pressure threshold and vice-versa. For each phase,
the change in local density was directly related to change in the local pressure and the square of
sonic speed. The sonic speed in the liquid-vapour mixture was computed using the Wallis (1969)
model. However, the model did not account for the turbulence eﬀects and also did not consider
liquid quality eﬀects on cavitation.
Kärrholm et al. (2007) used a similar approach to Schmidt et al. (1999) in their cavitation
model. But, their model can be used in three-dimensional geometries. Additionally, Kärrholm
et al. (2007) model has three options to calculate speed of sound in liquid-vapour mixture which
are linear model (see Kärrholm, 2008), Wallis (1969) model and Chung et al. (2004) model. The
Kärrholm et al. (2007) model is implemented as cavitatingFoam in OpenFOAM CFD suite with
turbulence models. Kärrholm et al. (2007) model also does not account for the liquid quality
eﬀects on the cavitating flow.
The model (Kärrholm et al., 2007) was used for modelling internal flow for the real size single
hole nozzle (Kärrholm et al., 2007; Salvador et al., 2010) and multi-hole nozzle for diesel fuel
(Salvador et al., 2010, 2011). The simulations result achieved reasonably good agreements with
experimental data for mass flow rate, momentum flux and mean velocity. Salvador et al. (2011)
also performed a comparative computational study of biodiesel and diesel fuel to investigate the
influence of biodiesel fuel properties on cavitation. Results showed higher mass flow, momentum
flux and lower exit velocity for biodiesel fuel. However, the model is reported to be diverging
(Kärrholm et al., 2007; Kärrholm, 2008) when more realistic models (Wallis, 1969; Chung et al.,
2004) were used to calculate the speed of sound in the liquid-vapour mixture, hence a simpler
but inaccurate linear model was used (Kärrholm et al., 2007; Kärrholm, 2008; Salvador et al.,
2010, 2011).
One of the drawbacks of the barotropic models which is self-acknowledged by its authors (Schmidt,
Rutland, and Corradini, 1999) is an allowance of gradual density changes when gradual pressure
gradient exists. Hence, they cannot be easily applied to the large-scale lower speed cavitating
flows where there are very small pressure diﬀerences but quite steep density gradients (Gian-
nadakis et al., 2008).
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2.3.6 Eulerian-Langrangian models
The Eulerian-Lagrangian approach is one of the most comprehensive methods available for cavit-
ation modelling. In the Eulerian-Lagrangian approach, the liquid is modelled as a continuous
phase in the Eulerian frame, and cavitating bubbles are tracked in a Lagrangian fashion. In this
subsection, we cover the Eulerian-Lagrangian approach.
One of the early models in this category was proposed Kubota et al. (1992). The model combines
both macroscopic and microscopic views. In the macroscopic view, the fluid is considered as a
mixture composed of two incompressible media, liquid and vapour. The two phases are treated as
a continuum. The change in the local vapour volume fraction causes the density of the continuum
to change from liquid to vapour and vice versa. In the microscopic view, the model treats cavity
as a cloud of small bubbles of uniform size homogeneously distributed in the cavitating cell.
In order to model bubble growth and collapse Rayleigh equation was modified for a cluster of
bubbles in a sub-grid-scale. The bubble number density and initial bubble radii are assumed to
be constant. The model was tested for the hydrofoil for the onset of cavitation: the computed
results were in qualitative agreements with the experimental data. However, Kubota et al. (1992)
stated that the model cannot be used for vapour film type cavitation because it requires diﬀerent
assumptions.
Giannadakis et al. (2004) presented a cavitation model based on Eulerian-Lagrangian approach.
The model consisted continuous phase and dispersed phase equations. The continuous phase was
described in the Eulerian frame of reference by conservation equations which also included the
eﬀects of dispersed phase volume fraction and momentum exchange terms between two phases.
The dispersed phase model consists of many sub-models and incorporates many features which are
assumed to take place in cavitating flow such as bubble formation through nucleation, momentum
exchange between bubbly flows, bubble growth and collapse due to non-linear dynamics, bubble
turbulent dispersion and bubble growth and collapse through the dynamic break up. The model
also incorporated a novel approach accounting to bubble motion in Eulerian grids with a size
comparable to that of the grid. The model was evaluated by authors for a single-hole diesel
injector with 0% hydro grinding and 9.5% hydro grinding. The simulations results were in
reasonable agreement for the case of the nozzle with zero hydro grinding. The model showed
transient nature.
Gavaises and Giannadakis (2004) used Giannadakis et al. (2004) model to simulate cavitating
flow in an enlarged mini-sac type multi-hole diesel injector. The simulation results were assessed
by comparison with CCD images of Afzal et al. (1999) and LDV measurement for the mean axial
velocity and RMS of Roth et al. (2002); Roth (2004). Qualitative comparison of the prediction
results with CCD images suggested reasonable agreements. Due to the transient nature of the
model, the mean axial velocity and RMS velocity at diﬀerent time intervals were compared with
the experimental data, the comparison showed that the predicted mean axial velocity and RMS
velocity were in the same trend as those of the experiments.
Giannadakis et al. (2008) further implemented bubble break-up and coalescence submodels to
their existing model (Giannadakis et al., 2004). The model was evaluated for four cases. 1)
Single-hole injectors with 0% and 9% hydro grinding. 2) A large-scale single-hole nozzle used
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for CT measurements. 3) Enlarged multi-hole model with LDV measurement for the mean axial
velocity and RMS. 4) Real-size multi-hole injector with optical access. The single-hole real size
injector predictions were initially compared against CCD images of the single-hole injector of
the same size and with the same profile (0 % and 9% hydro grinding). The predicted results
showed visual similarities with CCD images however due to unavailability of quantitative data
of vapour volume, the cavitation model could not be quantitatively assessed for the cavitation
in this case. However, the CT measurements of the cavitation vapour allowed Giannadakis et al.
(2008) to quantitatively assess their cavitation model. The model was quantitatively evaluated by
comparing the predicted spatially averaged liquid volume fraction across cross-section along the
injector hole with CT measurements. Comparisons showed reasonable quantitative agreements
with experimental data at low CN . For high CN case discrepancies were realised near the exit
of the injector hole. The reasons given for discrepancies were non-resolved fluctuations of the
local pressure which was attributed to the turbulence model used (standard k   ✏).
The simulations in a multi-hole axisymmetric mini-sac type enlarged injector were performed at
nominal (6.00 mm) needle lift at CN = 0.45, 1.08 and 1.49 and at lower (1.60 mm) needle lifts
at CN = 1.48 and 2.39. The simulations were evaluated by the comparison of predicted mean
axial velocity and vapour volume fraction with the experimental LDV and CCD results from
Roth et al. (2002); Roth (2004) at diﬀerent cavitation regimes (inception and full cavitation).
Due to the aforementioned transient nature of the model, the mean axial velocity at diﬀerent
positions was averaged at diﬀerent time instances and then was compared with the LDV results.
The predicted mean axial velocity at nominal needle lift was reasonably consistent with the
experimental data at all axial positions in the injector hole. However, at lower needle lift there
were discrepancies in the shape of the predicted velocity axial profile with the experimental data
at the axial locations in the middle and near the end of the injector hole. These discrepancies
were attributed to possible needle eccentricity and to the turbulence modelling approach (RNG
k   ✏ model) which was used. Similar to Giannadakis et al. (2007), two methods were again
used to compute RMS velocities i.e. RMS velocities computed from turbulence models and from
the standard deviations of mean axial velocity at each measured planes. Likewise, Giannadakis
et al. (2007) higher magnitudes of RMS velocity were computed using turbulent model than from
standard deviations of mean velocity and RMS velocity values obtained from turbulence model
were again in better agreements with the experimental data. Reasonable qualitative agreements
were achieved when the prediction results were compared with the CCD images for the both
enlarged and real size multi-hole injector.
Papoulias (2013) also used Giannadakis et al. (2008) model to simulate cavitating flow in a
enlarged multi-hole mini-sac injector at CN = 1.07 and at needle lift = 4.0 mm. Simulations
were also performed using eulerian linear Rayleigh cavitation models (Schnerr and Sauer, 2001;
Singhal et al., 2002; Zwart et al., 2004). The computational grid used contained approx 500,000
cells. The results were again assessed by comparing the mean axial velocity and RMS velocity
with the LDV data of Roth (2004). In a Lagrangian model, a similar method was used to
compute the mean velocity and the RMS velocity as Giannadakis et al. (2007), however the
quantitative comparison did not show significant advantages of the Lagrangian model over the
Eulerian models.
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The cavitation modelling approach adopted by Giannadakis et al. (2004, 2008) is possibly one of
the most detailed approaches and incorporates many features which are assumed to take place
in cavitating flows. However, models have some disadvantages. The models assume both liquid
and vapour phase to be incompressible. The incompressible assumption inhibits these models
to describe the compressible flow dynamics in the two-phase region. In addition, these models
contain many submodels which contain many parameters, as an example (Giannadakis et al.
(2008) model contain 24 input parameters (see Papoulias, 2013, pg. 286)) that are required to
be adjusted to obtain the optimum result.
2.3.7 Homogeneous Relaxation Model
The ‘homogeneous relaxation model’ (HRM) was originally developed for modelling flash boiling4
by Schmidt et al. (2010) but was adapted for cavitating flows by (Neroorkar et al., 2012). In
HRM version for cavitating flows, the phase transfer from liquid to vapour is governed by the
pressure diﬀerence between local pressure and liquid vapour pressure. The model is based on the
assumption that as the phase transfer is occurring in the cell volume from one phase to another,
the fluid may not be in the thermodynamic equilibrium. Therefore, the instantaneous vapour
mass fraction relaxes towards equilibrium conditions over the empirical time scale. The model has
been implemented for cavitation in OpenFOAM as HRMFoam and has also been implemented for
cavitation in the CFD suite CONVERGE. However, the model has been calibrated to operate at
pressure over 1 Mpa or over 10 bars (Neroorkar et al., 2012). Hence, it cannot be used to model
quasi-steady cases such as enlarged model test rigs which operate at much lesser inlet-outlet
pressure ratios. The HRM also does not account for liquid quality eﬀects.
2.4 CFD simulations
2.4.1 Single-phase simulations
Arcoumanis et al. (1998) performed single-phase simulations of non-cavitating flows in an en-
larged multi-hole nozzle at full lift and nominal lift using in-house RANS code (Theodorakakos,
1997). They used standard k   ✏ model for turbulence. Due to manufacturing tolerances in
the geometry, two sets of simulations were performed, one with geometry identical to a nominal
geometric characteristic of fuel injector nozzle, other with geometry with actual hole diameter.
The recirculation area at the entrance of the hole was not very well simulated. Nevertheless, the
predictions from the second set of simulations were in better agreement with experimental result
and were in better agreements with the experiment values of full needle lift than the nominal
lift. The discrepancies between the computational and experimental results were attributed to
a very coarse mesh (50052 cells) and the turbulence model.
Papoutsakis et al. (2009) performed a comparative study to assess the predictive capability of
an LES model and RANS model for internal flow in the multi-hole nozzle at non-cavitating con-
4In a flash boiling process, a phase change occurs in a high-temperature liquid that is depressurized below
its vapour pressure. The elevation in vapour pressure makes liquid further susceptible to evaporate (Neroorkar,
2011).
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ditions and nominal needle lift (6.00 mm). The simulation results were compared with available
LDV results (Roth et al., 2002; Roth, 2004). The standard k   ✏ model was used for the RANS
simulations and Smagorinsky (1963) model was used for the LES simulations. The same com-
putational grid was used for both the RANS and LES simulations. The grid contained 850,000
cells per 60  sector. The comparisons showed that similar results were obtained for the mean
axial velocity and RMS velocity and both were in good agreements with the experimental data.
No clear advantage of the LES model over RANS model was identified.
Papoulias (2013) also performed single-phase simulations in an enlarged mini-sac type multi-
hole injector at nominal needle lift = 4.00 mm. The simulations were assessed by comparing
the predicted mean and RMS velocity with the LDV measurements (Roth et al., 2002; Roth,
2004). Simulations were performed using RANS and LES models. The RANS models used were
standard k   ✏, RNG k   ✏, realizable k   ✏ and RSM (Reynolds Stress Model). For the LES
simulations Smagorinsky (1963) model was used. The RANS grid comprised of approximate
500,000 computational cells and the LES grid comprised of approximate 1.5 million computa-
tional cells. Comparing with the experimental results showed reasonable agreements of the mean
axial velocity were achieved using RSM, SST k ! and RNG k ✏ turbulence models. The mean
axial velocity was underpredicted using standard k   ✏ and realizable k   ✏ models and was
overestimated using LES for which he stated that the time step size and the cell size used were
not balanced to accomplish the accuracy of LES.
2.4.2 Cavitation simulations
Battistoni et al. (2014) used two diﬀerent modelling approaches to simulate cavitation conditions
in a single-hole injector. The operating condition at CN = 11.2 and Re = 1.58 ⇥ 104 and
volumetric flow rate ⇡ 26.8 lh 1 or 0.008 ls 1 on the steady state test rig (Duke et al., 2013a)
was simulated. The first numerical approach used a homogeneous mixture model with the
volume of fluid (VOF) method, in which the phase change is modelled via the homogeneous
relaxation model (HRM) (Neroorkar et al., 2012). The second approach is based on the multifluid
(Eulerian multiphase model) multi-phase model and used Rayleigh-Plesset bubble dynamics
based cavitation model for predicting the cavitation (Battistoni et al., 2012). Both models
included undissolved gas as additional phase apart from liquid and vapour. The compressibility
of vapour was taken into consideration for which the ideal gas model was used. The standard
k   ✏ model was used for turbulence. The results were evaluated by quantitatively comparing
the predicted vapour volume fraction with the experimentally measured total volume fraction of
vapour in slices across the nozzle. The results obtained using the multifluid model was in better
agreement with experiment, the results obtained using homogeneous model over predicted the
void fraction, however, mesh resolution was diﬀerent for both cases. Both models predicted a
shock just downstream of the cavitation region inside the nozzle. The location of the shock was
slightly diﬀerent in the two approaches.
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2.4.3 Cavitation damage simulations
Gavaises et al. (2007) adapted the Eulerian-Lagrangian cavitation model (Giannadakis et al.,
2004) for modelling cavitation and cavitation erosion. The model additionally calculated the
acoustic pressure on the wall surface; the computed magnitude of the acoustic pressure on wall
surfaces was correlated to the probable locations of cavitation erosion.
Koukouvinis et al. (2013) proposed a post-processing procedure utilising results of the flow field
solution to correlate cavitation with cavitation erosion. The authors stated that the presented
methodology would be valid in both Eulerian and Lagrangian framework. Erosion indexes were
proposed and were based on the vapour volume fraction, pressure, the rate of bubble collapse
and the acoustic pressure. It was stated that the predicted erosion areas on the surface were
similar to those found in the experiments.
2.5 Summary
An extensive collection of literature has been reviewed in this chapter to provide an understanding
of internal flow in the fuel injectors of IC engines. From experimental studies on single-hole
nozzles, it has been learnt that cavitation originates at the sharp entrance of the injector hole
where the local pressure goes lower than the vapour pressure threshold. However, confusion
persists for the pattern of two-phase flows for the occurrence of void observed at the nozzle
centre line; there are two opinions. The first one is that the voids seen around the nozzle centre
line are due to isolated nucleation events (Bauer et al., 2012), the other opinion is that such
voids are caused by the convection of the vapour from the nozzle wall to the centre line due to
negative radially inward pressure gradients (Duke et al., 2013a). It has also been realised that
local sonic speed in a bubbly flow becomes substantially low, on many occasions, it becomes
even lower than mixture constituents, this can lead to the formation of shocks that can choke
the orifice.
Since the multi-hole injectors are geometrically diﬀerent from the single-hole injector; experi-
mental studies on multi-hole injectors show that geometrically induced cavitation initiates at
the upper edge of the entrance of the injector hole at most needle lift positions. However, at
some cases (Mitroglou et al., 2011; Hayashi et al., 2012), it has been observed that cavitation
originated at the lower edge of the entrance of the injector hole due to constricted flow passage.
Additionally, in multi-hole injectors, the occurrence of cavitating vortex have been observed due
to vortices in the injector.
From the literature review, it has also been realised that cavitation directly influences the emer-
ging spray; experimental studies indicate that increase in the cavitation number causes an in-
crease in spray angle and fuel atomization and hence evaporation in both single and multi-hole
injectors. Experimental studies on axis-symmetrical single-hole injectors have also recorded oc-
currences hydraulic flip at high cavitation number. In multi-hole injectors, fluctuations in the
spray angle have been observed due to vortex type cavitation.
Most of the experimental studies on cavitation in injector/nozzle do not provide quantitative
information of cavitation vapour inside the injector hole. However, recent attempts have been
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made to quantify the cavitation vapour volume fraction using computer tomography (Bauer
et al., 2012) and X-ray radiography (Duke et al., 2013a). Nevertheless, experimental methods
are yet to be developed which can provide vital information such as flow field velocity, void
fraction, together with local pressure and temperature in bubbly flows.
Nonetheless, good qualitative and quantitative information from the experimental studies provides
a benchmark for assessment of CFDmodels. Data from experimental studies of Roth et al. (2002);
Roth (2004) satisfy most of the requirements for multi-hole injectors except it does not provide
quantitative information of cavitation in the injectors. Though, X-ray radiography measurements
of vapour fraction by Duke et al. (2013a) can be used to assess cavitation models quantitatively.
There are four multi-phase approaches used for cavitation modelling by researchers: 1) The
VOF model 2) Eulerian Mixture model 3) Eulerian-Eulerian or Eulerian multi-fluid model and
4) Eulerian-Lagrangian model. The VOF (Volume of Fluid) is a Eulerian interface tracking tech-
nique between two immiscible fluid in a fixed mesh. It is a single fluid approach and shares a single
continuity, and momentum equations between phases and volume fraction of each of the fluids in
each computational cell are tracked everywhere in the domain by using an additional transport
equation of volume fraction. The main disadvantage of VOF method is it doesn’t allow phases
to be polydispersed and hence it is not suitable for cavitating flows. A Eulerian mixture model
is a single-fluid approach; the fluid resembles a homogeneous mixture of n-phases. The model
equation resembles for a pseudo-fluid with mixture properties and an equation of state which
links the phases to obtain these mixture thermodynamic properties. The model also solves trans-
port equation of volume fraction of phases to track them. The main advantage of the Eulerian
Mixture model is it allows phases to be polydispersed as expected in cavitating flows. The model
is also computationally cheap as it solves equations for a single-fluid. In the Eulerian-Eulerian
or Eulerian multi-fluid approach, the mass, momentum and energy conservation equations are
solved for each phase which makes this approach computationally more expensive than Eulerian-
Mixture approach. The phases interact with each other using mass, momentum and energy
exchange source terms which require modelling. The slip (relative velocity between phases) is
allowed, and phases are allowed to be polydispersed. However, the literature review doesn’t
tell significant advantage over of Eulerian-multi-fluid approach over Eulerian-mixture approach.
Also, the modified Eulerian-mixture model of Manninen et al. (1996) allows slip between the
phases. Nevertheless, it is still not clear from the experimental data in the literature review
about the relative velocity between phases in bubbly flows. The Eulerian-Lagrangian approach
has also been used for the cavitation modelling. Its solves liquid phase in the Eulerian frame
and the vapour phase to be in the Lagrangian frame. The Eulerian-Lagrangian model of Gian-
nadakis et al. (2004) is the most detailed cavitation model as it considers many features which
are assumed to take place in the cavitating flows. However, it requires many sub-models (which
have their limitations) to mimic those characteristics and therefore, requires many empirical
constants, which also makes such models very computationally expensive and time-consuming.
Hence, in this study, mixture model would be used for cavitation simulations.
Several cavitation models have been reviewed: each has their strength and weaknesses. One of the
popular cavitation approaches is barotropic. These models work with Eulerian-Mixture model.
Both phases are assumed to be compressible; the phase transfer is instant and occurs when the
50
local pressure goes lower than the vapour pressure threshold. One of the weaknesses of such
models is the allowance of gradual density changes when gradual pressure gradient exist.Hence
these models cannot be easily applicable to large-scale low-speed cavitating flows i.e. steady-
state enlarged-model fuel injector test rigs where there are small pressure diﬀerences but steep
density gradients (Giannadakis et al., 2008).
One of the popular approaches in cavitation modelling is linear Rayleigh or simplified Rayleigh.
It has become an attractive choice due to simplicity in its numerical implementation. This
method used the first order solution of Rayleigh equation which governs bubble growth and
collapse. One of the weaknesses of this approach is that it shows the linear behaviour of bubble
growth and collapse; however, comparisons have demonstrated that it gives results similar to
full Rayleigh equation which shows parabolic bubble growth and collapse, at larger time steps
and steady state assumptions in the Eulerian framework (Sauer, 2000; Martynov, 2005). The
equation has been implemented in a similar way in most models; it is used in the cavitation
and condensation rate terms. Most models do not include the diﬀusion term for which the
principal argument is that diﬀusion rate is very low in the cavitation process (Martynov, 2005).
Nevertheless, literature review suggests that these models have described cavitation flow with
reasonable accuracy, therefore, in the present work, two linear Rayleigh based cavitation models,
Schnerr and Sauer (2001) and Zwart et al. (2004) models would be used.
The Reynolds number in the test studies ranged from 15800 to 39500, and the flow regime is
quasi-steady, and the present study requires some parametric studies. Hence, steady-state RANS
approach appeared to be most desirable due to its ability to predict quasi-steady flow eﬃciently
with suﬃcient accuracy. The main criticism of RANS is that turbulence eddies are not resolved
but modelled (DNS resolves the complete turbulence spectrum, and LES can solve 80% of the
turbulence energy (Pope, 2001)) which leads to the loss of many details. Also, RANS require
turbulence models and as well as wall functions which add further empiricism to the solution.
Nevertheless, this method is quite suitable for design and development which requires many
parameters to be evaluated and hence requires numerous predictions. The literature review also
indicates that RANS predicts similar flow regime that needs to be simulated as in this study
with satisfactory accuracy.
As the bubbly flow behaves like a compressible fluid, in this study, the influence of compressible
vapour assumption on cavitation would also be assessed. For this study, the chosen solver is
ANSYS Fluent to simulate internal flow in single-hole and multi-hole injectors; the solver is
widely used and has been validated for several cases. It also allows phases to be compressible in
cavitating flow simulations.
Hence, this study would be comprised of:
1. Single phase simulation in multi-hole injector:
(a) Grid sensitivity analysis in order to see the influence of the numbers of mesh on results
at lower (1.6 mm) and nominal (6.0 mm) needle lift.
(b) Check the influence of turbulence model, validate results by comparing it with exper-
imental data. Select the best turbulence model in RANS category for cavitating flow
analysis.
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(c) Flow field analysis and interpretation of physical results.
2. Cavitation simulations in single-hole injector
(a) Grid sensitivity analysis
(b) Turbulence model analysis, identify the most suitable turbulence model for the test
case.
(c) Cavitation model analysis
i. comparative analysis of cavitation models
ii. assessment of adjustable parameters which account for liquid quality on cavitation
results.
iii. assessment of liquid and vapour compressibility.
3. Cavitation simulations in multi-hole injector
(a) Cavitation simulations in an enlarged multi-hole injector at both lower (1.6 mm) and
nominal (6.0 mm) needle lift. Use the most suitable grid and best-behaved turbulence
model from single-phase simulations. Furthermore, check the influence of grid density
at the cavitating conditions. Use the identified most suitable cavitation model from
single hole cavitation simulations.
(b) Flow field analysis and interpretation of physical results at cavitating conditions.
(c) After achieving quantitative and qualitative agreements with experimental data, the
simulations would be performed with biodiesel fuel properties.
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Chapter 3
Governing equations
3.1 Favre-averaged Navier-Stokes
Turbulent flow regime contains many eddies of diﬀerent length scale and time scales. These eddies
are responsible for enhancing the transport, including that of turbulent kinetic energy. The larger
eddies contain most of the turbulent energy which cascades down to smaller and smaller eddies
to Kolmogorov scale until dissipated to heat by viscous forces. The Navier-Stokes equations
can describe the full-spectrum of turbulent flow from Large-eddies to up to Kolmogorov’s scale
(Tennekes and Lumley, 1972).
Direct Numerical Simulations can simulate the full spectrum of turbulent flow. However, it
requires an enormous amount of computing power to resolve all scales, because the diﬀerence
between the scales of flow geometry and the smallest turbulent scale which is Kolmogorov’s scale
is of many orders of magnitude. The computational domain must be significantly larger than
the large scale L while the grid size must be of the order of Kolmogorov’s scale ⌘. Hence, the
number of grid points required is proportional to L/⌘ ⇡ Re3/4, therefore, the number of grid
points needed to perform a three-dimensional DNS scales like the 9/4 power of Reynolds number.
The time scale of smallest eddies also governs time-step size in DNS. The ratio of the integral
time scale of the flow to the Kolmogorov’s time scale is proportional to Re1/2, the number of
time step required to advance the solution by fixed time has the same dependence as Re. If the
CPU time required by a numerical algorithm is proportional to the total number of grid points,
then the cost of calculation will depend on the product of the number of grid points by the
number of time steps and hence would be of the order of Re11/4 ⇡ Re3 (Piomelli, 1997, 1999;
Pope, 2001). Hence, by increasing Reynolds number by the factor of 10 requires an increase of
computing requirement by 1000 which makes DNS implausible for many practical applications.
Most of the computational eﬀort in DNS is consumed on the smallest eddies while the energy
and anisotropy are contained in the larger eddies. Therefore, to reduce computational cost,
many techniques are developed. One of them is LES or Large Eddy Simulations. The large
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scale eddies are explicitly solved in LES whereas small scale eddies are modelled using sub-
grid scale models (Pope, 2001), this greatly reduces the computational cost compared to DNS.
The LES uses low-pass filtering process which decomposes the velocity into the sum of filtered
(or resolved) and residual (or sub-grid scale) components. The filtered velocity field - which is
three-dimensional and time dependent represents the motion of large eddies. The filter in LES is
applied to the inertial region of the spectrum and hence the mesh resolution is nearly independent
of the Reynolds number. However, the cost of LES depends on the Reynolds number if a solid
object is present because in this case, the largest scales of motion are dependent on the Reynolds
number. It was estimated by Chapman (1979) that the mesh resolution required to resolve the
outer layer of the boundary layer is proportional to Re0.4 while for the viscous sublayer, the
resolution required is proportional to Re1.8. Hence, LES can be extended to flows at Reynolds
number at least an order of magnitude higher than DNS, its application for engineering flows
remain expensive unless a wall model is used to resolve near wall turbulence but it introduces
further empiricism (Piomelli, 1997, 1999). Nonetheless, LES still requires substantially finer
meshes than ones used in RANS simulations. The accuracy of LES simulations also depends on
the time step size since time step size is required to be smaller than the time scale of the smallest
resolved scale of motion (Piomelli, 1997, 1999). The LES simulation has to run for a suﬃciently
long flow-time to obtain stable statistic of the flow being modelled, which also increases the
computing requirement.
Therefore, time-averaging techniques are applied to Navier-Stokes equations to lessen computing
cost and time. These are RANS (Reynolds-Averaged Navier-Stokes) for incompressible flow and
FANS (Favre-Averaged Navier-Stokes or density-weighted RANS equations) for compressible
flows. In these approaches, any instantaneous quantity is decomposed into ensemble average
(mean) and fluctuating components and introduced into governing equations (Wilcox et al.,
1998). The main advantage of RANS and FANS is that it allows for coarser mesh and larger
time step than DNS and LES because turbulent scales no longer have to be resolved, which
leads to the less expensive solution (Hanjalic, 2005). However, it leads to the loss of details
of the flow since turbulent eddies are not resolved but modelled. A turbulence model must
be used to approximate the unknown Reynolds stresses and other correlations; it introduces
errors and limitations. Nonetheless, both RANS and FANS predict mean flow with decent
accuracy in considerably smaller computing cost and time (Wilcox et al., 1998) which is the
primary requirement for an engineer for product design and development and hence widely used
in industry. In particular, for the flow field of this study, which is quasi-steady, Favre averaging
assuming flow to be stationary is computationally very eﬃcient and provides a good compromise
with experimental measurements.
3.2 Mixture model
In the mixture model, one set of governing equations is used for mass, momentum, energy
with the volume fraction equation for the secondary phases and turbulence closure model. One
assumes that the velocity, temperature and pressure between the phases are equal in the mixture
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model. This assumption is based on the notion that the diﬀerence in these variable potentials
will promote momentum, energy and mass transfer rapidly enough so that equilibrium is reached.
The resulting equations would resemble of a pseudo-fluid with mixture properties and an equation
of state which links the phases to obtain mixture thermodynamics properties (Brennen, 1995;
Manninen et al., 1996; Corradini, 1997; Lagumbay et al., 2007).
The mixture density is calculated using:
⇢m =
nX
k=1
↵k⇢k (3.1)
where, ↵k is the volume fraction of the phase k.
In the present study, the multiphase system is comprised of two phases: liquid phase and vapour
phase. Therefore, the mixture density is computed using the following equation.
⇢m = ↵l⇢l + ↵v⇢v (3.2)
Since,
↵l + ↵v = 1 (3.3)
Hence, the equation (3.2) becomes,
⇢m = (1  ↵v)⇢l + ↵v⇢v (3.4)
Similarly, the mixture viscosity is defined using the following relation:
µm = (1  ↵v)µl + ↵vµv (3.5)
The mixture specific enthalpy is defined using the following relationship.
sm = (1  ↵v)sl + ↵vsv (3.6)
The thermal conductivity of the two-phase mixture is described by the following relationship.
 m = (1  ↵v) l + ↵v v (3.7)
55
3.3 Conservations equations
3.3.1 Continuity equation:
The conservation of mass in an infinitesimal single-fluid element can be expressed using the
following equation
@⇢
@t
+
@
@xi
(⇢ui) = 0 (3.8)
where ⇢ is the density of the fluid, however, when the mixture model is used, ⇢ = ⇢m as described
in the equation (3.2) and ui is the fluid velocity in ith direction.
3.3.2 Momentum equation:
The conservation of momentum in an infinitesimal single-fluid element can be expressed using
the following equation
@
@t
(⇢ui) +
@
@xj
(⇢ujui) =   @p
@xi
+
@tij
@xj
+ Fi (3.9)
where tij is viscous stress tensor, the term Fi in equation (3.9) may contain body forces in the
ith coordinate. For present application e.g. modelling of fluid flow inside the IC engine fuel
injectors, the fluid is assumed to be Newtonian and therefore, the viscous stress is:
tij = 2µsij   2
3
µ
@uk
@xk
 ij (3.10)
where µ is the molecular viscosity of the fluid, but, when the mixture model is used, µ = µm as
described in the equation (3.5). The sij is the instantaneous strain rate tensor
sij =
1
2
✓
@ui
@xj
+
@uj
@xi
◆
(3.11)
3.3.3 Energy equation:
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The conservation of energy in an infinitesimal fluid element can be expressed by the following
equation using specific enthalpy (Poinsot and Veynante, 2005):
@
@t
(⇢hs) +
@
@xj
(⇢ujui) =
Dp
Dt
+
@
@xi
✓
 
@T
@xi
◆
+ tij
@ui
@xi
+ SE (3.12)
When   is the thermal conductivity of the fluid when the mixture model is used, the thermal
conductivity is  m and is defined by the equation (3.7). SE contains any other volumetric heat
sources.
3.4 Favre-averaged equations
After applying Favre-averaging to the conservation equations, (see Poinsot and Veynante, 2005),
the mean conservation equations are arrived and can be written as:
3.4.1 Favre-averaged continuity equation
@⇢
@t
+
@
@xi
(⇢u˜i) = 0 (3.13)
where ⇢ is the fluid density and when the mixture model is used, ⇢ = ⇢m = f↵v⇢v + (1  e↵l)⇢l, eui
is the Favre-averaged velocity.
3.4.2 Favre-averaged momentum equation
@
@t
(⇢eui) + @
@xj
(⇢ euj eui) =   @p
@xi
+
@
@xj
[tij   ⇢gu00ju00i ] + Fi (3.14)
3.4.3 Favre-averaged energy equation
@
@xi
(⇢ ehs) + @
@xj
(⇢ ehs eui) = Dp
Dt
+
@
@xi
✓
 eff
@T
@xj
  ⇢gu00jh00s◆+ ⌧ij @ui@xj (3.15)
where
Dp
Dt
=
@p
@t
+ ui
@p
@xi
=
@p
@t
+ eui @p
@xi
+ u00
@p
@xi
(3.16)
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ehs is the specific enthalpy of the fluid when the mixture model is used, the specific enthalpy is
described using
ehs = f↵vfhv + (1 f↵v)ehl (3.17)
The eﬀective thermal conductivity  eff is defined by the following equation:
 eff =  +  t (3.18)
where   is the thermal conductivity of the fluid, when the mixture model is used,   becomes  m
and is defined using the following equation
 m = f↵v v + (1 f↵v) l (3.19)
where f↵v and e↵l are density weighted (Favre-averaged) volume fractions of vapour and liquid,  v
and  l are thermal conductivities of vapour and liquid and  t is the turbulent thermal conduct-
ivity, defined according to the turbulent model used (Fluent, 2012). T is the local temperature.
3.5 Compressible flow closure approximations
For the second-order closure models, closure approximations must be proposed for the mass
averaged Reynolds stress tensor and heat flux vector. Also, depending on the turbulence model
used, additional closure approximations may be needed to close the system of equations defining
the model. In this section, most commonly used correlations for compressible flows are briefly
discussed.
3.5.1 Reynolds stress tensor:
Most of zero, one, and two equation models use the Boussinesq approximation with the suitable
generalisation for compressible flows.
⌧ij = ⇢gu00i u00j = 2µt✓12
✓
@ eui
@xj
+
@ euj
@xi
◆
  1
3
@ek
@xk
 ij
◆
  2
3
⇢k ij (3.20)
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where µt is the turbulent viscosity and is computed using turbulence model.
3.5.2 Turbulent heat flux vector
The turbulent heat flux vector qT = ⇢gu00jh00s is assumed to be proportional to the mean enthalpy
equation.
qT = ⇢gu00i h00s =   µtPrt @eh@xj (3.21)
where Prt is the turbulent Prandtl number. A constant value of 0.9 is generally used for Prt
(Wilcox et al., 1998).
3.5.3 Heat diﬀusion flux
The heat diﬀusion flux can be rewritten as:
 eff
@T
@xi
=  eff
@ eT
@xi
(3.22)
3.5.4 Pressure-velocity correlation
The term u00@p/@xi, in equation (3.16) is simply neglected in most RANS codes (Poinsot and
Veynante, 2005).
3.6 Cavitation models
The cavitation models which are used in this project are described in this section.
3.6.1 Schnerr and Sauer model
Schnerr and Sauer (SS) model: In the cavitation model proposed by Schnerr and Sauer
(Schnerr and Sauer, 2001), the bubble liquid flow is treated as a homogeneous vapour-liquid
mixture. The vapour is assumed to consist of mini spherical bubbles. The first order solution of
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Rayleigh-Plesset equation or “linear Rayleigh” is used for vapour production and condensation.
The vapour volume fraction is defined by the following equation:
↵v =
Vvapour
Vmixture
=
nBVl · 43⇡R3B
Vv + Vl
=
nBVl · 43⇡R3B
nBVl · 43⇡R3B + Vl
=
nB · 43⇡R3B
nB · 43⇡R3B + 1
(3.23)
where RB is the radius of the bubble, nB is defined as the bubble number density per unit volume
of pure liquid. Using equation (3.23), the following expression can be derived for bubble radius:
RB =
✓
↵v
(1  ↵v)
3
4⇡
1
nB
◆ 1
3
(3.24)
The transport equation of the vapour fraction is
@↵v⇢v
@t
+
@
@xi
(↵v⇢vuj) = R (3.25)
where R is the net phase change rate.
Using “linear Rayleigh” equation under which the vapour production and condensation depend
on the square root of the diﬀerence between the far-field pressure and vapour pressure of the
liquid. However, in the CFD codes, the local cell pressure is used instead of the far-field pressure.
The model uses the following equations for phase change.
when pv   pcell, cavitation:
Re =
⇢v⇢l
⇢mixture
↵v(1  ↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
(3.26)
when pv  pcell, condensation:
Rc =   ⇢v⇢l
⇢mixture
↵v(1  ↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
(3.27)
The net mass transfer rate, equation (3.26) in the existing model is proportional to ↵(1   ↵),
and has an interesting property, it approaches zero when ↵ = 0 and ↵ = 1 and reaches the
maximum in between. The vapour volume fraction per unit volume of mixture ↵ is dependent
on the parameter nB which is kept constant assuming constant nucleation site per unit volume
m3 of pure liquid.In the model the bubble concentration per unit volume of pure liquid, nB often
needs to be calibrated to match the experimental data (Yuan et al., 2001).
The transport equation of vapour fraction will take the following form.
When pv   pcell, cavitation:
@↵v⇢v
@t
+
@
@xi
(↵v⇢vuj) =
⇢v⇢l
⇢mixture
↵v(1  ↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
(3.28)
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When pv  pcell, condensation:
@↵v⇢v
@t
+
@
@xi
(↵v⇢vuj) =   ⇢v⇢l
⇢mixture
↵v(1  ↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
(3.29)
3.6.1.1 Favre-averaged transport equation of vapour fraction
Applying Favre-averaging to transport equations, we obtain the following form.
when pv   pcell, cavitation:
@
@t
(f↵v⇢v) + @
@xi
(f↵v⇢vu˜j) = ⇢v⇢l
⇢mixture
f↵v(1 f↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
  @
@xi
(⇢ g↵00vu00j ) (3.30)
For the closure of Reynolds flux term ⇢ g↵00vu00j , gradient transport assumption is employed (Pope,
2001)
 ⇢ g↵00vu00j = µtSct @f↵v@xj (3.31)
where Sct is a turbulent Schmidt number. Most CFD procedures assume it to be equal to 1
(Pope, 2001; Versteeg and Malalasekera, 2007).
therefore, we obtain:
@
@t
(f↵v⇢v) + @
@xi
(f↵v⇢vu˜j) = ⇢v⇢l
⇢mixture
f↵v(1 f↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
+
@
@xi
✓
µt
Sct
@f↵v
@xj
◆
(3.32)
when pv  pcell, condensation:
@
@t
(f↵v⇢v)+ @
@xi
(f↵v⇢vu˜j) =   ⇢v⇢l
⇢mixture
f↵v(1 f↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
+
@
@xi
✓
µt
Sct
@f↵v
@xj
◆
(3.33)
3.6.2 Zwart-Gerber-Belamri model
Zwart, Gerber and Belamri (ZGB) model: Similar to Schnerr and Sauer model, the model
also assumes fluid to be homogeneous vapour-liquid mixture and vapour is assumed to be consist
of mini spherical bubbles (Zwart et al., 2004). Again, the first order solution of Rayleigh-Plesset
equation or “linear Rayleigh” is used for vapour production and condensation. Vapour volume
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fraction is defined by the following equation:
↵v =
Vvapour
Vmixture
=
NB
4
3⇡R
3
B · Vmixture
Vmixture
= NB
4
3
⇡R3B (3.34)
where RB is the radius of the bubble, NB is defined as the bubble concentration per unit volume
of the fluid mixture. The transport equation of the vapour fraction is
@↵v⇢v
@t
+
@
@xi
(↵v⇢vuj) = R (3.35)
where R is net phase change rate and is defined by the following equation:
R = NB ⇥
✓
4⇡R2B⇢v
dRB
dt
◆
(3.36)
The equation (3.36) is also used to model condensation process.
Therefore,
when pv   pcell, cavitation:
Re =
3↵v⇢v
RB
s
2
3
|pv   pcell|
⇢l
(3.37)
when pv  pcell, condensation:
Rc =  3↵v⇢v
RB
s
2
3
|pv   pcell|
⇢l
(3.38)
The model is said to work well for condensation but it has been reported to be physically incorrect
and numerically unstable for cavitation. The model is based on the assumption that cavitation
bubbles do not interact with each other, however, it has been argued Zwart et al. (2004) that this
only occurs at the earliest stages of cavitation, when cavitation bubbles grow from nucleation site.
Hence, Zwart, Gerber and Belamri further argued that when vapour fraction increases, nucleation
site density must decrease accordingly, hence, replaced ↵ with ↵nuc (1 ↵) for vaporisation. RB
is interpreted as the radius of a nucleation site. Hence the final form of cavitation model is:
if pcell  pv, evaporation:
Re = Fvap
3↵nuc(1  ↵v)⇢v
RB
s
2
3
|pv   pcell|
⇢l
(3.39)
if pcell   pv, condensation:
Rc =  Fcond 3↵v⇢vRB
s
2
3
|pv   pcell|
⇢l
(3.40)
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The default values of model constants are:
RB = bubble radius = 1⇥ 10 6m
↵nuc = nucleation site volume fraction = 5⇥ 10 4
Fvap = evaporation co-eﬃcient = 50
Fcond = condensation co-eﬃcient = 0.01
(3.41)
The model constants may need to be calibrated to match the experimental data.
The transport equation of vapour fraction will take the following form.
When pv   pcell, cavitation:
@↵v⇢v
@t
+
@
@xi
(↵v⇢vuj) = Fvap
3↵nuc(1  ↵v)⇢v
RB
s
2
3
|pv   pcell|
⇢l
(3.42)
When pv  pcell, condensation:
@↵v⇢v
@t
+
@
@xi
(↵v⇢vuj) =  Fcond 3↵v⇢vRB
s
2
3
|pv   pcell|
⇢l
(3.43)
3.6.2.1 Favre-averaged transport equation of vapour fraction
Applying Favre-averaging to transport equations, we obtain the following form.
when pv   pcell, cavitation:
@
@t
(f↵v⇢v) + @
@xi
(f↵v⇢vu˜j) = Fvap 3↵nuc(1 f↵v)⇢v
RB
s
2
3
|pv   pcell|
⇢l
+
@
@xi
✓
µt
Sct
@f↵v
@xj
◆
(3.44)
if pcell   pv, condensation:
@
@t
(f↵v⇢v) + @
@xi
(f↵v⇢vu˜j) =  Fcond 3f↵v⇢vRB
s
2
3
|pv   pcell|
⇢l
+
@
@xi
✓
µt
Sct
@f↵v
@xj
◆
(3.45)
3.7 Turbulence models
In this section, RANS-based two-equation turbulence models which are used in this study are
outlined. In such two equation models, Boussinesq approximation, equation (3.20) is used to
compute Reynolds stresses.
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3.7.1 Standard k   ✏ model
The Standard standard k   ✏ model (Launder and Spalding, 1972) is based modelled transport
equations for turbulent kinetic energy k and turbulence dissipation rate ✏. The transport equation
for k is modelled from the exact equation of turbulent kinetic energy (see Davidson et al., 2003).
However, the transport equation of ✏ is derived using intuitive reasoning. In the derivation of the
standard k  ✏ model, the flow is assumed to be fully turbulent and eﬀects of molecular viscosity
are negligible. Hence, the model is valid only for fully turbulent flows.
@(⇢k)
@t
+
@
@xj
(⇢k euj) = @
@xj
✓
µ+
µt
 k
◆
@k
@xj
 
+ 2µtsij · sij   ⇢✏ (3.46)
@(⇢✏)
@t
+
@
@xj
(⇢✏ euj) = @
@xj
✓
µ+
µt
 ✏
◆
@✏
@xj
 
+ C1✏
✏
k
2µtsij · sij   C2✏⇢✏
2
k
(3.47)
The above equations contain five adjustable constants Cµ = 0.09,  k = 1.00,  ✏ = 1.30,
C1✏ = 1.44 and C2✏ = 1.92. These default values have been determined from experiments for
fundamental turbulent flows including frequently encountered shear flows like boundary layers,
mixing layers and jets as well as for decaying isotropic grid turbulence. They have been found
to work fairly well for a wide range of wall-bounded and free shear flows (Launder and Spalding,
1972).
sij is the mean strain rate tensor.
sij =
1
2
✓
@ eui
@xj
+
@ euj
@xi
◆
(3.48)
The shear stress is related to the mean strain rate via eddy viscosity eq. (3.20). The eddy
viscosity is isotropic in this model and is determined uniquely by local values of density, ⇢,
turbulent kinetic energy, k and a turbulent length scale.
µt = Cµ⇢k
1
2 l (3.49)
where Cµ is dimensionless constant (0.09). In this model the transport equation of k is solved and
the length scale l is determined by the solution of transport equation for the rate of dissipation
✏.
l =
k
3
2
✏
(3.50)
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Hence, equation (3.49) can be re-written as:
µt = Cµ⇢
k2
✏
(3.51)
3.7.2 Realizable k   ✏ model
The realizable k-✏ turbulence model proposed by Shih et al. (1994) shares the same transport
equation (3.46) for k as the standard k ✏ model but has diﬀerent transport equation for the rate
of turbulent dissipation ✏. Transport Equation for ✏ has been derived from the exact equation for
the transport equation of the mean square of vorticity fluctuations (see Tennekes and Lumley,
1972)
@⇢✏
@t
+
@
@xj
(⇢✏ euj) = @
@xj
✓
µ+
µt
 ✏
◆
@✏
@xj
 
+ ⇢C1S✏  ⇢C2 ✏
2
k +
p
⌫✏
(3.52)
where
C1 = max

0.43,
⌘
⌘ + 5
 
, ⌘ = S
k
✏
, S =
p
2sij · sij (3.53)
The constants are as follows:
C1✏ = 1.44, C2 = 1.9,  k = 1.0 and  ✏ = 1.2.
To be realizable the model requires maintaining the non-negativity of normal stress u002i   0 and
‘Schwarz inequality’ (Schumann, 1977; Lumley, 1979). The ‘Schwarz inequality’ is defined by
the following term:
(u00i u00j )
2
u002i u002j
 1 (3.54)
The ‘realizability’ is achieved by modified formulation of Cµ, which is no longer a constant as in
the standard k   ✏ model.
The Cµ is computed from:
Cµ =
1
A0 +AS
kU⇤
✏
(3.55)
where
U⇤ ⌘
q
sij sij + f⌦ijf⌦ij (3.56)
and
f⌦ij = ⌦ij  r⇥ !k (3.57)
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where ⌦ij is the mean rate of rotation tensor = 12
⇣
@ eui
@xj
  @fuj@xi
⌘
, viewed in a moving reference
frame with angular velocity !k. The model constants Ao and As are given by:
Ao = 4.04, As =
p
6cos( )
where   = 13cos
 1(
p
6W ), W = sij sjk skis˜3 , s˜ =
p
sij sij and sij = 12
⇣
@ eui
@xj
+ @fuj@xi
⌘
The eddy viscosity is again assumed to be isotropic and is calculated from:
µt = Cµ⇢
k2
✏
(3.58)
3.7.3 Launder and Sharma k   ✏ model
The transport equation for k and ✏ as follows:
@(⇢k)
@t
+
@
@xj
(⇢k euj) = @
@xj
✓
µ+
µt
 k
◆
@k
@xj
 
+ 2µtsij · sij   ⇢✏  2µt
 
@
p
k
@xj
!
(3.59)
@(⇢✏)
@t
+
@
@xj
(⇢✏ euj) = @
@xj
✓
µ+
µt
 ✏
◆
@✏
@xj
 
+ C1✏
✏
k
2µtf1sij · sij   C2✏f2⇢✏
2
k
+2
µµt
⇢
"
@ eui2
@x2j
#2 (3.60)
The constant  k = 1,  ✏ = 1.3, C1✏ = 1.44, C2✏ = 1.92, f1 = 1 and f2 = 1   0.03 exp( Re2t )
where, Ret ⌘ k2⌫✏
The isotropic eddy viscosity is computed by:
µt = Cµfµ⇢
k2
✏
(3.61)
where Cµ = 0.09, fµ = exp
h
 3.4
(1+Rt/50)2
i
The model has been proposed by Launder and Sharma (1974) to predict low-Reynolds number
phenomenon in the boundary layer and duct flows. On comparing transport equation of k (3.59)
and ✏ (3.60) with transport equations (3.46) and (3.47) of standard k   ✏ model, the transport
equations k and ✏ in Launder and Sharma k   ✏ model contains two additional source terms
 2µt
⇣
@
p
k
@xj
⌘
and 2µµt⇢

@ eui2
@x2j
 2
. Apart from additional source terms, the model also contains
damping functions, f1, f2 and fµ (in equation (3.61)). These terms are only active close to walls
and enables model to predict k and ✏ down to the viscous sublayers. However these terms won’t
be active in turbulence dominant region, hence, it can be argued that Launder and Sharma k  ✏
model would produce similar results to the standard k   ✏ model in the turbulent region.
3.7.4 Standard k   ! model
The standard k   ! model was proposed by Wilcox et al. (1998). The model also incorporates
modifications for low-Reynolds-number eﬀects, compressibility and shear flow spreading. The
66
model is an empirical model based on transport equation for k and specific dissipation rate !,
which is the ratio of ✏ to k. In this subsection, we present the version of k ! model implemented
in ANSYS Fluent. The transport equation for k and ! are as follows:
@(⇢k)
@t
+
@
@xj
(⇢k euj) = @
@xj
✓
µ+
µt
 k
◆
@k
@xj
 
+ 2µtsij · sij   ⇢ ⇤f ⇤k! (3.62)
@(⇢!)
@t
+
@
@xj
(⇢! euj) = @
@xj
✓
µ+
µt
 !
◆
@!
@xj
 
+ ↵
!
k
2µtsij · sij   ⇢ f !2 (3.63)
The isotropic eddy viscosity is computed from:
µt = ↵
⇤ ⇢k
!
(3.64)
3.7.4.1 Low-Reynolds-Number correction
The coeﬃcient ↵⇤ damps the turbulent viscosity causing a low-Reynolds number correction. It
is given by:
↵⇤ = ↵⇤1
✓
↵⇤0 +Ret/Rk
1 +Ret/Rk
◆
(3.65)
where
Ret =
⇢k
µ!
(3.66)
Rk = 6 (3.67)
↵⇤0 =
 i
3
(3.68)
 i = 0.072 (3.69)
In high-Reynolds number for of k   ! model, ↵⇤ = ↵⇤1 = 1.
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3.7.4.2 Modelling turbulence production
In the production term ↵!k 2µtsij · sij of transport equation (3.63) of !:
↵ =
↵1
↵⇤
✓
↵0 +Ret/R!
1 +Ret<!
◆
(3.70)
where Rw = 2.95, ↵⇤ and Ret are given by equation (3.65) and (3.66).
3.7.4.3 Modelling turbulence dissipation
In the dissipation term ⇢ ⇤f ⇤! of transport equation for k (3.62):
f ⇤ =
8<:1, if  k  01+680 2k
1+400 2k
if  k > 0
(3.71)
where
 k ⌘ 1!3
@k
@xj
@!
@xj
(3.72)
and
 ⇤ =  ⇤i [1 + ⇣
⇤F (Mt)] (3.73)
 ⇤i =  
⇤
1
✓
4/15 + (Ret/Re )4
1 + (Ret/Re )4
◆
(3.74)
where ⇣⇤ = 1.5, Re  = 8 and  ⇤1 = 0.09
In the dissipation term ⇢ f !2 of transport equation (3.63) of !:
f  =
1 + 70  
1 + 80  
(3.75)
   =
    ⌦ij · ⌦jk · Eki( ⇤1!)3
     (3.76)
⌦ij =
1
2
✓
@ eui
@xj
  @ euj
@xk
◆
(3.77)
  =  i

1   
⇤
i
 i
⇣⇤F (Mt)
 
(3.78)
68
3.7.4.4 Compressibility correction
F (Mt) is a compressibility function:
F (Mt) =
8<:0, if Mt Mt0M2t  M2t0 if Mt > Mt0 (3.79)
where
M2t ⌘
2k
a2
(3.80)
and
Mt0 = 0.25 (3.81)
a =
q
 R eT (3.82)
In the high-Reynolds number form of the k ! model,  ⇤i =  ⇤1, in incompressible form,  ⇤ =  ⇤i .
The compressibility correction has been calibrated for a very limited number of free shear flows
and is generally not recommended.
3.7.4.5 Model constants
↵⇤1 = 1, ↵1 = 0.52, ↵0 = 19 ,  
⇤1 = 0.09,  i = 0.072, R  = 8
Rk = 6, R! = 2.95, ⇣⇤ = 1.5, Mt0 = 0.25,  k = 2.0,  ! = 2.0
3.7.5 SST k   ! model
Shear stress transport k ! model was proposed by Menter (1994). The model eﬀectively blends
formulation of the k ! model of Wilcox et al. (1998) in near wall region with the standard k  ✏
model (Launder and Spalding, 1972) in the far field. In order to achieve this, the standard k  ✏
model is transformed into the k   ! model but includes the following refinements.
• The standard k   ! model and the transformed standard k   ✏ model are both multiplied
with blending function and added together.
• The blending function is designed in such a way that in near wall region, it would activate
the k ! model and away from the surface it would activate the transformed k  ✏ model.
• The SST model incorporates a damped cross-diﬀusion term in the ! equation.
• The definition of turbulent viscosity is modified for the turbulent shear stress.
• The empirical constants are diﬀerent.
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The transport equation for the SST k   ! model are as follows:
@(⇢k)
@t
+
@
@xj
(⇢k euj) = @
@xj
✓
µ+
µt
 k
◆
@k
@xj
 
+ fGk   Yk (3.83)
@(⇢!)
@t
+
@
@xj
(⇢! euj) = @
@xj
✓
µ+
µt
 !
◆
@!
@xj
 
+G!   Y! +D! (3.84)
The turbulent viscosity is computed from:
µt =
⇢k
!
1
max
h
1
↵⇤ ,
EijF2
a1!
i (3.85)
 k =
1
F1/ k,1 + (1  F1)/ k,2 (3.86)
 ! =
1
F1/ !,1 + (1  F1)/ !,2 (3.87)
↵⇤ has been defined in equation (3.65). F1 and F2 are blending functions given by:
F1 = tanh( 
4
1) (3.88)
 1 = min
"
max
 p
k
0.09!y
,
500µ
⇢y2!
!
,
4⇢k
 !,2D
+
! y2
#
(3.89)
D+! = max

2⇢
1
 !,2
1
!
@k
@xj
@!
@xj
, 10 10
 
(3.90)
F2 = tanh( 
2
2) (3.91)
 2 = max
"
2
p
k
0.09!y
,
500µ
⇢y2!
#
(3.92)
where y is the distance to the next surface and D+! is the positive portion of the cross diﬀusion
term (3.100).
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3.7.5.1 Modelling the turbulence production
The fGk represents the production term in turbulence kinetic energy equation (3.83), and is given
by:
fGk = min(2µtsij · sij , 10⇢ !) (3.93)
The term G! represents the production term of ! in transport equation (3.84) of specific dissip-
ation rate and is given by:
G! =
↵1
⌫t
fGk (3.94)
In Wilcox et al. (1998)’s k   ! model, ↵1 is constant (0.52) while in the SST k   ! model ↵1
is given by
↵1 = F1↵1,1 + (1  F2)↵1,2 (3.95)
where
↵1,1 =
 i,1
 ⇤1,1
  
2
 !,1
p
 ⇤1
(3.96)
↵1,2 =
 i,2
 ⇤1,2
  
2
 !,2
p
 ⇤1
(3.97)
where  is 0.41.
3.7.5.2 Modelling the turbulence dissipation
The term Yk represents the dissipation of turbulence kinetic energy in equation (3.83) and is
defined in a similar manner as in the standard k ! model, § 3.7.4.3. However in the SST k !
model, F ⇤ is constant and equal to 1.
The term Y! represents dissipation of ! in equation (3.84) and is defined in the similar way as
in the standard k   ! model. However, the diﬀerence in models is in the way the terms  i and
f  are modelled. In the standard k   ! model (see § 3.7.4.3),  i is constant (0.072) and f  is
defined by equation (3.75). In SST k   ! model f  is constant and is equal to 1 and  i is not
constant. Hence:
Yk = ⇢ i!
2 (3.98)
 i is given by
 i = F1 i,1 + (1  F1) i,2 (3.99)
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where F1 is obtained by equation (3.88).
3.7.5.3 Cross diﬀusion modification
The SST k   ! is a model based on both the standard k   ! model and the standard k   ✏
model. To blend these two models together, the standard k  ✏ model has been transformed into
equations based on k and !. This is achieved by the introduction of cross-diﬀusion term D!:
D! = 2(1  F1)⇢ 1
! !,2
@k
@xj
@!
@xj
(3.100)
3.7.5.4 Model constants
 k,1 = 1.176,  !,1 = 2.0,  k,2 = 1.0,  !,2 = 1.168
a1 = 0.31,  i,1 = 0.075,  i,2 = 0.0828
Other models constants i.e. ↵⇤1,↵1, ↵0,  ⇤1, R  , Rk, R!, ⇣⇤ and Mt,0 have same values as
standard k   ! model.
3.8 Wall functions
In this section, the near wall modelling approaches which are used in this study are outlined.
3.8.1 Standard Wall Function
Figure 3.1: u-velocity cell at a boundary
Standard Wall Functions are based on the logarithmic law-of-wall which was first published by
Von Karman (1931). The log-law of the wall are directly applied to the first interior node. Let
y be a coordinate normal to the solid wall, and yp (see Figure 3.1) be the first interior node, the
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mean velocity at this point yp with 30 < y+ < 500 would satisfy the log-law of the wall. The
law-of-the-wall for mean velocity yields:
u+ =
eu
u⌧
=
1
k
ln(y+) +B =
1
k
ln(Ey+) (3.101)
where u+ is the dimensionless velocity: eu is the mean velocity parallel to the wall at the near-wall
node, divided by friction velocity u⌧ . and y+ is the dimensionless distance from the wall: the
yp normal distance from the wall to the first near-wall node, made dimensionless with friction
velocity u⌧ and kinematic viscosity ⌫:
y+ ⌘ ypu⌧
⌫
(3.102)
u⌧ is the friction velocity, defined by:
u⌧ =
r
⌧w
⇢
(3.103)
⌧w is wall shear stress, defined by:
⌧w ⇠= ⌧(y) = µ@ eui
@xj
(3.104)
k = Von Karman constant (= 0.4187) and B = 5.5, E is the integration constant which depends
on the roughness of the wall, for the smooth wall with constant shear stress E has a value
of 9.793. In many CFD codes, at ‘wall’ boundary conditions, the log-law (3.101) is employed
when y+   11.63. When y+  11.63, flow is assumed to be laminar (u+ = y+), (Versteeg
and Malalasekera, 2007). However when usind standard wall function it is highly recommended
to place first grid normal to the wall at y+ ⇡ 30 below which results would be compromised
(Knopp, 2006).
3.8.2 Launder-Spalding Wall function
The standard wall function has its limitations, especially for recirculating flows. Launder and
Spalding (1974) proposed modification to the standard wall function:
The law-of-the-wall for mean velocity:
U⇤ =
1
k
ln(Ey⇤) (3.105)
where U⇤ is the dimensionless velocity defined by:
U⇤ ⌘ euC 14µ k 12p
⌧w/⇢
(3.106)
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y⇤ is the dimensionless distance from the wall, defined by:
y⇤ =
⇢C
1
4
µ k
1
2
p yp
µ
(3.107)
where k, E has the same values as standard wall functions, Cµ is related to eddy viscosity, varies
with turbulence models, kp is turbulence kinetic energy at the near-wall node, yp is the distance
normal from the wall to the near wall node. The modified log-law (3.105) is employed when
y⇤ > 11.225. When the mesh is such that y⇤ < 11.225, laminar stress-strain relation is applied or
U⇤ = y⇤. However, the Launder and Spalding wall function require first grid normal to the wall
to be placed at y⇤   11.225 and would typically fail under grid refinement below y⇤  11.225
(Bredberg, 2000; Fluent, 2012).
3.8.3 Enhanced Wall Treatment method
Enhanced wall treatment method is a near wall modelling approach implemented in ANSYS
Fluent (Fluent, 2012), which combines a ‘two-layer model’ with the ‘enhanced wall functions’.
In the region where the mesh is fine enough (y+ ⇡ 1), the model acts like a two-layer model.
The model uses the single law-of-the-wall of the so-called ‘enhanced wall functions’ formulated
for the entire wall region.
• In the ‘two-layer model’, the domain is divided into viscosity aﬀected region and turbulence
dominated region. In this approach at the turbulence dominated region, full turbulence
models are used while in viscosity aﬀected region, one equation model by Wolfshtein (1969)
is used. The turbulent viscosity in the laminar region is smoothly blended with High
Reynolds Number turbulent viscosity with a blending function proposed by Jongen (1998).
• In the ‘enhanced wall function’, the ‘law-of-the-wall’ is formulated as a single law of wall
for entire wall region. This is achieved by blending linear and logarithmic ‘law-of-the-wall’
using function suggested by Kader (1981).
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Chapter 4
Single-phase simulations in an enlarged
multi-hole injector
4.1 Introduction
The objective of this chapter is to achieve sound simulations of non-cavitating flow in symmet-
ric multi-hole (6) enlarged (20X) diesel fuel injector. In this chapter, single-phase simulations
were performed using commercial CFD suite ANSYS-FLUENT at diﬀerent needle positions and
simulations were assessed by comparing simulation results with experimental measurements. Im-
pacts of errors on simulation results were assessed which are mainly boundary condition errors,
numerical errors and physical modelling errors.
4.2 Description of test cases:
In the present study, LDV measurements (Roth et al., 2002; Roth, 2004) of the mean axial
velocity and RMS velocity at diﬀerent planes (Figure 4.4 and 4.5) of the hole of the enlarged
multi-hole (6) injector have been used to evaluate the CFD simulations. The transparent nozzle
was manufactured of an acrylic material with refractive index of 1.49 of whose dimensions corres-
ponded to 20 times magnification of Bosch conical mini-sac type six hole axisymmetric vertical
diesel fuel injector (Figure 4.1, 4.2, 4.3). The diameter of the enlarged injector hole was 3.5 mm,
which corresponded to the hole diameter of 0.175 mm (20 times magnification) of a real size
injector. The nozzle operated on the steady state test rig at lower (1.60 mm) and the nominal
(6.00 mm) needle lifts which corresponded to maximum needle lift of the first stage and second
stage of real size diesel injection process.
The working fluid was a mixture of 32% by volume of tetralin (1,2,3,4 – Tetrahydronaphthalene)
and 68% by volume of oil of turpentine. The rig operated at the temperature 25±0.5  C to ensure
refractive index of fluid to be 1.49. The refractive index matching technique enabled full optical
access to the complex liquid-vapour interface with no distortion of laser beam (Nouri et al.,
1988). Experiments performed two sets of velocity measurements using LDV at non-cavitating
quasi-steady flow regime (Roth et al., 2002; Roth, 2004).
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In the first set of the experiment the Reynolds number Re1 was kept constant and the cavitation
number CN2 was varied, in the second set both the Reynolds number and cavitation number
were varied.
lower needle-lift 1.6 mm
Series CN Re pinj pback Uinj Flow Rate
1 0.44 18000 2.55 bar 1.80 bar⇤ 8.43ms 1 N/A
2 0.44 18000 2.55 bar 1.80 bar⇤ 8.43ms 1 0.487ls 1
nominal needle-lift 6 mm
Series CN Re pinj pback Uinj Flow Rate
1 0.45 21000 1.80 bar 1.25 bar⇤ 9.84ms 1 N/A
2 0.45 21000 1.80 bar 1.25 bar⇤ 9.84ms 1 0.568ls 1
⇤ The pressure values are in absolute pressure. 1 bar = 105 Nm 2
Table 4.1: Flow conditions for the first and second series of LDV measure-
ments at lower needle lift and nominal lift.
Figure 4.1: Isometric view of the transparent enlarged conical mini-sac type nozzle and needle at
nominal needle lift (6 mm).
1The Reynolds number was based on the diameter of the injector hole:
Re =
D · Uinj
⌫
=
D
⌫
✓
Qt
nAh
◆
=
4Qt
⇡⌫nD
(4.1)
where D is the diameter of the injector hole, uinj is the injection velocity, ⌫ is the kinematic viscosity of the fluid,
Qt is the total flow rate of the injector, Ah is the cross section area of the individual injector hole and n is the
numbers of injector hole in the fuel injector nozzle (6 in the present case).
2CN or cavitation number is a non-dimensional parameter indicating cavitation intensity and it is independent
of Reynolds number (Bergwerk, 1959):
CN =
pinj   pback
pback   pv (4.2)
where, pinj is injection pressure, pback is the back pressure, pv is saturated vapour pressure.
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Figure 4.2: Side view (z-y plane) and sectional view of the injector nozzle. All dimension are in mm,
the tolerances are not given.
Figure 4.3: (a) Side view (z-y plane) of the injector needle. All dimension are in mm, the tolerances
are not given. (b) Typical model parts of an enlarged injector and needle assembly. 1) Needle 2) injector
3) injector hole 4) sac volume 5) needle seat 6) seat annulus 7) cartridge wall 8) needle wall 9) pressure
measuring tap (also outlet boundary conditions for CFD) 10) back flow hole.
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Figure 4.4: Section view of the fuel injector displaying positions where LDV measurements were taken,
(a) corresponds to Series 1 experiments, (b) corresponds to Series 2 experiments. All dimensions are in
mm.
Figure 4.5: The locations of LDV measurement planes in one of the injector holes. Source: Roth (2004)
Working Fluids Properties
Density 895 kg m 3
Kinematic viscosity 1.64 ⇥ 10 6 m2s 1
Vapour pressure 1000 Nm 2
Surface Tension 0.03 Nm 1
Refractive Index 1.49
Table 4.2: working-fluid
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4.2.0.1 Description of the test rig
Figure 4.6: Schematics of the refractive index matching test rig with incorporated large-scale injector.
Figure 4.5 oﬀers a schematic view of test rig with an incorporated large-scale injector used for
experiments (see Roth, 2004, pg. 98).
1. Fluid entering the system.
2. Fluid mixing region.
3. Annulus which allows flow to fully develop at the time it reaches the injector.
4. Outlet, fluid goes to temperature control reservoir and re-enters the system.
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5. Tube to control needle lift.
6. Outlet pressure measuring position.
7. Inlet pressure measuring position (does not represent the actual position, because is not
very precisely described in literature (Roth, 2004, pg. 98)).
8. Needle, at nominal lift (6 mm).
9. Detail view of the nozzle.
10. Zoom of the injector hole where LDV/CCD measurements were taken.
4.3 Boundary condition error analysis
This objective of this study is to assess the impacts on simulation results when a periodic type
boundary condition or a periodic interface is used for the enlarged symmetric multi-hole fuel
injector nozzle. The periodic boundary conditions are used when the physical geometry of
interest (flow-domain) and expected pattern of the solution have periodically repeating nature
(Versteeg and Malalasekera, 2007). The Figure 4.7 (B), represents the ‘complete flow-domain’
and the Figure 4.7 (C), represent ‘one sixth of the flow domain with periodic (cyclic) boundary
condition’.
Figure 4.7: (A) Isometric view of the enlarged injector and needle at nominal needle-lift (6.00 mm),
(B) the complete flow domain (C) one-sixth of flow domain with periodic (cyclic) boundary conditions.
The numbers represents the boundaries of flow domains, (1) inlet (2) outlet (3) walls (4) periodic (cyclic)
interface.
4.3.0.1 Case setup
The complete flow domain as shown in Figure 4.7 (B) and one-sixth of the flow domain as shown in
Figure 4.7 (C) have been used. The flow domains are discretized into semi-structured (tetrahedral
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and prism layers) grids, (see Table 4.5, Figure 4.8) which have been generated using automatic
grid generation method (Guide, 2012) with similar sizing of control volumes. Non-cavitating
operating condition at nominal needle-lift (6.0 mm) (see Table 4.3) is simulated. Steady-state
simulations were performed. Turbulence eﬀects are introduced using the realizable k   ✏ model
(Shih et al., 1994) and near-wall turbulence region flow is modelled using the ‘enhanced wall
treatment’ method (see § 3.8.3). The liquid is considered as incompressible, its properties can
be found in the table 4.2. Boundary conditions are listed in the table 4.4.
Series CN Re pinj pback Uinj Flow Rate
1 0.45 21000 1.80 bar 1.27 bar 9.84ms 1 N/A⇤
(absolute) (absolute)
2 0.45 21000 1.80 bar 1.27 bar 9.84ms 1 0.568 ls 1
(absolute) (absolute)
⇤ Flow rate for the first series of experiment is not found in the literature
(Roth et al., 2002; Roth, 2004) but is assumed to be the same as that of
the second series of experiment (0.586 ls 1).
Table 4.3: Flow conditions of the first and second series of LDV measurements
at high lift
Case Flow volume Inlet Outlet Interface Walls
1 complete flow mass-flow rate constant pressure not enhanced wall
volume 0.5082 kg s 1 127000 Nm 2 required treatment method
2 one-sixth mass-flow rate constant pressure cyclic enhanced wall
of fluid volume 0.0847 kg s 1 127000 Nm 2 treatment method
Table 4.4: Boundary Conditions
Figure 4.8: (A) Mesh of the complete fluid volume, (B) Mesh of the one-sixth of the fluid volume.
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Case Flow domain Control volumes (CV) Maximum y+
1 complete flow domain 1,792,278 18.2
2 one-sixth of flow domain 348,476 17.9
Table 4.5: Mesh description, y+ values are obtained after the simulations.
4.3.0.2 Results
(a) (b)
(c) (d)
Figure 4.9: Normalized mean axial velocity comparisons for flow domains with the ‘complete flow
domain’ and ‘one-sixth of the flow domain’ with periodic boundary conditions.
The predicted mean axial velocities at diﬀerent planes of the injector hole (see Figure 4.4 and
4.5) were compared for the ‘complete flow domain’ and ‘one-sixth of the flow domain’. The
comparison revealed similar results (see Figure 4.9 (a) (b) (c) (d)) for both flow domain with
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minor variations. These minor variations in the mean axial velocity profiles can be attributed to
the diﬀerence in locations of grid points in diﬀerent domains.
4.3.0.3 Discussions:
• Almost similar results are obtained in both cases, hence from the present results, it can
be inferred that ‘the flow domain with periodic boundary conditions’ if correctly applied
would produce similar results as ‘the complete fluid domain’ and therefore would be used
in later studies.
4.4 Grid sensitivity analysis
The object of this study is to assess the influence of the grid density in the fluid domain on CFD
simulation results. The simulations were performed for both lower (1.60 mm) and nominal lift
(6.00 mm) cases at non-cavitating conditions (see Table 4.1).
4.4.1 Case setup
Operating conditions as listed in Table 4.1 for both lower (1.60 mm) and the nominal (6.00 mm)
needle lifts are simulated. The simulations were first performed using relatively coarse mesh at
both needle lifts; the mesh density was then successively increased until a further increase did
not influence the simulation results. The flow domain is one-sixth of the fluid volume with the
periodic interface. The grid type is semi-structured consist of primarily tetrahedral elements.
Also, prism type cells were added to the wall to resolve the near wall turbulence accurately. At
first, the grid was uniformly refined, later, the grid density around the injector hole and the sac
volume were refined after successive simulations (see Figure 4.11 and Table 4.7). Considering the
flow regime was quasi-steady at non-cavitating conditions at Re = 18000 for lower needle lift and
Re = 21000 for nominal needle lift, steady state simulations were performed using realizable k ✏
model (Shih et al., 1994); the near wall turbulence was resolved using ‘Enhanced wall treatment’
method (see § 3.8.3). The fluid (liquid) was assumed to be incompressible; the fluid properties
are listed in the Table 4.2. The boundary conditions used are listed in the Table 4.6 for both the
lower and nominal needle lifts.
Case Inlet Outlet interface Walls
lower (1.6 mm) mass-flow rate constant pressure cyclic enhanced wall
needle-lift 0.0726 kg s 1 180000 Nm 2 treatment method
nominal (6.0 mm) mass-flow rate constant pressure cyclic enhanced wall
needle-lift 0.0847 kg s 1 127000 Nm 2 treatment method
Table 4.6: Boundary Conditions
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Figure 4.10: (A) Flow Domain for the lower needle lift. (B) flow domain for the nominal needle lift.
The numbers represent boundaries of flow domains, (1) inlet (2) outlet (3) walls (4) periodic
Figure 4.11: (A) The Lower needle lift grid with uniform element size (B) The lower needle lift flow
domain displaying the region of local refinement (red sphere), ‘Sphere of influence’ method (Guide, 2012)
has been used for local grid refinement.
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4.4.2 Results: lower needle lift (1.6 mm)
Grid (CV)⇤ Refinement Refinement Refinement Maximum y+
method factor (global)⇤⇤ factor (local)†
1 1,792,278 global sizing 1 0 17.7
2 6,892,758 global sizing 3.84 0 10.44
3 11,049,454 global sizing 6.16 0 9.54
4 19,023,384 global sizing 10.61 0 7.5
5 16,410,517 locally refined 9.15 ⇡3 7.21
from Grid 3‡
6 24,038,653 locally refined 11.83 ⇡4 7.14
from Grid 3‡
7 33,446,472 locally refined 18.66 ⇡5 7.16
from Grid 3‡
⇤ Control Volumes
⇤⇤ The global mesh refinement factor is defined as the ratio between numbers of control
volumes in the first mesh to numbers of control volumes in the compared mesh.
†The local mesh refinement is defined as the ratio of the overall size of the control volume
(cell) to the size of the locally refined control volume.
‡ ’Sphere of influence’ method (Guide, 2012) has been used for local grid refinement, the
part (volume) of the flow domain locally refined can be seen in figure 4.11.
Table 4.7: Grid description, y+ values are obtained after the simulations (see Figure 4.64 and
4.65)
It can be seen that similar profiles of the mean axial velocity are achieved in all planes (see Figure
4.4 and 4.5) in grids 5,6 and 7 (Figure 4.12 (a), Figure 4.13 (a), Figure 4.13 (c) and Figure 4.13
(e)). Hence, it can be inferred that the grid independence is being approached.
(a) (b)
Figure 4.12: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm from the origin
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(a) (b)
(c) (d)
(e) (f)
Figure 4.13: Normalized mean axial velocity and RMS comparisons at x = 10.5mm, 13.5 mm and 16.5
mm from the origin.
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The RMS velocity is computed using Boussinesq formula (see Equation 3.20) increased with
successive grid refinements (Figure 4.12 (b), Figure 4.13 (b), Figure 4.13 (d) and Figure 4.13
(f)); this is because when Boussinesq formula is used to compute the magnitude, the magnitude
of RMS velocity depends on the magnitude of mean velocity gradients which increased with
successive grid refinements.
4.4.3 Discussion: lower needle lift
• Similar results are achieved for the mean axial velocity from grids 5,6 and 7 therefore, it
can be stated that grid independence is being approached for mean axial velocity.
• The RMS velocity magnitude increased with successive grid refinements. This is because
the RMS velocity magnitude computed using the Boussinesq formula is dependent on the
magnitude of the mean velocity gradients which increased with an increase of grid density.
• As aforementioned, the RMS velocity magnitude increased with successive grid refinements,
however, change in the mean axial velocity was not as apparent as the RMS velocity. Hence,
it can be stated that the RMS velocity magnitude is more sensitive to grid density than
the mean axial velocity.
4.4.4 Results: nominal needle lift (6.0 mm)
Grid (CV)⇤ Refinement Refinement Maximum y+
method factor (global)⇤⇤
1 8,067,135 global sizing 1 10.70
2 13,016,832 global sizing 1.61 9.81
3 17,970,861 global sizing 2.22 8.6
⇤ Control Volumes
⇤⇤ The global mesh refinement factor is defined as the ratio between
numbers of control volumes in the first mesh to numbers of control
volumes in the compared mesh.
Table 4.8: Grid description, y+ values are obtained after the simulations
(see Figure 4.66)
Similar results have been obtained for the mean axial velocity with all grids 1, 2 and 3 at all
planes (Figure 4.14 (a), Figure 4.14 (c), Figure 4.14 (e), Figure 4.15 (a)). However improved
profile of the mean axial velocity in grid 3 has been obtained particularly at the middle section of
the plane x = 9.5 mm possibly due to a higher concentration of control volumes. Nonetheless, the
results are very similar for the mean axial velocity; hence it can be argued that grid independence
is being approached. Increase in the RMS velocity magnitude with successive grid refinement is
seen (Figure 4.14 (b), Figure 4.14 (d), Figure 4.14 (e), Figure 4.15 (b)).
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(a) (b)
(c) (d)
(e) (f)
Figure 4.14: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm. 10.5 mm and 13.5
mm from the origin
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(a) (b)
Figure 4.15: Normalized mean axial velocity and RMS comparisons at x = 16.5 mm from the origin
4.4.5 Discussion: nominal needle lift
• Similar profiles for the mean axial velocity have been achieved with grids 1, 2, 3; hence it
can be stated that grid independence is being approached for mean axial velocity.
• Increase in the RMS magnitude was observed with successive grid refinement, reason stated
in § 4.4.2.
4.5 Physical modelling errors
4.5.1 Turbulence models comparison
Considering the Reynolds number, based on the diameter of the injector hole (see Equation
(4.1)) is around 18000, we assess two high Reynolds number turbulence models for the accurate
simulation of internal flow in the enlarged multi-hole (6) injector.
4.5.1.1 Case setup
Non-cavitating condition at low needle lift as described in Table 4.9 is simulated. Since the flow
regime is quasi-steady (Roth et al., 2002; Roth, 2004), steady state simulations are performed
using Reynolds-Averaged Navier-Stokes equations. From the previous study § 4.4.2, grid 6 has
been used (Table 4.12). Simulations have been performed using the standard k   ✏ and the
realizable k   ✏ model and the ‘Enhanced Wall Treatment’ method (see § 3.8.3) has been used
to resolve near wall turbulence. The liquid phase is assumed to be incompressible. Boundary
conditions are listed in Table 4.10.
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Series CN Re pinj pback Uinj Flow Rate
1 0.44 18000 2.55 bar 1.80 bar 8.43 ms 1 N/A⇤
(absolute) (absolute)
2 0.44 18000 2.55 bar 1.80 bar 8.43 ms 1 0.487 ls 1
(absolute) (absolute)
* Flow rate for the first series of experiments are not found in literature (Roth
et al., 2002; Roth, 2004), but assumed to have same the value as given for
the second series (0.487 ls 1).
Table 4.9: Flow conditions for the first and second series of LDV measurements
at lower needle lift
Figure 4.16: (A) One-sixth of the flow domain at low lift with periodic (cyclic) boundary conditions.
The numbers represents boundaries of flow domains, (1) inlet (2) outlet (3) walls (4) periodic (cyclic)
interface, (B) Mesh for one-sixth flow domain.
Inlet Outlet interface Walls
mass-flow rate constant pressure cyclic enhanced wall
0.0726 kg s 1 180000 Nm 2 treatment method
Table 4.10: Boundary Conditions
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4.5.1.2 Results
(a) (b)
(c) (d)
Figure 4.17: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm and 10.5 mm from
the origin.
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(a) (b)
(c) (d)
Figure 4.18: Normalized mean axial velocity and RMS comparisons at x = 13.5 mm and 16.5 mm from
the origin.
Discrepancies in the experimental data, possibly due to needle eccentricity (Giannadakis et al.,
2008) can be observed for both the mean axial velocity and RMS velocity for series 1 and 2
experimental data (Figure 4.17 (a), (b), (c), (d) and Figure 4.18 (a) and (b)). At the axial location
close to the entrance of the injector hole (x = 9.5 mm), (Figure 4.17 (a)), (0.8 < y/D0 < 1)
experimental data indicates a recirculation region at the upper portion of the plane. It can
be seen from Figure 4.17 (a) that recirculation region is more accurately predicted using the
realizable k   ✏ model. The mean axial velocity from the bottom of the injector hole plane to
the middle portion (0.0 < y/D0 < 0.6) are slightly better predicted with the standard k   ✏
model, however, simulation results improve for the realizable k   ✏ model in the injector hole
from 0.0 < y/D0 < 0.6 (Figure 4.17 (a)). Higher values of RMS velocity (Figure 4.17 (b)) have
been predicted using the realizable k   ✏ model which are also in better agreement with the
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experimental data despite discrepancies in the experimental data between first and second series
of the experiment.
Case Turbulence models Control volumes (CV) Maximum y+
1 Standard k   ✏ 24,038,653 7.144
2 Realizable k   ✏ 24,038,653 7.144
Table 4.11: Mesh description, y+ values are obtained after the simulations.
(a) standard k   ✏ model
(b) realizable k   ✏ model
Figure 4.19: Mean velocity profiles (vector) at diﬀerent planes obtained using standard k   ✏ and
realizable k   ✏ models.
Similarly on the plane x = 10.5 mm, it can be seen that a recirculation region is more accurately
predicted using the realizable k   ✏ model, however, it can be stated that a slightly better
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agreement has been achieved for the mean axial velocity using the standard k   ✏ from the
bottom of the plane to the mid of the plane (0  y/D0  0.5). The RMS velocity is in better
agreement with the experimental data.
On the plane x = 13.5 mm, experimental data for the mean axial velocity (Figure 4.18 (a))
indicates that the flow has reattached. The mean axial velocity prediction using the realizable
k ✏ shows reattachment and is in better agreement with the experimental data while predictions
using the standard k   ✏ model suggest recirculation. The predicted RMS velocity (Figure 4.18
(b)) using the realizable k  ✏ model is also in better agreement with the experimental data. On
the plane x = 16.5 mm (Figure 4.17 (c)), the experimental data suggest a flow recovery however
it is not yet fully recovered. Again better agreement with the experimental data is achieved using
the realizable k   ✏ model. The RMS result is also in better agreement with the experimental
data using the realizable k  ✏ model (Figure 4.18 (d)). The diﬀerence in the velocity profiles at
diﬀerent planes using two the turbulence models can also be seen in velocity vectors at all planes
in Figure 4.19 (a) and Figure 4.19 (b).
(a) µt standard k   ✏ (b) µt realizable k   ✏
Figure 4.20: Comparison of turbulent viscosity of standard k  ✏ and realizable k  ✏ turbulence models
on x-y plane
4.5.1.3 Discussion: models comparison
• The recirculation region, flow reattachment and flow recovery are more accurately predicted
using the realizable k  ✏ model than the standard k  ✏ model for the present application.
• The standard k   ✏ has a constant Cµ while the realizable k   ✏ model has a variable Cµ.
The Cµ directly influences the turbulent viscosity µt and therefore the flow field.
• The variable Cµ in the realizable k   ✏ model is there to ensure the realizability or to
ensure that normal stresses u02i do not become negative (Schumann, 1977; Lumley, 1979).
Shih et al. (1994) also mentioned that many modellers i.e. Reynolds (1987) have suggested
diﬀerent values for Cµ for diﬀerent types of flows which have been supported by experi-
mental data (Reynolds, 1987; Shih et al., 1994) i.e. appropriate value for Cµ is found to be
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around 0.09 in the logarithmic layer of equilibrium boundary layers, and 0.05 in a strong
homogeneous shear flow.
• Nevertheless, the diﬀerences in the flow field due to the diﬀerent formulation of turbulent
viscosity, µt (Figure 4.20 (a) and (b)) which is due to the diﬀerent formulations of Cµ in
the two models are evident. Therefore, from the present results, it can be inferred that due
to the diﬀerent formulation of µt, the realizable k  ✏ model has captured the recirculation
region, flow reattachment and flow recovery or the overall flow field more accurately than
the standard k   ✏ model for the present application.
4.5.2 Near wall modelling
In this section, near wall modelling approaches are evaluated for internal flow predictions of an
enlarged symmetric multi-hole (6) diesel fuel injector. The modelling approaches which have been
evaluated are: 1) Launder and Spalding approach and 2) Enhanced Wall Treatment method.
4.5.2.1 Case setup
Non-cavitating condition at low needle lift as described in Table 4.9 is simulated. Steady-state
simulations have been performed. Turbulence eﬀects are introduced using the realizable k   ✏
model (Shih et al., 1994) (see § 3.7.2). In the first simulation ‘Launder and Spalding (1974) wall
functions’ are used to resolve near wall turbulence. In the subsequent simulation, ‘Enhanced
Wall Treatment’ method has been used to resolve near wall turbulence. From the previous study
§ 4.4.2, grid 6 has been used (Table 4.12). The liquid phase is assumed to be incompressible.
Boundary conditions are listed in Table 4.10
4.5.2.2 Results
Case Near-wall modelling Control volumes (CV) Maximum y+ Maximum y⇤
1 Launder and Spalding approach 24,038,653 7.06 6.90
2 Enhanced Wall Treatment 24,038,653 7.14 8.95
Table 4.12: Grid description, y+ and y⇤values are obtained after the simulations (see Figure 4.23 (a) &
(b) and 4.22 (a) & (b)).
While comparing the predicted mean axial velocity on the plane x = 9.5 mm (Figure 4.21 (a)), it
can be seen that good agreements are achieved with the experimental data using both approaches.
On the plane x = 10.5 mm (Figure 4.21 (b)) it can be seen that a slightly better agreement
with the experimental data for the mean axial velocity is achieved using the Enhanced wall
treatment’ method. Furthermore, on observing predicted the mean velocity profiles on planes x
= 9.5 (Figure 4.21 (a)) and x = 10.5 (Figure 4.21 (b)), it can be seen that a recirculation region
at the upper edge of the injector hole entrance is more accurately predicted using the ‘Enhanced
wall treatment’ method. Besides, from the predicted mean axial velocity at each plane (Figure
4.21 (a), (b), (c) and (d)), it can be seen that transition of velocity from laminar to turbulence
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region is more gradual using the ‘Enhanced wall treatment’ method than using the ‘Launder and
Spalding wall functions’. Nonetheless, on the planes x = 13.5 mm (Figure 4.21 (c)) and 16.5 mm
(Figure 4.21 (d)), overall mean axial velocity predictions are similar using both approaches.
s (a) (b)
(c) (d)
Figure 4.21: Normalized mean axial velocity comparisons for near wall modelling approaches
4.5.2.3 Discussion: near wall modelling
• The predicted mean axial velocity profiles clearly indicate a recirculation region at the
upper edge of the injector hole entrance, which is more accurately predicted using the
‘Enhanced wall treatment’ method.
• The ‘Launder and Spalding wall functions’ are based on the modified logarithmic law,
which is said to be valid from 30 < y⇤ < 300 and is applied when y⇤ > 11.225, when the
y⇤ < 11.225, the model applies laminar stress-strain relationship (U⇤ = y⇤).
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(a) y⇤ Launder and Spalding approach
(b) y⇤ Enhanced wall treatment method
Figure 4.22: y⇤ comparisons
• The ‘Launder and Spalding wall functions’ have a lower limit of y⇤ ⇡ 15. The ‘Launder
and Spalding wall functions’ would typically deteriorate below this limit and the solution
accuracy would be compromised (Launder and Spalding, 1974). It can be seen that y⇤ in
the Figure 4.22 (a), values lower than 15 have been obtained around the injector hole and
could have been a reason for the larger recirculation region predicted at the upper edge
entrance of injector hole.
• The ‘Enhanced wall treatment’ method is a near wall modelling approach implemented in
ANSYS Fluent, it combines ‘two-layer model’ and‘enhanced wall functions’. In the region
where the mesh is fine enough (y+ ⇡ 1), the model acts like a two-layer model. In the ‘two-
layer model’ viscosity of the laminar region is smoothly blended with turbulence viscosity
using a blending function proposed by Jongen (1998). In the so-called ‘enhanced wall
functions’ , the law-of-the-wall is formulated for the entire wall region. This is achieved by
blending the linear and logarithmic law-of-the-wall using a function suggested by Kader
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(1981). Therefore, it can be seen that in the present case, the ‘enhanced wall treatment’
method predicted overall better velocity profiles.
(a) y+ Launder and Spalding approach
(b) y+ Enhanced wall treatment method
Figure 4.23: y+ comparisons
4.6 Validation at the nominal needle-lift
In the previous section § 4.5, we analysed turbulence model behaviour at the lower needle lift
(1.6 mm oﬀset from the needle seat) which represents the 1st stage of the fuel injection process
in the real size injector. The nominal needle lift (6.00 mm oﬀset from the needle seat) in the
enlarged multi-hole injector represents the second stage of the fuel injection process in the real
size injector at which maximum flow occurs. As the needle translate upward, the clearance
between the needle wall and the injector body increases which changes the flow. Hence, in this
section, flow simulation and comparisons with experimental measurement are also required at
the nominal needle lift condition. In section the ‘grid sensitivity analysis’ § 4.4.4, the mean axial
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velocity results suggested grid independence is being approached. We use the results obtained
from grid 3 and compare them with experimental data for the mean axial velocity and RMS
velocity. Turbulence model (realizable k-✏, see § 4.5.1) and near wall turbulence modelling
approach (Enhanced wall treatment, see § 4.5.2) have not been changed.
4.6.0.1 Results:
(a) (b)
(c) (d)
Figure 4.24: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm and 10.5 mm from
the origin
Diﬀerences in the experimental data between series 1 and series 2 experiments can be seen for
both the mean axial velocity and RMS velocity (possible reasons mentioned in the previous
section § 4.5.1). On the plane x = 9.5 mm (Figure 4.24 (a)), the mean axial velocity results from
the experimental data suggest a recirculation region at the upper region of the plane in injector
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hole. Simulation results showed that a good agreement has been achieved for the mean axial
velocity and RMS velocity (Figure 4.24 (b)) throughout the plane.
(a) (b)
(c) (d)
Figure 4.25: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm and 10.5 mm from
the origin
On the plane x = 10.5 mm (Figure 4.24 (c)), the experimental data again suggest a recirculation
at the upper region of the plane in the injector hole. Simulation results for the mean axial
velocity again show a good agreement with the experimental data in the recirculation region,and
fairly good agreement in the remaining section of the plane. Simulation results for the RMS
velocity (Figure 4.24 (d)) also show a good agreement with the experimental data.
On the plane x = 13.5 mm (Figure 4.25 (a) and (b)), large diﬀerences in the experimental data
for the mean axial velocity and RMS velocity between series 1 and 2 experiment can be found.
Nevertheless, on observation of the experimental data, it can be argued that the experimental
data for the mean axial velocity suggest a possible reattachment near the plane x = 13.5 mm.
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Simulation results for the mean axial velocity do not show a reattachment at the plane x = 13.5
mm, but show the recirculating flow on the top of the plane, Nevertheless simulation results for
the mean axial velocity are in fair agreement with the experimental data. The RMS velocity
(Figure 4.25 (b)) is under predicted but shows the same shape as the experimental data do.
On the plane x = 16.5 mm (Figure 4.25 (c)), the experimental data for the mean axial velocity
indicate that flow has started to recover after reattachment; fairly good agreement for the mean
axial velocity has been achieved. The RMS velocity (Figure 4.25 (d)) is under-predicted, but
shows the same shape as that of the experimental data. The predicted velocity profile can also
be seen at each plane in Figure 4.26.
Figure 4.26: Velocity vectors at nominal needle lift, grid 3.
4.6.0.2 Discussion: nominal needle lift
• Variation in the experimental data for the mean axial velocity and RMS velocity between
the first and second series of experiments can be seen, which could be speculated due to
the possibility of eccentricity of needle as mentioned by Giannadakis et al. (2008).
• Simulation results shows that fairly good agreement with experimental data for the mean
velocity and RMS velocity has been achieved.
4.7 Flow field analysis:
Experimental studies on multi-hole injectors revealed the occurrence of cavitation at the upper
edge of the entrance of the injector hole (Soteriou et al., 1995; Arcoumanis et al., 2001; Roth et al.,
2002; Roth, 2004; Andriotis, 2009). As the fluid enters the injector hole, the sudden reduction of
the cross-sectional area enhances the fluid acceleration, in addition, the abrupt change of fluid
path causes the fluid to separate from the wall. So, when the fluid re-attaches to the wall it starts
to form a recirculation region at the upper edge of the entrance of the injector hole. When the
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pressure in such recirculation zone goes below the vapour pressure of the liquid then the liquid
starts to boils and forms vapour pockets/bubbles. This process is called ‘geometrically induced
cavitation’.
In multi-hole injectors, cavitation structures due to vortex formation between the sac volume
and the injector holes have been observed. Mainly two types of such cavitation structures have
been observed: 1) ‘hole-to-hole’ connecting string cavitation (Figure 2.7 (a)) and 2) ‘needle
string’ or needle cavitation (Figure 2.7 (b)). The ‘hole-to-hole’ connecting cavitation has been
attributed to the formation of a vortex in the volume between the needle, needle seat and two
adjacent holes (Afzal et al., 1999; Arcoumanis et al., 2001; Roth et al., 2002; Roth, 2004). ‘Needle
strings’ were attributed to the strong vortex flow around the injector hole axis, leading to the
low-pressure region in the vortex core to initiate cavitation (Roth et al., 2002; Roth, 2004).
These vortices are stated as prerequisites of vortex type cavitating structure. Therefore, the
present section is focussed on detection of such complex vortices and identifying reasons of their
formations at the non-cavitating conditions. The outcome of this study can help in identifying the
potential cavitation sites and understanding of the formation of such complex vortex structures
at cavitating conditions in diesel multi-hole injectors.
4.7.1 Lower needle lift (1.6 mm) flow field:
Figure 4.27: planes in flow domain for flow field analysis
Therefore, to gain the understanding of the flow field, planes have been set up in the flow
domain. The plane 1 is located on the x-y axis, The plane 2 is 15  anti-clockwise and plane 3 is
15  clockwise from an x-y plane. plane 4 is generated parallel to the annulus as shown in Figure
4.27. Results from grid 6 have been used for post processing (see § 4.4.2).
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Figure 4.28: 2D velocity streamlines on plane 1.
2D streamlines on plane 1 indicate the presence of vortices in the injector (Figure 4.28). The
vortical structure can be seen at the sharp corner (red circle) of the cartridge before the fluid
enters the needle a seat annulus. Vortices can also be seen in the sac region as highlighted using
yellow and blue circles. Recirculation zone at the entrance of the nozzle hole due to sharp inlet
can be seen (highlighted using an orange circle). Vectors have been plotted on the x-y plane
which suggests that velocity is approaching the parabolic profile in Figure 4.29.
Figure 4.29: Vectors plotted on the x-y plane, indicating that velocity is approaching parabolic profile.
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Figure 4.30: Velocity profile on x-y plane as fluid enters the inclined annulus.
Figure 4.31: Zoom of vortex at the sharp corner, showing clockwise direction of the vortices
The vortical structure can be seen at the sharp edge wall (red circle, Figure 4.31) of the cartridge
before the fluid enters the needle seat annulus. From the Figure 4.30 it can also be seen that
fluid separates from the wall as it enters the seat annulus due to the sharp-edged wall between
the cartridge and needle as shown using red circle.
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Figure 4.32: Zoom of vortices in the sac region and recirculation region on injector hole
The magnified view of sac region (Figure 4.32) on plane 1, reveals the presence of vortices. The
vortex in the sac in the anti-clockwise direction (+x, +y, +z view) is highlighted using the yellow
circle and a vortex in a clockwise direction in a sac volume is highlighted using a blue circle. The
recirculation region at the upper edge of the entrance of the injector hole is highlighted using the
orange circle. Corresponding to the velocity vectors, the pressure contour (Figure 4.33) suggests
a lower pressure at the upper edge of injector hole which corresponds to the expected lower
pressure at the recirculation region. In Figure 4.32, it can also be seen that as the fluid exits the
nozzle injector hole and enters the back flow hole, it again separates from the wall and hence a
ring-shaped vortex is formed at the entrance of the back flow hole (highlighted using the dark
yellow circle).
Figure 4.33: pressure field.
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4.7.1.1 ‘Hole-to-hole’ connecting vortex
To detect vortices in the injector, the isosurface of vorticity magnitude (0.5% of magnitude)3
were generated which revealed a presence of the vortex in the space between needle, needle seat
and adjacent injector holes or ‘hole-to-hole’ connecting vortex (Figure 4.34, 4.35, 4.40, 4.41 and
4.42). Velocity vector plotted on the periodic plane (Figure 4.35) also indicate the formation
of ‘hole-to-hole’ connecting vortex. Vortices were also be detected entering the injector hole, as
further illustrated in § 4.7.1.2.
Figure 4.34: Isosurface of vorticity magnitude (0.5% of the magnitude) showing ‘hole-to-hole connecting
vortex.
3A vorticity vector is defined mathematically a curl of the velocity vector:
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Thus, vorticity is defined a rate of rotation of a fluid particle and is twice the angular velocity of the fluid particle.
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Vorticity vector has direction, the vorticity is positive when it is anti-clockwise and negative when clockwise.
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The vorticity magnitude is a scalar, therefore, the isosurface of vorticity magnitude is a scalar.
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Figure 4.35: Velocity vector projected on the isosurface of vorticity magnitude (0.5% of the magnitude),
showing hole to hole connecting vortex in the clockwise direction.
To further analyse ‘hole-to-hole’ vortex, 2D velocity vectors (Figure 4.36) and streamlines (Figure
4.37) are plotted on plane 2 (see Figure 4.27). From the 2D vectors and streamlines on plane
2 (Figure 4.36 and 4.37), it can be inferred that large volume of fluid which fails to enter the
injector hole enters the sac volume after which fluid tends to enter again into the injector hole
due to suction caused by lower pressure in the injector hole.
Figure 4.36: 2D vectors plotted on plane 2 indicating a collision of fluid with injector wall just below
the injector hole.
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Figure 4.37: Velocity streamline on plane 2 indicates a ‘hook’ like fluid trail before entering the hole.
The fluid streamline indicates the large volume of fluid going into sac region then going towards injector
hole. Additional vortices in the sac volume can also be seen.
Figure 4.38: Velocity vectors on the cyclic interface indicate the presence of ‘hole to hole’ connecting
vortex. Additional vortices in the sac volume can also be seen.
Hence, it can be seen in the Figures 4.36 and 4.37 that as fluid attempts to enter the injector
hole, it follows a hook-shaped trajectory. The lower pressure in the injector hole would continue
to draw fluid into it. Therefore, it can be seen from the Figures 4.36 and 4.37 that fluid is
entering the injector hole from the bottom and also from sideways (Figure 4.42). The portion of
the fluid which still fails to enter the injector hole collides with the wall just below the injector
hole leading to the formation of the vortex which spreads annularly in the sac volume (Figure
4.35 ,4.36, 4.37, 4.38 and 4.39). Nonetheless, due to the lower pressure region in the injector
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hole which continues to draw fluid towards it and would also draw fluid from formed vortex and
therefore would aﬀect the shape of it leading to the formation of ‘hole-to-hole’ connecting vortex.
Figure 4.39: Velocity streamline on the cyclic interface indicates the presence of ‘hole to hole’ connecting
vortex. Additional vortices in the sac volume can also be seen.
Vortices in the sac volume of the injector can also be seen from the bottom view of the injector
as shown in Figure 4.40, 4.41 and 4.42. From isosurface of vorticity magnitude in Figure 4.40
and 4.41. Vectors plotted on both periodic face also indicate the direction of rotation. Vectors
on the front face indicate the clockwise direction of rotation (top left of the Figure 4.41) and
vectors plotted on the back face suggest a counter-clockwise direction of rotation.
Figure 4.40: Bottom view of the injector. Isosurface of vorticity (0.5% of the magnitude) showing the
prediction of vortices in the injector.
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Figure 4.41: Bottom view of the injector. Isosurface of vorticity (0.5% of the magnitude) showing the
prediction of vortices in the injector. Velocity vectors have been plotted on the front periodic interface
showing the clockwise direction of rotation of ‘hole-to-hole’ connecting vortex. Velocity vectors have also
been plotted on the back side (bottom of the image) of the periodic interface suggesting the counter-
clockwise direction of rotation of ‘hole-to-hole’ connecting vortex.
Figure 4.42: Bottom view of the injector. Isosurface of vorticity (0.5% of the magnitude) showing the
prediction of vortices in the injector. Streamlines indicating the path of the fluid.
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The identified reasons for the formation of ‘hole-to-hole’ connecting vortex are described:
• The fluid travels downstream in the injector through the converging path as seen in Figure
4.28.
• The symmetrical 6 injector holes are the outlets for the fluid. The lower pressure in the
injector hole would continue to draw fluid into it.
• But at the lower needle lift the annulus space is very narrow, this induces higher accelera-
tion. The volume of fluid which lies on the axis of the injector hole would enter the injector
hole straight away (Figure 4.32). However, the fluid which does not lie on the axis of the
injector hole would travel into the sac volume annularly (Figure 4.37 and 4.36).
• However, the lower pressure region in te injector would continue to draw fluid into it.
Hence, some volume of fluid would enter the injector hole sideways (Figure 4.42) as well as
from the bottom of the injector hole (Figure 4.32).
• Nevertheless, some volume of the fluid would still fail to enter the injector hole and would
collide with the injector wall just below the injector hole annularly (Figure 4.37).
• The annular collision of the fluid with the wall just below the injector hole would result in
the formation of the vortex structure.
• However, the lower pressure in the injector hole would continue to draw fluid towards it
and therefore, would draw the fluid from this formed vortex. This would influence the
shape of the vortex, leading to the formation of ‘hole-to-hole’ connecting vortex (Figure
4.38, 4.39, 4.35, 4.40, 4.41 and 4.42).
4.7.1.2 ‘Counter-rotating’ vortices originating from the needle wall and entering
the injector hole facing it
Vortex type cavitating structures originating from the needle surface facing the injector hole inlet
and extending downstream into the injector hole were observed by Arcoumanis et al. (2001); Roth
et al. (2002); Roth (2004) (see Figure 2.7) and were referred as ‘needle strings’. As in the previous
subsection § 4.7.1.1, the isosurface of vorticity magnitude (0.5% of the magnitude) also detected
such vortices emerging from the needle wall and entering the injector hole facing it, therefore,
the present section is focussed on their analysis.
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Figure 4.43: A view of the injector from the bottom (one-sixth of the flow domain). Isosurface of
vorticity magnitude (0.5% of the magnitude) with the front faced removed, showing vortices emerging
from needle wall and entering the injector hole facing it.
On further investigations, it was realised that there are two vortices are originating from the
needle wall and entering the injector hole (Figure 4.40, 4.43 and 4.44). To identify the direction
of vortices, vectors (Figure 4.45) plotted on the vortex core and plane 4 (Figure 4.27), indicate one
vortex has a counter-clockwise direction of rotation and another vortex has a clockwise direction
of rotation. Pressure contours plotted on plane 4 (see Figure 4.27) also indicate the low-pressure
region on the core of vortices emerging from the needle wall (Figure 4.47). To further strengthen
the argument for the presence of vortices in the injector hole emerging from the injector wall
vorticity contours have been plotted as shown in Figure 4.49. Since vorticity is a vector and has a
direction, the vorticity magnitude and directions are shown in the vorticity contour (Figure 4.49).
In which, the red colour represents a positive vorticity or counter-clockwise direction of rotation
and blue represents a negative vorticity and a clockwise direction of rotation. Vorticity contours
have also been plotted for the results obtained using the standard k   ✏ model (Figure 4.50)
which also indicates the presence of ‘counter-rotating’ vortices emerging from the needle wall
and entering the injector hole. The detected vortices emerging from the needle wall and entering
the injector hole can be recognized as a prerequisite of ‘needle string’ or string type cavitation
emerging from the needle wall and entering the injector hole as observed by Arcoumanis et al.
(2001) (Figure 2.7).
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Figure 4.44: View from the injector the origin (needle centre), view from the injector the origin (needle
centre), isosurface of vorticity magnitude (0.5% of the magnitude) showing the presence of ‘hole-to-hole’
connecting vortex and ‘counter-rotating’ vortices emerging from the needle wall and entering the injector
hole facing it.
Figure 4.45: Velocity vectors on plane 4 show the merging of fluid at the centre plane of the injector
hole due to symmetrical converging geometry.
From the velocity vectors (Figure 4.45) and streamlines (Figure 4.46) which have been plotted
on plane 4, it can be seen that as fluid travels downstream in the injector through converging
geometry, henceforth the fluid streamlines starts to merge. A large portion of fluid would enter
the injector hole, the portion of the fluid which fails to enter the injector hole would tend to
travel further downstream into the sac. However, the higher pressure in the sac (Figure 4.48)
would resist the fluid entering further into the sac and hence fluid would start to form vortices
rotating in the opposite direction just where it start to merge as seen in Figure 4.45 and 4.46.
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The lower pressure in the injector hole would continue to draw the fluid towards it resulting
in the formation of ‘counter-rotating’ vortices emerging from the needle wall and entering the
injector hole facing it.
Figure 4.46: Velocity streamlines on plane 4 show the merging of fluid at the centre plane of the injector
hole due to symmetrical converging geometry.
Figure 4.47: Lower pressure regions corresponding to the core of ‘counter-rotating’ vortices.
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Figure 4.48: Velocity streamlines on plane 4 and pressure contours on plane 1 which indicate higher
pressure in the sac region.
Figure 4.49: Normalised vorticity contours projected on the planes perpendicular to the injector hole.
The vorticity is normalised by multiplying it by nozzle diameter D and dividing it by injection velocity
Uinj . Realizable k   ✏ model. Positive (red) shows anticlockwise rotation and negative (blue) direction
shows clockwise direction.
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Figure 4.50: Normalised vorticity contours projected on the planes perpendicular to the injector hole.
Standard k   ✏ model. Positive (red) shows anticlockwise rotation and negative (blue) direction shows
clockwise direction.
The identified reasons for the formation of ‘counter-rotating’ vortices emerging from needle wall
and entering the injector hole facing it are:
• The converging geometry would cause the fluid to accelerate as it travels downstream in
the injector. The converging geometry would also cause fluid streamline to merge (Figure
4.46).
• A large portion of fluid that lies along the axis of the injector hole will enter the injector
hole straight away.
• The portion of fluid that fails to enter the injector hole would tend to travel further down-
stream into the sac.
• However, higher pressure in the sac would resist fluid entering further into the sac volume,
hence fluid would start to form vortices at the position where fluid streamlines merge
(Figure 4.48).
• The lower pressure in the injector hole would continue to draw the fluid towards it hence
would result in the formation of ‘counter-rotating vortices’ emerging from the needle wall
and entering the injector hole facing it.
4.7.2 Nominal needle lift (6.0 mm) flow field
To analyse the flow field in the injector nozzle, planes have been set up in the flow domain. Like,
previous subsection § 4.7.1 plane 1 is the located on the x-y axis, plane 2 is 15  anti-clockwise
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and plane 3 is 15  clockwise from an x-y plane. Plane 4 is generated parallel to the annulus as
shown in Figure 4.51. Results from grid 3 are used for post processing (see § 4.4.4).
Figure 4.51: planes in the flow domain for flow field analysis
On plane 1 (Figure 4.52) 2D streamlines indicate the presence of vortices in the injector hole.
From the velocity vectors and streamlines plotted in Figure 4.52 and vectors plotted in Figure
4.53 it can be seen the formation of a recirculation region at the sharp corner of the injector
cartridge due to flow separation. The flow further separates from the wall as the fluid enters the
seat annulus as highlighted in the Figure 4.53 but it can be seen in the same Figure 4.53 that the
fluid re-attaches to the wall as it travels further downstream. In Figures 4.52 and 4.54, the red
circle indicates a recirculation region formed at the sharp edge of the cartridge. The yellow circle
in the same Figures 4.52 and 4.54 indicates a ‘hole-to-hole’ connecting vortex in the sac region
and the orange circle indicates a recirculation region in the injector hole. In the same Figures
4.52 and 4.54, predicted vortex in the bottom of the sac has been shown using a blue circle and
dark yellow circle indicating a possible ‘ring-shaped step vortex’ as the fluid leaves the injector
hole and enters the backflow hole .
Vectors have also been plotted on plane 2 (Figure 4.55) and the cyclic plane (Figure 4.56) which
also indicate the presence of ‘hole-to-hole’ connecting vortex. Since at the nominal needle lift
the annular space between needle wall and the injector wall is larger than for the lower lift
case (see § 4.7.1), hence the fluid would behave slightly diﬀerently for the nominal needle lift
case (see the next paragraph). The fluid would travel downstream and the converging geometry
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would cause the fluid to accelerate. The fluid along the axis of the injector hole would enter the
injector hole straight away. The portion of the fluid which fails to enter the injector hole would
collide with the injector wall just below the injector hole annularly and would start to form an
annular vortex. However, the lower pressure at the injector hole would continue to draw the fluid
towards it and would draw the fluid from this formed annular vortex leading to the formation
of ‘hole-to-hole’ connecting vortex. 3d streamlines in Figure 4.57 also indicate the presence of
‘hole-to-hole’ connecting vortex in the sac region of the injector.
Figure 4.52: 2D velocity streamlines on plane 1.
Figure 4.53: Magnified view of the cartridge, showing vortex being generated at the sharp corner of
the cartridge.
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Figure 4.54: Magnified view of the sac region, showing 2D vectors.
Figure 4.55: 2D vectors plotted on plane 2.
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Figure 4.56: 2D vectors plotted on the cyclic plane.
Figure 4.57: 3D velocity streamlines
It was observed that the predicted ‘hole-to-hole’ vortex at the nominal needle lift (Figure 4.55)
has a diﬀerent direction of rotation than the lower needle lift case (Figure 4.37). In the lower
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needle lift case, the converging geometry and narrow annulus facilitate higher acceleration hence
fluid which does not lie along the injector hole axis tends to go into the sac volume at which the
pressure is relatively higher (Figure 4.33). Since the lower pressure in the injector hole causes
suction which continuously draws fluid into it and also draws the fluid from the sac volume;
Hence, fluid also enters the injector hole from the bottom (Figure 4.32) and sides of the injector
hole (Figure 4.42). The volume of fluid which fails to enter the injector collides with the injector
wall below the injector hole and results in the formation of the vortex annularly. Nonetheless,
due to the lower pressure in the injector hole, it will continue to draw fluid towards it hence would
continue to draw fluid into the injector hole from this formed vortex leading to the formation of
the ‘hole-to-hole’ connecting vortex. Therefore, from the Figure 4.37 (+x,+y,+z view), it can
be seen that the direction of rotation is clockwise.
Whereas in the nominal needle lift case, the clearance is larger between the needle wall and the
injector body than the in the lower lift case, hence at the similar cavitation number the fluid does
not accelerate as lower needle lift case. Therefore, fluid streamline which does not pass through
the injector hole axis cannot penetrate so well into the sac region as in the lower needle lift case.
The volume of fluid which fails to enter the injector hole collides with the injector wall just below
the injector hole. The lower pressure in the injector hole would continue to draw the fluid into
it and would draw the fluid from the formed vortex which would result in the formation of the
hole-to-hole’ connecting vortex (Figure 4.55).
Figure 4.58: Side view of the vorticity. Isosurface of vorticity (0.5% of the magnitude) showing the
prediction of vortices in the injector.
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Figure 4.59: Bottom view of the injector. Isosurface of vorticity (0.5% of the magnitude) showing the
prediction of vortices in the injector.
Figure 4.60: Bottom view of the injector. Isosurface of vorticity (0.5% of the magnitude) showing the
prediction of vortices in the injector. Velocity vectors have been plotted on the front periodic interface
showing the counter-clockwise direction of rotation of ‘hole-to-hole’ connecting vortex. Velocity vectors
have also been plotted on the back side (bottom of the image) of the periodic interface suggesting the
clockwise direction of rotation of ‘hole-to-hole’ connecting vortex.
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Figure 4.61: Isosurface of vorticity magnitude (0.5% of the magnitude) showing ‘counter-rotating’
vortices emerging from the needle wall and entering the injector hole just opposite to needle wall. Also,
vectors plotted on the cyclic interface to show hole to hole connecting vortex.
Figure 4.62: Vectors plotted on the plane 4 also reveal the direction of rotation of counter-rotating
vortices emerging from the needle wall and entering injector hole opposite to it. Pressure contours reveal
corresponding low-pressure region at the core of the vortex.
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Figure 4.63: Normalised vorticity contours projected on the planes perpendicular to the injector hole.
Realizable k   ✏ model. Positive (red) shows anticlockwise rotation and negative (blue) direction shows
clockwise direction.
Isosurface of vorticity magnitude (0.5% of the magnitude) at the nominal needle lift case also
indicates the presence of ‘hole-to-hole’ connecting vortices in the sac volume (Figure 4.58, 4.59
and 4.60). Like in the case of lower needle lift, ‘counter-rotating’ vortices emerging from the
needle wall and entering the injector hole opposite to it. are also detected using isosurface of
vorticity and can also be seen in Figure 4.61. The causes for the occurrence of counter-rotating
vortices are presented in § 4.7.1.2. Hence, vorticity contours have also been plotted in the diﬀerent
planes in the injector hole which indicate counter-clockwise and clockwise vortices in the injector
hole (Figure 4.58 and 4.63). More interestingly for the nominal needle lift vortices emerging from
the needle wall can be seen merging with the ’hole-to-hole’ connecting vortex. Moreover, it can
be seen that when the fluid travels further downstream in the injector hole, the ‘hole-to-hole’
connecting vortices and ‘counter-rotating’ vortices further merge and dissipate.
4.7.3 Discussions
• Analysis revealed the presence of ‘hole-to-hole’ connecting vortices which could be con-
sidered as the prerequisite of ‘hole-to-hole’ connecting vortex cavitation as experimentally
observed by Afzal et al. (1999); Arcoumanis et al. (2001); Roth et al. (2002); Roth (2004);
Andriotis (2009).
• The analysis also showed the presence of ‘counter-rotating’ vortices emerging from the
needle wall and entering the injector hole facing it. Such vortices are prerequisite for the
formation of ‘needle strings’ or vortex type cavitation structures emerging from the needle
wall and entering the injector hole as experimentally observed by Arcoumanis et al. (2001);
Roth et al. (2002); Roth (2004).
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4.8 Summary
4.8.0.1 Boundary condition errors:
• The 1/6th domain with periodic boundary conditions produced similar results as the com-
plete flow domain for the enlarged multi-hole (6) fuel injector nozzle.
4.8.0.2 Numerical errors
• Mean velocity plots for the mean axial velocity for the lower needle lift and nominal needle
lift conditions indicate the grid independence is being approached.
4.8.0.3 Physical modelling errors
• More accurate mean axial velocity and RMS velocity has been predicted using the realizable
k   ✏ model than the standard k   ✏ model.
• The recirculation region is more accurately predicted when ‘Enhanced wall treatment’
method has been used.
4.8.0.4 Flow field analysis
• ‘Hole to hole connecting vortex’ has been predicted in both the lower and nominal needle
lift conditions.
• ‘Counter-rotating vortices’ originating from needle wall facing injector hole and entering
the injector hole have been predicted for The both lower and nominal needle lift conditions.
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4.8.0.5 Contours: lower needle lift
(Grid 1) (Grid 2)
(Grid 3) (Grid 4)
(Grid 5) (Grid 6)
Figure 4.64: Comparison of y+ for diﬀerent grids at lower needle lift, +x,+y,+z view.
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(Grid 7)
Figure 4.65: y+ contours at grid 7 at the lower needle lift, +x,+y,+z view.
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4.8.0.6 Contours: nominal needle lift
(Grid 1) (Grid 2)
(Grid 3)
Figure 4.66: Comparison of y+ for diﬀerent grids at the nominal needle lift, +x,+y,+z view.
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Chapter 5
Cavitation simulation in a single-hole
injector
5.1 Introduction
The objective of this chapter to assess diﬀerent turbulence and cavitation models to simulate
the cavitating flow in the single-hole injector which could be subsequently applied for simulation
of cavitating flow in the multi-hole injector. The impacts of cavitation model parameter and
liquid and vapour compressibility would also be assessed. Simulations are performed using com-
mercial CFD code ANSYS FLUENT V14.5. The simulations are evaluated by comparison with
experimental measurements.
5.2 Test case description:
Duke et al. (2013a) performed X-ray radiography experiments on a model single-hole nozzle
to measure cavitation vapour distribution. The test geometry (Figure 5.1) was a polycarbonate
nozzle with a throat diameter of D = 0.5 mm, a length/diameter ratio (L/D) of 5 and inlet/outlet
diameter ratio of 5. The working fluid was delivered via a piston accumulator system pressurised
with an inert gas. The fluid temperature and pressure were monitored immediately upstream and
downstream of the nozzle, and a turbine flowmeter was used to monitor flow rate. The injection
pressure Pinj and back pressure Pback were varied independently. The Reynolds number based
on nozzle diameter has been used:
ReD =
4m˙
⇡⇢l⌫lD
(5.1)
where D is a diamater of the nozzle, m˙ is mass flow rate, ⇢l is density of the liquid, ⌫l is kinematic
viscosity of liquid. Bergwerk’s definition of cavitation number was used:
CN =
pinj   pback
pback   pv (5.2)
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where pinj is the upstream, pback is the downstream pressure and pv is the vapour pressure of
the liquid. The working fluid was a gasoline surrogate (VISCOR 16-BR) with a vapour pressure
of 580 Nm 2 at 25 C; the fluid was not degasified, more details can be found in Table 5.2.
Operating conditions of experiments can be found in Table 5.1.
Figure 5.1: Schematic of the cavitating nozzle under study, source: Duke et al. (2013a).
case PInj Pback Fuel flow rate Re CN T
(kPa abs) (kPa abs) (L/hr)
1 1060 ± 20 87 ± 2 26.8±0.24 1.58 ⇥ 104 11.2 25 C
Table 5.1: Operating conditions for cases.
fluid properties - liquid
Specific gravity ⇡ 0.778
Density ⇡ 777.97 kg m 3
Viscosity ⇡ 8.48 ⇥ 10 4 kg m 1s 1
Saturation pressure⇤ ⇡ 580 Nm 2
fluid properties - vapour
Density† ⇡ 1 kg m 3
Viscosity† ⇡ 1.72 ⇥10 5 N m 2s
⇤ The saturation pressure was measured using an
Isoteniscope (see Duke et al., 2013a).
† The working fluid is a gasoline surrogate is a blend
of hydrocarbons typically C9Hn to C14Hn. The
physical properties of its vapour state are not known
(Duke et al., 2013a). Hence for CFD calculations,
density and viscosity of gasoline are used since it is
also a mixture of similar hydrocarbons.
Table 5.2: Fluid properties at 25 C
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(a)
(b)
(c)
(d)
Figure 5.2: (a) The raster scan grid which shows 100 transverse (y) and 19 streamwise(x) positions
where measurements of vapour fraction were taken, (b) Time-averaged X-ray radiography measurement
of vapour fraction interpolated onto the contour at CN = 11.2, (c) Time-averaged X-ray radiography
measurement of vapour fraction interpolated onto the contour at CN = 10.7 (d) Time-integrated X-ray
images of nozzle inlet, taken with an unfocused X-ray monochromatic X-ray beam at CN = 11.2. Source:
Duke et al. (2013a)
7-BM beamline of advanced proton source (APS) was used for the X-ray measurements. In the
experiment, the focused beam acts as a microprobe, allowing the void fraction to be probed
along the small area on the line of site. The nozzle traversed through the fixed beam in a raster
scan pattern at 100 transverse positions (y) and 19 streamwise positions (x), the raster scan
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grid can be seen in Figure 5.2 (a). The time-averaged values were interpolated onto a series of
contour plots, one of them can be seen in Figure 5.2 (b). Imaging has also been performed using
the conventional X-ray, the Figure 5.2 (d) represents time-averaged X-ray image of the nozzle
inlet, in which the presence of vapour can be seen as well. The time-average measurements of
vapour quantity achieved an uncertainty of 2%. Time-resolved measurements of cavitation were
taken at the diﬀerent selected positions, at the interest of wall (x/D = 1.2, y/R = 1), in the
entrainment region (x/D = 1.2, y/R = 0.9) and in the freestream (x/D = 1.2, y/R = 0), the
largest RMS magnitudes in the time-resolved signal were 0.95% of the mean projected vapour
quantity. Hence, steady cavitation regime was inferred. More details of the experimental setup
can be found in Duke et al. (2013a).
From the experimental results, it was recognised that vapour is being generated at the sharp
entrance of the nozzle orifice, as flow travels downstream vapour travels along the wall, shortly
thereafter vapour detaches from the wall and mixes with the fluid at the centre line as it travels
further downstream. This was in contrast with same research group’s later experiment (Duke
et al., 2014) in which it was observed that cavitation remained in the vicinity of the wall as fluid
travelled downstream. However, the length of the orifice of the nozzle in the later experiments
was 3.05 mm compare to 2.5 mm for the present case. The asymmetric vapour distribution
was attributed to small machining defects which were acting like additional nucleation sites.
Accumulation of vapour in the centre of the flow several diameters downstream was also observed,
which has been previously reported by Bauer et al. (2012).
Duke et al. (2013a) proposed that the most likely cause for the presence of vapour along the
centre line was due to vapour detachment from the wall and its transportation to the core due
to the radially inward negative pressure gradient. This was in contrast with what was proposed
by Bauer et al. (2012) who proposed that the isolated nucleation events may have caused vapour
accumulation along the centre line. Duke et al. (2013a) also mentioned the possibility of dissolved
gases in the fuel which may have caused centre vapour accumulation, which was assumed to be
in the order of 10 3 moles per unit volume, however, this was not verified in the experiment.
Duke et al. (2013a) further asserted that the projected X-ray data captured all the vapour in
the path of the beam, therefore, numerically integrated the total area fraction of vapour across
the entire cross-sectional area of the nozzle at diﬀerent axial locations as specified in Figure 5.2
(a). In this case, it was observed that total quantity of vapour remains constant unless the flow
approaches the expansion region of the model nozzle, after which vapour quantity drops as the
bubble collapses due to deceleration of the flow. Hence, it was implied that most of the phase
change occurs at the sharp entrance of the nozzle orifice. The vapour observed around the nozzle
axis few diameters away from the entrance (0.1 < x/L < 1) was due to the transport of vapour
from the wall via due to the radially inward negative pressure gradient because of the possible
vorticity.
The experimentalists (Duke et al., 2013a) did not investigate the possibility of choking due to the
local sonic conditions. At choking the mass flow rate is not increased by the further decrease of
downstream pressure at constant upstream pressure. Choked flow is said to occur when the flow
velocity is greater than the speed of sound in the fluid in converging-diverging nozzles and venturi
tubes (Shames and Shames, 1982). Choked flow in cavitating fuel injector has been previously
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reported by Soteriou et al. (1995); Winklhofer et al. (2001). However, the speed of sound in the
liquid is generally in the region around 1300 ms 1 and speed of sound in air is in the region
of 350 ms 1, hence it can be argued that mean flow may never have exceeded the supersonic
speed of both phases. Nevertheless, experimentally it has been shown that a small amount of
gas causes a drastic reduction in the sonic speed of liquid-gas or liquid-vapour mixture (Karplus,
1957; Semenov and Kosterin, 1964; Henry et al., 1971). Therefore the mean flow easily becomes
supersonic in the two-phase region. However, just downstream of the cavitation region, the fluid
reattains the sonic speed of liquid and therefore the mean flow becomes subsonic, producing a
shock. Due to this shock, no signal is propagated upstream from the downstream, causing a
choked flow. Therefore, it is highly recommended for experimentalists and CFD engineers to
investigate the choking phenomenon in multi-phase flows, especially in nozzles.
5.3 Numerical errors (Grid sensivity analysis)
In this section, the influence of grid density in the flow domain on numerical results is assessed.
5.3.0.1 Case setup:
Figure 5.3: 2D flow domain for the present case: The numbers represent boundaries of flow domains,
(1) inlet (2) outlet (3) wall (4) axis.
The first simulation was performed using a relatively coarse grid; the grid was then successively
refined with each simulation until further refinement did not influence the solution. Operating
condition as described for case 1 in Table 5.1, is simulated. Considering that the nozzle was
axisymmetrical (Figure 5.1), the 2D axisymmetrical flow domain (Figure 5.3) has been used and
was discretized into hexahedral type grid (Figure 5.4 (a)). In addition, 10 inflation layers (2D
prism cells) have been added to the wall to resolve near wall turbulence. The grid has been
locally refined in the nozzle orifice, convergent circular region before the entrance of the orifice
and within the circular expansion after the orifice exit as highlighted using the red box in Figure
5.3, followed by near wall (y+) refinements (Figure 5.4 (b) & (d)) for low-Re turbulence model
simulations. Steady-state simulations have been performed. Turbulence eﬀects are introduced
using the standard k   ✏ model (see Launder and Spalding, 1972) and near wall turbulence is
resolved using the ‘enhanced wall treatment’ method (see § 3.8.3). For cavitation modelling,
Zwart et al. (2004) cavitation model has been used with a mixture multi-phase model (see
Manninen et al., 1996). Physical properties of working fluid are listed in Table 5.2. Boundary
conditions are listed in Table 5.3.
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Case Inlet Outlet interface Walls
CN = 11.2 mass-flow rate constant pressure cyclic Enhanced wall
liquid= 0.00572 kg s 1 87000 Nm 2 treatment method
vapour= 0 kg s 1 (no slip wall)
Table 5.3: Boundary Conditions
(a) grid 1
(b) grid 5
(c) Zoom of near wall region of grid 3
(d) Zoom of near wall region of grid 5
Figure 5.4: (a) 2D hexahedral mesh for the flow domain. 10 inflation cells were added to the wall in order
to accurately capture near wall flow regime. (b) Grid 5 which has been locally refined successively from
the grid 1 within the orifice, circular convergent section of the nozzle and circular expansion section of
the nozzle, the mesh concentration near wall was further increased to ensure y+ < 1 using y+ adaptation,
(c) Grid without y+ adaptation (grid 3) (d) Grid with y+ adaptation (grid 5).
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5.3.0.2 Results:
(a)
(b)
Figure 5.5: (a) Grid independence study - vapour volume fraction, (b) Grid independence study -
velocity.
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Grid (CV)⇤ Refinement Refinement Maximum y+
method factor (global)⇤⇤
1 89,189 global sizing 1 6.10
2 121,526 locally refined 1.36 4.23
region adaptation †
3 251,039 locally refined 2.81 3.27
region adaptation
4 253,142 locally refined 2.832 1.80
y+ adaptation ‡
5 260,153 locally refined 2.916 0.64
y+ adaptation
6 273,563 locally refined 3.067 0.36
y+ adaptation
⇤ Control Volumes
† Region adaption: Mesh is refined over the area as shown in Figure 5.3.
‡ y+ adaptation: Mesh refined near wall as shown in Figure 5.4 (a), (b),
(c) and (d).
⇤⇤ Refinement factor: Refinement factor is defined as the ratio of numbers
of cells of the current grid and the first grid.
Table 5.4: Grid description
The grid was first locally refined in the nozzle orifice, convergent circular region before the
entrance of the orifice and within the circular expansion after the orifice exit (Figure 5.4 (b)).
Following this, grid was refined at the nozzle wall to ensure y+ < 1 for Low-Re turbulence models
(see Figure 5.4 (c) and (d) and Table 5.4).
In Figure 5.5, the normalised axial locations represent the streamwise (x) locations in raster scan
grid where X-ray measurements of cavitation were taken as shown in Figure 5.2. Simulation
results for the vapour volume fraction at these streamwise (x) locations are presented in Figure
5.5 (a) and the axial velocity at the first axial location x/L = 0.0167 are presented in Figure 5.5
(b) indicates that grid independence is being approached with grid 5 and 6.
5.3.0.3 Discussions:
• Grid independence is being approached with grid 5 and 6, and hence grid 5 would be used
in later analysis.
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5.4 Physical modelling errors
5.4.1 Turbulence models comparison
In this section, we evaluate and identify the most well-behaved turbulence model in RANS
modelling environment for cavitation prediction for the present test case. Turbulence models
which have been evaluated are: 1) Standard k   ✏ model, 2) Realizable k   ✏ model, 3) Launder
and Sharma k   ✏ model 4) SST k   ! model.
5.4.1.1 Case setup:
Operating condition as described for the case 1 in Table 5.1 is simulated. Steady-state simulations
have been performed using the above-mentioned turbulence models. ‘Enhanced wall treatment’
method has been used with the standard and realizable k   ✏ models for near wall modelling.
For cavitation modelling Zwart et al. (2004) model has been used with a mixture multi-phase
model. Both liquid and vapour phase are assumed incompressible. Physical properties of the
working fluid are listed in Table 5.2. Boundary conditions are listed in Table 5.3.
5.4.1.2 Results:
Figure 5.6: Comparison of the predicted total volume fraction of vapour in slices across the nozzle and
experimentally measured the total vapour volume fraction of vapour in slices across the nozzle.
Figure 5.7 (a) represents projections of void fraction of the X-ray radiography measurements at
CN=11.2. On observing the projected void fractions, it can be seen that vapour is generated at
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the sharp entrance of the nozzle orifice. The vapour then separates from the wall and mixes with
the flow as it travels further downstream. Accumulation of vapour along the centre-line, several
diameters downstream can be seen as well. The observed asymmetric vapour distribution has
been attributed to small machining defects which may have provided additional nucleation sites
to the nozzle (Duke et al., 2013a). The total quantity of vapour was further integrated over the
nozzle cross section at diﬀerent axial locations (x/L) and is represented in Figure 5.6.
(a) Time-averaged X-ray radiography measurement of vapour fraction
interpolated onto the contour at CN = 11.2 (Duke et al., 2013a)
(b) standard k   ✏ model
(c) realizable k   ✏ model
(d) Launder and Sharma low-Re k   ✏
(e) SST k   ! model
Figure 5.7: Qualitative comparison between the experimental and CFD results.
On comparison of the predicted results using the realizable k   ✏ and standard k   ✏ model in
Figure 5.6, it can be seen that more cavitation has been predicted using realizable k   ✏ model.
This can be correlated with the larger recirculation zone predicted using the realizable k   ✏
138
model at the axial location x/L = 0.0167 as shown in Figure 5.9 (a) which presents the mean
axial velocity profiles. Larger recirculation zone corresponds to the larger saturated pressure
region (Figure 5.9 (b)) leading to the larger prediction of vapour volume.
(a) standard k   ✏ model
(b) realizable k   ✏ model
(c) Launder and Sharma low-Re k   ✏ model
(d) SST k   ! model
Figure 5.8: Vapour volume fraction predicted using diﬀerent turbulence models.
On the contrary, by qualitative comparison of the prediction results, results that better agree
have been obtained using standard k   ✏ model (Figure 5.7 (b)) than the realizable k   ✏ model
(Figure 5.7 (c)). The CFD results suggest that vapour is generated at the sharp entrance of
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the nozzle orifice. The large volume of vapour is seen in the vicinity of the wall and is seen
mixing with the liquid as convected further downstream. The cavitation structure ends at the
orifice exit (Figure 5.8 (a)). The contours obtained using the realizable k   ✏ model (Figure
5.7 (c)) also indicate vapour formation at the sharp entrance of the nozzle orifice, however, the
vapour remains in the vicinity of the orifice wall, unlike the standard k ✏ model. The cavitation
contours obtained using the realizable k   ✏ model (Figure 5.8 (b)) suggests cavitation entering
the circular expansion region of the orifice where it finally terminates.
(a)
(b)
Figure 5.9: Predicted mean axial velocity on plane 1 using diﬀerent turbulence models.
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(a) Turbulent viscosity µt obtained using standard k   ✏ model (overall range)
(b) Turbulent viscosity µt obtained using realizable k   ✏ model (overall range)
(c) Turbulent viscosity µt obtained using Launder and Sharma Low-Re k   ✏ model (overall range)
(d) Turbulent viscosity µt obtained using SST k   ! model (overall range)
(e) Turbulent viscosity µt obtained using SST k   ! model (specific range)
Figure 5.10: Turbulent viscosity contours obtained using diﬀerent turbulence models.
It should be noted that the same near wall modelling approach (enhanced wall treatment) has
been used with the standard k   ✏ and realizable k   ✏ models, therefore, similar maximum y+
values have been obtained for both models (see Table 5.5). Nevertheless, the diﬀerence in the
behaviour of both model can be attributed to the variable Cµ in the realizable k  ✏ model which
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is constant in the standard k   ✏ model. The Cµ directly influences the turbulent viscosity µt
(see Figure 5.10 (a) and (b)) and, therefore, the flow field. It can also be seen in Figure 5.10
(a) and (b) that lower turbulent viscosity is predicted using the realizable k   ✏ model than the
standard k  ✏ model. Therefore, the larger recirculation region (Figure 5.9 (a)) predicted using
the realizable k   ✏ at the orifice entrance can be attributed to the lower turbulent viscosity
predicted and has resulted in the prediction of the larger saturated pressure region (Figure 5.9
(b)).
While higher turbulent viscosity predicted using the standard k ✏ has resulted in more diﬀusion
between phases (see Figure 5.7 (a) and (b)). Nevertheless, from the present analysis, it can be
stated that the diﬀerent turbulent viscosity formulation in realizable k  ✏ model has resulted in
a more accurate prediction of the recirculation region, flow reattachment and this resulted in a
more accurate prediction of vapour volume fraction in the present case. More accurate prediction
of the recirculation region and the flow reattachment using the realizable k   ✏ model was also
observed in the case of an enlarged multi-hole injector in the chapter 4, § 4.5.1.
The vapour volume fraction has been underpredicted using the Launder and Sharma low-Re
turbulence model (Figure 5.6, 5.7 (d) and 5.8 (c)). The model has the same transport equations
for k and ✏ as the standard k   ✏ model, as well as has the same formulation for turbulent
viscosity. However, the model has additional source terms in the transport equations for k and
✏ and damping functions which are active only close to the wall allowing the model to predict
k and ✏ in the viscous sublayer, therefore, the model does not use wall functions. Nevertheless,
results indicate that the model’s low-Re approach has failed to completely capture the flow
regime for the present case. The model has predicted a smaller recirculation region (Figure 5.9
(a)) which resulted in the smaller low-pressure region (Figure 5.9 (b)), therefore, lesser cavitation
is predicted. The obtained contours using the Launder and Sharma low-Re turbulence model
(Figure 5.7 (d) and 5.8 (c)) indicate vapour is generated at the sharp entrance of the nozzle
orifice. As fluid convects downstream the cavitation is largely seen in the vicinity of the wall and
ends around two-third of the orifice length.
The vapour volume fraction is overpredicted using the SST k   ! model (Figure 5.6). The SST
k   ! model uses features of the standard k   ✏ model (Launder and Spalding, 1972) in the far-
field region and the k   ! model (Wilcox et al., 1998) in the near wall region. The k   ! terms
are integrated throughout the viscous sublayer hence the model does not require wall functions.
The model also has a diﬀerent formulation for turbulent viscosity (see Equation (3.85)) than
the k   ✏ family of models. The model predicts the generation of vapour at the sharp entrance
of the nozzle orifice (Figure 5.7 (e) and 5.8 (d)) where liquid pressure reaches its saturated
vapour pressure (Figure 5.9 (b). The cavitation contour (Figure 5.8 (d)) suggest that vapour
remains in the vicinity of the wall, as fluid convects downstream and can also be seen entering
the circular expansion region of the nozzle. On comparing the mean axial velocity profiles at the
axial position x/L = 0.0167 (Figure 5.9 (a)), it can be seen that the largest recirculation region
at the sharp entrance of the nozzle orifice has been predicted using SST k   ! model leading to
a higher vapour prediction. However, it can also be seen that the cavitation does not diﬀuse and
mixes with liquid like the cases of the standard k   ✏, realizable k   ✏ and Launder and Sharma
k   ✏ models (see Figure 5.7 (a), (b), (c) and (d) and Figure 5.8 (a), (b), (c) and (d)). This
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behaviour of the model can be attributed to diﬀerent turbulent viscosity formulation in the SST
k   ! model, as it can be seen from Figure 5.10 (d) and (e) that very low turbulent viscosity is
predicted using a k   ! model due to which lower diﬀusion is predicted.
Case Model (CV)⇤⇤ Maximum y+
1 Standard k ✏ 253,153 0.64
2 Realizable k ✏ 253,153 0.67
3 Launder and Sharma k ✏ 253,153 0.59
4 SST-k ! 253,153 0.75
⇤⇤ Control Volumes
Table 5.5: Maximum y+ obtained using diﬀerent turbulence mod-
els.
5.4.1.3 Discussions
• Amongst turbulence models evaluated, the best quantitative agreement with the experi-
mental data for cavitation predictions has been achieved using the realizable k   ✏ model
with the ‘enhanced wall treatment’ method. Therefore, in later studies in this chapter, the
turbulence will be modelled using above mentioned approach.
• On comparing results achieved using the standard and realizable k   ✏ models, higher
vapour volume fraction has been predicted using the realizable k   ✏ model. This may be
correlated with a larger recirculation region predicted at the entrance of the orifice using
the realizable k   ✏ model leading to the prediction of a larger saturated pressure region
causing higher vapour volume fraction prediction.
• The diﬀerence in the results obtained between the standard k   ✏ model and realizable
k  ✏ model could be attributed to the diﬀerence in turbulent viscosity µt formulation due
to variable Cµ in the realizable k   ✏ model which resulted in lower turbulent viscosity µt.
The Cµ is constant in the standard k   ✏ model.
• The vapour volume fraction has been underpredicted using the Launder and Sharma low-
Re k   ✏ turbulence model. The model has the same transport equations for k and ✏ as
standard k   ✏ model, however, it has additional source terms in the transport equation
for k and ✏ and damping functions which are active only close to wall allowing the model
to predict k and ✏ in the viscous sublayer, hence the model does not use wall functions.
Nevertheless, results indicate that low-Re modelling approach in the model has failed to
completely capture the flow regime for the present case. The model predicted a smaller
recirculation region at the entrance of the orifice which resulted in the prediction of a small
saturated pressure region, leading to the lower prediction of cavitation.
• The highest (may not be the most accurate) cavitation has been predicted using the SST
k   ! model. This may correlate with the largest recirculation zone predicted at the
entrance of the orifice. However, it can be seen that cavitation does not diﬀuse and mixes
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with liquid like for the cases of the standard k ✏, realizable k ✏ and Launder and Sharma
k  ✏ models. This behaviour can also be attributed to the turbulent viscosity (Figure 3.49
(e) and (f)) formulation in the model and since less turbulent viscosity has been predicted
using the SST k   ! model, which has resulted in lower diﬀusion.
• It should be noted that in the present case both liquid and vapour are considered incom-
pressible hence the obtained results may not reflect the true picture of cavitating flows in
nozzles.
5.4.2 Cavitation models evaluation
In the present section, we evaluate two cavitation models for cavitation prediction for the present
test case. The models which are being assessed are 1) Schnerr and Sauer (SS) model and 2)
Zwart, Gerber and Belamri (ZGB) model.
5.4.2.1 Case setup
Steady-state simulations have been performed. Operating condition as described for the case
1 in Table 5.1 is simulated. Simulations have been performed using Schnerr and Sauer (SS)
and Zwart, Gerber and Balamri (ZGB) models with a mixture multiphase model. The model
constants have not been changed. The liquid and vapour states are assumed incompressible. a
Physical properties of the working fluid are listed in Table 5.2. Boundary conditions are listed
in Table 5.3.
5.4.2.2 Results:
Quantitative comparison of predicted results with experimental measurements in Figure 5.11
indicates that higher vapour volume is predicted using the ZGB model then the SS model.
The qualitative comparison of predicted contours of vapour fraction with X-ray radiography
measurements of vapour volume fraction in Figure 5.13 (a), 5.13 (b) and 5.13 (c) suggests that
both models have failed to capture the flow characteristics adequately. Results of both models
as shown in Figure 5.12 (a) and 5.12 (b) indicate that cavitation initiates at the sharp entrance
of the orifice after which it convects downstream with the liquid. Both models predict that the
significant proportion of vapour remains in the vicinity of the wall and can be seen entering into
the circular expansion region where it totally collapses due to higher local pressure. Both models
have failed to predict vapour along the centre line as found in experimental results.
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Figure 5.11: Predicted total volume fraction of vapour in slices across the nozzle.
(a) SS model
(b) ZGB model
Figure 5.12: Visual comparison of vapour volume fraction predicted using two cavitation models.
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(a)
(b) SS model
(c) ZGB model
Figure 5.13: Qualitative comparison between the experimental and CFD predicted results. (a) X-ray
radiography measurement at CN = 11.2, (Duke et al., 2013a), (b) SS model (c) ZGB model.
To further analyse the prediction results, we decided to compare and plot the evaporation and
condensation rate terms of both models.
For SS model at pv   pcell, we have the following rate term for evaporation:
Re =
⇢v⇢l
⇢mixture
↵v(1  ↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
(5.3)
where RB is the radius of the bubble and is determined by the following relationship
RB =
✓
↵v
(1  ↵v)
3
4⇡
1
nB
◆ 1
3
(5.4)
For ZGB model at pv   pcell, we have the following rate term for evaporation:
Re = Fvap
3↵nuc(1  ↵v)⇢v
RB
s
2
3
|pv   pcell|
⇢l
(5.5)
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The models constants are:
RB = bubble radius = 1⇥ 10 6m
↵nuc = nucleation site volume fraction = 5⇥ 10 4
Fvap = evaporation co-eﬃcient = 50
(5.6)
Figure 5.14: Comparison of the evaporation rate of SS and ZGB model. ⇢l = 777.97kgm 3, ⇢v = 1kg
m 3
For SS model at pv  pcell, we have the following rate term for condensation:
when pv  pcell, condensation:
Rc =   ⇢v⇢l
⇢mixture
↵v(1  ↵v) 3
RB
s
2
3
|pv   pcell|
⇢l
(5.7)
For ZGB model at pv  pcell, we have the following rate term for condensation:
Rc =  Fcond 3↵v⇢vRB
s
2
3
|pv   pcell|
⇢l
(5.8)
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where
Fcond = condensation co-eﬃcient = 0.01 (5.9)
Figure 5.15: Comparison of the condensation rate of SS and ZGB model. ⇢l = 777.97kgm 3, ⇢v = 1kg
m 3
The evaporation and condensation rates in SS model is non-linear and is proportional to ↵v(1 
↵v) and has an unusual property; it approaches zero when ↵  ! 0 and ↵  ! 1 and is maximum
in between. Hence, the SS model requires a particular value of vapour fraction at the inlet
boundary. The value used in the present case for SS model is ↵0 = 10 5 as recommended by
Schnerr and Sauer (2001) which is not the case for ZGBmodel. The evaporation and condensation
rates in ZGB model are linear and starts from an initial value.
Hence, the ratio of evaporation and evaporation and condensation rates of both models from
range 0.005 < ↵ < 0.995 are plotted. The evaporation rate ratio indicates that higher values in
ZGB model over SS model in the range of 0.005 < ↵ < 0.35. The condensation rate ratio graph
also suggests higher initial values of condensation rate but in a small range 0.995 < ↵ < 0.005
following which the condensation range is greater of SS model. From this comparison, it can be
stated that higher vapour volume fraction is predicted in the ZGB model because of the higher
initial evaporation rate in ZGB model over SS model and lesser overall condensation rate of ZGB
model.
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5.4.2.3 Discussions
• Higher vapour volume fraction is predicted using the ZGB model than SS model which
could be due to higher initial values of evaporation rate and lower overall condensation
rate in ZGB model than SS model.
• Both models failed to predict cavitation around the orifice centre line.
• Nevertheless, we should note that the cavitation vapour is assumed to be incompressible
which may not be in the real situation. Hence, these models are required to be assessed
for compressible vapour assumption.
5.4.3 Uncertainties of cavitation models and impact of parameters used in
these models
Both cavitation models are based on transport equations for the vapour fraction and have been
qualitatively evaluated for cavitating flows and have eﬀectively predicted the mean features of
the cavitating flows. The models contain parameters which need to be adjusted to account for
the liquid quality. One of the important parameters which aﬀect the liquid quality is the bubble
nuclei population (Martynov, 2005). In real liquids, nuclei may comprise of small gas bubbles
and impurities. It has been suggested (Brennen, 1995) that nuclei of larger critical value can
assist cavitation while smaller ones stay in the liquid.
However, it has also been argued (Brennen, 1995) that it is diﬃcult to characterise these nuclei,
the real question arises as how small gas-filled microbubble could exist for any length of time in
a body of liquid that is not saturated with that gas. Brennen (1995) also argued that it is not
possible to separately assess the number of solid particles and the number of the microparticle
with most of existing experimental techniques though both can act like a cavitation site, the
probability that microbubble will grow more rapidly is more likely.
However, methods have been developed to measure bubble nuclei concentration in the liquid.
One of the methods to measure cavitation nuclei is the use of susceptibility meter (Billet, 1986).
The sample fluid containing microbubbles is sucked into the small venturi, and the light is passed
over the fluid. The light scattered by a microbubble as it passes through probe volume is collected
by a lens and is focussed on the photomultiplier tube. The photomultiplier tube has an aperture
which restricts one dimension of the probe volume. The output of the photomultiplier goes
through the signal conditioner where it is processed and classified and provides microbubble size
range. However, Billet’s method tends to be limited to concentrations less than 10 particles
cm 3. Studies further revealed that population of nuclei varies from liquid to liquid and depends
on the presence of small contaminant particles, free and dissolved gases and also temperature
and pressure conditions (Billet, 1985; Brennen, 1995).
Nonetheless, the fuel used in the reference case (Duke et al., 2013a) in the present study contains
dissolved gases, however, the nuclei concentration is not known. Nonetheless, the fuel used in
the reference case (Duke et al., 2013a) in the present study contains dissolved gases. However,
the nuclei concentration is not known. Therefore it becomes essential to assess the cavitation
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model parameters associated with the liquid quality. Hence, the influence of model parameters
associated with liquid quality on cavitation results are assessed: One of the important para-
meters in Schnerr and Sauer (SS) model is nB which expresses bubble concentration per unit
volume of pure liquid. The eﬀect of nB has been evaluated by Yuan et al. (2001) and settled for
1.5 ⇥ 1014 to be an optimum value for single-hole nozzles. Zwart, Gerber and Balamri (ZGB)
model, which is an empirical cavitation model contains parameters such as bubble radius RB,
nucleation site volume fraction ↵nuc, Fvap and Fcond that need tuning. Therefore, the objective
in this subsection is to assess the influence of these model parameters on cavitation results.
5.4.3.1 Case setup:
Steady-state simulations have been performed. Operating condition as described for case 1 in
Table 5.1 is simulated. Simulations have been performed using Schnerr and Sauer (SS) and
Zwart, Gerber and Balamri (ZGB) models with a multiphase mixture model, however, model
constants have been varied. In SS model, diﬀerent values of nB (bubble concentration per unit
volume of pure liquid) are used. In Zwart-Gerber-Balamri (ZGB) model, nucleation site volume
fraction ↵nuc has been varied. Physical properties of the working fluid are listed in Table 5.2.
Boundary conditions are listed in Table 5.3.
5.4.3.2 Results:
Figure 5.16: Influence of cavitation models parameter on vapour volume fraction.
The results indicate that the amount of cavitation vapour can be varied by changing model para-
meters. The obtained results allow more elaborate analysis of cavitation models used. Quant-
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itatively the best results are obtained using SS model when the bubble concentration per unit
volume of liquid nB has been kept 1013 m 3 (Figure 5.16). Hence, in later cases nB would be
set to 1⇥ 1013 m 3 in SS model. The ZGB model slightly overpredicts the vapour volume frac-
tion when nucleation site volume fraction ↵nuc has been kept to 0.0005, however, when ↵nuc is
set to 0.0001, the vapour volume fraction is somewhat underpredicted but in better agreements
with the experimental data. Therefore, in the later cases, the value for ↵nuc would be 0.0001
in the ZGB model. Influence of other empirical parameters i.e. bubble radius RB, evaporation
coeﬃcient Fvap and condensation coeﬃcient Fcond of ZGB model on cavitation results are not
assessed, however, it can be argued that they may achieve similar trends since such parameters
are scalars.
5.4.3.3 Discussions:
• Impacts of cavitation model parameters on cavitation results were assessed. The results
indicate that model parameters of both SS and ZGB models influence cavitation results.
With SS model, the best quantitative agreement with experimental data was achieved
when its parameter nB was set to 1 ⇥ 1013. With ZGB model, the best quantitative
agreement with the experimental data was achieved when its parameter ↵nuc was set to
0.0001. Therefore, in later studies, simulations with these models will be performed with
above-specified parameters.
5.4.4 Influence of compressibility on cavitation
Cavitation vapour is assumed to be compressible (Brennen, 1995) and often the ideal gas law
is used to model vapour compressibility. Recently Sezal et al. (2009); Neroorkar et al. (2012);
Battistoni et al. (2014); Saha (2014) have used the ideal gas law for vapour compressibility.
Apart from vapour compressibility, liquid compressibility is also important for cavitating flows.
Giannadakis et al. (2008) argued that in locations where cavitation occurs, the liquid should be
regarded as compressible due to volume production and destruction caused by cavitation. There-
fore, in the present study, the influence of both vapour and liquid compressibility on cavitation
results would be assessed. To keep into account the vapour compressibility the ideal gas law is
introduced and while the liquid compressibility is modelled via Tait equation. (see Tait, 1888;
Dymond and Malhotra, 1988).
The Tait equation has the following form:✓
⇢
⇢0
◆n
=
K
K0
(5.10)
where
K = K0 + n p (5.11)
and
 p = p  p0 (5.12)
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where,
p0 = Reference liquid pressure (Absolute)
⇢0 = Reference liquid density (density at the absolute pressure, p0)
K0 = Reference bulk modulus (Bulk modulus the absolute pressure, p0)
n = Density exponent
p = Liquid pressure (absolute)
p = Liquid density at pressure, p
K = Bulk modulus at pressure, p
(5.13)
The speed of sound is calculated using the following equation:
al =
s
K
⇢
(5.14)
Since the exact composition of working fuel has not been known, bulk modulus K of gasoline has
been used as reference bulk modulus which is 1.3 ⇥ 109 Nm 2. 1 unit of atmospheric pressure
is used as the reference pressure which is 101325 Nm 2.
The ideal gas model which is used for vapour compressibility has the following form:
⇢ =
pabsolute
Ru
Mw
T
(5.15)
where Ru is the universal gas constant, Mw is the molecular weight and T is the temperature in
Kelvin. T is computed from solution of the energy equation (Anderson, 1990).
The speed of sound is calculated from the following equation:
av =
p
 RT =
s
cpRT
cp  R =
r
cp
cp  R
p
⇢v
(5.16)
where   is the specific heat ratio:
  =
cp
cv
=
cp
(cp  R) (5.17)
where R is the specific gas constant Ru/Mw, cp is the specific heat at the constant pressure and
cv is the specific heat at the constant volume.
5.4.4.1 Case setup
Operating condition, as described the case 1 in Table 5.1, has been simulated. Both the ZGB
and SS models are used. For the tait equation, the reference pressure p0 is assumed to be 1 atm,
the reference bulk modulus K0 is assumed to be ⇡ 1.3⇥ 109 Nm 2 which is similar to gasoline
at 25  (Vargaftik et al., 1996), the value of density exponent n is set to be 7 considering that
such values correspond to weakly compressible substances such as liquids (Ivings et al., 1998).
For the ideal gas equation, the molecular weight is assumed to be 114 g mol 1 which represents
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the molecular weight of the gasoline. Also, the specific heat of gasoline with the value of 1.6
kJkg 1K 1 at 25  has been used. The molecular viscosity of both liquid and vapour is assumed
to be constant, and the values set for the present study can be found in the Table 5.2, other
physical properties of the working fluid can also are listed in Table 5.2. Boundary conditions are
listed in the Table 5.3.
5.4.4.2 Results:
Figure 5.17: Influence of the vapour compressibility on the vapour volume fraction.
When the vapour was assumed to be the ideal gas, contours of vapour volume fraction obtained
using the SS model were non-physical and were in complete disagreement with the experimental
measurements; which could be due to the nature of the model equations (non-linear evaporation
and condensation terms). Hence, results obtained only using the ZGB model presented. The
quantitative comparison (Figure 5.17) of the predicted vapour volume fraction indicates an in-
crease in the vapour volume fraction when vapour the is assumed to be the ideal gas. This is
because the ideal gas assumption allowed the vapour volume to change with respect to the change
in local pressure, therefore, the vapour volume expanded and its density decreased as pressure
decreased. The comparison also shows better agreements achieved with the experimental data
using the ideal gas assumption for cavitation vapour. In the later simulation, the liquid com-
pressibility was modelled using the Tait equation. However, from Figure 5.17, it can be seen
that liquid compressibility assumption made no diﬀerence in the cavitation results, implying that
liquid compressibility has an insignificant impact in this case.
The qualitative comparison (Figure 5.18 (a) (b) and (c)) of the predicted vapour fraction with
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the experimental measurements also shows better agreements when the vapour is assumed to
be the ideal gas. Predicted results using the ideal gas model shows vapour being generated at
the sharp entrance of the nozzle orifice. As the fluid travels further downstream, the vapour
separates from the wall and convects to the liquid core around the nozzle centre line few a
diameters downstream of the nozzle. The vapour volume can also be seen beyond the orifice as
flow goes further downstream entering the circular expansion region of the nozzle (Figure 5.20
(b)). When the vapour is modelled as incompressible, the predicted result shows that vapour
is generated at the sharp entrance of the nozzle orifice and remains in the vicinity of the orifice
wall. The cavitation is predicted entering the circular expansion region of the nozzle (Figure
5.20 (b)). The density contours are plotted in Figure 5.19 (a) and (b) which corresponds to the
vapour volume fraction contours in Figure 5.20 (a) and (b), showing lower density where higher
vapour volume fraction is predicted.
(a)
(b)
(c)
Figure 5.18: Qualitative comparison between the experimental and CFD predicted results to check
influences of vapour compressibility. (a) X-ray radiography measurement at CN = 11.2, (Duke et al.,
2013a), (b) ZGB model, incompressible, ↵nuc = 0.0001, (c) ZGB model, compressible, ↵nuc = 0.0001.
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(a)
(b)
Figure 5.19: Density comparisons: (a) Incompressible vapour (b) Ideal gas formulation for density.
(a)
(b)
Figure 5.20: Qualitative comparison of the predicted vapour volume fraction to check eﬀects of vapour
compressibility. (a) ZGB model, incompressible, ↵nuc = 0.0001, (b) ZGB model, compressible, ↵nuc =
0.0001.
Moreover, on examining the pressure history on the nozzle axis (Figure 5.21 (a)) for the case
with the ideal gas assumption for the vapour density, a steep jump in the pressure or shock or
a stationary normal shock wave can be noticed. The normal shock wave is predicted due to the
sudden change of the fluid velocity (Figure 5.22 (a)) from supersonic to subsonic. Corresponding
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to it, a sharp drop in the velocity field can also be noticed (Figure 5.21 (b)). The vapour volume
fraction contour is presented in Figure 5.25 (a) and the pressure contour is presented in Figure
5.25 (b). From Figures 5.25 (a) and (b) it can be inferred that the shock is predicted just at
the downstream of the cavitation region. However, the speed of sound of the liquid has been
predicted around 1300 ms 1 (Figure 5.22 (a)), using equation (5.14) and the speed of sound
of vapour is predicted around of 150 ms 1 (Figure 5.22 (a)) using equation (5.16), therefore,
from the Figure 5.22 (a) it can be argued that the mean flow has not achieved or exceeded the
supersonic speeds of both liquid and vapour.
(a)
(b)
Figure 5.21: The predicted pressure and velocity profile on the nozzle axis.
However, it has been experimentally observed (Karplus, 1957; Semenov and Kosterin, 1964;
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Henry et al., 1971) that in the two-phase flows, even a small amount of gas or vapour can cause
a considerable reduction in the local sonic speed of the two-phase mixture; It is because the
liquid-gas mixture is relatively easily compressible owing to the eﬀect of gas bubbles however
it remains relatively dense due to the dominant mass of the liquid. (McWilliam and Duggins,
1969). Therefore, in this interest, many attempts (Wallis, 1969; Nguyen et al., 1981; Chung
et al., 2004) have been made to model liquid-gas/vapour mixture sonic speed.
(a)
(b)
Figure 5.22: (a) The predicted speed of sound for vapour, liquid and mixture at nozzle axis, (b) The
Mach number of sound for vapour, liquid and mixture at nozzle axis.
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(c)
Figure 5.23: (a) The predicted pressure along the nozzle wall, (b) the predicted pressure along the nozzle
axis (c) Pressure contour obtained using the mixture model (left) and multifluid (eulerian multi-phase)
model (right). Source: Battistoni et al. (2014).
In the present simulation, Wallis model1 has been used to compute the sonic speed in the liquid-
vapour mixture. The model is based on the ‘homogeneous equilibrium’ assumption in which
velocity, temperature and pressure are equal for all phases. The assumption is based on the notion
that diﬀerence between these three variable potentials would induce instant momentum, energy
and mass transfer between phases so that the thermodynamic equilibrium fluid is maintained
(Lagumbay et al., 2007). The model computes the sonic speed in the liquid-vapour mixture much
smaller than its constituents (Torvik, 1970) and has been validated against the experimental data
(Wallis, 1969). In the present case, Wallis model has computed a very low sonic speed (⇡ 1.72
ms 1) in the two-phase region (see Figure 5.22 (a)), therefore, the local flow in the two-phase
region became supersonic. However, just downstream of the cavitation region, the fluid re-attains
the sonic speed of liquid becoming subsonic. This can be observed in the sonic speed (Figure
5.22 (a)) and Mach number plots (Figure 5.22 (b)) that at the position where there is a change in
sonic speed from supersonic to subsonic, a stationary normal shock wave is predicted. Moreover,
in the region of the shock wave, there is a sharp change in the mixture sonic speed (Figure
1The Wallis model has the following form:
amixture =
vuut 1
(↵v · ⇢v + ↵l · ⇢l) ·
⇣
↵v
⇢v·a2v +
↵l
⇢l·a2l
⌘ (5.18)
where, al is the speed of sound of liquid, av is the speed of sound of vapour and amixture is the speed of sound of
liquid-vapour mixture (Figure 5.22 (a)), ↵l represents volume fraction of liquid, ↵v represent the volume fraction
of vapour (Figure 5.24 (b)), ⇢l is the density of liquid and ⇢v the density of vapour (Figure 5.24 (a)). In the
present case, the speed of sound of liquid al has been calculated using equation (5.14) and speed of sound of
vapour has been calculated using equation (5.16), the liquid density has been calculated using equation (5.10)
and density of vapour has been calculated using equation (5.15).
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5.22 (a)) which can be attributed to large pressure, velocity and density gradients in this shock
region (Anderson, 1990). Similar shock was also predicted by Battistoni et al. (2014) at the same
operating conditions as the present case who used their own model (Battistoni et al., 2012) and
the ‘homogeneous relaxation model’ (HRM) (Neroorkar et al., 2012) as shown in Figure 5.23.
However, reasons for shock wave predictions were not given in their paper.
(a)
(b)
Figure 5.24: (a) The predicted liquid and vapour density and (b) The predicted liquid and vapour
volume fraction on the nozzle axis.
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(a)
(b)
Figure 5.25: (a) Vapour volume fraction (b) pressure
5.4.4.3 Discussions:
• When the vapour was assumed to be incompressible, both simulations (using SS and ZGB
models) achieved a steady state. However, when vapour was assumed to be an ideal gas,
simulations of only ZGB model achieved a steady state. This could be attributed to the
nonlinearity added to the model which the SS model could not predict accurately.
• The quantitative comparison indicated an increase in the vapour volume when the ideal gas
law was used for vapour compressibility and also resulted in a better agreement with the
experimental data. The influence of liquid compressibility on cavitation was insignificant.
• Higher vapour volume was predicted when the vapour was assumed to be an ideal gas.
This is because the ideal gas assumption allowed the cavitation vapour volume to change
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with respect to the change in the local pressure and therefore the vapour volume expanded
in the low-pressure regions.
• The qualitative comparison also showed better agreement with experimental data when
vapour compressibility is assumed. Vapour is predicted to be generated at the sharp
entrance of the nozzle orifice. As the flow travels downstream, the vapour moves away
from the wall and convected to the liquid core around the orifice axis few a diameters
downstream of the orifice inlet.
• When the vapour is assumed incompressible, vapour is also seen generated at the sharp
entrance of the nozzle orifice but remains in the vicinity of the orifice wall as flow convects
downstream.
• On examining the pressure profile of the whole nozzle for the case in which the vapour
is assumed to be the ideal gas, a steep pressure jump or a stationary normal shock wave
was observed at the axial position where the cavitation structure ends. The consequence
of the change of mean flow velocity from supersonic to subsonic just downstream of the
cavitation region has resulted in the formation of the normal shock wave.
• In the present simulation Wallis (1969) model has been used to compute the sonic speed
of the mixture. The model has a produced very low mixture sonic speed (⇡ 1.72 ms 1) in
the two-phase region. Hence, the local flow velocity became supersonic at the cavitation
region. However, at the position where cavitation structure ended the fluid reattained the
sonic speed of the liquid and consequently, the flow became subsonic.
5.5 Summary
5.5.1 Numerical errors:
• Similar results for velocity and vapour volume fraction were achieved using grid 5 and 6,
hence it was inferred that grid independence is being approached with grid 5 and 6, hence
grid 5 was used in later simulations.
5.5.2 Physical modelling errors:
5.5.2.1 Turbulence model evaluation
• The best quantitative agreements for the vapour volume fraction were achieved using the
realizable k   ✏ turbulence model.
5.5.2.2 Cavitation model evaluation
• Similar quantitative and qualitative results were achieved using both the SS and ZGB
model.
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5.5.2.3 Uncertainties of cavitation models and impact of parameters used in these
models
• The model parameters of both cavitation models (SS and ZGB) influenced the cavitation
results.
5.5.2.4 Influence of compressibility on cavitation
• The quantitative comparison indicated an increase in the vapour volume fraction of cavit-
ation when the ideal gas model was used for vapour compressibility.
• The results obtained using the ideal gas law for cavitation vapour were also in better
agreement with the experimental data. Influence of liquid compressibility on cavitation
results was insignificant.
• The qualitative comparison also indicated a better agreement with the experimental data
when ideal gas law has been used for vapour density.
• In the present case, when the ideal gas law was used for vapour compressibility, a stationary
normal shock wave is predicted downstream of the cavitation region.
• This is because a very low sonic speed is predicted in the cavitation region due to which
the local flow in the cavitation region became supersonic. However, just downstream of
the cavitation region, the fluid re-attained sonic speed of the liquid.
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Chapter 6
Cavitation simulations in an enlarged
multi-hole injector
6.1 Introduction
The objective of this chapter is to simulate cavitating flow in the enlarged model of a multi-
hole(6) diesel fuel injector. In the present chapter identified approaches of turbulence modelling
and cavitation modelling described in the previous chapters are used. The predictions are quant-
itatively evaluated by comparison with LDV experimental data for mean axial velocity and RMS
velocity and qualitatively by comparison with CCD images. Influence of viscosity and density
on cavitation are also investigated.
6.2 Test case decription:
Roth et al. (2002); Roth (2004) performed experiments on the transparent enlarged model of
a Bosch mini-sac type multi-hole(6) diesel fuel injector at both cavitating and non-cavitating
conditions on the steady-state test rig. The LDV (Laser Doppler Velocimetry) was used to
measured mean axial velocity and RMS velocity at diﬀerent axial locations (Figure 6.1) of the
injector hole at diﬀerent cavitation numbers. The still imaging and high-speed video imaging was
utilised to capture cavitation occurrence and its development inside the fuel injector. Operating
conditions of the test rig at the nominal needle-lift for LDV measurements are described in Table
6.1.
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lower needle-lift 1.6 mm
Case CN Re pinj pback Uinj Flow Rate
1 1.48 26800 2.80 bar 1.19 bar 12.58 ms 1 0.726 ls 1
2 2.39 33200 4.00 bar 1.25 bar 15.56 ms 1 0.898 ls 1
3 5.50 33400 4.00 bar 0.70 bar 15.66 ms 1 0.904 ls 1
nominal needle-lift 6 mm
1 1.09 30200 2.40 bar 1.20 bar 14.15 ms 1 0.817 ls 1
2 1.48 34100 3.00 bar 1.27 bar 15.97 ms 1 0.922 ls 1
3 4.57 39500 4.00 bar 0.80 bar 18.50 ms 1 1.068 ls 1
(absolute) (absolute)
Table 6.1: Operating conditions of the test rig for LDV measurements at cavit-
ating conditions.
fluid properties - liquid
Density 895 kg m 3
Viscosity 1.4678 ⇥ 10 3 kg m 1s 1
Vapour pressure 1000 Nm 2
Surface Tension 0.03 Nm 1
Refractive Index 1.49
fluid properties - vapour
Density⇤ 0.054 kg m 3
Viscosity† 1.55⇥ 10 5 kg m 1s 1
⇤ Ideal gas law has been used to calculate dens-
ity of vapour.
† The viscosity of vapour has been calculated us-
ing model proposed by Lee et al. (1966).
Table 6.2: working-fluid
Figure 6.1: Locations inside one of the injector hole for the second series of LDV measurements. Source:
Roth et al. (2002)
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6.3 Nominal needle lift
6.3.1 Grid sensitivity analysis
In the chapter 4, it was realised that grid sensitivity is being approached for mean axial velocity;
in the subsection, the influence of grid density is assessed at the cavitating condition.
6.3.1.1 Case setup
Grids 2 and 3 from the singe-phase simulations at nominal needle lift are used (see Table 6.3).
The operating conditions described for the case 2 in the Table 6.1 are simulated. Turbulence is
modelled using the realizable k   ✏ model with “Enhanced wall treatment method” in the near
the wall region. For cavitation modelling, Zwart model is used with multi-phase mixture model.
Liquid and vapour phases are assumed to be incompressible. Details of boundary conditions can
be found in Table 6.4.
Grid Control Volumes y+
2 13,016,832 15.08
3 17,970,861 13.08
Table 6.3: Number of Control
volumes (cells) in diﬀerent grids
Case Inlet Outlet interface Walls
CN = 1.48 mass-flow rate constant pressure cyclic Enhanced wall
liquid= 0.1375317 kg s 1 127000 Nm 2 treatment method
vapour= 0 kg s 1 (no slip wall)
Table 6.4: Boundary Conditions
6.3.1.2 Results
It can be seen that almost similar profiles of mean velocity in Grid 2 and 3 (Figure 6.2 (a),(c),(e)
and 6.3 (a)), suggesting that grid independence is being approached for mean axial velocity. The
RMS is calculated using Boussinesq formula; the RMS velocity profiles (Figure 6.2 (b),(d),(f) and
6.3 (a)) indicate that RMS velocity magnitude increases with an increase of grid density owing
to increase in mean velocity gradients. The results obtained for vapour volume fraction are
following the similar trend. The results indicate that vapour volume fraction is not significantly
changing with the increase of grid density (Figure 6.4 (a), (b), (c) and (d)).
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(a) (b)
(c) (d)
(e) (f)
Figure 6.2: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm, x = 10.5 mm and x
= 13.5 mm from the origin.
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(a) (b)
Figure 6.3: Normalized mean axial velocity and RMS comparisons at x = 16.5 mm from the origin.
(a) (b)
(c) (d)
Figure 6.4: Predicted vapour volume fraction using diﬀerent grids at diﬀerent planes.
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6.3.1.3 Discussions
• Grid sensitivity analysis suggests that mean axial velocity, RMS velocity and vapour volume
fraction change insignificantly with an increase of grid density. Therefore, grid 2 would be
used in further analysis.
6.3.2 Case study 1: Simulation of full-cavitating conditions at CN 1.48 and
4.57.
6.3.2.1 Case setup
Operating conditions as described for case 2 and 3 in table 6.1 at nominal needle lift are simulated.
As in chapter 4, it was realised that grid independence is being approached for mean velocity
in the single-phase simulations, and in the subsection § 6.3.1, it has been shown that vapour
volume fraction did not change significantly with increase in grid density. Hence grid 2 has
been used for cavitation simulation (Figure 6.5). In the present study, the best-performed models
identified for turbulence and cavitation modelling from chapters 4 and 5 are used. The ideal gas
law has been used to model the vapour compressibility, and the Tait equation is used for liquid
compressibility; three sets of simulations are performed. In the first simulation, the liquid and
vapour phases are assumed to be incompressible. In the second simulation, the liquid is assumed
to be incompressible and the vapour compressibility is modelled using an ideal gas law. In the
third simulation, the liquid compressibility is modelled using the Tait equation, and the vapour
compressibility is modelled using an ideal gas law. Details of the physical models used in this
study can be found in the Table 6.5 and of boundary conditions can be found in Table 6.6.
Physical models used
Turbulence model Realizable k   ✏ model (Shih et al., 1994)
Near wall turbulence modelling ‘Enhanced Wall Treatment’ method (Kader, 1981)
Multi-phase modelling approach mixture model (Manninen et al., 1996)
Vapour compressibility Ideal gas
Liquid compressibility Tait equation (Tait, 1888; Dymond and Malhotra, 1988)
Cavitation model⇤ ZGB model (Zwart et al., 2004)
⇤Cavitation model constants
bubble radius RB 1⇥ 10 6
nucleation site volume fraction ↵nuc 1⇥ 10 4
Fvap = evaporation co-eﬃcient 50
Fcond = condensation co-eﬃcient 0.01
Table 6.5: Physical models used
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Case Inlet Outlet interface Walls
CN = 1.48 mass-flow rate constant pressure cyclic enhanced wall
liquid= 0.1375317 kg s 1 127000 Nm 2 treatment method
vapour= 0 kg s 1 (no slip wall)
CN = 4.57 mass-flow rate constant pressure cyclic enhanced wall
liquid= 0.15391 kg s 1 80000 Nm 2 treatment method
vapour= 0 kg s 1 (no slip wall)
Table 6.6: Boundary Conditions
Figure 6.5: (A) One-sixth of the flow domain at the full needle lift with periodic (cyclic) boundary
conditions. The numbers represent boundaries of flow domains, (1) inlet (2) outlet (3) walls (4) periodic
(cyclic) interface, (B) Mesh for the flow domain.
Figure 6.6: Sketch showing needle and injector assembly and the positions where LDV measurements
of mean and RMS velocity were recorded. All dimensions are in mm.
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6.3.2.2 Results
(a) (b)
(c) (d)
Figure 6.7: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm and x = 10.5 mm
from the origin.
Quantitative results for the mean axial velocity and the RMS velocity (Figure 6.7 (a), (b), (c),
(d) and 6.8 (a), (b), (c), (d)) at CN = 1.48 at diﬀerent planes (see Figure 6.1 and 6.6) reveal
the insignificant contribution of the liquid compressibility to the mean and the RMS velocity.
On comparing results obtained using the incompressible assumption of vapour and compressible
assumption using the ideal gas law, a very small increase in the RMS velocity at the upper
section of the hole at axial location x = 9.5 mm can be seen (Figure 6.7 (b) and (d).
In other positions, x = 10.5 mm (Figure 6.7 (c) and (d)), x = 13.5 mm and x = 16.5 mm (Figure
6.8 (a), (b), (c), (d)), almost comparable results were obtained for the mean axial velocity and
RMS velocity when the vapour was assumed to be an ideal gas and incompressible at both cases.
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However, qualitative comparison of vapour volume fraction on the centre plane (+x,+y,+z) as
seen in Figure 6.9 (a) and (b) reveals an increase in the vapour volume fraction when the ideal gas
law has been used for the vapour compressibility. The higher vapour volume fraction prediction
using the ideal gas law for vapour can be attributed to the change in vapour volume with respect
to the change in local pressure. Hence, vapour volume expanded (and density decreased) as
pressure decreased. Using the ideal gas assumption the variation in vapour density with respect
to the change in local pressure also influenced the velocity field as seen in chapter 5, § 5.4.4 and
hence would also influence the mean velocity gradients and this has resulted in a small increase
of the RMS velocity.
(a) (b)
(c) (d)
Figure 6.8: Normalized mean axial velocity and RMS comparisons at x = 13.5 mm and x = 16.5 mm
from the origin.
On observing the mean axial velocity and RMS velocity from the experimental data at the axial
position x = 9.5 mm (Figure 6.7 (a) and (b)), it can be seen that the experimental data is only
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available from bottom to the middle of the hole y/D0 ⇡ 0.6, which could have been due to the
presence of vapour in the region 0.6 < y/D0 < 1 at both CN = 1.48 and 4.57. The presence of
vapour is very likely to aﬀect the refractive index of the fluid and hence would aﬀect the quality
of the measurements (Nouri et al., 1988), hence measurements are only taken at the positions at
which vapour is not present (Roth et al., 2002; Roth, 2004) (see Figure 6.1). The predicted results
for the mean axial velocity using all three assumptions (incompressible liquid and incompressible
vapour, incompressible liquid and ideal gas for vapour and compressible liquid and ideal gas for
vapour) at CN = 1.48 indicates a fair agreement with the available experimental data. The
comparison of predicted mean axial velocity at CN = 4.57 with experimental data at the same
plane also indicates reasonable agreements. Similarly on the plane x = 10.5 mm (Figure 6.7
(c) and (d)), experimental results for the mean axial velocity is only available from the bottom
to the middle of the plane (0 < y/D0 < 0.6). The mean velocity prediction indicates a good
agreement with the experimental data at both CN = 1.48 and 4.57.
The RMS velocity is underpredicted at the axial position x = 9.5 mm (Figure 6.7 (b)) and x =
10.5 mm (Figure 6.7 (d)) at both CN = 1.48 and 4.57. The underprediction of RMS velocity
can be attributed to the grid density at the region of interest since it has been realised chapter
4 that the RMS velocity magnitude calculated using Boussinesq formula depends on velocity
gradients whose magnitude is highly sensitive to the grid density (increases with the increase
of grid density). However, the underprediction of RMS can also be attributed to the modelling
errors which could be due to the turbulence model (realizable k   ✏).
On the plane x = 13.5 mm (Figure 6.8 (a) and (b)) it can be again seen that experimental data
is available only from the bottom of the hole to the third quarter of the hole y/D ⇡ 0.7. The
mean velocity prediction indicates fair a agreement with the experimental data (Figure 6.8 (a)).
Reasonable agreements have also been achieved for the RMS velocity from bottom to the middle
of the plane 0 < y/D < 0.5 (Figure 6.8 (b)), however, numerical simulation results indicate that
the RMS velocity has been underpredicted in the section of the plane 0.5 < y/D < 0.7. Since
the experimental data are not available at the top section of the plane 0.7 < y/D < 1, hence no
comment can be made regarding the prediction of the RMS velocity of this section. Similarly on
the plane x = 16.5 mm (Figure 6.8 (c) and (d)), the experimental data for mean axial velocity
and RMS velocity the only available from the bottom of the hole to the middle part of the hole
y/D ⇡ 0.7. Reasonable agreements are achieved with the available experimental results or mean
axial velocity and RMS velocity at both CN = 1.48 and 4.57.
The contours (Figure 6.9 (a), (b) and Figure 6.10) and isosurfaces (Figure 6.14 and 6.13) of the
vapour volume fraction indicate that vapour is generated at the upper edge of the entrance of the
injector hole. From Figure 6.15 and 6.14 it can be inferred that as the fluid enters the injector
hole, there is an abrupt change in the flow path and the sudden reduction of cross-sectional area.
Due to the sudden reduction of the cross-sectional area, the fluid accelerates and separates from
the wall at the upper edge of the entrance of the injector hole which further enhances its velocity
(which has been presented using 3d streamlines in Figure 6.15). The fluid then re-attaches to the
wall, leading to the formation of the recirculation region at the upper edge of the entrance of the
injector hole which the further reduces the cross-sectional area and hence further enhances the
fluid acceleration. When the pressure in this recirculation zone becomes lower than the liquid
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vapour pressure, the liquid starts to cavitate.
(a) Vapour volume fraction (incompressible vapour assumption)
(a) Vapour volume fraction (ideal gas assumption for vapour)
Figure 6.9: The predicted vapour volume fraction using (a) incompressible gas assumption, (b) ideal
gas assumption at CN = 1.48
From the Figures 6.13 and 6.14, it can be seen that the cavitation vapour convects with the fluid
as it travels downstream. At CN = 1.48, the cavitation vapour cloud collapses at around 7/8th
of the injector hole length. However, at CN = 4.57 (see Figure 6.10), the cavitation vapour is
seen entering the backflow hole. As the fluid enters the backflow hole, there is an immediate
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(step) expansion of the cross-sectional area; the step expansion causes the fluid to separate from
the wall, this leads to the formation of an annular recirculation region or annular ring-shaped
step vortex (Figure 6.15). When the pressure at the core of the annular ring-shaped step vortex
goes lower than the vapour pressure of the liquid it starts to cavitate. As the flow goes further
downstream the cavitation which has originated at the entrance of the injector hole merges with
the cavitation which has originated from the step vortex of the backflow hole (Figures 6.10 and
6.14). The vapour (cavitation) then further mixes with the liquid when it travels downstream,
forming a cloudy liquid vapour fluid mixture (cavitation cloud). As the fluid reaches the outlet,
the predicted results indicate that the cavitation cloud starts to transform back into liquid state
due to the constant pressure outlet boundary conditions. The local sonic conditions can lead
to the development of the shocks in the bubbly flows. Hence, for both cases, CN = 1.48, and
CN = 4.57, pressure contours on the centre plane (Figure 6.11 (a) 6.12 (a)) and pressure profile
on the injector hole (Figure 6.11 (b) and 6.12 (b) are analysed to investigate any possibility of
shock, which does not indicate any possibility of shock.
Figure 6.10: The predicted vapour volume fraction at CN = 4.57, vapour is assumed to be an ideal gas
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(a) Pressure (absolute) N m 2
(b) The predicted pressure at the injector hole axis.
Figure 6.11: (a) The pressure contour on the centre plane at CN = 1.48. (b) The predicted pressure
at the injector hole axis. The direction of flow is from right to left.
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(a) Pressure (absolute) N m 2
(b) The predicted pressure at the injector hole axis.
Figure 6.12: (a) The pressure contour on the centre plane at CN = 4.57. (b) The predicted pressure
at the injector hole axis. The direction of flow is from right to left.
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Figure 6.13: Isosurface of vorticity (0.5% of the magnitude) at CN = 1.48 indicate vortices; the hole-
to-hole connecting vortex can be easily identified, the isosurface of cavitation also indicate cavitation
formation at the upper edge of the entrance of the injector hole. The cavitation then travels with the
flow and remains in the vicinity of the wall and end at approx 7/8 of the injector hole length. In the
cavitation isosurfaces, the red colour represents the maximum concentration of vapour volume fraction
and blue represents the minimum.
Figure 6.14: Image showing isosurface of cavitation, an isosurface of vorticity magnitude (0.5% of the
magnitude), velocity vectors and streamline at CN = 4.57. In the cavitation isosurfaces, the red colour
represents the maximum concentration of vapour volume fraction and blue represents the minimum.
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Figure 6.15: Zoom of the sac region showing velocity vectors and 3d velocity streamlines at CN = 4.57.
The velocity vectors and 3d streamlines indicate the presence of the vortex in the sac region.
Figure 6.16: Image showing isosurface of vorticity magnitude (0.5% of the magnitude) and pressure
contours plotted on the periodic boundary face at CN = 4.57. The pressure contour indicates lower
pressure at the core of ‘hole-to-hole’ connecting vortex.
Isosurface of the 0.5% magnitude of vorticity has been generated to detect the presence of vortices
at cavitating conditions (CN = 4.57). From the iso-surface of vorticity, in the Figures 6.17, 6.18,
6.19 and 6.20 , we can see the ‘hole-to-hole’ connecting vortices and counter rotating vortices
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originating from the needle wall and entering the injector hole. From Figures 6.14, 6.17, it can
also be seen that these vortices (‘hole-to-hole’ connecting vortex and ‘counter-rotating’ vortices)
begin to merge as they enter the injector hole and starts to dissipate.
To further investigate the ‘hole-to-hole’ connecting vortex, vectors have been plotted on the
periodic boundary of the injector (Figure 6.19 and 6.20). From the bottom view (y-axis negative)
(Figure 6.19) the ‘hole-to-hole’ connecting vortex appears to have a counter-clockwise direction
on the front face and a clockwise direction of rotation on the back face. Pressure contours (Figure
6.16) have also been plotted on the periodic face which indicate a low-pressure region at the core
of the vortex, but the pressure never reduces to the vapour pressure of the liquid to initiate
cavitation.
Non dimensionalised vorticity contours1 plotted on the planes normal to the injector hole at
diﬀerent axial positions further assert the presence of ‘counter-rotating’ vortices emerging from
the needle wall and entering the injector hole facing it. Corresponding to vorticity contours,
vapour volume fraction contours in Figure 6.22 (a) on the planes in the injector holes indicate
that vortices in the injector hole have influenced the shape of the cavitation region as well as the
vapour distribution in the cavitation region. The presence of ‘counter-rotating’ vortices emerging
from the needle wall and entering the injector hole is confirmed by the streamlines plotted on
the plane which lies in the annular space between the needle wall and the injector hole (plane 4,
see chapter 4, § 4.7.1) as shown in Figure 6.21.
Figure 6.17: Isometric view of the injector. The isosurface of vorticity magnitude (0.5% of the mag-
nitude) showing the probability of occurrence of vortices in the injector hole at CN = 4.57
1In Figure 4.34 (b) red colour represent a positive (counter-clockwise) and blue indicate a negative vorticity
(clockwise)
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Figure 6.18: Bottom view of the injector.The isosurface of vorticity magnitude (0.5% of the magnitude)
showing the probability of occurrence of vortices in the injector hole at CN = 4.57
Figure 6.19: Bottom view of the injector. The isosurface of vorticity magnitude (0.5% of the magnitude)
showing the probability of occurrence of vortices in the injector hole at CN = 4.57. Velocity vectors have
been plotted on the front periodic plane from which ‘hole-to-hole’ connecting vortex appears in a counter-
clockwise direction and velocity vectors have also been plotted on the back side (bottom of the image) of
the periodic interface from which ‘hole-to-hole’ connecting vortex appears in a counter-clockwise direction.
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Figure 6.20: A view of the injector from the centre at CN = 4.57. Isosurface of vorticity magnitude
(0.5% of the magnitude) indicates vortices emerging from the needle wall and entering the injector hole,
isosurface of vorticity magnitude also indicate the presence of ‘hole-to-hole’ connecting vortex. Vectors
plotted on plane 4 indicate opposite direction of rotation. Vectors also plotted on the periodic boundary
which also indicate the presence of ‘hole-to-hole’ connecting vortex.
Figure 6.21: A view of the injector from the centre. Streamlines plotted at CN = 4.57, indicate the
presence of counter-rotating vortices originating from the needle wall and entering the injector hole. The
low-pressure region can also be seen at the core of the vortices.
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(a) Vapour volume fraction
(b) Non-dimensionalised vorticity,
 !
⇣ D
Uinj
Figure 6.22: Vapour volume fractions and non-dimensionalised vorticity are plotted at diﬀerent slices
in the injector holes. The vorticity is non-dimensionalised by multiplying with the injector hole diameter
which is 3.5 mm and divided by average velocity which is 18.5 m s 1 at CN = 4.57 (Roth et al., 2002;
Roth, 2004).
6.3.2.3 Qualitative comparison with experimental data
Since still images and high-speed video images at CN = 4.57 of the injector hole for nominal
needle lift conditions for mini-sac type enlarged injector are not available (Roth et al., 2002;
Roth, 2004) hence results (still images) from Afzal et al. (1999) have been used, which have been
taken at similar cavitation number (CN = 4.57).
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(a) (b)
Figure 6.23: (a) Still photograph (side view) of the geometry induced cavitation formed at the upper
edge of the entrance of the injector hole and travelling downstream, the image indicates that cavitation
stays in the vicinity of the injector wall, source: Afzal et al. (1999). (b) isosurface of cavitation prediction
at CN = 4.57, nominal needle lift (6.00 mm).
Comparison between the side view of a still image of cavitation inside the injector hole at nominal
needle lift (6.00 mm) of the mini-sac type multi-hole injector with the isosurface of predicted
vapour volume fraction indicates visual similarities between the experimental results and CFD
simulations for the vapour distribution. It can also be seen from the comparison of Figure 6.24
(a) and (b) that CFD simulations have resulted in a similar horseshoe-shaped profile of vapour
distribution as that of the experiment. Top view of the predicted isosurface of cavitation (Figure
6.25 (b)) and the experimental results (Figure 6.25 (a)) also indicate visual similarities.
(a) (b)
Figure 6.24: (a) Still photograph of the geometry induced cavitation formed at the upper edge of the
entrance of the injector hole and travelling downstream, the image indicates cavitation remains stays in
the vicinity of the injector wall, the image also indicates horseshoe appearance of cavitation source: Afzal
et al. (1999). (b) isosurface of cavitation prediction at CN = 4.57, nominal needle lift (6.00 mm), also
indicate horseshoe appearance.
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(a) (b)
Figure 6.25: (a) 3D photograph of the geometry induced cavitation formed at the upper edge of the
injector hole entrance and travelling downstream, source: Afzal et al. (1999). (b) isosurface of cavitation
prediction at CN = 4.57, nominal needle lift (6.00 mm).
6.3.2.4 Discussions:
• Fairly accurate results for the mean axial velocity are achieved. The RMS velocity results
are also in the reasonable agreements with experimental data.
• Fairly good qualitative agreements with the experimental results for the cavitation are
achieved at CN = 1.48.
• Flow field analysis indicated that cavitation is generated at the upper edge of the entrance
of the injector hole, once vapour forms it travels with the fluid and stays in the vicinity of
the injector wall.
• At the CN = 1.48, the predicted cavitation structure ends at approx 7/8 of the injector
hole length due to the occurrence of higher pressure than the vapour pressure of the liquid
at this region.
• At CN = 4.57, the predicted the cavitation which originated at the upper edge of the
entrance of the injector hole further mixes with the cavitation generated at the backflow
hole leading to the formation of cloudy liquid vapour mixture (cavitation cloud).
• Additional cavitation is predicted at the entrance of the backflow hole.
• Flow field analysis also revealed the presence of ‘hole-to-hole’ connecting vortex and ‘counter-
rotating’ vortices emerging from the needle wall and entering the injector hole facing it.
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6.4 Lower needle lift
6.4.1 Case study 2: Simulation of onset conditions at CN 1.48
6.4.1.1 Case setup
Operating condition as described for case 1 in table 6.1 for lower needle lift is simulated. Steady
state simulations are performed. Since in the previous chapter 4 it was realised that grid inde-
pendence at the low needle lift at non-cavitating condition is being approached using for mean
axial velocity and and in the subsection § 6.3.1, it has been shown that vapour volume fraction
did not change significantly with increase in grid density. Hence, in the present case, the grid 5
from single-phase simulations is used. The same physical models are used with the same models
parameters are used as in § 6.3.2 (see Table 6.5). The ideal gas law is used to model the va-
pour compressibility. The liquid phase is assumed to be incompressible (see § 6.3.2). Boundary
conditions are listed in Table 6.7.
Inlet Outlet interface Walls
mass-flow rate constant pressure cyclic enhanced wall
liquid 0.108295 kg s 1 119000 Nm 2 treatment method
vapour 0 kg s 1 (no-slip wall)
Table 6.7: Boundary Conditions
6.4.1.2 Results
At the axial position x = 9.5 mm (Figure 6.26 (a) and (b)), the experimental data is only
available from the bottom of the plane to the 2/3rd of the plane (0  y/D0  0.7), because of
the presence of cavitation bubble which distorts the laser beam (Nouri et al., 1988), LDV velocity
measurements could not be performed at the upper part of the injector hole. Comparison between
available experimental data and prediction results for mean axial velocity and RMS velocity
with prediction result indicate a reasonable agreement. The simulation results also indicate the
presense of a recirculation region at the upper portion of the injector hole.
Similarly at the axial location x = 10.5 mm (Figure 6.26 (c) and (d)) experimental data are only
available from the bottom of the plane to 2/3rd of the plane (0  y/D0  0.7). Comparison
between the experimental data and the predicted result indicates reasonable agreement, however,
velocity is underpredicted at the middle section of the plane to 2/3rd of the plane (0.5  y/D0 
0.7).
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(a) (b)
(a) (b)
Figure 6.26: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm, 13.5 mm and x =
16.5 mm from the origin.
At the axial location x = 13.5 mm (Figure 6.27 (a) and (b)), the experimental data are only
available from the bottom of the injector hole to 4/5th of the injector hole (0  y/D0  0.75).
Comparison between the experimental data and the predicted results indicates underprediction
of the mean axial velocity. The mean axial velocity prediction indicates flow recirculation at the
very upper region of the plane (9  y/D0  1). Comparison of the RMS velocity prediction with
experimental data suggests reasonable agreement; which is mainly due to local grid refinement
in the injector hole and the sac volume of this grid. The RMS velocity is calculated using the
Boussinesq formula; the magnitude of the RMS velocity depends on the magnitude of the mean
velocity gradients; which was realised in the chapter 4.
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(c) (d)
(c) (d)
Figure 6.27: Normalized mean axial velocity and RMS comparisons at x = 9.5 mm, 13.5 mm and x =
16.5 mm from the origin.
At the axial location x = 16.5 mm (Figure 6.27 (c) and (d)), it can be seen that the experimental
data for the mean axial velocity and RMS velocity are available throughout the plane indicating
the cavitation bubbles which originated at the entrance of the injector hole have completely
collapsed. On the comparison of the experimental data and simulation results for the mean
axial velocity it can be seen that the mean axial velocity is underpredicted however has achieved
the same profile as of experimental data. Reasonable agreement for the RMS velocity has been
achieved and the reasons are stated in the previous paragraph.
The underprediction of the mean axial velocity at positions x = 10.5 mm, 13.5 mm and 16.5
mm is due to underestimation of the vapour volume fraction; hence the cross-sectional area of
liquid is larger. However, neither quantitative and qualitative data are available (Roth et al.,
2002; Roth, 2004) for the onset of cavitation at the lower lift for the mini-sac type multi-hole
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enlarged fuel injector and hence quantitative and qualitative comparison and model assessment
for the vapour volume cannot be done. Nonetheless, the discrepancies between the predicted and
experimental mean axial velocity at cavitation conditions can be attributed to the possibility
of needle eccentricity in this particular test rig which has also been previously mentioned by
Giannadakis et al. (2008). The needle eccentricity would have caused uneven distribution of
fluid in injector holes and possibly because of this reason diﬀerences between first and second
series of experiments for the mean axial velocity and RMS velocity have been noticed at non-
cavitating conditions for both lower (1.6 mm) and nominal lift (6.00 mm) conditions in chapter
4. The isosurface of the vapour volume fraction (Figure 6.28 and 6.30) indicates the occurrence
of cavitation ‘onset’ at the upper edge of the entrance of the fuel injector. 3d velocity streamlines
indicate a recirculations region on the upper edge of the entrance of the injector hole. When the
pressure in the recirculation regions at the upper of the entrance of the hole decreases to the
vapour pressure of the liquid (see Figure 6.29), the liquid starts to cavitate.
Figure 6.28: The predicted vapour volume fraction and velocity streamline in the injector.
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Figure 6.29: Isosurface of vapour pressure
Figure 6.30: Magnified view of the injector. The predicted vapour volume fraction and velocity stream-
line can be seen. Velocity streamlines indicate a recirculation region at the upper edge of the injector
hole on which 3d velocity vectors have also been plotted.
189
Figure 6.31: Bottom view of the injector.The isosurface of vorticity magnitude (0.5% of the magnitude)
showing the probability of occurrence of vortices in the injector hole.
Figure 6.32: Bottom view of the injector. The isosurface of vorticity magnitude (0.5% of the magnitude)
showing the probability of occurrence of vortices in the injector hole. Velocity vectors have been plotted
on the front periodic interface from which ‘hole-to-hole’ vortex appears to be in the clockwise direction of
rotation. Velocity vectors have also been plotted on the back side (bottom of the image) of the periodic
interface from which ‘hole-to-hole’ connecting vortex appears to be in the counter-clockwise direction of
rotation.
To investigate the presence of vortices, the isosurface of vorticity magnitude (0.5% of the mag-
nitude) has been generated to detect vortices. The isosurface likewise in the nominal lift cases
§ 6.3.2 indicate the presence of the ‘hole-to-hole’ connecting vortex (Figure 6.31 and 6.32) and
‘counter-rotating’ vortices emerging from the needle wall and entering the injector hole (6.33).
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Vectors plotted on both faces of the periodic interface (Figure 6.32 and 6.34) and on the plane
which lies in the annular space between needle wall and injector hole in Figure 6.34 further con-
firms the presence of ‘hole-to-hole’ connecting vortex and ‘counter-rotating’ vortices emerging
from the needle wall and entering the injector hole.
Figure 6.33: Bottom view of the injector. Isosurface of vorticity magnitude (0.5% of the magnitude)
with the front face removed indicates the probability of occurrence of ‘hole-to-hole’ connecting vortex
and ‘counter-rotating’ vortices emerging from the needle wall and entering the injector hole’.
Figure 6.34: A view of the nozzle from the centre. Vectors plotted on plane 4 as well as on both the
periodic faces. Vectors indicate the diﬀerent direction of vortices which emerging from the needle wall
and entering the injector hole. Vectors also indicate a presence of ‘hole-to-hole’ connecting vortex.
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6.4.1.3 Discussions:
• Reasonable agreements with the experimental data have been achieved for the mean axial
velocity and RMS velocity at the plane 9.5 mm and the 10.5 mm.
• The mean axial velocity is underpredicted at the planes x = 13.5 mm and 16.5 mm. The
RMS velocity predictions have achieved a reasonable agreement with experimental data.
• The underprediction of the mean axial velocity at the planes x = 13.5 mm and 16.5 mm
indicates the underprediction of vapour volume fraction. However, neither quantitative
and qualitative data are available for vapour volume fraction in literature review hence
comparison and model assessment for vapour volume could not be performed. Also, diﬀer-
ences between the experimental data and the predicted mean axial velocity could be due
to a possible needle eccentricity as mentioned by Giannadakis et al. (2008).
• Contours and isosurface of the vapour volume fraction indicated the predicted cavitation
‘onset’ at the upper edge of the entrance of the injector hole.
• Isosurface of vorticity magnitude has indicated the presence of ‘hole-to-hole’ connecting
vortex and ‘counter-rotating’ vortices emerging from the needle wall and entering the in-
jector hole facing it.
6.5 Case study 3: influence of viscosity and density on cavitation
The objective of this study (subsection) is to perform a parametric study to investigate the influ-
ence of higher viscosity and density on cavitation which is attributed to biodiesel fuel (Sheehan
et al., 1998; Knothe et al., 2005). The influence of physical properties would parametrically be
investigated. The viscosity and density of vapour and liquid would be parametrically increased
by 20% to identify the influence of such individual properties on cavitation.
6.5.0.1 Case setup
Operating conditions as described for case 2 in table 6.1 for nominal needle lift (6 mm) are
simulated. Steady state simulations are performed. The same grid as § 6.3.2 has been used.
Same physical models are used with same models parameters are used as in § 6.3.2 and § 6.4.1
(see Table 6.5). Four sets of simulations have been performed. In the first simulation, only the
viscosity of vapour phase is increased (by 20%), the viscosity of liquid and density of liquid and
vapour are unchanged. In the second simulation, the viscosities of both liquid and vapour phase
are increased by 20% and while the density of both phases is unchanged. In the third simulation
the density of vapour phase is also increased by 20% with a viscosity of liquid and vapour, only
the density of the liquid is unchanged. In the fourth simulation the viscosity of both phase has
been increased by 20% and the density of both phases is also increased by 20% (see Table 6.8 for
details). The simulation from § 6.3.2 at CN = 1.48 is used as a reference case, hence, the same
boundary conditions are used as for case with CN =1.48 (see Table 6.6).
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Since it has been realised in § 6.3.2 that the liquid compressibility has an insignificant impact
to the flow field for this cavitation number (CN = 1.48) and for this particular case (20X
enlarged Bosch multi-hole (6) axisymmetrical fuel injector), hence the liquid has been assumed
incompressible. The ideal gas model has been used for the vapour compressibility is based on
a parameter molecular weight, hence in order to increase the density of the vapour, molecular
weight has been increasing by 20%.
Case CN pinj pback pv ⇢l ⇢†v µl µ‡v
bar bar N m 2 kg m 3 kg m 3 kg m 1s 1 kg m 1s 1
1⇤ 1.48 3.00 1.27 1000 895 0.054 1.4678⇥10 3 1.55⇥10 5
1 1.48 3.00 1.27 1000 895 0.054 1.4678⇥10 3 1.86⇥10 5
2 1.48 3.00 1.27 1000 895 0.054 1.76⇥10 3 1.86⇥10 5
3 1.48 3.00 1.27 1000 895 0.0648 1.76⇥10 3 1.86⇥10 5
4 1.48 3.00 1.27 1000 1074 0.0648 1.76⇥10 3 1.86⇥10 5
(absolute) (absolute) (absolute)
⇤ The case from § 6.3.2 at CN = 1.48 has been used as a reference case.
† Ideal gas law has been used to calculate vapour density.
‡ The viscosity of vapour has been calculated using model proposed by Lee et al. (1966).
Table 6.8: Case setup for the parametric study to check influence of viscosity and density on cavitation.
6.5.0.2 Results:
The results for predicted vapour volume fraction at the x   y plane are presented in Figure
6.35 (a), (c), (d), (e) and (f). On comparing predicted vapour volume fraction contours of
Case 1⇤ (Figure 6.35 (a)) and Case 1 (Figure 6.35 (c)), it can be seen that an increase in the
vapour molecular viscosity (by 20%) has insignificantly influenced vapour volume fraction. But
on comparing contours of the vapour volume fraction of Case 1⇤ (Figure 6.35 (a)) and Case 2
(Figure 6.35 (d)) in which the molecular viscosity of both liquid and vapour are increased, it can
be seen that the vapour volume fraction is slightly suppressed. This is because the increase of
viscosity has increased the flow resistance and therefore has decreased the velocity (see Figure
6.40 (a) and (d)). This has reduced the size of the recirculation region at the upper edge of the
entrance of the injector hole and the saturated pressure region at the same location (Figure 6.41
(a) and (b)). Therefore has resulted in the suppression of the cavitation region.
On further comparing vapour volume fraction of Case 1⇤, 1, 2 and 3 (Figure 6.35 (a), (c), (d) and
(e)) it can be seen that an increase in the vapour density (by 20%) has insignificantly aﬀected
the shape and size of vapour volume fraction because the mixture density remains unchanged
(Figure 6.38 (d)). However, when the liquid density is increased by 20% (Figure 6.38 (f)) the
vapour volume fraction was significantly reduced (Figure 6.35 (f) and 6.36 (f)). The increase of
density at the same mass flow rate2 has resulted in the reduction of velocity (Figure 6.40 (f))
and therefore has reduced the size of recirculation region at the upper edge of the entrance of the
2It has to be noted that for present case constant mass flow rate is boundary condition inlet.
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injector hole. This has resulted in the prediction of the smaller saturated pressure region (Figure
6.39 (f)) and cavitation region at the same location. The predicted results are in agreement
with the experimental results of Suh et al. (2008); Nouri et al. (2012) who showed that ‘onset’ of
cavitation occurs at higher cavitation number for fluids with higher viscosity and density and the
previous CFD simulations of Som et al. (2010); Salvador et al. (2011); Battistoni and Grimaldi
(2012); Mohan et al. (2014) have also shown suppression of cavitation for biodiesel fuel. From the
predicted results, it can be inferred that cavitation suppression occurred because of the increase
of liquid viscosity and density.
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(a) Case 1⇤ (b) coordinates (+x,+y,+z)
(c) Case 1 (d) Case 2
(e) Case 3 (f) Case 4
Figure 6.35: The array of images showing the predicted vapour volume fraction of cases simulated for
parametric study. Case 1⇤: Reference the case (see the case at CN = 1.48 in § 6.3.2), Case 1: Viscosity
of vapour increased by 20%, Case 2: Viscosity of liquid and vapour increased by 20%, Case 3: Viscosity
of liquid and vapour increased by 20% and density of vapour increased by 20%, Case 4: Viscosity and
density of both phases are increased by 20%.
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(a) Case 1⇤ (b) coordinates (+x,+y,+z)
(c) Case 1 (d) Case 2
(e) Case 3 (f) Case 4
Figure 6.36: The array of images showingthe predicted vapour volume fraction of cases simulated for
parametric study on the nozzle wall. Case 1⇤: Reference case (see the case at CN = 1.48 in § 6.3.2),
Case 1: Viscosity of vapour increased by 20%, Case 2: Viscosity of liquid and vapour increased by 20%,
Case 3: Viscosity of liquid and vapour increased by 20% and density of vapour increased by 20%, Case
4: Viscosity and density of both phases are increased by 20%.
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(a) Case 1⇤ (b) coordinates (+x,+y,+z)
(c) Case 1 (d) Case 2
(e) Case 3 (f) Case 4
Figure 6.37: The array of images showing the predicted viscosity of cases simulated for parametric
study. Case 1⇤: Reference case (see the case at CN = 1.48 in § 6.3.2), Case 1: Viscosity of vapour
increased by 20%, Case 2: Viscosity of liquid and vapour increased by 20%, Case 3: Viscosity of liquid
and vapour increased by 20% and density of vapour increased by 20%, Case 4: Viscosity and density of
both phases are increased by 20%.
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(a) Case 1⇤ (b) coordinates (+x,+y,+z)
(c) Case 1 (d) Case 2
(e) Case 3 (f) Case 4
Figure 6.38: The array of images showing the predicted density of cases simulated for parametric study.
Case 1⇤: Reference case (see the case at CN = 1.48 in § 6.3.2), Case 1: Viscosity of vapour increased by
20%, Case 2: Viscosity of liquid and vapour increased by 20%, Case 3: Viscosity of liquid and vapour
increased by 20% and density of vapour increased by 20%, Case 4: Viscosity and density of both phases
are increased by 20%.
198
(a) Case 1⇤ (b) coordinates (+x,+y,+z)
(c) Case 1 (d) Case 2
(e) Case 3 (f) Case 4
Figure 6.39: The array of images showing the predicted absolute pressure of cases simulated for para-
metric study. Case 1⇤: Reference case (see the case at CN = 1.48 in § 6.3.2), Case 1: Viscosity of vapour
increased by 20%, Case 2: Viscosity of liquid and vapour increased by 20%, Case 3: Viscosity of liquid
and vapour increased by 20% and density of vapour increased by 20%, Case 4: Viscosity and density of
both phases are increased by 20%.
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(a) Case 1⇤ (b) coordinates (+x,+y,+z)
(c) Case 1 (d) Case 2
(e) Case 3 (f) Case 4
Figure 6.40: The array of images showing the predicted velocity of cases simulated for parametric study.
Case 1⇤: Reference case (see the case at CN = 1.48 in § 6.3.2), Case 1: Viscosity of vapour increased by
20%, Case 2: Viscosity of liquid and vapour increased by 20%, Case 3: Viscosity of liquid and vapour
increased by 20% and density of vapour increased by 20%, Case 4: Viscosity and density of both phases
are increased by 20%.
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(a) Case 1⇤
(b) Case 2
Figure 6.41: Zoom of the predicted pressure in sac region for case 1⇤ and case 2. Comparison of pressure
field for case 1 and 2 indicate a very small reduction of lower pressure region for case 2 with an increase
of viscosity indicated using a red circle.
6.5.0.3 Discussions:
• The increase in the liquid properties (viscosity and density) have resulted in suppression
of cavitation. Insignificant influence on cavitation has been observed when the vapour
properties were changed.
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6.6 Summary:
6.6.1 Nominal needle lift
• Fairly accurate results are achieved for the mean axial velocity at both CN = 4.57 and
1.48. The RMS velocity results also indicate reasonable agreements with the experimental
data.
• Qualitative comparison with the experimental data (CCD still images) indicate similar
shape of the vapour volume fraction.
• Contours and isosurface of vapour volume indicate cavitation generated at the upper edge
of the injector hole. In higher cavitation number case, CN = 4.57 additional cavitation
being generated at the backflow hole has been predicted.
• Flow field analysis indicates the presence of ‘hole-to-hole’ vortices and ‘counter-rotating’
vortices emerging from the needle wall and entering the injector hole facing it.
6.6.2 Low needle lift
• Reasonable agreements have been achieved for the mean axial velocity and RMS velocity
at the planes x = 9.5 mm and 10.5 mm.
• The mean axial velocity is underpredicted at the planes x = 13.5 mm and 16.5 mm. The
underprediction of mean axial velocity at the planes x = 13.5 mm and 16.5 mm indicates
the underprediction of vapour volume fraction or can be associated with a possible needle
eccentricity.
• Contours and isosurface of the vapour volume fraction indicated the predicted cavitation
‘onset’ at the upper edge of the entrance of the injector hole.
• Isosurface of vorticity magnitude has indicated the presence of ‘hole-to-hole’ connecting
vortex and ‘counter-rotating’ vortices emerging from the needle wall and entering the in-
jector hole facing it.
6.6.3 Influence of viscosity and density on cavitation
• The increase of liquid density and liquid viscosity have resulted in the suppression of
cavitation.
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Chapter 7
Conclusions and recommendations for
future works:
The present chapter is divided into two sections. In the first section conclusions from this work
is presented. In the second section, suggestions for future works are outlined.
7.1 Conclusions
7.1.1 Single phase simulations in an enlarged multi-hole injector
In chapter 4, single-phase simulations of the enlarged mini-sac type multi-hole (6) injectors are
presented. Single phase simulations were performed in the enlarged mini-sac type multi-hole
injector operating at non-cavitating conditions on the steady state test rig. Impacts of boundary
condition errors, numerical errors and physical modelling errors are assessed. Flow field analysis
is also presented.
• In boundary conditions errors analysis, impacts on the predicted results are shown when a
periodic type boundary condition is introduced instead of the complete fluid domain for the
enlarged symmetric multi-hole fuel injector. Operating condition similar to steady state
test rig at nominal needle lift (6.00 mm) at CN = 0.45, Re = 21000 and volumetric flow
rate = 0.568 ls 1 was simulated. The errors were assessed by comparing the mean axial
velocity results of both cases at diﬀerent axial locations in the injector holes. From the
predicted results, similar mean axial velocity profiles were obtained using one-sixth of the
fluid domain with the periodic boundary conditions and the complete flow domain. Hence,
it was inferred that impacts of errors were insignificant using one-sixth of the fluid domain
with the periodic boundary conditions.
• Numerical errors were assessed by checking the influence of grid density in the fluid domain
on simulations results. Simulations were performed at both lower needle lift (CN = 0.44,
Re = 18000 and volumetric flow rate = 0.487 ls 1) and nominal lift (CN = 0.45, Re
= 21000 and volumetric flow rate = 0.568 ls 1) at non-cavitating operating conditions.
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Starting from a relatively coarse grid, the numbers of control volumes were successively
increased until similar results were achieved for the mean axial velocity at both lower (1.6
mm) and nominal (6.0 mm) needle-lift. Additionally, the RMS velocity results between
the successive grids were also compared. The Results suggested that grid independence is
being approached for the mean axial velocity for both lower (1.6 mm) and nominal (6.0
mm) needle-lift cases. The RMS velocity magnitude results increased with the successive
grid refinement. This is because the RMS velocity magnitude is dependent on the mean
velocity gradients which are more sensitive to successive grid refinements.
• Physical modelling errors were assessed by checking the influences of ‘turbulence models’
used and ‘near wall modelling’ approaches used. Two turbulence models; the ‘standard
k-✏’ and ‘realizable k-✏’ were evaluated. Simulations were performed at lower needle lift
operating condition at CN = 0.44, Re = 18000 and volumetric flow rate = 0.487 ls 1.
Results were assessed by comparing the mean axial velocity and RMS at diﬀerent axial
locations with that of experiment (Roth et al., 2002; Roth, 2004). Comparisons showed
more accurate results for both the mean axial velocity and RMS velocity were obtained
using the ‘realizable k-✏’ model.
• Two near-wall modelling approaches were assessed. They are 1) Launder and Spalding wall
functions’ (Launder and Spalding, 1974) and 2) ‘Enhanced wall treatment’ method. Simu-
lations were again performed at lower needle lift operating conditions at CN = 0.44, Re =
18000 and volumetric flow rate = 0.487 ls 1. Results were again assessed by comparison
of the predicted mean axial velocity with the experimental LDV data (Roth et al., 2002;
Roth, 2004). The comparisons showed that better agreements with the LDV measurements
were achieved using the ‘enhanced wall treatment’ method.
• After achieving reasonable agreements with the experimental data, flow field analysis was
performed for both the lower and nominal needle lift cases. Isosurface of vorticity mag-
nitude (0.5% of the magnitude) showed vortices in the region between the sac volume
and injector holes of the injector. Two types of vortical structures were detected; The
‘hole-to-hole’ connecting vortex which was predicted entering the injector hole and in the
annular volume between the successive injector holes. The predicted ‘Hole-to-hole’ connect-
ing vortex structure had a noticeable resemblance to the ‘hole-to-hole’ connecting string
type cavitation as observed by Arcoumanis et al. (1999); Afzal et al. (1999); Roth et al.
(2002); Roth (2004) (Figure 2.7 (a)) and therefore, can be viewed as the prerequisite for the
‘hole-to-hole’ connecting string cavitation. Isosurface of vorticity magnitude (0.5% of the
magnitude) also showed the ‘counter-rotating’ vortices emerging from the needle wall and
entering the injector hole facing it. These vortices resemble ‘needle cavitation’ or ‘needle
cavitation’ structure emerging from the needle wall and entering the injector hole facing
it as observed by Arcoumanis et al. (2001); Roth et al. (2002); Roth (2004) (see Figure
2.7 (b)) and therefore, can be viewed as a prerequisite for ‘needle cavitation’. According
to the author’s knowledge, these ‘counter-rotating’ vortices emerging from the needle wall
and entering the injector hole have been detected for the first time for mini-sac type multi-
hole (6) injector and their previous reference is not available in the literature review. The
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details of formation and development of such vortices are described in section § 4.7.1.1 and
§ 4.7.1.2 at the low needle lift and section § 4.7.2 at the nominal needle lift.
7.1.2 Cavitation simulations in a single hole injector
In this chapter simulation results of the single-hole injector are presented. All simulations were
performed in the single-hole injector operating at cavitating condition, CN = 11.2 and Re =
1.58 ⇥ 104 and volumetric flow rate ⇡ 26.8 lh 1 or 0.008 ls 1 on the steady state test rig.
The objective of this chapter was to evaluate and tune diﬀerent approaches in order to predict
cavitation in the single-hole fuel injector nozzle that can also be applied to multi-hole nozzles.
Influence of numerical errors and physical modelling errors were assessed. Simulation results
were assessed by quantitative and qualitative comparison with the experimental data (Duke
et al., 2013a).
• Numerical errors were assessed by checking the influence of computational mesh density in
fluid domain. Grid density was successively increased until similar results were achieved
for the mean axial velocity and vapour volume fractions (vapour quantity). Results showed
grid independence being approached so, therefore, the penultimate refined grid was used
for further simulations.
• Physical modelling errors were assessed by checking the influence of turbulence models,
cavitation model including the cavitation model parameters and influence of compressibility
on cavitation results. Results were assessed and verified by comparing with qualitative and
the quantitative experimental data of Duke et al. (2013a).
• To check the influence of the turbulence models simulations were performed using following
turbulence models: Standard k   ✏ (see Launder and Spalding, 1972), Realizable k   ✏
(Shih et al., 1994), Launder and Sharma k   ✏ (Launder and Sharma, 1974) and SST
k   ! (Menter, 1994). The Enhanced wall treatment method was used for near wall
modelling with the standard k   ✏ and realizable k   ✏ turbulence models. The Launder
and Sharma k   ✏ (Launder and Sharma, 1974) and SST k   ! (Menter, 1994) models
resolve turbulence in the near wall region hence do not require wall functions. The vapour
phase and liquid phase were considered incompressible. The cavitation model used was
ZGB (Zwart et al., 2004). The prediction results were assessed by quantitatively and
qualitatively comparing the predicted vapour volume fraction with experimental data. The
best qualitative agreement was achieved using the standard k   ✏ model, and the best
quantitative agreement was obtained using the realizable k   ✏ model. The analysis also
showed that the diﬀusion between phases was dependent on the magnitude of turbulent
viscosity. The highest diﬀusion was predicted between the liquid and the vapour phases in
the standard k ✏ due to the highest predicted turbulent viscosity by the standard k ✏ and
the lowest between both phases in SST k  ! model due to the lowest predicted turbulent
viscosity by the SST k   ! model.
• Two cavitation models were assessed, SS (Schnerr and Sauer, 2001) and ZGB (Zwart et al.,
2004). The vapour phase and liquid phase were considered as incompressible. Since the
205
best quantitative agreements with experimental data was obtained using the realizable
k   ✏ model; hence, the realizable k   ✏ was used for the turbulence modelling. The
Enhanced wall treatment method was used for near wall modelling. The quantitative
comparison with experimental data showed good agreements for vapour volume fraction
using the SS model; the vapour volume fraction was overpredicted using the ZGB model.
The qualitative comparison with experimental data also showed that higher vapour volume
fraction is predicted using the ZGB model: however results revealed that both models failed
to predict vapour at the nozzle centre line. The higher vapour predicted using the ZGB
model can be attributed to higher initial values of evaporation rate and lower overall value
of the condensation rate than the SS model.
• Both cavitation models (ZGB and SS) contain parameters which account for liquid quality
(the presence of dissolved gases, minute particles and gas-vapour nuclei). Hence, simu-
lations were performed by varying the model parameters. The vapour phase and liquid
phase were again considered incompressible. The results showed the vapour quantity can
be varied by changing model parameters using both models.
• Influence of compressibility on cavitation was assessed. Vapour was modelled using the
ideal gas law and the liquid compressibility was modelled using the Tait equation (Tait,
1888; Dymond and Malhotra, 1988). For turbulence modelling, the realizable k ✏ was used
with the ‘enhanced wall treatment’ method to resolve near wall turbulence. Both ZGB and
SS models were used; however, the results obtained using the SS model were non-physical
which can be attributed to the nature of model equations (nonlinear evaporation and
condensation rate terms). Hence, results of only ZGB model were presented. The main
key findings were:
– Vapour compressibility assumptions using the ideal gas resulted in a higher vapour
predictions due to the variation of vapour density with respect to the change in local
pressure. This allowed vapour’s volume to change with respect to the change in the
local pressure. Hence, the vapour volume expanded as pressure decreased.
– Results were also in better agreements when the vapour compressibility was con-
sidered.
– It was found that the influence of liquid compressibility on cavitation results was
insignificant.
– When vapour is assumed to be compressible, the predicted results suggests that vapour
is generated at the sharp orifice entrance. As the fluid travels further downstream,
the vapour separates from the wall and convects to the liquid core around the axis a
few diameters downstream of the nozzle.
– When vapour is assumed to be incompressible, the predicted results show that vapour
is generated at the sharp entrance of the orifice and remained in the vicinity of the
wall.
– When the ideal gas law was used to model the vapour compressibility, the pressure
profile on the nozzle axis indicated a normal shockwave just downstream of the cavit-
ation region.
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– In this study, the Wallis (1969) model was used to compute the sonic speed in liquid-
vapour mixture and has obtained a very low sonic speed (1.72 m/s) in the liquid-
vapour mixture (cavitation region). Therefore, the local flow velocity in the liquid-
vapour mixture became supersonic. However, just downstream of the cavitation re-
gion, the fluid re-attained sonic speed of the liquid and thus became subsonic. This
has resulted in the prediction of the normal shock wave.
7.1.3 Cavitation simulations in an enlarged multi-hole enlarged injector
In chapter 6, simulation results of the enlarged multi-hole injector have been presented. All
simulations were performed in the multi-hole injector operating at cavitating conditions on steady
state test rig. The Identified turbulence models and cavitation model from previous chapters
were used. A parametric study was also performed to investigate the influence of viscosity and
density in order to check the influences of biodiesel fuel type physical properties on cavitation.
• At the nominal needle lift (6.00 mm), simulations were performed at CN = 1.48, Re =
34100 and CN = 4.57, Re = 39500. Initially, simulations were performed at CN = 1.48,
Re = 34100 and volumetric flow rate of 0.922 ls 1. Grid sensitivity analysis was performed
using the selected grids (grid 2 and 3) from the single-phase simulations. The mean axial
velocity and RMS velocity trends were similar to those of single-phase simulations. The
vapour volume fraction results did not show a significant improvement, with an increase
of grid refinement. Hence, the grid 2 from the single-phase simulation were used. Three
simulations were performed; in the first simulation, both vapour and liquid were assumed
to be incompressible. In the second simulation, vapour was assumed to be an ideal gas
(compressible) and liquid to be incompressible. In the third simulation, both liquid and
vapour were assumed to be compressible, vapour was assumed to be an ideal gas and the
liquid compressibility was modelled using the Tait equation. Simulation results indicated
the ideal gas assumption for vapour phase resulted in a slightly higher RMS velocity and
cavitation volume fraction. This occurred because the ideal gas assumption allowed vapour
density and volume to change on the change in local pressure. So, as vapour density de-
creased with the drop in pressure, its volume increased. Since it also aﬀected the velocity
field and therefore the velocity gradients, so this also resulted in variation in the mag-
nitude of mean velocity gradients. The liquid compressibility assumption did not influence
the simulation results (mean axial velocity, RMS velocity and vapour volume fraction).
Nonetheless, simulations results for the mean axial velocity and RMS velocity were in reas-
onable agreement with the experimental data (Roth et al., 2002; Roth, 2004) for all cases.
A similar simulations was also performed at CN = 4.57, Re = 39500 and the volumetric
flow of 1.068 ls 1, assuming vapour to be an ideal gas and the liquid to be incompress-
ible. The mean axial velocity and RMS velocity were in the reasonable agreement with the
experimental data, following which the predicted vapour volume fraction was compared
with the experimental CCD images (Afzal et al., 1999) at the same cavitation number
(CN = 4.57), which indicated reasonable qualitative agreements.
• Simulations were also performed at lower needle lift (1.60 mm) at CN = 1.48 Re = 26800
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and at volumetric flow rate of 0.726 ls 1. Since, the grid sensitivity study did not show
a significant change in mean axial velocity, RMS velocity and the vapour volume fraction
at nominal lift conditions, therefore, at lower needle lift, the grid 5 from the single-phase
simulation was used. The vapour phase was assumed to be an ideal gas, and the liquid was
considered to be incompressible. The predicted mean axial velocity and RMS velocity were
compared with the experimental data (Roth et al., 2002; Roth, 2004) and the comparison
showed that the mean axial velocity was underpredicted at axial locations at the middle
and near the exit of the injector nozzle. The diﬀerence between the predicted mean axial
velocity and the experimental mean axial velocity may have been due to the possible needle
eccentricity as previously mentioned by Giannadakis et al. (2008). This could also be one
of the reasons for the discrepancies between the first and second series of experimental data
of the mean axial velocity and RMS velocity at the non-cavitating conditions. Isosurface
of cavitation indicated the occurrence of cavitation at the upper edge of the inlet of the
injector hole. Isosurface of vorticity indicated the presence of ‘hole-to-hole’ connecting
vortices and ‘counter-rotating’ vortices emerging from the needle wall and entering the
injector hole facing it.
• A parametric study to assess the influence of the increase in viscosity and density on the
cavitation was performed to check the influences of biodiesel fuel physical properties on
cavitation. A previously validated case at the nominal needle at CN = 1.48, Re = 34100
and volumetric flow rate = 0.922 ls 1 was used as a reference case. Hence, simulations
were performed at similar operating conditions. Viscosity and density were increased by
20%. Four simulations were performed:
1. In the first simulation, only the viscosity of vapour phase was increased (by 20%),
the viscosity of liquid and density of liquid and vapour were unchanged. The results
were compared with the reference case. The comparison showed similarities in terms
of pressure, velocity and cavitation with the reference case.
2. In the second simulation, the viscosity of both liquid and vapour phase was increased
by 20% and density of both phases was unchanged. The cavitation was slightly sup-
pressed. The increase of viscosity increased the flow resistance and therefore reduced
the velocity. This caused the reduction in the size of recirculation region at the en-
trance of the injector hole and hence a smaller saturation pressure region was predicted
which resulted in the decrease of cavitation volume.
3. In the third simulation the density of vapour phase is also increased by 20% with
a viscosity of liquid and vapour, only the density of the liquid was unchanged. No
change on cavitation from the second simulation was observed
4. In the fourth simulation viscosity of both phases was increased by 20% and the density
of both phases was also increased by 20%. The increase in liquid density resulted in
the further suppression of cavitation. This is because when the density of liquid
increased, the velocity was reduced at the same mass flow rate which further reduced
the recirculation region, therefore, reduced the saturation pressure region and the
amount of cavitation.
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The predicted results were in agreement with the experimental results of Suh et al. (2008);
Nouri et al. (2012) who showed that the cavitation onset occurs at higher cavitation number
for fluids with higher viscosity and density, also the previous CFD simulations of (Som
et al., 2010; Salvador et al., 2011; Battistoni and Grimaldi, 2012; Mohan et al., 2014) have
also shown suppression of cavitation for biodiesel fuel. From the predicted results it can
be inferred that cavitation suppression occurred because of increase of the liquid viscosity
and density.
7.2 Recommendations for future works
7.2.1 Experimental studies
In the enlarged multi-hole injector, the diﬀerence between the first and the second series of LDV
(Laser Doppler Velocimetry) measurements for mean axial velocity and RMS velocity were no-
ticed for the first time, which were not detected by the experimentalists. Also at the cavitation
conditions, only one set of measurements were performed. Additionally, the possibility of needed
eccentricity has also been stated by Giannadakis et al. (2008). Therefore it is highly recom-
mended to reperform velocity measurements at non-cavitating and cavitation conditions and
perform experiments in the more controlled environment. Apart from LDV, it is recommended
to use micro-PIV (Particle image velocimetry) with LIF (Laser-induced fluorescence) for velocity
measurements of multi-phase flows in injectors. The LIF can be used to suppress unwanted sig-
nals like those from the fluid of diﬀerent refractive index i.e. vapour, therefore, it can facilitate
accurate velocity measurements of the liquid phase. Advanced experimental methods like CT
(X-ray computed tomography) scan or X-ray radiography can be used to quantify cavitation in
multi-hole fuel injectors.
Since the present CFD simulations and as well as published work by Battistoni et al. (2014)
showed a probability of shock wave in a cavitating injector, it is highly recommended to exper-
imentally verify the possibility of shock wave in the cavitating injector. Experimental methods
such as shadowgraphy can be used to visualise shock wave in the similar nozzle geometry.
7.2.2 Computational studies
In the multi-hole injectors, RANS simulations at both cavitating and non-cavitating conditions
predicted complex vortices; the geometrical shape and positions of these vortices were similar
to those of vortex type cavitation structures observed in the experiments in multi-hole injectors.
However, RANS could not predict pressure drop accurately in the vortices to initiate cavitation.
The use of more sophisticated approaches like LES which can resolve up to 80% of the energy
(Pope, 2001) may probably predict lower pressure drop enough to initiate cavitation in these
vortical structures. Nevertheless, the Reynolds number is adequately high at full cavitating cases,
and the flow is wall bounded, so if the LES solution does not sound to be feasible, researchers
may find a good compromise between the computation cost and simulation accuracy using DES
(Detached Eddy Simulations).
209
Likewise, for the case of the multi-hole injector, the Reynolds number is adequately high in the
single-hole injector, and the flow is also wall bounded; hence, methods like wall-modelled LES
and DES are recommended to obtain more details of flow over RANS.
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