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Two-parameter Quantum Affine Algebra of Type C
(1)
n ,
Drinfeld Realization and Vertex Representation
Naihong Hu and Honglian Zhang⋆
Abstract. The two-parameter quantum vertex operator representation of
level-one is explicitly constructed for Ur,s(C
(1)
n ) based on its two-parameter
Drinfeld realization we give. This construction will degenerate to the one-
parameter case due to Jing-Koyama-Misra ([JKM2]) when rs = 1.
1. Introduction
In 2000, the study of two-parameter quantum groups was revitalized by a series
of work for type A of Benkart and Witherspoon [BW1, BW2, BW3] originally
obtained by Takeuchi [T]. A systematic study afterwards both on the structures and
finite-dimensional representation theory of two-parameter quantum groups for the
semisimple Lie algebras of any other types can be seen [BGH1, BGH2], [BH],
[HP1, HP2], [HS, HS1, HW1, HW2], etc. In 2004, Hu, Rosso and Zhang
[HRZ] began to investigate the two-parameter quantum affine algebra of type A
(1)
n ,
and obtained the two-parameter version of the celebrated Drinfeld realization in
the case of Ur,s(ŝln), as well as proposed for the first time the quantum affine
Lyndon basis as a monomial basis in the affine case. A general insight ([HZ])
for handling the two-parameter quantum affine algebras of untwisted types in a
unified manner had been found when the first author visited ICTP early in 2006,
that is, the τ -invariant generating functions for the two-parameter version (where
τ is the involution as a Q-antiautomorphism) successfully served as a defining tool
of the Drinfeld realization formalism in a compact form avoiding the case-by-case
manner. As a valid verification of such defining relations for Drinfeld realizations,
the quantum two-parameter vertex representations of level one for the simply-laced
cases X
(1)
n , where X = A,D,E, had been established there. Also for type G
(1)
2 , the
validness of our definition for the two-parameter Drinfeld realization can be well-
checked in the level of its two-parameter quantum vertex representation, see [GHZ].
As two generalizations of [HZ] to the two-parameter quantum affine algebras of
twisted types X(r) for r = 2, 3, the readers can consult [JZ1], to the two-parameter
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quantum toroidal algebras, please refer to [JZ2], where the authors gave a McKay
correspondence formalism of the vertex representations obtained in [HZ].
It was known that the theory of two-parameter quantum affine algebras has
been developed with some analogous stories as in the one-parameter counterpart
such as Drinfeld realization theorem with a different argument approach [HRZ,
HZ, JZ1], fermionic realization [JZ3] and a finite-dimensional representation the-
ory [JZ4]. The quantum vertex representations of one-parameter quantum affine
algebras for the untwisted types were first constructed by Frenkel-Jing [FJ] that
confirmed the Drinfeld’s celebrated conjectural “new realization” [Dr2] in the level
of vertex representations, even though it was not proved until Beck gave his rig-
orous proof for the untwisted types by generalizing the Lusztig’s braid automor-
phisms suitable for the quantum affine algebras based on the work of Damiani
[D] and Levendorskii-Soibelm´an-Stukopin [LSS]. Afterwards, the quantum ver-
tex representation theory had been established in many works, for instance, see
[Be, J1, JM, J2, JKM1, JKM2] and references therein, etc.
The goal of the current paper is to construct the level-one vertex representation
of two-parameter quantum affine algebra of Ur,s(C
(1)
n ), which also verifies our unified
defining formalism for the two-parameter version of the Drinfeld realization for the
multiply-laced cases in the level of two-parameter quantum vertex representations.
The paper is organized as follows. In section 2, We first give Drinfeld-Jimbo
presentation of two-parameter quantum affine algebra Ur,s(C
(1)
n ) in the sense of
Hopf algebra. The Drinfeld realization of two-parameter quantum affine algebra
Ur,s(C
(1)
n ) is given in section 3. Furthermore we present and prove the Drinfeld
theorem between the above two realizations. In section 4, we start from the two-
parameter enlarged quantum Heisenberg algebra and introduce a quasi-cocycle.
Then we construct the level-one quantum vertex representation of two-parameter
quantum affine algebras Ur,s(C
(1)
n ). This construction will degenerate to the one-
parameter case due to Jing-Koyama-Misra [JKM2] when rs = 1.
2. Quantum Affine Algebra Ur,s(C
(1)
n ) and Drinfeld Double
2.1. Structure of Ur,s(C
(1)
n ). Let K = Q(r
1
2 , s
1
2 ) denote a field of rational
functions with two-parameters r
1
2 , s
1
2 (r 6= ±s). Let g be the finite-dimensional
complex simple Lie algebra of type Cn, with Cartan subalgebra h and Cartan matrix
A = (aij)i,j∈I (I = {1, 2, · · · , n}). Fix coprime integers (di)i∈I such that (diaij) is
symmetric. Assume Φ is a finite root system of type Cn with Π a base of simple
roots. Regard Φ as a subset of a Euclidean space E = Rn with an inner product 〈 , 〉.
Let ǫ1, ǫ2, · · · , ǫn denote an orthonormal basis of E. Let αi = ǫi − ǫi+1, αn = 2ǫn
be the simple roots of the simple Lie algebra sp2n, {α
∨
i } and {λi}, the sets of,
respectively, simple coroots and fundamental weights. Q =
⊕n
i=1 Zαi is the root
lattice. Let θ be the highest root and δ denote the primitive imaginary root of C
(1)
n .
Take α0 = δ − θ, then Π
′ = {αi | i ∈ I0 = {0, 1, · · · , n}} is a base of simple roots
of the affine Lie algebra C
(1)
n . Let Q̂ =
⊕n
i=0 Zαi denote the root lattice of C
(1)
n .
Let c be the canonical central element of the affine Lie algebra of type C
(1)
n .
Define a nondegenerate symmetric bilinear form ( | ) on h∗ satisfying
(αi | αj) = diaij , (δ | αi) = (δ | δ) = 0, for all i, j ∈ I0,
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where (d0, d1, · · · , dn) = (1, 1/2, · · · , 1/2, 1). Denote ri = r
di , si = s
di for i =
0, 1, · · · , n.
Given two sets of symbols W = {ω0, ω1, · · · , ωn}, W
′ = {ω′0, ω
′
1, · · · , ω
′
n}. De-
fine the structural constants matrix (〈ω′i, ωj〉)(n+1)×n+1 of type C
(1)
n by
rs−1 r−1 1 · · · 1 rs
s r
1
2 s−
1
2 r−
1
2 · · · 1 1
· · · · · · · · · · · · · · · · · ·
1 1 1 · · · r
1
2 s−
1
2 r−1
(rs)−1 1 1 · · · s rs−1

Definition 2.1. The two-parameter quantum affine algebra Ur,s(C
(1)
n ) is
a unital associative algebra over K generated by the elements ej , fj, ω
±1
j , ω
′ ±1
j (j ∈
I0), γ
± 12 , γ′±
1
2 , D±1, D′ ±1, satisfying the following relations:
(Cˆ1) γ±
1
2 , γ′±
1
2 are central with γ = ωδ, γ
′ = ω′δ, such that γγ
′ = (rs)c. The
ω±1i , ω
′ ±1
j all commute with one another and ωi ω
−1
i = ω
′
i ω
′ −1
i = 1, [ω
±1
i , D
±1 ] =
[ω′ ±1j , D
±1 ] = [ω±1i , D
′±1 ] = [ω′ ±1j , D
′±1 ] = [D′ ±1, D±1] = 0.
(Cˆ2) For 0 6 i 6 n and 1 6 j < n,
D eiD
−1 = rδ0ii ei, D fiD
−1 = r−δ0ii fi,
ωjeiω
−1
j = r
(ǫj ,αi)
j s
(ǫj+1,αi)
j ei, ωjfiω
−1
j = r
−(ǫj ,αi)
j s
−(ǫj+1,αi)
j fi,
ωnejω
−1
n = r
(ǫn,αj) ej , ωnfjω
−1
n = r
−(ǫn,αj) fj,
ωnenω
−1
n = r
1
2 (ǫn,αn)s−
1
2 (ǫn,αn) en, ωnfnω
−1
n = r
− 12 (ǫn,αn)s
1
2 (ǫn,αn) fn,
ω0ejω
−1
0 = r
−(ǫj+1,α0)s(ǫ1,αj) ej, ω0fjω
−1
0 = r
(ǫj+1,α0)s−(ǫ1,αj) fj ,
ωne0ω
−1
n = rs e0, ωnf0ω
−1
n = (rs)
−1 f0,
ω0enω
−1
0 = (rs)
−1 en, ω0fnω
−1
0 = rs f0,
ω0e0ω
−1
0 = r
− 12 (ǫ1,α0)s
1
2 (ǫ1,α0)e0 ω0f0ω
−1
0 = r
1
2 (ǫ1,α0)s−
1
2 (ǫ1,α0)f0.
(Cˆ3) For 0 6 i 6 n and 1 6 j < n,
D′ eiD
′−1 = sδ0ii ei, D
′ fiD
′−1 = s−δ0ii fi,
ω′jeiω
′−1
j = s
(ǫj,αi)
j r
(ǫj+1,αi)
j ei, ω
′
jfiω
′−1
j = s
−(ǫj,αi)
j r
−(ǫj+1,αi)
j fi,
ω′nejω
′−1
n = s
(ǫn,αj) ej , ω
′
nfjω
′−1
n = s
−(ǫn,αj) fj ,
ω′nenω
′−1
n = s
1
2 (ǫn,αn)r−
1
2 (ǫn,αn) en, ω
′
nfnω
′−1
n = s
− 12 (ǫn,αn)r
1
2 (ǫn,αn) fn,
ω′0ejω
′−1
0 = s
−(ǫj+1,α0)r(ǫ1,αj) ej ω
′
0fjω
′−1
0 = s
(ǫj+1,α0)r−(ǫ1,αj) fj,
ω′ne0ω
′−1
n = rs e0, ω
′
nf0ω
′−1
n = (rs)
−1 f0,
ω′0enω
′−1
0 = (rs)
−1 en, ω
′
0fnω
′−1
0 = rs f0,
ω′0e0ω
′−1
0 = s
− 12 (ǫ1,α0)r
1
2 (ǫ1,α0)e0 ω
′
0f0ω
′ −1
0 = s
1
2 (ǫ1,α0)r−
1
2 (ǫ1,α0)f0.
(Cˆ4) For i, j ∈ I0, then we have:
[ ei, fj ] =
δij
ri − si
(ωi − ω
′
i).
(Cˆ5) For all 1 6 i 6= j 6 n but (i, j) 6∈ {(0, n), (n, 0)} such that aij = 0, then we
have:
[ei, ej ] = [fi, fj ] = 0,
ene0 = rs e0en, f0fn = rs fnf0.
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(Cˆ6) For 1 6 i 6 n− 2, there are the following (r, s)-Serre relations:
e2i ei+1 − (r+s) eiei+1ei + (rs) ei+1e
2
i = 0,
e20e1 − (r+s) e0e1e0 + rs e1e
2
0 = 0,
e2i+1ei − (r
−1
i+1+s
−1
i+1) ei+1eiei+1 + (r
−1
i+1s
−1
i+1) eie
2
i+1 = 0,
e2nen−1 − (r
−1+s−1) enen−1en + (r
−1s−1) en−1e
2
n = 0,
e3n−1en − (r+(rs)
1
2+s) e2n−1enen−1 + (rs)
1
2 (r+(rs)
1
2+s) en−1ene
2
n−1 − (rs)
3
2 ene
3
n−1 = 0,
e31e0 − (r
−1+(rs)−
1
2+s−1) e21e0e1 + (rs)
− 12 (r−1+(rs)−
1
2+s−1) e1e0e
2
1 − (rs)
− 32 e0e
3
1 = 0.
(Cˆ7) For 1 6 i 6 n− 2, there are the following (r, s)-Serre relations:
fi+1f
2
i − (r+s) fifi+1fi + (rs) f
2
i fi+1 = 0,
f1f
2
0 − (r+s) f0f1f0 + rs f
2
0 f1 = 0,
fif
2
i+1 − (r
−1
i+1+s
−1
i+1) fi+1fifi+1 + (r
−1
i+1s
−1
i+1) f
2
i+1fi = 0,
fn−1f
2
n − (r
−1+s−1) fnfn−1fn + (r
−1s−1) f2nfn−1 = 0,
fnf
3
n−1 − (r+(rs)
1
2+s) fn−1fnf
2
n−1 + (rs)
1
2 (r+(rs)
1
2+s) f2n−1fnfn−1 − (rs)
3
2 f3n−1fn = 0,
f0f
3
1 − (r
−1+(rs)−
1
2+s−1) f1f0f
2
1 + (rs)
− 12 (r−1+(rs)−
1
2+s−1) f21 f0f1 − (rs)
− 32 f31f0 = 0.
Ur,s(C
(1)
n ) is a Hopf algebra with the coproduct ∆, the counit ε and the antipode
S defined below: for i ∈ I0, we have
∆(γ±
1
2 ) = γ±
1
2 ⊗ γ±
1
2 , ∆(γ′ ±
1
2 ) = γ′ ±
1
2 ⊗ γ′ ±
1
2 ,
∆(D±1) = D±1 ⊗D±1, ∆(D′ ±1) = D′ ±1 ⊗D′ ±1,
∆(ωi) = ωi ⊗ ωi, ∆(ω
′
i) = ω
′
i ⊗ ω
′
i,
∆(ei) = ei ⊗ 1 + ωi ⊗ ei, ∆(fi) = fi ⊗ ω
′
i + 1⊗ fi,
ε(ei) = ε(fi) = 0, ε(γ
± 12 ) = ε(γ′ ±
1
2 ) = ε(D±1) = ε(D′ ±1) = ε(ωi) = ε(ω
′
i) = 1,
S(γ±
1
2 ) = γ∓
1
2 , S(γ′±
1
2 ) = γ′∓
1
2 , S(D±1) = D∓1, S(D′ ±1) = D′ ∓1,
S(ei) = −ω
−1
i ei, S(fi) = −fi ω
′−1
i , S(ωi) = ω
−1
i , S(ω
′
i) = ω
′−1
i .
2.2. Triangular decomposition of Ur,s(C
(1)
n ).
Corollary 2.2. Ur,s(C
(1)
n ) ∼= Ur,s(n̂
−)⊗U0⊗Ur,s(n̂), as vector spaces, where
U0 = K[ω±10 , ω
±1
1 , · · · , ω
±1
n , ω
′
0
±1
, ω′1
±1
, · · · , ω′n
±1
], and Ur,s(n̂) (resp. Ur,s(n̂
−) ) is
the subalgebra generated by ei (resp. fi) for all i ∈ I0. Bˆ (resp. Bˆ′) is the Borel Hopf
subalgebra of Ur,s(C
(1)
n ) generated by ej , ω
±1
j , γ
± 12 , D±1 (resp. fj , ω
′ ±1
j , γ
′± 12 , D′ ±1)
with j ∈ I0.
Definition 2.3. Let τ be the Q-algebra anti-automorphism of Ur,s(C
(1)
n ) such
that τ(r) = s, τ(s) = r, τ(〈ω′i, ωj〉
±1) = 〈ω′j , ωi〉
∓1, and
τ(ei) = fi, τ(fi) = ei, τ(ωi) = ω
′
i, τ(ω
′
i) = ωi,
τ(γ) = γ′, τ(γ′) = γ, τ(D) = D′, τ(D′) = D.
Then B̂′ = τ(B̂) with those induced defining relations from B̂, those cross relations
in (Cˆ2)—(Cˆ4), (Cˆ5) and (Cˆ6) are antisymmetric with respect to τ .
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3. Drinfeld Realization of Ur,s(C
(1)
n )
3.1. Drinfeld Realization. In this subsection, we describe the two-parameter
Drinfeld quantum affinization of Ur,s(Cn), which will play an important role in the
vertex representation of Section 4. Briefly denote 〈i, j〉 := 〈ω′i, ωj〉.
Definition 3.1. Let Ur,s(C
(1)
n ) be the unital associative algebra over K gener-
ated by the elements x±i (k), ai(ℓ), ω
±1
i , ω
′±1
i , γ
± 12 , γ′
± 12 , D±1, D′ ±1 (i = 1, · · · , n,
k, k′ ∈ Z, l, l′ ∈ Z\{0}) with the following defining relations:
(D1) γ±
1
2 , γ′ ±
1
2 are central with γγ′ = (rs)c and ωi ω
−1
i = ω
′
i ω
′ −1
i = 1 (i ∈ I),
[ω±1i , ω
±1
j ] = [ω
±1
i , ω
′ ±1
j ] = [ω
′±1
i , ω
′ ±1
j ] = [ω
±1
i , D
±1 ] = [ω′ ±1j , D
±1 ]
= [ω±1i , D
′±1 ] = [ω′ ±1j , D
′±1 ] = [D′ ±1, D±1] = 0, for i, j ∈ I.
(D2) [ai(ℓ), aj(ℓ
′)] = δℓ+ℓ′,0
(γγ′)
|ℓ|
2 (rs)−
ℓ(αi|αj)
2 [ ℓ (αi|αj) ]
|ℓ|
·
γ|ℓ| − γ′|ℓ|
r − s
.
(D3) [ai(ℓ), ω
±1
j ] = [ai(ℓ), ω
′±1
j ] = 0.
(D4) Dx±i (k)D
−1 = rki x
±
i (k), D
′ x±i (k)D
′ −1 = ski x
±
i (k),
D ai(ℓ)D
−1 = rli ai(ℓ), D
′ ai(ℓ)D
′ −1 = sli ai(ℓ).
(D5) ωi x
±
j (k)ω
−1
i = 〈j, i〉
±1x±j (k), ω
′
i x
±
j (k)ω
′ −1
i = 〈i, j〉
∓1x±j (k).
(D61) [ ai(ℓ), x
±
j (k) ] = ±
(rs)
ℓ(c−(αi |αj))
2 [ ℓ(αi|αj) ]
ℓ
γ′±
ℓ
2 x±j (ℓ+k), for ℓ > 0,
(D62) [ ai(ℓ), x
±
j (k) ] = ±
(rs)
−ℓ(c+(αi |αj))
2 [ ℓ (αi|αj) ]
ℓ
γ±
ℓ
2x±j (ℓ+k), for ℓ < 0.
(D7) x±i (k+1)x
±
j (k
′)− 〈j, i〉±1x±j (k
′)x±i (k+1)
= −
(
〈j, i〉〈i, j〉−1
)± 12 (
x±j (k
′+1)x±i (k)− 〈i, j〉
±1x±i (k)x
±
j (k
′+1)
)
,
(D8) [x+i (k), x
−
j (k
′) ] =
δij
ri − si
(
γ′−k γ−
k+k′
2 ψi(k+k
′)− γk
′
γ′
k+k′
2 ϕi(k+k
′)
)
,
where ψi(m), ϕi(−m) (m ∈ Z≥0) with ψi(0) = ωi and ϕi(0) = ω
′
i are defined by:
∞∑
m=0
ψi(m)z
−m = ωi exp
(
(r−s)
∞∑
ℓ=1
ai(ℓ)z
−ℓ
)
,
(
ψi(−m) = 0, ∀ m > 0
)
;
∞∑
m=0
ϕi(−m)z
m = ω′i exp
(
−(r−s)
∞∑
ℓ=1
ai(−ℓ)z
ℓ
)
,
(
ϕi(m) = 0, ∀ m > 0
)
.
(D91) Symn1,n2
(
x±i (n1)x
±
i (n2)x
±
j (k)− (r
±1
i +s
±1
i )x
±
i (n1)x
±
j (k)x
±
i (n2)
+(risi)
±1x±j (k)x
±
i (n1)x
±
i (n2)
)
= 0,
for aij = −1 and 1 6 i < j 6 n;
(D92) Symn1,n2
(
x±i (n1)x
±
i (n2)x
±
j (k)− (r
∓1
i +s
∓1
i )x
±
i (n1)x
±
j (k)x
±
i (n2)
+(risi)
∓1x±j (k)x
±
i (n1)x
±
i (n2)
)
= 0,
for aij = −1 and 1 6 j < i 6 n;
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(D93) Symn1,n2,n3
(
x±i (n1)x
±
i (n2)x
±
i (n3)x
±
j (k)
− (r±2i +(risi)
±1(+)s±2i )x
±
i (n1)x
±
i (n2)x
±
j (k)x
±
i (n3)
+ (risi)
±1(r±2i +(risi)
±1(+)s±2i )x
±
i (n1)x
±
j (k)x
±
i (n2)x
±
i (n3)
− (risi)
±3x±j (k)x
±
i (n1)x
±
i (n2)x
±
i (n3)
)
= 0, for aij = −2.
Remark 3.2. Notice that the defining relations (D7), (D8) can be written
equivalently by virtue of generating functions (see [HZ]) as follows:
(z − (〈i, j〉〈j, i〉)±
1
2w)x±i (z)x
±
j (w) = (〈j, i〉
±1z − (〈j, i〉〈i, j〉−1)±
1
2w)x±j (w)x
±
i (z),
(D7′)
[x+i (z), x
−
j (w) ] =
δij
(ri − si)zw
(
δ(
wγ′
−1
z
)ψi(wγ
1
2 )− δ(
wγ−1
z
)ϕi(wγ
′− 12 )
)
,(D8′)
where δ(z) =
∑
n∈Z z
n, x±i (z) =
∑
n∈Z
x±i (n)z
−n−1, ψi(z) =
∑
m∈Z+
ψi(m)z
−m, and
ϕi(z) =
∑
n∈−Z+
ϕi(n)z
−n.
As one of crucial observations of considering the compatibilities of the defining
system above, we have
Proposition 3.3. There exists the Q-algebra antiautomorphism τ of Ur,s(C
(1)
n )
such that τ(r) = s, τ(s) = r, τ(〈ω′i, ωj〉
±1) = 〈ω′j , ωi〉
∓1 and
τ(ωi) = ω
′
i, τ(ω
′
i) = ωi, τ(γ) = γ
′, τ(γ′) = γ, τ(D) = D′, τ(D′) = D,
τ(x±i (m)) = x
∓
i (−m), τ(ai(ℓ)) = ai(−ℓ),
τ(ψi(m)) = ϕi(−m), τ(ϕi(−m)) = ψi(m),
and τ preserves each defining relation (Dn) in Definition 3.1 for n = 1, · · · , 9. 
Remark 3.4. The defining relations (D1)—(D9) ensure that Ur,s(C
(1)
n ) has a
triangular decomposition:
Ur,s(C
(1)
n ) = Ur,s(n˜
−)
⊗
U0r,s(C
(1)
n )
⊗
Ur,s(n˜),
where Ur,s(n˜
±) =
⊕
α∈Q˙± Ur,s(n˜
±)α is generated respectively by x
±
i (k) (i ∈ I), and
U0r,s(C
(1)
n ) is the subalgebra generated by ω
±1
i , ω
′±1
i , γ
± 12 , γ′±
1
2 , D±1, D′±1 and
ai(±ℓ) for i ∈ I, ℓ ∈ N. Namely, U
0
r,s(C
(1)
n ) is generated by the toral subalgebra
Ur,s(C
(1)
n )0 and the quantum Heisenberg subalgebra Hr,s(C
(1)
n ) generated by those
quantum imaginary root vectors ai(±ℓ) (i ∈ I, ℓ ∈ N).
3.2. Drinfeld Isomorphism. To obtain the isomorphism between the above
two realizations for the two-parameter quantum affine algebra Ur,s(C
(1)
n ), we need
the following notations and definitions.
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Definition 3.5. ([HRZ]) The quantum Lie brackets [ a1, · · · , as ](q1, ··· , qs−1)
and [ a1, a2, · · · , as ]〈q1, q2, ··· , qs−1〉 are defined recursively by
[ a1, a2 ]v1 = a1a2 − v1 a2a1,
[ a1, a2, · · · , as ](v1, v2, ··· , vs−1) = [ a1, · · · , [as−1, as ]v1 ](v2, ··· , vs−1),
[ a1, a2, · · · , as ]〈v1, v2, ··· , vs−1〉 = [ [ a1, a2]v1 · · · , as−1 ]〈v2, ··· , vs−2〉,
for qi ∈ K
∗ = K\{0}.
For q ∈ K∗, the following identities follow from the definition
[ a, bc ]v = [ a, b ]q c+ q b [ a, c ] v
q
,(3.1)
[ ab, c ]v = a [ b, c ]q + q [ a, c ] v
q
b,(3.2)
[ a, [ b, c ]u ]v = [ [ a, b ]q, c ]uv
q
+ q [ b, [ a, c ] v
q
]u
q
,(3.3)
[ [ a, b ]u, c ]v = [ a, [ b, c ]q ]uv
q
+ q [ [ a, c ] v
q
, b ]u
q
.(3.4)
In particular, we have (see [HRZ], [HZ])
[ a, [ b1, · · · , bs ](v1, ··· , vs−1) ] =
∑
i
[ b1, · · · , [ a, bi ], · · · , bs ](v1, ··· , vs−1),(3.5)
[ a, a, b ](u, v) = a
2b− (u+v) aba+ (uv) ba2 = (uv)[ b, a, a ]〈u−1,v−1〉,(3.6)
[ a, a, a, b ](u2, uv, v2) = a
3b− [3]u,v a
2ba+ (uv)[3]u,vaba
2 − (uv)3ba3.
where [n]u,v =
un−vn
u−v , [n]u,v! := [n]u,v · · · [2]u,v[1]u,v,
[
n
m
]
u,v
:=
[n]u,v !
[m]u,v ![n−m]u,v!
.
Definition 3.6. ([HRZ]) For α, β ∈ Q˙+ (the positive root lattice of Cn), and
x±α (k), x
±
β (k
′) ∈ Ur,s(n˜
±), define the affine quantum Lie bracket as follows:[
x±α (k), x
±
β (k
′)
]
〈ω′α,ωβ〉
∓1 := x
±
α (k)x
±
β (k
′)− 〈ω′α, ωβ〉
∓1x±β (k
′)x±α (k).
By the definition above, formula (D7) will take the convenient form as
[x±i (k), x
±
j (k
′+1)]〈i,j〉∓1 = −(〈j, i〉〈i, j〉
−1)±
1
2 [x±j (k
′), x±i (k+1)]〈j,i〉∓1 .
Especially, we have
[x−2 (0), x
−
1 (1) ]s
1
2
= −(rs)
1
4 [x−1 (0), x
−
2 (1) ]r−
1
2
,(3.7)
[x±i (k), x
±
i (k+1) ]〈i,i〉∓1 = 0.(3.8)
By (3.6) & (3.8), the (r, s)-Serre relations (D91), (D92) & (D93) for ni = nj = ℓ in
the case of aij = −1 and an−1n = −2 can be reformulated respectively as:
[x±i (ℓ), x
±
i (ℓ), x
±
i−1(k) ](s±1
i
, r±1
i
) = 0,(3.9)
[x±i (ℓ), x
±
i (ℓ), x
±
i+1(k) ](s∓1
i
, r∓1
i
) = 0,(3.10)
[x±n−1(ℓ), x
±
n−1(ℓ), x
±
n−1(ℓ), x
±
n (k) ](r±2
n−1, s
±1
n−1s
±1
n−1, s
±2
n−1)
= 0.(3.11)
For 2 6 i 6 n− 1, let us set some notations for later use,
(3.12) x
−
α1,i(1) = [x
−
i (0), · · · , x
−
2 (0), x
−
1 (1) ](s
1
2 , ··· , s
1
2 )
(3.13) x
−
α1,n(1) = [x
−
n (0), · · · , x
−
2 (0), x
−
1 (1) ](s
1
2 , ··· , s
1
2 ,s)
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(3.14)
x−β1,i(1)
= [x−i (0), x
−
i+1(0), · · · , x
−
n (0), · · · , x
−
2 (0), x
−
1 (1)](s
1
2 ,··· ,s
1
2 ,s,r−
1
2 ,··· ,r−
1
2 )
,
(3.15)
x−β1,1(1)
= [x−1 (0), x
−
2 (0), · · · , x
−
n (0), · · · , x
−
2 (0), x
−
1 (1)](s
1
2 ,··· ,s
1
2 ,s,r−
1
2 ,··· ,r−
1
2 ,(rs)−
1
2 )
.
Remark 3.7. In particular, we denote that,
x+θ (−1) := x
+
β1,1
(−1)
=
[
x+1 (−1), x
+
2 (0), · · · , x
+
n (0), · · · , x
+
1 (0)
]
〈r
1
2 ,··· ,r
1
2 ,r,s−
1
2 ,··· , s−
1
2 ,(rs)−
1
2 〉
,
x−θ (1) := x
−
β1 1
(1)
=
[
x−1 (0), · · · , x
−
n (0), · · · , x
−
2 (0), x
−
1 (1)
]
(s
1
2 , ··· , s
1
2 ,s, r−
1
2 , ··· , r−
1
2 ,(rs)−
1
2 )
.
The following two lemmas will be used in the proof of the main theorem of this
section.
Lemma 3.8. Using the above notations, one has,
[x−i (0), x
−
α1 i(1) ]r
1
2
= 0, for 2 6 i 6 n− 1;(3.16)
[x−i (0), x
−
α1 i+1(1) ] = 0, for 2 6 i 6 n.(3.17)
Proof. (3.16): Using the above notations and (3.3), one has
[x−i (0), x
−
α1 i(1) ]r
1
2
(by definition)
= [x−i (0), [x
−
i (0), x
−
i−1(0), x
−
α1,i−2 (1) ](s
1
2 , s
1
2 )
]
r
1
2
(using (3.3))
= [x−i (0), [x
−
i (0), x
−
i−1(0) ]s
1
2
, x−α1 i−2(1) ](s
1
2 , r
1
2 )
(using (3.3))
+s
1
2 [x−i (0), x
−
i−1(0), [x
−
i (0), x
−
α1 i−2(1) ]︸ ︷︷ ︸ ](1, r 12 ) (=0 by (3.5) )
= [ [x−i (0), [x
−
i (0), x
−
i−1(0) ]s
1
2
]
r
1
2︸ ︷︷ ︸, x−α1 i−2(1) ]s 12 (=0 by (3.9))
+r
1
2 [ [x−i (0), x
−
i−1(0) ]s
1
2
, [x−i (0), x
−
α1 i−2(1) ]︸ ︷︷ ︸ ]r− 12 s 12 (=0 by (3.5))
= 0.
(3.17): First note that
[x−i (0), x
−
α1 i+1(1) ]r−
1
2 s
1
2
(by definition)
= [x−i (0), [x
−
i+1(0), x
−
i (0), x
−
α1 i−1(1) ](s
1
2 , s
1
2 )
]
r−
1
2 s
1
2
(using (3.3))
= [x−i (0), [x
−
i+1(0), x
−
i (0) ]s
1
2
, x−α1 i−1(1) ](s
1
2 , r−
1
2 s
1
2 )
(using (3.3))
+ s
1
2 [x−i (0), x
−
i (0), [x
−
i+1(0), x
−
α1 i−1(1) ]︸ ︷︷ ︸ ](1, r− 12 s 12 ) (=0 by (3.5))
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= [ [x−i (0), [x
−
i+1(0), x
−
i (0) ]s
1
2
]
r−
1
2︸ ︷︷ ︸, x−α1 i−1(1) ]s (=0 by (3.10))
+ r−
1
2 [ [x−i+1(0), x
−
i (0) ]s
1
2
, [x−i (0), x
−
α1 i−1(1) ]s
1
2
]
(rs)
1
2
(by definition & (3.4))
= r−
1
2 [x−i+1(0), [x
−
i (0), x
−
α1 i(1) ]r
1
2︸ ︷︷ ︸ ]s (=0 by (3.16))
+ [ [x−i+1(0), x
−
α1 i(1) ]s
1
2
, x−i (0) ]r−
1
2 s
1
2
(by definition)
= [x−α1 i+1(1), x
−
i (0) ]r−
1
2 s
1
2
,
which implies that (1 + r−
1
2 s
1
2 )[x−i (0), x
−
α1 i+1(1) ] = 0, then we get the required
relation. 
Lemma 3.9. The following relations hold:
[x−1 (0), x
−
β1 3
(1) ]
s−
1
2
= 0;(3.18)
[x−i (0), x
−
β1 i+2
(1) ] = 0; for 2 6 i 6 n− 2;(3.19)
[x−i (0), x
−
β1 i
(1) ]
s−
1
2
= 0, for 2 6 i 6 n− 1;(3.20)
[x−n (0), x
−
α1n(1) ]r = 0.(3.21)
Proof. (3.18): It is easy to obtain that
[x−1 (0), x
−
β1 3
(1) ]
s−
1
2
(by definition)
= [x−1 (0), [x
−
3 (0), · · · , x
−
n (0), · · · , x
−
3 (0), x
−
2 (0), x
−
1 (1)]
(s
1
2 ,··· ,s
1
2 ,s,r−
1
2 ,··· ,r−
1
2 ,(rs)−
1
2 )
]
s−
1
2
(using (3.3) )
= [x−3 (0), · · · , x
−
n (0), · · · , x
−
3 (0), [x
−
1 (0), [x
−
2 (0), x
−
1 (1) ]s
1
2︸ ︷︷ ︸ ]s− 12
]
(s
1
2 ,··· ,s
1
2 , s, r−
1
2 ,··· ,r−
1
2 , (rs)−
1
2 )
]
s−
1
2
(using (3.3))
= −(rs)
1
4 [x−3 (0), · · · , x
−
n (0), · · · , x
−
3 (0), [x
−
1 (0), [x
−
1 (0), x
−
2 (1) ]r−
1
2
]
s−
1
2︸ ︷︷ ︸
]
(s
1
2 ,··· ,s
1
2 , s, r−
1
2 ,··· ,r−
1
2 , (rs)−
1
2 )
]
s−
1
2
(=0 by (3.10))
= 0.
(3.19): One has
[x−i (0), x
−
β1 i+2
(1) ] (by definition)
= [x−i (0), [x
−
i+2(0), · · · , x
−
n (0), · · · , x
−
i+2(0), x
−
α1 i+1(1) ]
· · · ]
(s
1
2 ,··· ,s
1
2 , s, r−
1
2 ,··· ,r−
1
2 , (rs)−
1
2 )
] (using (3.3))
= [x−i+2(0), · · · , x
−
n (0), · · · , x
−
i+2(0), [x
−
i (0), x
−
α1 i+1(1) ]︸ ︷︷ ︸ ]
· · · ]
(s
1
2 ,··· ,s
1
2 , s, r−
1
2 ,··· ,r−
1
2 , (rs)−
1
2 )
(=0 by (3.17))
= 0.
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(3.20): We can get without difficulty:
[x−i (0), x
−
β1 i
(1) ]
s−
1
2
(by definition)
= [x−i (0), [x
−
i (0), x
−
i+1(0), x
−
β1 i+2
(1) ]
(r−
1
2 , r−
1
2 )
]
s−
1
2
(using (3.3))
= [x−i (0), [x
−
i (0), x
−
i+1(0) ]r−
1
2
, x−β1 i+2(1) ](r−
1
2 , s−
1
2 )
(using (3.3))
+ r−
1
2 [x−i (0), x
−
i+1(0), [x
−
i (0), x
−
β1 i+2
(1) ]︸ ︷︷ ︸ ](1, s− 12 ) (=0 by (3.19))
= [ [x−i (0), [x
−
i (0), x
−
i+1(0) ]r−
1
2
]
s−
1
2︸ ︷︷ ︸, x−β1 i+2(1) ]r− 12 (=0 by (3.10))
+ s−
1
2 [ [x−i (0), x
−
i−1(0) ]r−
1
2
, [x−i (0), x
−
β1 i+2
(1) ]︸ ︷︷ ︸ ]r− 12 s 12 (=0 by (3.19))
= 0.
(3.21): By calculating, we obtain
[x−n (0), x
−
α1n(1) ]r (by definition)
= [x−n (0), [x
−
n (0), x
−
n−1(0), x
−
α1n−2(1) ](s
1
2 , s)
]r (using (3.3))
= [x−n (0), [x
−
n (0), x
−
n−1(0) ]s, x
−
α1 n−2(1) ](s
1
2 , r)
(using (3.3))
+ s[x−n (0), x
−
n−1(0), [x
−
n (0), x
−
α1n−2(1) ]︸ ︷︷ ︸ ](s− 12 , r) (=0 by (3.5) and (D91))
= [ [x−n (0), [x
−
n (0), x
−
n−1(0) ]s ]r︸ ︷︷ ︸, x−α1,n−2(1) ]s 12 (=0 by (3.9))
+ r[ [x−n (0), x
−
n−1(0) ]s, [x
−
n (0), x
−
α1n−2(1) ]︸ ︷︷ ︸ ]r− 12 s 12 (=0 by (3.5))
= 0.

Now we turn to give one of our main theorems as follows.
Theorem 3.10. For non-simply-laced Lie algebra C
(1)
n , there exists an algebra
isomorphism Ψ : Ur,s(C
(1)
n ) −→ Ur,s(C
(1)
n ) defined by: for i ∈ I,
ωi 7−→ ωi
ω′i 7−→ ω
′
i
ω0 7−→ γ
′−1 ω−1θ
ω′0 7−→ γ
−1 ω′−1θ
γ±
1
2 7−→ γ±
1
2
γ′ ±
1
2 7−→ γ′ ±
1
2
D±1 7−→ D±1
D′ ±1 7−→ D′ ±1
ei 7−→ x
+
i (0)
fi 7−→ x
−
i (0)
e0 7−→ a x
−
θ (1) · (γ
′−1 ω−1θ )
f0 7−→ τ
(
a x−θ (1) · (γ
′−1 ω−1θ )
)
= a (γ−1 ω′
−1
θ ) · x
+
θ (−1)
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where ωθ = ωi1 · · · ωih−1 , ω
′
θ = ω
′
i1 · · · ω
′
ih−1
, and a = (rs)
n−2
2 [2]−11 .
Remark 3.11. We note that τ(a) = a.
3.3. The proof of Theorem 3.10. In this subsection, we prove Theorem
3.10. Let Ei, Fi (i ∈ I0) and ω0, ω
′
0 denote the images of ei, fi (i ∈ I0) and ω0, ω
′
0
in the algebra Ur,s(C
(1)
n ), respectively.
Denote by U ′r,s(C
(1)
n ) the subalgebra of Ur,s(C
(1)
n ) generated by Ei, Fi, ω
±1
i ,
ω′±1i (i ∈ I0), γ
± 12 , γ′ ±
1
2 , D±1 and D′±1, that is,
U ′r,s(C
(1)
n ) :=
〈
Ei, Fi, ω
±1
i , ω
′ ±1
i , γ
± 12 , γ′ ±
1
2 , D±1, D′ ±1
∣∣∣ i ∈ I0 〉 .
Theorem 3.12. Ψ : Ur,s(C
(1)
n ) −→ U ′r,s(C
(1)
n ) is an epimorphism.
Theorem 3.13. U ′r,s(gˆ) = Ur,s(gˆ).
Theorem 3.14. There exists a surjective Φ : U ′r,s(gˆ) −→ Ur,s(gˆ) such that
ΨΦ = ΦΨ = 1.
Therefore, to prove the Drinfeld Isomorphism Theorem is equivalent to prove
the above three Theorems. We only prove the Theorem 3.13, and the last two
theorems are the same as Theorems B and C in [HZ], which are left to the reader.
Proof of Theorem 3.12. We shall check that elements Ei, Fi, ωi, ω
′
i (i ∈ I0), γ
± 12 ,
γ′ ±
1
2 , D,D′ satisfy the defining relations of (Cˆ1) − (Cˆ7) of Ur,s(C
(1)
n ). At first,
the defining relations of Ur,s(C
(1)
n ) imply that Ei, Fi, ωi, ω
′
i (i ∈ I) generate a
subalgebra of Ur,s(C
(1)
n ) that is isomorphic to Ur,s(Cn). So we are left to check the
relations involving i = 0.
For the proof of the relations of (Cˆ1) − (Cˆ3), it is almost the same as those
for the simply-laced cases, please see ([HZ]). Here we only give the proof of the
relations of (Cˆ4)− (Cˆ7).
For (Cˆ4): at first, when i 6= 0, we see that
[E0, Fi ] = [ a x
−
θ (1) (γ
′−1 ω−1θ ), x
−
i (0) ] = −a [x
−
i (0), x
−
θ (1) ]〈ω′i, ω0〉−1(γ
′−1 ω−1θ ).
By the (r, s)-Serre relations, we claim
Lemma 3.15. [x−i (0), x
−
θ (1) ]〈ω′i, ω0〉−1 = 0, for i ∈ I.
Proof. (I) When i = 1, 〈ω′1, ω0〉 = s and 〈ω
′
1, ωθ〉 = s
−1: we first notice that
x−θ (1) =x
−
β1 1
(1) = [x−1 (0), x
−
2 (0)x
−
β1 3
(1) ]
(r−
1
2 , (rs)−
1
2 )
(using (3.3))
=[ [x−1 (0), x
−
2 (0) ]r−
1
2
, x−β1 3(1) ](rs)−
1
2
+ r−
1
2 [x−2 (0), [x
−
1 (0), x
−
β1 3
(1) ]
s−
1
2︸ ︷︷ ︸ ] (=0 by (3.18))
=[ [x−1 (0), x
−
2 (0) ]r−
1
2
, x−β1 3(1) ](rs)−
1
2
.
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As a result, it is no difficult to see that
[x−1 (0), x
−
θ (1) ]s−1
= [x−1 (0), [x
−
1 (0), x
−
2 (0) ]r−
1
2
, x−β1 3(1) ]((rs)−
1
2 , s−1)
(using (3.3))
= [ [x−1 (0), [x
−
1 (0), x
−
2 (0) ]r−
1
2
]
s−
1
2︸ ︷︷ ︸, x−β1 3(1) ]r− 12 s−1 (=0 by (3.10))
+ [ [x−1 (0), x
−
2 (0) ]r−
1
2
, [x−1 (0), x
−
β1 3
(1) ]
s−
1
2︸ ︷︷ ︸ ]r− 12 (=0 by (3.18))
= 0.
(II) When 2 6 i 6 n− 1, 〈ω′i, ω0〉 = 1, that is, 〈ω
′
i, ωθ〉 = 1. Using (3.3) and
the (r, s)-Serre relations, one has
[x−i (0), x
−
θ (1) ] (by definition)
= [x−i (0), [x
−
1 (0), · · · , x
−
i−2(0), x
−
β1 i−1
(1) ]
(r−
1
2 ,··· ,r−
1
2 , (rs)−
1
2 )
]
= [x−1 (0), · · · , x
−
i−2(0), [x
−
i (0), x
−
β1 i−1
(1) ]︸ ︷︷ ︸ ](r− 12 ,··· ,r− 12 , (rs)− 12 ).
Thus, it remains to check that [x−i (0), x
−
β1,i−1
(1) ] = 0.
Actually, it is easy to get
[x−i (0), x
−
β1 i−1
(1) ]
r−
1
2 s
1
2
(by definition)
= [x−i (0), [x
−
i−1(0), x
−
i (0), x
−
β1 i+1
(1) ]
(r−
1
2 , r−
1
2 )
]
r−
1
2 s
1
2
(using (3.3))
= [x−i (0), [x
−
i−1(0), x
−
i (0) ]r−
1
2
, x−β1 i+1(1) ](r−
1
2 , r−
1
2 s
1
2 )
(using (3.3))
+ r
1
2 [x−i (0), x
−
i (0), [x
−
i−1(0), x
−
β1 i+1
(1) ]︸ ︷︷ ︸ ](1, r− 12 s 12 ) (=0 by (3.19))
= [ [x−i (0), [x
−
i−1(0), x
−
i (0) ]r−
1
2
]
s
1
2︸ ︷︷ ︸, x−β1 i+1(1) ]r−1 (=0 by (3.9))
+ s
1
2 [ [x−i−1(0), x
−
i (0) ]r−
1
2
, [x−i (0), x
−
β1 i+1
(1) ]
r−
1
2
]
(rs)−
1
2
(using (3.4))
= s
1
2 [x−i−1(0), [x
−
i (0), x
−
β1 i
(1) ]
s−
1
2︸ ︷︷ ︸ ]r−1 (=0 by (3.20))
+ [ [x−i−1(0), x
−
β1 i
(1) ]
r−
1
2
, x−i (0) ]r−
1
2 s
1
2
(by definition)
= [x−β1 i−1(1), x
−
i (0) ]r−
1
2 s
1
2
,
which implies that (1 + r−
1
2 s
1
2 )[x−i (0), x
−
β1 i−1
(1) ] = 0. Then if r 6= −s, we get the
required relation
(3.22) [x−i (0), x
−
β1,i−1
(1) ] = 0.
(III) When i = n, 〈ω′n, ω0〉 = (rs)
−1, that is, 〈ω′n, ωθ〉 = rs. Applying (3.3)
and the (r, s)-Serre relations, we deduce from direct calculations
[x−n (0), x
−
θ (1) ]rs (by definition)
= [x−n (0), [x
−
1 (0), · · · , x
−
n−2(0), x
−
β1n−1
(1) ]
(r−
1
2 ,··· ,r−
1
2 , (rs)−
1
2 )
]rs
= [x−1 (0), · · · , x
−
n−2(0), [x
−
n (0), x
−
β1n−1
(1) ]rs︸ ︷︷ ︸ ](r− 12 ,··· ,r− 12 , (rs)− 12 ).
It remains to show the relation [x−n (0), x
−
β1n−1
(1) ]rs = 0.
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In fact,
[x−n (0), x
−
β1n−1
(1) ]s2 (by definition)
= [x−n (0), [x
−
n−1(0), x
−
n (0), x
−
α1n−1(1) ](s, r−
1
2 )
]s2 (using (3.7))
= [x−n (0), [x
−
n−1(0), x
−
n (0) ]r−1 , x
−
α1n−1(1) ](r
1
2 s, s2)
(using (3.7))
+ r−1[x−n (0), x
−
n (0), [x
−
n−1(0), x
−
α1n−1(1) ]r
1
2︸ ︷︷ ︸ ](rs, s2) (=0 by (3.16))
= [ [x−n (0), [x
−
n−1(0), x
−
n (0) ]r−1 ]s︸ ︷︷ ︸, x−α1n−1(1) ]r 12 s2 (=0 by (D92))
+ s[ [x−n−1(0), x
−
n (0) ]r−1 , [x
−
n (0), x
−
α1n−1(1) ]s ]r
1
2
(by definition & (3.4))
= s[x−n−1(0), [x
−
n (0), x
−
α1n(1) ]r︸ ︷︷ ︸ ]r− 32 (=0 by (3.21))
+ rs[ [x−n−1(0), x
−
α1n(1) ]r−
1
2
, x−n (0) ]r−2 (by definition)
= rs[x−β1n−1(1), x
−
n (0) ]r−2 .
Expanding the two sides of the above result, one has
(1 + r−2s2)[x−n (0), x
−
β1n−1
(1) ]rs = 0.
Therefore, if r 6= −s, [x−n (0), x
−
β1n−1
(1) ]rs = 0.
This complete the proof of Lemma 3.15. 
Next, we turn to check the relation
Lemma 3.16. [E0, F0 ] =
ω0−ω
′
0
r−s .
Proof. Using (D1) and (D5), one has
[
E0, F0
]
= (rs)
n−2
2 [2]−11
[
x−θ (1) γ
′−1ωθ
−1, γ−1ω′θ
−1
x+θ (−1)
]
= (rs)
n−2
2 [2]−11
[
x−θ (1), x
+
θ (−1)
]
· (γ−1γ′−1ωθ
−1ω′θ
−1
).
(3.23)
First recall the notations,
x−θ (1) = [x
−
1 (0), · · · , x
−
n (0), x
−
α1n−1(1) ](s, r−
1
2 , ··· , r−
1
2 , (rs)−
1
2 )
,
x+θ (−1) = [ [ [ [x
+
α1n−1(−1), x
+
n (0) ]r, x
+
n−1(0) ]r−
1
2
, · · · , x+2 (0) ]r−
1
2
, x+1 (0) ](rs)−
1
2
.
Owing to the result of the case of A
(1)
n−1 ([HRZ]), one has
(3.24) [x−α1n−1(1), x
+
α1n−1(−1) ] =
γω′α1n−1 − γ
′ωα1n−1
r
1
2 − s
1
2
.
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Next, it is easy to get
[x−α1n(1), x
+
α1n(−1) ] (by definition)
= [ [x−n (0), x
−
α1n−1(1) ]s, [x
+
α1n−1(−1), x
+
n (0) ]r ] (using (3.3))
= [ [ [x−n (0), x
+
α1n−1(−1) ], x
−
α1n−1(1) ]s, x
+
n (0) ]r (=0 by (3.3) & (D8))
+ [ [x−n (0), [x
−
α1n−1(1), x
+
α1n−1(−1) ] ]s, x
+
n (0) ]r (using (3.24), (D5), (D8))
+ [x+α1n−1(−1), [ [x
−
n (0), x
+
n (0) ], x
−
α1n−1(1) ]s ]r (using (D8), (D5), (3.24))
+ [x+α1n−1(−1), [x
−
n (0), [x
−
α1n−1(1), x
+
n (0) ] ]s ]r (=0 by (3.3) & (D8))
= γω′α1n−1 ·
ω′n − ωn
r
1
2 − s
1
2
+
γω′α1n−1 − γ
′ωα1n−1
r
1
2 − s
1
2
ωn
=
γω′α1n − γ
′ωα1n
r
1
2 − s
1
2
.
Furthermore, we obtain
[x−β1n−1(1), x
+
β1n−1
(−1) ] (by definition)
= [ [x−n−1(0), x
−
α1n(1) ]r−
1
2
, [x+α1n(−1), x
+
n−1(0) ]s−
1
2
] (using (3.3))
= [ [ [x−n−1(0), x
+
α1n(−1) ], x
−
α1,n(1) ]r−
1
2
, x+n−1(0) ]s−
1
2
(=0 by (3.3) & (D5))
+ [ [x−n−1(0), [x
−
α1n(1), x
+
α1n(−1) ] ]r−
1
2
, x+n−1(0) ]s−
1
2
(using (D5) & (D8))
+ [x+α1n(−1), [ [x
−
n−1(0), x
+
n−1(0) ], x
−
α1n(1) ]r−
1
2
]
s−
1
2
(using (D8) & (D5))
+ [x+α1n(−1), [x
−
n−1(0), [x
−
α1n(1), x
+
n−1(0) ] ]r−
1
2
]
s−
1
2
(=0 by (3.3) & (D5))
= (rs)−
1
2 γω′α1n ·
ω′n−1 − ωn−1
r
1
2 − s
1
2
+ (rs)−
1
2
γω′α1n − γ
′ωα1n
r
1
2 − s
1
2
ωn−1
= (rs)−
1
2
γω′β1n−1 − γ
′ωβ1n−1
r
1
2 − s
1
2
.
Repeating the above step, we get by directly calculating
[x−β1 2(1), x
+
β1 2
(−1) ] = (rs)
2−n
2
γω′β1 2 − γ
′ωβ1 2
r
1
2 − s
1
2
.(3.25)
As a result, we get the required conclusion:
[x−β1 1(1), x
+
β1 1
(−1) ] (by definition)
= [ [x−1 (0), x
−
β1 2
(1) ]
(rs)−
1
2
, [x+β1 2(−1), x
+
1 (0) ](rs)−
1
2
] (using (3.3))
= [ [ [x−1 (0), x
+
β1 2
(−1) ], x−β1 2(1) ](rs)−
1
2
, x+1 (0) ](rs)−
1
2
(using (3.3), (D8) & (D5))
+ [ [x−1 (0), [x
−
β1 2
(1), x+β1 2(−1) ] ](rs)−
1
2
, x+1 (0) ](rs)−
1
2
(=0 by (D8) & (D5))
+ [x+β1 2(−1), [ [x
−
1 (0), x
+
1 (0) ], x
−
β1 2
(1) ]
(rs)−
1
2
]
(rs)−
1
2
(=0 by (D8) & (D5))
+ [x+β1 2(−1), [x
−
1 (0), [x
−
β1 2
(1), x+1 (0) ] ](rs)−
1
2
]
(rs)−
1
2
(using (3.3), (D8) & (D5))
= (rs)
2−n
2 γω′β1 2 ·
ω′1 − ω1
r
1
2 − s
1
2
+ (rs)
2−n
2
γω′β1 2 − γ
′ωβ1 2
r
1
2 − s
1
2
ω1
= (rs)
2−n
2
γω′β1 1 − γ
′ωβ1 1
r
1
2 − s
1
2
.
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Thus, we arrive at the last step[
E0, F0
]
=
γ′−1ω−1θ − γ
−1ω−1θ′
r − s
.
The proof is complete. 
For (Cˆ6): when i · j 6= 0, (D9) implies that the corresponding generators
satisfy exactly those (r, s)-Serre relations in Ur,s(C
(1)
n ), so it is enough to check the
(r, s)-Serre relations involving i · j = 0.
Lemma 3.17. (1) EnE0 = rsE0En,
(2) E20E1 − (r + s)E0E1E0 + rsE1E
2
0 = 0,
(3) E0E
3
1−(r+(rs)
1
2 +s)E1E0E
2
1+(rs)
1
2 (r+(rs)
1
2 +s)E21E0E1−(rs)
3
2E31E0 =
0,
(4) F0Fn = rs FnF0,
(5) F1F
2
0 − (r + s)F0F1F0 + rs F
2
0F1 = 0,
(6) F 31F0−(r+(rs)
1
2 +s)F 21F0F1+(rs)
1
2 (r+(rs)
1
2 +s)F1F0F
2
1−(rs)
3
2F0F
3
1 = 0.
Proof. Here we only check the first and third (r, s)-Serre relations, and the
rest are left to the readers.
(1) We start with the following calculations
EnE0 − rsE0En (by definition)
= [x+n (0), x
−
θ (1)γ
′−1ω−1θ ]rs (using (D5))
= [x+n (0), x
−
θ (1) ] · γ
′−1ω−1θ (by definition)
= [x−1 (0), · · · , x
−
n−1(0), [x
+
n (0), x
−
n (0) ]︸ ︷︷ ︸, x−α1n−1(1) ](s, r− 12 , ··· , r− 12 , (rs)− 12 )
= [x−1 (0), · · · , [x
−
n−1(0), x
−
α1n−1(1) ]r
1
2︸ ︷︷ ︸ ](r− 12 , ··· , r− 12 , (rs)− 12 )ωn (=0 by (3.16))
= 0.
(2) At the same time, we consider that[
E1, x
−
θ (1)
]
(using (3.3))
= [ [x+1 (0), x
−
1 (0) ], x
−
β1 2
(1) ]
(rs)−
1
2
(=0 by (D8) & (D5))
+ [x−1 (0), · · · , x
−
n (0), · · · , x
−
2 (0), [x
+
1 (0), x
−
1 (1) ] ](s
1
2 ,··· ,s
1
2 ,s,r−
1
2 ··· ,r−
1
2 , (rs)−
1
2 )
= −(rs)
1
4 (γγ′)−
1
2 · [x−1 (0), x
−
β2 2
(1) ]r−1 ω1.
In terms of the above result, it is easy to see that
E0E
3
1 − (r + (rs)
1
2 + s)E1E0E
2
1 + (rs)
1
2 (r + (rs)
1
2 + s)E21E0E1 − (rs)
3
2E31E0
= (rs)
3
2
(
E31x
−
θ (1)− (1+(r
−1s)
1
2+r−1s)E21x
−
θ (1)E1
+ ((r−1s)
1
2+r−1s+(r−1s)
3
2 )E1x
−
θ (1)E
2
1 − (r
−1s)
3
2 x−θ (1)E
3
1
)
(γ′−1ω−1θ )
= (rs)
3
2
[
E1, E1,
[
E1, x
−
θ (1)
]︸ ︷︷ ︸ ]((r−1s) 12 , r−1s) (γ′−1ω−1θ )
= −(rs)
3
4 [2]1(γγ
′)−
1
2
[
E1, x
−
β2 2
(1)
]︸ ︷︷ ︸ω21 (γ′−1ω−1θ ) (=0 by (3.3) & (D8))
= 0.
16 HU AND ZHANG
The proof is complete. 
For (Cˆ7): the verification is analogous to that of (Cˆ6). Hence, we establish the
Drinfeld isomorphism for the two-parameter quantum affine algebra of type C(1).
4. Vertex representation
4.1. Enlarged quantum Heisenberg algebra. In order to obtain the vertex
representation of Ur,s(C
(1)
n ), first we need the following construction.
The associative algebra Ur,s(ĥ), generated by { ai(m), γ
± 12 , γ′±
1
2 | m ∈ Z\{0}, i
= 1, 2 · · · , n}, is called the two-parameter quantum Heisenberg algebra, where
ai(m) (i = 1, 2, · · · , n) and ω
±1
j , ω
′±1
j ’s satisfy (D3), as well as the following
[ai(m), aj(l)] = δm+l,0
(γγ′)
|m|
2 (rs)−
m(αi|αj)
2 [m(αi|αj) ]
|m|
·
γ|m| − γ′|m|
r − s
.(4.1)
Define an enlarged quantum Heisenberg algebra Ur,s(h˜), which is an associa-
tive algebra generated by the subalgebra Ur,s(ĥ), together with a coupled bosonic
operators b(m) (m ∈ Z∗) satisfying the following relations:
(4.2)
[bi(m), bj(l)] = [ai(m), aj(l)],
[ai(m), bj(l)] = 0,
[ai(0), aj(m)] = [bi(0), bj(m)] = 0.
4.2. Fock space. In order to construct the Fock space, one can take a copy
of the root lattice of An−1 as the sublattice Q˜ = Q[An−1] of short roots of the root
lattice Q for type Cn. The basis of Q˜ will be denoted by α˜i, i = 1, · · · , n− 1. Thus
(a˜i|a˜j) = (αi|αj) = δij −
1
2
δ|i−j|,1.
We also consider the associated weight lattice P˜ = P [An−1] defined by the inner
product.
The Fock space V is defined to be the tensor product of the symmetric algebra
generated by ai(−m)’s, bi(−m)’s (m 6= 0) and the group algebra generated by
eλ ⊗ eλ˜ such that (ai|λ) ± (a˜i|λ˜) ∈ Z for each i ∈ {1, · · · , n}, where λ ∈ P and
λ˜ ∈ P˜ . Note that we treat a˜n = 0.
The actions of ai(m)’s and bi(m)’s with m 6= 0 on V are obtained by viewing
the Fock space V as some quotient space of the Heisenberg algebra tensored with
the group algebras of P and P˜ . The operators ai(0), bi(0), e
α, ea˜ act on V by
ai(0)e
λeλ˜ = (αi|λ)e
λeλ˜, bi(0)e
λeλ˜ = (a˜i|λ˜)e
λeλ˜,
eαeλeλ˜ = eα+λeλ˜, ea˜eλeλ˜ = eλea˜+λ˜;
ωi · (v ⊗ e
β) = 〈β, i〉 v ⊗ eβ , ω′i · (v ⊗ e
β) = 〈i, β〉−1 v ⊗ eβ
and define
D(r)(v ⊗ eβ) = rβv ⊗ eβ, D(s)(v ⊗ eβ) = sβv ⊗ eβ.
It is easy to see that ai(m), bj(l), e
αi , ea˜j commute with each other except that
[ai(0), e
αj ] = (αi|αj)e
αj , [bi(0), e
a˜j ] = (a˜i|a˜j)e
a˜j .
TWO-PARAMETER QUANTUM AFFINE ALGEBRA FOR TYPE C(1)n 17
4.3. Normal ordering. The normal product : : is defined as usual:
: ai(m)aj(l) := ai(m)aj(l) (if m ≤ l), or aj(l)ai(m) (if m > l),
: eαai(0) :=: ai(0)e
α := eαai(0) ,
: ea˜a˜bi(0) :=: bi(0)e
a˜ := ea˜bi(0) ,
and similarly for product involving the bi(m).
4.4. Quasi-cocycle. Let ε( , ): P ×P −→ K be the quasi-cocycle such that
ε(α, β + θ) = ε(α, β)ε(α, θ),
ε(α+ β, θ) = ε(α, θ)ε(β, θ)(−1)(α+β−α−β|θ).
where the − is the projection from P to P˜ defined by
α =
n∑
i=1
miαi ∈ P 7−→ αi =
n−1∑
i=1
miαi, mi = mi (mod 2).
We construct such a quasi-cocycle directly by
ǫ(αi, αj) =
 (−1)
aij (risi)
aij
2 , αi + αj ∈ Φ, i > j;
−(risi)
1
2 , i = j;
1, other pairs (i, j).
It is easy to verify that the quasi-cocycle satisfies all the defining relations. In
particular, we have
(4.3) ε(αi, αj)ε(αj , αi) =
{
(−1)2(αi|αj)(risi)
aij
2 , if 1 ≤ i, j ≤ n− 1;
−(rs)
1
2 , otherwise.
For α ∈ P , we define the operators εα on V such that
(4.4) εαe
λeλ˜ = ε(α, λ)eλeλ˜.
For simplicity, we denote εi = εαi for i = 1, · · · , n.
4.5. Vertex operators. We can now introduce the main vertex operators:
Y ±i (z) = exp(±
∞∑
k=1
ai(−k)
[k]
s±
k
2 zk)
× exp(∓
∞∑
k=1
ai(k)
[k]
r∓
k
2 z−k)e±αiz±ai(0)εi,
U+j (z) = exp(
∞∑
k=1
bj(−k)
[k]
zk) exp(−
∞∑
k=1
bj(k)
[k]
z−k)ea˜jzbj(0)(rs)−
1
8 ,
U−j (z) = exp(−
∞∑
k=1
bj(−k)
[k]
zk) exp(
∞∑
k=1
bj(k)
[k]
z−k)e−a˜jz−bj(0)(rs)−
1
8 ,
Z+j (z) = U
+
j (s
1/2z) + (−1)2aj(0)U−j (r
1/2z),
Z−j (z) = U
+
j (r
−1/2z) + (−1)2aj(0)U−j (s
−1/2z),
where i ∈ {1, · · · , n}, j ∈ {1, · · · , n− 1}. For simplicity, we define Z±n (z) = 1.
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4.6. Vertex representation of Ur,s(C
(1)
n ).
Theorem 4.1. The Fock space V is a Ur,s(C
(1)
n )-module of level 1 under the
action defined by
γ±
1
2 7→ r±
1
2 , γ′±
1
2 7→ s±
1
2 ,
D 7→ D(r), D′ 7→ D(s),
ωi 7→ ωi, ω
′
i 7→ ω
′
i,
ai(m) 7−→ ai(m),
x±i (z) 7−→ Y
±
i (z)Z
±
i (z), i = 1, · · · , n.
Proof of Theorem 4.1. In what follows, we check Theorem 4.1 using the similar
but more detailed techniques than in the one-parameter setting (cf. [JKM2]). Let
X±i (z) denote the images of x
±
i (z) (i ∈ {1, 2, · · · , n}) in the algebra Ur,s(C
(1)
n )
under the mapping π, respectively. Therefore we have to check X±i (z), Φj(z) and
Ψj(z) satisfy relations (D1)—(D9). Firstly, it is clear that relations (D1)—(D6)
are true by the construction, which can be verified similarly to [HZ]. We are left
to show relations (D7)—(D9).
Firstly, we give the notation formally, for a ∈ K,
(1− z)ar,s := exp(−
∑
n≥1
[an]
n[n]
zn).(4.5)
In particular,
(1 − z)1r,s = (1− z),(4.6)
(1− z)−1r,s =
((
1− (rs)−1z
))−1
.(4.7)
Lemma 4.2. With the above notations, one has(
1− (rs)
3
4 z
)− 12
r,s
·
(
1− (rs)
3
4 (r−1s)
1
2 z
)− 12
r,s
=
(
1− (r−1s)
1
4 z
)−1
;(4.8) (
1− (rs)
1
4 (rs−1)
1
2 z
) 1
2
r,s
(
1− (rs)
3
4 (r−1s)
1
2 z
)− 12
r,s
= 1−(rs
−1)
1
4 z
1−(r−1s)
1
4 z
;(4.9) (
1− (rs)
1
4 az
) 1
2
r,s
·
(
1− (rs)
3
4 az
)− 12
r,s
= 1;(4.10) (
1− (rs)
1
4 (rs)−
1
2 z
) 1
2
r,s
(
1− (rs)
1
4 s−1z
) 1
2
r,s
=
(
1− (rs)−
1
4 s−
1
2 z
)
;(4.11) (
1− (rs)
1
4 (rs)−
1
2 z
) 1
2
r,s
(
1− (rs)
1
4 r−1z
) 1
2
r,s
=
(
1− (rs)−
1
4 r−
1
2 z
)
.(4.12)
Proof. (4.8): using the notation (4.5), one directly gets
LHS = exp
(
−
∑
n≥1
[− 12n]
n[n]
(rs)
3n
4 zn
)
· exp
(
−
∑
n≥1
[− 12n]
n[n]
(rs)
3n
4 (r−1s)
n
2 zn
)
= exp
(
−
∑
n≥1
[− 12n]
n[n]
(rs)
3n
4 (1 + (r−1s)
n
2 )zn
)
= exp
(∑
n≥1
r−
n
4 s
n
4
n
zn
)
= RHS.
The others are similar, which are left to the readers. 
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For the later use, we will write
(
z − w
)a
r,s
=
(
1−
w
z
)a
r,s
· za.
Before checking relations (D7)–(D9), we list the operator product expansions.
Lemma 4.3. With the above notation, the following formulas hold
Y ±i (z)Y
±
j (w) =: Y
±
i (z)Y
±
j (w) :
·

1, (αi|αj) = 0;(
z − (rs)
3
4 (r−1s)±
1
2w
)− 12
r,s
· ǫ(αi, αj)
±1, (αi|αj) = −
1
2 ;(
z − (r−1s)±
1
2w
)−1
· ǫ(αi, αj)
±1, (αi|αj) = −1;(
z − (r−1s)±
1
2w
)
· ǫ(αi, αj)
±1, (αi|αj) = 1;(
z − w
)(
z − (r−1s)±1w
)
· ǫ(αi, αj)
±1, (αi|αj) = 2.
(4.13)
Y ±i (z)Y
∓
j (w) =: Y
±
i (z)Y
∓
j (w) :
·

1, (αi|αj) = 0;(
z − (rs)
1
4 (rs)∓
1
2w
) 1
2
r,s
· ǫ(αi, αj)
∓1, (αi|αj) = −
1
2 ;(
z − (rs)∓
1
2w
)
· ǫ(αi, αj)
∓1, (αi|αj) = −1;(
z − (rs)∓
1
2w
)−1
· ǫ(αi, αj)
∓1, (αi|αj) = 1;(
z − w
)−1(
z − (rs)∓1w
)−1
· ǫ(αi, αj)
∓1, (αi|αj) = 2.
(4.14)
U±i (z)U
±
j (w) =: U
±
i (z)U
±
j (w) :
·

1, (αi|αj) = 0;(
z − (rs)
3
4w
)− 12
r,s
, (αi|αj) = −
1
2 ;(
z − w
)−1
, (αi|αj) = −1;(
z − w
)
, (αi|αj) = 1;(
z − (rs−1)
1
2w
)(
z − (r−1s)
1
2w
)
, (αi|αj) = 2.
(4.15)
U±i (z)U
∓
j (w) =: U
±
i (z)U
∓
j (w) :
·

1, (αi|αj) = 0;(
z − (rs)
1
4w
) 1
2
r,s
, (αi|αj) = −
1
2 ;(
z − w
)
, (αi|αj) = −1;(
z − w
)−1
, (αi|αj) = 1;(
z − (rs−1)
1
2w
)−1(
z − (r−1s)
1
2w
)−1
, (αi|αj) = 2.
(4.16)
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Proof. (4.13) follows from the following
LHS = Y ±i (z)Y
±
j (w)
= exp(±
∞∑
k=1
ai(−k)
[k]
s±
k
2 zk)× exp(∓
∞∑
k=1
ai(k)
[k]
r∓
k
2 z−k)e±αiz±ai(0)εi
exp(±
∞∑
k=1
aj(−k)
[k]
s±
k
2wk)× exp(∓
∞∑
k=1
aj(k)
[k]
r∓
k
2w−k)e±αjz±aj(0)εj
= ǫ(αi, αj)
±1 : Y ±i (z)Y
±
j (w) : exp(−
∞∑
k=1
(r−1s)±
k
2
[k]2
[ ai(k), aj(−k) ](
w
z
)k)z(αi|αj)
= RHS.
(4.14) follows from the following
LHS = Y ±i (z)Y
∓
j (w)
= exp(±
∞∑
k=1
ai(−k)
[k]
s±
k
2 zk)× exp(∓
∞∑
k=1
ai(k)
[k]
r∓
k
2 z−k)e±αiz±ai(0)εi
exp(∓
∞∑
k=1
aj(−k)
[k]
s∓
k
2wk)× exp(±
∞∑
k=1
aj(k)
[k]
r±
k
2w−k)e∓αjz∓aj(0)εj
= ǫ(αi, αj)
∓1 : Y ±i (z)Y
∓
j (w) : exp(
∞∑
k=1
(rs)∓
k
2
[k]2
[ ai(k), aj(−k) ](
w
z
)k)z−(αi|αj)
= RHS.
(4.15) follows from the following
LHS = U±i (z)U
±
j (w)
= exp(±
∞∑
k=1
bi(−k)
[k]
zk)× exp(∓
∞∑
k=1
bi(k)
[k]
z−k)e±αiz±ai(0)(rs)−
1
8
exp(±
∞∑
k=1
bj(−k)
[k]
s±
k
2wk)× exp(∓
∞∑
k=1
bj(k)
[k]
r∓
k
2w−k)e±αjz±aj(0)(rs)−
1
8
=: U±i (z)U
±
j (w) : exp(−
∞∑
k=1
1
[k]2
[ bi(k), bj(−k) ](
w
z
)k)z(αi|αj) = RHS.
(4.16) follows from the following
LHS = U±i (z)U
∓
j (w)
= exp(±
∞∑
k=1
bi(−k)
[k]
zk)× exp(∓
∞∑
k=1
bi(k)
[k]
z−k)e±αiz±ai(0)(rs)−
1
8
exp(∓
∞∑
k=1
bj(−k)
[k]
s∓
k
2wk)× exp(±
∞∑
k=1
bj(k)
[k]
r±
k
2w−k)e∓αjz∓aj(0)(rs)−
1
8
=: U±i (z)U
∓
j (w) : exp(
∞∑
k=1
1
[k]2
[ bi(k), bj(−k) ](
w
z
)k)z−(αi|αj) = RHS.

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Now we proceed to check relation (D7), which holds from the following Propo-
sition.
Proposition 4.4.
(z − (〈i, j〉〈j, i〉)±
1
2w)X±i (z)X
±
j (w)
= (〈j, i〉±1z − (〈j, i〉〈i, j〉−1)±
1
2w)X±j (w)X
±
i (z).
Proof. The proof will be carried out in the following two cases, the other
cases can be checked similarly.
(i) For the case of (αi|αj) = −1, let us first consider
X−n−1(z)X
−
n (w) =: X
−
n−1(z)X
−
n (w) :
(
z − (r−1s)−
1
2w
)−1
.
On the other hand, one gets
X−n (w)X
−
n−1(z) = −(rs)
1
2 : X−n (w)X
−
n−1(z) :
(
w − (r−1s)−
1
2 z
)−1
.
It holds that
(z − (rs−1)
1
2w)X−n−1(z)X
−
n (w) = (s
−1z − (rs)−
1
2w)X−n (w)X
−
n−1(z).
(ii) For the case of (αi|αj) = −
1
2 , that is, (αi|αi+1) = −
1
2 . For i = 1, · · · , n−2,
by (4.14)–(4.17), one has
X+i (z)X
+
i+1(w)
= ε(αi, αi+1) : Y
+
i (z)Y
+
i+1(w) :
(
z − (rs)
3
4 (r−1s)
1
2w
)− 12
r,s(
: U+i (zs
1
2 )U+i+1(wr
− 12 ) :
(
z − (rs)
3
4w
)− 12
r,s
· s
1
2 (αi|αi+1)
+ : U+i (zs
1
2 )U−i+1(wr
1
2 ) : (−1)2ai+1(0)
(
z − (rs)
1
4 (rs−1)
1
2w
) 1
2
r,s
· s−
1
2 (αi|αi+1)
+ : U−i (zr
1
2 )U+i+1(ws
1
2 ) : (−1)2ai(0)+1
(
z − (rs)
1
4 (r−1s)
1
2w
) 1
2
r,s
· r−
1
2 (αi|αi+1)
+ : U−i (zr
1
2 )U−i+1(wr
1
2 ) : (−1)2ai(0)+2ai+1(0)+1
(
z − (rs)
3
4w
)− 12
r,s
· r
1
2 (αi|αi+1)
)
.
Using (4.9)–(4.11), one easily gets
X+i (z)X
+
i+1(w)
= : Y +i Y
+
i+1 :
(
: U+i (s
1
2 z)U+i+1(s
1
2w) : (z − (r−1s)
1
4w)−1s−
1
4
+ : U+i (s
1
2 z)U−i+1(r
1
2w) : (−1)2ai+1(0)
z − (rs−1)
1
4w
z − (r−1s)
1
4w
s
1
4
+ : U−i (r
1
2 z)U+i+1(s
1
2w) : (−1)2ai(0)+1r
1
4
+ : U−i (r
1
2 z)U−i+1(r
1
2w) : (−1)2ai(0)+2ai+1(0)+1(z − (r−1s)
1
4w)−1r−
1
4
)
.
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On the other hand, it holds similarly
X+i+1(w)X
+
i (z)
= −(rs)−
1
4 : Y +i+1Y
+
i :
(
: U+i+1(s
1
2w)U+i (s
1
2 z) : (w − (r−1s)
1
4 z)−1 · s−
1
4
+ : U−i+1(r
1
2w)U+i (s
1
2 z) : (−1)2ai+1(0)+1 · r
1
4
+ : U+i+1(s
1
2w)U−i (r
1
2 z) : (−1)2ai(0)
w − (rs−1)
1
4 z
w − (r−1s)
1
4 z
· s
1
4
+ : U−i+1(r
1
2w)U−i (r
1
2 z) : (−1)2ai(0)+2ai+1(0)+1(w − (r−1s)
1
4 z)−1 · r−
1
4
)
.
As a consequence of the above relations, we get our required result
(z − (r−1s)
1
4w)X+i (z)X
+
i+1(w) = (s
1
2 z − (rs)
1
4w)X+i+1(w)X
+
i (z).
The “-”-part of relation (D7) can be verified similarly, which is left to the
readers. 
Now we focus on checking relation (D8).
Lemma 4.5.
[X+i (z), X
−
j (w) ] =
δij
(ri − si)zw
(
δ(zw−1s)ψi(wr
1
2 )− δ(zw−1r)φi(ws
− 12 )
)
.
Proof. It suffices to consider the four cases: (αi|αj) = −1/2, (αi|αj) = 1,
(αi|αj) = −1, and (αi|αj) = 2. Here we only give the proof for the first two cases,
since the other cases are either immediate or similar to our previous considerations.
(i) For (αi|αj) = −1/2, that is, j = i + 1 or i − 1. Firstly, consider i =
1, · · · , n− 1, using (4.14)–(4.17), together with (4.11)–(4.13), one immediately gets
X+i (z)X
−
i+1(w) =: Y
+
i (z)Y
−
i+1(w) :(
: U+i (s
1
2 z)U+i+1(r
− 12w) : s−
1
4
+ : U+i (s
1
2 z)U−i+1(s
− 12w) : (−1)2ai+1(0)(s
1
4 z − r−
1
4 s−
1
2w)
+ : U−i (r
1
2 z)U+i (r
− 12w) : (−1)2ai(0)+1(r
1
4 z − r−
1
2 s−
1
4w)
+ : U−i (r
1
2 z)U−i+1(s
− 12w) : (−1)2ai(0)+2ai+1(0)+1r−
1
4
)
.
Using the same method, it is easy to see that
X−i+1(w)X
+
i (z) = (rs)
− 14 : Y −i+1(w)Y
+
i (z) : ǫ0(αi+1, αi)(
: U+i+1(r
− 12w)U+i (s
1
2 z) : r
1
4
+ : U−i+1(s
− 12w)U+i (s
1
2 z) : (−1)2ai+1(0)+1(s−
1
4 z − r
1
4 s
1
2w)
+ : U+i+1(r
− 12w)U−i (r
1
2 z) : (−1)2ai(0)(r−
1
4 z − r
1
2 s
1
4w)
+ : U−i+1(s
− 12w)U−i (r
1
2 z) : (−1)4ai(0)s
1
4
)
.
Thus it is easy to get [X+i (z), X
−
i+1(w)] = 0.
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(ii) For the case of 1 6 i = j 6 n − 1, using (4.13)-(4.16), it follows from
(4.11)–(4.13) that
X+i (z)X
−
i (w) = (rs)
1
4 : Y +i (z)Y
−
i (w) :(
: U+i (s
1
2 z)U+i (r
− 12w) : s
1
2
+ : U+i (s
1
2 z)U−i (s
− 12w) : (−1)2ai(0)
1
(s
1
2 z − s−
1
2w)(z − (rs)−
1
2w)
+ : U−i (r
1
2 z)U+i (r
− 12w) : (−1)2ai(0)
1
(r
1
2 z − r−
1
2w)(z − (rs)−
1
2w)
+ : U−i (r
1
2 z)U−i (s
− 12w) : (−1)4ai(0)r
1
2
)
.
At the same time, we actually have
X−i (w)X
+
i (z) = (rs)
− 14 : Y −i (w)Y
+
i (z) :(
: U+i (r
− 12w)U+i (s
1
2 z) : r−
1
2
+ : U−i (s
− 12w)U+i (s
1
2 z) : (−1)2ai(0)
1
(s−
1
2w − s
1
2 z)(w − (rs)
1
2 z)
+ : U+i (r
− 12w)U−i (r
1
2 z) : (−1)2ai(0)
1
(r−
1
2w − r
1
2 z)(w − (rs)
1
2 z)
+ : U−i (s
− 12w)U−i (r
1
2 z) : (−1)4ai(0)s−
1
2
)
.
Therefore, it is easy to see that
[X+i (z), X
−
i (w)]
= (rs)−
1
4 : U+i (s
1
2 z)U−i (s
− 12w)Y +i (z)Y
−
i (w) :
(
1
(s
1
2 z − s−
1
2w)(z − (rs)−
1
2w)
−
1
(s−
1
2w − s
1
2 z)((rs)−
1
2w − z)
)
+(rs)−
1
4 : U−i (r
1
2 z)U+i (r
− 12w)Y +i (z)Y
−
i (w) :
(
1
(r
1
2 z − r−
1
2w)(z − (rs)−
1
2w)
−
1
(r−
1
2w − r
1
2 z)((rs)−
1
2w − z)
)
=: U+i (s
1
2 z)U−i (s
− 12w)Y +i (z)Y
−
i (w) :
(rs)
1
4
(r
1
2 − s
1
2 )zw
(
δ(s−1
w
z
)− δ(
(rs)−
1
2w
z
)
)
+ : U−i (r
1
2 z)U+i (r
− 12w)Y +i (z)Y
−
i (w) :
(rs)
1
4
(r
1
2 − s
1
2 )zw
(
δ(
(rs)−
1
2w
z
− δ(r−1
w
z
))
)
=
1
(ri − si)zw
(
ψi(wr
1
2 )δ(
ws−1
z
)− ϕi(ws
− 12 )δ(
wr−1
z
)
)
,
where we have used the following results
: U+i (s
− 12w)U−i (s
− 12w)Y +i (s
−1w)Y −i (w) := (rs)
− 14ψi(wr
1
2 );
: U−i (r
− 12w)U+i (r
− 12w)Y +i (r
−1w)Y −i (w) := (rs)
− 14ϕi(ws
− 12 ).
This completes the proof. 
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Proof of Serre relations (D9). (i) For i = 1, · · · , n−2, let us write the operators
X±i (z) as a sum of two terms:
X+i (z) =
∑
ǫ=±
Y +i (z)U
ǫ
i (zr
(1−ǫ)
4 s
(ǫ+1)
4 )(−1)(1−ǫ)ai(0)
= X+i+(z) +X
+
i−(z),
X−i (z) =
∑
ǫ=±
Y −i (z)U
ǫ
i (zr
− (ǫ+1)4 s
(ǫ−1)
4 )(−1)(1−ǫ)ai(0)
= X−i+(z) +X
−
i−(z).
From the relations (4.13)-(4.16), it follows that
X+iǫ1(z1)X
+
iǫ2
(z2)X
+
i+1,ǫ(w) =: X
+
iǫ1
(z1)X
+
iǫ2
(z2)X
+
i+1,ǫ(w) : (−1)
(ǫ1−ǫ2)/2
×(z1 − (r
−1s)
1
2 z2)(r
1−ǫ1
4 s
ǫ1+1
4 z1 − r
1−ǫ2
4 s
ǫ2+1
4 z2)
ǫ1ǫ2r
(2−ǫ1−ǫ2)ǫ
8 s−
(2+ǫ1+ǫ2)ǫ
8
×
(z1 − (r
−1s)
ǫ
4w)
|ǫ−ǫ1 |
2
z1 − (r−1s)
1
4w
(z2 − (r
−1s)
ǫ
4w)
|ǫ−ǫ2 |
2
z2 − (r−1s)
1
4w
,
where we include the sign factor (−1)(1−ǫ)αi(0) and εi in the normal ordered product.
Similar normal product computation gives that
X+iǫ1(z1)X
+
i+1,ǫ(w)X
+
iǫ2
(z2) =: X
+
iǫ1
(z1)X
+
i+1,ǫ(w)X
+
iǫ2
(z2) : (−1)
(ǫ1−ǫ2)/2
×(z1 − (r
−1s)
1
2 z2)(r
1−ǫ1
4 s
ǫ1+1
4 z1 − r
1−ǫ2
4 s
ǫ2+1
4 z2)
ǫ1ǫ2r
(2−ǫ1−ǫ2)ǫ
8 s−
(2+ǫ1+ǫ2)ǫ
8
×
(z1 − (r
−1s)
ǫ
4w)
|ǫ−ǫ1 |
2
z1 − (r−1s)
1
4w
((r−1s)
ǫ
4w − z2)
|ǫ−ǫ2|
2
w − (r−1s)
1
4 z2
.
X+i+1,ǫ(w)X
+
iǫ1
(z1)X
+
iǫ2
(z2) =: X
+
i+1,ǫ(w)X
+
iǫ1
(z1)X
+
iǫ2
(z2) : (−1)
(ǫ1−ǫ2)/2
×(z1 − (r
−1s)
1
2 z2)(r
1−ǫ1
4 s
ǫ1+1
4 z1 − r
1−ǫ2
4 s
ǫ2+1
4 z2)
ǫ1ǫ2r
(2−ǫ1−ǫ2)ǫ
8 s−
(2+ǫ1+ǫ2)ǫ
8
×
((r−1s)
ǫ
4w − z1)
|ǫ−ǫ1 |
2
w − (r−1s)
1
4 z1
((r−1s)
ǫ
4w − z2)
|ǫ−ǫ2|
2
w − (r−1s)
1
4 z2
.
One may now use above results to get that
X+iǫ1(z1)X
+
iǫ2
(z2)X
+
i+1,ǫ(w) − (r
1
2 + s
1
2 )X+iǫ1(z1)X
+
i+1,ǫ(w)X
+
iǫ2
(z2)
+(rs)
1
2X+i+1,ǫ(w)X
+
iǫ1
(z1)X
+
iǫ2
(z2)
= : X+iǫ1(z1)X
+
iǫ2
(z2)X
+
i+1,ǫ(w) : (z1 − (r
−1s)
1
2 z2)(r
1−ǫ1
4 s
ǫ1+1
4 z1 − r
1−ǫ2
4 s
ǫ2+1
4 z2)
ǫ1ǫ2
·(−1)(ǫ1−ǫ2)/2 × r
(2−ǫ1−ǫ2)ǫ
8 s−
(2+ǫ1+ǫ2)ǫ
8
( (z1 − (r−1s) ǫ4w) |ǫ−ǫ1 |2
z1 − (r−1s)
1
4w
×
(z2 − (r
−1s)
ǫ
4w)
|ǫ−ǫ2 |
2
z2 − (r−1s)
1
4w
+ [2] 1
2
(rs)−
1
4 ×
(z1 − (r
−1s)
ǫ
4w)
|ǫ−ǫ1 |
2
z1 − (r−1s)
1
4w
×(4.17)
((r−1s)
ǫ
4w − z2)
|ǫ−ǫ2 |
2
w − (r−1s)
1
4 z2
+
((r−1s)
ǫ
4w − z1)
|ǫ−ǫ1|
2
w − (r−1s)
1
4 z1
((r−1s)
ǫ
4w − z2)
|ǫ−ǫ2 |
2
w − (r−1s)
1
4 z2
)
,
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where each term in the parentheses corresponds to the above relations for the three
normal products, and we have also used the relation:
: X+iǫ1(z1)X
+
iǫ2
(z2)X
+
i+1,ǫ(w) := −(rs)
1
2 : X+iǫ1(z1)X
+
i+1,ǫ(w)X
+
iǫ2
(z2) : .
We check the claim for two cases ǫ1 6= ǫ2 and ǫ1 = ǫ2 :
(a) For ǫ1 6= ǫ2, one has
X+iǫ1(z1)X
+
iǫ2
(z2)X
+
i+1,ǫ(w) − (r
1
2 + s
1
2 )X+iǫ1(z1)X
+
i+1,ǫ(w)X
+
iǫ2
(z2)
+(rs)
1
2X+i+1,ǫ(w)X
+
iǫ1
(z1)X
+
iǫ2
(z2) + (z1 ↔ z2, ǫ1 ↔ ǫ2) = 0.(4.18)
The claim of this case is verified by checking four cases for ǫ, ǫi, which are all
similar and relied upon the following important identity [JKM1]:
(z1 − tw)(z2 − tw) + (t+ t
−1)(z1 − tw)(w − tz2) + (w − tz1)(w − tz2)(4.19)
= (t−1 − t)w(z1 − t
2z2),
for any t ∈ C.
Take ǫ = 1, ǫ1 = −ǫ2 = 1 for example, the parentheses in (4.17) is simplified to
the following expression times
∏
i(zi − (r
−1s)
1
4w)−1 · (w − (r−1s)
1
4 z2)
−1.(
(z1 − (r
−1s)
1
4w)(z2 − (r
−1s)
1
4w) + (rs)−
1
4 [2]i(z1 − (r
−1s)
1
4w)(w − (r−1s)
1
4 z2)
+(w − (r−1s)
1
4 z1)(w − (r
−1s)
1
4 z2)
)
= ((rs−1)
1
4 − (r−1s)
1
4 )w(z1 − (r
−1s)
1
2 z2).
Under the symmetry (z1, ǫ1)↔ (z2, ǫ2) it follows that the claim holds due to
w(z1 − (r
−1s)
1
2 z2) + w((r
−1s)
1
2 z2 − z1) = 0.
(b) We now turn to the other four cases with ǫ1 = ǫ2. For the case ǫ = ǫ1 =
ǫ2 = −1, using the identity (4.19) again to simplify the parentheses in (4.17), the
contraction function in the Serre relation becomes
s(z1 − (r
−1s)
1
2 z2)(z1 − z2)
(
(z1 − (rs
−1)
1
4w)(z2 − (rs
−1)
1
4w)
(z1 − (r−1s)
1
4w)(z2 − (r−1s)
1
4w)
−[2] 1
2
(rs)−
1
4
z1 − (rs
−1)
1
4w
z1 − (r−1s)
1
4w
+ (rs−1)
1
4
)
=
s((r−1s)
1
4 − (rs−1)
1
4 )w(z1 − z2)(z1 − (r
−1s)
1
2 z2)(z1 − (rs
−1)
1
2 z2)
(z1 − (r−1s)
1
4w)(z2 − (r−1s)
1
4w)
,
which is anti-symmetric under (z1 ↔ z2), hence the sub-Serre relation is proved in
this case. That is,
X+iǫ1(z1)X
+
iǫ1
(z2)X
+
i+1,ǫ(w) − (r
1
2 + s
1
2 )X+iǫ1(z1)X
+
i+1,ǫ(w)X
+
iǫ1
(z2)
+(rs)
1
2X+i+1,ǫ(w)X
+
iǫ1
(z1)X
+
iǫ1
(z2) + (z1 ↔ z2) = 0.
Combining this sub-Serre relation with (4.18), we prove the Serre relation for
ai,i+1 = ai+1.i = −1.
We remark that the case an−1,n = −1 is easily proved by using the identity
(4.19) with t = (r−1s)
1
2 .
Finally, let us show the fourth order Serre relation with an,n−1 = −2.
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Symz1,z2,z3
(
X+n−1(z1)X
+
n−1(z2)X
+
n−1(z3)X
+
n (w)
−(r+(rs)
1
2 + s)X+n−1(z1)X
+
n−1(z2)X
+
n (w)X
+
n−1(z3)(4.20)
+(rs)
1
2 (r+(rs)
1
2 + s)X+n−1(z1)X
+
n (w)X
+
n−1(z2)X
+
n−1(z3)
−(rs)
3
2X+n (w)X
+
n−1(z1)X
+
n−1(z2)X
+
n−1(z3)
)
= 0.
Firstly, using the relations (4.13)-(4.16), it is not difficult to get
X+n−1, ǫ1(z1)X
+
n−1, ǫ2
(z2)X
+
n−1, ǫ3
(z3)X
+
n (w)
=: X+n−1, ǫ1(z1)X
+
n−1, ǫ2
(z2)X
+
n−1, ǫ3
(z3)X
+
n (w) :∏
16i<j63(zi − (r
−1s)
1
2 zj)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫiǫj∏3
i=1(zi − (r
−1s)
1
2w)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫi
.
Similarly, it follows from the relations (4.13)-(4.16),
X+n−1, ǫ1(z1)X
+
n−1, ǫ2
(z2)X
+
n (w)X
+
n−1, ǫ3
(z3)
=: X+n−1, ǫ1(z1)X
+
n−1, ǫ2
(z2)X
+
n (w)X
+
n−1, ǫ3
(z3) :
(z3 − (r
−1s)
1
2w)
∏
16i<j63(zi − (r
−1s)
1
2 zj)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫiǫj
(w − (r−1s)
1
2 z3)
∏3
i=1(zi − (r
−1s)
1
2w)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫi
,
X+n−1, ǫ1(z1)X
+
n (w)X
+
n−1, ǫ2
(z2)X
+
n−1, ǫ3
(z3)
=: X+n−1, ǫ1(z1)X
+
n (w)X
+
n−1, ǫ2
(z2)X
+
n−1, ǫ3
(z3) :
(w − (r−1s)
1
2 z1)
∏
16i<j63(zi − (r
−1s)
1
2 zj)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫiǫj
(z1 − (r−1s)
1
2w)
∏3
i=1(w − (r
−1s)
1
2 zi)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫi
,
X+n (w)X
+
n−1, ǫ1
(z1)X
+
n−1, ǫ2
(z2)X
+
n−1, ǫ3
(z3)
=: X+n (w)X
+
n−1, ǫ1
(z1)X
+
n−1, ǫ2
(z2)X
+
n−1, ǫ3
(z3) :∏
16i<j63(zi − (r
−1s)
1
2 zj)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫiǫj∏3
i=1(w − (r
−1s)
1
2 zi)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫi
.
As a consequence, pulling out the common normal product, (4.19) becomes
Symz1,z2,z3
∏
16i<j63(zi − (r
−1s)
1
2 zj)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫiǫj∏3
i=1(zi − (r
−1s)
1
2w)(w − (r−1s)
1
2 zi)(r
1−ǫi
4 s
1+ǫi
4 zi − r
1−ǫj
4 s
1+ǫj
4 zj)
ǫi(
(w − (r−1s)
1
2 z1)(w − (r
−1s)
1
2 z2)(w − (r
−1s)
1
2 z3)
−(r+(rs)
1
2 + s) (z1 − (r
−1s)
1
2w)(w − (r−1s)
1
2 z2)(w − (r
−1s)
1
2 z3)
+(rs)
1
2 (r+(rs)
1
2 + s) (z1 − (r
−1s)
1
2w)(z2 − (r
−1s)
1
2w)(w − (r−1s)
1
2 z3)
−(rs)
3
2 (z1 − (r
−1s)
1
2w)(z2 − (r
−1s)
1
2w)(z3 − (r
−1s)
1
2w)
)
= 0,
which is almost the same as that of the one-parameter case with q = (rs−1)
1
2
([JKM2]). Thus we complete the proof of Theorem 4.1.
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