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1. Introduction
Respiratory syncytial virus RSV , has long been recognized as the single most important virus causing acute severe
respiratory-tract infections and producing complications such as rhinitis and bronchitis in children that require hospital-
ization. RSV has also been involved in severe lung diseases in adults, especially in the elderly. Infections with RSV frequently
occur in the early years of life and repeated infections are common in all age groups. Outbreaks of RSV occur each year
and, because the virus is highly contagious, essentially all children become infected within the ﬁrst 2 years of life [1–5].
This type of respiratory virus is, among other things, one of the most important causes of morbidity, incomplete immunity
and repeated infections [6]. A comprehensive reference of the RSV epidemiology from a clinical pathogenesis point of view
is [3]. The transmission dynamics of RSV are strongly seasonal with a pronounced annual or biannual component in many
countries. Epidemics occur each winter in many temperate climates and are often coincident with seasonal rainfall and
religious festivals in tropical countries [7,8].
A classical technique for modeling the behavior of infectious diseases in the population is by means of systems of
ordinary differential equations, where the variables represent different subpopulations. Several studies have been done to
examine the uniqueness and existence of periodic solutions. Recently there has been a lot of interest in using models
which include the use of time delay and pulse vaccination strategies [9–11] where suﬃcient conditions of global asymptotic
stability, bifurcations, and permanence in the solutions are presented. Also the SIRS epidemic model with time delay and
infection-age dependence has been analyzed in [12,13].
A SIS epidemic model [14] and a SIRS generalized epidemic model [15] have been presented with the assumption that the
contact rate is a general continuous, bounded, positive and periodic function with period T and the authors have shown the
existence of positive periodic solution with the help of the continuation theorem based on coincidence degree [19]. A nested
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model was presented in [7] to study the dynamic transmission of RSV . This model is structured with a set of four ordinary
differential equations that include homotopy parameters which provide paths for different types of RSV transmission models
and the transmission rate is a continuous positive periodic function. The models presented in [8,15,16] are particular cases
of this nested model with suitable parameters.
A very important problem in the study of infectious disease models with population-growth in a periodic environment,
is the global existence of positive periodic solutions, which plays a similar role as a globally stable equilibrium does in the
autonomous model [14,17,18]. Therefore, it is reasonable to seek conditions under which the system would have a positive
periodic solution.
Motivated by the work in [7], in this paper, we aim to study systematically the existence and the analytical behavior
of the periodic solutions of a nested epidemic model generalized by a transmission rate continuous positive T -periodic
function. To our knowledge, no such work has been done on the global existence of positive periodic solutions of system of
the form
S˙(t) = μP − Λ(t)S(t)
P
+ ατ
ρ
(
I S (t) + I R(t) + R(t)
)− μS(t),
I˙ S(t) = Λ(t)S(t)
P
− (τ + μ)I S(t),
˙I R(t) = σΛ(t)R(t)
P
−
(
τ
ρ
+ μ
)
I R(t),
R˙(t) =
(
1− α
ρ
)
τ I S (t) + (1− α)τ
ρ
I R(t) − R(t)
(
σΛ(t)
P
+ ατ
ρ
+ μ
)
. (1)
The full model (within which all others are nested) is illustrated by the ﬂow diagram in Fig. 1 and the following assumptions
are made:
(1) S(t) denotes the number of susceptibles at time t (individuals that have not the virus) and can be infected at a rate
Λ > 0. I S (t) is the number of infected at time t (individuals that have the virus and can infect) and their infection
is lost at a rate τ > 0. R(t) is the number of recovered at time t (they have a temporary immunity). I R(t) are the
individuals that were in the R(t) class prior to infection, with potentially reduced infectiousness by a factor η and
potentially reduced infectious period by a factor ρ , i.e. infectivity being lost at a rate τ/ρ . The homotopy parameters
σ ,η and ρ determine the differences between primary subsequent infections in terms of susceptibility, infectiousness
and duration of infection respectively, see [7].
(2) The per capita birth rate is a constant μ > 0. As births balance deaths, we must have that the per capita death rate
is also μ and S˙(t) + I˙ S (t) + ˙I R(t) + R˙(t) = 0. From (1) we have that S(t) + I S(t) + I R(t) + R(t) = P is invariant. Thus
S(t) P , I S(t) P , I R(t) P , R(t) P , for all t  0.
(3) The rate of infection Λ, is the product of transmission coeﬃcient and the total effective infectiousness and is deﬁned
by Λ = β(t)(I S (t) + ηI R(t)), where β(t) is a continuous T -periodic function such that 0 < βl := mint∈R β(t)  β(t) 
βu := maxt∈R β(t) and is deﬁned by
β(t) = b
(
1+ a cos
(
2π
T
(t − φ)
))
,
where a is the relative amplitude and varying between 0 and 1, b is the mean transmission coeﬃcient and φ is the
peak transmission and is given in a fraction of a year. The assumption of periodicity for the parameter β(t) is a way of
to incorporate the seasonality of the spread of RSV in the environment and have been used in several epidemiological
models [8,16].
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Throughout this paper, we shall use the following notations:
• Denote mean value
f = 1
T
T∫
0
f (t)dt
for a continuous function f (t) deﬁned on [0, T ].
• Moreover, we set
C1 = ατ
ρ
, C2 = τ
ρ
,
x1(t) = S(t)/P , x2(t) = I S (t)/P , x3(t) = I R(t)/P , x4(t) = R(t)/P . (2)
Therefore, the model (1) is normalized and with (2) leads to the following equivalent non-homogeneous system:
x˙1(t) = μ + C1 − β(t)x1(t)x2(t) − ηβ(t)x1(t)x3(t) − (C1 + μ)x1(t),
x˙2(t) = β(t)x1(t)x2(t) + ηβ(t)x1(t)x3(t) − (τ + μ)x2(t),
x˙3(t) = σβ(t)x2(t)x4(t) + σηβ(t)x3(t)x4(t) − (C2 + μ)x3(t),
x˙4(t) = (τ − C1)x2(t) + (C2 − C1)x3(t) − σβ(t)x2(t)x4(t) − σηβ(t)x3(t)x4(t) − (C1 + μ)x4(t), (3)
where
x1(t) + x2(t) + x3(t) + x4(t) = 1.
• Let us denote R− is the real negative and with
R
4+ =
{
(x1, x2, x3, x4)/x1 > 0, x2 > 0, x3 > 0, x4 > 0
}
and (
R
−)4 = {(y1, y2, y3, y4)/y1 < 0, y2 < 0, y3 < 0, y4 < 0}.
Thus, the dynamical behavior of the solutions of this model will be analyzed on the set D ⊂R4+ where
D = {(x1, x2, x3, x4) ∈ R4+/x1 + x2 + x3 + x4 = 1}
and the set D is invariant for system (3).
We suppose that the following conditions for the system (3) are satisﬁed:
(H1) the parameters σ ,ρ,η,α ∈ (0,1],
(H2) α < ρ , and
(H3) β > τ + μ > 0.
We use the Continuation Theorem of Gaines and Mawhin [19] to obtain the existence of positive periodic solutions of
system (3) in terms of the parameters linked with the model under an interval of common period. Therefore, it is necessary
to recall the following notations: Let X and Y be normed vector spaces, let L :Dom L ⊂ X → Y be a linear mapping, and
N : X → Y be a continuous mapping. The mapping L is called a Fredholm mapping of index zero if the following three
conditions hold:
(1) Ker L has a ﬁnite dimension,
(2) Im L is closed in Y and has a ﬁnite codimension,
(3) dimKer L = codim Im L < ∞.
If L is a Fredholm mapping of index zero, there exist continuous projectors P : X → X and Q : Y → Y such that Im P = Ker L,
Ker Q = Im L = Im(I − Q ) and X = Ker L⊕Ker P , Y = Im L⊕ Im Q . It follows that L|Dom L∩Ker P : (I − P )X → Im L is invertible.
We denote the inverse of that map by KP . If Ω is an open bounded subset of X , the mapping N is called L-compact on Ω
if Q N(Ω) is bounded and KP (I − Q )N :Ω → X is compact. Since Im Q is isomorphic to Ker L there exists an isomorphism
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regular value of f . Here, S f = {x ∈ Ω: J f (x) = 0}, the critical set of f , and J f (x) is the Jacobian of f at x. Then, the degree
deg{ f ,Ω, y} is deﬁned by
deg{ f ,Ω, y} =
∑
x∈ f −1(y)
sgn J f (x),
with the agreement that the above sum is zero if f −1(y) = ∅.
The paper is organized as follows. In Section 2, using Mawhin’s Continuation Theorem, it is proved that the system (3)
has at least one positive periodic solution. In Section 3, results are illustrated with two examples related to the transmission
of respiratory syncytial virus. Finally conclusion is presented in Section 4.
2. Existence of positive periodic solutions
In this section, based on the Mawhin’s Continuation Theorem [19, p. 40], we study the existence of at least one positive
periodic solution of (3). For the sake of clarity in the presentation we state the following result.
Theorem 2.1 (Continuation Theorem). Let Ω ⊂ X be an open bounded set. Let L be a Fredholm mapping of index zero and N be
L-compact on X. Assume that:
(1) for each λ ∈ (0,1), x ∈ ∂Ω ∩ Dom L, Lx = λNx,
(2) for each x ∈ ∂Ω ∩ Ker L, Q Nx = 0,
(3) deg{ J Q N,Ω ∩ Ker L,0} = 0.
Then the equation Lx = Nx has at least one solution in Dom L ∩ Ω.
Theorem 2.2. Assume that the above conditions (H1), (H2) and (H3) are satisﬁed, then the system (3) has at least one positive T -
periodic solution.
Proof. In order to prove the existence of positive periodic solutions of system (3), ﬁrst we consider the following change of
variables:
x1(t) = eu1(t), x2(t) = eu2(t), x3(t) = eu3(t), x4(t) = eu4(t). (4)
(Since x1(t) 1, x2(t) 1, x3(t) 1, x4(t) 1, for all t  0, then u1(t) 0, u2(t) 0, u3(t) 0, u3(t) 0 for all t  0.) Thus
system (3) can be written in the from
u˙1(t) = (μ + C1)e−u1(t) − β(t)eu2(t) − β(t)ηeu3(t) − (C1 + μ),
u˙2(t) = β(t)eu1(t) + β(t)ηeu1(t)eu3(t)−u2(t) − (τ + μ),
u˙3(t) = σβ(t)eu2(t)eu4(t)−u3(t) + σηβ(t)eu4(t) − (C2 + μ),
u˙4(t) = (τ − C1)eu2(t)−u4(t) + (C2 − C1)eu3(t)−u4(t) − σβ(t)eu2(t) − σηβ(t)eu3(t) − (C1 + μ). (5)
It is easy to see from (4) that if (5) has one T -periodic solution (u∗1(t), u∗2(t), u∗3(t), u∗3(t))T , then (x∗1(t), x∗2(t), x∗3(t), x∗4(t))T
is a positive T -periodic solution of the system (3), and consequently the system (1) has at least one positive T -periodic
solution. Therefore, to complete the proof, it suﬃces to show that the system (5) has at least one T -periodic solution. Let
us introduce the space
X = Y = {u(t) = (u1(t),u2(t),u3(t),u4(t))T ∈ C(R, (R−)4)/u(T + t) = u(t)}
and the following norm:
‖u‖ = ∥∥(u1(t),u2(t),u3(t),u4(t))T ∥∥= 4∑
i=1
max
t∈[0,T ]
∣∣ui(t)∣∣,
for any u ∈ X , where | · | is the Euclidean norm. Then X and Y are both Banach spaces with the norm ‖ · ‖. Let u ∈ X , and
deﬁne
δ1
(
u(t), t
)= (μ + C1)e−u1(t) − β(t)eu2(t) − β(t)ηeu3(t) − (C1 + μ),
δ2
(
u(t), t
)= β(t)eu1(t) + β(t)ηeu1(t)eu3(t)−u2(t) − (τ + μ),
δ3
(
u(t), t
)= σβ(t)eu2(t)eu4(t)−u3(t) + σηβ(t)eu4(t) − (C2 + μ),
δ4
(
u(t), t
)= (τ − C1)eu2(t)−u4(t) + (C2 − C1)eu3(t)−u4(t) − σβ(t)eu2(t) − σηβ(t)eu3(t) − (C1 + μ).
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L :Dom L ∩ X → X such that L(u(t))= u˙(t) = du(t)
dt
,
where
Dom L = {u(t) ∈ C1(R, (R−)4)/u(T + t) = u(t)}⊆ X,
and
N : X → X such that Nu(t) = (δ1(u(t), t), δ2(u(t), t), δ3(u(t), t), δ4(u(t), t))T , u ∈ X .
Let P : X → X and Q : Y → Y are continuous projectors such that
Pu(t) = Q u(t) = 1
T
T∫
0
u(t)dt.
Then
Ker L = (R−)4, Im L = Ker Q = Im(I − Q ) =
{
u ∈ X
/ 1
T
T∫
0
u(t)dt = 0
}
is closed in X and Indice L = dimKer L−Codim Im L = 0, thus L is a Fredholm mapping of index zero. Therefore, the mapping
Lp = L|Dom L∩Ker P : (I − P )X → Im L
is invertible. Furthermore, the inverse (to Lp), Kp : Im L → Dom L ∩ Ker P , exists and has the form
Kp(u) =
t∫
0
u(s)ds − 1
T
T∫
0
t∫
0
u(s)dsdt, t ∈ [0, T ].
Thus, Q N : X → X is Q Nu(t) = (q1,q2,q3,q4)T where
qi = 1
T
T∫
0
δi
(
u(τ ), τ
)
dτ , for i = 1, . . . ,4.
Now KP (I − Q )N : X → X is given by
KP (I − Q )Nu(t) =
(
ϕ1
(
u(t), t
)
,ϕ2
(
u(t), t
)
,ϕ3
(
u(t), t
)
,ϕ4
(
u(t), t
))T
,
where
ϕi
(
u(t), t
)=
t∫
0
δi
(
u(s), s
)
ds − 1
T
T∫
0
t∫
0
δi
(
u(s), s
)
dsdt −
(
t
T
− 1
2
) T∫
0
δi
(
u(s), s
)
ds,
for i = 1, . . . ,4. It is clear that Q N and KP (I − Q )N are continuous. Using the Arzela–Ascoli theorem [20] it is not diﬃcult
to show that KP (I − Q )N(Ω) is compact for any open bounded set Ω ⊂ X . Moreover, Q N(Ω) is bounded. Thus, N is
L-compact under Ω with any open bounded set Ω ⊂ X . The isomorphism J from Im Q under Ker L can be the identity
mapping, since that Im Q = Ker L.
To apply Theorem 2.1, we need to search an appropriate open bounded subset Ω . In order to do it, we use the operator
equation Lu = λNu with λ ∈ (0,1), we derive
u˙1(t) = λ
(
(μ + C1)e−u1(t) − β(t)eu2(t) − β(t)ηeu3(t) − (C1 + μ)
)
,
u˙2(t) = λ
(
β(t)eu1(t) + β(t)ηeu1(t)eu3(t)−u2(t) − (τ + μ)),
u˙3(t) = λ
(
σβ(t)eu2(t)eu4(t)−u3(t) + σηβ(t)eu4(t) − (C2 + μ)
)
,
u˙4(t) = λ
(
(τ − C1)eu2(t)−u4(t) + (C2 − C1)eu3(t)−u4(t) − σβ(t)eu2(t) − σηβ(t)eu3(t) − (C1 + μ)
)
. (6)
Suppose that u(t) = (u1(t),u2(t),u3(t),u4(t))T ∈ X is any solution of system (6) for a certain λ ∈ (0,1). Integrating (6) on
both sides from 0 to T with respect to t , we obtain that
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0
β(t)eu2(t) dt + η
T∫
0
β(t)eu3(t) dt + (C1 + μ)T = (μ + C1)
T∫
0
e−u1(t) dt,
T∫
0
β(t)eu1(t) dt + η
T∫
0
β(t)eu1(t)eu3(t)−u2(t) dt = (τ + μ)T ,
T∫
0
σβ(t)eu2(t)eu4(t)−u3(t) dt + ση
T∫
0
β(t)eu4(t) dt = (C2 + μ)T ,
T∫
0
σβ(t)eu2(t) dt + ση
T∫
0
β(t)eu3(t) dt + (C1 + μ)T = (τ − C1)
T∫
0
eu2(t)−u4(t) dt + (C2 − C1)
T∫
0
eu3(t)−u4(t) dt. (7)
Since eui(t)  1 for all t  0 (with i = 1,2,3,4), from (6) and (7), we obtain
T∫
0
∣∣u˙1(t)∣∣dt  λ
[
(μ + C1)
T∫
0
e−u1(t) dt +
T∫
0
β(t)eu2(t) dt + η
T∫
0
β(t)eu3(t) dt + (C1 + μ)T
]
< 2
[ T∫
0
β(t)eu2(t) dt + η
T∫
0
β(t)eu3(t) dt + (C1 + μ)T
]
< 2T
[
β + ηβ + (C1 + μ)
] := K1, (8)
T∫
0
∣∣u˙2(t)∣∣dt  λ
[ T∫
0
β(t)eu1(t) dt + η
T∫
0
β(t)eu1(t)eu3(t)−u2(t) dt + (τ + μ)T
]
< 2T
[
(τ + μ)] := K2, (9)
T∫
0
∣∣u˙3(t)∣∣dt  λ
[
σ
T∫
0
β(t)eu2(t)eu4(t)−u3(t) dt + ση
T∫
0
β(t)eu4(t) dt + (C2 + μ)T
]
< 2T
[
(C2 + μ)
] := K3, (10)
T∫
0
∣∣u˙4(t)∣∣dt  λ
[
(τ − C1)
T∫
0
eu2(t)−u4(t) dt + (C2 − C1)
T∫
0
eu3(t)−u4(t) dt
+ σ
T∫
0
β(t)eu2(t) dt + ση
T∫
0
β(t)eu3(t) dt + (C1 + μ)T
]
< 2T
[
σβ + σηβ + (C1 + μ)
] := K4. (11)
Next, multiplying the ﬁrst equation of systems (5) by eu1(t) , the second equation by eu2(t) , the third equation by eu3(t) , the
fourth equation by eu4(t) and integrating over the interval [0, T ], it follows that
T∫
0
β(t)eu1(t)eu2(t) dt +
T∫
0
ηβ(t)eu1(t)eu3(t) dt + (C1 + μ)
T∫
0
eu1(t) dt = (μ + C1)T ,
T∫
0
β(t)eu1(t)eu2(t) dt +
T∫
0
ηβ(t)eu1(t)eu3(t) dt = (τ + μ)
T∫
0
eu2(t) dt,
T∫
0
σβ(t)eu2(t)eu4(t) dt + ση
T∫
0
β(t)eu3(t)eu4(t) dt = (C2 + μ)
T∫
0
eu3(t) dt,
T∫
0
(τ − C1)eu2(t) dt + (C2 − C1)
T∫
0
eu3(t) dt = σ
T∫
0
β(t)eu2(t)eu4(t) dt + ση
T∫
0
β(t)eu3(t)eu4(t) dt + (C1 + μ)
T∫
0
eu4(t) dt.
(12)
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ui(ξi) = min
t∈[0,T ]ui(t), ui(ηi) = maxt∈[0,T ]ui(t), i = 1,2,3,4.
Thus, from second equation of (12) gives
(τ + μ)
T∫
0
eu2(t) dt 
T∫
0
β(t)eu1(t)(t)dt +
T∫
0
β(t)eu1(t) dt
and there exists θ∗2 ∈ [0, T ] such that
T (τ + μ)eu2(θ∗2 )  2Tβeu1(η1) < 2T (β + (τ + μ))eu1(η1).
Therefore
eu1(η1) >
(τ + μ)eu2(θ∗2 )
2(β + (τ + μ)) if and only if u1(η1) > ln
(
(τ + μ)eu2(θ∗2 )
2(β + (τ + μ))
)
= M1. (13)
Now, subtracting the ﬁrst equation from the second equation of systems (12), one gets
T (C1 + μ) = (τ + μ)
T∫
0
eu2(t) dt + (C1 + μ)
T∫
0
eu1(t) dt. (14)
From (14) there exists θ∗1 ∈ [0, T ] such that
T (C1 + μ) = (τ + μ)
T∫
0
eu2(t) dt + (C1 + μ)eu1(θ∗1 )T ,
and with 1 > M = 1− eu1(θ∗1 ) > 0, we have
T (C1 + μ)M  T (τ + μ)eu2(η2) < T
(
τ + (C1 + μ)
)
eu2(η2).
Therefore
eu2(η2) >
(C1 + μ)M
(τ + (C1 + μ)) if and only if u2(η2) > ln
(
(C1 + μ)M
(τ + (C1 + μ))
)
= M2. (15)
Now, from third equation of (12) there are θ∗3 , θ◦3 ∈ [0, T ] such that
σ Tβe(u2+u4)(θ∗3 )  (C2 + μ)
T∫
0
eu3(t) dt < T
(
σβe(u2+u4)(θ∗3 ) + C2 + μ
)
eu3(η3),
thus
eu3(η3) >
σβe(u2+u4)(θ∗3 )
σβe(u2+u4)(θ∗3 ) + C2 + μ
if and only if u3(η3) > ln
(
σβe(u2+u4)(θ∗3 )
σβe(u2+u4)(θ∗3 ) + C2 + μ
)
= M3 (16)
and respectively
T (C2 + μ)eu3(θ◦3 )  2Tβeu4(η4) < 2T
(
β + (C2 + μ)
)
eu4(η4).
Therefore we obtain
eu4(η4) >
(C2 + μ)eu3(θ◦3 )
2(β + (C2 + μ))
if and only if u4(η4) > ln
(
(C2 + μ)eu3(θ◦3 )
2(β + (C2 + μ))
)
= M4. (17)
Now, summing the third and the last equation of (12) it follows that
(τ − C1)
T∫
eu2(t) dt = (C1 + μ)
T∫
eu4(t) dt + (μ + C1)
T∫
eu3(t) dt. (18)0 0 0
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T∫
0
eu1(t) dt +
T∫
0
eu2(t) dt +
T∫
0
eu3(t) dt +
T∫
0
eu4(t) dt = T . (19)
We derive from (19) that there exists θi ∈ [0, T ] such that
eui(ξi) < 1− eu j(θi) if and only if ui(ξi) < ln
(
1− eu j(θi))=:mi (20)
where 0 < 1− eu j(θi) < 1, for i = j and i, j = 1,2,3,4. For t ∈ [0, T ], from (8)–(11) and (20) one gets
ui(t) ui(ξi) +
T∫
ξi
∣∣u˙i(t)∣∣dt  ui(ξi) +
T∫
0
∣∣u˙i(t)∣∣dt <mi + Ki, (21)
for i = 1,2,3,4. Using the same argument, with (13)–(17) we obtain
ui(t) ui(ηi) −
T∫
0
∣∣u˙i(t)∣∣dt > Mi − Ki, (22)
for i = 1,2,3,4. Thus, from (21) and (22) leads to
max
t∈[0,T ]
∣∣ui(t)∣∣<max{|mi + Ki |, |Mi − Ki |}= Ri, for i = 1,2,3,4. (23)
Clearly, the Ri (i = 1,2,3,4) are independent of λ. On the other hand, for μ0 ∈ [0,1], we consider the following algebraic
equations:
(μ + C1)e−u1 − βeu2 − μ0
(
βηeu3 + (C1 + μ)
)= 0,
βeu1 − (τ + μ) + μ0βηeu1eu3−u2 = 0,
σβeu2eu4−u3 − (C2 + μ) + μ0σηβeu4 = 0,
(τ − C1)eu2−u4 − (C1 + μ) + μ0
(
(C2 − C1)eu3−u4 − σβeu2 − σηβeu3
)= 0, (24)
where (u1,u2,u3,u4)T ∈R−4. From the second equation of (24), we have
eu1  τ + μ
β
= B1. (25)
Now, from ﬁrst and second equation of (24), one gets that
μ + C1 = μ0(μ + C1)eu1 + (μ + τ )eu2 , (26)
from which we derive
eu2  μ + C1
μ + τ = B2, (27)
and together with (25) so we have
eu2  B2
(β − (μ + τ ))
β
= b2. (28)
Next, from third equation of (24), we obtain
μ0σβe
u2eu4 + μ0σβeu3eu4 μ0(C2 + μ)eu3 ,
and with the fourth equation of (24) one gets that
(τ − C1)eu2 μ0(μ + C1)eu3 + (μ + C1)eu4 . (29)
Thus, using (27) in (29), it follows that
eu4  τ − C1 = B4. (30)
τ + μ
A.J. Arenas et al. / J. Math. Anal. Appl. 344 (2008) 969–980 977Now, multiplying the second equation of (24) by σ eu2eu4 and the third equation of (24) by eu1eu3 , one gets
eu1eu3  τ + μ
C2 + μ. (31)
From (25) it is easy to see that
eu3  β
β + C2 + μ
= B3, (32)
satisfy (31). Thus, multiplying the ﬁrst equation of (24) by eu1 , the last equation of (24) by eu4 , using (27) and (32) we can
see that
(μ + C1) βeu1 + βeu1 + (C1 + μ)eu1
and
(τ − C1) (C1 + μ)eu4 + βeu4 + βeu4 .
Therefore, we obtain that
eu1 >
μ + C1
3β
= b1 (33)
and
eu4 >
τ − C1
3β + τ − C1
b2 = b4. (34)
Finally, from third equation of (24), we get that
(C2 + μ + σβ)eu3 > σβeu2eu4 ,
and with (28) and (34) one gets that
eu3 >
σβ
C2 + μ + σβ
b2b4 = b3. (35)
If we select R = maxi∈{1,...,4}{|ln(Bi)|, |ln(bi)|}, then
|u1| + |u2| + |u3| + |u4| < 4R = R0. (36)
We choose RT =∑4i=0 Ri , and we take
Ω = {u(t) = (u1(t),u2(t),u3(t),u4(t))T ∈ X: ‖u‖ < RT }, (37)
since, for each λ ∈ (0,1), u ∈ ∂Ω ∩ Dom L, Lu = λNu, then Ω veriﬁes requirement 1 of Theorem 2.1. When u =
(u1,u2,u3,u4)T ∈ ∂Ω ∩ Ker L = ∂Ω ∩ (R−)4, u is a constant vector in (R−)4 with ‖u‖ = RT . If Q Nu = 0, then
(u1,u2,u3,u4)T is a constant solution of the system
(μ + C1)e−u1 − βeu2 − μ0
(
βηeu3 + (C1 + μ)
)= 0,
βeu1 − (τ + μ) + μ0βηeu1eu3−u2 = 0,
σβeu2eu4−u3 − (C2 + μ) + μ0σηβeu4 = 0,
(τ − C1)eu2−u4 − (C1 + μ) + μ0
(
(C2 − C1)eu3−u4 − σβeu2 − σηβeu3
)= 0,
with μ0 = 1. From (36) we have that ‖(u1,u2,u3,u4)T ‖ < R0 which is in contradiction to ‖(u1,u2,u3,u4)T ‖ = RT . It
follows that for each u ∈ ∂Ω ∩ Ker L, Q Nu = 0. This shows that condition (2) of Theorem 2.1 is satisﬁed. In order to verify
the condition (3) of Theorem 2.1, we deﬁne φ : (Dom L ∩ Ker L) × [0,1] → X by
φ(u1,u2,u3,u4,μ0) =
⎡
⎢⎢⎢⎣
(μ + C1)e−u1 − βeu2
βeu1 − (τ + μ)
σβeu2eu4−u3 − (C2 + μ)
u2−u4
⎤
⎥⎥⎥⎦+ μ0
⎡
⎢⎢⎢⎣
−βηeu3 − (C1 + μ)
βηeu1eu3−u2
σηβeu4
u3−u4 u3 u2
⎤
⎥⎥⎥⎦ ,(τ − C1)e − (C1 + μ) (C2 − C1)e − σηβe − σβe
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Parameter values α, ρ , σ and η are ﬁxed and others μ, τ , b, a, φ and T are taken from [7]
City μ τ b a φ α ρ σ η T
Madrid 0.0120 9 11.716 0.29 0.92 0.1 0.3 0.1 0.1 1
Rio de Janeiro 0.0145 9 15.324 0.22 0.36 0.2 0.3 0.2 0.2 1
where μ0 ∈ [0,1] is a parameter. When u = (u1,u2,u3,u4)T ∈ ∂Ω ∩ Ker L = ∂Ω ∩ (R−)4, u is a constant vector in (R−)4
with ‖u‖ = RT and φ(u1,u2,u3,u4,μ0) = 0. So, due to homotopy invariance of topology degree [19] we have
deg
(
J Q N
(
(u1,u2,u3,u4)
T ), ∂Ω ∩ Ker L, (0,0,0,0)T )
= deg(φ(u1,u2,u3,u4,1),Ω ∩ Ker L, (0,0,0,0)T )
= deg(φ(u1,u2,u3,u4,0),Ω ∩ Ker L, (0,0,0,0)T )
= deg{((μ + C1)e−u1 − βeu2 , βeu1 − (τ + μ),σβeu2eu4−u3 − (C2 + μ), (τ − C1)eu2−u4 − (C1 + μ))T ,
Ω ∩ Ker L, (0,0,0,0)T }.
If the conditions of Theorem 2.2 are satisﬁed, it follows that the system of algebraic equations
(μ + C1)x−1 − β y = 0,
βx− (τ + μ) = 0,
σβ yzw−1 − (C2 + μ) = 0,
(τ − C1)yz−1 − (C1 + μ) = 0
has a unique solution (x, y,w, z)T =(eu
∗
1 , eu
∗
2 , eu
∗
3 , eu
∗
4)T which satisﬁes
eu
∗
1 = (τ + μ)
β
> 0, eu
∗
2 = (μ + C1)
τ + μ > 0, e
u∗3 = (τ − C1)(μ + C1)σβ
(C2 + μ)(τ + μ)2 > 0, e
u∗4 = (τ − C1)
(τ + μ) > 0.
Hence,
deg
(
J Q N
(
(u1,u2,u3,u4)
T ), ∂Ω ∩ Ker L, (0,0,0,0)T )
= sgn
∣∣∣∣∣∣∣∣∣
−(μ + C1)e−u∗1 −βeu∗2 0 0
βeu
∗
1 0 0 0
0 σβeu
∗
2e−u∗3eu∗4 −σβeu∗2e−u∗3eu∗4 σβeu∗2e−u∗3eu∗4
0 (τ − C1)eu∗2e−u∗4 0 −(τ − C1)eu∗2e−u∗4
∣∣∣∣∣∣∣∣∣
= sgn{σβ3(τ − C1)eu∗1+2u∗2−u∗3}= 1.
This completes the proof of condition (3) of Theorem 2.1. Therefore, the system (5) has at least one T -periodic
(u∗1(t),u∗2(t),u∗3(t),u∗4(t))T ∈ Dom L ∩ Ω . Thus the result has been established. 
3. Numerical simulations
Finally, we give two examples to illustrate the feasibility of the main results. To illustrate the periodic behavior of
the solution of the model (3), we perform numerical simulations using the biologically feasible parameter values given in
Table 1. In Fig. 2 can be observed the periodic behavior of the model with parameters values for the city Madrid in regard
to the infected population and in Fig. 3 for the city of Rio de Janeiro.
4. Conclusion
In this paper, we applied the method of coincidence degree in order to obtain veriﬁable suﬃcient criteria for the
existence of a positive periodic solution of a nested mathematical model of the dynamic transmission of respiratory
syncytial virus presented in [7]. This result guarantees that this type of population model with seasonal forcing Λ =
β(t)(I S (t) + ηI R(t)), where β(t) is a continuous T -periodic function, has a positive periodic solution. As an example, two
numerical simulation were done using reported data of infected population in the cities of Madrid and Rio de Janeiro, in
order to illustrate the periodic behavior of system (1).
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