Introduction {#sec1}
============

Aging, the time-dependent deterioration of function and physiology, is a major cause of human death and disability. Overcoming aging is a timeworn but elusive goal, dating back to the earliest of human writings. Our incomplete understanding of the aging process and its underlying complexities has restricted even modern efforts to broad-spectrum interventions with limited potential to slow the aging process. However, an ongoing renaissance in the field of aging research raises the possibility of intelligently designed targeted therapies that will slow or reverse the effects of aging.

Although aging is commonly viewed at the organismal level ([@bib101]), the outward appearance of aging results from the complex interplay of changes in multiple organ systems and their components. Indeed, the rate and characteristics of aging vary between tissue and organ systems, driven from both within cells and the extracellular environment. To fully understand the source of organismal aging, one must first grasp the contributions of its many ingredients. An approach in which each contributor is understood individually and subsequently synthesized into the whole simplifies this conceptual framework ([Figure 1](#fig1){ref-type="fig"}). We therefore focus this review on aging within single cells, but note the need for complementary reviews on the aging of the extracellular compartment, and the relative contributions of the intracellular and extracellular compartments in the aging of various organ systems.Figure 1Layers of Organismal AgingAging is a complex phenotype that occurs in multiple organ systems through partially distinct mechanisms. Within a given organ system aging occurs both within the cell and in the extracellular space. Our review focuses on the causes of aging within the cell.

As organismal aging is a multi-faceted complex phenotype, so too is the aging of single cells. Its comprehensive understanding will require a similar approach in which its causative denominators are attacked individually or in small groups. A systems biology approach seeks insight into the fundamental underpinnings of a complex phenotype through computational modeling and quantitative analysis methods ([@bib68], [@bib82]). First, experimental observations from many sources are computationally linked, creating an interconnected framework of key interactions. Components are treated not only as modular elements but also as cohesive parts of a whole that can create emergent properties when considered in the context of one another. Next, experimental validation is undertaken to validate the putative network, confirming its architecture in a directed, time-efficient manner. This approach has been highly successful where applied, for example, to guide our understanding of heart development and function ([@bib150]). The breadth and complexity of age-dependent physiological decline makes systems biology a natural companion to the aging field.

In this review, we discuss the emerging need for this interdisciplinary field at the cross section of cellular aging and systems biology, explaining key components to merge from each field and how integration could be accomplished. We summarize the existing literature on contributors to single-cell aging from two angles: a bottom-up approach to identify individual molecular and subsystem effectors of aging and a top-down approach to identify major pathways that contribute to aging. Next, we discuss how novel insights into the biology of single-cell aging can now be gathered using recently developed techniques that can quantify DNA alterations, transcript abundance, and epigenetic modifications at single-cell resolution, either by sampling cells from aging populations or by tracking individual cells while they age. Due to the scale and complexity of the resulting data, we discuss why a systems biology approach is essential to the comprehensive mapping of an aging network. The review ends with a summary of its main points together with a discussion of future research directions and promise of the new field.

Aging for Systems Biologists {#sec1.1}
----------------------------

Experimental enquiry can advance in either of two directions: top-down or bottom-up ([@bib17]) ([Figure 2](#fig2){ref-type="fig"}). The top-down approach begins with a complex system and then iteratively breaks it down into component parts until its base elements are identified. Bottom-up experimentation begins from simple elements and their individual interactions and seeks emergent properties as these elements and interactions are combined into a more complex system. Aging research is conducted by distinct laboratory groups, each with its own special area of interest. As a result, the networks that have arisen are often disjointed and the connections between them unclear. We propose a systems approach to integrate the information from separate top-down and bottom-up inquiries, link these disparate networks, and direct the focus of the research community toward experimental validation of predicted intermediate elements.Figure 2Directional Enquiry in Complex SystemsA complex system arises from interactions of its components, which can be grouped at various levels to comprise subsystems. Ultimately, successive breakdown of subsystems into their parts will yield inseparable base elements. System mapping can proceed either in a top-down fashion, advancing from more complex systems to understand their subsystems, or in a bottom-up fashion, relating base elements and subsystems into more complex networks.

In this section, we summarize the known pathways and effectors of single-cell aging. We synthesize information from yeast, worms, flies, mice, primates, and humans. Although not all aging effectors are universal, those discussed operate in most organisms, with particular examples of incomplete evolutionary conservation noted. The fragmentary nature of aging research precludes definitive categorization of aging factors and pathways, but the following section represents our best effort to define the limits of known aging networks. The complex and often contradictory interactions between components makes our categorization subjective and non-exhaustive; indeed, the central thesis of this review is that a computationally guided approach is essential to unify all components into a master network for single-cell aging.

### Base Elements of Single-Cell Aging {#sec1.1.1}

Bottom-up investigations begin at the level of base elements and proceed upward. In the case of single-cell aging, bottom-up enquiry begins with a search for the specific molecular damages causative for aging ([Figure 3](#fig3){ref-type="fig"}). Numerous age-related changes have been described with varying degrees of evidence for their causative relationship with functional decline. The age-related changes discovered can be broadly classified as subsystem level or base element level. Base elements are the low-level components of a system; in this case, they are the fundamental units to which molecular damage occurs with age. However, if emergent properties affect aging, a combination of two or more base elements may be a functional effector. In this case, a subsystem, one node of a more complex aging pathway, is the causative effector.Figure 3Base Elements of AgingMultiple age-related alterations are likely to play a role in the aging process. This figure presents the most granular components that are likely to comprise the single-cell aging network.

Base element effectors of aging must constitute molecular damage to some specific cellular component. Most common cellular components can be classified as members of the genome, transcriptome, or proteome, and this review will be focused on these components.

Damage to the genome can take one of two forms: changes to the DNA molecules themselves or modifications of its associated chemical modifications and protein partners, the epigenome. Genetic mutations accumulate with age across phyla, arising from various sources of DNA damage ([@bib119]). Increasing the rate of DNA damage through deletion of DNA repair genes or the addition of DNA-damaging agents manifests in symptoms of premature aging and a shortened lifespan ([@bib25], [@bib145]), whereas overexpression of some DNA repair proteins (such as Rad51 in yeast) has been shown to increase lifespan ([@bib127]). Moreover, some genes (such as lamin-associated genes) have been linked to both DNA damage and lifespan changes ([@bib36]). Therefore, although there is no definite mechanistic link between DNA damage and aging, their close correlation suggests that age-related changes to the nucleotide sequence may be responsible for impaired cellular function.

Telomeres are repetitive DNA elements that cap the ends of linear chromosomes and prevent misidentification of chromosome ends as DNA damage ([@bib87]). Standard DNA polymerases are incapable of replicating the ends of a linear chromosome, leading to a progressive loss of terminal nucleotides with each replication cycle. Telomeres solve this end-replication problem in conjunction with telomerase, a specialized RNA-dependent DNA polymerase that extends telomeres independent of mitosis ([@bib53]), and telomere-protecting proteins like shelterins that prevent the cell from mistakenly recognizing telomeres as damaged DNA ([@bib60]). Telomeres appear to be particularly susceptible to DNA damage themselves, however, at least in part because the same mechanism also prevents recognition of actual DNA damage to the telomeres ([@bib49], [@bib60], [@bib139]). However, telomerase is not highly expressed in many cells, including most somatic tissue in mammals, leading to telomere shortening with age ([@bib72]). When telomeres become critically short, mammalian cells enact a senescence program, leading to irreversible arrest and a pro-inflammatory phenotype ([@bib32]). Interestingly, this phenotype is not universal in single-cell aging. *S. cerevisiae* telomeres do not shorten with age due to constitutive telomerase activity, and since *C. elegans* are entirely post-mitotic as an adult animal, they also exhibit no telomere shortening ([@bib136]). Therefore, although telomere shortening may play a role in mammalian aging, it is not likely causative for aging in all organisms.

Age-related changes also exist in the epigenome, the molecular modifications and protein state that accompanies the genome ([@bib126]). Activating or repressing certain epigenetic processes increases lifespan, whereas others decrease lifespan. For example, loss of silencing at the silent mating type loci shortens the lifespan of haploid yeast ([@bib75]), whereas H3K4 trimethylation has been shown to be inversely correlated with lifespan in *C. elegans* ([@bib52]) and decreases in H3K27 trimethylation were shown to improve lifespan in *Drosophila* ([@bib146]). Some epigenetic signatures, like CpG methylation, are associated with age in some genomic loci, but youth in others ([@bib106]). Therefore, although epigenetic changes drive aging, the precise epigenetic modifications that contribute to aging remain elusive. One means by which epigenetic modifications likely contribute to aging is through modifications of the transcriptome. The lifespan-affecting epigenetic alterations mentioned above, for instance, are all believed to operate via changes in transcriptional activity. Moreover, both protein coding ([@bib58], [@bib71]) and non-coding ([@bib80], [@bib159]) RNA transcript levels change with age, and a meta-analysis has found aging-related changes in the transcription from genes associated with certain pathways (inflammation, mitochondria, and lysosome) across several species ([@bib108]), although the extent to which these changes are causative for or responsive to aging is not clear. Although regulation of global transcriptional activity is a key mediator within longevity pathways ([@bib45]), transcriptome modifications may be a second-order consequence of other effectors in the complex aging network. However, as potential contributors to emergent network properties, transcriptome modifications may indeed be important effectors of the aging phenotype.

Aged cells in many organisms exhibit an increase in misfolded proteins ([@bib10]), possibly due to impaired stress response ([@bib22]). Interventions that eliminate ([@bib84]) or repair misfolded proteins extend lifespan ([@bib117]). However, it is unclear if aging is a function of damaged proteins per se, or if these interventions maintain a functional pool of some specific critical protein(s). Time-dependent functional decline in the performance of some long-lived proteins has been demonstrated. For example, in non-dividing cells nuclear pore proteins do not turn over and accumulate molecular damage and exhibit reduced functionality with time ([@bib35]). Even in dividing cells, asymmetric segregation of proteins may lead to accumulation of damage in the protein population ([@bib158]). Therefore, damage to some proteins can drive the aging phenotype, either through dysfunction of individual cell components or through deleterious effects from protein aggregates.

Subsystem effectors of aging are more difficult to semantically define than molecular effectors. However, several age-related changes likely converge on shared effectors to exert their harmful effects, and others may be damaging only in certain context. For example, mitochondrial dysfunction itself has been shown to drive cell aging phenotypes in proliferating human cells, and senescent cells with mitochondrial dysfunction have been observed in a progeroid mouse that rapidly accumulated mtDNA mutations ([@bib166]). On the other hand, some petite strains of yeast that lack fully functional mitochondria have been shown to have increased lifespan ([@bib81]). Furthermore, mitochondrial dysfunction can arise from a range of molecular maladies including mitochondrial DNA damage and oxidative damage to protein components. Mapping the relationship between molecular effectors of aging, and identifying the emergent properties of their complex interactions, will be an important component to construct a comprehensive systems-level aging network.

### Complex Systems in Single-Cell Aging {#sec1.1.2}

Top-down mapping of the single-cell aging network has identified three broad, interdependent pathways that collectively regulate organismal lifespan: the nutrient sensing pathway, the mitochondrial effector pathway, and the proteostasis pathway. Since the primary determinant(s) of cellular health remain elusive, it is unclear if these pathways converge on an effector preceding their shared phenotypic outcome, or if each modulates distinct age-related molecular changes. However, since each of these pathways is able to extend the lifespan of the unicellular eukaryote *Saccharomyces cerevisiae*, we can conclusively state that their effects are mediated at least in part through cell-autonomous mechanisms.

The nutrient sensing pathway is the best characterized pathway controlling the rate of cellular aging, with broad evolutionary conservation from yeast to humans ([@bib47]). A role for nutrient sensing in aging was first described in 1935, when rats fed a calorie-restricted diet were found to live longer than rats fed *ad libitum* ([@bib113]). Anti-aging effects of calorie restriction have since been observed in multiple organisms ([@bib13], [@bib23], [@bib30], [@bib62], [@bib96]), and similar effects have been observed when other dietary components, such as the essential amino acid methionine, are restricted ([@bib51]). Genetic studies have expanded our knowledge of the network components underpinning dietary restriction, linking the pathway to nutrient-responsive target of rapamycin (TOR)/protein kinase A (PKA) signaling ([@bib77]) and to the insulin/insulin growth factor (IGF)-like pathway ([@bib122]).

Mitochondrial perturbations extend lifespan ([@bib38]) via poorly understood mechanisms. Although a popular hypothesis has been that mitochondrial perturbations extend lifespan by activating the mitochondrial unfolded protein response (UPR^mt^) ([@bib40], [@bib161]), recent work found no correlation between activation of UPR^mt^ and lifetime extension in *C. elegans* ([@bib11]), calling this hypothesis into question. The mitochondrial effector pathway may be partially distinct from the nutrient sensing pathway. Both dietary restriction ([@bib100]) and the insulin/IGF-like pathway ([@bib86]) affect mitochondrial metabolism, but dietary restriction extends lifespan in the absence of critical UPR^mt^ effector genes ([@bib21], [@bib73]), and activation of certain mitochondrial effectors further extends lifespan in dietary restriction conditions ([@bib73]). Furthermore, sirtuins ([@bib69]), which appear partially independent from nutrient sensing pathways ([@bib76]), act through the mitochondrial effector pathway to extend lifespan ([@bib120]).

The third complex system involved in the single-cell aging process is proteostasis ([@bib85]), or the maintenance of protein state within the cell through protein elimination and repair. Aged organisms exhibit an increase in misfolded proteins ([@bib10]). Folding state for a protein population is determined by the equilibrium between translation, folding, and elimination ([@bib134]). Translation is a fundamental cellular property and is inhibited by at least some members of the nutrient sensing pathway ([@bib164]). Protein folding is a function of protein-native thermodynamics and the contribution of molecular chaperones ([@bib20], [@bib61]), overexpression of which is associated with insulin/IGF-like signaling and extends lifespan ([@bib117]). Elimination is a complex process mediated by the proteasome ([@bib5]) and the process of autophagy ([@bib50]). In yeast, an age-related decline in vacuolar acidity, essential for autophagy ([@bib91]), has been linked to mitochondrial dysfunction and lifespan ([@bib66]). Calorie restriction increases vacuolar acidity through inhibition of TOR/PKA signaling and suppresses the onset of mitochondrial dysfunction ([@bib66]) and thus may exert its lifespan effect in part through this mechanism. Likewise, proteasome activation extends lifespan ([@bib27], [@bib84]), although apparently independently of both the nutrient sensing pathway and at least some members of the mitochondrial effector pathway ([@bib84]).

Systems Biology for Aging Experts {#sec1.2}
---------------------------------

Systems biology is a multidisciplinary field specialized in the development and application of quantitative analysis methods and computational modeling approaches with the goal of gathering mechanistic insights from experimental data. It is a holistic approach to biology built around the idea that the whole is greater than the sum of its parts, and a full understanding of a biological system cannot be attained without studying it as a whole ([@bib28], [@bib68], [@bib82]). This puts it in sharp contrast with traditional reductionist approaches that study the individual parts of the system separately and thus can neglect complex behaviors emerging from the interactions of these individual parts. Given the extraordinary complexity of the aging phenotype and the wide variety of cellular systems it affects, it is all but certain that comprehensively studying aging will require the application of systems biology approaches.

A typical systems biology analysis integrates information from a wide variety of sources: quantitative measurements of the behavior of the components of interest; large-scale systematic measurements of key cellular building blocks like the genome, transcriptome, and proteome; and computational and mathematical modeling of the systems. A good exemplar is a recent work on dietary restriction in *C. elegans* ([@bib64]), in which the authors compared transcriptomic time courses of *C. elegans* fed *ad libitum* and under two forms of caloric restrictions to identify genes whose transcription are altered by caloric restriction, and then used the transcriptomic information of 73 genetically perturbed mutants to identify nine genes whose deletion caused changes in the transcriptome similar to those caused by caloric restriction, which were divided into three separate modules leveraging transcription factor (TF) binding information from modENCODE. A network model constructed for these modules is then used to make predictions about the behavior of the system in response to genetic perturbations in multiple modules, and the predictions were confirmed experimentally.

The potential impact for the systems biology of single-cell aging is extensive. Initially, it could direct limited resources toward more efficient, guided investigations, or reveal emergent properties of complex interactions that would go undiscovered with traditional reductionist investigation. As the field advances, we envision the development of a model comprising a unified aging network, enabling *in silico* prediction of longevity effects from genetic, environmental, or pharmacologic interventions. At its zenith, such a model might prove not only an academic resource, but a powerful tool to guide drug discovery in the many fields of age-related disease.

Methods to Study Single-Cell Aging {#sec1.3}
----------------------------------

Many of the aging effectors and pathways were discovered through traditional reductionist investigation focused on one small part of aging at a time. Breakthroughs in sequencing and mass spectrometry technologies have since made large-scale genomic, transcriptomic, and proteomic data available. Advances in techniques to monitor, tag, and concentrate aged cells have enabled application of these techniques to the comparative study of young and old cells. Combinatorial application of these methods has delineated a broad framework of the aging network and formed a beachhead for further studies to elucidate its more complex architecture. In this section, we introduce the most salient techniques for the high-throughput study of the aging phenotype and provide selected examples of their application.

### Omics Technologies {#sec1.3.1}

The advent of high-throughput sequencing technologies ([@bib138]) unlocked the ability to read and quantify an entire genome or transcriptome with relative ease. In recent years, single-cell sequencing technologies have extended the limits of this capability, permitting lower fidelity reading of both RNA and DNA within single cells ([@bib118], [@bib123]). More recent technologies permit the simultaneous observation of both DNA and RNA within the same cell ([@bib37], [@bib56], [@bib104], [@bib105]), allowing correlations in genomic and transcriptomic variations to be directly explored on a single-cell level. Epigenomic studies, which map the chemical modifications that accompany DNA, are traditionally conducted in bulk samples containing many cells, but recent advances enable single-cell resolution for at least some epigenetic modifications as well ([@bib29], [@bib54], [@bib141]), including at least one study that also simultaneously measured genomic and transcriptomic information from the same cell ([@bib65]). Computational methods are already being combined with sequencing data from young and old cells to identify key differences and prioritize investigation into network actors that may modulate aging ([@bib2], [@bib15]). For example, cell-type-specific isolation and sequencing of mRNA ([@bib142]) from young and old astrocytes identified altered regulation of neuronal synapse control genes ([@bib15]), suggesting a causative mechanism for age-related decline in neuronal synapse numbers ([@bib128]). Some studies have gone further, combining epigenomic and transcriptomic data to formulate causative hypotheses for age-related transcriptomic alterations ([@bib147]).

As high-throughput sequencing has permitted the global measurement of nucleotide components, advancements in shotgun proteomics enable quantification of most proteins within the cell ([@bib124]). This technique has been applied to compare the proteome of young and old cells in yeast ([@bib71]), worms ([@bib163]), mice ([@bib67]), and humans ([@bib162]). While providing important insights into general trends of proteomic expression, for example, that protein and transcript levels diverge in aged yeast ([@bib71]), this technology has not traditionally been capable of single-cell measurements. However, at least one pre-publication article has claimed technological advances that enable single-cell proteomics ([@bib18]), raising this possibility in the coming years. Likewise, single-cell multiomics, the simultaneous interrogation of the genome, transcriptome, epigenome, and proteome, is a rising capability ([@bib105]) that may provide insight beyond current asynchronous studies.

### Non-destructive Technologies {#sec1.3.2}

Existing omics techniques are destructive. They require killing of cells they are to measure and permit a snapshot of only a single point in time. This prevents many associative studies, for example, comparison of a cell\'s lifespan to its transcriptomic state. Many non-omics techniques capable of single-cell-level observation, such as single-cell qPCR to measure gene expression ([@bib157]) and flow-fluorescence *in situ* hybridization (which has been used to measure telomere length on a single-cell level \[[@bib7]\]), are similarly destructive. To study the dynamics of aging cells, multiple research groups have developed microfluidic technologies that permit microscopic monitoring of single cells throughout the lifespan ([@bib26]). With these devices, one can observe cell morphology and expression dynamics for individual proteins over the entire course of a cell\'s life. Although this technology permits a single researcher to monitor hundreds of cells from tens of strain backgrounds or media conditions each week, a need for manual data analysis limits functional throughput. This technology is largely limited to yeast, because their natural unicellular state makes them amenable to single-cell observation and their short lifespan makes full-lifespan tracking of individual cells economically feasible.

Another common form of experimentation is directly evaluating the impact of a given intervention on organismal or cellular lifespan. Historically, direct measurement of lifespans has been an onerous and expensive process, generally requiring extensive manual labor in simple organisms ([@bib152], [@bib155]) or costly housing of more complex and longer-lived organisms. Recently, high-throughput lifespan measurement devices have been developed for organismal lifespan in worms ([@bib153]) and replicative lifespan in yeast ([@bib143]), which can reduce the effort and cost of lifespan experiments for these organisms by orders of magnitude. These technologies can transform genome-wide lifespan screens, at least for simpler organisms, from multi-year, eminently expensive projects ([@bib114]) to rapid and manageable experiments, not unlike the changes seen for sequencing in recent decades. Together, these advances in throughput and the achievable granularity of measurement techniques unlocked new doors in many fields of study.

Construction of an Aging Network from Single-Cell Data {#sec1.4}
------------------------------------------------------

Advances in high-throughput technologies have allowed researchers to gather copious amounts of genome-scale data of all kinds at the population level and many methods have been developed to analyze such data to identify genes and processes relevant to aging. The rise of single-cell data will further alter the landscape and permit analysis that were previously difficult or impossible.

### Existing Network Construction Methods {#sec1.4.1}

Historically, a substantial number of aging regulators have been identified through traditional genetic approaches in model organisms examining the effect of genetic perturbations (knockout, knockdown, or overexpression) on specific genes ([@bib74], [@bib77], [@bib95], [@bib135]). The advent of high-throughput technologies allowed such experiments to be performed in a systematic, genome-wide manner. For example, genome-wide RNAi screens were used to identify some 160 aging-related genes in *C. elegans* ([@bib34], [@bib55], [@bib57]), and more recently, McCormick et al. discovered some 238 genes whose deletion increases the replicative lifespan of *S. cerevisiae,* out of 4,698 single-gene deletion strains ([@bib114]). For humans, where application of genetic manipulation techniques is impossible for obvious reasons, observational techniques such as genome-wide association studies (GWAS), in which the genotype information of long-lived populations were compared with those of younger controls, have been used to identify SNPs that are associated with longevity ([@bib6], [@bib46], [@bib83], [@bib94]).

Another common avenue of attack is the transcriptome. Microarray analyses of age-related changes in gene expression have a comparatively long history---dating back to 1999 ([@bib88])---and have been carried out in numerous model organisms ranging from *S. cerevisiae* to rhesus monkeys ([@bib16], [@bib79], [@bib88], [@bib90], [@bib103], [@bib112], [@bib115], [@bib133]) to humans ([@bib102], [@bib140], [@bib165]). More recently, RNA sequencing (RNA-seq) has enabled the quantification of expression on the transcript level instead of whole genes, leading to the discovery of the so-called dark matter transcripts, which do not map to known exons ([@bib167]). The expression level of some non-coding RNAs, such as microRNAs (miRNAs) has also been shown to vary with age ([@bib93], [@bib98], [@bib107], [@bib148]), suggesting that they play some role in aging phenotypes. Although the exact function of many non-coding RNAs are not known, some miRNAs (such as miR-34 in *Drosophila* and a number of miRNAs in *C. elegans*) have been shown to modulate aging and lifespan ([@bib14], [@bib89], [@bib98], [@bib148]).

Methods have also been developed to integrate multiple sources of information. For instance, expression quantitative trait loci analysis, which integrates genomic and transcriptomic information by identifying SNPs that are associated with changes in gene expression level, has been applied to understand the genetic influence on the differential expression of genes in long-lived individuals ([@bib59]). Several methods have been developed to identify upstream regulatory factors based on transcriptional profiles and TF binding site information ([@bib43], [@bib144]). One example is a recent extension ([@bib64], [@bib92]) that integrates transcriptomic data with TF binding, which was applied to identify three pathways in *C. elegans* whose simultaneous perturbation resulted in a phenotype closely resembling that resulting from dietary restriction ([@bib64]). Mukherjee et al. utilized a combination of GWAS and protein-protein interaction data to identify novel candidate genes that may contribute to late-onset Alzheimer disease, some of which were validated in *C. elegans* experiments ([@bib121]). Combining the topology of the protein-protein interaction network with knowledge of aging regulators gained from genetic studies can also help to identify potential additional regulators ([@bib9], [@bib19], [@bib109]).

### Extension to Single-Cell Aging Data {#sec1.4.2}

The ability to gather single-cell-level aging data could alter the landscape of experimental possibility in many ways. Elimination of the averaging effect allows new phenotypes like gene expression noise to be tracked on both intra- and intercellular basis, and their relationship with aging to be explored. The causal relationship among the various genotypical and phenotypical changes wrought by aging can be explored. For instance, a recent work based on single-cell RNA-seq data suggests that the increase in population-level noise and accumulation of somatic mutations during aging are likely to be independently acquired rather than causally linked ([@bib42]). The ability to examine the contents of a specific cell is particularly valuable with an inherently stochastic phenotype like aging---it is well known that even an isogenic population of cells will have vastly different lifespans. Comparing the transcriptomic and proteomic content of isogenic cells of significantly different lifespans may identify genes whose differential expression contributes to premature death or exceptional longevity. Once such candidates have been identified, a bottom-up analysis using standard techniques such as fluorescent reporters or tags to monitor their expression levels in a single cell throughout the aging process can be performed to validate the association and potentially gather further information about their behavior. With advances in cellular barcoding technology ([@bib129], [@bib131]), in which a heritable unique DNA sequence is introduced into a cell to identify its descendants via sequencing, daughter cells can be associated with their parents during single-cell aging experiments, and it may even be possible to use the daughters as a proxy to indirectly monitor the genomic, transcriptomic, and proteomic content of the *same* cell as it ages.

By extending the existing analysis techniques to single-cell-level data extracted from aging cells, we can identify genes whose participation in the aging process has been previously obscured by the averaging effects. For example, it seems plausible that the expression of a gene might shift during aging from a binary (bimodal) profile to a graded (unimodal) one, or vice versa, not unlike how isogenic cells grown in different conditions could respond to the same signal with either a graded or a binary response, but such changes would be difficult to detect in the absence of single-cell-level observations barring a marked shift in the average expression level ([@bib12]). By examining the phenotype resulting from perturbation of such genes, we can obtain information about its mechanism of action. One particularly interesting phenotype is the temporal scaling of lifespan distributions ([Figure 4](#fig4){ref-type="fig"}): Stroustrup and colleagues showed that the lifespan distributions of *C. elegans* under a wide array of interventions are differentiated only by an apparent stretching or shrinking of time ([@bib154]), and Liu and Acar found that the replicative lifespan distributions of a number of single-gene deletion strains of *S. cerevisiae* are similarly temporally scaled ([@bib97]). Such lifespan distributions that differ only by temporal scaling have identical residual distributions under an accelerated failure time regression model ([@bib156]), which can be confirmed by statistical testing. Such temporal scaling suggests that the interventions at issue affect aging through a common effector, and if the lifespan distribution from a genetic perturbation lacks this scaling property---as was found to be the case for three interventions (*eat-2(ad1116), nuo-6(qm200)*, and raising temperature from below to above 30°C) in *C. elegans* ([@bib154])---then that would be strong evidence that the gene at issue is affecting lifespan via a different mechanism.Figure 4Illustration of Temporal Scaling of Lifespan DistributionsLeft: Four hypothetical viability curves corresponding to different interventions. Right: The same four curves are temporally rescaled based on the median lifespan value of each. The orange, yellow, and blue curves are identical after scaling, whereas the purple curve is different, indicating that the former three interventions act via the same underlying mechanism, whereas the last intervention operates via a different mechanism. To avoid exact overlap, the orange and yellow curves have been slightly shifted in the x direction.

Ultimately, by combining the top-down analysis of genome-scale information and bottom-up verifications of individual components identified, a master regulatory network---or perhaps several independent networks---governing aging can be constructed from the data gathered, assisted by known data such as TF-promoter binding ([@bib31]) and genetic ([@bib33], [@bib110]) and protein-protein interactions ([@bib24], [@bib151]) among the genes identified as part of the network.

Validation of the Aging Network {#sec1.5}
-------------------------------

These applications of computational modeling are best suited for hypothesis generation, creating putative networks for subsequent experimental validation. The inferred master network structure can be analyzed in a number of ways. In a top-down analysis, one might divide the component genes into individual pathways that affect aging based on functional and interaction information. Alternatively, a bottom-up analysis might examine the network for well-characterized motifs ([@bib3], [@bib4]), which are recurring regulation patterns that occur within networks. Such regulation patterns include positive or negative feedback loops (in which a network component directly or indirectly regulates its own activity), feedforward loops (in which a network component regulates the activity of another network component via two distinct paths, usually one direct and one indirect), gene regulatory cascades, or special topologies that allow for network-dosage compensation where the output of a gene network is invariant to or independent of the number of copies of the network in the cell ([@bib1], [@bib130], [@bib149]) ([Figure 5](#fig5){ref-type="fig"}). As the effects of such motifs are well established, based on their presence or absence, it may be possible to predict the activity or phenotype of the network. For more complex networks with multiple interacting motifs, detailed computational simulations can also be performed for additional insight into the network\'s possible behavior ([@bib160]).Figure 5Identification of Network Motifs in a Complex NetworkA hypothetical gene network is shown: rectangular boxes represent genes, whereas ovals represent proteins synthesized from such genes. Dotted arrows indicate transcription factor-promoter interaction, whereas dashed arrows indicate protein production after transcription and translation. Solid lines indicate protein-protein interaction. A positive feedback loop is highlighted in blue, and a negative feedback loop is highlighted in orange. Illustration of the potential effects of the positive feedback motif (bimodality) and the negative feedback motif (noise reduction) is shown next to the loop.

Experimental observations of the behavior of the predicted master regulatory network can be used to refine its regulatory structure. For instance, a positive feedback loop is usually required to produce a bimodal expression profile (i.e., where the expression level has two modes or peaks) with switch-like behavior ([@bib116]), whereas a negative feedback loop reduces the level of gene expression noise ([@bib39]) and can lead to oscillations ([@bib132]). Thus, the presence of a bimodal expression profile may be an indicator that a core positive feedback loop module is present and exerting significant effects on the overall network, whereas a below-normal noise level or oscillation behavior might indicate the same thing for a negative feedback loop ([Figure 5](#fig5){ref-type="fig"}). Comparison of the experimental observations with computational simulation results may reveal that some edges in the network\'s regulatory graph are much more important than others, allowing for its simplification.

As previously mentioned, aging is an inherently stochastic process, and so one particularly interesting quantitative phenotype to track during aging is noise, or the variation in gene expression levels among different cells. Noise is usually divided into two components: extrinsic noise consists of variations due to cell-to-cell differences, such as ribosome copy number, whereas intrinsic noise is caused by the inherent randomness of the gene expression process ([@bib41], [@bib48], [@bib78]). A number of studies ([@bib8], [@bib42], [@bib44], [@bib111], [@bib137]) that compared cells obtained from individual organisms of different age showed that the cell population obtained from older individuals generally have higher cell-to-cell variability. However, recent results from our laboratory demonstrated that, within a single cell, the level of variation in the expression of a protein steadily decreases in haploid *S. cerevisiae* until the final few generations of its replicative lifespan ([@bib99]). We hypothesized that this was caused by increased rates of chromatin state transitions during aging, which is known to cause depletion of the histone supply ([@bib44], [@bib125]) and formation of nucleosome-free patches ([@bib70]). There are several possible ways to reconcile the apparently conflicting observations. The previous measurements are all on diploid organisms, where the increased ploidy and concomitant increase in the abundance of cellular machinery should cause a decrease in noise by buffering the impact of stochastic processes, which may well reduce or even eliminate the window of noise reduction available. Another possible explanation is that our measurement is on the level of variation within an individual cell, whereas the previous reports are based on a population-level measurement of total noise in distinct populations of cells ([Figure 6](#fig6){ref-type="fig"}). Thus, it may well be possible that the aging process causes an increase in cell-to-cell variations (extrinsic noise) but a decrease in intracellular variations (intrinsic noise) up until the final few generations of the cell\'s lifespan. Further experimentation to test this hypothesis---and to confirm the generality of the observations---is expected to be a fruitful research direction.Figure 6Illustration of the Difference between Cell-to-Cell Variation and Intracellular VariationLeft: expression level trajectories of three hypothetical cells. Right top: level of cell-to-cell variation, expressed as coefficient of variation, increases over time. Right bottom: level of intracellular variation decreases over time. Dashed boxes illustrate the data points used to compute the coefficient of variation in each figure.

Conclusions and Perspectives {#sec1.6}
----------------------------

Why do cells grown in the same environment exhibit heterogeneous lifespans? Which gene networks are responsible for controlling the aging process? How can the healthy lifespan of a living system be maximized? Despite the fundamental nature of these questions, we have limited understanding on the mechanisms governing cellular aging, and such mechanistic understanding is even scarcer in the context of gene networks.

With recently developed techniques for performing genetic and phenotypic characterizations at single-cell resolution, comprehensive monitoring of time-dependent changes occurring in individual aging cells is now possible. For example, using single-cell RNA-seq, transcript levels associated with the expression of different proteasome subunits can now be probed in single cells to gather insights into how aging alters proteasome abundance. Also, locus-specific DNA alterations can be compared between young and old cells using single-cell DNA sequencing, which would elucidate how aging affects genome stability. The emergence of these powerful techniques is transforming the cellular aging field.

Systems biology is a multidisciplinary field ([@bib68], [@bib82]) specialized in the development and application of quantitative analysis methods and computational modeling approaches with the goal of gathering mechanistic insights from experimental data. Since the beginning of the new millennium, systems biology approaches have been successfully used to gain insights into a myriad of cellular processes. However, aging remains one of the few research areas that has not seen extensive application of systems biology tools and methods. This review argues that the scale and complexity of age-related information collected through, for instance, high-throughput genetic screening or single-cell omics studies makes systems biology a natural and necessary companion to the cellular aging field. As an example, applying quantitative network construction methods based on the scalability of lifespan distributions would shed light on the modularity of the global gene network governing aging and organismal lifespan. The past several decades have witnessed the identification of many proteins affecting the lifespan of various model organisms. Despite recognizing that varying the expression levels of these proteins one-at-a-time impacts cellular lifespan, it is not fully understood how these proteins interact through, for example, feedback loops in a gene network setting. Systems biology approaches will be essential to map the structure of the aging networks.

As another example to future research directions at the cross section of systems biology and single-cell aging, one can track the changes occurring in global gene expression levels and protein interaction dynamics during the aging of single cells and build novel aging networks that would potentially dictate the rate of aging and lifespan. Here, any modular network structure would emerge as a result of the systems-level analysis of the global phenotypic information collected from aging cells. A multitude of existing quantitative analysis techniques on population-level genome-scale data can be extended and applied to single-cell-level data, aided by other previously gathered information concerning genetic and protein-protein interactions, to elucidate any underlying networks governing aging ([@bib63]). The structure of such networks and interactions among the network components can be further validated through expected functional consequences by using insights and lessons accumulated through the use of bottom-up systems biology methods in the past two decades ([@bib116]). The knowledge about such structure-function relationships would confirm the interaction topology in any novel aging networks to be discovered through the use of top-down or global analysis methods.

The recent development of novel single-cell techniques to probe genetic and phenotypic changes occurring in aging cells and the application of systems biology methods on the resulting data are transforming the aging field into a new cross-disciplinary field that has great promise to provide insights into the long-standing unknowns of cellular aging and lifespan.
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