Abstract-Continuous-time trajectory representations are a powerful tool that can be used to address several issues in many practical simultaneous localization and mapping (SLAM) scenarios, like continuously collected measurements distorted by robot motion, or during with asynchronous sensor measurements. Sparse Gaussian processes (GP) allow for a probabilistic non-parametric trajectory representation that enables fast trajectory estimation by sparse GP regression. However, previous approaches are limited to dealing with vector space representations of state only. In this technical report we extend the work by Barfoot et al.
I. INTRODUCTION
Simultaneous localization and mapping (SLAM) is a fundamental tool in robotics, enabling robots to autonomously operate in previously unseen environments. Currently, many researchers are focussing on nonlinear optimization techniques for SLAM. Compared to message-passing techniques like extended Kalman filtering and smoothing, nonlinear optimization is able to better contend with large scale environments, and sometimes able to produce more consistent results [2] . For example, batch nonlinear least squares optimization has been widely used in both the computer vision [3] and SLAM communities [4] , [5] , [6] for years, and, recently, incremental approaches to smoothing and mapping [7] , [8] demonstrate that batch solutions can be efficiently and incrementally updated as new measurements are collected.
The majority of existing SLAM algorithms use discretetime representations of robot trajectories. Although discretetime approaches are sufficient for many problems, there are two important situations that discrete-time approaches have difficulty handling: (1) when sensors measure the environment continuously, for example with spinning LIDAR or rolling-shutter cameras, measurements will be distorted by the robot's motion; and (2) when sensor measurements arrive asynchrounously.
In these cases, a continuous-time trajectory representation provides a solution. Unlike discretized trajectory representations that are parameterized at fixed discrete time intervals, continuous-time representations can be queried to recover the robot state at any time of interest. Although continuoustime trajectory representations have successfully been used J. Dong, B. Boots, and F. Dellaert are with the College of Computing, Georgia Institute of Technology, USA. jdong@gatech.edu, {bboots,frank}@cc.gatech.edu in state estimation [9] for years, continuous-time localization and mapping is a recent tool in robotics. Several popular continuous-time trajectory representations include linear interpolation [10] , [11] , [12] , splines [13] , [14] , [15] , [16] , [17] , [18] , and hierarchical wavelets [19] , all of which have been used in both filtering and batch estimation approaches.
This report focuses on an alternative probabilistic nonparametric representation for trajectories based on Gaussian processes (GPs). Tong et al. [20] , [21] showed that simultaneous trajectory estimation and Mapping (STEAM), the continuous-time extension of SLAM, can be reduced to GP regression. By placing various GP priors on robot trajectories, this approach can solve different types of trajectory estimation problems. However, if standard kernels, such as the squared exponential kernel, are used, the method is expensive, with polynomial time and space complexity.
Maintaining sparsity in SLAM problems has been wellstudied [3] , [6] , [22] , and it is the key to maintaining scalable optimization in many modern SLAM algorithms. Barfoot et al. [1] shows that by applying a linear timevarying stochastic differential equation (LTV-SDE) prior on trajectories, the inverse kernel matrices are exactly sparse, leading to efficient GP regression. This approach is further extended to GP priors driven by nonlinear time-varying stochastic differential equations (NTV-SDEs) [23] , and an incremental GP regression framework [24] .
The major drawback of all of these Gaussian processbased approaches is they require the system state to live in a vector space, which is not a valid assumption in many trajectory estimation problems. For example, typical vectorvalued representations for 3D rigid-body rotations either exhibit singularities (Euler angles) or impose extra nonlinear constraints (quaternions).
Sparse GP regression for STEAM [1] has been extended to the special Euclidean group SE(3) in Anderson et al. [25] . In this technical report we extend the sparse GP regression approach [1] to work with arbitrary matrix Lie groups [26] , extending the approach to a much more general setting. For example, an attitude and heading reference system (AHRS) [27] can be treated as trajectory estimation on the special orthogonal group SO(3), and 3D trajectory estimation for a monocular camera without scale information can be treated as trajectory estimation on the similarity transformation group Sim(3) [28] . In this report we only summarize the theory, and leave all the experimental evaluations in future publications.
II. PRELIMINARIES A. Problem Definition
We consider the problem of continuous-time trajectory estimation, in which a continuous-time system state x(t) is estimated from observations [20] . The system model is described as
where x(t) is represented by a Gaussian Process (GP) with mean µ(t) and covariance K(t, t ). A measurement z i at each time t i is obtained by the (generally nonlinear) discretetime measurement function h i in Eq. (2) and assumed to be corrupted by zero-mean Gaussian noise with covariance Σ i .
B. Maximum a Posteriori Estimation
The Maximum a Posteriori (MAP) estimate of the trajectory can be computed through Gaussian process GaussNewton (GPGN) [20] . We first write down the objective function, with assumption that there are M observations and the definitions of following terms
. . .
the MAP estimation can be written as
where Σ is Mahalanobis distance defined as
MAP estimation is therefore translated into a nonlinear least square optimization problem.
We use a Gauss-Newton approach to solve the nonlinear least squares problem. By linearizing the measurement function h i around a linearization point x i , we obtain
in which H i is the Jacobian matrix of measurement function (2) at linearization point
The GPGN algorithm starts from some initial guess of x, then, at each iteration, the optimal perturbation δx * is found by solving linear system
and updating the solution by x ← x+δx * until convergence. The information matrix K −1 in Eq. (6) encodes the GP prior information, and H Σ −1 H represents information from the measurements. H Σ −1 H is block-wise sparse in most SLAM problems [6] , but K −1 is not usually sparse for most commonly used kernels. We define a GP prior with sparse structure and exploit this structure to efficiently solve the linear system.
III. SPARSE GP PRIORS FOR TRAJECTORY ESTIMATION
A class of exactly sparse GP priors for trajectory estimation is proposed in Barfoot et al. [1] . Unfortunately, only vector-valued system states are correctly handled by this approach. In this section we first briefly revisit the approach in [1] for vector spaces, we then extend this approach to two types of Lie groups, the special orthogonal group SO(3) and the special Euclidean group SE(3).
A. GP Priors for Vector Space
Here we consider GP priors for vector-valued system states x(t) generated by linear time-varying stochastic differential equations (LTV-SDEs) [1] 
where u(t) is the known system control input, w(t) is white process noise, and both A(t) and F(t) are time-varying system matrices. The white process noise is represented by
where Q C is the power-spectral density matrix, which is a hyperparameter [23] , and δ(t−t ) is the Dirac delta function. The mean and covariance of LTV-SDE generated GP are
where µ 0 is the initial mean value of first state, K 0 is the covariance of first state, and Φ(t, s) is transition matrix. In [1] it is proved that if the system is generated by the LTV-SDE in Eq. (7), the inverse covariance matrix K −1 is block-tridiagonal. The constant-velocity GP prior is generated by a LTV-SDE with white noise on the acceleration and has previously been used in trajectory estimation [20] , [1] , [25] .
where p(t) is the N -dimensional vector-valued position (or pose) variable of trajectory, if the system has N degrees of freedom. To convert this prior into the LTV-SDE form of Eq. (7), a Markov system state variable is declared
The prior in Eq. (11) then can easily be converted into a LTV-SDE in Eq. (7) by defining
B. GP Priors on SO(3)
Before discussing sparse GP priors for general Lie groups, we discuss several specific examples. The Special Orthogonal Group SO(3), is a matrix Lie group and represents 3D rotation matrices R defined by {R ∈ R 3×3 : RR = I, det(R) = 1}. The continuous-time trajectory is then represented by the function R(t) that maps time to rotation matrices.
The relation between rotation and body-frame angular velocity is given by [29, p.52]
where b ω(t) is the body-frame angular velocity (the subscript b means the angular velocity is defined in body-frame), and ∧ operator constructs a 3 × 3 skew symmetric matrix from a vector in R
Assume that body-frame angular velocity is constant (constant-velocity prior), and the body-frame angular acceleration is corrupted by white noisė
then we can write down the nonlinear SDE that represents this priorẋ
where x(t) . = {R(t), b ω(t)} are the Markov system states. The SDE is nonlinear, so we cannot leverage the approach in [1] to get exactly sparse linear system. However, similar to approach in [23] , [25] , it is possible to linearize the system around the current point estimate x(t), and achieve a locally linear SDE, which can utilize the exactly sparse GP prior proposed in [1] .
To define a locally linear GP prior, we first look at how to handle uncertainty and define a locally linear GP on SO(3). Various approaches have been proposed to handle uncertainty for SO(3), or even general Lie groups, include [26] , [30] , [31] , [32] , [33] . Here we adopt the approach in [33] and define the Gaussian distribution on SO(3) as a Gaussian distribution on the tangent space that is then mapped back to SO(3) by an exponential map
where R is noisy rotation, R is noise-free rotation, and ∈ R 3 is a small perturbation which is normally distributed with zero mean and Σ covariance.
By adopting this definition of a Gaussian distribution on SO(3), the GP on SO(3) can be defined locally. Considering a rotation R i at time t i close to R(t) at t (the time interval between t and t i is small), the GP model in Eq. (1) gives
where ∨ is the inverse operator of ∧, and log(·) is the logarithm map of SO (3), which is inverse function of the exponential map. The time derivative of ξ i (t) has [26, p.26]
where J r is the right Jacobian of SO (3) 
If the small time interval assumption is satisfied, since J r is identity at zero, and ξ i (t) is close to zero, we have a good approximation ofξ i (t)ξ
Hereξ i (t) has an explicit meaning: it is the body-frame angular velocity. Considering the case specified by Eq. (16) where white noise is injected into time derivative ofξ i (t) bÿ
the local constant-velocity LTV-SDE of SO (3) is finally writtenγ
where
is the local Markov system states around R i . The SDE in Eq. (25) is linear, so we can apply the approach in Section III-A.
C. GP Priors on SE(3)
We can define locally linear constant-velocity GP priors for the Special Euclidean Group SE(3) in similar manner to GP priors on SO(3) in Section III-B. The Special Euclidean Group SE(3) represents rigid motion in 3D, which is defined by transformation matrices
and where t is the translation term of motion. Similar to SO(3), the body-frame velocity b v(t) has the following relation with the time derivative of transformation matrixṪ(t) [29, p .55]
where ∧ operator constructs a matrix from a velocity v ∈ R
where v = v 1 v 2 v 3 is the body-frame translational velocity. We define the local variable ξ i (t)
and similar to SO(3), we get the time derivative of local variable ξ i (t) from Eq. (27)ξ i (t) ≈ b v(t). With local variable ξ i (t) and γ i (t) defined, SE(3) can have locally linear SDE formulated similarly to Eq. (25) , and an be used to generate a GP prior in the same way.
IV. SPARSE GP PRIORS ON LIE GROUPS
Discussions in Section III-B and III-C will be expanded, and a locally linear GP prior on general real matrix Lie groups will be formally defined and discussed in this section.
We begin by providing notation and several definitions. Every N -dimensional matrix Lie group G has an associated Lie algebra g [26, p.16] . The Lie algebra g coincides with the local tangent space to the manifold of G. Example Lie algebras of SO(3) and SE(3) are defined by skew symmetric matrices in Eq. (15) and Eq. (28) respectively. The exponential map exp : g → G and logarithm map log : G → g define the mapping between the Lie group and Lie algebra respectively [26, p.18] . G also has an associating hat operator ∧ : R N → g and vee operator ∨ : g → R N that convert elements in local coordinates R N to the Lie algebra g and vice versa [26, p.20] .
A. Constant-Velocity GP Priors on Lie Groups
We use T ∈ G to represent an object in G, so the continuous-time trajectory is written as T (t), and trajectory states to be estimated at times t 1 , . . . , t M are T 1 , . . . , T M . To perform trajectory estimation on G, we first define the Markov system states
where (t) is the 'body-frame velocity' variable defined by
Since ∀T ∈ G, T −1Ṫ ∈ g [26, p.20], we can apply the ∨ operator on T (t) −1Ṫ (t). In SO(3) and SE(3), (t) is the body-frame velocity (see Eq. (14) and (27) ). So we call (t) the 'body-frame velocity' in general Lie groups. The constant 'body-frame velocity' prior is defined aṡ
but this is a nonlinear SDE, which does not match the LTV-SDE defined by Eq. (7).
B. Locally Linear Constant-Velocity GP Priors
To define a LTV-SDE which can leverage the constantvelocity GP prior, we linearize the Lie group manifold around each T i , and define both a local GP and LTV-SDE on the linear tangent space. We first define a local GP for any time t on trajectory which meets t i ≤ t ≤ t i+1 ,
the local pose variable ξ i (t) ∈ R N around T i is defined by
The local LTV-SDE that represents constant-velocity information is
If we define the local Markov system state
the local LTV-SDE is rewritten aṡ
To prove the equivalence between the nonlinear SDE in Eq. (32) 
where J r is the right Jacobian of G. With Eq. (31) we havė
If the small time interval assumption between any t i and t i+1 is satisfied, we have a good approximation ofξ i (t)
So we have proved that the LTV-SDE in Eq. (35) and (37) is a good approximation of constant 'body-frame velocity' prior defined by Eq. (32) .Note that Section III-B is a specialization of the above discussion to SO(3). Both the local GP and LTV-SDE are defined on the tangent space, so they are only valid around current linearization points T i . But if all time stamps have a small enough interval, the GP and LTV-SDE can be defined in a piecewise manner, and every point on the trajectory can be converted to local variable ξ i (t) based on its nearby estimated state T i .
C. A Factor Graph Perspective
Once the local GP and constant-velocity LTV-SDE are defined, we can write down the cost function J gp used to incorporate information about the GP prior into the nonlinear least squares optimization in Eq. (3). As discussed, the GP prior cost function has the generic form
but if the trajectory is generated by a constant-velocity LTV-SDE in Eq. (37), the GP prior cost can be specified as as [1] 
where Q i is covariance matrix by [1]
Since the GP prior cost J gp has been written as a sum of squared cost terms, and each cost term is only related to nearby (local) Markov states, we can represent the least square problem by factor graph models. In factor graphs the system states are represented by variable factors, and the cost terms are represented by cost factors. An example factor graph is shown in Fig. 1 . By converting nonlinear least squares problems into factor graphs we can take advantage of factor graph inference tools to solve the problems efficiently. Additional information about the relationship between factor graphs and sparse GP and SLAM problems can be found in [6] , [1] , [23] , [24] 
D. Querying the Trajectory
One of the advantages of representing the continuous-time trajectory as a GP is that we have the ability to query the state of the robot at any time along the trajectory. For constantvelocity GP priors, the system state x(τ ), t i ≤ τ ≤ t i+1 can be estimated by two nearby states x(t i ) and x(t i+1 ) [1] , which allows efficient O(1) interpolation. We first calculate the mean value of local stateγ i (τ )
Once we have the mean value of local stateγ i (τ ), the mean value of the full statex(τ ) = {T (τ ),ˆ (τ )} iŝ
E. Fusion of Asynchronous Measurements
Continuous-time trajectory interpolation affords GP-based trajectory estimation methods several advantages over discrete-time localization algorithms. In addition to providing a method for querying the trajectory at any time of interest, GP interpolation can be used to reduce the number of states needed to represent the robot's trajectory, and elegantly handle asynchronous measurements.
Assume there is a measurement z τ of state x(τ ) available at an arbitrary time τ, t i ≤ τ ≤ t i+1 , with measurement function h τ and corresponding covariance Σ τ . The measurement cost in the factor graph can be written as
Since system state x(τ ) is not explicitly available during optimization, we perform trajectory interpolation between x i and x i+1 by Eq. (48) - (49), and rewrite the cost in terms of the interpolated mean valuex(τ ) Because the measurement cost is represented by x i and x i+1 , a binary factor can be added to the factor graph and optimized without explicitly adding an additional state. An example is illustrated in Fig. 2 .
F. Simultaneous Trajectory Estimation and Mapping
The proposed approach could be extended from trajectory estimation to Simultaneous Trajectory Estimation and Mapping (STEAM) by combining landmarks l with trajectory states x, resulting a combined state z .
, where L is number of landmarks [1] . The resulting linear system has the form
where W xx is block-tridiagonal due to the GP prior, W ll is block-diagonal, and W lx depends on landmark observations, but is generally sparse [6] . Block-wise sparse Cholesky decomposition can be applied to solve the linear system
A factor graph representing an example STEAM problem is shown in Fig. 3 .
V. CONCLUSION
We extend the sparse GP regression approach of Barfoot et al. [1] to general matrix Lie groups. As a result, we can solve a broader class of trajectory estimation problems, such as attitude and trajectory estimation in 3D space. Additionally, the continuous-time trajectory representation gives us the ability to fuse asynchronous sensor measurements during estimation, which is useful in practice.
Although the proposed method is defined and evaluated in batch settings, it can be immediately extended to an incremental estimation framework by combining the proposed sparse GP priors with the incremental GP regression framework of Yan et al. [24] . In fact, the proposed GP prior is not limited to just STEAM problems: any technique that benefits from continuous-time trajectories represented by sparse GPs can use our priors. For example, by using our approach in motion planning [34] , [35] one could immediately extend vector-space motion planning algorithms to motion planning algorithms on general matrix Lie groups.
