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ABSTRACT 
This paper reviews the general problem of nonlinear 
time series analysis. The special case of bilinear time 
series analysis is discussed in detail. The stability of 
the estimated nonlinear system models is of particular 
importance. We discuss a simple sufficient condition 
for the stability of such models. Several approaches 
to the estimation of the parameters of a bilinear time 
series are then reviewed. The paper concludes with a 
discussion of some theoretical aspects associated with 
using nonlinear time series models in applications in-
volving predictive data compression. 
I. INTRODUCTION 
A large class of parametric spectrum estimation 
techniques is based on the assumption that the un-
derlying model that generates the time series is linear. 
While linear models provide adequate performance in 
many applications, there are several instances where 
they can give misleading or inadequate results. Con-
sequently, there has been a large amount of activity in 
the recent past on fitting signals with nonlinear mod-
els. Examples of nonlinear models include threshold 
linear models, polynomial models and others. An ex-
cellent source that discusses various nonlinear time se-
ries models is the book by Priestley [9]. 
The purpose of this paper is to review a particular 
type of nonlinear time series analyses using polynomial 
models. A general polynomial time series model de-
scribes the relationship between the time series X(n) 
and e( n), the driving signal that generates the time 
series in the following manner. 
X(n) = fi(X(n - 1), X(n - 2), ... , 
X(n - M), e(n), e(n - 1), ... , e(n - 1)) + e(n) (1) 
where fi(- ... -) is an i - th order polynomial in the 
entries within the parenthesis. Note that e( n) is not 
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measurable. The objective of the time-series analy-
sis here is to identify the parameters of the polyno-
mial model from a single time-limited measurement of 
X(n). Often such analyses assume that e(n) belongs 
to a particular class of processes (for example, zero 
mean, white Gaussian processes). 
A special case of polynomial system modeling that 
has attracted the attention of several researchers is 
the bilinear system model. In the most general form, 
a discrete-time random signal X(n) that can be fitted 
with a bilinear model satisfies the following difference 
equation. 
X(n) = 2:f=1 aiX(n - i) + 2::=1 2:J=1 bi; 
X(n - i)e(n - j) + 2:1=1 cje(n - j) + e(n) (2) 
where e( n) belongs to a stationary and zero-mean 
white process. In statistical literature, the above 
model is often denoted as the BL(p, r, s, q) model [12]. 
This model is attractive since it shares several features 
with linear system models. In particular, if b;.,; = 0 
for all i and j, we get the familiar ARMA model. 
In spite of the simplicity of bilinear system models, 
there is a large class of nonlinear systems that can be 
adequately modeled as bilinear systems. For example, 
it has been shown under fairly mild conditions that 
a bilinear system model with finite number of coeffi-
cients can be used to approximate any Volterra sys-
tem with arbitrary precision [1]. Consequently, such 
system models have found a variety of applications in-
cluding those in control systems, population models, 
biological systems, economic models, etc. An overview 
of continuous-time bilinear models and their applica-
tions can be found in [7]. 
In this paper, we will restrict our attention to bi-
linear time series analysis, even though most of the 
results we discuss can be directly applied to the gen-
eral polynomial models also. Two aspects of bilinear 
time series models will be considered in some detail 
here - the stability of the models and methods for 
estimating the parameters of the model. 
II. STABILITY OF THE TIME 
SERIES MODELS 
A time invariant model generates a stationary time 
series only if the model itself is stable. However, deter-
mining if a bilinear or the general polynomial model 
is stable is no trivial task. Exact analysis often re-
quires evaluating the eigenvalues of very large matri-
ces. See Subba Rao [12] for an example. Consequently, 
researchers in this area have often resorted to develop-
ing and using simpler sufficient conditions for stability 
of such systems [8]. As an example, consider the bi-
linear time series model in equation (2). If we assume 
that the driving signal e(n) is zero-mean and Gaus-
sian, exact analysis requires calculating the eigenval-
ues of a n2m x n2m matrix [12] where n = M ax(p, s) 
and m = M ax(q, r, s). However, if we assume that 
the driving signal is bounded in magnitude (by say, 
M), we can use a recent result obtained by the au-
thors [3] and show that the system is stable (in the 
sense that X(n) will be bounded in magnitude) if 
i. The roots of the polynomial (1- Ef=l aiz-i)zP 
(say, rl, r2, ... rp) are all strictly less than 1 and 
11. 
3 q 
M L L Ib;j I ~ IIf=l (1 - IriD (3) 
i=l j=l 
The above condition requires computation of the 
roots of a p - th order polynomial and is obviously 
a significantly simpler problem than solving for the 
eigenvalues of much larger matrices. Similar stability 
results for time varying bilinear systems can be found 
in [10]. 
III. PARAMETER ESTIMATION FOR 
BILINEAR TIME SERIES 
A. Numerical Search 
The most common approach to the estimation of 
the unknown parameters is to perform a numerical 
search over the space of the unknown parameters. 
Consider the bilinear time series model given by equa-
tion (2). Assume that N samples of X(n) are available 
for estimating the parameters of the model. Let 0 de-
note a vector of unknown parameters and 
[aI, "2, ... , "P' bl,l! bl,2, ... , 
b3 ,q, Cl, <:2, ... , Cr , &~]T 
(4) 
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denote an estimate of 0. We will assume for conve-
nience that the driving signal e(n) is white and Gaus-
sian with unknown variance O'~. Also, assume for con-
venience that p, s, q and r are known. 
A A_ PA .8 qA X(n,9) - Ei=l a;X(n - z) + Li=l Ej=l b;,j 
X(n - i)e(n - j, 9) + E~=l c;e(n - i, 9) 
(5) 
is an estimate of X (n) using the previous samples 
X(n - 1), X(n - 2), ... of the time series and the pre-
diction errors values e(n -1, e), e(n - 2,9). Here, the 
prediction error e(n, e) is given by 
e(n,9) = X(n) - X(n, 9). (6) 
One approach to formulating the parameter estima-
tion problem is to choose 0 so as to minimize a cost 
function defined as 
N 
Q(0) = L e2(n, 0). (7) 
n=l 
Since Q(0) is in general multimodal, closed form solu-
tions are not normally available for this minimization 
problem. In such cases, one has to resort to numer-
ical search procedures. Subba Rao [12] has used the 
Newton-Raphson technique to iteratively estimate the 
parameters of a bilinear time-series. 
The advantages of iterative techniques are that they 
are relatively straightforward to formulate and that 
they provide satisfactory results in general. However, 
it is possible that the iterative techniques can converge 
to local minima and even diverge at times [13]. Conse-
quently, manual supervision is almost always required 
when using this approach. 
B. Closed Form Solutions for Special Cases 
It turns out that the closed form solution for the 
bilinear time series estimation problem is possible for 
certain cases. We consider the BL(p, O,p, 1), model 
given by 
p p 
X(n) = L aiX(n - i) + L b;X(n - i)e(n -1) + e(n) 
;=1 ;=1 
(8) 
when e(n) belongs to a zero-mean and white Gaussian 
process with unknown variance O'~. It has been shown 
in [6] and [11] that the first, second and third order 




C(n) = X(n) - JJ. 
rcc(m) = E{C(n)C(n - m)} 
L:f=l aircc(m - i); m > 1 
L:f=l aircc(m - i) + u~ L:f=1 L:}=1 
bibjrcc{i - j) 
+JJ (L:f=l bi) u; {a1 + JJ L:f=1 b;} 
+bi u: + u; ; m = 0 
(9) 
L:f=1 ajrcc(m - i) + J1- (L:f=1 bi) u~ ; m = 1 
(10) 
and 
rccc(l, m) = E {C(n)C(n - I)C(n - m)} 
= L:f=1 air ccc(i - 1, m - 1)+ 
u; L:f=l bircc(m - i) ; m ~ 2 
(11 ) 
We can solve for the parameters al, a2, ... , ap and 
U~bl,U~b2, ... ,u;bp from equations (11) (for m > 1) 
and (12). u; can be calculated from the equation for 
rcc(O) (after substituting the estimated values of a~s 
and u;b~s in the equation and then solving for the 
positive root of the resulting quadratic equation). 
The advantage of this approach is that it is indeed 
a closed form solution. The disadvantage is that the 
estimates of the higher order statistics require a fairly 
large number of data samples to provide reliable re-
sults, and consequently, the estimation variance as-
sociated with this approach tends to be somewhat 
higher than for many iterative schemes. Of course, 
the method is applicable only for a smaller class of 
models than the iterative schemes. 
C. Extended RLS Approach 
In the extended recursive least squares (RLS) ap-
proach, we try to adaptively predict X(n) using the 
bilinear system model. The equation satisfying the 
bilinear predictor is given by 
'p . $ "q X(n) = L:i=l ai(n)X(n - z) + L:i=ll..Ji=1 
bi,j(n)X(n - i)e(n - j) 
+ L:j=1 c;(n)e(n - i) 
(12) 
where e( n) is the prediction error defined as 
e(n) = X(n) - WT(n)Z(n) (13) 
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and the coefficient vectors Wen) and data. vector Zen) 
are defined as 
(14) 
and 
Zen) = [X(n - 1),X(n - 2), ... ,X(n - p), 
X(n - l)e(n - 1), ... , X(n - s)e(n - q), 
e(n - 1), ... ,e(n - r)]T 
(15) 
respectively. In the extended RLS approach, we solve 
for the coefficient vector Wen) at each time, so that a 
weighted sum of squared prediction errors, given by 
n 
J(n) = L: ,\n-ke2(k) (16) 
k=1 
is minimized. In the above, ,\ is a number between 0 
and 1 that controls the memory span of the adaptive 
filter. It is well known that the optimum solution for 
the above problem is given by 
Wen) = R-l(n)P(n) (17) 
where 
n 




Pen) = L: ,\n-k Z(k)X(k) (19) 
k:l 
Recursive and much more efficient implementations of 
the above scheme are possible. 
While very little can be stated about the overall sta-
bility of the bilinear models generated by the extended 
RLS approach, one can show that the algorithm is sta-
ble in the sense that the time average of the squared 
prediction error values is bounded [4]. This result is 
a relatively straightforward extension of a similar re-
sult available for RLS adaptive filters employing linear 
system models [5]. 
IV. APPLICATION TO PREDICTIVE 
CODING 
Predictive coding [2] is a very popular technique 
for data compression. Linear prediction is employed 






(a) Prediction at encoder. 
1\ 
e(n) + X(n) 
---..: + J-------_----l __ -
(b) Reconstruction at receiver. 
Figure 1: Block diagram for a predictive coding sys-
tem. 
found that using nonlinear system models (including 
bilinear models) provides additional coding gains with 
many types of speech and image signals. In this sec-
tion, we will address the issue of whether polynomial 
system models employed along with extended RLS 
predictors can operate in a stable manner when used 
in predictive coding applications. The system block 
diagram is shown in Figure 1. 
The key issue in predictive coding systems is that 
the input signals X(n) is not available at the receiver, 
and consequently, the predictor P must use the recon-
structed signal X(n) at both the encoder and receiver 
in order to ensure proper operation. In the block di-
agram, P denotes the bilinear predictor implemented 
using an extended RLS algorithm and Q is the quan-
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tizer for the error signal. The relevant equations that 
constitute the algorithm are as follows. 
ENCODER 
Zen) = [X(n - 1), X(n - 2), ... , X(n - p), 
X(n - 1)e(n - 1), ... ,X(n - s)e(n - q), (20) 
e(n - 1), ... ,e(n - r)]T 
a(n) = X(n) - ZT(n)W(n - 1) (21) 
R(n) = AR(n - 1) + Z(n)ZT(n) (22) 
Pen) = AP(n - 1) + Z(n)X(n) (23) 
ken) = R- 1(n)P(n) (24) 
(Equation (22-24) can be implemented more effi-
ciently using fast algorithms). 
Wen) = wen - 1) + k(n)a(n) (25) 
X(n) = ZT(n)W(n) (26) 
e(n) = X(n) - ZT(n)W(n) (27) 
e(n) = Q{e(n)} (28) 
X(n) = e(n) + X(n) (29) 
At the receiver, one can reconstruct X(n) by im-
plementingequations (20), (21), (22), (23), (24), (25), 
(26) and (29) in order at each instant. It should be 
clear from the above discussion that the receiver can 
track the behavior of the predictor at the encoder with 
knowledge of e( n), the quantized prediction error sig-
nal alone. Now, the key question becomes: Can the 
pre~ictor operate in a stable manner when its input 
is X(n) instead of X(n)? To answer this question, we 
now prove the following result: 
Theorem: Consider the bilinear predictive coder of 
Figure 1. The time average of the prediction error 
given by 
(~) t (X(k) - X(k)f (30) 
k=l 
is bounded if : L:~=1 X2(k) and 
~ L:~:1 (e(k) - e(k))2 is bounded. 
Proof: By extending a result in [4], we can show 
that 
~L~=l (X(k)-X(k)f ~ ~L~=lX2(k) 
+ ~ WT (O)R(O) W(O) 
Now, it is easy to show that 
X(k) = X(k) - (e(k) - e(k)) 
Substituting this in (31), we get 
1 n A 2 ;; L (X(k) - (e(k) - e(k)) - X(k)) 
k=l 







The result of the theorem follows immediately from 
the above. 
When there are a finite number of quantizer levels 
or codewords, it is not always possible to guarantee 
that the quantizer error will be bounded in the sense 
of the theorem. However, there are adaptive quanti-
zation algorithms that can guarantee that the quan-
tization error is bounded. The theorem implies that 
at least when used in conjunction with such quantiz-
ers, bilinear predictive coding will operate in a stable 
manner. In the preliminary experiments we have con-
ducted, bilinear predictive coders with fixed quantizer 
levels have worked satisfactorily. 
v. CONCLUDING REMARKS 
In this paper, we reviewed some important aspects 
of bilinear time series analysis. In particular, we dis-
cussed a relatively simple test for the stationarity of 
the process defined by a bilinear system. We showed 
that a bilinear predictive coder employing the ex-
tended RLS predictor operates in a stable manner. 
We also discussed various approaches to estimation of 
the parameters of the bilinear time series model. 
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