In this paper we are concerned with Trudinger's inequality for Riesz potentials of functions in Musielak-Orlicz spaces.
Letφ(x, t) = sup 0≤s≤t ϕ(x, s) and Φ(x, t) = ∫ t 0φ (x, r) dr for x ∈ G and t ≥ 0. Then Φ(x, ·) is convex and
for all x ∈ G and t ≥ 0. In fact, the first inequality is seen as follows:
We shall also consider the following condition:
(Φ5) for every γ > 0, there exists a constant B γ ≥ 1 such that
whenever |x − y| ≤ γt −1/N and t ≥ 1.
Example 2.1. Let p(·) and q j (·), j = 1, . . . , k, be measurable functions on G such that
c (t)) and
Then, Φ(x, t) satisfies (Φ1), (Φ2) and (Φ4). It satisfies (Φ3) if there is a constant
with a constant C p ≥ 0 and (Q2) q j (·) is j-log-Hölder continuous, namely
Given Φ(x, t) as above, the associated Musielak-Orlicz space
is a Banach space with respect to the norm [18] ).
Lemmas
Throughout this paper, let C denote various constants independent of the variables in question and C(a, b, · · · ) be a constant that depends on a, b, · · · . We denote by B(x, r) the open ball centered at x of radius r. For a measurable set E, we denote by |E| the Lebesgue measure of E.
For a locally integrable function f on G, the Hardy-Littlewood maximal function M f is defined by
We know the following boundedness of maximal operator on L Φ (G). 
We consider the function
satisfying the following conditions (γ1) and (γ2):
(γ2) there exists a constant B 0 ≥ 1 such that
Further we consider the function
satisfying the following conditions (Γ1) and (Γ2):
is uniformly almost increasing, namely there exists a constant B 1 ≥ 1 such that
for all x ∈ G and α ≥ α 0 whenever 0 < t < d G and
with some constant B ′ > 0 by (γ2), (Φ3), (Φ4) and (Φ5), we have by (Φ3), (Γ2) and (Γ3) ∫
Thus we obtain the required results.
Proof. By (Γ3) and (γ2),
for all x ∈ G, as required. 
for all x ∈ G and s > 0.
Then, for every c > 1, there exists C > 0 such that s) for all x ∈ G and s > 0.
Trudinger's inequality
For 0 < α < N , we define the Riesz potential of order α for a locally integrable function f on G by
satisfies the following conditions:
Then there exist constants c 1 , c 2 
By Lemma 3.4, there exists
Hence, using (Γ log ) and Lemma 3.4, we obtain
By Lemma 3.4 again, we see that there exists a constant C * 2 > 0 independent of x such that . e. x ∈ G, and by (Ψ α 2) and (Ψ α 3), we have
for a.e. x ∈ G. Thus, we have by (4.1)
Applying Theorem 4.1 to special Φ given in Example 2.1, we obtain the following corollary. 
and sup
Proof. First we show the case (1). In this case, set
) .
Here note that γ(x, t) satisfies (γ2) and Γ α (x, t) is uniformly almost increasing on t and satisfies (Γ log ) by (4.4). We have by N/p − ≤ α and (4.5)
for x ∈ G and t > 0. Then
for all x ∈ G, t > 0 and 0 < c ≤ 1. Hence, choosing B ≥ 1 such that
for s > 0. Thus, 
for all N/p − ≤ α < N and f ≥ 0 satisfying ∥f ∥ L Φ (G) ≤ 1, which shows the assertion of (1).
In the case (2), setting
(1/t)]
1−1/p(x)
and ψ(x, t) = t p(x)/(p(x)−1) , the above discussion yields the required result.
