We introduce the notion of Burkill-Cesari (BC) differentiability for transferable utility (TU) games and compare it with some other analogous established notions existing in cooperative game theoretical literature. We also apply our notion to the study of the core of a new class of TU games.
Introduction
Nonadditive set functions play a fundamental role in game and decision theory: in particular, in the cooperative game-theoretic framework they have been fruitfully used to model the notion of transferable utility (TU) game, that is, given a measurable space (Ω, Σ), a set function ν : Σ −→ R such that ν(Ø) = 0 is called a TU game. The set Ω and the σ-algebra Σ are interpreted respectively as a set of players and a set of possible coalitions S, while ν(S) represents the worth or payoff in terms of "utility" available for division, without restrictions, among the members of S. Though many solution concepts for TU games, i.e., ways of allocating the payoff obtained by a coalition among its players, have been proposed, two of the most famous for the wide range of applications in mathematical economics and social sciences are undoubtely the Shapley value and the core.
Nikodym derivative. Under the same hypotheses instead, the refinement differential is absolutely continuous w.r.t the default game in a weaker way, and the same kind of representation as that of the BC differential seems harder to obtain. This will be the subject of further work.
The idea of some "approximate" additivity, makes it natural to investigate the connection between BC differentiability and the concept of Burkill integral for a set function introduced by Cesari ([10] ) in the sixties, whose existence is guaranteed for example when one imposes on the set function a condition known as quasi-additivity. Indeed, it turns out that the BC differentiability of a game ν at a set E is equivalent to the Burkill integrability of the increment games ν E (F ) = ν(E∪F )−ν(E), with F ⊂ E c andν E c (J) = ν(E) − ν(E \ J) with J ⊂ E. It is worth mentioning the close parallel occurring between the Burkill integral and the refinement derivative of Rosenmuller ([19] ) and ), as well as the Epstein-Marinacci differential (just, in one case the limit is made w.r.t. the mesh, while in the other w.r.t. refinements).
To end, we also provide a study and some representation results on the core of Burkill integrable games.
The outline of the paper is as follows: in Section 2 we provide some notation and definitions, in Section 3 we study and compare various notions of non atomicity for games, in Section 4 we investigate the relationships among different definitions of absolute continuity. Section 5 is devoted to the introduction of the BC differential, its comparison with refinement and µ-differentials and to the approximate representation result; in Section 6 we develop calculus rules for the BC differential while Section 7 contains a study of the core of Burkill integrable games.
Throughout, special attention is paid to the discussion of the assumptions and to the comparison with the existing literature. This reverberates through the paper in a large deal of suitable ad hoc examples and counterexamples.
Preliminaries
Throughout this work Ω will denote a set of players, and Σ the σ-algebra of admissible coalitions.
A set function ν : Σ → R such that ν(Ø) = 0 is called a transferable utility (TU) game.
A game ν is
• positive if ν(S) ≥ 0, for all S in Σ;
• monotone if for every A, B ∈ Σ with A ⊂ B, it holds ν(A) ≤ ν(B);

• superadditive if for every A, B ∈ Σ with A ∩ B = Ø, it holds ν(A ∪ B) ≥ ν(A) + ν(B);
• finitely additive (or a charge) if ν(S ∪ T ) = ν(S) + ν(T ), for all pairwise disjoint sets S and T in Σ;
• countably additive (or a measure) if ν(
ν(S n ) for every countable collection of pairwise disjoint sets {S n } ∞ n=1 in Σ;
• bounded if sup
The set of all finitely additive (resp. countably additive) games bounded w.r.t. the variation norm ( [17] ) is denoted by FA (resp. CA).
For every H ∈ Σ, we shall denote by Σ H the σ-algebra defined by Σ H := {I ∈ Σ : I ⊂ H}.
Given a game ν one defines the dual game ν as
Note that if ν is a monotone game, thenν remains monotone too.
Given a game ν, the increment game ν E : Σ E c → R, is defined as ν E (F ) := ν(E ∪ F ) − ν(E) .
A partition D of a set E is a finite family of disjoint elements of Σ, whose union is E. By Π(E)
we shall denote the set of all the partitions of E.
A partition D ∈ Π(E) is a refinement of another partition D ∈ Π(E) if each element of D is union of elements of D.
A game ν : Σ → R is called a scalar measure game if there exists a bounded and convex-ranged charge P , and a real valued continuous function g : R(P ) → R, such that ν(·) = (g • P )(·) on Σ,
where R(P ) is the range of P .
The core of a game ν is the set:
core(ν) = {µ ∈ F A : µ(Ω) = ν(Ω) and µ(A) ≥ ν(A) for all A ∈ Σ }.
For all the other terminology we refer the reader to [17] .
Regularity of games
Several different forms and generalizations of the non atomicity concept appear in the literature.
In this section we shall consider the main ones and compare them.
Given a game ν we define the following two classes of sets Note first that we can alternatively write
It can be shown that
The above inclusion may be strict, as the following example shows
the Borel σ-algebra, and let λ denote the usual Lebesgue measure. Consider the set
and consider the game ν : Σ → R defined as
Observe that the game ν is in the space BV (see [2] ); in fact ν = ν 1 − ν 2 where
are two monotone games.
Analogously one defines an N -atom for ν.
N -atoms. Notice that N non atomicity is precisely that defined in [2] .
A game ν is strongly non atomic if for every ε > 0 and every F ∈ Σ there exists D ∈ Π(F ) with
Finally a game is said to be strongly continuous if for every ε > 0 there exists D ∈ Π(Ω) such that, for every F ∈ Σ, |ν(I ∩F )| < ε for each I ∈ D. (this last concept is due to F. Ventriglia [20] )
We shall compare these four concepts.
It is immediate to recognize that strongly continuous games are strongly non atomic.
Also, since N (ν) ⊂ N o (ν), it is clear that N o -non atomic games are also N -non atomic.
Examples exist in the literature (see [16] or [3] ) of non atomic finitely additive measures that are not strongly non atomic; since in the finitely additive case N o (ν) = N (ν) these examples show that both N o -non atomic and N -non atomic games are not necessarily strongly non atomic.
The unanimity game
is a N -non atomic game for which the grand coalition Ω is an N o -atom; it is also a strongly continuous game, for any decomposition finer than {Ø, Ω} fulfills the above definition.
In the sequel we shall prove that a strongly non atomic game is necessarily N -non atomic too, and we shall give an example of a strongly non-atomic game that is not strongly continuous.
These two facts will complete the following scheme (a dashed arrow means that the implication is false). N o A stays for N o -non atomic games, N A for N non-atomic, SN A for strongly non-atomic and SC for strongly continuous.
Example 3.2 Let f
: Ω → R be any discontinuous solution of the functional equation
As proven in [6] , such a function satisfies the following property:
for any interval [a, b] ⊂ R and any y ∈ R, f attains in [a, b] values arbitrarily close to y.
Let now Ω = [0, 1] and let Σ be the Borel σ-algebra on Ω. For any set E ∈ Σ let i E = inf E,
Consider the following game ν : Σ → [0, +∞)
Then ν is strongly non atomic, but it is not strongly continuous.
To prove that ν is strongly non atomic, let E ∈ Σ with ν(E) > 0 and ε > 0 be fixed. Since E is not a nowhere dense set, (E) o ̸ =Ø, and inf(E) o , sup(E) o are cluster points for (E) o . We shall construct a decomposition D ∈ Π(E) with ν(J) ≤ 2ε for every J ∈ D.
For the sake of simplicity, let H = (E) o , and suppose, to fix ideas, that
From the above property of f we can choose ξ 1 1 [ is a neighborhood of z and hence contains points from E; these points are therefore elements of J 1 which shows that z ∈J 1 .
Analogously, we can choose a suitable ξ 2 ∈ E with ξ 2 > ξ 1 and such that
and then define
Then one iterates this technique, choosing finitely many points
On the contrary, ν is not strongly continuous; in fact if D ∈ Π(Ω), at least one J ∈ D is not a nowhere dense set (otherwise Ω were of first category); but, thanks to the above property of local unboundedness of f , every J ∈ Σ that is not a nowhere dense set contains a subset of arbitrarily large ν, and thus, even if ν(J) ≤ ε for each J ∈ D this estimate is not hereditarily valid on the subsets.
On the other side, if a game ν is strongly non atomic, then it is N -non atomic.
To see this, first note that if E is an N atom for ν and F ∈ Σ E , then just one between F and
while an atom has non zero ν.
This is precisely the difference between N o (ν) and N (ν); in N o (ν) such an alternative may be false, as the unanimity game shows.
To reach a contradiction, suppose that E is an N -atom for ν. Since N (ν) = N (|ν|), it would be an N -atom for |ν| too. Hence |ν|(E) > 0.
Moreover, by assumption |ν| is strongly non-atomic.
Then by the above property, there should hold ♯D > 2. Actually one finds ♯D > n for each n ∈ N (which is in fact a contradiction); we shall only prove that ♯D > 3, the same reasoning extends to larger integers.
, and then just one between I 1 and
If both |ν(I 2 )| > 0, |ν(I 3 )| > 0, then, since for example I 3 ̸ ∈ N (|ν|) and E = ( Moreover, something can be said for a special class of BV games, namely those games that for every ε > 0 can be written as the difference of two monotone games, ν = ν ′ ε − ν ′′ ε for which a pair of sets (N ε , P ε ) ∈ Σ 2 exists satisfying
If such a game is strongly non atomic, then it is necessarily strongly continuous.
In fact, fix ε > 0 and choose the pairs ν ′ ); then, thanks to the strong non atomicity, determine
For I ∈ D 1 we have that by monotonicity
Analogously |ν(I ∩ F )| ≤ ε for the I ∈ D 2 , and finally
according to how the sets have been chosen.
Note that as a particular case, the equivalence between strong non atomicity and strong continuity holds for BV games admitting a sort of Hahn decomposition, namely such that they can be represented as difference of two monotone games ν = ν ′ − ν ′′ that are in a sense mutually singular. More precisely, there exists a pair of sets (N, P ) such that P ∩ N =Ø, P ∪ N = Ω, ν ′ (N ) = ν ′′ (P ) = 0; hence the equivalence holds for monotone games, since (Ø, Ω) is a Hahn decomposition with respect to the obvious decomposition ν = ν − 0.
It is worth mentioning that in general (P, N ) is not a Hahn decomposition, that is one should not expect that ν can be represented as
and analogously
would imply the complete Hahn representation for ν.
Absolute continuity for games
Several different extensions of the classical concept of absolute continuity between two measures appeared in the literature. In this section we shall examine the four most used definitions of absolute continuity between two games and we shall compare them.
Given two games µ and ν we can define the following types of absolute continuity ν ≪ µ.
Following [18] , we shall say that ν
More classically, we shall say that ν is µ-absolutely continuous, and write ν ≪ 2 µ iff for every ε > 0 there exists δ > 0 such that when |µ(E)| < δ there also holds |ν(E)| < ε.
In [18] the authors introduce the concept of µ-continuity of a game, when µ is a measure, (but it can be extended to the more general case of µ monotone and subadditive). A game ν is µ-
Finally we shall write ν ≪ 4 µ when we shall mean that the absolute continuity by chains holds (see [2] ). We recall the definition for the reader's convenience.
A chain is a non-decreasing sequence of sets of the form
A link of the chain is a pair of successive elements
A subchain is a set of links. If C is a chain and Λ is a subchain, the variation of Λ over ν is defined as
where the sum ranges over all indexes i such that {S i−1 , S i } is a link of the subchain Λ.
Now ν ≪ 4 µ if for every ε > 0 there exists a δ > 0 such that for every chain C and every subchain
We shall now compare these four relationships between ν and µ.
First it is immediate to get convinced that
by the ≪ 4 -continuity, and take the chain C = {Ø, F }.
The implication ν ≪ 3 µ =⇒ ν ≪ 2 µ is immediate, for one takes B =Ø.
The following proposition compares ν ≪ 4 µ with ν ≪ 3 µ.
Proposition 4.1 If µ is monotone and subadditive, then
Proof. Clearly if the game µ is monotone, then µ ≥ 0.
On the other side, each increment game ν E ≪ 2 µ; in fact, for every
Hence, in particular ν A∩B (A \ B) < ε, that is |ν(A) − ν(A ∩ B)| < ε and analogously |ν(B) − ν(A ∩ B)| < ε. Hence |ν(A) − ν(B)| < 2ε. 2
Instead we have that ν
To show that ν ≪ 1 µ ̸ =⇒ ν ≪ 2 µ note that if the implication did hold, it would mean that 0 − 0 and ε − δ absolute continuities are equivalent, which is well known to be false, even in the framework of finitely additive games; in [7] a counterexample in this sense can be found, namely a pair of finitely additive positive games ν and µ such that
but the ε − δ absolute continuity fails to be true (see Example 6.1 below). On the other side, to 
Finally we provide an example where ν ≪ 3 µ but ν ̸ ≪ 4 µ; this will complete the following scheme for the case of µ subadditive and monotone:
To this aim, we present first an easy result relative to scalar measure games.
Proposition 4.2 If ν = g • P is a scalar measure game, then ν is monotone iff g is monotone,
and ν is strongly non atomic iff g is continuous at 0.
Proof. We first prove the equivalence for non atomicity. Since P is convex-ranged it enjoys equivalently the Darboux property ( [11] ).
=⇒: Let t 1 < t 2 ∈ [0, P (Ω)]; then by the Darboux Property there exists E ∈ Σ such that P (E) = t 2 and F ⊂ E in Σ with P (F ) = t 1 ; hence,
The converse implication is straightforward.
We turn now to the second equivalence in the statement.
⇐=: Let F ∈ Σ and ε > 0 be fixed. Since lim
=⇒: Since g is monotone, we already know that lim
exists. Let ε n ↓ 0; by the strong non atomicity, we can choose a sequence D n ∈ Π(Ω) such that
Hence we can start with whichever I 1 ∈ D 1 and then choose iteratively I n ∈ D n so that the sequence I n is decreasing; thus on one side ν(I n ) < ε n and hence ν(I n ) ↓ 0. But P (I n ) is decreasing too, and so it converges to some t o ≥ 0; by the monotonicity of g, We are now ready for the promised example. For every A, B ∈ Σ with λ(A∆B) < δ(ε), where δ is determined by the uniform continuity of f ,
On the other side, f is not absolutely continuous; therefore there existsε > 0 such that for each δ > 0 there exists a finite union of non-overlapping intervals
Moreover, we can always suppose that x δ 1 = 0. Fix any δ > 0; we shall omit the δ sub-super scripts for the sake of simplicity.
Consider then the following chain C = {S 1 , . . . , S 2n−1 }:
Consider the subchain Λ = {(1, 2), (3, 4) , . . . , (2n − 1, 2n)}; then 
Hence the interesting comparison is between ≪ o and ≪ 1 .
Since in Example 3.1 we have that
For the converse implication, let the game µ be given by
where ν is the same as in Example 3.1.
We have that if E ∈ N (ν), and
too, hence one easily checks that µ is subadditive. Therefore
On the other side immediately N o (µ) = N (ν), thus
The Burkill-Cesari differential of games
In this section we shall introduce a new definition of differential for games: to this aim, the first concept we shall need is that of a mesh on a measurable space.
Let (Ω, Σ) be a measurable space. Similarly to [10] , we shall define a mesh on Ω in the following way: 
. . , G n }, and for every choice of
Let now ν be a monotone strongly non-atomic game on (Ω, Σ); then if
If ν is not the null game, then δ ν is a mesh according to the above definition.
Conversely, when a mesh is defined on ℑ, and Ø̸ ∈ ℑ, then the game
is monotone, non atomic, and δ = δ ν .
In fact, by (d.1), ν(E) ≥ 0; if E ⊂ F and they both are in Σ + , then by (d.3)
To prove that ν is strongly non atomic, let F ∈ Σ + , ε > 0 be fixed. By (d.2) there exists
From now on in this section we shall consider a strongly non atomic monotone game λ on (Ω, Σ) and the mesh δ to which we shall refer will always be the default mesh δ λ defined by (1) .
Note that if ν is a monotone game, then any increment game remains monotone too.
In the literature several definitions of derivative or differential of a game appeared (see [13] , [18] ), all dealing with the behavior of finite sums over partitions, when the "size" of the summands decreases.
Here we propose an alternative formulation, inspired by the Burkill-Cesari integrability introduced in the sixties in [10] .
Definition 5.2
Let ν be a game on (Ω, Σ) and let E ∈ Σ be fixed; we shall say that ν has an outer Burkill-Cesari differential (briefly outer BC-differential) if there exists a strongly non atomic finitely additive measure ∂ + E (ν, ·) defined on Σ E c , and such that for every
similarly we shall say that ν admits an inner
Finally, if ν admits both the outer and the inner BC differentials at E, we shall define
More
(·) = ϕ(·)−ϕ(Ø).
Then for every E ∈ Σ the increments coincide; therefore we can extend the notion of outer (resp. inner) BC differentials to set functions, for one would find ν E = ϕ E andν E c =φ E c ; hence one
which gives to the definition of ∂ − E (ν, ·) above a formulation more similar to the inner refinement differential ( [13] ).
Also, if the BC differential at a set exists, then it is unique.
Remark 5.1 In [10] the Burkill-Cesari integral of a game ν is defined as
We report the following result there Ω is assumed to be a topological space, and only special decompositions are taken into account, but it can be checked that the same proof applies to our setting.
In complete analogy with Theorem 3.1 in [18] , it can be shown that the limits in (2) and (3) are equivalent to
and
or else that
To be more precise, what one could prove is that if the increment games admit Burkill-Cesari integrals, then these coincide with the additive set functions in (2) and (3), and if they are strongly non atomic, then they coincide with the BC outer and inner differentials.
Next, we show that in particular significant cases, the BC differential is independent on the default game. 
Proposition 5.2 Let
Proof. Fix ε > 0 and let η(ε) by the ≪ 2 absolute continuity and η 1 = η 1 (ε) by the δ λ -BC differentiability of ν. We shall prove the result for the outer differential. Fix F ⊂ E c and let We shall now compare this new notion with the refinement differentials of Epstein and Marinacci ([13] ). Recall that these are defined analogously to the BC differentials: one simply replaces in (2) and (3) the limit w.r.t. the mesh δ λ with the limit with respect to refinements of partitions.
It is immediate to recognize that if the game ν admits inner (resp. outer) BC differential, then
are also the refinement differentials δ [13] (Montrucchio and Semeraro [18] do not require the strong non atomicity of the differentials); the converse implication is not true, as a following example will show.
Example 5.1
Let Ω and Σ = B Ω be as in Example 3.1, and consider the game ν :
Then ν is a monotone strongly non atomic game.
Let E ∈ Σ be fixed; if
and hence the refinement limit, as well as the δ λ -limit exist. Hence δ 
ν(I) = λ(E).
Thus also in this case the refinement limit exists and coincides with λ(E).
However ν does not admit BC-differential at Ø; indeed take E = Ω, ε > 0 and let us consider n ∈ N such that 1 n < ε; consider then the partition D = {I 1 , · · · , I n } ∈ Π(Ω) where
Next we shall compare this new concept with the µ-differentiability of [12] . Actually we shall prove that the BC differentiability is implied by a weaker form of µ-differentiability.
Definition 5.3
Let µ be a strongly non atomic non-negative finitely additive measure on Σ. A game ν is called µ-differentiable at E ∈ Σ if
(ii) there exists a strongly non atomic finitely additive measure ∆ E (ν, ·) on Σ such that
with F ⊂ E c and G ⊂ E, and µ(F ∪ G) > 0.
Epstein [12] assumes the following equivalent form of (i):
This condition is equivalent to ν
Viceversa, for every N ∈ N (µ) it is µ(N ∆Ø) = 0; so if Epstein's condition holds ν(A ∪ N ) = ν(A ∪ Ø) = ν(A) for every A ∈ Σ that is, N ∈ N (ν).
We shall now compare this last differentiability, that according to [12] also implies the refinement differentiability, with the BC differentiability Theorem 5.1 Let µ be as in Definition 5.3, and suppose that µ ≪ 2 λ. Let ν be a game µ-
Proof. As stated in [12] , ∆ E (ν, ·) ≪ 1 µ.
On the other side if µ(F ) = 0, F ∈ N (µ) ⊂ N (ν) and so ν E (F ) = 0 < ε.
Analogously one could prove this implication for ν E c .
We shall now prove that for every F ⊂ E c there holds
Let ρ = ρ(ε) be determined by the µ-differentiability. Then for every I ⊂ F with 0 ≤ µ(I) < ρ we have
Note that this also holds when µ(I) = 0 as ν ≪ 1 µ and ∆ E (ν, ·) ≪ 1 µ.
Let η = η[ρ(ε)] be determined by the absolute continuity µ ≪ 2 λ. Fix ε > 0 and F ⊂ E c and let
The inner differential can be analogously treated.
2
So far we have shown that the BC differential is an intermediate concept between the Epstein-
Marinacci refinement differential and the Epstein one.
In the sequel of this section we shall investigate which properties of the µ-differential are preserved by the BC differential.
First we shall prove a version of Lemma 3 in [9] . To this aim, we are interested in the cases when the differentials are absolutely continuous with respect to the default game λ; in other words one would control the size of ∂ ± E on sets of small λ size, which may happen to have large increment size.
To discuss this topic we shall remind some concepts, relative to the Burkill-Cesari integral.
In [1] the authors define the δ λ -continuity of a game ν; in our setting this precisely coincides with the condition ν ≪ 2 λ. In particular Theorem V in [1] , whose proof does not make use of the topological structure there assumed, becomes
Proposition 5.3 If ν is Burkill-Cesari integrable, then
Hence, if the game ν admits outer (resp. inner) BC differential at E, then ∂ + E ≪ 2 λ iff ν E ≪ 2 λ (and analogously for the inner differential).
Moreover if both the BC outer and inner differentials exist at
Hence we are induced to focus on the cases when the increment games ν E ≪ 2 λ and/orν E c ≪ 2 λ.
Unfortunately, in general if ν ≪ 2 λ does not imply that ν E ≪ 2 λ; for instance if ν is the unanimity game on [0, 1] with the usual Lebesgue measure λ as the default game, and
However, in the case of measure games something more can be said Proposition 5.4 Let ν = g • P with g continuous, and P countably additive; if P ≪ 2 λ, then ν ≪ 2 λ and the increment games ν E ,ν E c are always ≪ 2 λ.
Proof. To prove this statement, note that g is uniformly continuous on the range R(P ) (for it is compact, according to Lyapounov Theorem). Let δ = δ(ε) be determined by the uniform continuity of g, and let ρ = ρ(τ ) be determined by the absolute continuity P ≪ 2 λ; then if 0 ≤ x ≤ ρ(τ ), we have g(x) < τ .
Let H have λ(H) < δ[ρ(ε)]; then P (H) < ρ(ε) and hence ν(H)
Moreover, using the continuity at every
One could alternatively require that P is simply finitely additive, provided g is assumed to be continuous on the closure of R(P ) (which is, in fact, compact -see [7] ).
For more general games we need a stronger absolute continuity with respect to the default game. 
Theorem 5.2 Let λ be a strongly non atomic finitely additive game, and let ν admit BC differ-
Repeating the same argument for the inner BC differential, we reach
This absolute continuity of the BC differential with respect to the default game will be of crucial importance for the results in the next section.
It is important to mention that in the case of refinement differentials, all what can be said is
However, if we do not assume a priori that δ E (ν, ·) is countably additive, the ≪ 1 absolute continuity may fail to imply the ε − δ absolute continuity.
We have not been able so far to find a suitable counterexample: however, the fact that the BC differential surely enjoys this stronger absolute continuity makes it more convenient than the refinement differential under many respects.
When λ is a measure, ∂ E (ν, ·) is also a countably additive measure, which we can represent by means of a density
The next result will provide a way to compute the Radon-Nikodym derivative f directly by means of the game ν.
To this aim, given F ∈ Σ, and D ∈ Π(F ) we define the projection of a game ν ≪ 1 λ on D as
Let us assume now that λ is a measure, and that ν ≪ 3 λ; we fix then a sequence of partitions
of Ω in the following way: 
Then we define for every n ∈ N the maps
Theorem 5.3 If λ is a measure, ν ≪ 3 λ and ν admits BC differential at E ∈ Σ; then
Proof. As it is well known (see, for instance [5] ), setting
in the variation of ca(Σ) (and where the limit is meant in the sense of refine- 
for every F ∈ Σ.
For any fixed F ∈ Σ let
and analogously, for
Note now that
, we can also write
Then from (10) and (11) one derives ∫
which, together with (9) shows that
Note that since ψ E n converges in L 1 (λ) and λ is countably additive, a subsequence of it converges almost everywhere to f . Thus the above integral representation of ∂ E (ν, ·) immediately compares with Theorem 3 in [9] .
The statement of Theorem 5.3 does not hold if ν is assumed to admit refinement differential, as the following example shows. Example 5.2 Consider the space Ω and the game ν of Example 5.1 and take E =Ø, so we need to deal only with the outer differential; then we already know that ν admits refinement differential λ at Ø, but has no BC differential.
Note that ν ≪ 4 λ since x → √ x is absolutely continuous.
Now, if we choose
]} and keep halving the sets of D n−1 by horizontal
(apart for r = 0 for we take the first rectangle closed). Then according to the definition of ν
However, one immediately notes that if D 1 had been differently chosen, for instance
then the statement of the Theorem would have been fulfilled.
Hence a more difficult question would be: does it exist an example such that whichever sequence of partitions one takes, the corresponding sequence of projections does not converge in mean to the refinement differential?
So far we have not been able to find a suitable counterexample in this sense.
Calculus
Several results for differential calculus are scattered throughout the literature for both the refinement differential δ E (ν, ·) and for the µ -derivative ∆ E (ν, ·). We shall reobtain some of these rules for the BC differential, and we will compare them to the above two definitions.
We begin by proving a vector-valued version of the Chain Rule. In order to keep the notation as simple as possible we enounce it for the bidimensional case, anyway the same proof applies to the n-dimensional framework.
Let λ be as in Theorem 5.2, and both
Then g • ν : Σ −→ R admits BC differential at E and
where
Proof. As usual we work with outer differentials, and for vectors in R 2 we use the maximum norm. Fix F ⊂ E c . For a decomposition D ∈ Π(F ) we estimate:
First of all note that if ∥ν
Hence we can assume without loss of generality ∥ν E (I)∥ ̸ = 0 for every I ∈ D. Write now the previous expression as:
The BC differentiability of ν ′ and ν ′′ implies that
for suitably small λ(I) the increment ∥ν E (I)∥ can be made suitably small too and hence, by the differentiability of g at ν(E) we obtain
Moreover we have:
′′ are the the parameters of BC differentiability of ν ′ and ν ′′ respectively, we get
This concludes the proof.
In the previous result the ≪ 3 hypothesis is needed for both the components of ν, as shown by the following Example 6.1 Consider the pair of finitely additive measures in Example 3.7 of [7] ; these are two finitely additive measures, say ν ′ , λ where λ is the usual Lebesgue measure on [0, 1] and ν ′ is a finitely additive measure such that ν ′ ⊥λ; more precisely the range of the pair (λ, ν ′ ) is
Then ν ′ admits BC differential at each E ∈ Σ, for it is additive, and
However the game [ν ′ ] 2 has no BC differential at Ø, since there are partitions D ∈ Π(Ω) such that λ(I) is arbitrarily small and ν ′ (I) = 1; since for these sets
the corresponding sums
in the finitely additive case precisely coincides with the ≪ 4 absolute continuity.
Now take E = Ø and g(x, y) = x 2 , and take ν = (ν ′ , ν ′′ ), with ν ′′ ≪ 3 λ whatever and BC
Now, all differentiation rules for BC differential follow easily. 
ii. The product ν ′ ν ′′ has BC differential at E and
iii If ν ′ (E) ̸ = 0 then the game
admits BC differential at E, and
iv. If ν ′ (E) ̸ = 0 then the game
Hence g • ν is BC differentiable at E and, by Theorem 6.1, i. follows immediately. The product rule ii. can be proven analogously.
iii. Apply Theorem 6.1 with
iv. Apply Theorem 6.1 with
and use ii. and iii.
Remark 6.1
The differentiation rules can also be obtained in a direct way, and the scalar chain rule proven independently. This approach, in spite of the fact that proofs become considerably longer, has lighter assumptions. Indeed, to prove i. one need not to assume any form of absolute continuity, while for the remaining rules to hold, one just has to ask ν ′ ≪ 3 λ.
Here we have provided the shorter, though less general proof, for the sake of brevity.
It is interesting to observe that, as for ii. proved with lighter assumptions, these can not be further reduced: in fact ii. does not hold without asking ν ′ ≪ 3 λ (which is conversely not needed for the analogous relationship for the refinement differentials): it is enough to take ν ′ , λ as in Example
Also worth mentioning is the fact that the µ-differentiability of Definition 5.3 above is not preserved by every operation; it is quite immediate to get convinced that any linear combination of µ-differentiable games is also µ-differentiable, and clearly the same Calculus Rule holds. However the following Example shows that that the product of µ-differentiable games may fail to be µ-differentiable, even when the conditions of statement ii. of Corollary 6.1 (in the more general form explained in the Remark) are fulfilled.
Example 6.2
Let Ω, Σ, λ and ν be as in the previous Example 6.1.
Noticing that
which obviously goes to zero as λ(F ∪ G) tends to zero. Hence ∆ E (ν ′ , ·) = 2λ(E)λ(·).
Since ν ′′ is finitely additive, it is immediate to recognize that ∆ E (ν ′′ , ·) = ν.
However, taking F ⊂ E c and computing
Now, since the range is the one in (12), on the intervals of the form F = [ε, 1[ one has λ(F ) = 1−ε,
so that (7) does not hold. In other words ν ′ ν ′′ is not µ-differentiable at E.
We shall also obtain the Fundamental Theorem of Calculus, stated in [12] for µ-differentiable games, for the refinement differential.
In order to prove it, we shall first obtain a Lemma, which is a sharpened form of the Mean Value
Theorem of [18] . The proof is somehow similar to that of Theorem 5.1. in the same paper.
Lemma 6.1 Let λ be a strongly non-atomic measure, ν a monotone game, with ν ≪ 3 λ and let
A, B ∈ Σ with A ⊆ B; let
Suppose that
-ν is refinement differentiable at each I ∈ Σ A,B ;
Then for every ε > 0 there exist C, E ∈ Σ A,B such that
Proof. Without loss of generality we can assume that ν(Ω) ≤ 1. Without loss of generality, we can also assume that ε < 1 2ν(Ω)λ(Ω) .
Since ν is monotone, ν(X) > 0 for each X ∈ Σ A,B ; hence we can define σ : Σ A,B → R as
By assumptions, σ is continuous with respect to the pseudo-metric ρ(E, F ) = ελ(B \ A)λ(E∆F ).
Observe that σ(A) < 0, whence
Apply the Ekeland Principle to the map σ on (Σ A,B , ρ) with x 1 = B (see [14] page 172). Then
for each X ∈ Σ A,B .
As
hence A C and C B.
(18) can be written as
for every X ∈ Σ A,B . Then the first order condition for
Note that the choice of ξ < η implies that α :
Observe that λ(C \ A) > 0, for otherwise one would reach a contradiction, since
Hence necessarily
As α < 1, a fortiori one finds
so the right hand side of (17) 
which again proves the right hand side of (17) .
As announced, we are now able to prove a form of the Fundamental Theorem of Calculus for the refinement differential, analogous to that given in [12] for the µ-differential. 
Proof. We shall divide our proof into two cases. Let τ = τ (ε) be determined by the absolute continuity ν ≪ 3 λ.
for k = 0, . . . , n − 1. Therefore we can apply Lemma 6.1 to each increment ν(
we reach the desired relationship (20) . Without loss of generality, we can choose ε > 0 so that
First we shall prove that for every
Indeed, we can consider a filtering family {(B \ A) t , t ∈ [0, 1]} according to Lemma 2.1 in [7] ,
Then the map γ(t)
.
Then we can apply our first case to the
On the other side
Summing up we reach
This concludes the proof. 2
The core of Burkill integrable games
In this section we shall consider the space ℑ of games that are Burkill-Cesari integrable and we shall investigate their core.
We begin with a Lemma Lemma 7.1 If ν ∈ ℑ has non empty core, then for every m ∈ core(ν) one has
The proof is the same as that of Lemma 4.1 of [13] .
This immediately yields the following result. The following statement justifies the introduction of such a concept. Because of semiconvexity, it is easy to get convinced that ν is not Burkill-Cesari integrable; indeed by the above construction, one can prove that µ ≤ ν at least on the Borel σ-algebra B Ω ; on the other side, by semiconvexity, each set E ⊂ Ω can be always decomposed into 2 n pairwise disjoint subsets, each of measure ν(E) 2 n . Since, these sets are obtained by iterative "halving"' of the whole E, and, as found in [7] , the halving of a set E is of the form F = ∪ y∈ [0,h] A y × {y} it can be shown that if E is in the Borel σ algebra, the above decomposition is also done of borelian sets.
Proposition 7.1 If ν ∈ ℑ has feasible integral, that is
Therefore such a decomposition D has δ µ (D) ≤ ν(E) 2 n and
If ν were Burkill-Cesari integrable, then for n suitably large
ν(E i ) − η(E) < ε and hence eventually ν(E) = η(E); this in turn would imply that ν is additive on B Ω which is false, as it can be immediately checked.
Pseudoadditive games include a class of well-known and widely used games Definition 7.2 Let P : Σ → R n + be a semiconvex finitely additive measure, and let g : R(P ) → R be positively homogeneous of degree 1. Then the game ν = g • P is said to be a quasi-market game. If furthermore ν is superadditive, then we refer to it as a market game.
The above class is actually slightly larger that of classical market games, for we have assumed P to be only finitely additive. Remind that in this case semiconvexity is equivalent to strong non atomicity.
Proposition 7.3 If λ is finitely additive and ν = g • P is a quasi-market game, then ν is pseudoadditive.
Proof. The vector finitely additive measure (P, λ) has a filtering family {(Ω) t , t ∈ [0, 1]} such that (P, λ)(Ω t ) = t(P, λ)(Ω) (see [8] , Lemma 2.2).
Then for fixed ε > 0 let n o ∈ N be such that λ(Ω) n o < ε, and divide Ω into n o pairwise disjoint sets Ω i , each with (P, λ)(Ω i ) = (P, λ)(Ω) n o .
Thus for D = {Ω 1 , . . . , Ω no } one has δ(D) < ε and
