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A.C.I.M FOR RANDOM INTERMITTENT MAPS : EXISTENCE,
UNIQUENESS AND STOCHASTIC STABILITY
YUEJIAO DUAN
Abstract. We study a random map T which consists of intermittent maps
{Tk}
K
k=1
and a position dependent probability distribution {pk,ε(x)}
K
k=1
. We
prove existence of a unique absolutely continuous invariant measure (ACIM)
for the random map T . Moreover, we show that, as ε goes to zero, the invariant
density of the random system T converges in the L1-norm to the invariant
density of the deterministic intermittent map T1. The outcome of this paper
contains a first result on stochastic stability, in the strong sense, of intermittent
maps.
1. introduction
Expanding maps of the interval which admit an indifferent fixed point are good
testing tools for physical systems with intermittent behaviour. In [14], Pianigiani
proved the existence of ACIM for a certain class of intermittent maps of the interval.
Later, polynomial decay of correlations was proved for such systems independently
in [12, 15]. More recently, Hu and Vaienti generalized these results to general higher
dimensional systems [11].
We are interested in perturbations of intermittent maps. In particular when the
indifferent fixed point persists under perturbations. Results on statistical stability
of intermittent maps with perturbations of this type were obtained in [1, 2]. More
recently results on metastability 1of intermittent maps where the neutral fixed point
persists under deterministic perturbations were obtained in [7]. All the results of
[1, 2, 7] are concerned with deterministic perturbations of intermittent maps.
In the random setting, i.e., when a system is randomly perturbed, if the random
system admits an ACIM µR which converges in the weak−∗−topology to an ACIM
µ of the initial system, then we say that the system is stochastically stable in the
weak sense. In addition, if the density f∗R of µR converges to f
∗, the density of µ,
in the L1−norm, we say the system is stochastically stable in the strong sense.
In [3] it was proved that intermittent maps of the type studied in [12] are stochas-
tically stable in the weak sense. However, there are no results on the strong sto-
chastic stability of such maps.
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1By a metastable system, we mean a system which initially has at least two ACIMs, but once
it is perturbed it admits a unique ACIM. Such models were first studied in the expanding case in
[10].
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In this paper, we study a random map T which consists of a collection of in-
termittent maps {Tk}Kk=1 and a probability distribution {pk,ε(x)}
K
k=1. We prove
existence of a unique ACIM for the random map T . Moreover, we show that, as ε
goes to zero, the invariant density of the random system T converges in the L1-norm
to the invariant density of T1. We obtain our results by using a cone technique.
This cone was also used in [13] to study Ulam approximations for deterministic
intermittent map.
In section 2, we present the setup of the problem. Section 3 contains the proof of
the existence and uniqueness of the ACIM for the random map. Our main result in
this section is Theorem 3.1. Section 4 contains an example of a random map which
satisfy our conditions. In section 5, we show that our random maps give rise to an
interesting family of 2-dimensional non-uniformly expanding maps which admit a
unique ACIM. Section 6 contains the stochastic stability result. Our main result in
this section is Theorem 6.1.
2. preliminaries
2.1. Setup. Let (I,B(I),m) be the measure space, where I = [0, 1],B(I) is Borel
σ−algebra and m is Lebesgue measure. To simplify the notation in the proofs,
we consider a random map which consists of two maps. The proofs for any finite
number of maps is similar. We study a position dependent random map
T = {T1(x), T2(x); p1(x), p2(x)}, where
T1 =
{
x(1 + 2αxα) x ∈ [0, 12 ),
g1(x) x ∈ [
1
2 , 1].
T2 =
{
x(1 + 2βxβ) x ∈ [0, 12 ),
g2(x) x ∈ [
1
2 , 1].
,
where 0 < β < α < 1,2,3 gk(
1
2 ) = 0, g
′
k(x) > 1, k = 1, 2 and pk : [0, 1] → [0, 1] is
a measurable function such that p1(x) + p2(x) = 1, i.e. p1(x), p2(x) are position
dependent probabilities. A position dependent random map is understood as a
Markov process with transition function
P(x,A) = p1(x)χA(T1(x)) + p2(x)χA(T2(x)),
where A is any measurable set in B(I) and χA is the characteristic function of the
set A.
2Note that the assumption that 0 < β < α < 1 is essential for strong stochastic stability in the
strong sense (convergence in L1). If for instance α > 1, then T1 will admit an infinite invariant
measure, i.e. this invariant measure does not have an L1−density.
3The results of this paper hold for the following class of maps: Let 0 < α < 1. τ satisfying
• τ(0) = 0 and there is a t0 ∈ (0, 1) such that τ : [0, t0)→ [0, 1), τ : [t0, 1]→ [0, 1].
• Each branch of τ is increasing, convex and is C1; τ ′(0) = 1 and τ ′(x) > 1 for all x ∈ (0, t0)∪(t0 , 1).
• There is a constant C ∈ (0,∞) such that τ(x) ≥ x+ Cx1+α for x ∈ [0, t0).
The convexity assumption is essential so that the transfer operator satisfies the cone condition
x∫
0
fdm ≤ Ax1−αm(f).We choose to work with a well known representative of this family. Namely,
the model studied in [12].
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2.2. Invariant measures. The transition function P(x,A) induces an operator
ET on measures on (I,B(I)) denoted by
ETµ(A) =
∫
I
P(x,A)dµ(x)
=
∫
I
p1(x)χA(T1(x)) + p2(x)χA(T2(x))dµ(x)
=
∫
T
−1
1
(A)
p1(x)dµ(x) +
∫
T
−1
2
(A)
p2(x)dµ(x).
We say that µ is T−invariant if and only if
ETµ(A) = µ(A);
that is, for any measurable set A,
µ(A) =
∫
T
−1
1
(A)
p1(x)dµ(x) +
∫
T
−1
2
(A)
p2(x)dµ(x).
2.3. Transfer operators. If µ has a density function f with respect to m, then
ETµ has also a density function which we call LT f. We obtain, for any measurable
set A,
∫
A
LT fdm(x) = ETµ(A) =
∫
T
−1
1
(A)
p1(x)dµ(x) +
∫
T
−1
2
(A)
p2(x)dµ(x)
=
∫
T
−1
1
(A)
p1(x)fdm(x) +
∫
T
−1
2
(A)
p2(x)fdm(x)
=
∫
A
p1(T
−1
1 (x))f(T
−1
1 (x))dm(x) +
∫
A
p2(T
−1
2 (x))f(T
−1
2 (x))dm(x)
=
∫
A
PT1(p1f)dm(x) +
∫
A
PT2(p2f)dm(x)
=
∫
A
[PT1(p1f) + PT2(p2f)]dm(x),(2.1)
where PT1 and PT2 are Perron-Frobenius operators [8] associated with T1 and T2
respectively. Since (2.1) holds for any measurable set A, we will get an almost
everywhere equality: 4
(LT f)(x) = PT1(p1f)(x) + PT2(p2f)(x)
=
∑
y∈T−1
1
(x)
(p1f)(y)
|T
′
1(y)|
+
∑
y∈T−1
2
(x)
(p2f)(y)
|T
′
2(y)|
.
We call LT the Perron-Frobenius operator associated with the random map
T. The properties of LT resemble the properties of the classical Perron-Frobenius
4Note that since p1(x), p2(x) are functions of x,LT is not a convex combination of p1 and p2.
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operator associated with a single deterministic map. LT satisfies the properties as
follows (See [5] Lemma 3.1):
(i)(Linearity) LT : L1 → L1 is a linear operator.
(ii)(Positivity) Let f ∈ L1 and assume f ≥ 0, then LT f ≥ 0.
(iii)(Preservation of integrals)∫
I
LT fdm(x) =
∫
I
fdm(x)
(iv)(contraction) for any f ∈ L1,
‖ LT f ‖1≤‖ f ‖1
(v) LT f = f ⇔ ETµ = µ, i.e measure µ = f ·m is T−invariant.
(vi)(composition)
LT◦Rf = LT ◦ LRf
In particular, LTnf = LnT f.
2.4. Notation. For x ∈ I, k ∈ {1, 2} and partition P = {I1, I2}, I1 = [0,
1
2 ], I2 =
[ 12 , 1], we introduce the following definitions
T (x) = Tk(x), with probability pk(x)
T n(x) = Tkn ◦ Tkn−1 ◦ · · · ◦ Tk1(x), with probability
pkn(Tkn−1 ◦ · · · ◦ Tk1(x)) · pkn−1(Tkn−2 ◦ · · · ◦ Tk1(x)) · pk1(x), ki ∈ {1, 2}
Tk,i = Tk |Ii .
We write
T−11 x = {y1, z1}, y1 ≤
1
2
≤ z1;
T−12 x = {y2, z2}, y2 ≤
1
2
≤ z2;
y∗ = max{y1, y2} ∈ [0,
1
2
], z∗ = max{z1, z2} ∈ [
1
2
, 1];
and m(f) =
1∫
0
f(x)dm(x), where m is Lebesgue measure.
Cone. For A > 0, define
CA = {f ∈ L
1 | f ≥ 0, f decreasing,
x∫
0
fdm ≤ Ax1−αm(f)}.
3. existence and uniqueness of acim
3.1. Sufficient conditions for the existence of a T−ACIM. For k = 1, 2, we
assume
(A)
l∑
i=1
pk(T
−1
k,i
(x))
T
′
k
(T−1
k,i
(x))
, 1 ≤ l ≤ 2, is decreasing;
(B) inf
x∈I
pk(x) ≥ δ > 0.
Theorem 3.1. Under assumptions (A) and (B)
(i) The random map T admits a unique ACIM µ, dµ = ρdm.
(ii) The invariant density ρ is uniformly bounded below.
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We first prove some technical lemmas. The proof of the Theorem 3.1 is at the
end of this section.
Lemma 3.2. Let f ∈ CA. Then, for x ∈ (0, 1],
(i) f(x) ≤ Ax−αm(f);
(ii) f(x) ≤ 1
x
m(f), and in particular, f(x)|x∈[ 1
2
,z∗) ≤ 2m(f);
(iii) y1 ≥
x
2 , y2 ≥
x
2 and x ≥ y∗;
(iv) (1− x)1−α ≤ 1− (1− α)x;
(v) x1−α − y1−α∗ ≥
1−α
2 x.
Proof. (i) We have
xf(x) =
x∫
0
f(x)dm(ξ) ≤
x∫
0
f(ξ)dm(ξ) ≤ Ax1−αm(f).
(ii) By f(x) ≥ 0 and decreasing, we have
xf(x) =
x∫
0
f(x)dm(ξ) ≤
x∫
0
f(ξ)dm(ξ) ≤
x∫
0
f(ξ)dm(ξ) +
1∫
x
f(ξ)dm(ξ) = m(f).
So, f(x) ≤ 1
x
m(f) and in particular f(x) ≤ 2m(f), when x ∈ [ 12 , z∗).
(iii) For y1, y2 ≤
1
2 , 0 < β < α < 1, we have
x = T1(y1) = y1(1 + 2
αyα1 ) ≤ 2y1 and x = T2(y2) = y2(1 + 2
αy
β
2 ) ≤ 2y2.
Also,
x = T1(y1) = y1(1 + 2
αyα1 ) ≥ y1 and x = T2(y2) = y2(1 + 2
αy
β
2 ) ≥ y2.
Therefore, y1 ≥
x
2 , y2 ≥
x
2 and x ≥ y∗.
(iv) Set
g(x) = (1− x)1−α − [1− (1− α)x],
then g(0) = 1− 1 = 0 and for x ∈ [0, 1],
g′(x) = −(1− α)(1 − x)−α + (1 − α) = (1− α)[1 −
1
(1− x)α
] ≤ 0.
Therefore, g(x) ≤ 0, x ∈ (0, 1], that is (1− x)1−α ≤ 1− (1− α)x.
(v) First write,
x1−α − y1−α∗ = x
1−α[1− (
y∗
x
)1−α] = x1−α[1− (1−
x− y∗
x
)1−α].
Let ζ = x−y∗
x
.
In case y∗ = y1,
x = T1(y1) = y1(1 + 2
αyα1 ) > y1 > 0, x ≤ 2y1 and ζ =
x− y1
x
∈ (0, 1].
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Thus,
x1−α − y1−α∗ = x
1−α[1− (1− ζ)1−α]
≥ x1−α[1− (1− (1− α)ζ)]
= x1−α(1− α)
x − y1
x
= x−α(1− α)(T1(y1)− y1)
= x−α(1− α)(2αyα+11 )
≥ (2y1)
−α(1− α)(2αyα+11 )
= (1− α)y1
≥
(1− α)
2
x.
In case y∗ = y2,
x = T2(y2) = y2(1 + 2
βy
β
2 ) > y2 > 0, x ≤ 2y2 and ζ =
x− y2
x
∈ (0, 1].
We have
x1−α − y1−α∗ = x
1−α[1− (1− ζ)1−α]
≥ x1−α[1− (1− (1− α)ζ)]
= x1−α(1− α)
x − y2
x
= x−α(1− α)(T2(y2)− y1)
= x−α(1− α)(2βyβ+12 )
≥ (2y2)
−α(1− α)(2βyβ+12 )
= (1− α)y2(2y2)
β−α.
Since 0 < β < α < 1 and 0 ≤ 2y2 ≤ 1, we get (2y2)β−α ≥ 1.
Thus,
x1−α − y1−α∗ ≥ (1 − α)y2 ≥ (1− α)
x
2
.

Lemma 3.3. Let f ≥ 0 be a decreasing function. Then LT f is also decreasing.
Proof. See Lemma 3.1 of [6].5 
Proposition 3.4. For A ≥ 41−α the cone CA is invariant under the action of the
operator LT .
Proof. By Lemma 3.3, for f ∈ CA we know that LT f is decreasing . Also, LT f ≥ 0
and m(LT f) = m(f). Therefore we only need to prove that
x∫
0
LT fdm ≤ Ax
1−αm(LT ) = Ax
1−αm(f),
5Note that this Lemma only requires assumption (A) to hold.
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when A ≥ A∗ =
4
1−α . We have
x∫
0
LT fdm =
x∫
0
PT1(p1f) + PT2(p2f)dm =
∫
T
−1
1
[0,x]
(p1f)dm+
∫
T
−1
2
[0,x]
(p2f)dm
= (
y1∫
0
+
z1∫
1
2
)(p1f)dm+ (
y2∫
0
+
z2∫
1
2
)(p2f)dm
≤ (
y∗∫
0
+
z∗∫
1
2
)(p1f)dm+ (
y∗∫
0
+
z∗∫
1
2
)(p2f)dm
=
y∗∫
0
(p1 + p2)fdm+
z∗∫
1
2
(p1 + p2)fdm ≤ Ay
1−α
∗ m(f) +
z∗∫
1
2
fdm,
where y∗ = max{y1, y2} ∈ [0,
1
2 ], z∗ = max{z1, z2} ∈ [
1
2 , 1]. Since our transforma-
tions Tk(x) may not be piecewise onto, there are two cases to consider.
In the case 1, x has only one pre-image. By the Lemma 3.2 (iii), we get x ≥ y∗.
So, y1−α∗ ≤ x
1−α, with 1− α > 0. Therefore,
x∫
0
LT fdm ≤ Ay1−α∗ for A > 0.
In the case 2, x has two preimages. From Lemma 3.2, we have f(x) ≤ 2m(f), x ∈
[ 12 , z∗]. Then,
z∗∫
1
2
fdm ≤
z∗∫
1
2
2m(f)dm = 2(z∗ −
1
2
)m(f).
Moreover, we have g′1(x) > 1, g
′
2(x) > 1, then x = m[0, x] = m ◦ Tk[
1
2 , zk] ≥
zk −
1
2 , k = 1, 2 i.e. x > z∗ −
1
2 . So,
z∗∫
1
2
fdm < 2xm(f).
By the result of Lemma 3.2 (iv), we obtain that x ≤ 21−α (x
1−α − y1−α∗ ). Then, for
A ≥ A∗ =
4
1−α ,
x∫
0
LT fdm < Ay
1−α
∗ m(f) +
4
1− α
(x1−α − y1−α∗ )m(f) ≤ Ax
1−αm(f).
Therefore, LT f ∈ CA, for f ∈ CA and A ≥
4
1−α . 
Remark 3.5. Obviously, if f ∈ CA and A ≥
4
1−α , then L
n
T f ∈ CA, n ≥ 1.
Remark 3.6. Since CA is compact and convex, operator LT has a fixed point f∗ ∈ CA
by Proposition 3.4 and the Schauder-Tychonoff fixed point theorem of [9]. Thus,
random map T admits an ACIM .
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Let µ be an ACIM for random map T. Each of the maps Tk admits a unique
ACIM (See Appendix). Let ν1 and ν2 be the unique ACIM for T1 and T2 respec-
tively. Let Ak = supp(νk) and Uk =
∞⋃
j=0
T
−j
k Ak be its basin. For k = 1, 2, we have
Ak = Uk = I (see Appendix).
Lemma 3.7. For k = 1, 2, I = Ak ⊆ supp(µ).
Proof. Since Ak = Uk = I for k = 1, 2. Then µ(Ak) = µ(Uk) > 0.
Let B = I ∩ supp(µ), then B 6= ∅ and µ(B) > 0. Since B is subset of I = Ak
and Ak is an invariant set, then
∞⋃
i=0
T ikB ⊆ Ak.
Assume Ak * supp(µ). Then µ(Ak \B) = 0. Also,
µ(Ak \B) ≥ µ(
∞⋃
i=0
T ikB \B) = µ(
∞⋃
i=1
T ikB \B) ≥ µ(T
i
kB), i = 1, 2, ...
So, in this case, µ(T ikB) ≤ 0, i = 1, 2, .... However this leads to a contradiction
because, by condition (B),
µ(T1B) =
∫
T
−1
1
(T1B)
p1dµ+
∫
T
−1
2
(T1B)
p2dµ
≥ inf
x∈I
p1(x)µ(B) + inf
x∈I
p2(x)µ(T
−1
2 (T1B)) > 0.
and
µ(T2B) =
∫
T−1
1
(T2B)
p1dµ+
∫
T−1
2
(T2B)
p2dµ
≥ inf
x∈I
p1(x)µ(T
−1
1 (T2B)) + inf
x∈I
p2(x)µ(B) > 0
Therefore, I = Ak ⊆ supp(µ). 
Proposition 3.8. Let A ≥ A∗ =
4
1−α and f ∈ CA. There are γ > 0, N ∈ Z+ such
that LnT f ≥ γm(f), for all n ≥ N, where γ and N depend only on A. In particular,
if ρ = LTρ then µ = ρm is equivalent to m.
Proof. First by Proposition 3.4, if A ≥ 41−α , f ∈ CA, then L
n
T f ∈ CA. So, we have
x∫
0
fdm ≤ Ax1−αm(f),
x∫
0
LnT fdm ≤ Ax
1−αm(LnT f).
Without loss of generality, we suppose that m(f) = 1. Then m(LnT f) = m(f) = 1.
Therefore we only need to prove LnT f ≥ γ. Fix a small number 0 < σ <
1
2 , such
that Aσ1−α = 12 . Then,
σ∫
0
fdm ≤ Aσ1−α =
1
2
and
1∫
σ
fdm = 1−
σ∫
0
fdm ≥
1
2
.
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When x ∈ (0, σ), since f(x) is a decreasing function, we have
f(x) ≥ f(σ) =
1∫
σ
f(σ)dm
1− σ
≥
1∫
σ
f(x)dm
1− σ
≥
1
2(1− σ)
.
Moreover, LnT f(x) is decreasing. Then it is enough to show that L
n
T f(1) is
bounded below away from zero. By (vi) composition property of LT we have
LnT f(1) = LTnf(1). We will show that LTnf(1) ≥ γ > 0. Set ωn = {k1, k2, ..., kn ∈
{1, 2}n}, ki ∈ {1, 2}. Define xn = T
−1
k (xn−1) ∩ [0,
1
2 ], n ≥ 1 and x0 = 1. Obviously,
{xn} is a strictly decreasing sequence and it converges to 0. Since {xn} depends on
ωn, we denote {xn,ωn} = {xn}(ωn). With the fixed σ, we can find an N such that
{0, b1, b2, ..., bq} are critical points of map TωN and
{b1, b2} = T
−1
k1
(xN−1), max
ωN
xN−1,ωN ≤ σ.
Then, for all ωN , we have LT f(xN−1,ωN ) ≥ LT f(σ) since LT f(x) is decreasing.
LTN f(1) =
∑
ωN∈{1,2}N
q∑
i=1
(pωN f)(bi)
T ′ωN (bi)
=
∑
ωN∈{1,2}N
q∑
i=1
pωN−1(Tk1(bi))pk1(bi)f(bi)
T ′ωN−1(Tk1(bi))T
′
k1
(bi)
≥
∑
ωN∈{1,2}N
2∑
i=1
pωN−1(Tk1(bi))pk1(bi)f(bi)
T ′ωN−1(Tk1(bi))T
′
k1
(bi)
=
∑
ωN∈{1,2}N
2∑
i=1
pωN−1(xN−1)pk1(T
−1
k1,i
xN−1)f(T
−1
k1,i
xN−1)
T ′ωN−1(xN−1)T
′
k1
(T−1k1,ixN−1)
=
∑
ωN−1∈{1,2}N−1
2∑
k1=1
pωN−1(xN−1)
T ′ωN−1(xN−1)
(
2∑
i=1
pk1(T
−1
k1,i
xN−1)f(T
−1
k1,i
xN−1)
T ′k1(T
−1
k1,i
xN−1)
)
=
∑
ωN−1∈{1,2}N−1
pωN−1(xN−1,ωN )
T ′ωN−1(xN−1,ωN )
[
2∑
k1=1
2∑
i=1
pk1(T
−1
k1,i
xN−1,ωN )f(T
−1
k1,i
xN−1,ωN )
T ′k1(T
−1
k1,i
xN−1,ωN )
]
=
∑
ωN−1∈{1,2}N−1
pωN−1(xN−1,ωN )
T ′ωN−1(xN−1,ωN )
[LT f(xN−1,ωN )]
≥
∑
ωN−1∈{1,2}N−1
pωN−1(xN−1,ωN )
T ′ωN−1(xN−1,ωN )
[LT f(σ)].
(3.1)
We have max
k∈{1,2},x∈[0, 1
2
]
T ′k(x) = 2 + α and f(T
−1
k,1σ) > f(σ) ≥
1
2(1−σ) , and by
condition (B): inf pk(x) ≥ δ > 0. Therefore, from (3.1) it remains to show that
LT f(σ) > 0. Indeed,
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LT f(σ) =
p1(T
−1
k,1σ)f(T
−1
k,1σ)
T ′k(T
−1
k,1σ)
+
p2(T
−1
k,2σ)f(T
−1
k,2σ)
T ′k(T
−1
k,2σ)
≥
p1(T
−1
k,1σ)f(T
−1
k,1σ)
T ′k(T
−1
k,1σ)
≥
δ
2(1− σ)(2 + α)
> 0.
Therefore,
LNT f(x) ≥ LTN f(1) ≥ γ > 0,
where γ = δ2(1−σ)(2+α)
∑
ωN−1∈{1,2}N−1
pωN−1(xN−1,ωN )
T ′ωN−1
(xN−1,ωN )
with N, σ depending only on
A. Moreover, for n > N, we set h(x) = Ln−NT f(x). Then h(x) ∈ CA, and
LnT f(x) = L
N
T (L
n−N
T f(x)) = L
N
T h(x) ≥ γ.
Thus, for all n ≥ N,LnT f(x) ≥ γ > 0. For last part of the proposition, suppose
that ρ = LT ρ ∈ CA. Clearly, if set E such that m(E) = 0, it follows that µ(E) =∫
E
ρdm = 0. Conversely, µ(E) = 0. ρ = LnT ρ implies that 0 = µ(E) =
∫
E
ρdm =∫
E
LnTρdm ≥ γm(E). Hence, if ρ = LT ρ then µ = ρm is equivalent to m. 
Proof. (Theorem 3.1) Since CA is compact and convex, operator LT has a fixed point
f∗ ∈ CA by Proposition 3.4 and the Schauder-Tychonoff fixed point theorem of [9].
Thus, random map T admits an ACIM. Next, we give the proof of uniqueness.
Suppose that the random map T has two mutually singular ACIM µ1 and µ2.
From Lemma 3.6, we have I = Ak ⊆ supp(µ1) and I = Ak ⊆ supp(µ2). Therefore,
I ⊆ supp(µ1) ∩ supp(µ2). This contradicts the mutual singularity of µ1 and µ2.
Thus, the random map T has a unique ACIM. By Proposition 3.7, the invariant
density ρ is uniformly bounded below. 
4. example
We present an example of a random map T which satisfies assumptions (A) and
(B). Consequently, by Theorem 3.1 this random map has a unique ACIM.
Example 4.1. Let random map T = {T1(x), T2(x); p1(x), p2(x)}, for 0 < β < α <
1,
T1 =
{
x(1 + 2αxα) x ∈ [0, 12 ),
2x− 1 x ∈ [ 12 , 1].
T2 =
{
x(1 + 2βxβ) x ∈ [0, 12 ),
3
2x−
3
4 x ∈ [
1
2 , 1].
and
p1 =
{
1+xα
3 x ∈ [0,
1
2 ),
1
3 x ∈ [
1
2 , 1].
p2 =
{
2−xα
3 x ∈ [0,
1
2 ),
2
3 x ∈ [
1
2 , 1].
.
We have p1(x), p2(x) ∈ [0, 1], p1(x) + p2(x) = 1, ∀x ∈ [0, 1] and inf
x∈I
pk(x) ≥
1
3 >
0. Thus, condition (B) is satisfied. We now check condition (A). First, for x ∈
[0, 12 ),
p2(x)
T
′
2
(x)
is obviously decreasing. For p1(x)
T
′
1
(x)
, we show
p
′
1(x)T
′
1(x)− p1(x)T
′′
1 (x) ≤ 0, ∀x ∈ [0,
1
2
).
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p
′
1(x)T
′
1(x) − p1(x)T
′′
1 (x) =
1
3
αxα−1[1 + (1 + α)2αxα]−
1 + xα
3
[α2α(1 + α)xα−1]
=
αxα−1
3
[1 + (1 + α)2αxα − (1 + xα)2α(1 + α)]
=
αxα−1
3
[1− 2α(1 + α)].
The term in square bracket is negative, i.e. 1 < 2α(1 + α), ∀α ∈ (0, 1).
So, p1(x)
T
′
1
(x)
is decreasing since
(
p1(x)
T
′
1(x)
)
′
=
p
′
1(x)T
′
1(x)− p1(x)T
′′
1 (x)
(T
′
1(x))
2
≤ 0.
For x ∈ [ 12 , 1],
p1(x)
T
′
1
(x)
= 16 ,
p2(x)
T
′
2
(x)
= 49 . Therefore,
l∑
i=1
pk(T
−1
k,i
(x))
T
′
k
(T−1
k,i
(x))
, 1 ≤ l ≤ 2, is decreas-
ing for all k = 1, 2, since x 7→ T−11,1x and x 7→ T
−1
2,1 x are increasing. This random
map preserves a unique ACIM.
5. two dimensional non-uniformly expanding map
In this section we use the skew product representation of [4] and show that
our random maps give rise to an interesting family of 2-dimensional non-uniformly
expanding maps which admit a unique ACIM. This family could serve as a good
testing tool for the analysis of 2-dimensional systems with slow mixing.
Let S(x, ω) : I2 → I2 be
S(x, ω) = (Tk(x), ϕk,x(ω)), where
{
ϕ1,x(ω) =
ω
p1(x)
, ω ∈ [0, p1(x)),
ϕ2,x(ω) =
ω−p1(x)
p2(x)
, ω ∈ [p1(x), 1].
Define Si = S |Ui , i = 1, 2, 3, 4.
S1 = (T1,1(x), ϕ1,x(ω)) = (x(1 + 2
αxα), ω
p1(x)
), U1 = [0,
1
2 )× [0, p1(x)),
S2 = (T1,2(x), ϕ1,x(ω)) = (g1(x),
ω
p1(x)
), U2 = [
1
2 , 1]× [0, p1(x)),
S3 = (T2,2(x), ϕ2,x(ω)) = (g2(x),
ω−p1(x)
p2(x)
), U3 = [
1
2 , 1]× [p1(x), 1],
S4 = (T2,1(x), ϕ2,x(ω)) = (x(1 + 2
βxβ), ω−p1(x)
p2(x)
), U4 = [0,
1
2 )× [p1(x), 1].
One can easily check that (0, 0) is a fixed point of S. Moreover, the lyapunov
exponent in the horizontal direction has value zero at (0, 0). Therefore, S is nonuni-
formly expanding map. Moreover, under conditions (A) and (B), since T has unique
ACIM, by [4], S has a unique ACIM too.
6. stochastic stability
In this section we study stochastic stability of random intermittent maps. For
this purpose, we write, for ε > 0, 0 < α− ε < 1,
Tε = {T1(x), T1,ε(x); p1,ε(x), p2,ε(x)},
where
T1 =
{
x(1 + 2αxα) x ∈ [0, 12 ),
g1(x) x ∈ [
1
2 , 1].
T1,ε =
{
x(1 + 2α−εxα−ε) x ∈ [0, 12 ),
g1,ε(x) x ∈ [
1
2 , 1].
.
Our main result in this section is the following theorem.
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Theorem 6.1. Let fε be the unique invariant density of Tε. Let f
∗ be the unique
invariant density of T1. If lim
ε→0
sup
x
p2,ε(x) = 0, then lim
ε→0
‖fε − f∗‖1 = 0.
Proof. Let LTε be the Perron-Frobenius operator associated with the random map
Tε. By Theorem 3.1, there exist a fixed point fε of LTε and fε ∈ CA, for some
A ≥ 41−α . Since CA is a compact set, there exists a subsequence {fεk}εk>0 of
{fε}ε>0 such that
fεk
L1
−→ f∗ ∈ CA, as εk → 0.
We have
‖f∗ − PT1f
∗‖1 ≤ ‖f
∗ − fεk‖1 + ‖fεk − PT1fεk‖1 + ‖PT1fεk − PT1f
∗‖1
≤ ‖f∗ − fεk‖1 + ‖fεk − PT1fεk‖1 + ‖fεk − f
∗‖1
= 2‖f∗ − fεk‖1 + ‖LTεk fεk − PT1fεk‖1.
The first term on the right converges to 0 as εk → 0 by the choice of subsequence.
Moreover, we have
‖LTεk fεk − PT1fεk‖1 = ‖PT1(p1,εkfεk) + PT1,ε(p2,εkfεk)− PT1fεk‖1
= ‖PT1(p1,εkfεk − fεk) + PT1,ε(p2,εkfεk)‖1
= ‖(PT1,ε − PT1)p2,εkfεk‖1
≤ 2‖p2,εkfεk‖1 ≤ 2 sup
x
p2,εk → 0, as εk → 0.
Thus, f∗ = PT1f
∗ m−a.e.
By the uniqueness of T1−ACIM, all subsequences {fεki }εki>0 of {fε}ε>0 have
f∗ as their common limit point. Hence, ‖fε − f∗‖1 → 0, as ε→ 0. 
7. Appendix
Let
τ =
{
x(1 + 2αxα) x ∈ [0, 12 ),
g(x) x ∈ [ 12 , 1].
We study a deterministic map τ : I → I, with partition P = {I1, I2}, I1 =
[0, 12 ], I2 = [
1
2 , 1], g(
1
2 ) = 0, g
′(x) > 1.
Lemma 7.1. Let ν be a τ ACIM. Then the support of ν is I.
Proof. If g(x) is onto, the uniqueness of the τ−ACIM is well known (see [12]). We
only consider the case, when g(1) < 1. We have τ [0, 12 ] = [0, 1). We need to show
that for any interval J ⊂ I, there exists an n ≥ 1 such that τn(J) ⊇ [0, 12 ]. If
J ⊃ Ik, k = 1, 2, then obviously τ(J) ⊇ [0,
1
2 ]. If J ⊂ Ik. Since m(τ(J)) > m(J),
there exists a j ≥ 1 such that τ j(J) contains 12 in its interior.
Since τ j(J) contains the partition point 12 in its interior, i.e. τ
j(J) ⊃ (t1, t2)
with 12 ∈ (t1, t2). Then τ [
1
2 , t2] = [g(
1
2 ), g(t2)] = [0, g(t2)], which contains the point
0. Then obviously there exists a l ≥ 1 such that τ j+l(J) ⊇ [0, 12 ].
Let A denote the support of ν. Since A contains an interval J and A is an
invariant set τn(J) ⊆ A, n ≥ 1. Then, [0, 1) ⊂ A. Consequently (by invariance) A
must contain I. Moreover, A ⊂ I. Therefore, the support of ν is I. 
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