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Abstract. Let M be an n-by-n P-matrix. We determine the optimal lower bound 
for the quantity 
o(M) E min{mpx si(dClz), : z E R”, Il~jl~ = I} 
based on the real eigenvalues of the principal submatrices of M and the maximum 
of the absolute values of the off-diagonal entries of Ji. This bound is positive 
whenever M is a P-matrix. 
Let M,, denote the space of real n-by-n matrices. The quantity 
a(M) z min{m,+x ti(ilf+); : 2: E R”, 11~11~ = 1) 
was introduced in [2], where it arose naturally in the study of error bounds for the linear 
complementarity problem (LCP). The closely related quantity 
r(M) 5 min{m,q zi(iCfr)i : t E R”, I(z((? = 1) 
was used in [3] in bounding the complexity of an algorithm for solving the linear com- 
plementarity problem. A matrix M E M,, is called a P-matrix if all its principal minors 
are positive. From Theorem 1 one can see that M E M,, is a P-matrix if and only if 
a(M) > 0. Just as a matrix A E M, is nonsingular if and only if the linear system 
At = b has a unique solution for all b E R”, it is a fact that M E M, is a P-matris if 
and only if the linear complementarity problem 
find z E R” such that z 1 0, Q + Mt 2 0, and zT(q + .U.r) = 0 (I) 
has a unique solution for all q E R”. In [2] it was shown that, for a P-matris M, the 
role of o(M) in error bounds for the LCP (1) is similar to that of the smallest singular 
value of a nonsingular matrix A in error bounds for the linear system .-lz = b. 
In order to apply the bounds derived in [2], it is necessary to be able to calculate 
o(M), or at least be able to find a positive lower bound on a(M) when ,Zf is a P-matrix. 
It is not clear how to compute a(M) for a general P-matrix. From Theorem 1 one can 
see that o(M) > 0 if and only if 6(M) > 0, where 
6(M) zz min{X : X is a real eigenvalue of a principal submatris of .\I}. 
Furthermore, the quantity a(U) can be computed directly, although it may not always 
be practical to do so. So it is natural to try to bound a(.\f) in terms of E(.\/). In [2] it 
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was shown that a(M) < 6(M), but also that for every E > 0 there is a 2-by-2 P-matrix 
~$1, with a(M) < c and S(M) 2 1. Proposition 2 in [2] gives a positive lower bound on 
a(M) in terms of 6(M) and c = maxi+j ]mij]. However this bound is not satisfactory 
in that it is doubly exponential in R, for fixed S(M) and c. In Theorem 2 we determine 
the best bound on a(M) for an n-by-n P-matrix M, with 6(M) and maxi#j IrnijI given. 
This bound is exponential in n (Theorem 3). 
The following is a basic theorem in the study of P-matrices [l, Theorem 3.31. 
Theorem 1 Le2 M E M”. Then the following are equivalent 
1. n/f is a P-matriz. 
2. For any non-zero TWA vector t, mayi Ii(hfX)i > 0. 
3. Every real eigenvalue of every principal submatrix of IM is positive. 
We will need the following additional definitions and elementary facts. A matrix 
M = [mij] E M, is called a Minkowski matrix (or M-matrix) if mij 5 0 for i # j, and 
also M-’ exists and is entrywise nonnegative. Every M-matrix is a P-matrix. Given 
6 > 0, c 1 0 and a positive integer n define the M-matris M(6,c,n) E M,, by 
1 
0 ifi>j 
M(6, C, n)ij E 6 ifi=j . 
-c ifi<j 
Using Theorem 1, one can easily show that for any P-matrix M 
o(M - 6(M)I) > 0. (2) 
Another simple but useful fact that we will need is that 6(L) 2 6(M) whenever L is a 
principal submatrix of M. 
Theorem 2 ,Ce2 111 E &In be a P-matriz, and set 
6 = J(M), C = rfll? lT?lijI. 
Then 
a(M) 2 a(fiq5, c, n>>. (3) 
Furthermore, given 6(M) and maxi#j lmijl, (3,) is the best possible lower bound on CX(M) 
Proof: Let M, 6, c be as above, and define N = M (6, c, n). 
be given. Without loss of generality we may assume that 1 
Define y E R” by yi = Iti], i = 1,. . . ,n. 1Ve will show that 
mq” ri(MZ)i 2 ma,x vi(Ny)i. 
The inequality (3) follows from (4)._ 
Fix k E {l,..., n}, and define ;ci z [mij]f,j=i, and 5 E [ti]f=r. Notice that fi = 2i 
for i = 1,. . . , t, 
Because 6(M) 2 6(M) = 6, (2) implies 
max Zi((i$ - 61)Z)i 2 0. 
i 
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Let it <, k be an index such that Zi,((A? - bl)i)i, >, 0. Then 
Zi,(itiZ)ik > 2fk6 = Zf,S. 
Hence 
W,jrj) 
j=k+l 
L 6xf, - IXi,l( 2 ClXj I) 
j=k+l 
j=k+l 
= Yik(bYik - ( f: CYj)) 
j=k+l 
Notice that 
Yk(lVY)k = Yk(bYk - ( CYj)). 
j=k+l 
So, if yk(Ny)k > 0, then because yi, 3 yk 1 0, we have 
Yik t6Yik - ( 2 cYj)) 1 Yk(NY)k. 
j=k+l 
Thus, we have shown that for each k = 1,. . . ,n, if yk(Ny)k 2 0, then there is an index 
ik such that 
lir(hfx)ik >_ Yk(NY)k. (5) 
Because N is an M-matrix, it is also a P-matrix, and so maxk yJ.(iVy)k 2 0. Com- 
bining this observation with (5) we have the required inequality (4): 
max +i(MZ)i 2 mk2x 2ik(iCIE)ik 
i 
To see that the bound (3) is the best possible lower bound on cr(J/r), given 6(AI) and 
maxi#j lmij 1, notice that 6(M(b, C, n)) = b and that maxi#j lM(6, C, n)ij) = C. n 
We will now bound o(M(6, c, n)). Note that the upper and lower bounds in Theorem 
3 differ by a factor that does not depend on n. 
Theorem 3 Let n be a positive integer and let c and 6 be positive real numbers. Then 
(1 + 6/c)? 
(1 + c,&-‘) 
2 o(Jf(J,c,n)) L (1 +c,&-‘~~ 
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Proof: Since M(6, c, n) = SM(1, c/s, n), it suffices to prove the result in the case 6 = 1. 
Let n be a positive integer and let c be a positive scalar. Set M = M(I, c, n). 
To obtain the upper bound on a(M), let za = c(c+ l)“-‘-k for k = 1,. . . , I? - 1 and 
2n = 1. Then 
zi(iMz)i = ‘0 i= l,...,n- 1 
{ 1 i=n. 
Thus, we have the left hand inequality, in the case 6 = 1: 
a(M) 5 (II&J* = [c(l + c)“_2]-2. 
Since M is an bi-matrix, we may use Propositon 4 in [2] to obtain the lower bound. 
By the same computation used to show (6), one can verify that 
(M-‘)ij = Y 
t 
ifi>j 
if i=j 
c(i + c)j+-l ifi<j 
Now let p = [l, . . . , 1lT, and let d = M-‘p. Then di = (1 + c)“-‘. So, by Proposition 4 
in [2], we have the right hand inequality, in the case 6 = 1: 
o(M) > 
(mini p;)(mini di) 
(maxi di)’ = (1 + &-l). 
Corollary 4 Let M E M,, be a P-matriz, and set 
Then 
d”) 20 (1+ c,;)2(n-l,. 
. 
The bounds in Theorem 3 show that for fixed positive 6 and c, the quantity 
min{a(M) : IV E Ad,,, 6(M) 3 6, lmij( <c for all Z’ # j) 
is exponential in n. 
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