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INTRODUCTION 
Suppose that a merchant has a certain quantity of shirts to sell. He 
arranges them in an m x n rack, placing the shirts of size i and color j in the 
rack’s i-j position. Two customers appear. The first (I) demands a certain 
number of shirts of each size, but does not care about their color. The 
second (II) wants a certain number of shirts of each color, irrespective of 
size. Suppose that c,(i) shirts of size i are asked for by (I) for i= 1, . . . . m 
and c2(.j) shirts of color j are asked for by (II) forj= 1, . . . . n. Let M be the 
matrix whose entry M(i, j) is the number of available shirts of size i and 
color j. 
In order to fill the orders, the merchant must be able to write 
M= M1 + M,, where M, and M, have non-negative integer entries, and 
the ith row sum of Ml is >c,(i) for each i, and the jth column sum of M2 
is 2 c2( j) for each j. 
Necessary and sufficient conditions for the existence of a solution to such 
problems are given in [l]. In the case of the merchant, it suffices to check 
that whenever ZE { 1, . . . . m} and Jc { 1, . . . . n>, then 
C {M(i, j): iEZor.jEJ} 3 c cl(i)+ 1 c*(j). 
iSl jef 
This condition is necessary and sufficient for the merchant to be able to fill 
his order. In the language of Cl], a lower c-bounded decomposition of M 
exists. 
The authors obeyed the urge to generaiise the results of [l] to a 
measure-theoretic context. In such a context, the question resembles both 
the so-called “marginal problem” in probability theory and the “mass 
transportation problem” from infinite-dimensional linear programming. 
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(For references, ee [47, 12, 131.) It is clearly of the same family, if not the 
same genus, as these classical problems. 
Our main result is Proposition 2.1, which generalises Theorems 1-3 of 
[ 11. An application is given in Corollary 2.4, which examines the problem 
of decomposing a function of two real variables into a sum of two functions 
whose partial integrals have been prescribed beforehand. Extensions of the 
main result are given to the case of countably many dimensions 
(Proposition 2.5), measure spaces of infinite mass (Propositions 2.6 and 
2.8), and an arbitrary set of dimensions (Proposition 2.10). 
In the last section, we use our results to deliver new proofs of an infinite 
marriage theorem (Proposition 3.1) and a result of Kellerer on doubly 
stochastic measures (Proposition 3.2). 
1. DEFINITIONS AND PRELIMINARIES 
By the term measure we mean a linite, non-negative, countably additive 
real-valued function r on a a-algebra (o-field) 9 of subsets of a base set X. 
If (X, g) and (Y, V) are measurable spaces, a function f: X-+ Y is 
measurable if f-'(C) E g whenever C E %?. Given such a measurable 
function and a measure r on (X, S?), we define the measure f(7) on Y be 
the rule f(r)(C) = T(f -l(C)). If p and 7 are measures on (X, S?), then p Q 7 
means that p(B)<z(B) for all BESSI. If 7 is a measure on (X, 9?), then 7* 
denotes the corresponding outer measure formed from 7. If p is a finite 
signed measure on (X, SJ), then IpI denotes its total variation: if also p 3 0, 
then lpi = p(X). 
It is useful to introduce a natural topology for certain sets of measures. 
All of our theorems will use compactness properties for such topologies. 
Let (X, 9?, 7) be a measure space. We denote by &?‘(X, g, r) the collec- 
tion of all measures p on g such that p < 7. 
1.1. LEMMA. Let (X, 98, 7) be a finite measure space. There is a compact 
Hausdorff topology on A(X, ~28, 7) such that whenever f is a z-integrable 
function on X, the mapping 
is continuous on A(X, 28,~). 
Proof: We define a function F: &‘(X, 99, 7) -+ L”(.Y, a, 7) by the rule 
F(p) = dp/dz. 
It is easy to see that F is oneeone. It is also not hard to identify range(F) as 
{ g E Lm(7): 0 Q g < 1 almost everywhere}, 
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a bounded, weak-* closed subset of L”(r). The theorem of Banach and 
Alaoglu shows that range(F) is weak-* compact. 
We consider the unique topology on 4(X, 9, r) which makes F a 
homeomorphism onto its range. Since for each f~ L’(r), the functional 
is weak-* continuous on L”(r), it follows that 
is continuous on JY(X, W, e). Q.E.D. 
Let (X, 9, z) be a measure space. A partition 9 of X into pairwise 
disjoint sets in 33 is said to localise 7 if 
(1) t(P)< co for each PEP. 
(2) For each BE g’, one has 7(B) = C 7(B n P), where the sum is 
taken over all P E 9. 
The measure space (X, 9#‘,7) is localisable if there is some partition of X 
into g-sets which localises 7. It is easily seen that every c-finite measure 
space is localisable. For more information about localisable spaces, see, 
e.g., [ 111. 
If p is a measure on (X, 3?), and P E 33, define the measure pP on (X, g) 
by dB) = 1.0 n PI. 
1.2. LEMMA. Let (X, &?,7) be a localisable measure spae. There is a com- 
pact Hausdorff topology on A’(X, @, 7) such that whenever f E L’(X, 93, z), 
the mapping 
is continuous on A(X, @,7). In particular, the mapping ,u + p(B) is con- 
tinuous whenever BE 9 with 7(B) < co. 
ProoJ Let P be a partition of X which localizes 7. We consider a 
mapping 
d&(X, LB,7) -L pv9 wp, =wP)T 7J 
defined by T(p)(P) = ,uLp. Using the compact topology on each 
A’(P, g(P), zp) guaranteed to exist by Lemma 1.1, we endow the product 
with the compact product topology. It is easily checked that T is a one-one 
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correspondence. The space &(A’, 93, z) is given the unique compact 
Hausdorff topology making T a homeomorphism. 
Now let f: X+ R be a function in L’(X, $8, z) and let 4: 4(X, a, 5) -+ IF! 
be the map 
4(P)= jf &. 
We prove that 4 is continuous at each fixed p in A(X, &?, r). Now 
j Ifl d~=c j Ifl dr<a, 
P 
where the sum is taken over all PEP. This follows from the fact that $9’ 
localises z. Given E > 0, choose P,, . . . . P, in .I? such that 
s IfId < ~13, x\po 
where P,= P, u ... u P,. Then 
@={vd(x,s, 5): / jp, f dp- jpk f hi <c/34 
is an open neighborhood of p: we have used the fact that the mappings 
v+ fdv 
.c P 
are continuous on each A'(P, B(P), zp). For each v E 42, we have 
Thus 4 is continuous. Q.E.D. 
The major theorems of [ 1 ] are stated for matrices and vectors whose 
components are non-negative integers. By multiplying through by a least 
common multiple, these theorems are easily seen to hold for non-negative 
rational components as well. The following technical lemma will be used in 
our generalisation of these theorems to the real-valued measure-theoretic 
context. 
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1.3. LEMMA. Let 9” be the set of all vectors in R” each of whose com- 
ponents is rational. Let v1 . . . v, be elements by 9” and let rl . . . r,,, be rational 
numbers. Define $i: R” -+ R by the rule di(x) = x. vi for i = 1, . . . . m. Put 
K= {x E IF!“: di(x) < ri for i = 1, . . . . m ). 
Then K n 9” is dense in K. 
Indication. By taking A4 rational and replacing K with Kn (x E R” : 
lxil <A4 for i= 1, . . . . n}, it suffices to prove the lemma for K compact. 
Every extreme point of such a K is the unique solution to some 
sub-collection of the equations 4;(x) = ri or lxil = M, and so has only 
rational components. The lemma follows upon noting that each point in a 
compact K is a convex combination of extreme points and so may be 
approximated by a rational convex combination. Q.E.D. 
2. THE MAIN RESULTS 
The following theorem, the principal result of this paper, transfers 
Theorems l-3 of [l] to a measure-theoretic, real-valued context. 
2.1. PROPOSITION. Let (X, a’, z) be a finite measure space. Let f,, ..,, f, 
be B-measurable spaces (S, , B1), . . . . (S,, BP). For each i = 1, . . . . p, suppose 
that $i 6 I,G~ are measures on Si. Then the following are equivalent: 
(1) There are finite measures 5 1, . . . . zp on 39 such that z = z 1 + . . + + tp 
and such that ll/i 3 fi(zi) 3 di for i = 1, . . . . p. 
(2) For any sequence of sets A, E?&, . . . . A, EB,,, one has both 
(0 r(f WI) u ... uf;‘(A,))>#,(A,)+ ... +4&A,) and 
00 7(f ;‘(4)n ... nf,-1(Ap))~~l(4)+ ... +&(A,). 
Demonstration: la 2. Suppose that 7 = 7] + . . . + fp is such a decom- 
position. Then 
(i) 7(f ;‘(A,)u ... uf;‘(A,)) 
=Cq(f;V,)u ... W-,-V,)) 
2 1 ri(f ;‘(Ai)) = Cfi(ri)(Ai) 2 C $i(Ai), 
I , I 
(ii) z(f ;‘(A,)n ... nf;‘(A,)) 
=CTi(f ;‘(Al)n ... nf;YAJ) 
~Cti(f;‘(Ai))=Cfi(5i)(Ai)~C~i(Ai). 
I I I 
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2 * 1. We work with the space P = M(X, B, 2~)~ (p factors). The com- 
pact topology on A(X, B, 22) guaranteed to exist by Lemma 1.1 induces a 
compact product topology on P. We consider a certain class X of closed 
subsets of P. This collection is indexed by (p + 1 )-tuples (&, , . . . . J$, n), 
where each J$ is a partition of Sj into a finite number of sets in Bi, and n is 
a non-negative integer. Specifically, define F(&‘, , . . . . sllP, n) to be the collec- 
tion of all (zl, . . . . z,,) in P such that 
(A) ljfdh + ... ++(/d71 <;I VI d7 
for each bounded measurable function f: X + R, and 
(B) (1 - l/4 4i(A)GLbi)(A) G (1 + l/n) tii(A) 
for each A in 4: this condition is to hold for each i = 1, . . . . p. 
Claim 1. Each F(&, , . . . . dp, n) in X is non-empty. 
To prove the claim, define a finite set S = z&‘i x ‘. . x -91’,. Also define a 
function h: S -+ R! by 
h(A,, . . . . A,)=z(f;‘(A,)n ... nfpl(Ap)). 
For each i= 1, . . . . p and A E JZ& define 
H,(A)=d1xd2x ... X&,X(A}xd~+,x ... XSB,. 
For each i, the collection Hi = {H,(A): A E &.} constitutes a finite partition 
of s. 
Following the terminology of [l], we call a system a string 
Y = (y; ) . . . . L$), where each yi’ is a sub-class of 4. For each i, let ci and d, 
be vectors whose components are c,(A)= pi and d,(A) = $,(A), one 
component for each A E 4. In the notation of [ 11, we proceed to check 
that 
c hap (1) 
UY 
and 
1 h<Cd. (2) 
ny 9, 
We have (again in the special notation of [ 11) that 
u Y = U {H,(A): A e xfor some i= 1, . . . . p) 
= {(A,, . . . . A,): Aie $‘for some i= 1, . . . . p} 
n Y = n (u (H,(A): A E 5$}: i= 1, . . . . p} 
= {(A,, . . . . A,): Aioqforeach i= 1, . . . . p). 
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Putting Bi = IJ (A: A E x} E Si, we have 
-&h=iw4bJ ... uf,‘(B,)) 
C h=z(f;‘(B,)n ... nf;‘(B,)). 
ny 
On the other hand, 
$c=C(c,(A):A~~,i=l,...,p} 
= C (q5JA): A E z, i = 1, . . . . p) 
(3) 
(4) 
= icl #i(Bi), (5) 
while a similar calculation shows that 
1 d= f $iBi). (6) 
9 i=l 
Then inequality (1) follows from (3), (5), and part (i) of condition (2) in 
the statement of the theorem. Similarly, (2) follows from (4), (6), and part 
(ii) of condition (2). 
Now, for each i= 1, . . . . p and each A E A$, we choose numbers C,(A) and 
Di(A) such that 




Then for each system Y we have 
~C<&% c h 
9 Y UY 
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Consider the collection K of all non-negative functions k: S + R such that 
for each system Y, we have both 
(7) 
c k<zD. (8) 
n .‘Y .‘Y 
Then K is a closed, convex set in RS containing the function h. By 
Lemma 1.3, there is some k in K such that for each (A,, . . . . AP) E S, 
k(A i, . . . . AP) is rational 
Ih(A,, . . . . A,)-k(A,, . . . . AJI +, 
where L is the smallest positive value of h(A ,, . . . . AP) that occurs. In 
particular, for each (A,, . . . . A,), we have either h(A,, . . . . AP) = 0 or 
INA 1, . ..> API - 4A , , . . . . AJ <; h(A , , . . . . AJ. 
Define r0 to be the finite measure on (X, g) given by 
Q(B)= c 
WA 1, . . . . API 
(a,. . . . . Ar) WI7 ‘.‘T ApI 
z(Bnf;‘(A,)n ... nf;‘(AJ), 
where the sum is taken over all (A,, . . . . AP) in S and a term is interpreted 
as 0 if h( Al, . . . . AP) = 0. 
Note that for each bounded measurable f: X + [w we have 
< = I 
1 _ k(A 1, .. . . ApI 
(Al. . . . Ap) 44 1, . ..> API IfId n./,,~u,) 
Inequalities (7) and (8), which hold for all systems .Y, together with the 
adaptations of Theorems l-3 of [ 1 ] to non-negative rational values imply 
the existence of a decomposition of k which is simultaneously lower C- 
bounded and upper D-bounded. That is, there are non-negative functions 
ki, i= 1, . . . . p, on S such that 
k=k,+ ... +k, 
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and 
Di(A)2C {ki(Al, ...P A,): (A,, ...T A,)EHi(A)} 2 C,(A) 
for each i= 1, . . . . p and each A E 4. Hence 
Define measures tI , . . . . zP on (X, ~3) by the formula 
z,(B)= 1 
ki(A 13 *..> Ap) 
(A ,)_,_) Ar) k(A,, . . . . AP) zo(Bnf~l(Al)n ... nf34))~ 
Claim 1 will be proved as soon as we show that (z,, . . . . tP) E 
FL4 , . . . . &‘, n). We show first that for each i, we have ri< 2~. Given B, 
check 
ti(B) 6 r,(B) = 1 
W I > -1.9 AJ 
(A ,,,,_, A,,h(A,, . . . . AP) r(fc*(A1)n “. nf,l(A~)n B, 
Now inequality (9) and r. = r, + . . . + rP show that 
(11) 
for each bounded measurable f: X + Ft. 
Given i = 1, . . . . p and A E 4, we have 
~i(ft"(A))=C {k;(A 1, . . . . A,): Ai = A, Aj E c$, j # i}. 
Combination with (10) yields 
(1+1/n) ICIi(A)~D,(A)~fi(zi)(A)~Ci(A)~(l-l/n)~i(A). (12) 
Inequalities (11) and (12) guarantee that 
proving Claim 1. 
(rl, . . . . rP) E F(dl, . . . . J;s,, n), 
CLAIM 2. The family X has the finite intersection property. 
For each k = 1, . . . . m, suppose that F(df, . . . . a$, nk) is a set in X. For 
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each i = 1, . . . . p, define 4 to be the common refinement of the partitions 
&, k = 1, . . . . m. Put n = max(n,, . . . . n,). Then 
F(4) . . . . ST& n) E F(J+ . . . . &‘p”, nk) 
for each k = 1, . . . . m. Claim 1 then implies that the intersection of the sets 
F(&f, . . . . L$, nk) is non-empty. 
The compactness of the sets in X, together with Claim 2, implies the 
existence of some 
Taking n -+ co in (A) shows that t = r1 + . . . + rp, whilst the same n -+ 00 
in (B) shows that dj<fi(ri)dtjifor i= 1, . . . . p. Q.E.D. 
2.2. COROLLARY. If the measures bi, tji, and z assume only integer 
values, then the measures zi may be chosen so as to assume only integer 
values. 
Indication. The proof of Proposition 2.1 may be used, but with some 
modifications. One should note that the integer valued measures in 
&(X, a, 2r) form a closed subset. The conditions (A) and (B) on 
F(4) . . . . s4,) should be replaced with 
(A’) z=r,+ ... +r,, 
(B') @i(A)Qfk~i)(A)~$i(A) 
for A ES& One also puts c,(A) = C,(A) and d,(A) =D,(A) as well as 
W 1, . . . . AJ = h(A,, . . . . AJ. 
The corollary is essentially a statement of Theorem 3 in [ 11. 
2.3. COROLLARY. Let (X, 63, .t.) be a finite measure space. Let fi, . . . . f, be 
B-measurable functions on X taking values in measurable* spaces 
(S, , a,), . . . . (S,, BP). Suppose that I$~, .. . . rjp are measures on these spaces 
such that 171 = Ic$~I + ... + ld,i. The following are equivalent: 
(1) There are measures z, , . . . . z,, on 549 such that z = T 1 + . . . + ~~ and 
such that fi(zi) 2 di for i= 1, . . . . p. 
(2) For any sets A, E&?~, .. . . AP~ap, one has 
$f;‘(A,)n ... nf,‘(A,)K$,(AA+ ... +$,(A,). 
Furthermore, if (1) holds, then actually fj(zi) = di for i = 1, . . . . p. 
Proof Taking $i=fi(z) makes the condition fi(zi)< r+Gi trivial and 
automatic. Using Proposition 2.1, condition (1) becomes equivalent with 
z(f;‘(A,)u ... uf,‘(A,))hW,)+ ... +&(A,) (1) 
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whenever Aie,6& for i= 1, . . . . p. Taking complements in (1) yields 
Id -$f;‘M) f-J ... fv,v;m 1411 -&(A;)+ ... + l&l -k‘g 
or 
t(f;‘(A;) n ... nff,‘(A;))<4,(A;‘)+ -.. +#,(A;). (2) 
Then (2) holds for all A 1, . . . . A, if and only if condition (2) of the theorem 
obtains. This proves the equivalence of conditions (1) and (2). 
Assuming T = z, + . . . + rP as in condition (1 ), we show that A.(?;) = di. 
Now 
z(X)=z,(X)+ ... +7,(X) 
2 h(S,) + . . . + &cq 
= z(X). 
Because ii < r,(X), necessarily di(Si) = ti(X) for each i. Given any 
A E 9Yi, we have 
Lfi(zi)(A 1 k di(A ) 
h(Ti)(A’) B #AA”), 
where the last becomes 
lzil -f,(ri)(A) 2 ldil -4dA) 
4i(A) afAT,)( 
Thusfi(zJ = di. Q.E.D. 
The following result gives a necessary and sufficient condition for the 
decomposition of a function of two variables into the sum of two functions 
whose partial integrals have been prescribed. 
2.4. COROLLARY. Let F be a non-negative Lebesgue integrable function 
on the square X= [0, l] x [0, 11. Let g, and g, be non-negative Lebesgue 
integrable functions on [0, l] such that 
I 
1 
o gl(x) dx + j; a(y) 4 = j; jol Ftxv v) & dx. 
Then the following are equivalent: 
(1) There are non-negative measurable functions F, and F, on X such 
that F= F, + F2 and such that 
s 1 
FI(x, Y) 4 2 gl(x) and 
s 
0 1 




(2) Whenever A and B are finite unions of sub-intervals of [0, 11, then 
Furthermore, if (1) holds, then actually 
i 
1 I 
Fk Y) 4 = g,(x) and s J’(x, Y) dx = g*(y) 0 0 
almost everywhere. 
Proof: Define measures on X and on [O, 11 by dz = FdA, d+, = g, dx, 
d& = g, dy. Let fi and fi be the projection mappings of X to first and 
second factors, respectively. Since 14 I1 + l&I = 1~1, Corollary 2.3 applies. 
Statement (1) is equivalent to the existence of a decomposition 
z=T,+z, (dz, = F, dA and dT,= Fz dA) such that f,(z,)>d, and 
fAT2) 2 42. 
Similarly, statement (2) is equivalent to the assertion that 
~,(A,)+~,(A,)~z(f,‘(A,)nf,‘(A2)) 
for all linear Bore1 sets A, and A,. 
Corollary 2.3 supplies the desired equivalence and shows that if ( 1) 
holds, then actually f,(z,) = 4, and f2(r2) = d2. This implies that 
s 1 1 F,(x, Y) &= g,(x) and I FAX, Y) dx = g*(y) 0 0 
almost everywhere. 
We extend Proposition 2.1 to the case p = cc 
Q.E.D. 
2.5. PROPOSITION. Let (X, 93, t) be a finite measure space. Let f,, fi, . . . 
be a sequence of measurable functions on X taking values in measurable 
spaces (S,, %I, (S,, %I, . . . . For each i = 1,2, . . . . suppose that 4, d $! are 
finite measures on (Sj, Bi) with C I$;1 convergent. The following are 
equivalen I: 
(1) There are finite measures T,, z2, . . . on @ such that 5 = z, + s2 + . 
and such that ll/i 3 fi(tj) >/ qbi for i = 1, 2, . . . . 
(2) For any sequence of sets A, E .@, A, E 9Sz, . . . . one has both 
(i) z(f;‘(A,)uf,‘(A,)u -..)>dl(A,)+4,(A2)+ . ..and 
(ii) Q;‘(A,)nf,‘(A,)n ...)<$,(A,)s$~(A~)+ .... 
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Demonstration: 1 * 2. Use, mutatis mutandis, the corresponding part of 
the proof of Proposition 2.1. 
231. For each ~21, define ~~=Irj,,+r)+I$~+~[ + .... We have 
assumed that .sp -+ 0 as p + co. Now consider the countable product 
P = .4(X, i??l’, z) x A(X, 98, z) x . . . under the compact topology from 
Lemma 1.1. For each p > 1, define a subset Fp of P by 
F,= {h ~2, .. . ): Ir-(r,+ ... +r,)l <s,and 
qSi <fi(ti) < ll/i for i = 1, . . . . p}. 
Each F,, is closed and hence compact in P. 
Claim 1. For each p 2 1, one has Fp+, G F,. 
Suppose that (z,, z2, . ..) E F, + , . Then 
IT-(z,+ -~+z,)JQlz-((z,+ ~~~+z,+z,+,)l+lz,+,( 
d&p+, + W,+*I =Ep. 
It is easy to see that (rr, r2, . ..) E F,. 
Claim 2. For each p 2 1, the set F, is non-empty. 
Define h, to be the (constant) function from X to a one-point space 
Y = { y >. Let 6, be the unique measure on Y with 6,(Y) = sp. We now 
apply Proposition 2.1 to f,, . . . . f,, h, and the two sets of measures 
4 L ,..., dpr 0 and II/, , . . . . tip, 6,. For any choice of A, EBB, . . . . AP~Q and 
A E Y, we have 
(i) z(f;‘(A,) u ... uf;‘(A,) uh;‘(A)) 
z&V,)+ . . . + $,(A,) + 0, 
(ii) Qr’(A,) n ... r\f;‘(A,) A h,‘(A,)) 
GrC/,(Al)+ . . . + $,(A,) + $,(A 1. 
Proposition 2.1 then implies the existence of finite measures or, . . . . zp, tp+ , 
such that r=z,+ ... +r,+r‘,+,, such that bi <fi(ti) 6 ll/i for i= 1, . . . . p, 
and such that (rp + 1 ( < sp. Then (rl, . . . . rp, 0, 0, . ..) is an element of F,. 
Claims 1 and 2 ensure the existence of some (tl, r2, . ..) E F, for all p 2 1. 
Thent=r, +r,+ ... and tji >fi(ti) 3 #i for every i. Q.E.D. 
Proposition 2.1 generalizes to the case of non-finite, localisable measures. 
Also, a “lower-bounded” version is available for the case of an arbitrarily 
large family of maps &. We proceed with these developments. 
2.6. PROPOSITION. Let (X, 69, z) be a localizable measure space. Let 
fi , . . . . ,f, be ~-measurable functions on X taking values in measurable spaces 
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(S, , W, ), . . . . (S,, ~43~). For each i = 1, . . . . p, suppose that di < tii are measures 
on Si. Then the following are equivalent: 
(1) Therearemeasuresz,,...,z, on9#such that t=z,+ ... +z,and 
such that $,(A) > fi(ti)(A) 2 #i(A) whenever A E ~8~ with f;(z)(A) < co. 
(2) For any sets A, E 9JI, . . . . A, E 9.#r, such that fi(z)(A ;) < 00 for each i, 
one has both 
0) ~(f;'(A,)u ... uf;'(A,))3#,(A,)+ ... +d,(A,) and 
(ii) z(f;'(A,)n ... nf,‘bQKh(AJ+ ... +$,(A,). 
Demonstration: 1 * 2. Use, mutatis mutandis, the corresponding part of 
the proof of Proposition 2.1. 
2 * 1. We work with the p-fold product space P = 4(X, 93, r)” under 
the compact topology from Lemma 1.2. For each collection of sets 
B, E 9?II, . . . . B, E 9Sp such that fi(z)(Bi) < CC for i = 1, . . . . p, we define a subset 
F(B r, . . . . B,) of P. Each F(B,, . . . . B,) is the set of all (z,, . . . . rp) such that 
(A) 7=z,+ ... +7,, 
(B) #j(A,)<f(zi)(Ai)<rl/i(Aj) whenever A;E&?~ with AicB, for 
i = 1, . . . . p. 
It is easy to check that each F(B,, . . . . BP) is closed (and so compact) in P. 
Claim 1. Each F(B,, . . . . B,) is non-empty. 
To prove the claim, define X0= f ;‘(B,)u ... u f;'(B,), let rO be the 
(finite) restriction of r to X0, and let g,, . . . . g, be the restrictions of fi, . . . . fp 
to X0. Define measures 4,) . . . . $p and $r, . . . . tj, on S,, . . . . S, by 
$i(B) = 4dBi n B) 
Gi(B) = ttB) if B&Bi 
if BnB;#@. 
An application of Proposition 2.1 to t0 and the Ti, $j guarantees the 
existence of a decomposition 7 = T, + . . + zp satisfying condition (B). 
Then (z,, . . . . zp) E F(B,, . . . . B,). 
Claim 2. The collection of sets F(B,, . . . . BP) has the finite intersection 
property. 
Given F(Bf , . . . . Bk) for k = 1, . . . . m, put B, = Bf u B? u . . u Bp”. Then the 
non-empty set F(B,, . . . . BP) is a subset of each F(Bf, . . . . B,k). 
Claims 1 and 2 ensure the existence of some (TV, . . . . TV) in every 
F(B 1, . . . . B,). It easily checked that T = 7, + . . tp is a decomposition 
satisfying the requirements of the theorem. Q.E.D. 
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The “local finiteness” condition that f,(r)(A) < co cannot be removed 
from the statement of Proposition 2.6, as evinced by the following: 
2.7. EXAMPLE. Let &9 be the power set of X= R x R. Let FY be the set of 
non-negative integers and put M = N x {O}. Define the localisable measure 
z on $3 by z(B) = card(B A M). Define measures qSI and qSz on the power set 
of R by 
+,(C)=card(CnN) 
Let f, : X + R and fi : X + R be the co-ordinate projections. Then 
7(fr’(A,)uf,‘(A*))$~*(A,)f~*(A,) 
whenever A, and A z are linear subsets. However, there is no decomposition 
z=zI +t2 withf,(z,)>4, andf2(z2)>h. 
However, if one restricts attention only to “upper-bounded” decom- 
positions, the local finiteness constraint fi(7,)(A,) < co is no longer 
necessary, as we presently prove. 
2.8. PROPOSITION. Let (X, a, 7) be a localisable measure space. Let 
f,, . . . . f, be 25measurabIe functions on X taking values in measurable spaces 
(S, , L%,), . . . . (S,, gp). For each i = 1, . . . . p, suppose that +i is a measure on 
Si. Then the following are equivalent: 
(1) There are measures 7,) . . . . tp on a such that T = t 1 + . . . + tp and 
such that f;(zi) < 1+9~. 
(2) For any sets A, E .G?, , . . . . A, E ~?3~ one has 
$f ;‘(A,)n ... nf;l(Ap))G<l(A1)+ ... +ti,(A,). 
Indication. Essentially the same as the proof of Proposition 2.6. For 
each collection B, E gl, . . . . Bp~gP such that $,(B,)+ ... +$,(B,)<co, 
define F(B, , . . . . BP) to be the set of all (z,, . . . . rp) such that 
(A) 7=7,+ ... +T,, 
(B) fi(zi)(Ai) < tii(Ai) whenever Aj~ gi with A, E Bi for i= 1, . . . . p. 
As before, one uses the finite intersection property and compactness for 
the F(B,, . . . . BP). Q.E.D. 
The following corollary applies to both Propositions 2.6 and 2.8. 
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2.9. COROLLARY. If the measures ii, tji, and T assume only integer 
values, then the measures zi may be chosen so as to assume only integer 
values. 
Indication. This follows from Corollary 2.2 and the fact that the 
measures of A(.&‘, 9?‘, r) whose finite values are integral form a closed sub- 
set of &(X, 93, r). 
The following theorem deals with the case where there are arbitrarily 
many maps f,, at least for the lower-bounded context. 
2.10. PROPOSITION. Let (X, 99, z) be a localizable measure space. Let P 
be an arbitrary index set and suppose that for each p E P there is some 9% 
measurable function fp from X to a measure space (S,, ~?8r, 4,). Then the 
following are equivalent: 
(1) There are measures rp such that z = C tp (sum over p E P) and 
such that f,(t,)(A) > 4,(A) whenever A E 93,, with f,(z)(A) < CO. 
(2) For any choice of pl, . . . . pn from P and sets A, E &?t,,, .. . . A,, E at,” 
such that f,,(s)(A,) < co one has 
$f,‘(A,)u . ..f.‘(A,))9~,,(A,)+ ... +d,n(AJ 
Demonstration: 1 * 2. See the corresponding part of the proof of 
Proposition 2.1. 
2 * 1. We work with the product space Q = A’(X, 33,~)’ under the 
compact topology from Lemma 1.2. For each finite PO G P and sets B, E Br, 
for p E P, such that f,(z)(B,) < 00 we define a subset F(P,, BP) of Q. Let 
F(P,, BP) be the set of points (7p)pePo in Q such that 
(A) 7 2 C T,, (sum over p E P,), 
03) f,(T,)(A,) z d,(A,) h w enever Ap~Sdp with A,cBp,p~PO. 
As in the other proofs, we see that each F(P,, BP) is closed in Q. Using the 
same technique as in the proof of Proposition 2.6, one proves 
Claim 1. Each F( PO, BP) is non-empty. 
Claim 2. The F(P,, BP) have the finite intersection property. 
Thus there is some (z,,)~~ p in the intersection of all the F( P,,, B,,). Then 
7 >, C t,, (sum on all p E P). Select an arbitrary pO E P and define 
7; = 
! 
7P if P#P~ 
7Po+7-z7P if p=po. 
Then 7 = C 7; and the 7; satisfy the conditions of the theorem. Q.E.D. 
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As with earlier results, it is easy to prove the 
2.11. COROLLARY. If the measures q5, and T assume only integer values, 
then the elements t, of the decomposition may be chosen with only integer 
values. 
A version of Proposition 2.10 for upper-bounded decompositions is 
difficult to formulate. Consider the following example: 
2.12. EXAMPLE. Let X be an uncountable set and let T be (localisable) 
counting measure on 68, the power set of X. For each n b 1, let I/, be the 
trivial probability measure on a one-point space S,. Let each f,, : X + S, be 
a constant function. Then 
whenever A,, E S, for n = 1,2, .., . However, it is impossible to write 
z=z,+tz+ ... with each ~~ a finite measure. 
3. APPLICATIONS 
One of the immediate consequences of the theorems in [ 11 was a new 
proof of Hall’s Marriage Theorem. It is natural to expect that extensions of 
the results in [ 1 ] should lead to generalized marriage theorems. An infinite 
but still discrete version is given as Proposition 3.1 below. 
Let A and B be sets and let R c A x B be a relation. A matching for R is 
a set MS R which is the graph of a one-one correspondence between A 
and B. The following result is known (see [lo] for an informative review of 
such theorems), but we offer a new proof. 
3.1. PROPOSITION. Let A and B be sets and let R c A x B be a relation. 
Suppose that each aE A [resp. bE B] is related to only finitely many 
elements of B [resp. of A]. In order that there exist a matching for R, it is 
necessary and sufficient that for each finite set K E A [resp. L E B J, collec- 
tively, K is related to at least card(K) many elements of B [resp. at least 
card(L) many elements of A]. 
Demonstration, The condition is clearly necessary. We prove sufficiency. 
Define X= A x B and let $9 be the power set of X. Define a localisable 
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measure 7 on g by 7(C) = card(C n R). Define measures d1 and & on the 
power sets of A and B by 
d,(C) = card(C) 
&,(C) = 7(A x C) - card(C) z 0. 
Let fi : X -+ A and f2 : X -+ B be the natural projection maps. 
Now apply Proposition 2.6 and Corollary 2.9. Suppose that Kc A and 
L z B are sets with z(f; l(K)) and z(f F’(L)) finite. Then K and L must be 
finite sets. Since K is related to at least card(K) elements of B, this implies 
that 
z(K x L’) > card(K) - card(L) 
or 
7((K x B) u (A x L)) 3 card(K) + z(A x L) -card(L) 
z(f,'(K)uf;'(L))~~,(K)+~,(L). (1) 
On the other hand, L is related to at least card(L) elements of A. This 
implies that 





Inequalities (1) and (2), together with Proposition 2.6 and Corollary 2.9, 
imply the existence of a decomposition 7 = 7, + z2 (zl and z2 integer 
valued) with fi(tl) = d1 and f2(z2) = #2. It is easily checked that 
M={(a,b):7,(a,b)=l} 
is a matching for R. Q.E.D. 
It is generally agreed that an appropriate continuous analogue of the dis- 
crete marriage problem is provided by the study of doubly stochastic 
measures. A Bore1 measure 7 on the square [0, l] x [0, 1] is doubly 
stochastic if for each Bore1 set BG [O, 11, one has z(B x [0, 11) = 
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r( [0, 11 x B) = d(B), where 4 is linear Lebesgue measure. The collection of 
doubly stochastic measures forms a convex set whose extreme ponts have 
been much studied [2, 3, 8, 91. 
The following result is basically Satz 4.4 in [S], but our Proposition 2.1 
provides a new proof. 
3.2. PROPOSITION. Let t be a finite Bore1 measure on the square 
X= [0, l] x [0, 11. The following are equivalent: 
(1) There is a doubly stochastic measure o < z. 
(2) W’xB)>4(W-#(A) h w enever A and B are Borel subsets of 
co, 11. 
Demonstration. We consider the problem of decomposing r = r1 + z2 
such that f,(sl)a@ and f2(t2)> f2(z)-4, where f1 and fi are the coor- 
dinate projections on A’, and 4 is linear Lebesgue measure. It is easy to 
check (using Corollary 2.3) that if r, and T* are solutions to this problem, 
then r, < T is doubly stochastic. Conversely, if (r Q r is doubly stochastic, 
then r, = 0, r2 = t - 0 is a solution. 
Corollary 2.3 says that the problem has a solution if and only if 





+I’ x B) > d(B) -4(A) 
Q.E.D. 
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