Copula modeling enables the analysis of multivariate count data that has previously required imposition of potentially undesirable correlation restrictions or has limited attention to models with only a few outcomes. This article presents a method for analyzing correlated counts that is appealing because it retains well-known marginal distributions for each response while simultaneously allowing for flexible correlations among the outcomes. The proposed framework extends the applicability of the method to settings with high-dimensional outcomes and provides an efficient simulation method to generate the correlation matrix in a single step. Another open problem that is tackled is that of model comparison. In particular, the article presents techniques for estimating marginal likelihoods and Bayes factors in copula models. The methodology is implemented in a study of the joint behavior of four categories of U.S. technology patents. The results reveal that patent counts exhibit high levels of correlation among categories and that joint modeling is crucial for eliciting the interactions among these variables.
Introduction
The analysis of multivariate non-linear models requires careful modeling of the correlation among responses. Unlike linear settings, where inference may be possible even if such correlation is ignored, non-linear models that do not account for correlation may be severely misspecified. One area of research where incorporating a flexible and interpretable correlation structure in empirical models has been a particularly difficult task is the analysis of multivariate count data (see, e.g. Cameron and Trivedi, 1998; Winkelmann, 2008) . As a consequence, models for multivariate counts have either sacrificed generality or have been specified with potentially undesirable correlation restrictions imposed for the sake of retaining computational tractability. For example, multivariate
Poisson models are often constructed by including a common Poisson process that enters every outcome in the model, but this approach can only produce non-negative correlations (Kocherlakota and Kocherlakota, 1992; Karlis, 2003) . Both positive and negative correlations can be obtained in the Poisson-lognormal model (Aitchison and Ho, 1989; Tunaru, 2002) , however, this model imposes a high degree of overdispersion and the implied correlations are typically very small. In general, the analysis of multivariate counts has been difficult because of the lack of suitable discrete multivariate distributions that can support complex correlation structures (for a discussion, see Chib and Winkelmann, 2001 ).
To address these problems, this paper approaches the analysis of correlated counts using a Gaussian copula model. A copula is a function that represents the joint distribution in terms of its marginals (Sklar, 1959) , and hence can be used to couple any discrete and/or continuous distributions. An appealing feature of copula modeling is that it can be used to retain well-known parametric families for the marginal distributions even though they may not be easily extendable to multivariate settings.
To define a copula, one should note that for any arbitrary increasing cdf (⋅), = 1, . . . , , if is uniform on the interval [0, 1], then = −1 ( ) is distributed according to (⋅). The mapping from to is one-to-one when is continuous and many-to-one when is discrete.
The multivariate function on the unit hypercube [0, 1] ( 1 , . . . , ) = ( −1 1 ( 1 ), . . . ,
is called a copula if it is a continuous distribution function and each marginal is a uniform distribution on [0, 1] . It defines a correspondence between the marginal distributions and the joint distribution . Although many types of copulas exist (see Zimmer and Trivedi, 2006; Huard et al., 2006; Demarta and McNeil, 2005; Genest and Rivest, 1993; Frank, 1979; Clayton, 1978; Gumbel, 1960) , Gaussian copulas are a natural choice when moving beyond the bivariate case. By taking = −1 ( ) for = 1, . . . , and = ( 1 , . . . , ) ′ on the unit intervals, this paper focuses on the Gaussian copula ℂ ℂ( |Ω) = Φ { Φ −1 ( 1 ( 1 )) , . . . , Φ −1 ( ( )) |Ω } where Φ represents a univariate standard normal cdfs and Φ is the -variate cdf for a latent vector
, where Ω is in correlation form. Note that = Φ( ), and the dependence among = ( 1 , . . . , ) ′ is created through the correlation of the latent variables .
To illustrate the main idea, suppose that the th count ( = 1, . . . , ) takes its values according to the latent variable
where cutpoints , determine the discretization of the data. Figure 1 displays how a Gaussian copula connects the univariate Poisson probability Pr( = | ) with ln( ) = ′ to the standard normal pdf and cdf ( (⋅) and Φ(⋅)), respectively, in the following relation
Note that the cutpoints = Φ −1 ( ( = | )) are uniquely defined as a function of and . It shows that by using the latent variables, each of the marginals ( = 1, . . . , ) is transformed to the standard normal distribution.
Even though the copula is Gaussian, the data ( = 1, . . . , ) can be non-Gaussian and can include count, censored, ordered, and any other type for which is known, or any combination of discrete and continuous marginals. For the case of count data, the individual marginal distributions can be modeled as Poisson, negative binomial, or Poisson-lognormal, whereby formal model comparison tests can be used to provide useful information about the presence and degree of overdispersion that may be inherent in the data. The multivariate probit model can be considered a simple example of a Gaussian copula model with univariate Probit marginals. Since the Gaussian copula provides a useful and general way of modeling correlation between arbitrary data generating processes, it is particularly attractive when no natural or flexible multivariate distribution exists for the data being considered, but the dependence among ( 1 , . . . , ) is of interest. While a Gaussian copula has long existed in the statistics literature (for extensive theoretical discussion on copulas see Trivedi and Zimmer, 2005; Joe, 1997; Nelson, 1999) , its applications in econometrics are relatively recent. Even though the term copula is not explicitly used, by using a Gaussian copula, van Ophem (1999) considers correlation of bivariate counts when two Poisson marginals have different parameters. Song (2000) considers the Gaussian copula to provide a class of multivariate discrete and continuous models, and estimates the parameters for the continuous marginals in the context of maximum likelihood estimation. Pitt et al. (2006) show a general estimation method for the multivariate Gaussian copula model when the marginals are either discrete or continuous, but estimate the components of Ω one element at a time.
This paper makes the following contributions. First, it extends the applicability of the copula approach to settings with high-dimensional outcomes. For those settings, the paper provides an efficient sampling algorithm for Ω in which all elements are sampled jointly and mitigates the computational inefficiencies and poor mixing problems that may arise in one-at-a-time samplers.
By employing the parameter expanded reparameterization and Metropolis-Hastings (PX-MH) algorithm introduced by Liu and Daniels (2006) , this paper provides an alternative approach to simulate all components of the correlation matrix Ω in a single step by first drawing a covariance matrix from an inverse Wishart distribution and then transforming it into a correlation matrix that is accepted with a specific MH acceptance probability.
Second, this paper presents techniques for marginal likelihood estimation. Bayesian model selection has been an open issue in copula models because marginal likelihood computation has been complicated by the presence of posterior full-conditional densities of nonstandard form. For this reason, earlier work has used methods for model selection based on information criteria such as Akaike information criterion (AIC), Schwarz information criterion (SIC), and deviance information criterion (DIC) (for details see Huard et al., 2006; dos Santos Silva and Lopes, 2008; Spiegelhalter et al., 2002) . This paper shows how to extend the approach in Chib and Jeliazkov (2001) to the context of PXMH sampling to provides a simple and reliable estimate of the marginal likelihood.
Finally, the proposed techniques are used to study the joint behavior of four categories of U.S.
Computers & Communications patents. While copulas have been applied in to model value-at-risk problems (Cherubini et al., 2004; Embrechts and McNeil, 2003; Embrechts et al., 2002) , insurance decisions (Frees et al., 1996; Klugman and Parsa, 1999) , and health care analysis (Prieger, 2002; Smith, 2003; Zimmer and Trivedi, 2006) , patent data applications have not yet been pursued despite their importance. However, joint modeling is crucial for eliciting substitution and complementarity patterns among different patent categories. Due to the difficulty of analyzing statistical models that account for the interactions among patent counts, such models have been generally difficult to estimate. This study shows that the copula approach can be effective in examining issues regarding the joint behavior of the four categories of patents as well as features of their conditional distribution such as overdispersion. Computer Hardware & Software patents, Computer Peripherals, and Information Storage categories are found to be highly correlated with each other, whereas Communication category shows relatively mild correlations with the other patent categories.
The remainder of the paper is organized as follows. Section 2 presents the formal framework behind count modeling with negative binomial marginal distributions, which offer a generalization over Poisson models and allow for different degrees of overdispersion for the individual data series.
Section 3 presents the proposed Markov chain Monte Carlo (MCMC) estimation algorithm. Building upon the proposed algorithm, Section 4 presents techniques for marginal likelihood estimation in copula models. The results of a simulation study are presented in Section 5, while an empirical application to patent analysis is reported in 6. Concluding remarks are presented in Section 7.
Model description
Suppose that there are observations 1 , . . . , , each of dimension is . This paper considers a Gaussian copula model in which the marginal distributions ( = 1, . . . , ) are negative binomial From the Gaussian copula representation, the likelihood contribution can be derived as
where the cutpoints defining the region of integration B = ( , −1 , , ] are specified as a function of the parameters and
where ( = 1, . . . , ) denotes the th negative binomial marginal distribution. In this setting, note that the likelihood contribution of the th subject in equation (1) has no closed form solution so that simulation methods become indispensable. These methods are discussed next.
Estimation of the Model
This section describes a general method for sampling from the joint posterior distribution of the parameters and the latent data
and the inverse
Wishart prior on Ω (the choice of the prior on Ω will be discussed later in detail).
The main idea of the simulation approach is to construct the following MCMC sampling scheme
. . , ⋅ ), and = ( 1 , . . . , ) ′ .
Sampling
I first discuss the generation of from a univariate normal distribution ( | , 2 ) truncated between −1 and that are defined in equation (2). The conditional mean and variance 2 of given ∖ are given by
where
To fix notation, define ∖ = ( ′ − , ′ + ) ′ where − = ( 1 , . . . , −1 ) ′ denotes the blocks up to − 1 and + = ( +1 , . . . , ) ′ denotes the blocks beyond . The MH algorithm proceeds by sampling a vector of ( + 1) parameters from the the density proportional to
By using the cutpoints in equation (2), we can easily see that
where and are specified in equation (3). Also, to ensure numerical stability in the calculation of (⋅), Φ(⋅), and Φ(⋅) −1 , at each step the algorithm verifies that
Suppose that is the current value and † is the generated value from the proposal. The MH probability of move from
The proposal density is a multivariate t distribution ( |ˆ , , ) with the modal valueˆ and inverse of the negative Hessian at the mode of ln ( | ⋅ , ⋅∖ , ∖ , Ω), and degrees of freedom .
We need to note that the proposal density needs to dominate the true density in the tails (for more details see Chib and Jeliazkov, 2001 ).
Sampling of Ω
The parameter-expanded reparameterization and Metropolis-Hastings (PXMH) algorithm proposed in Liu and Daniels (2006) was employed to generate Ω given from the density proportional to
where = ( 1 , . . . , ) ′ . Sampling a correlation matrix Ω can be problematic due to the two constraints: positive definiteness and fixed diagonal elements. However, the PX-MH algorithm circumvents there problems by simulating a positive definite covariance matrix Σ from the inverse Wishart distribution and modifies it to be a correlation matrix Ω. Specifically, it relates Σ to Ω in the following fashion
by using an expansion parameter = diag( √ 11 , . . . , √ ). Since Ω has fewer parameters than Σ, an additional constraint
is required to make the transformation from Σ to Ω an one-to-one mapping. The Jacobian of the transformation is given by
Regrading on the selection of the prior for Σ, Zhang et al. (2006) which allows the off-diagonals of its inverse to be identically zero. Liu and Daniels (2006) employed the uniform prior of Barnard et al. (2000) .
However, the paper employs an inverse Wishart prior (Σ| 0 , 0 ) which has been widely used in Bayesian estimation. A proposal value Σ † is also obtained from the inverse Wishart proposal density. We need to note that the Wishart family for the unrestricted covariance matrix Σ might capture important features of the restricted correlation matrix Ω. The following is a summary of the PX-MH algorithm using the Wishart family.
PX-MH Algorithm: Given the current value Σ and the constraint in Equation (5),
• PX step: Sample Σ ∼ ( , ) where = 0 + and = [
• MH step: Move to the new value Σ † with the probability
and stay at the old value Σ with probability 1 − (Σ, Σ † | ).
•
Marginal likelihood computation
The analysis of the marginal likelihood has been an open issue in the copula modelling because the appropriate model specification is rarely known. Given the data , the marginal likelihood is the integral of the likelihood ( |Θ) with respect to the prior density (Θ) of the parameters Θ
On the basis of the marginal likelihood, one can proceed Bayesian model choice by pairwise comparisons of any two models ℳ and ℳ through their posterior odds ratio
where the first fraction on the right-hand side is known as the prior odds and the second as the Bayes factor
which the ratio of marginal likelihoods of the two models.
Based on the recognition that the marginal likelihood ( ) is a normalizing constant of the posterior density, Chib (1995) provides an expression
which is referred to as the basic marginal likelihood identity. Note that this density can be evaluated at any point Θ * , however, for estimation efficiency this paper uses the posterior mean of parameters.
Evaluating the right-hand side of this identity at any appropriate point Θ * and taking logarithms one can obtain the expression
Since ( |Θ * ) and (Θ * ) are either available directly or by an alternative calculation, calculation of the marginal likelihood is reduced to finding an estimate of the posterior ordinate (Θ * | ) at a single point Θ * .
In the context of the paper, since the parameter vector Θ consists of = ( 1 , . . . , ) and Σ, the posterior ordinate at Θ * can be estimated by the decomposition
Due to the approach by Chib and Jeliazkov (2001) , estimation of the first ordinate is decomposed by
, and each of which is estimated by adapting equation (4) (
where the draws { ( ) } are from the conditional posterior ( , + | ⋅ , ⋅∖ , Σ, * − ) and the draws 
Simulation study
This paper conducts two simulation studies by using a Gaussian copula approach with negative binomial marginals. The first study delivers insight into the advantages of copula modeling in deriving the dependence structure between observations = ( 1 , . . . , ) ′ . Specifically, the Gaussian copula relates the correlations imposed by the latent variables ∼ (0, Ω) to the correlations among .
The second study illustrates the ability of the proposed methodology to estimate parameters in the marginal distributions and the elements of the correlation matrix Ω.
For illustrative purposes, I provide the implied correlations between bivariate counts = ( 1 , 2 ) ′ under several parameter settings. Specifically, the off-diagonal element 12 of the correlation matrix Ω 2×2 was set to be ±0.3, ±0.6, or ±0.9. The elements of the mean are fixed to be 0.1 , 1 , or 10 ( = 1 2×1 ), and all elements of are set to be 5 and/or 10 for obtaining a positive overdispersion parameter. This setting would lead to the generalization of the Gaussian copula in modeling the multivariate dependence only with the correlations from the latent normal distribution. The simulation study demonstrates two advantages of the copula model. One advantage is to have a rich correlation structure between counts due to removing the restriction of positive correlations. Kocherlakota and Kocherlakota (1992) provided a comprehensive discussion of the Multivariate Poisson (MVP) model, and stated that the relatively simple structure is the reason for its popularity in count data problems. However, for the MVP model to be useful, the correlations between counts should be non-negative. where Λ = ( 1 , . . . , ) and 1 is a vector of ones. Since ≥ 0 and the denominator of the correlation is the square root of ( + )( + ), the MVP model allows non-negative correlations only. It is shown that the correlations of in the multivariate negative binomial (MVNB) model should be non-negative (see Winkelmann, 2001 Winkelmann, , 2008 . In Table 1 , the copula model, unlike the aforementioned models, seems promising in its ability to explain a wide range of correlation structures by allowing for both negative and positive correlations between counts.
Another advantage of copula modeling is to facilitate the analysis of correlated counts with overdispersion. Empirical studies, for example, Hall et al. (1986) , and Hausman et al. (1984) , pointed out that overdispersion is a common feature of count data. In order to deal with overdispersion, the MVNB model has been studied as an analogue to the MVP model. Importantly, Aitchison and Ho (1989) showed that a Multivariate Poisson-log-normal (MVLN) model allows for overdispsersion in Poisson marginals. Table 1 suggests that the copula model also has this property.
We can find the richness of the copula model in its ability to model a flexible range of correlations regardless of variation in overdispersion parameter (and the mean value ).
The second simulation study considered a Gaussian copula model with = 1, ..., 300 and = 1, ..., 4. I set a 4×1 vector of parameters to be a vector of 0.3's and independently generate a 4×1 vector of covariates from the standard normal distribution. For an overdispersion parameter , a relatively large number for = 0.65 ′ is used to achieve convergence in optimization. The
Gaussian copula constructs the dependence structures among = ( 1 , . . . , ) ′ by using latent We see that the estimates for relatively converge to the true values, but the MLE estimates for have notable inconsistency. It is shown that the proposed simulation method produces estimates with smaller variability than MLE. The more interesting finding in this study is to obtain the posterior estimates for Ω by generating all elements of Ω in a single step. The estimates for all Table 3 .
To assess the analysis of the marginal likelihood computation more formally, I perform the evaluation of the marginal likelihood with two different proposals; one is the joint uniform proposal which is provided in Liu and Daniels (2006) 
and the other is the inverse Wishart proposal. This will show how proposal (and prior) selection on the covariance matrix Σ leads to a more efficient estimator of the correlation matrix Ω for the PX-MH algorithm. Table 4 presents that the inverse Wishart proposal case produces the value −399.93 with a numerical standard error 0.0349, while the joint uniform proposal case produces the value −399.96 with a numerical standard error 0.0671. Note that the larger numerical standard error of the joint uniform proposal case is a consequence of higher inefficiency factors (for more details see Chib and Jeliazkov, 2001) , while the loss in efficiency is small by having the inverse Wishart prior.
Application
This section considers an application to computer patents in the United States. Patent counts are often viewed as a measure of the number of successful outcomes among a large (but unobserved) number of projects, each of which has a small probability of success. By focusing on the correlations among patent counts from different categories, this research shows how different kinds of patent categories are related to each other at the firm-level. Understanding the dependence structure of patent categories enables us to gain insights into the firms' behavior and the complementarity or substitution patterns that may exist in intra-firm R&D investment decisions.
The application makes two contributions to the analysis of patent data. The first is to allow for overdispersion in each patent category. Since the Poisson distribution is widely used for many count problems in econometrics, it seems to be a natural assumption that patent counts have the Poisson marginals ∼ Po( ) with ln( ) = where is the number of patents by firm and is a vector of explanatory variables, primarily R&D expenditure. However, the patent data exhibit two notable features: relatively large means and heavy upper tails, the latter of which usually leads to the presence of overdispersion. The attempt to mitigate the overdispersion of the patent data has been of interest in several studies. Hausman et al. (1984) and Hall et al. (1986) used a fixed-effect Poisson model that accommodates overdispersion by adding unobserved firm-specific factors in the marginals. More flexible (semi)parametric approaches assume that the Poisson mean is random where the distribution of the mean is referred to a mixing distribution (see Alfò and Trovato, 2004) . By assuming that the mixing distribution is a continuous parametric form, Wang et al. (1998) presented a mixed-Poisson regression model in the context of maximum likelihood estimation. Guo and Trivedi (2002) considered semiparametric mixture models by dropping strong parametric assumptions about the mixing distribution. This study shows that the Gaussian copula model with the Negative Binomial distributed marginals also allows for overdispersion.
The second contribution of the application is to offer a new approach to the empirical study of patents. Due to the difficulty of analyzing statistical models that account for substitution and complementarity patterns among multiple patent counts, such models have received little attention in the previous literature. However, since the copula can relate any marginal distributions to a joint distribution, we can account for the joint behavior of patent counts. In this example, we consider the dependence structure of patent counts as the correlation matrixΩ where the firm's profitability ∼ (0, Ω) is unobserved. We need to note that, as described in Section 5, the Gaussian copula could sustain a full range of correlations between counts only with the correlation structure imposed by the latent variables . Table 5 , in which firms have a strong incentive to file patents to protect their intellectual properties. To avoid difficulties by having interindustry variation, this study restricts its attention to firms within Computers & Instruments industry which is classified in Mairesse and Hall (1996) .
The four covariates, introduced in Mairesse and Hall (1996) , reflect the characteristics of individual firms (these covariates are described in Table 6 ). The measure of yearly sales is included.
The measure of the labor is the average number of workers at the end of the fiscal year. R&D To measure the contribution of R&D to firms' productivity this study constructs the sample from the firms that perform and report R&D spending in the 1980's.
The Markov Chain Monte Carlo simulation is run with 5, 000 burn-in iterations and 50, 000
further iterations for inference to approximate the posterior distribution. A normal prior on , an inverse gamma prior on , and an inverse Wishart prior on Ω, which are given in Section 5, are used. We can see that the estimates using LABOR give impacts on each patent, which are quite similar to the results by using RDI. The estimated coefficients using CAPITAL are slightly higher for Lastly, from the proposed method the marginal likelihood is found to be -697.07 with a numerical standard error of 0.4382.
Conclusion
This paper investigates a statistical model based on Gaussian copulas for multiple count variables and presents an efficient Bayesian approach for estimating the model. Due to the difficulty of analyzing statistical models that can account for substitution patterns among multiple count variables, such models have been difficult to estimate. Recent advances in econometrics have made the analysis possible. A Gaussian copula approach gives a tractable way of handling a multivariate regression of count data when the marginal distributions are members of well-known parametric families or are tractable. This approach takes the marginal distributions of the variables given and constructs the dependence structure between the original variables by assuming a multivariate Gaussian distribution for the latent variables. In experiments involving the Gaussian copula model with negative binomial marginals, the proposed MCMC algorithm is efficient in sampling the posterior distribution and estimating the marginal likelihood. By applying the proposed methodology to the analysis of the patent propensity, this study shows that the copula approach has many potential empirical applications.
