A new model for the remote sensing of absorption coefficients of phytoplankton a ph (λ) in oceanic and coastal waters is developed and tested with SeaWiFS and MODIS-Aqua data. The model is derived from a relationship of the remote sensing reflectance ratio R rs (670)/R rs (490) and a ph (λ) (from large in-situ data sets). When compared with over 470 independent in-situ data sets, the model provides accurate retrievals of the a ph (λ) across the visible spectrum, with mean relative error less than 8%, slope close to unity and R 2 greater than 0.8. Further comparison of the SeaWiFS-derived a ph (λ) with in-situ a ph (λ) values gives similar and consistent results. The model when used for analysis of MODIS-Aqua imagery, provides more realistic values of the phytoplankton absorption coefficients capturing spatial structures of the massive algal blooms in surface waters of the Arabian Sea. These results demonstrate that the new algorithm works well for both the coastal and open ocean waters observed and suggest a potential of using remote sensing to provide knowledge on the shape of phytoplankton absorption spectra that are a requirement in many inverse models to estimate phytoplankton pigment concentrations and for input into bio-optical models that predict carbon fixation rates for the global ocean.
Introduction
Phytoplanktons play a critical role in the cycling of biogeochemical properties, and are responsible for much of the oxygen present in the Earth's atmosphere through a process known as photosynthesis. Their cumulative energy fixation in carbon compounds that account for approximately half of the world's total primary productivity is the basis for the majority of oceanic food chains. They are highly diverse in shape, size, and pigmentation, having a predominant influence on the colour of seawater measured by satellite sensors [1, 2] .
Light absorption by particulate phytoplankton-which determines the amount of radiant energy captured by them -is an important source of optical variability in surface waters of the ocean. This variability has consequences for light attenuation, primary production, remote sensing of pigment biomass and mixed layer heating [3] [4] [5] [6] [7] [8] . The spectra of phytoplankton absorption (a ph (λ)) vary widely both in terms of magnitude and spectral behaviour [9] [10] [11] in seawaters because of differences in phytoplankton community, cell size, and pigment packages among sites [11] [12] [13] . For these reasons and because of the advent of remote sensing capabilities, there is increasing demand for a fundamental knowledge of the magnitude, range and sources of variability in phytoplankton optical properties in marine surface waters. Remote sensing offers the potential for synoptic assessment of pigment biomass and primary production, but this requires the ability to accurately estimate phytoplankton absorption coefficients from remotely measured signals using an appropriate optical model that has potential applications in ocean colour remote sensing.
To estimate a ph (λ) coefficients from remote sensing data, several models have been reported in the recent studies which enable retrieval of two or more in-water constituents and properties simultaneously. For these models, an inversion technique is usually applied to a parameterized ocean colour model whose parameters have been determined from in-situ bio-optical measurements. Garver and Siegel [14] developed a nonlinear statistical method for the inversion of ocean colour data, which assumed the known spectral shapes of specific absorption coefficients for phytoplankton. Later, this model was improved and optimized by Maritorena et al. [15] (the GSM01 model) using simulated annealing, thus the model could be applied to global ocean colour data for improved retrievals of pigment concentrations. However, GSM model provides absorption coefficients of phytoplankton at spe-cific wavelengths. Lee et al. [16] developed a multiband quasi-analytical model (QAA) based on the relationships between remote sensing reflectance and IOPs of water derived from the radiative transfer equation. Though the QAA model provides a ph (λ) within ~15% of the input values [16] in open ocean waters, it yields a ph values at specific wavelengths in the blue-green domain and significantly large errors (> 27%) in coastal waters [17] . Smyth et al. (2006) developed a semi-analytical model to the problem of determining inherent optical properties (IOPs) from satellite and in-situ ocean colour data. This model has the same limitations as other models producing large errors particularly at 555 nm (see Figure 5 in Smyth et al. [18] ). Boss and Roesler [19] developed a constrained linear matrix inversion model with statistical selection to obtain absorption coefficients of phytoplankton and other IOPs from the ocean radiance. An evaluation of these models in a recent study from coastal waters indicated that the spectrum of a ph (λ) is currently obtainable for only few wavelengths within the blue-green domain; this causes the main difficulty in making the models more usable with any suite of wavelengths. Thus, it is unrealistic to consider an optimized hyperspectral version of the model with the current parameterization for a ph (λ).
Since information on chlorophyll and its accessory pigments can help the differentiation into major phytoplankton classes or taxonomic groups [9] , it would be a great enhancement to ocean-colour remote sensing if information regarding these pigments can be retrieved accurately from water colour. In this study, a new optical model is developed to provide accurate assessments of the a ph (λ) spectra from ocean-colour remote sensing data. The model validation is performed with three independent data sets such as NOMAD-2, Carder datasets, and NOMAD SeaWiFS match-ups. The model results show very good agreement with in situ and satellite data sets, since it relies primarily on a ph peaks at 443 and 670 nm wavelengths that are much influenced by phytoplankton absorption. Further, the applicability of the new model to process MODIS/Aqua and identify the distribution pattern of phytoplankton absorption coefficient in the Arabian Sea is examined.
Methods

Absorption by Phytoplankton
The beam attenuation coefficient c (m -1 ) is the sum of the total seawater absorption combined with the rate of the photon losses due to scattering in water column:
where, c(λ) is the total attenuation coefficient, a t (λ) is the total absorption coefficient, and b(λ) is the total scattering coefficient (units in m -1 for all three parameters). In this equation, a t (λ), b(λ), and c(λ) are all IOP's of the water column. Scattering can be further characterized in terms of the angular distribution of the scattered light [20] , which is beyond the scope of the present study. An analysis of the light absorption component provides valuable insights into the relative importance of CDOM and phytoplankton to light availability and ocean colour, as it is a measure of an inherent optical property (IOP) of the water [21] , which means that, it is a property of oceanic waters fully dependent on the water composition. The total absorption coefficient can be expressed as a sum of the individual contribution of four major absorption coefficients of ocean water: pure seawater, a w (λ), phytoplankton, a ph (λ), coloured dissolved organic matter, a g (λ), and suspended sediments, a d (λ):
where a w (λ) is assumed to be a known constant [22, 23] .
In oceanic waters, IOPs of all the optically active substances (except pure seawater) are assumed to covary with chlorophyll-a (Chl-a) concentration [1] . The standard parameterizations of the IOP models have been proposed and widely used for the remote sensing applications in the visible region, still the spectral characterization of IOPs is much less documented and currently the open field of the investigation. Here, phytoplankton absorption coefficient is the primary interest which is usually described by a power, hyperbolic and 2 nd order polynomial function [24] .
Phytoplankton absorption coefficient is directly proportional to chlorophyll pigment concentrations;
Generally we can write it as,
is the chlorophyll-specific absorption coefficient (that varies widely depending on light history, nutrient availability, and species).
A more robust relationship can be expressed based on Bricaud et al. [24] [25] [26] :
 and where  are the spectral coefficients, and vary widely depending on light history, nutrient availability, and species composition. It is, of course, induced by the other optically active substances in the ocean.
Modelling Approach
A new inversion model for determining a ph (λ) is developed based on the remote sensing reflectance ratio (R rs (670)/R rs (490)) and a ph (λ) values in the visible and near-infrared wavelengths (400 nm -700 nm) (Figure 1) . This model gives estimates of the a ph with specified R rs (λ) values like the chlorophyll (Chl) parameterization. Similar parameterizations for determining the shapes of a ph (λ) for all wavelengths (400 nm -700 nm) are derived (Figure 2 , Table 1 ). The relationships between the spectral absorption coefficients of phytoplankton at 443 and 670 nm versus the remote sensing reflectance ratio (R rs (670)/R rs (490)) provide the best-fit relationships with notably high correlation coefficients for these wavelengths. The model constants obtained from these relationships represent a third order polynomial equation which takes the form of equation:
where the X refers to the spectral band ratio of the remote sensing reflectance i.e., X = log 10 [R rs (670)/R rs (490)], and the phytoplankton absorption coefficient term can be expressed by non-linear cubic polynomial model given as below: 
By using a linear extrapolation method the wavelength dependent constant coefficients are determined for all the wavelengths (400 nm -700 nm) (Figure 2 ). In the above equations, λ is the wavelength, and a 0 , a 1 , a 2 , and a 3 are the constants. The spectral values of the coefficients a 0 , a 1 , a 2 , and a 3 of the cubic equation represent the variation of a ph (λ) as a function of remote sensing reflectance ratio at 670 and 490 nm. Thus, this model can be easily applied to any other independent data set and generalized for other types of phytoplankton absorption coefficient measurements. If some measurements are available, which have explicit non-linear dependence on a ph (λ) (Equation (7)), and can be easily computed by the new model. The more precise a ph model can be constructed with the use of some supplementary data in addition to more R rs (λ), which has no explicit linear dependence on a ph (λ). Figure 3 shows the tight relationships between the in-situ a ph (443) and a ph (670) and in-situ chlorophyll-a concentrations (top panels). Similar relationships are observed between the model-derived a ph (443) and a ph (670) and in-situ chlorophyll-a concentrations (bottom panels), The range of a ph (λ) value varied from 0.001 (m -1 ) -1 (m -1 ) corresponding to a wide rage of the different Chl concentrations 0.01 (mg·m -3 ) -100 (mg·m -3 ).
Assessment of Model Performance
The performance of the new model is assessed by comparing its predicted a ph (λ) values with in situ a ph (λ) values. Three basic statistical methods are used such as the mean normalized bias (MNB), root mean square error (RMSE), and mean relative error (MRE). The accuracy of a ph (λ) predictions (for all data acquired) is also assessed based on the slope (S), intercept (I), and correlation coefficient (R 2 ) of the linear regression between the in-situ and predicted a ph (λ) values Systematic and random errors are characterized by the mean relative error (MRE) and root mean square error (RMSE), respectively (IOCCG, 2006); these metrics are defined as: 
Data Sets
In-Situ Data
An updated NASA bio-Optical Marine Algorithm Dataset (hereafter referred to as NOMAD) was obtained from the NASA Ocean Biology Processing Group. The NO-MAD dataset is a global, high quality in-situ bio-optical data set collected over a wide range of optical properties, trophic status, and geographical locations in open ocean waters, estuaries, and coastal waters (including Arabian Sea and coastal waters of India). It consists of two types of datasets; i.e., the in-situ bio-optical data set and concurrent SeaWiFS observations of the remote sensing reflectance R rs (λ) at key wavelengths. These datasets are acquired over 4459 stations and stored in the system for use in algorithm development and validation (O' Reilly et al., 1998 Reilly et al., , 2000 . The NOMAD in-situ data sets split into two data sets in the present study, namely NOMAD-1 and NOMAD-2. It should be noted that the NOMAD-1 in-situ data set is used for model parameterizations, whilst another suite of NOMAD-2 data set (composed of Table 1 were obtained by interpolation and extrapolation techniques.
in-situ data of a ph (λ) and coincidently measured SeaWiFS-remote sensing reflectances) are used for the model validation. The Carder bio-optical dataset (N = 477) obtained during cruises in the west coast of Florida in different seasons and years from 1999 to 2006 are also used to validate the performance of the proposed model. Only stations having both optical and pigments measurements are considered in this study.
The resulting products were converted to the remote sensing reflectance (R rs ) and processed to the Level 2 products such as a ph (λ). For comparison purpose, the SeaDAS software was used to produce L w (λ) products for the same area.
Results
Algorithm Validation 3.2. Satellite Data and Processing
To assess the performance of the new model, it was applied to three independent data sets: NOMAD-2, Carder datasets, and NOMAD SeaWiFS match-ups, and the resulting statistical errors were analysed. The applicability of this model to satellite ocean colour remote sensing data is discussed in detail.
MODIS-Aqua Level 1A data (~1 km pixel-1 at nadir, local area coverage (LAC) of the Arabian Sea collected on 18 Feb. 2010, was obtained from the NASA Goddard Space Flight Centre (http://oceancolour.gsfc.nasa.gov/). The MODIS L1A data that consisted of calibrated and scaled top of atmospheric radiances (L t (λ)) was input to the SeaDAS atmospheric correction code to output the Rayleigh-corrected (L rc (λ)) radiances at all wavelengths. Both L t (λ) and L rc (λ) were input to the CAAS algorithm [27] to retrieve the desired water-leaving radiance products. Before applying these corrections, an operational cloud-masking scheme for all MODIS-Aqua data was adopted to create flags over the cloud-covered regions. Figure 4 shows the comparison between the model-derived a ph (λ) values and in-situ a ph (λ) from the NOMAD-2 data set. Table 2 presents the error statistics at the selected wavelengths from 412 to 683 nm. It can be seen from these scatter plots that the model-derived a ph (λ) agree very well with in-situ a ph (λ) (i.e., 1:1 correlation) at all 
Comparison with NOMAD-2 In-Situ Data Set
. Wavelength dependent coefficients were derived using the linear extrapolation and interpolation technique. wide range of coastal and oceanic waters were used to assess the performance of the new model. Figure 5 compares the model estimates of a ph (λ) with the in-situ measurements of a ph (λ). The statistical results are summarized in Table 2 
Comparison with Carder In-Situ Data Set
The in-situ a ph (λ) made by Carder and his colleagues in a However, the scatters of data are closely aligned with the 1:1 line indicating the validity of the model.
Comparison with SeaWiFS Satellite Data Set
A validation of the model was also performed by comparing satellite (SeaWiFS) estimates of a ph (λ) with concurrent in-situ a ph (λ) measurements. Figure 6 shows the scatter plots of the predicted a ph (λ) values versus the in-situ values. Table 2 presents the statistical analysis results at the wavelengths from 412 to 683 nm. When applied to the SeaWiFS match-up remote sensing reflectance, it can be seen that the a ph (λ) values from the model closely agree with the in-situ data, without much scatters above or below the 1:1 line. The good agreement between these data sets can also be observed in Table 2 (RMSE 0.202 -0. 34 with an average of 0.26, MRE 1.09% -8.29% with an average of ~5.01%), slope 0.69 -0.77, R 2 0.774 -0.797, and intercept values -0.66 --0.26). Although these errors are slightly higher than those observed with the previous data sets, the model still produced the observed a ph (λ) values and resulted in low statistical errors. These results clearly indicate that the new model has the potential to retrieve accurately the a ph (λ) values in both clear and turbid coastal waters, and would be useful for applications with remote sensing data in these waters. Figure 7 provides greater clarity in the variations of MRE between the derived and in-situ values of a ph (λ) at 412 nm -683 nm. Though the MRE values for the new model are notably small at all wavelengths for the three independent data sets, it shows a significant variability across these wavelengths. For the NOMAD-2 data set, the MRE value is high at 412 nm (~8.06%), and gradually decreases towards the longer wavelengths. By contrast, for the Carder and SeaWiFS match-up data sets, the MRE values are low in the blue wavelengths, increasing at the green wavelengths and sharply decreasing towards the longer wavelengths. However, these values are still in the acceptable range as far as the a ph (λ) modeling is concerned, because the current models produce very high errors in moderately turbid to highly turbid coastal waters [28] .
Error Plots
Application to Satellite Ocean Colour Data
To further assess the efficiency of the new a ph model, the MODIS-Aqua Level 1A (~1 km/pixel at nadir) imagery acquired over bloomed waters of the Arabian Sea on 18 February 2010, was processed using a regional Complex water Atmospheric correction Algorithm Scheme (CAAS) [27] to avoid known issues with the SeaDAS atmospheric correction algorithm in these waters. Subsequently, the proposed model was applied to the atmospherically corrected imagery to envisage the phytoplankton absorption coefficients at 443 and 670 nm. Figure 8(a) and Figure 8(b) show the regional distribution patterns of a ph (443) and a ph (670) in the Arabian Sea. As expected, the distribution patterns illustrate the influence of coastal waters on the phytoplankton absorption coefficients across the entire Arabian Sea during 18 Feb. 2010. Figure 8(c) presents an example of a ph spectra from this new model using the same MODIS-Aqua data, which typically have two peaks (same as the measured a ph spectra) around 443 and 670 nm. There is relatively lower absorption between 550 and 650 nm. These peaks and troughs are essentially due to the presence of Chl pigment. The width of the peaks around 443 and 670nm varies from sample to sample, due to the change in accessory pigments present and the "package effect" [29] [30] [31] [32] [33] . These results indicate that the spectral variations of the phytoplankton absorption are reasonably good, both in terms of the spectral shape and magnitude in the visible wavelengths domain.
This satellite imagery was selected as a good example to address the atmospheric correction related issues. Figure  9 (a) displays a typical distribution of sun glint measured at 551 nm and confirms that the glint contaminated portion of the image extends across the bloomed region in the central Arabian Sea. It is apparent that the density of mineral aerosol (desert) dust is not uniform, and it is very strong in the vicinity of desert coasts and across the Arabian Sea. The corresponding true colour composite (Band 253) for this area which was atmospherically corrected by the CAAS algorithm removes all these effects ( Figure  9(b) ). One of the typical problems with the SeaDAS atmospheric correction algorithm is that it produces negative water-leaving radiance (L w ) values in optically complex waters (containing plumes and blooms). This problem is clearly seen in Figure 9(c) , where the SeaDAS algorithm often rendered negative L w in the blue, or created a cloud or a complete atmospheric correction failure because of the elevated NIR radiances. Most of the surface algal blooms present always non-zero values at the NIR bands and near-zero values (sometime negatives) at the short-wavelengths bands (e.g. 412 nm). It is clear that the spectral curvatures between 488 and 551 nm are retained in the SeaDAS L w during the low bloom condition. However, the curvatures are not present in the L w spectra (i.e. large distortions in L w structures with high negative values across the wavebands) during the high bloom (surface) condition. The dramatic anomalous negative L w values could be attributed to the black-pixel assumption or inadequacy of the NIR correction scheme with the SeaDAS algorithm [27] . By contrast, the CAAS-derived L w are more realistic depicting the different stages of algal blooms, with the presence of a red edge in the NIR which is indicative of the dense mats of floating phytoplankton similar to land vegetation.
Implications for the Optical Remote Sensing
Changes in the concentration and composition of the water constituents, due to biological, chemical or physical processes, affect light penetration in the water and the spectral signature of light that leaves the water surface. In open ocean waters (Case-1 type), which are usually deep and free of terrestrial influence, variations in optical properties are linked to phytoplankton and their by-products. These are major constituents affecting changes in the spectral signature of water-leaving radiance. In Case 2 waters, which include most coastal regions, the concentrations of the optically significant constituents can vary independently of each other. Interpreting optical remote sensing signals from such waters is particularly challenging [34, 35] , as it can be seen with the standard algorithms frequently producing erroneous results. The problem is amplified by the fact that the atmospheric correction algorithms used for marine remote sensing assume zero reflectance in the near infra-red, which is not valid for turbid waters. However, the knowledge and understanding of phytoplankton absorption coefficients are limited by the present algorithms, although these data have significant effects on global bio-product in the ocean and to the carbon cycle. Therefore, obtaining the spectral absorption coefficients a ph (λ) of phytoplankton on a regional and global scale is important for studies on the ocean's role in the global biological production, carbon cycle and climate change [36] . In order to use ocean-colour measurements to derive information on the concentration and composition of optically active substances in the water, it is necessary to develop bio-optical algorithms that relate the water-leaving radiance to the optical properties of the substances present in the water. The determination of bio-geo-physica parameters, such as chlol rophyll concentration, based on water-leaving radiances, is relatively less complex for Case 1 waters where the spectral signature of the emerging light is mostly affected by phytoplankton and their by-products. The situation is very different in Case 2 coastal and estuarine waters that are characterized by higher optical and biological complexity, since other substances such as detritus, mineral particles, dissolved organic and inorganic material, also affect the light signal measured by the satellite sensor. The new a ph (λ) model when applied with the CAAS algorithm particularly provides more reliable a ph products for coastal and estuarine waters.
Discussion
Though a wide variety of models-with varying degrees of complexity ranging from empirical to complex semi -analytical approaches-for determination of the a ph (λ) coefficients were developed in the past, no models have the potential to provide reliable a ph (λ) products in coastal waters. Thus, accurate estimation of a ph (λ) in these waters is still a daunting challenge. Hoge et al. [37, 38] found that a ph (λ) products at the wavelengths of 490, 510 and 555 nm are often estimated with large errors, when derived from a linear matrix inversion model. In another study, a ph (675) was obtained by an inversion model using the spectral remote sensing reflectance ratio between 412:443 and 443:551, which assumed the values of several algebraic constraints [30] . a ph (675) values were determined by fitting a hyperbolic tangent function to a ph (675) and defaulted to an empirical band ratio algorithm when solution was not reached. Many other reflectance-based models (inversion models) are also available in the literature such as QAA, LM, and GSM [19] . However, these models are applicable only in clear oceanic waters, and provide no a ph data at the longer wavelengths (in the red domain). This could be because of the fact that the total absorption coefficient is generally dominated by pure seawater in oceanic waters, except for eutrophic waters when a ph (λ) makes significant contributions to the total absorption coefficients (a(λ)). Other limitations are that the derivation of a ph at some specific wavelengths using one set of equations and at other wavelengths using different equations. After a thorough investigation and comparison of our results with those from the other models (not shown for brevity since it is already discussed in Shanmugam et al. [28] , it was found 
Conclusion
The new model has significant advantages over other models, since it relies on the R rs (670)/R rs (490) ratio which is not significantly influenced by materials other than phytoplankton. Validation of the model with independent in-situ data sets gave encouraging results. The model-predicted a ph (λ) values were found to be in good agreement with in-situ data from coastal/oceanic waters. The model wavelengths of the SeaWiFS sensor (412 to 683 nm). Though the errors were low (e.g., MRE 8%), scatter plots showed slight differences between the model and in-situ a ph (λ) values. The difference may arise due to several reasons; for instance, R rs (λ) measurements made with different instruments with different calibration and correction procedures as well as environmental conditions. It was demonstrated that the atmospheric correction of satellite ocean colour data could introduce very high errors in complex waters. However, such problems could be eliminated when the water-leaving radiance signals are estimated with the CAAS algorithm. Thus, the a ph (λ) model may be applied along with the CAAS algorithm, in order to retrieve more reliable a ph (λ) values in optically complex waters. A MODIS-Aqua example showed striking features of the distribution pattern of phytoplankton absorption coefficients in bloomed waters in the Arabian Sea. In conclusion, this is the first study to estimate a ph (λ) values at all the visible wavelengths. Thus, it provides new opportunities for improving the phytoplankton inversion modelling based on the coefficients as given in Table 1 . Our future effort will include additional validation and tests based on more in-situ and satellite data, and refining the model coefficients in order to provide more accurate phytoplankton absorption coefficients in complex waters.
