Abstract The Breast Imaging Reporting and Data System (BI-RADS) was introduced in 1993 to standardize the interpretation of mammograms. Though many studies have assessed the validity of the system, fewer have examined its reliability. Our objective is to identify predictors of reliability as measured by the kappa statistic. We identified studies conducted between 1993 and 2009 which reported kappa values for interpreting mammograms using any edition of BI-RADS. Bivariate and multivariate multilevel analyses were used to examine associations between potential predictors and kappa values. We identified ten eligible studies, which yielded 88 kappa values for the analysis. Potential predictors of kappa included: whether or not the study included negative cases, whether single-or two-view mammograms were used, whether or not mammograms were digital versus screen-film, whether or not the fourth edition of BI-RADS was utilized, the BI-RADS category being evaluated, whether or not readers were trained, whether or not there was an overlap in readers' professional activities, the number of cases in the study and the country in which the study was conducted. Our best multivariate model identified training, use of two-view mammograms and BI-RADS categories (masses, calcifications, and final assessments) as predictors of kappa. Training, use of twoview mammograms and focusing on mass description may be useful in increasing reliability in mammogram interpretation. Calcification and final assessment descriptors are areas for potential improvement. These findings are important for implementing policies in BI-RADS use before introducing the system in different settings and improving current implementations.
Introduction
According to the American Cancer Society, approximately 40,610 women are expected to be diagnosed with breast cancer in 2009 [1] . Mammographic screenings have proven to be successful in detecting early signs of breast cancer and preventing deaths by prompting early treatment, but their efficacy depends necessarily on the interpretations of their readers.
In order to address the inherent variability in mammographic interpretation, in 1993 the American College of Radiology developed the Breast Imaging Reporting and Data System (BI-RADS) with the goal of standardizing mammographic reporting and improving communication between clinicians and radiologists. This lexicon provides a dictionary of terms for feature description as well as a list of final assessment categories and recommendations for follow-up. In 1997, the final results of the Mammographic Quality Standards Act of 1992 were published. According to this Act, all mammograms in the United States must be reported using one of the BI-RADS assessment categories. Since 1993, four editions of BI-RADS have been developed.
Many studies have focused on the sensitivity, specificity, and predictive values of the BI-RADS system [2] [3] [4] . These measures are important for evaluating the validity of the system and its performance in population-based screening. However, fewer studies have evaluated the interobserver variability of the system [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . It is also important to evaluate the system's reliability since if readers cannot agree on an interpretation, its usefulness is jeopardized.
The objectives of this study are (i) to identify studies conducted between 1993 and 2009 that evaluated interobserver agreement in interpreting mammograms by reporting kappa values using any edition of BI-RADS; (ii) to identify potential predictors of kappa; and (iii) to examine associations between these potential predictors and kappa values.
Methods

Search strategy
Studies were identified in PubMed and Google Scholar using a search strategy which used the terms 'kappa' and 'BI-RADS' and 'mammography,' and by scanning references of pertinent articles. Search records were limited to those published between January 1, 1993 and April 29, 2009 . The start year of 1993 was chosen because the first edition of BI-RADS was published in 1993.
Study eligibility criteria
We defined the following criteria for study eligibility: (i) computation of interobserver agreement using kappa statistics (Cohen's, Weighted or Fleiss'); (ii) the use of any of the four editions of BI-RADS to describe and/or assess mammographic lesions; (iii) in English or with an English translation.
Operational definitions
We used the following definitions. Masses, calcifications, and final assessment were defined to be 'categories.' Each category contained characteristics of interest which we defined as 'descriptors.' Each descriptor was defined by a single word chosen from a set of words or 'terms.' To illustrate, we could describe the characteristic shape of a mass using the term 'round.' Moreover, we could describe the final assessment and recommendation of a mass lesion to be a benign finding (BI-RADS category 2) with a recommendation to continue routine screening.
Kappa statistics are calculated as a difference between the observed agreement between readers and the expected agreement due to chance. For our study, we used an operational definition of kappa as a measure beyond chance of the agreement between readers on BI-RADS terminology use and/or assignment of final assessment categories. Calculations of kappa vary according to the manner in which expected agreement between readers is calculated or according to the distribution of categories. Cohen's kappa is strictly a measure between two readers, while Fleiss' kappa can extend to more than two readers. These two measures assume equality between classes of agreement, but if classes are unequal in some respect a weighted kappa can be calculated. For our study, in addition to studies which reported Cohen's kappa and Fleiss' kappa we included studies which reported weighted kappa values since the magnitude of weighted kappa is interpreted in the same manner as unweighted kappa according to Fleiss [15] .
Kappa eligibility criteria
The BI-RADS descriptor categories for which agreement was measured varied across studies. For some studies [10, 12, 13] , kappa was calculated for each characteristic term, as well as at the descriptor level. In order to have kappa values consistent with our operational definition of kappa, we excluded values of kappa calculated at levels other than at the descriptor level. In addition, some studies included results on categories not included in others. For example, agreement for 'architectural distortion' was measured only in one study [14] . To ensure comparability among kappas, we further refined our eligibility criteria to include only kappa values calculated on descriptors under the masses, calcifications, and final assessment categories.
Possible predictors of kappa
From the eligible studies, we abstracted potential predictors of kappa that were identified by study authors as either evidenced by their study or proposed as possible reasons for extreme values of kappa.
Analyses
Since the kappa values reported within each study were determined by the same set of observers, these values are correlated and thus we used a multilevel analysis with random intercept for study to account for the correlations and model the association between kappa and the potential explanatory variables. Bivariate regression was used to model the relationship between kappa and each explanatory factor singly. Variables with P values less than 0.25 in bivariate analyses were examined in multivariate analyses. A set of multivariate models that included all possible combinations of these variables were compared using the AIC and BIC criteria; these model fit statistics can be used for nested as well as non-nested models. Lower AIC and BIC in absolute value indicates a better model. All analyses were performed using SAS 9.0 (SAS Institute, Cary, North Carolina).
Results
Literature search
The PubMed search yielded 23 citations, three of which were immediately excluded because interobserver agreement was evaluated on either ultrasound or magnetic resonance imaging data [16] [17] [18] . Two studies were written in German with no English translation [19, 20] and thus excluded as well. Two studies evaluated only intraobserver agreement [21, 22] , one study compared observer responses to a study-defined gold standard [23] , one reported only mean kappas [24] , one measured agreement between crainocaudal and mediolateral oblique view ratings [25] and three measured agreement between film screen and digital mammogram ratings [26] [27] [28] . Lastly, we excluded two additional studies because agreement was not measured on BI-RADS terminology and/or final assessment categories [29, 30] . This resulted in a sample of eight papers. A search of Google Scholar yielded two additional papers [6, 11] , and examination of the reference list of each paper confirmed our final sample of ten papers. A description of the papers can be found in Table 1 . From these ten papers, we abstracted 88 kappa values and corresponding covariates.
Potential covariates
A list of variables identified from the literature as potentially affecting interobserver agreement is provided in Table 2 . Ooms et al. [12] and Berg et al. [7] both suggest that training radiologists in BI-RADS use prior to breast lesion assessment might improve interobserver agreement.
Ciatto et al. [11] further support this idea, especially when introducing the BI-RADS lexicon internationally or in new settings. Baker et al. [13] and Berg et al. [9] suggest that an overlap in professional activities among readers may be responsible for higher values of kappa. Thus, we considered whether or not training in BI-RADS was provided and whether or not the observers worked together at the same institution or any point in time.
With regards to the selection of cases, five studies [5, 6, 8, 11, 13] reported a higher number of abnormal cases or the lack of negative cases as factors affecting kappa. Although a set of mammograms including only abnormal cases may not be representative of mammograms typically seen in a clinical setting it may still be a potentially informative study factor. A small number of cases have been cited by Kerlikowske et al. [14] as a factor affecting interobserver variability. Based on these concerns, we included the selection of cases and the number of cases as potential covariates.
In three studies [10] [11] [12] , the view type of a mammogram was noted as a possible factor affecting kappa. These variables included the use of a two-view mammogram as opposed to a single-view mammogram and the use of fullfield digital mammograms. Two-view mammograms usually consist of two orthogonal views, which help to eliminate the problem of superimposition. According to Ciatto et al. [11] , the improvement in visual contrast and clarity provided by digital mammograms may improve the level of interobserver agreement.
Only one article noted the country in which the study was conducted as a source of variability in kappa [11] . Since the BI-RADS lexicon originated in the United States, U.S. users of the lexicon may be more familiar with it use. Thus, we included examined country as a potential predictor. Due to our small sample size of ten papers, we dichotomized country of study as within the U.S. versus outside the U.S. We included whether or not a study used the fourth edition of the BI-RADS lexicon. Because the fourth edition includes a guidance chapter with examples of lesions, its use may improve agreement since radiologists have a point of reference for description.
We included the BI-RADS descriptors for masses, calcifications, and final assessment categories as potential covariates because differences in kappa values may exist within these groups [5] [6] [7] . This was coded as a categorical variable, using dummy variables for masses and calcification and with final assessment as the reference category. Table 2 provides a list of covariates considered and the coding scheme used for analysis. The data were abstracted from each of the ten studies using the potential covariates and coding scheme defined in Table 2 . Except for number of cases, all potential predictors were coded as binary. Table 3 provides the results of the bivariate analyses. Four of the nine possible predictors had P values \0.25. These included: the BI-RADS categories, masses (P = 0.036), calcifications (P = 0.164), the lack of negative cases (P = 0.055), training in BI-RADS use (P = 0.039), and the use of two-view mammograms (P = 0.147). These covariates were considered for the multivariate analyses. Table 4 provides the results of the multivariate analyses. In multivariate analysis, we compared models that included all possible combinations of the four selected predictors, which yielded 2 4 = 16 possible models. The AIC and BIC criteria suggested that the best model was the model including masses/calcifications/final assessment category, training and two-view mammogram. From this model, for studies measuring kappa on the masses category compared to the final assessment category, the mean predicted kappa was 0.09 higher controlling for other factors. Similarly, for studies measuring kappa on the calcifications category compared to the final assessment category, the mean predicted kappa was 0.04 higher controlling for other factors. Training in BI-RADS use and using two-view mammograms displayed a similar positive effect. Studies in which observers are trained to use the BI-RADS lexicon had a predicted mean value of kappa 0.11 higher when compared to studies which do not train their observers, holding all other factors constant. Finally, studies which utilized twoview mammograms had a predicted mean value of kappa 0.17 higher when compared to studies which use singleview mammograms, holding all other factors constant.
Model selection
The highest predicted mean value of kappa (j = 0.58) for the best model occurred for studies measuring agreement on masses category descriptors, in which observers are trained in BI-RADS use and in which two-view Training in BI-RADS use 1 = observers were instructed or trained in BI-RADS use prior to participation in study 0 = no training was provided [7, 11, 12] Overlap in observer professional activities 1 = any overlap in professional activities at any point in time 0 = no overlap [9, 13] No negative cases 1 = selection of cases did not include negative mammogram cases 0 = negative mammogram cases were included [5, 6, 8, 11, 13] Mammogram 
Discussion
Mammography is a valuable tool in the early detection of breast cancer, but radiologists can present considerably different interpretations and recommendations for followup. Efforts to reduce variability in interpretations may help to increase the efficacy of mammographic screenings using BI-RADS. This paper describes the first study to identify potential covariates of kappa as measure of agreement on BI-RADS terminology use/or assignment of final categories/recommendations for follow-up. While small, this study can be regarded as a pilot study that can serve to inform future investigations. In our analysis of ten studies, nine possible predictors of kappa were identified. Multivariate analyses showed a positive association between kappa and training, use of two-view mammograms, and focusing on describing mass lesions. This may be due to the common experience of the readers, and increased visual clarity of the lesion. Although Analyses conducted using multilevel regression with random intercepts for study Analyses conducted using multilevel regression with random intercepts for study Breast Cancer Res Treat (2010) 120:539-546 543 seemingly obvious observations, Ciatto et al. [11] reported that even well-practiced and proficient radiologists may have limited consistency in reporting. Thus, interpretation of mammograms cannot solely rely on years of past experience. Our finding of lower values of kappa for calcifications and final assessments as compared to masses suggests that these are areas for potential improvement. This result supports the finding of Berg et al. [7] where cases with greatest variation compared to masses included calcifications [7] . Implementation of measures to increase interrater agreement in these areas, for example, more targeted training, may be important to consider. In supplemental analyses, we attempted to determine whether training had a differential effect on kappa for masses, calcifications, and final assessments. However, our sample size was not sufficient to support these analyses. This may be a fruitful area for future research.
We found that studies that lacked negative cases had a trend toward lower kappa values in bivariate analyses. This agrees with a finding by Taplin et al. [31] in which BI-RADS assessments of negative cases and benign lesions were more consistent than assessment of abnormal cases. Since a set of mammograms that includes only abnormal cases is not typical of a clinical setting, this finding does not have direct relevance to predicting kappa in clinical settings. However, we note that this factor was absent from the four best multivariate models. Another potential concern is that without negative cases, we exclude the possibility of a missed diagnosis, where the reader fails to detect an abnormality. Thus, variability in lesion detection cannot be assessed. However, this has little impact on our findings since we are interested in determining reader variability in lesion description rather than lesion detection.
We examined digital versus film-screen mammography as a predictor of interobserver agreement. Since receiving FDA approval in 2000, digital mammography has gained attention as a potentially better screening tool than filmscreen mammography. Developed to address the limitations of film-screen mammography, digital mammography provides easier acquisition, storage, and retrieval of images. In addition, because images are digital in form, they are easily manipulated to improve clarity [32, 33] . Despite these advantages, the diagnostic accuracy of digital versus film-screening mammography has not been completely resolved. For example, Skaane et al. [34] reported in the Oslo II follow-up study that digital mammography demonstrated a significantly higher cancer detection rate. On the other hand, the results of the Digital Mammographic Screening Trial showed no advantage of one technique over the other for the population as a whole but concluded that digital mammography was significantly better in detecting breast cancer in young women, pre-menopausal and peri-menopausal women and women with dense breasts [35] . Adding to this body of research, our results did not show a difference in interobserver agreement for digital versus film-screen mammograms. However, our results are aggregated over the study populations. In future research, it may be worthwhile to compare kappa values for different subgroups, a topic that we were unable to pursue in this research since our source studies did not provide the necessary information.
According to Rastogi et al. [36] , global cancer mortality is expected to increase by 104% by 2020, but it is also estimated that one-third of all cancers are preventable and potentially curable provided that detection is made early in the course of the cancer [37] . According to Kanavos [38] , much of the disparity in cancer mortality in developing countries is due to the lack of early detection and prevention. Given this concern, it is encouraging that we did not find a significant difference in interrater agreement between studies conducted within and outside the U.S. This suggests that the BI-RADS system may be used outside the U.S. with similar interrater reliability. However, our study included studies from only a limited number of non-U.S. locations, which limits our ability to generalize on this point.
Our study has several additional limitations. We may not have fully identified all possible predictors from the literature. In addition, we were not able to abstract all potential predictors from all papers. For example, information regarding the length of time of reader interpretations could not be consistently abstracted because it was not always reported.
Another limitation of our study is sample size. Since we only had a sample of ten studies, the variation between studies may not be estimated well; however, despite our small sample size, the predictive value of our model is not diminished according to Gelman and Hill [39] , and we were able to identify significant predictors.
Since kappa is bounded on the interval [-1,1], we may discover in future studies that predicted values of kappa based on fitted models lie outside of the range so an appropriate transformation may be necessary to ensure interpretability [40] . Because our kappa values appeared normal in distribution and our final model yielded interpretable parameter estimates, we made the decision not to apply a transformation to the data.
In conclusion, training, using two-view mammograms, and focusing on the description of mass lesions may be useful in reducing interobserver variability in BI-RADS use. These findings are important for implementing policies to ensure the reliability of mammogram interpretation using the BI-RADS lexicon prior to its introduction in a new setting or country, and to increase reliability in current settings.
