Convergence failure and slow convergence rate are among the biggest challenges with solving the system of non-linear equations numerically. Although mitigated, such issues still linger when using strictly small time steps sizes and unconditionally stable fully implicit schemes. The price that comes with applying strictly small time steps is the enormous computational load, especially in large-scale models. To address this problem, we introduce a sequential local mesh refinement scheme in space-time domain that improves convergence rate and prevents convergence failure while not restricting the whole system to small time steps, thus boosting computational efficiency. We test the algorithm with the nonlinear two-phase flow model. Starting by solving the coarsest mesh in space-time domain, the algorithm refines the domain in time at water saturation front to prevent convergence failure. It then deploys fine spatial mesh in regions with large saturation variation to compensate solution accuracy. After each refinement, the solution from the previous mesh is used to estimate initial guess of the current mesh for faster convergence. Numerical results are presented to confirm accuracy of our algorithm as compared to the fine time step and fine spatial grid solution. We observe up to 22 times speedup in the solution time by using our algorithm.
Introduction
Complex multi-phase flow and reactive transport in subsurface porous media is mathematically modeled by a system of non-linear equations. Due to the significant non-linearity, solving such system with Newton's method usually suffers from convergence issues even when applying strictly small time steps and using unconditionally stable fully implicit schemes. This problem becomes much more severe in large-scale models. The enormous number of unknowns makes each Newton iteration computationally exhaustive. Therefore by reducing the size of the model using multiscale techniques and optimizing the convergence rate of Newton's method, we can achieve orders of magnitude greater computational efficiency.
Adaptive homogenization [1, 15] reduces the number of unknowns in the model by replacing fine mesh with coarse mesh in regions where non-linearity and variable (eg. saturation) variation is negligible. However, fine and coarse grid in space requires different time scales for stable numerical solution. Forcing the coarse mesh to accommodate the fine mesh by taking fine time steps fails to reduce the number of unknowns in time. Space-time domain decomposition addresses this issue by allowing different time scales for different spatial grid. Several space-time domain decomposition approaches have been proposed in the past. [9, 10] introduced space-time finite element method for elastodynamics with discontinuous Galerkin (DG) in time. The method has also been applied to other types of problems such as diffusion with different time discretization schemes [2, 3, 11, 12] .
The aforementioned literatures applied space-time decomposition method to mechanics problems. On the other hand, prior work regarding flow mostly focused on linear single phase flow and transport problems where flow is naturally decoupled from the advection-diffusion component transport [7, 8] . [17] first presented results for solving non-linear coupled multiphase flow and transport problems using space-time domain decomposition. [17] enforces strong continuity of fluxes at non-matching space-time interfaces with enhanced velocity. It also constructs and solves a monolithic system to avoid computational overheads associated with iterative solution schemes introduced in [7] , that require subdomain problems to be solved iteratively until weak continuity of fluxes is satisfied at interfaces. [16] further improves the method by allowing adaptive mesh refinement, thus improving computational efficiency while maintaining accuracy as compared to fine scale solution. It uses initial residual to search for regions that need refinement in space-time domain. As shown in Fig.1 , the normalized non-linear residual becomes the largest in regions with the highest non-linearity (water saturation front) and thus consumes most computational resources. Refining such regions in time guarantees Newton convergence while refining in space maintains solution accuracy. The adaptive local mesh refinement approach demonstrated by [16] allows only one level of refinement in both space and time, thus restricting the largest coarse time step allowed for stable numerical convergence. [13] extended such approach by allowing more refinement levels. When solving problems on each coarse space-time domain, regions with large non-linear residual and saturation variation are sequentially refined to the finest resolution to ensure solution convergence and accuracy. After each refinement, before solving the problem on the new mesh, the initial guess for the unknowns are populated by the solution on the previous mesh using linear projection. The initial guess provided in such manner is naturally closer to the true solution. Therefore, the non-linear solver convergence is not only guaranteed, but also accelerated. Although achieving 5 times speedup on solution time with iterative linear solver, [13] relied on isotropic space-time refinement which produces a significant number of unnecessary elements. Regions be-hind the water front with large saturation variation are forced to take redundant fine time steps. Preventing such over-refinement will further improve computational performance. Another problem associated with isotropic refinement scheme is that, the error indicator used to direct refinement location combines both temporal and spatial saturation variations. Error indicator calculated in this fashion sometimes misleads the refinement process, especially in channel-like permeability field, thus damaging the solution accuracy and hindering numerical convergence. In this work, we extend the method demonstrated in [13] by separating temporal and spatial refinement process to further improve computational performance and solution accuracy.
In this paper, we restrict ourselves to non-linear two-phase flow problems in subsurface porous media. We intend to approach more complicated non-linear problems such as three-phase black oil model in the near future. The rest of the paper begins by describing the governing equations for two phase flow and its fully discrete form in Section 2. Then we will present the solution algorithm for the sequential local mesh refinement solver in Section 3. Afterwards, we demonstrate results from numerical experiments using the proposed algorithm in Section 4.
Two phase flow formulation 2.1 Governing equations
We consider the following well-known two-phase, slightly compressible flow in porous medium model, with oil and water phase mass conservation, constitutive equations, boundary and initial conditions.
φ and K are porosity and permeability tensor. ρ α , s α , u α and q α are density, saturation, velocity and source/sink, respectively for each phase. The phases are slightly compressible and the phase densities are calculated by Eqn. (5) .
with c f,α being the fluid compressibility and ρ α,ref being the reference density at reference pressure p α,ref .
In the constitutive equation (2) given by Darcy's law, k rα , µ α and p α are the relative permeability, viscosity and pressure for each phase. Relative permeability is a function of saturation. Pressure differs between wetting phase and non-wetting phase in the presence of capillary pressure, which is also a function of saturation.
The saturation of all phases obeys the constrain (8) .
The boundary and initial conditions are given by Eqn.
(3) and Eqn. (4) . J = (0, T ] is the time domain of interest while Ω is the spatial domain. Now we will give a brief introduction of mixed weak formulation in space-time domain. The functional spaces for mixed weak formulation are
, with finite dimensional subspace as V h and W h . As described in [17] , following the discontinuous Galerkin discretization in time, we define space
d is the dimension of the spatial domain. V t h and W t h are spaces of functions that map from time domain J to V h and W h for each time interval J m . These functions are represented by polynomials with degrees up to l. In our framework, we will use DG 0 (polynomial of degree zero) discretization in time. Then the space-time mixed finite element space is V t, * h = V t h H(div; Ω) × J. Consider the oil-water system, the expanded variational form of Eqn.(1) through (4) is:
with w ∈ W and v ∈ V . The mobility ratio in (13) is defined as
The additional auxiliary phase fluxesũ α is used to avoid inverting zero phase relative permeability [14] . The oil saturation and water pressure are eliminated by the saturation constrain and the capillary pressure relation (assume oil phase being the non-wetting phase).
Fully discrete formulation
We will start by stating the basis functions in RT 0 ×DG 0 discretization scheme. The pressure and saturation are piecewise constants while velocity is piecewise linear.
The solution to Eqn.(9) through (13) can be written in discrete form using the basis functions as
We now substitute the testing functions in the variational forms of mass conservation and constitutive equation with w n j and ϕ n j+ 1 2 , while keeping the solution in discrete form. For the first term in Eqn. (11) and (12) we obtain
Here, e n 
The second term in Eqn. (11) and (12) can be written as
In case non-matching grid caused by different time scales at (j + 1 2 ) − and (j + 1 2 ) + is encountered, assume the ratio between coarse and fine time step to be δtc δt f = τ , then
The variational form of capillary pressure term can be re-written in similar way as Eqn. (20) and (21). Now we evaluate the mass conservation equation. The first term in Eqn.(10) becomes
In fine time scales, Eqn.(22) can be altered as follow.
The second term is calculated as
The approach to handle non-matching grid is a little different for this term. Assume the fine time stays on (j + 1 2 ) − side, then on the fine time element we have
Eqn.(23) and (26) will cause the accumulation and transmissibility matrix to have extra bands forming in the lower triangle, making the approximate linear system non-symmetric. The oil phase mass conservation equation is similar. Combining the equations for both phases will provide the expression for the total mass conservation equation. The two sides of Eqn. (13) is estimated as
The λ * ,n α,j+ 1 2 is the upwind mobility for stable numerical solution and is defined as
The above section provides us a non-linear system of equations for pressure and saturation. We approximate such system in linear form and use Newton iteration to approach the true solution. Depending on the level of non-linearity and the closeness between the initial guess and the true solution, Newton's method could take numerous iterations before achieving convergence. In the next section, we will introduce our sequential local mesh refinement algorithm to reduce the size of the system and minimize the number of iterations required for convergence, while maintaining solution accuracy.
Solution algorithm
In this section we present the sequential local mesh refinement solver algorithm. The procedure starts by solving the problem at its coarsest resolution in space and time and then sequentially refines certain regions to its finest resolution. The coarsest time step is chosen such that the numerical convergence is guaranteed on the coarsest spatial grid. During the sequential refinement process, the solver first keeps the spatial grid static at the coarsest resolution and searches for regions to refine in time. Once the last level of temporal refinement is implemented, the temporal mesh is finalized and the solver refines the mesh in space until reaching the finest resolution. Then the solver marches forward in time with the coarsest time step, the spatial grid is restored to the coarsest resolution and the whole process reiterates. The complete algorithm is illustrated in Fig.2 . We always starts from the coarsest mesh and refines into deeper levels due to the tree data structure inherited from [13] . The tree structure is represented by a group of pointers linked to each other. Allowing both refinement and homogenization requires inserting and removing pointers in the middle of the tree and re-associating hanging pointers. The toll caused by such complex operation will counteract the computational efficiency boost. By constraining the operation to solely refinement, we are only required to evolve the tree by adding new levels on the bottom, which has much smaller operation count. Fig.3 demonstrates a sample semi-structured grid generated with the algorithm stated above. Here the z axis represents time in a 2-D spatial problem. Separating temporal and spatial refinement makes the mesh construction more flexible. As observed from the plot, subdomains can have temporal refinement, spatial refinement or both. This flexibility significantly reduces the number of unnecessary elements in the domain and thus improves computational efficiency. Note that the solver always refine spatially to the finest resolution for cells with well contained, for accurate estimate of production rate and bottom-hole flowing pressure. Adding temporal refinements for these cells depends on whether the saturation front is sweeping through the well or not. Similar to [16] , we use the initial non-linear residual to scan regions for refinement in both space and time. Provided by linear projection of the solution on the previous mesh, the initial guess of unknowns after each refinement procedure is naturally close to the true solution. Consequently, the initial non-linear residual is only useful for indicating the main refinement region on the coarsest space-time resolution and appears sporadically on all other resolutions as demonstrated by Fig.4 . The sporadic appearance infers strong heterogeneity of the underlying petrophysical properties. Therefore, we still use the residual as a refinement indicator on resolutions apart from the coarsest. To maintain a consistent refinement direction, we add the error indicator as a second variable to constrain the refinement process. The error indicator is defined by water saturation gradient in temporal and spatial directions during their respective refinement routine. The gradient measures the solution sensitivity to different scales in space and time. Large gradients indicates the existence of certain features and refinement provides more accurate solution. The error indicator can be calculated as follow.
Eqn.(30) is applied during temporal refinement while Eqn.(31) is applied during spatial refinement. Eqn.(32) simply normalizes the error indicator to [0, 1] range. Please note that we are taking some extra calculations during spatial refinement by looking at the error indicator at the previous time level. This mechanism ensures a smoother transition from the fine mesh into the coarse mesh and a more accurate exposure of features in the system, especially in channel-like permeability field. Fig.5 shows the normalized error indicator distribution that exposes features at each refinement level. During temporal refinement, the error indicator remains stable at water saturation front and diminishes gradually in regions behind it, as refinement is applied. During spatial refinement, the error indicator gradually constrains the refinement region to expose the features in the system. Fig.5 clearly indicates that the temporal and spatial structures of saturation gradient is distinct from each other. Separating the two dimensions for refinement ensures the correct exposure of features in space and time. To choose the regions for refinement, we first define [0.01, 1] as the analysis range of the normalized initial non-linear residual and error indicator. Values below 0.01 are consider too small and thus neglected. We choose to refine cells with the 50% largest residual or error indicator values in the analysis range. The threshold is determined by distribution. The cumulative distribution function of initial residual and error indicator at each refinement level is plotted in Fig.6 against sample data recorded during simulation. As illustrated by the graphs, the data for both variables generally follow log-normal distribution trend. Therefore, the threshold can be represented by the log-mean. We notice that during temporal refinement, the error indicator data is better described by normal distribution. However, we still choose the log-mean as the threshold since it leads to a slight over-refinement in time and thus better guarantees Newton convergence.
Numerical results
In this section we will show results from two numerical experiments with 2-D two-phase flow problem. Both experiments use the same fluid data from the SPE10 dataset [4] . The oil and water reference densities in Eqn. with P en,cow = 10 psi and l cow = 0.2. Fig.7 visualizes the relative permeability and capillary pressure curve. The two experiments uses gaussian-like and channelized permeability and porosity distribution from SPE 10 dataset [4] layer 20 and layer 52, respectively. The reservoir size is 56f t × 216f t × 1f t. We place a water rate specified injection well at bottom left corner and a pressure specified production well at upper right corner. The water injection rate is 1 f t 3 /day and production pressure is 1000 psi. Furthermore, the initial pressure and water saturation are set to be 1000 psi and 0.2.
Gaussian-like Permeability Distribution
The gaussian-like permeability field comes from SPE 10 dataset layer 20. The fine scale petrophysical data are shown in Fig.8 , assuming isotropic permeability. We allow three refinement levels in both space and time in our experiment. Although the framework allows each level to have different refinement ratio, for the sake of simplicity we set the same ratio, a factor of 2, for all levels. We use the numerical homogenization technique introduced in [1] to upscale the fine scale permeability to different coarse levels. This calculation only need to be performed once at the beginning of the experiment.
The homogenized permeability distribution in X and Y directions, which does not manifest high anisotropy, is illustrated in Fig.9 . The porosity is upscaled simply by weighted volumetric average and therefore is not visualized. The computational domain is 56 f t × 216 f t × 1 f t × 700 days with coarsest and finest element size of 8 f t × 8 f t × 1 f t × 10 days and 1 f t × 1 f t × 1 f t × 1.25 days. Fig.10 shows the production rates and cumulative recoveries of the two solutions. The adaptive water saturation profile with its mesh as compared to fine scale solution at 100 and 500 days are plotted in Fig.11 . Water cumulative production, ft 3 We observe the finest mesh stays concentrated at the water front to correctly capture the dramatic changes in saturation. In this region, mass transfer is not dominated by either oil or water phase and thus contributes the most non-linearity and requires temporal refinement for stable Newton convergence. Elements behind the water front is gradually coarsened due to the decreased saturation variation. Overall, the saturation profile provided by the sequential refinement solver looks similar to the fine scale solution. The rates and cumulative production between the two solutions are nearly identical. The rates from the sequential refinement solver appear to be slightly smoother at the early time, which is caused by the coarse mesh.
Adaptive and fine solution cumulative production
The program execution time is presented in Fig.12 . The total execution time consists of system setup which constructs the linear system, solving the linear system and data handle which mainly involves copying and pasting data from the current to the previous time step. Since the experiment problem size is still small, we use both direct and iterative solver to resolve the linear system. The semi-structured space-time mesh results in highly non-symmetric matrices and therefore we use GMRES with ILU preconditioner as our iterative solver. We observe 6 and 4 times speedup on system setup and data handle using direct solver. These two types of operations are highly dependent upon the number of time steps taken. Hence, the speedup scales linearly with the total refinement ratio and the same runtime reduction behavior is observed when using iterative solver. The speedup on solving the linear system best represents the computational performance improvement. Since our problem size is small, the efficiency gain is not substantial when using direct solver. On the contrary, we observe 15 times speed up on solving the linear system when using iterative solver. Note that as we move towards more complex models such as 3-D black oil, the solution to the corresponding linear system is only accessible through iterative methods. Thus we should expect significant improvement on computational efficiency once we approach those types of problems. 
Solution runtime using PARDISO

Channelized Permeability Distribution
The channelized permeability field comes from SPE 10 dataset layer 52. The fine scale petrophysical data are shown in Fig.13 . Unlike the gaussian case, the permeability and porosity here is highly structured and some structures are subjected to destruction during the homogenization process. To preserve some extent of channel features on the coarsest scale, we only allow two refinement levels in both space and time for this experiment. The refinement ratio is also set to a factor of 2 for all levels. During numerical homogenization, we impose oversampling technique introduced by [6] and [5] to preserve channel connectivity as much as possible. The homogenized permeability distribution in X and Y direction is illustrated in Fig.14. On the contrary to the gaussian case, the upscaled channel permeability is highly anisotropic. The computational domain is 56 f t × 216 f t × 1 f t × 550 days with coarsest and finest element size of 8 f t × 8 f t × 1 f t × 4 days and 1 f t × 1 f t × 1 f t × 1 day. Fig.15 shows the production rates and cumulative recoveries of the two solutions. The rates from the two solutions also look similar, however with obvious discrepancies. The rates from sequential refinement solver looks smoother than the fine scale solution at early time. It also suffers from early water breakthrough. The oil cumulative production from the two solutions nearly overlap. However due to the early breakthrough, obvious mismatch presents between the water cumulative production curves. We expect this inconsistency to diminish as production continues since the water production rates touches between the two solutions towards the end of the simulation. The adaptive water saturation profile with its mesh as compared to fine scale solution at 200 and 400 days are plotted in Fig.16 . The overall production profile also resembles Water cumulative production, ft 3
Adaptive and fine solution cumulative production
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Fine water Adapt water Figure 15 : Two phase production rates and cumulative recoveries from adaptive and fine solution of channelized permeability field each other between the two solutions. Here, the fine mesh not only concentrates at the water front, but also outlines the channel structure. The channel boundary is characterized by sudden drop from high to low permeability, thus resulting in steep water saturation gradient. The refinement algorithm detects these features and deploys mesh with appropriate size accordingly. Many low permeability spots inside the main high permeability channel are also accurately identified and represented. We also approach the solution by both direct and iterative method. The program execution time is shown in Fig.17 . The speedup on system setup and data handle also scales linearly with total refinement ratio. The solution time reduction by direct solver remains low. However, we observe a considerable amount of speedup, 22 times, on solution time when using iterative solver. The substantial boost is caused by two main reasons. First of all, the flow and transport is constrained within the channel structure behind the water front, making the saturation variation effectively zero in other part of the reservoir. Consequently, the number of grid cells required to represent the channel structure and saturation front is relative small, causing the sequential refinement solution easier to acquire. Secondly, the fine scale system consists of dramatic permeability constrast, resulting the related linear system to have eigenvalues close to zero. Approaching such linear system with Krylov-based iterative methods requires many iterations, making the fine scale solution harder to obtain.
Conclusions
We have introduced an algorithm that utilizes adaptive mesh to solve non-linear two-phase flow problems with reduced execution time. The procedure sequentially refines the mesh from coarsest to finest resolution, with temporal and spatial adaptivity separated to accurately expose features in the system. After each refinement, the initial guess for the new mesh is generated by the solution on the previous mesh through linear projection. Results from two numerical experiments are demonstrated. Rates and cumulative production from both experiments resembles well between the adaptive and fine scale solution. The water saturation profiles also looks similar. Convergence failure is better prevented and convergence rate is improved during Newton iteration. We observe up to 15 times speedup in solution time for the gaussian-like permeability case and 22 times speedup for the channelized permeability case. The channel case suffers from a slight early water breakthrough, which could be mitigated through loosening refinement criterion. However, doing so will counteract the computational efficiency improvement. With the promising result from two-phase flow problems, we plan to test our algorithm on more complex models such as 3-D black oil in the near future.
