Abstract-We investigate the degrees of freedom (DoF) of the symmetric bursty MIMO X channel without feedback, where the presence of the two cross links is governed by a Bernoulli pc random state. The sum DoF is characterized for most of the antenna-burstiness configurations, except the case where pc > 0.5 and the ratio of the number of transmit and receive antennas is between 2/3 and 3/2. When pc ≤ 0.5, the sum DoF of the bursty MIMO X channel is equal to that of the interference channel, and hence cross-link messaging does not help. When pc > 0.5, cross-link messaging is necessary, and we showed that simple interference alignment schemes suffice to achieve the sum DoF. For the case where the characterization of DoF remains open, we propose a combination of Han-Kobayashi coding and interference alignment that achieves higher DoF than interference alignment alone. This is in sharp contrast to the non-bursty case where interference alignment alone is DoF-optimal.
I. INTRODUCTION
With the rapid deployment and advancement of the internet and the wireless networks in the past two decades, interference has often become one of the key limiting factors that many wireless networks have to deal with. For example, the sum degrees of freedom (DoF) of a two-user MIMO interference channel (IC) with M antennas at all nodes is only M [1] , instead of 2M as it would be without interference. Allowing cross-link messaging (or X messaging herein) in an interference network as proposed in [2] may serve as a simple remedy. The DoF of the interference network with X messaging (coined "X channel" in [3] ), is characterized in [3] [4] . For a simple comparison, with equal number of antennas (M ) at all nodes, X messaging boosts the sum DoF of the interference network from M to 4 3 M , and quite remarkably this gain can be realized with simple interference alignment (IA) schemes.
While interference networks have been studied since the 1970s and great progress has been made for the past decade towards understanding the capacity of Gaussian interference networks, e.g. [1] − [5] , the effects of the burstiness of interference have received little attention until only recently, e.g. [6] [7] . As manifested in [6] , the capacity of an interference network can be sizably increased via feedback when the interference is bursty, due to carrier frequency hopping, data intermittency, etc. However it is not clear how X messaging would help in such bursty interference networks.
This motivates us to investigate the fundamental limit of bursty MIMO X channels, where each transmitter-receiver link is intermittently active and cross-link messaging is allowed. As a first step, we consider a simplified model for burstiness as in [6] , to make the problem mathematically more tractable, hoping to shed some light on this largely unexplored area. In the model, the two direct links are always on, while the two cross links are on or off, controlled by a sequence of i.i.d. Bernoulli random variables {S i }, where S i
∼ Ber(p c ) for all i. We study the DoF of this bursty MIMO X channel without feedback, where each transmitter is equipped with M antennas and each receiver with N antennas.
Our main contribution is the characterization of the sum DoF for 10 of the 12 cases of channel configurations, categorized in Table I based on the number of antennas (M, N ) and probability p c . Two types of channel configurations are defined based on the numbers of antennas (M and N ): Type I has M ≤ N and Type II has N ≤ M . For each type we further differentiate three classes according to the ratio of , and for each class we distinguish two regimes, i.e. p c ≤ 0.5 and p c > 0.5. As an illustration, the DoF results of the Type I channels with N = 3 are plotted in Figure 1 . We remark that even with the simple model, the DoF remains unknown for Type I-3 and Type II-3 when p c > 0.5. Table I  SUMMARY alignment) to achieve the DoF of the non-bursty MIMO X channel. For our purpose, the interference-nulling beamforming schemes in [4] work particularly well, and all of our coding schemes in this work embody interference-nulling beamforming (abbreviated as INBF hereafter) filters in some form. In fact, simple INBF suffices to achieve the DoF of the bursty MIMO X channel for all channel configurations, except the regime p c > 0.5 and
2 ). For the regime p c > 0.5 and
2 ), where the upper bound and INBF lower bound of the DoF do not match, we further show that neither of them is tight. Han-Kobayashi (HK) inner bound is the best-known bound for the interference channel and is employed in [5] , which characterized the capacity region of the two-user Gaussian interference channel to within 1 bit, with great acclaim. Motivated by [7] , we adopt the judicious HK strategy in [5] but further split the private message to exploit the gain afforded by X messaging. We show that this combination of the HK scheme and interference alignment (IA) achieves higher DoF than the INBF lower bound. The fact that the upper bound is not tight either is evident as a better bound exists near p c = 1.
The rest of this paper is structured as follows. The problem is formulated in Section II. The main results are summarized in Section III. The converse and achievability proofs of the DoF are then presented in Section IV and V, respectively. Section VI describes the combination of HK and IA schemes for the two cases where the DoF is unknown. Finally, we conclude the paper in Section VII.
II. PROBLEM FORMULATION
The system model of the bursty MIMO X channel considered in this work is illustrated in Figure 2 . There are two transmitters and two receivers in the system, denoted by Txi and Rxj, respectively, for i, j ∈ {1, 2}. Each transmitter is equipped with M antennas, while each receiver has N antennas. M ji ∼ Unif{1, 2, . . . , 2 nRji } denotes the message from Txi to Rxj, with rate R ji . X i represents the signal transmitted by Txi and Y j is the received signal at Rxj. Each transmitter has an average transmit power constraint P , i.e.
1 n n k=1 X ik 2 ≤ P, i ∈ {1, 2}, where X ik denotes the kth transmitted symbol of Txi. The peak to average transmit power ratio is assumed to be a finite constant. H ji models the N × M channel matrix from Txi to Rxj. The channel matrices are drawn randomly from a continuous distribution with i.i.d. elements, but are fixed during the transmission. Each transmitter or receiver is assumed to have perfect knowledge of all channel matrices. Direct links (Txi to Rxi) exist constantly, while the cross links (Txi to Rxj, i = j) are present intermittently, controlled by an i.i.d. Bernoulli sequence {S i }, with S i ∼ Ber(p c ). Z j is the additive Gaussian noise at Rxj with zero mean and unit variance, i.i.d. in time. The capacity region of the X channel is the set of all achievable rate tuples (R 11 , R 12 , R 21 , R 22 ), where R ji is the achievable rate from Txi to Rxj. The degrees of freedom, η, of the channel follows conventional definition, i.e.
where C sum is the sum capacity of the channel. For notational convenience we also adopt the convention of using S n to represent a sequence (vector) of random variables, S 1 , S 2 , ..., S n . With this notation, for example, X n 1 denotes the random vector consisting of the n transmitted symbols of Tx1, i.e. X 11 , X 12 , ..., X 1n .
III. MAIN RESULTS
The current status of DoF characterization of the bursty MIMO X channel is summarized in Table I schemes. These coding schemes will be detailed in Sections V and VI. Note that X messaging helps the DoF only when p c > 0.5 and the ratio of M to N is between 0.5 and 2, which are the four blue-shaded cells in Table I . This implies that the bursty MIMO IC has the same DoF as the bursty MIMO X channel for the other cases. We now state the two main theorems. upper bounded by η out , with
This bound is tight for all cases in Table I, except Type I-3  and II-3 
Due to space limitation, we only outline the proof of these two theorems in the following three sections. Please refer to [8] for further mathematical details.
Remark 1: For Type I-3 and II-3 channels with p c > 0.5, we can enhance the DoF upper bound near p c = 1 with min(η out , η sfb ), where η sfb is given by
obtainable easily with instantaneous state feedback of the cross-link intermittency [8] . This is illustrated in Figure 1 .
IV. CONVERSE PROOF
We derive the DoF upper bound stated in Theorem 1 in this section, which also serves as the converse proof for the ten cases where the DoF is known. The basic idea is to reuse the state-pairing technique of the non-feedback outer bound in [6] . To do so, however, we need to take care of two differences for the bursty MIMO X channel − allowing X messaging, and bounding the differential entropies. Hence the derivation of the DoF upper bound comprises three major steps.
Step 1: Employ genie assistance to provide extra messages to the receivers so that the form of the upper bound resembles that in [6] .
First let us bound R 11 + R 12 as follows.
where genie-assistance is assumed in (a), independence between (M 11 , M 12 ) and (S n , M 21 ) leads to (b), and (c) follows because X n 1 becomes deterministic when M 11 and M 21 are known. R 21 + R 22 is bounded symmetrically, and we have [8] 
Step 2: Leverage the state-pairing idea of [6] to obtain computable bounds.
This step closely parallels that of the Appendix A of [6] . We pair up the state sequences u n and v n so that they have minimum overlap in their positions of 1's. Let I
n . The scheme is illustrated in Figure 3 . It can be shown 
where S n = u n and S n = v n are abbreviated to u n and v n , respectively. (H 12 X 2 +Z 1 )
. Similar notations are used for other terms. By symmetry, we also have
with (Ỹ 1 )
Similar inequalities can be derived for |I
(1)
Step 3: Bound the differential entropies and conditional differential entropies.
Looking at (3) and (4), we recall that (jointly) Gaussian distribution maximizes a (conditional) differential entropy for a given (conditional) covariance matrix. To facilitate the computation of the DoF bound, let us define DoF (x) lim P →∞ x (1/2) log(P ) , and q
With these definitions, it is not hard to verify that, for q ≤ 
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Moreover, due to the strong law of large numbers, q a.s.
−→ p c as n → ∞, so for p c ≤ 0.5, it follows that
Since (4) is symmetric to (3), we have established η out for p c ≤ 0.5. The bound for p c > 0.5 is proved similarly [8] .
V. ACHIEVABILITY
We now show that η out is tight for the 5 cases of Type I in Table I and may be achieved with simple INBF schemes similar to those in [4] . The INBF schemes for Type II channels are symmetric to the Type I schemes and are detailed in [8] .
A. Type I-1
Consider the INBF scheme depicted in Figure 4 (a). ψ 1 is an N × M beamforming matrix designed for Rx1 to null out the interference from X 2 , which can be done by choosing ψ 1 to satisfy ψ * 1 H 12 = 0. Since the components of H 12 are drawn i.i.d. from a continuous distribution, it is full-rank almost surely(a.s.). With M ≤ N/2, the rank of H 12 is M , and the dimension of the orthogonal complement of the column space of H 12 is N − M , i.e. dim((Col H 12 ) ⊥ ) = N − M ≥ N/2 ≥ M . Therefore, with probability 1, we can pick M linearly independent vectors from (Col H 12 )
⊥ to form the columns of ψ 1 . With this ψ 1 , the H 12 link is killed, and it is easy to verify that ψ * 1 H 11 is full-rank(a.s.) As such, we have constructed an M × M point-to-point MIMO channel from Tx1 to Rx1, interference-free. Similar INBF can be done for Rx2, with ψ * 2 H 21 = 0. Note that this INBF scheme transforms the channel into two orthogonal time-invariant point-to-point M ×M MIMO channels. Since there is effectively no interference, the burstiness (p c ) of the cross-links becomes irrelavant, and DoF of 2M is clearly achievable for any p c ∈ [0, 1]. It is easy to check that this coincides with η out for Type I-1. 
Following the discussion above, as M increases past N/2, the dimension of (Col H 12 ) ⊥ will drop below N/2, so it becomes impossible to design an N × M ψ 1 that completely eliminates the interference from X 2 . However, we can null out (N − M ) dimensions of the interference at the Rx1 with an N × (N − M ) ψ 1 , and introduce another filterψ 1 of rank (2M − N ) that is linearly indepedent of ψ 1 , as illustrated in Figure 4(b) . Again it is easy to see that [ψ 1ψ1 ] * H 11 is full-rank (a.s.) So, with a simple channel inversion at Tx1, we effectively have an (N − M ) dimensional pointto-point time-invariant channel at the output of ψ 1 , and a (2M − N ) dimensional point-to-point erasure channel at the output ofψ 1 . The DoF of the Tx1 to Rx1 link is hence simply
C. Type I-2, with p c > 0.5
For this case, we simply use the INBF scheme in [4] , which, with X messaging, decomposes the channel into two orthogonal broadcast channels, as illustrated in Figure 5 . Specifically, ψ 1 and φ 2 are N × (N − M ) and N × (2M − N ) matrices designed to annihilate the interference from Tx2, with ψ * 1 H 12 = 0, φ * 2 H 22 = 0. ψ 2 and φ 1 are similarly designed for the other broadcast channel. Note that each broadcast channel here is time-varying, with one constant link and one intermittent link. Viewing the intermittent link as an erasure channel, it is easy to see that a DoF of (N −M )+p c (2M −N ) is achievable for each broadcast channel. This matches η out /2 for this case. Note also that with p c = 1, the η out becomes 2M (> N ), which implies that η out is clearly not tight for the interference channel (without X messaging) for Type I-2 with p c > 0.5.
It is interesting to contrast the INBF scheme for this case with that for Type I-2, p c ≤ 0.5. For both cases, the ψ j filter creates a time-invariant interference-free subchannel, providing a constant DoF of (N − M ). On the other hand, theψ j and φ j filters effect two erasure channels with opposite "polarity" for the two cases. Theψ j link is considered erased when the cross-links exist for p c ≤ 0.5, whereas the opposite is true for the φ j link when p c > 0.5. In other words, the existence of the cross-links is detrimental to the DoF when p c ≤ 0.5 but is beneficial when p c > 0.5. 
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In all of the five cases of Type I above, INBF transforms the bursty interference channel into two orthogonal time-invariant point-to-point channels, time-varying point-to-point channels or time-varying broadcast channels, from which the achievable DoF can be read simply by inspection. Note however that X messaging is used only in one case.
VI. COMBINATION OF HK AND IA SCHEMES
Before deriving the HKINX scheme for Type I-3 or Type II-3 channels, recall that with 2N/3 ≤ M ≤ N , we know that the extra (M − 2N/3) transmit antennas do not help the DoF of the X channel. So the achievable DoF of the simple INBF scheme considered in the previous section saturates at (2N/3)(1 + p c ) for a Type I-3 bursty X channel. However, we now show that the HKINX scheme outperforms this.
We adopt the HK strategy in [5] but substitute interferencenulling with X messaging for the private message coding. Therefore Tx1, for example, now has three messages to send, M 01 , M 11 , and M 21 , where M 01 carries the public message that is decoded by both receivers. Assuming N is a multiple of 3 for simplicity, the random coding is done as follows. At each receiver, the public messages are decoded first, with the private messages treated as noise. For the public message decoding, we essentially have two multiple-access channels (MACs). Therefore, (R 01 , R 02 ) satisfying the following inequalities are achievable
After evaluating the above mutual informations, it can be shown that the following DoF is achievable on the public messages [8] .
We then remove the public messages and proceed to decode the private messages, which is done exactly the same way as in Type I-2, except the effective number of transmit antennas here is saturated to 2N/3. As such, the following DoF is clearly achievable on the private messages.
Now we can sum up (7) and (8) and maximize it over a 1 and a 2 . The sum is maximized when a 1 = a 2 , with the maximum being (2N/3)(1 + p c ) for p c < for p c ≥ 1 3(M/N )−1 [8] . (Note also that due to the concavity of the constraints on the public DoF, coded time sharing is unnecessary.) As illustrated in Figure 1 , the HKINX achieves a strictly higher DoF than the simple INBF. More generally, this is true for any Type I-3 channel whenever p c ≥ 1 3(M/N )−1 . Similar results can be proved for Type II-3 channels [8] .
VII. CONCLUSION
We conclude this paper with two interesting observations and a remark on future work. First, unlike the bursty MIMO IC where the sum DoF is never less than that of the nonbursty IC, in the bursty MIMO X channel, the sum DoF can be strictly less than that of the non-bursty X channel for some values of p c . For example, the DoF of a Type I-3 (or II-3) X channel drops to only N (or M ) when p c = 0.5. Moreover, for a Type I-2 (or II-2) X channel, for any p c ∈ (0, 1), the sum DoF is strictly below the DoF in the non-bursty case, as can be seen in Figure 1 . Intuitively, this is because in the X channel, cross-link messaging is necessary, and intermittence in the cross-links reduces the rate of the cross-link messages. Hence the sum DoF drops unless the intermittence can offer an increase in the direct-link rate to offset it.
Secondly, we also see from Figure 1 that while for nonbursty Type I-3 (or II-3) MIMO X channels, increasing the transmit (or receive) antennas beyond 2N/3 (or 2M/3) does not help the DoF, it does when the cross-links are bursty.
A natural generalization of the current work is to assume four independently intermittent Tx-Rx links in the channel model. The authors have undertaken this effort and plan to report the results in the near future.
