Abstract. We summarize the conditions discovered for the existence of new ergodic type solutions (asymptotically almost periodic, pseudo almost periodic, ...) of differential equations with piecewise constant arguments. Their existence is characterized by introducing a new tool, the ergodic sequences.
). A function f ∈ Ꮿ(R, R d ) (resp.,
is called pseudo almost periodic if f = f 1 + f 0 , where f 1 is almost periodic in t ∈ R (almost periodic in t ∈ R, uniformly in x ∈ Ω) and f 0 ∈ ᏼᏭᏼ 0 (R, R d ) (resp., ᏼᏭᏼ 0 (R×
, where
We denote by ᏼᏭᏼ(R, R d ) (resp., ᏼᏭᏼ(R × Ω, R d )) the set of all such functions.
Definition 1.3.
A Lebesgue measurable function f from R to R d (resp., from R×Ω to R d ) is called generalized pseudo almost periodic (see [3, 4] ) if f = f 1 + f 0 , where f 1 is almost periodic in t ∈ R (almost periodic in t ∈ R, uniformly in x ∈ Ω), and f 0 ∈ ᏼᏭᏼ 0 (R, R d )(resp., ᏼᏭᏼ 0 (R × Ω, R d )), where
Lebesgue measurable and m |ϕ| = 0 ,
(1.3) We denote by ᏼᏭᏼ(R, R d )(resp., ᏼᏭᏼ(R × Ω, R d )) the set of all such functions.
In Definitions 1.2 and 1.3, the functions f 1 and f 2 are called the almost periodic component and the ergodic perturbation, respectively, of the function f ; and they are uniquely determined by f (see [4, page 1143] ). Remark 1.4. There exist generalized pseudo almost periodic functions whose ergodic component is not bounded. In Ait Dads, Ezzinbi, and Arino [4] it can be found an example of this situation; a long and interesting proof (pages 1143-1146) shows that the function ϕ(t) = t| sin πt| t N for N > 6, is unbounded and ϕ ∈ ᏼᏭᏼ 0 (R, R).
We propose the function
where k ∈ Z + . It is short to prove that f ∈ ᏼᏭᏼ 0 (R, R) and is unbounded.
denote the space of all Lebesgue measurable and bounded functions f (t) (resp., f (t,x)) from R (resp.,
is said to be ergodic (see [19] ) if the limit
We will write Ᏹ(R, R d ) and Ᏹ(R×Ω, R d ) for the sets of ergodic functions defined on R and R × Ω, respectively. Remark 1.6. As it is well known, there are uniformly continuous bounded functions on R which are not ergodic. For example, the function
is uniformly continuous in R, but f is not ergodic.
The relations between the functions defined above can be expressed as follows:
where ᏼ, ᏽᏼ, and Ꮽᏼ refer to periodic, quasi periodic and almost periodic functions, respectively.
Ergodic type sequences.
Here we introduce and discuss some class of ergodic sequences which are the main tools in the proofs of our results. Definition 1.7 (see [6, 7, 20] 
where x 1 is an almost periodic sequence (see [5, 17, 30] ) and x 0 is a ᏼᏭᏼ 0 (resp., ᏼᏭᏼ 0 ) sequence.
Remark 1.8. Notice that (1) a sequence vanishing at infinity is a ᏼᏭᏼ 0 sequence; (2) the sequence {x(n)} n∈Z defined by
an example of a ᏼᏭᏼ 0 sequence which is not vanishing at infinity;
otherwise, is an example of an unbounded ᏼᏭᏼ 0 sequence. Definition 1.9. A bounded sequence {x(n)} n∈Z is said to be ergodic (see [19] ) if the limit lim n→+∞ (1/2n) n k=−n x(k) exists. We denote by Ᏹ(Z) the set of all such sequences.
The following propositions and examples show the relations between almost periodic type functions and sequences.
Proposition 1.10. The following statements hold:
(1) (see [6, 7] 
(2) (see [19] ).
Observe that if we have an almost periodic sequence, the converse of the proposition above is also true (see [17] ). Although, if we deal with one of the ergodic type sequences specified in the statement of the proposition, the converse does not work, as we show in the following counterexamples. Example 1.11 (see [7] ). The function
where
Example 1.12 (see [19] ). Consider the sequence {x(j)} j∈Z defined by 9) and x(−j) = x(j) for every j ≥ 1. This sequence is not in Ᏹ(Z). Nevertheless, the function f , defined as 10) satisfies that f (n) = x(n) for every n ∈ Z, and is ergodic.
Ergodic type solutions via ergodic type sequences.
Meisters, in [21] , showed that the existence of almost periodic solutions of ordinary differential equations is equivalent to the fact that the restriction of a bounded solution to some discrete subgroup of reals is almost periodic. This is improved by Opial [22] (also see Fink [17, pages 164-169] ).
It is natural to wonder if there are similar results on the existence of almost periodic, asymptotically almost periodic, pseudo almost periodic and ergodic solutions of EPCA.
In this part we give an affirmative answer to this question under similar conditions to those of Meisters, Opial, and Fink. (2.1) is satisfied on each interval [n, n + 1) with integral end-points. Now we present our main results for this equation.
For EPCA of retarded type. Consider the differential equation with piecewise constant argument
with g in the hull of f (see [17] for the definition), have unique solutions to initial value problems, where the initial value condition is x(j) = x j , j = 0, −1, −2,...,−k, and ϕ(t) is a solution of (2.1) with ϕ(R) k+2 ⊂ Ω 0 , then ϕ ∈ Ꮽᏼ(R) if and only if {ϕ(n)} n∈Z ∈ Ꮽᏼ(Z). 
As an example of how do these theorems apply, we examine the following equation with piecewise constant argument.
Example 2.4 (see [6] ). Consider the equation 
that if we take x(0) = 1, then for every n ∈ Z + we get x(n) = 1. According with Theorems 2.1 and 2.3, it is concluded that the equation has a solution x ∈ Ꮽᏼ(R + ) (resp., x ∈ ᏼᏭᏼ(R + )) with x(0) = 1 if the functions a, b ∈ Ꮽᏼ(R + ) (resp., a, b ∈
ᏼᏭᏼ(R + )). As a result, the equation has solutions that display complicated dynamics even if a(t) = b(t) = constant (Carvalho and Cooke's equation, see [12]).

For ordinary differential equations.
In order to study ergodic solutions of differential equations via ergodic sequences, we introduce the concept of a --ergodic function.
Let -be the translator operator -:
The property of --ergodicity implies ergodicity but the converse is not true. Now consider the ordinary differential equation
x (t) = f t, x(t) , t ∈ R. (2.5)
We have the following results.
Theorem 2.5 (see [19]). Suppose that for a function f ∈ ᏸ(R × Ω, R d ) and for a solution x of (2.5) the composed function f (t, x(t)) is --ergodic. Then x ∈ Ᏹ(R, R d ) if and only if the sequence {x(n)} n∈Z ∈ Ᏹ(Z).
Theorem 2.6 (see [19] 
where the nonnegative function L(·) ∈ ᏼᏭᏼ(R, R) and suppose that for at least one point y ∈ Ω, {f (·,y)} is --ergodic. Then a solution x(t) of (2.5) is ergodic if and only if the sequence {x(n)} n∈Z is ergodic.
Theorem 2.7 (see [19]). Let f (t,x) ∈ ᏸ(R×Ω, R d ) be uniformly continuous in t for
x in compact subsets of Ω and suppose it satisfies a Lipschitz condition with Lipschitz constant L > 0. Furthermore, assume f is such that for every Lebesgue measurable set E ⊂ R, the limit
exists for each y ∈ Ω.
Then, if x(t) is a solution of (2.5), x ∈ Ᏹ(R, R d ) if and only if the sequence {x(n)} n∈Z ∈ Ᏹ(Z).
3. Some EPCA of mixed type. Consider the following initial-value problems posed for the differential equations with piecewise argument
where [·] denotes the greatest integer function, a, a i are constants, f ∈ ᏼᏭᏼ(R, R) (resp., ᏼᏭᏼ(R, R)), g ∈ ᏼᏭᏼ(R×R 2 , R) (resp., ᏼᏭᏼ(R×R 2 , R)) is bounded, and there exists a constant η > 0 such that
for every (t, x 1 ,y 1 ), (t, x 2 ,y 2 ) ∈ R × R 2 ; and the initial conditions
In contrast to the situation with general functional differential equations, the fact that these equations contain both retarded and advanced arguments does not pose particular difficulties. The definition of a solution of these equations is analogous to the one given for EPCA of retarded type, in Section 2.1. Obviously, if x(t) is a solution of (3.1) on R, then for n ≤ t ≤ n + 1 we have
where x(n + i) = c n+i , −N ≤ i ≤ N. Therefore, it suffices to know the constants c n in order to determine x(t). Let
Continuity of a solution at a point joining any two consecutive intervals leads to recursion relations for the solution at such points which, by virtue of (3.5), can be written as Our main results are as follows.
Theorem 3.1 (see [7] ). Suppose that all roots of (3.6) are simple (denoted by λ 1 ,..., λ 2N ) and (2) for any f ∈ ᏼᏭᏼ(R, R) (resp., ᏼᏭᏼ(R, R) or ᏼᏭᏼ(R, R) ∩ M b (R, R)), (3.1) has a solution x ∈ ᏼᏭᏼ(R, R) (resp., ᏼᏭᏼ(R, R)), and x is unique if f ∈ ᏼᏭᏼ(R, R)
Theorem 3.2 (see [7] ). Suppose that all roots of (3.6) 
is bounded and satisfies the Lipschitz condition (3.3) ; (4.1) and the nonlinear neutral differential equations of the form
) is bounded and satisfies the Lipschitz condition (3.3).
EPCA of neutral type. Solutions and exponential dichotomy. Consider the nonhomogeneous neutral differential equation with piecewise constant argument y (t) = A(t)y(t) + B(t)y [t] + A 0 (t)y t − [t] + A 1 (t)y t − [t] + f (t),
y (t) = A(t)y(t) + B(t)y [t]
where A, B, A 0 ,A 1 :
Throughout this section, we assume that there exists η > 0 such that
Let X(t) be the fundamental matrix solution of x (t) = A(t)x(t) such that X(0) = Id and y(t) a solution of (4.1). If we set y 0 (t) = y(t)| [0, 1] and define
then {y(n)} n∈Z satisfies the nonhomogeneous difference equation
We assume that for each n ∈ Z, C(n) is an invertible d × d matrix.
Definition 4.1 (see [20, 27, 31] ). (1) Equation (4.5) is said to admit an exponential dichotomy on Z if there exist positive constants K ≥ 1, α > 0 and a projection P (P 2 = P ) such that 
is said to have an exponential dichotomy if the difference equation (4.5) has an exponential dichotomy.
Now we give our main results.
Theorem 4.2 (see [20]). Suppose that A(t) and B(t) are Lebesgue measurable and bounded, and (4.7) admits an exponential dichotomy. If
where Theorem 4.4 (see [20] 
Theorem 4.5 (see [20] 
