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ABSTRACT
Digital data has been increasing exponentially over the last few years. More and more
users store their files in cloud services such as Dropbox or Google Drive and use devices con-
nected to the Internet of Things (IoT), which suggests that by 2025 the amount of worlwide
digital information being stored will reach a new mark of 163 zettabytes.
This data surge raises unprecedented challenges for storage systems which are related
to both the efficiency of data management, as well as, the security and privacy concerns
raised by third-party storage services. On one hand, cloud services resort to data reduction
techniques (e.g., deduplication, compression) to optimize storage costs. On the other hand,
in order to protect sensitive personal information, it is common practice for users to encrypt
their data before sending it to their cloud services. However, using traditional encryption
schemes makes it impossible to use content-oriented storage techniques, since encrypted
data does not retain the properties of the original content.
This dissertation presents TrustFS, an open-source secure, programmable and modu-
lar stackable file system framework for implementing content-aware storage functionalities
that will run in a secure trusted hardware environment (Intel SGX). The prototype levera-
ges the security offered by SGX and the flexibility and modularity of the SafeFS system
to allow different content-oriented storage functionalities to be offered safely and with a
minimal re-implementation of existing systems. To demonstrate its feasibility, this disserta-
tion presents a secure deduplication prototype that introduces a novel secure epoch-based
SGX deduplication scheme which provides different trade-offs in terms of performance, se-
curity and space-savings when compared to state-of-the-art secure deduplication solutions.
The evaluation experiments show that it is possible to develop a secure stackable file sys-
tem with secure SGX-enabled storage functionalities while introducing negligible storage
performance overhead, below 2% for most workloads.
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RESUMO
A informac¸a˜o digital tem aumentado exponencialmente com o passar dos tempos. Cada
vez mais utilizadores guardam os seus ficheiros pessoais em servic¸os de nuvem, como o
Dropbox ou Google Drive, e recorrem a dispositivos ligados a` Internet das Coisas (IoT), o que
leva a crer que em 2025 sera˜o armazenados, a` escala mundial, cerca de 163 zettabytes de
dados.
Este crescimento de dados e da informac¸a˜o pessoal contida nos mesmos levanta diversos
desafios para o armazenamento na nuvem em termos de gesta˜o e custos de armazena-
mento, confidencialidade e seguranc¸a oferecidas por estes servic¸os. De forma a otimizar os
custos de armazenamento, os servic¸os de nuvem recorrem a te´cnicas de reduc¸a˜o de espac¸o
(deduplicac¸a˜o, compressa˜o) do conteu´do armazenado. Por outro lado, de forma a proteger
informac¸a˜o sensı´vel pessoal, e´ comum os utilizadores cifrarem os seus dados antes de os
enviarem para os respetivos servic¸os na nuvem. No entanto, o recurso a` criptografia tra-
dicional, impossibilita a utilizac¸a˜o de te´cnicas de armazenamento orientadas ao conteu´do,
uma vez que os dados cifrados na˜o manteˆm as propriedades do conteu´do original.
Esta dissertac¸a˜o apresenta a plataforma TrustFS, uma plataforma open-source segura, pro-
grama´vel e modular para sistemas de armazenamento, que permite implementar funcionali-
dades de armazenamento orientadas ao conteu´do que executam em ambientes de execuc¸a˜o
confia´veis oferecidos pelo Intel SGX. Em mais detalhe, o proto´tipo final tira partido da
seguranc¸a oferecida pelo Software Guard Extensions (SGX) e da flexibilidade e modulari-
dade do sistema SafeFS de modo a permitir que diferentes funcionalidades de armazena-
mento orientadas ao conteu´do possam ser oferecidas de forma segura e com um esforc¸o
reduzido de reimplementac¸a˜o dos atuais sistemas. Para demonstrar a sua viabilidade, o
proto´tipo implementa um novo esquema seguro de deduplicac¸a˜o por e´pocas dotado de
SGX que possibilita novos compromissos em termos de seguranc¸a quando comparado com
a soluc¸a˜o do estado da arte de deduplicac¸a˜o. Os resultados obtidos com o proto´tipo mos-
tram que e´ possı´vel implementar um sistema de armazenamento com te´cnicas orientadas
ao conteu´do com esta tecnologia com um impacto mı´nimo no desempenho (inferior a 2%
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Nos dias que correm tem-se verificado uma adesa˜o crescente a servic¸os de nuvem, a qual
e´ acompanhada por um crescimento exponencial dos dados armazenados em servic¸os re-
motos. Existem va´rios servic¸os de armazenamento na nuvem conhecidos, como Amazon S3,
Dropbox, Google Drive [3, 24, 29], que oferecem soluc¸o˜es eficientes e competitivas, disponibi-
lizando ao cliente uma combinac¸a˜o complexa de funcionalidades de armazenamento que
tiram partido de mecanismos de caching, efetuam deduplicac¸a˜o, compressa˜o, replicac¸a˜o,
cifram os dados, entre outras.
Um estudo recentemente realizado pela Intel [35] a mais de 1400 profissionais revelou
que cerca de 93% das empresas atualmente recorrem a servic¸os de nuvem, sendo que 74%
destas armazenam uma quantidade significativa de dados confidenciais na nuvem pu´blica.
Segundo a Clutch [16], em 2017, as empresas estavam dispostas a investir ainda mais di-
nheiro em servic¸os na nuvem. Num estudo similar, a International Data Corporation preveˆ
que, ate´ 2025, a quantidade de dados globais crescera´ para 163 zettabytes, dez vezes mais
que os 16.1ZB de dados gerados em 2016 [59]. Estes servic¸os prestados pela nuvem tornam-
se bastante apelativos, principalmente para as organizac¸o˜es, pois permitem reduzir os seus
custos ao oferecerem a possibilidade de na˜o serem obrigados a manter a sua pro´pria infra-
estrutura de armazenamento.
No entanto, a migrac¸a˜o de dados para a nuvem e o crescimento exponencial dos mes-
mos impo˜e desafios relativamente a` seguranc¸a, eficieˆncia e confidencialidade dos sistemas
de armazenamento atuais. Ao colocar os seus dados na nuvem, o utilizador perde o con-
trolo sobre os mesmos e veˆ-se obrigado a confiar neste servic¸o externo, ficando sujeito
a ataques por utilizadores e administradores de sistema maliciosos. Exemplo disso, foi
o caso de marc¸o de 2016, em que um funciona´rio da empresa Ofcom utilizou indevida-
mente dados sensı´veis da empresa [32]. Com a intenc¸a˜o de controlar e proteger os dados
pessoais de um utilizador, surgiu recentemente o Regulamento Geral sobre a Protec¸a˜o de
Dados (RGPD/GDPR) [26] que visa regulamentar o tratamento dos dados pessoais e a livre
circulac¸a˜o desses dados. Uma empresa que opere na Europa e´ obrigada a declarar explici-
tamente qualquer recolha de dados que efetue, qual o enquadramento jurı´dico que permite
essa recolha, a finalidade do processamento desses dados e o tempo que os mantera˜o ar-
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mazenados. O cliente tem direito de exigir uma co´pia dos dados recolhidos ou ate´ mesmo
a eliminac¸a˜o destes em determinadas circunstaˆncias.
Neste sentido, e de forma a fornecer confidencialidade e integridade dos dados, sa˜o
adotadas medidas de seguranc¸a baseadas na encriptac¸a˜o dos mesmos. Tipicamente sa˜o uti-
lizadas cifras sime´tricas aleato´rias que geram criptogramas diferentes para duas mensagens
iguais. Neste caso, e´ necessa´ria uma chave para cifrar os dados, a qual tem de ser gerida
pelo cliente e na˜o deve ser partilhada com o sistema de armazenamento onde os dados sa˜o
armazenados, pois tal compromete a seguranc¸a do sistema.
1.1 problema e objetivos
A utilizac¸a˜o de esquemas criptogra´ficos para aumentar a seguranc¸a dos dados introduz
algumas implicac¸o˜es na gesta˜o dos sistemas de armazenamento. De forma a otimizar os
servic¸os oferecidos pela nuvem, sa˜o utilizadas te´cnicas orientadas ao conteu´do que permi-
tem pesquisar mais rapidamente pelo conteu´do dos dados, como indexac¸a˜o, ou te´cnicas
de reduc¸a˜o de espac¸o de armazenamento, como compressa˜o e deduplicac¸a˜o. No entanto,
o uso destas te´cnicas torna-se incompatı´vel com o emprego de esquemas criptogra´ficos
utilizados para manter a confidencialidade dos dados.
No caso, por exemplo, da indexac¸a˜o, os ı´ndices sa˜o geralmente construı´dos a partir de
palavras-chave que mapeiam o conteu´do dos dados para os respetivos ficheiros permitindo
otimizar, por exemplo, pesquisas sobre ficheiros que conteˆm um certo to´pico. De forma
semelhante, a deduplicac¸a˜o recorre a` indexac¸a˜o e ana´lise do conteu´do dos ficheiros para
encontrar dados duplicados.
Consequentemente, ao cifrar os dados, estas te´cnicas tornam-se muito ineficientes ou
ate´ mesmo impossı´veis. Recorrendo a cifras probabilı´sticas, duas co´pias iguais geram crip-
togramas diferentes. No caso da deduplicac¸a˜o, por exemplo, isto torna-se um problema
uma vez que impede a detec¸a˜o de dados duplicados. Ale´m disso, mesmo recorrendo a
esquemas determinı´sticos de encriptac¸a˜o, o uso de chaves diferentes origina criptogramas
diferentes, impossibilitando assim a deduplicac¸a˜o entre mu´ltiplos clientes, ou obrigando a`
partilha de uma chave de encriptac¸a˜o comum entre os va´rios utilizadores. Existem algumas
propostas que visam ultrapassar estes problemas e permitir o uso deste tipo de te´cnicas de
forma segura e confidencial. Muitas destas soluc¸o˜es recorrem a esquemas de criptografia
convergente que permitem que dados iguais gerem o mesmo criptograma. Contudo estas
soluc¸o˜es apresentam ainda muitas falhas de seguranc¸a. A criptografia convergente permite
que um atacante efetue o ataque “confirmation of a file” – “confirmac¸a˜o de um ficheiro”. Se
o atacante tiver acesso a um ficheiro na sua forma original, consegue verificar se um dado
utilizador possui esse mesmo documento. Por exemplo, com este tipo de ataque e´ possı´vel
verificar se um determinado utilizador possui armazenados um filme ou uma mu´sica de
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forma ilegal. Um outro ataque conhecido da criptografia convergente e´ o ataque “learn the
remaining information” – “aprendizagem da restante informac¸a˜o”. Neste ataque, o atacante
conhece o modelo de um dado documento e tenta descobrir certas informac¸o˜es. Por exem-
plo, as cartas de um banco costumam seguir sempre o mesmo modelo, sendo que apenas
o nu´mero da conta e a palavra-chave mudam de utilizador para utilizador. Se o atacante
tiver acesso a esse mesmo modelo, podera´ ser capaz de descobrir um nu´mero de conta e a
respetiva palavra-chave que correspondam a algum utilizador [74].
Com o crescimento de plataformas de hardware confia´vel, surge a possibilidade de adotar
esta tecnologia para aumentar a seguranc¸a dos sistemas de armazenamento e permitir o
uso de te´cnicas de armazenamento orientadas ao conteu´do. Com o auxı´lio de tecnologias
de hardware confia´vel seria possı´vel isolar a aplicac¸a˜o de forma a que esta executasse num
ambiente de execuc¸a˜o confia´vel e protegido. Desta forma, os dados podiam ser enviados
pela rede de forma protegida, isto e´, cifrados probabilisticamente. Quando fosse necessa´rio
processar os mesmos na sua forma original, empregava-se este ambiente seguro e isolado
para proceder a` decifragem e ao processamento dos dados. Para ale´m de permitir combi-
nar te´cnicas de cifragem com funcionalidades de armazenamento orientadas ao conteu´do,
esta plataforma permitiria tambe´m evitar a necessidade de recorrer a protocolos complexos
de partilha de chaves entre os va´rios utilizadores. Contudo, estas plataformas esta˜o ainda
subexploradas em termos de desempenho e funcionalidades permitidas. Ale´m disso, estas
arquiteturas requerem que as aplicac¸o˜es tenham de ser reescritas para suportar esta tecno-
logia e implementar as funcionalidades de armazenamento de acordo com as bibliotecas
permitidas pelo hardware confia´vel.
Por outro lado, o desenvolvimento, integrac¸a˜o, reutilizac¸a˜o e manutenc¸a˜o, das diversas
funcionalidades de armazenamento apresentam outro grande desafio para os sistemas de
armazenamento. Para colmatar este problema surgiram o armazenamento definido por
software (SDS) e os sistemas de armazenamento por camadas, que permitem a criac¸a˜o de
sistemas configura´veis e facilitam o desenvolvimento e integrac¸a˜o de novas funcionalidades
de armazenamento [34, 72, 56, 63]. O SafeFS [56] e´ um exemplo de um sistema baseado
nos princı´pios de armazenamento definido por software que apresenta uma arquitetura
por camadas. Esta arquitetura permite uma fa´cil integrac¸a˜o de novas funcionalidades de
armazenamento, bem como, uma maior flexibilidade na configurac¸a˜o do sistema, de forma
a fornecer as funcionalidades (p.e., seguranc¸a, reduc¸a˜o de espac¸o, replicac¸a˜o) que melhor
se adaptam a`s necessidades de diferentes aplicac¸o˜es.
Como objetivo desta dissertac¸a˜o, pretende-se tirar partido de soluc¸o˜es de sistemas pro-
grama´veis e empilha´veis como o SafeFS, e integrar soluc¸o˜es de hardware configura´vel, como
o SGX, assim como avaliar o impacto introduzido no desempenho e nos recursos utiliza-
dos. Adicionalmente, outro objetivo consiste em dotar sistemas de deduplicac¸a˜o atuais e
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open-source com novos esquemas seguros que tirem partido da seguranc¸a oferecida pelo
SGX.
1.2 contribuic¸o˜es
Esta dissertac¸a˜o apresenta quatro conjuntos de contribuic¸o˜es: (i) uma revisa˜o do estado
da arte, (ii) a arquitetura e o desenvolvimento de uma plataforma de armazenamento por
camadas dotada de SGX, (iii) a introduc¸a˜o de um novo esquema seguro de deduplicac¸a˜o, e
(iv) a avaliac¸a˜o experimental do proto´tipo. Mais detalhadamente:
• Esta dissertac¸a˜o expo˜e uma revisa˜o do estado da arte com foco em duas vertentes:
hardware confia´vel, onde se investiga as diferentes tecnologias relacionadas com o
Intel SGX e as suas semelhanc¸as/desigualdades para com este. E´ ainda feito um
levantamento do estado da arte relativamente ao to´pico de armazenamento seguro,
onde sa˜o descritas as diversas formas adotadas atualmente.
• Retrata uma arquitetura configura´vel e modular, intitulada por TrustFS, que per-
mite executar funcionalidades de armazenamento do sistema SafeFS num ambiente
confia´vel, recorrendo a` tecnologia de hardware confia´vel da Intel (SGX)
• Exibe um proto´tipo com a funcionalidade de armazenamento de deduplicac¸a˜o como
caso de estudo, que recorre ao SGX para efetuar as operac¸o˜es crı´ticas num ambiente se-
guro. Adicionalmente, este proto´tipo apresenta um esquema de deduplicac¸a˜o segura
baseada em e´pocas que, recorrendo ao SGX, oferece diferentes nı´veis de seguranc¸a e
desempenho.
• Por u´ltimo, apresenta uma avaliac¸a˜o experimental composta por micro e macro testes.
Os micro testes foram executados de modo a avaliar o desempenho e os recursos
utilizados pelo SGX na computac¸a˜o das operac¸o˜es crı´ticas realizadas na camada da
deduplicac¸a˜o. De modo a comparar o desempenho entre va´rias implementac¸o˜es, estes
testes foram efetuados para duas implementac¸o˜es diferentes dos algoritmos para um
ambiente confia´vel e comparados com uma implementac¸a˜o realizada num ambiente
normal (na˜o confia´vel). Os macro testes foram feitos num ambiente remoto (cliente-
servidor) onde foi testado o proto´tipo e comparado com a soluc¸a˜o do estado da arte
mais recorrente, nomeadamente, a criptografia convergente.
Este trabalho deu origem ao artigo “TrustFS: A Secure SGX-enabled Stackable File System
Framework”, submetido para a conferencia USENIX FAST’19, onde e´ apresentado o sistema
TrustFS e o novo esquema de deduplicac¸a˜o segura.
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1.3 estrutura da dissertac¸a˜o
No capı´tulo 2 e´ feito o levantamento do estado da arte. Numa primeira parte e´ intro-
duzia a noc¸a˜o de computac¸a˜o confia´vel e sa˜o apresentadas soluc¸o˜es de hardware confia´vel
semelhantes ao SGX. De seguida, sa˜o enumeradas algumas aplicac¸o˜es atuais que recorrem
ao uso do SGX para aumentar a seguranc¸a dos seus sistemas. Por u´ltimo, sa˜o indicadas as
soluc¸o˜es atuais que visam combinar esquemas de criptografia com deduplicac¸a˜o com ou
sem hardware confia´vel.
No capı´tulo 3 e´ apresenta a arquitetura de TrustFS e no capı´tulo 4 e´ detalhado o modo de
funcionamento do proto´tipo do sistema e apresentado um novo esquema de deduplicac¸a˜o
segura por e´pocas. Os capı´tulos 5 e 6 introduzem a metodologia utilizada para testar o
proto´tipo e os resultados obtidos na avaliac¸a˜o experimental, respetivamente.
Por u´ltimo, no capı´tulo 7, sa˜o expostas as concluso˜es obtidas nesta dissertac¸a˜o e apresen-
tado o trabalho futuro.
2
ESTADO DA ARTE
Os sistemas de armazenamento enfrentam frequentemente a necessidade de aceder aos
dados sobre a sua forma original (na˜o cifrados). Exemplo disso e´ a aplicac¸a˜o de te´cnicas
de indexac¸a˜o ou reduc¸a˜o de espac¸o para otimizac¸a˜o das pesquisas orientadas ao conteu´do
ou para otimizac¸a˜o do espac¸o em disco, respetivamente. Contudo, o uso de esquemas
criptogra´ficos para assegurar a confidencialidade dos dados dos clientes limita o uso de
te´cnicas orientadas ao conteu´do dos dados.
Neste capı´tulo e´ apresentada a noc¸a˜o de computac¸a˜o confia´vel (sec¸a˜o 2.1.1) e efetuada
uma revisa˜o sobre as te´cnicas de hardware confia´vel, similares ao SGX (sec¸a˜o 2.1.2), assim
como enumeradas as diferentes aplicac¸o˜es que recorrem a` tecnologia SGX para aumentar a
seguranc¸a dos seus sistemas (sec¸a˜o 2.2). Por u´ltimo, e´ feito o levantamento das soluc¸o˜es de
deduplicac¸a˜o segura com e sem hardware confia´vel (sec¸a˜o 2.3). Este ponto e´ essencial uma
vez que, como a deduplicac¸a˜o e´ o caso de estudo desta dissertac¸a˜o, e´ importante perceber
quais as abordagens utilizadas na literatura.
2.1 computac¸a˜o confia´vel
Existem va´rias soluc¸o˜es que visam fornecer um ambiente confia´vel para a execuc¸a˜o de
aplicac¸o˜es. Nesta sec¸a˜o sera´ apresentada a noc¸a˜o de Computac¸a˜o Confia´vel e os seus requi-
sitos. De seguida, sera´ feito o levantamento de algumas te´cnicas de hardware confia´vel e re-
alizada uma comparac¸a˜o entre elas. Por u´ltimo, sera˜o explicados alguns conceitos chave do
SGX importantes para a melhor compreensa˜o das abordagens seguidas nesta dissertac¸a˜o.
2.1.1 Computac¸a˜o Confia´vel e os seus requisitos
A computac¸a˜o confia´vel concentra-se na garantia de que uma entidade se comporta da
maneira esperada, recorrendo a mecanismos de medic¸a˜o de integridade, armazenamento
seguro e certificac¸a˜o do software [61]. A mesma consiste num conjunto distinto de propostas
e iniciativas com o objetivo de criar uma arquitetura mais segura, que oferec¸a garantias
sobre qual o software da aplicac¸a˜o que esta´ a ser executado e que permita que aplicac¸o˜es
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comuniquem com seguranc¸a com outras aplicac¸o˜es e/ou servidores. Computac¸a˜o confia´vel
refere-se, portanto, a` adic¸a˜o de funcionalidades de hardware e/ou software a um sistema de
forma a adicionar algum nı´vel de confianc¸a nas entidades com as quais o computador
interage e naquilo que o sistema esta´ a executar [47].
Para concretizar uma plataforma confia´vel e´ necessa´ria a implementac¸a˜o de alguns con-
ceitos essenciais para computac¸a˜o confia´vel:
SISTEMA DE ARRANQUE SEGURO oferece certezas de que o sistema e´ inicializado num sistema
operativo confia´vel que adere a alguma polı´tica de seguranc¸a dada.
ISOLAMENTO DE MEMO´RIA previne programas, sistemas operativos ou ate´ mesmo debuggers
de inapropriadamente ler ou escrever em memo´ria que na˜o lhes pertence.
INPUT/OUTPUT SEGUROS a seguranc¸a das entradas e saı´das consiste na validac¸a˜o dos dados
recebidos atrave´s de checksums para verificar se o software utilizado para o efeito na˜o
foi alterado.
ARMAZENAMENTO SELADO permite o armazenamento de co´digo e dados confidenciais de
forma criptograficamente segura.
CERTIFICAC¸A˜O DE SOFTWARE permite que um programa se autentique. A certificac¸a˜o de soft-
ware remota e´ um meio para que um sistema fac¸a afirmac¸o˜es confia´veis sobre o soft-
ware que esta´ a executar em outro sistema. Ainda, a certificac¸a˜o permite detetar
modificac¸o˜es na˜o autorizadas no software gerando certificados cifrados para todas as
aplicac¸o˜es de um computador. Por exemplo, considerando o caso em que um cliente
pretende efetuar uma transac¸a˜o no site do seu banco. O software da aplicac¸a˜o do cli-
ente apenas iria ser executado se o software do banco conseguisse provar que o seu
co´digo estaria a ser computado de uma forma segura.
MEDIC¸A˜O DE INTEGRIDADE e´ o ca´lculo de resumos criptogra´ficos (hash) de co´digo executa´vel,
dados de configurac¸a˜o e outras informac¸o˜es do estado do sistema para validar se a
sua integridade foi ou na˜o comprometida.
Como referido anteriormente, as tecnologias recorrem a` adic¸a˜o de software ou hardware,
que implementam estes conceitos, com o objetivo de alcanc¸ar uma plataforma confia´vel.
A principal caracterı´stica de uma arquitetura confia´vel e´ a Base de Computac¸a˜o Confia´vel
(TCB). O TCB de um sistema informa´tico consiste no conjunto de todos os componentes
de hardware, firmware e/ou software que sa˜o crı´ticos para a seguranc¸a dos sistemas. Qual-
quer mau funcionamento no TCB devido a falhas ou vulnerabilidades pode comprometer
a seguranc¸a de todo o sistema.
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Figura 1: Camadas de abstrac¸a˜o de um Sistema Operativo
A figura 1 detalha as diferentes camadas existentes num Sistema Operativo (OS) e de-
monstra onde as tecnologias podem incidir de modo a produzir uma plataforma confia´vel.
A nı´vel da camada da aplicac¸a˜o e´ recorrente o uso de compartimentos isolados, conhecidos
como containers, para executar aplicac¸o˜es crı´ticas. Docker [46], por exemplo, fornece uma
camada adicional de abstrac¸a˜o e automac¸a˜o de virtualizac¸a˜o do nı´vel do OS. As ma´quinas
virtuais sa˜o outra te´cnica similar que fornecem o isolamento das aplicac¸o˜es. Por outro lado,
existem tecnologias que se baseiam num kernel seguro ou num hipervisor, localizados entre
a camada da aplicac¸a˜o e o hardware, que implementam algumas propriedades de seguranc¸a
como canais confia´veis e isolamento entre processos. Outras tecnologias focam-se mais na
implementac¸a˜o dessas funcionalidades via hardware. Como se pode induzir pela imagem
anterior, as tecnologias focadas nas camadas mais inferiores oferecem uma maior seguranc¸a.
Consequentemente, as soluc¸o˜es baseadas nas camadas superiores implicam um TCB mais
complexo pois confiam em tudo o que lhes e´ inferior.
Na sec¸a˜o seguinte sera˜o apresentadas algumas das tecnologias de hardware confia´vel,
o seu modo de funcionamento e as funcionalidades de computac¸a˜o confia´vel que estas
oferecem, e a constituic¸a˜o do seu TCB.
2.1.2 Tecnologias de Hardware Confia´veis
Existem va´rias tecnologias propostas com o objetivo de oferecer uma maior seguranc¸a
recorrendo a hardware. Algumas soluc¸o˜es baseiam-se em coprocessadores seguros, como
o IBM 4758 [25], que possuem os seus pro´prios perife´ricos seguros: Unidade Central de
Processamento (CPU), aceleradores criptogra´ficos, caches, Memo´ria Dinaˆmica de Acesso
Aleato´rio (DRAM) e controladores I/O, oferecendo ambientes resistentes a alterac¸o˜es. Exis-
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tem duas alternativas neste sentido: um coprocessador externo, que consiste num mo´dulo
de hardware a` parte do processador principal, na˜o partilhando nenhum recurso com este;
ou um coprocessador embutido no processador principal, possuindo a capacidade de par-
tilhar alguns recursos com o sistema principal e manter na mesma o seu isolamento. Ou-
tra soluc¸a˜o baseada em coprocessadores seguros e´ o TPM (Trusted Platform Module) [31].
Esta tecnologia confia num circuito integrado, na placa-ma˜e, com um dispositivo perife´rico
para seguranc¸a. Este oferece gerac¸a˜o aleato´ria de nu´meros em hardware e um conjunto de
operac¸o˜es criptogra´ficas (para gerar chaves, assinar, cifrar e calcular resumos criptogra´ficos
(hash)). Esta arquitetura introduziu o modelo de certificac¸a˜o de software para assegurar
ao utilizador que o seu co´digo foi produzido sem alterac¸o˜es e que este e´ executado num
ambiente protegido pelo hardware confia´vel. O TCB desta soluc¸a˜o engloba a placa-ma˜e (o
circuito integrado TPM, CPU, DRAM, barramentos) e todo o software do computador. Esta
arquitetura e´ vulnera´vel a ataques fı´sicos visto que na˜o fornece isolamento do software do
computador. Ale´m disso, e´ tambe´m suscetı´vel a ataques no barramento de comunicac¸a˜o
entre o processador e o circuito integrado TPM. TXT (Trusted eXecution Technology) [30] e´
uma arquitetura escala´vel baseada em hardware que valida a confiabilidade da plataforma
durante a inicializac¸a˜o e execuc¸a˜o, permitindo uma avaliac¸a˜o confia´vel da plataforma de
computac¸a˜o e do seu nı´vel de protec¸a˜o. TXT utiliza o TPM, uma ma´quina virtual e te´cnicas
criptogra´ficas para fornecer medic¸o˜es do software e dos componentes da plataforma (BIOS
(Basic Input/Output System), hipervisor, etc.), com a finalidade de serem usadas para deciso˜es
de confianc¸a. O isolamento do software no TXT e´ alcanc¸ado atrave´s de um compartimento
que garante controlo exclusivo sobre todo o computador enquanto ativo. Para isso, esta
arquitetura recorre um mo´dulo de co´digo autenticado de inicializac¸a˜o segura (SINIT ACM)
que provoca a reinicializac¸a˜o do sistema antes de iniciar a ma´quina virtual do comparti-
mento. O seu TCB inclui o mesmo hardware que o do TPM, mas a nı´vel de software inclui
apenas o mo´dulo SINIT ACM e a ma´quina virtual. Esta soluc¸a˜o fornece protec¸a˜o contra
ataques a nı´vel de software, destinados a roubar informac¸o˜es confidenciais, que corrompem
o co´digo do sistema ou da BIOS, ou modificam a configurac¸a˜o da plataforma. No entanto,
e´ vulnera´vel a ataques fı´sicos a` DRAM uma vez que na˜o recorre a te´cnicas criptogra´ficas
(cifragem/HMAC) para a proteger.
As soluc¸o˜es baseadas em coprocessadores sofrem, no entanto, de uma sobrecarga asso-
ciada a` transfereˆncia de dados entre o CPU e o coprocessador. Ale´m disso, normalmente
o coprocessador possui menos poder de computac¸a˜o que o processador principal. Como
alternativa a estas arquiteturas, algumas tecnologias optam por adicionar seguranc¸a fı´sica
e algumas funcionalidades adicionais ao processador principal.
XOM (eXecute-Only Memory) [42] e´ um exemplo de uma arquitetura baseada nesta es-
trate´gia. XOM assume que nenhum programa, nem mesmo o OS, pode ser confia´vel e,
portanto, recorre a hardware para fornecer seguranc¸a para o sistema. Nesta arquitetura,
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o hardware e´ responsa´vel pela separac¸a˜o completa dos processos, sendo que nenhum pro-
cesso deve conseguir ler ou alterar os dados privados ou instruc¸o˜es de outro processo.
Adicionalmente, protege tambe´m contra ataques fı´sicos a` memo´ria externa ao processador,
recorrendo a mecanismos de criptografia para cifrar os programas e os dados de cada pro-
cesso. AEGIS [68] baseia-se nos mesmos princı´pios de XOM e explora a “quantidade” de
confianc¸a que se pode por no software. Enquanto que XOM coloca toda a sua confianc¸a no
hardware, AEGIS recorre a um pequeno kernel de seguranc¸a para fornecer alguns recursos de
seguranc¸a em software. Ambas as arquiteturas assumem que o processador e os seus com-
ponentes internos (como a memo´ria) esta˜o seguros contra leitura ou alterac¸o˜es. Contudo,
tudo o que e´ externo ao processador e´ considerado vulnera´vel a ataques. Por isso, tanto
XOM como AEGIS fornecem me´todos para cifrar o co´digo compilado para um determinado
processador e executar esse co´digo num ambiente protegido contra certos ataques, como
engenharia reversa e adulterac¸a˜o. Sempre que os dados abandonam o processador sa˜o ci-
frados, e so´ sa˜o decifrados quando sa˜o carregados da memo´ria principal para a cache do
processador. Ambas as soluc¸o˜es admitem um TCB que inclui o processador seguro, a nı´vel
de hardware. Relativamente ao software, XOM inclui no TCB o co´digo da aplicac¸a˜o e o hiper-
visor enquanto que no caso do AEGIS o hipervisor e´ substituı´do pelo kernel de seguranc¸a.
Tanto XOM como AEGIS sa˜o vulnera´veis a ataques de side-channel, isto e´, ataques basea-
dos na monitorizac¸a˜o do consumo de energia e emisso˜es eletromagne´ticas enquanto um
dispositivo esta´ a executar operac¸o˜es criptogra´ficas.
A ARM propoˆs outra tecnologia, TrustZone [2], que se baseia num conjunto de mo´dulos
de seguranc¸a baseadas em componentes hardware AMBA (Advanced Microcontroller Bus Ar-
chitecture) para os processadores ARM. Esta tecnologia introduziu os conceitos de modos
de execuc¸a˜o “seguro” e “normal”. Esta separac¸a˜o entre modos de execuc¸a˜o seguros e
na˜o seguros e´ similar a` separac¸a˜o habitual entre modos privilegiados e na˜o privilegiados
(kernel/utilizador), embora estes dois u´ltimos coexistam com os dois primeiros. O modo
“seguro” e´ isolado do modo “normal” e executa um kernel de seguranc¸a, drivers de dispositi-
vos e aplicac¸o˜es de forma segura e confia´vel. De modo a interagir entre os modos “seguro”
e “normal”, TrustZone recorre a um monitor de seguranc¸a responsa´vel por controlar as
trocas de ambiente de execuc¸a˜o de forma segura. A entrada no modo seguro pode ser acio-
nada pelo software que executa uma instruc¸a˜o dedicada (SMC – Secure Monitor Call) ou por
uma se´rie de mecanismos de excec¸a˜o. O co´digo do monitor geralmente guarda o estado do
modo “seguro” atual e restaura o estado do modo “seguro” para o qual esta´ a ser alterado.
Desta forma, TrustZone garante que o co´digo no modo “normal” na˜o consegue compro-
meter o software no modo “seguro”. O conceito de modos seguros e normais estendem-se
para ale´m do processador, de modo a abranger memo´ria, software, transac¸o˜es de barra-
mento, interrupc¸o˜es e perife´ricos dentro de um SoC (Sistema-em-um-Chip). Os mo´dulos de
seguranc¸a em hardware adicionais permitem isolar, atrave´s de hardware, a memo´ria fı´sica e
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os perife´ricos da ma´quina. No entanto, esta arquitetura requer um kernel de seguranc¸a para
garantir o isolamento seguro de processos, a sua gesta˜o e os mecanismos de certificac¸a˜o
de software. Para ale´m disso, TrustZone na˜o contempla contramedidas para ataques fı´sicos,
sendo que a ARM recomenda armazenar todo o co´digo e dados no mundo seguro. Ainda,
esta abordagem coloca limites significativos na funcionalidade do compartimento seguro
uma vez que a Memo´ria Esta´tica de Acesso Aleato´rio (SRAM) no processador e´ muito mais
cara que a DRAM com a mesma capacidade. O TCB de TrustZone contempla o processador
seguro e os modos seguros (firmware, OS e aplicac¸a˜o).
A Intel apresentou recentemente a tecnologia SGX [17]. Esta arquitetura oferece um am-
biente de execuc¸a˜o seguro em infraestruturas na˜o confia´veis atrave´s de um conjunto de
instruc¸o˜es no CPU. Estas instruc¸o˜es permitem que o utilizador declare parte do seu espac¸o
de enderec¸amento virtual como enclaves seguros para proteger co´digo e dados sensı´veis. O
enclave tem acesso a` memo´ria da aplicac¸a˜o anfitria˜, mas o contra´rio nunca acontece. Ou
seja, qualquer tentativa externa de acesso a` memo´ria do enclave e´ barrada pelo processa-
dor. SGX na˜o confia no OS e como tal o CPU supervisiona todas as suas operac¸o˜es de
gesta˜o do enclave. Ale´m disso, toda a memo´ria do enclave e´ cifrada quando escrita para a
DRAM atrave´s de mo´dulos hardware de criptografia. Esta tecnologia oferece, para ale´m de
isolamento de memo´ria, mecanismos para verificar o enclave, para armazenar dados confi-
denciais de forma criptograficamente segura e para certificac¸a˜o de software, demonstrando
a integridade do co´digo e que este esta´ a ser executado dentro do enclave. Quando um
enclave e´ carregado para memo´ria, o CPU calcula o resumo criptogra´fico do seu conteu´do
e armazena-o num registo denominado MRENCLAVE. Antes de o executar, o processador
compara o valor calculado com a versa˜o fornecida pelo autor do co´digo e aborta a sua
execuc¸a˜o em caso de incompatibilidade. De forma complementar, um processador com
SGX conte´m uma chave privada assime´trica u´nica que apenas pode ser acedida via um
enclave especial denominado Quoting Enclave (QE). O QE assina resumos criptogra´ficos de
enclaves locais e gera umas estruturas denominadas por QUOTE. A certificac¸a˜o de software
remota utiliza este QUOTE para verificar a integridade do co´digo a ser executado num
determinado enclave e que este pertence a um processador SGX genuı´no. O SGX reduz
o seu TCB incluindo apenas o processador e o co´digo dos enclaves. Esta tecnologia e´, no
entanto, vulnera´vel a ataques side-channel. Iso-X [27] e Sanctum [18] sa˜o duas arquiteturas
muito similares a` do SGX. As principais vantagens do Iso-X sa˜o o facto de na˜o limitar o
local onde as pa´ginas de memo´ria dos enclaves residem, oferecendo uma maior flexibili-
dade no uso da memo´ria, e permitir o crescimento dinaˆmico dos enclaves. Iso-x requer
apenas a adic¸a˜o de seis instruc¸o˜es ISA necessa´rias para a gesta˜o dos enclaves e outras duas
instruc¸o˜es opcionais para suportar o intercaˆmbio de pa´ginas, que na˜o precisam de cons-
tar no TCB. Estas alterac¸o˜es de hardware adicionam, no entanto, sobrecarga ao tempo de
ciclo do processador e na˜o protegem contra ataques de temporizac¸a˜o de cache. Sanctum
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introduziu mecanismos para contornar os ataques de software, nomeadamente ataques de
cache-timing e address translation. Para tal, Sanctum apenas adiciona hardware a`s interfaces
entre blocos do CPU e recorre a um monitor seguro confia´vel que verificar as deciso˜es de
alocac¸a˜o de recursos do OS assegurando-se, por exemplo, que uma regia˜o DRAM na˜o e´
acessı´vel para dois compartimentos diferentes. Nesta arquitetura, a DRAM do computador
e´ dividida em regio˜es contı´nuas de tamanhos iguais e cada regia˜o usa conjuntos distintos
no u´ltimo nı´vel da cache partilhado. Cada regia˜o DRAM e´ alocada a exatamente um com-
partimento, oferecendo isolamento aos compartimentos tanto a nı´vel de DRAM como do
u´ltimo nı´vel da cache (LLC - Last Level Cache). A principal melhoria em relac¸a˜o ao SGX e´
a defesa contra ataques de software que analisam os padro˜es de acesso a` memo´ria de um
compartimento isolado para inferir informac¸o˜es privadas. No entanto, Sanctum apenas
considera este tipo de ataques (de software) e na˜o oferece protec¸a˜o contra qualquer ataque
fı´sico. O seu TCB inclui, para ale´m do processador, o modulo da aplicac¸a˜o e o monitor
seguro.
A AMD apresentou a mais recente tecnologia de hardware confia´vel que cifra e protege
a memo´ria do sistema: AMD Memory Encryption Technology [38]. Esta tecnologia e´ focada
primeiramente em infraestruturas da nuvem publica e, mais em especı´fico, em infraestru-
turas com servic¸o (IaaS – Infrastructure as a Service). Como principais componentes possui
o Secure Memory Encryption (SME) e o Secure Encrypted Virtualization (SEV). Ambos
sa˜o geridos pelo sistema operativo ou hipervisor e na˜o requerem nenhuma modificac¸a˜o no
co´digo da aplicac¸a˜o. SME usa hardware dedicado nos controladores de memo´ria para ci-
frar dados gravados na DRAM e decifra´-los quando lidos, lidando assim com os ataques de
acesso fı´sico. As chaves de cifragem, geridas pelo processador seguro da AMD, sa˜o geradas
aleatoriamente em cada reinicializac¸a˜o do sistema e na˜o visı´veis para o software que esta´ a
ser executado nos nu´cleos principais do CPU. SEV e´ um componente de seguranc¸a que visa
lidar com os ataques executados por parte de software privilegiado atrave´s do isolamento
por ma´quinas virtuais cifradas. O espac¸o de memo´ria das ma´quinas virtuais e´ cifrado, re-
correndo a uma chave de encriptac¸a˜o especı´fica da ma´quina, e protegido do hipervisor ou
de outras ma´quinas virtuais da mesma plataforma. Embora os componentes SME e SEV
fornec¸am protec¸a˜o contra ataques fı´sicos ou ataques por software privilegiado, a nova tecno-
logia da AMD na˜o fornece protec¸a˜o relativamente a` integridade da memo´ria. Isto torna-se
um fator problema´tico uma vez que permite que um hipervisor malicioso com acesso pri-
vilegiado consiga alterar ou manipular as pa´ginas de memo´ria cifrada da ma´quina virtual.
Comparativamente com o SGX, esta tecnologia da AMD apresenta um TCB maior, uma vez
que inclui o sistema operativo e o hipervisor.










TPM 7 X X X 7 ⇠
TXT X X X X X ⇠
XOM X 7 7 X 7 X
AEGIS X X X X 7 X
TrustZone X 7 7 7 7 7
SGX X X X X 7 X
Iso-X X X 7 7 7 X
Sanctum X X X X X 7
AMD SEV/SME X X X X 7 X
Tabela 1: Comparac¸a˜o de algumas arquiteturas de computac¸a˜o confia´vel baseadas em hardware
3e 7 indicam o suporte ou na˜o da funcionalidade e ⇠ indica suporte parcial
De uma forma geral, existem duas grandes abordagens para tecnologias de hardware
confia´vel: a adic¸a˜o de um coprocessador seguro ou a alterac¸a˜o do pro´prio processador
da ma´quina de forma a garantir os principais conceitos da computac¸a˜o confia´vel. Algu-
mas arquiteturas apresentam a noc¸a˜o de um modo seguro separado do modo normal de
execuc¸a˜o que oferece uma execuc¸a˜o isolada do co´digo da aplicac¸a˜o. As diversas tecnolo-
gias apresentam diferentes soluc¸o˜es para alcanc¸ar uma computac¸a˜o confia´vel, mas todas
elas apresentam algumas vulnerabilidades. Um ponto muito forte na computac¸a˜o confia´vel
e que tem sido dos principais objetivos no desenvolvimento de hardware confia´vel consiste
na reduc¸a˜o do TCB. Quanto menor for o nu´mero de componentes que sa˜o necessa´rios con-
fiar, menos vulnera´vel se torna a aplicac¸a˜o a ataques. A tabela 1 apresenta uma comparac¸a˜o
entre algumas das tecnologias anteriormente abordadas. A` excec¸a˜o do TPM, todas elas ofe-
recem isolamento da aplicac¸a˜o. Contrariamente, a resisteˆncia a ataques side-channel e´ a
maior complicac¸a˜o destas soluc¸o˜es, sendo que apenas o TXT e o Sanctum suportam esta
defesa. A tecnologia Sanctum, embora apresente mecanismos capazes de resistir a este tipo
de ataques, e´ vulnera´vel a ataques fı´sicos. O mesmo acontece com a tecnologia TXT, que
apenas oferece uma protec¸a˜o parcial para estes ataques. Ale´m disso, ambas as tecnolo-
gias apresentam um TCB mais complexo do que o do SGX, o que se pode traduzir num
maior nu´mero de componentes que podem comprometer a seguranc¸a do sistema. Ambas
as tecnologias da Intel (SGX) e da AMD (Memory Encryption Technology) suportam pratica-
mente todas estas caracterı´sticas, sendo que apenas na˜o conseguem oferecer resisteˆncia a
ataques side-channel. Segundo o estudo realizado por Mofrad et al., a AMD Memory En-
cryption Technology efetua um processamento mais ra´pido que o SGX quando a aplicac¸a˜o
protegida requer um conjunto alargado de recursos de memo´ria. Por outro lado, o SGX
fornece protec¸a˜o da integridade da memo´ria oferecendo uma maior confidencialidade que
a tecnologia da AMD. Este estudo concluiu que a AMD Memory Encryption Technology e´
mais adequada para proteger aplicac¸o˜es complexas enquanto que o SGX e´ mais adequado
para cena´rios mais pequenos, mas mais sensı´veis em termos de seguranc¸a.
Devido ao seu reduzido TCB, a`s caracterı´sticas de computac¸a˜o confia´vel que disponibiliza
e a` seguranc¸a e confidencialidade que oferece, optou-se por recorrer a` tecnologia SGX como
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tecnologia de hardware confia´vel a integrar num sistema de armazenamento modular e
configura´vel. A sec¸a˜o seguinte descreve em mais detalhe esta tecnologia e alguns dos seus
conceitos mais relevantes.
2.1.3 Intel SGX: Visa˜o geral
Como referido anteriormente, a tecnologia SGX consiste num conjunto de instruc¸o˜es
adicionadas ao CPU que permitem o isolamento das aplicac¸o˜es numa a´rea reservada de
memo´ria. Estas a´reas (enclaves) sa˜o restritas a` aplicac¸a˜o em causa e impedem o acesso por
parte de aplicac¸o˜es externas ou mesmo pelo pro´prio kernel. Para fazer a “ponte” entre o
ambiente confia´vel e o na˜o confia´vel, o SGX possui func¸o˜es que permitem a entrada/saı´da
do enclave de forma segura e para cifrar os dados quando estes o abandonam.
Controlo de acessos
O SGX reserva uma regia˜o da memo´ria denominada por PRM (Processor Reserved Memory).
Esta regia˜o e´ protegida pelo processador de qualquer tentativa de acesso externa ao enclave,
incluindo por parte do kernel, do hipervisor ou acessos diretos a` memo´ria por perife´ricos.
A figura 2 mostra a divisa˜o destas a´reas de memo´ria.
O PRM inclui o Enclave Page Cache (EPC), que consiste em pa´ginas de 4KB que arma-
zenam o co´digo e os dados do enclave. A cada enclave sa˜o atribuı´das uma ou mais pa´ginas
EPC, por parte do software do sistema, e o CPU monitoriza o estado de cada pa´gina atrave´s
do EPCM (Enclave Page Cache Metadata).
Sempre que e´ efetuado um pedido de acesso a determinado enderec¸o e´ verificado primei-
ramente se o objetivo e´ aceder a` memo´ria de algum enclave. Se for esse o caso, verifica-se se
o enderec¸o consta no EPC e em caso afirmativo o acesso e´ permitido se a aplicac¸a˜o estiver
autorizada a fazeˆ-lo. Caso contra´rio o acesso e´ negado.
Se na˜o pretender aceder a` memo´ria do enclave mas o enderec¸o constar no EPC, o acesso
e´ igualmente negado. Por u´ltimo, se o enderec¸o na˜o constar no EPC o acesso e´ concedido.
Figura 2: Memo´ria do SGX (Adaptado de Costan and Devadas)
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Ciclo de vida do enclave
A primeira fase de vida do enclave passa pela sua inicializac¸a˜o. Durante esta fase, o
software do sistema pede ao processador para copiar os dados iniciais do enclave da memo´ria
desprotegida (fora do PRM) para pa´ginas do EPC e atribuir essas pa´ginas ao enclave que
esta´ a ser inicializado. Apo´s o carregamento de todas as pa´ginas do enclave para o EPC,
o enclave e´ marcado como inicializado e o me´todo de inicializac¸a˜o e´ desativado. Durante
o processo de inicializac¸a˜o, o conteu´do do enclave vai sendo resumido criptograficamente.
Quando concluı´do o processo, o resumo criptogra´fico resultante torna-se no MRENCLAVE
do enclave. Apo´s este ponto, existem instruc¸o˜es especiais do CPU que permitem entrar/
sair do enclave de forma protegida. De igual forma, a criac¸a˜o e a destruic¸a˜o do enclave e´
realizada por primitivas similares.























Figura 3: Funcionamento geral de uma aplicac¸a˜o dotada de SGX.
A aplicac¸a˜o e´ dividida em duas partes: a parte na˜o confia´vel e a parte confia´vel (o en-
clave). O primeiro passo da aplicac¸a˜o e´ criar e executar o enclave (que se encontra localizado
numa a´rea de memo´ria segura conhecida como EPC) (figura 3-¿). De seguida e´ feita a
invocac¸a˜o das func¸o˜es confia´veis do enclave e e´ feita uma troca de contexto de execuc¸a˜o do
ambiente na˜o confia´vel para o enclave (figura 3-¡). Uma vez la´ dentro, e´ feito o processa-
mento necessa´rio sobre os dados sensı´veis de forma segura (figura 3-¬). Apo´s terminado o
processamento, as func¸o˜es seguras devolvem os resultados a` aplicac¸a˜o e existe novamente
uma troca de contexto, neste caso, do enclave para o ambiente na˜o confia´vel (figura 3-√). A
partir deste ponto a aplicac¸a˜o continua a executar normalmente (figura 3-ƒ).
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Ecalls/Ocalls
O conceito do SGX baseia-se na execuc¸a˜o de co´digo crı´tico num ambiente de execuc¸a˜o
confia´vel. Desta forma, o co´digo da aplicac¸a˜o e´ dividido em duas partes: o co´digo confia´vel,
isto e´, o co´digo crı´tico que deve ser executado dentro do enclave, e o co´digo na˜o confia´vel,
que corresponde ao co´digo da aplicac¸a˜o que e´ executado no ambiente de execuc¸a˜o normal.
Ao construir um enclave e´ necessa´rio definir uma interface Enclave Definition Language
(EDL), como exemplificado no excerto de co´digo 2.1, onde se especificam as func¸o˜es ECALL
(“enclave call”) e as func¸o˜es OCALLs (“outside the enclave”). As primeiras sa˜o o ponto de en-
trada para o enclave a partir da aplicac¸a˜o na˜o confia´vel (trusted). As func¸o˜es OCALL sa˜o
aquelas que sa˜o invocadas de dentro do enclave para executar determinado co´digo no ambi-
ente na˜o confia´vel e depois retornar ao enclave (untrusted). O Kit de desenvolvimento de soft-
ware (SDK) do SGX inclui uma ferramenta denominada por Edger8r que atrave´s da ana´lise
do ficheiro .edl gera automaticamente quatro ficheiros: o .c e o .h com a implementac¸a˜o das
func¸o˜es confia´veis (aquelas que sa˜o definidas no enclave) e o .c e .h com a implementac¸a˜o
das func¸o˜es na˜o confia´veis (aquelas executadas pela parte na˜o confia´vel da aplicac¸a˜o que
invocam as func¸o˜es do enclave).
enclave {
trusted {
public void test_ecall_user_check ([ user_check] int * ptr);
public void test_ecall_in ([in] int * ptr);
public void test_ecall_out ([out] int * ptr);
public void test_ecall_in_out ([in, out] int * ptr);
};
untrusted {
void test_ocall_user_check ([ user_check] int * ptr);
void test_ocall_in ([in] int * ptr);
void test_ocall_out ([out] int * ptr);
void test_ocall_in_out ([in, out] int * ptr);
};
};
Excerto de Co´digo 2.1: Exemplo da sintaxe do ficheiro .edl
Quando estas func¸o˜es possuem apontadores como argumento e´ necessa´rio indicar a
direc¸a˜o destes: in, out ou a combinac¸a˜o dos dois. Este atributo de direc¸a˜o instrui o proxy res-
ponsa´vel pela separac¸a˜o/ligac¸a˜o entre os ambientes confia´veis e na˜o confia´veis para efetuar
uma co´pia do buffer assinalado pelo apontador. Posto isto, o atributo de direc¸a˜o deve ser
acompanhado pelo tamanho dos dados a copiar (regra geral: total de bytes). Caso o tama-
nho a copiar na˜o seja indicado, sera˜o copiados o nu´mero de bytes equivalente ao resultado
da aplicac¸a˜o da func¸a˜o sizeof ao apontador.
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IN Indica que o conteu´do do apontador deve ser passado da aplicac¸a˜o para o enclave
(onde sera˜o processados), no caso das ECALLs (por exemplo, a func¸a˜o test ecall in do
excerto de co´digo 2.1), ou do enclave para a aplicac¸a˜o, no caso das OCALLs (func¸a˜o
test ocall in), aquando a invocac¸a˜o da func¸a˜o. No caso de uma ECALL, e´ alocado
um buffer na memo´ria interna ao enclave para o qual sera´ copiado o conteu´do do
apontador. Qualquer alterac¸a˜o efetuada sobre estes dados dentro do enclave na˜o sera´
visı´vel para a aplicac¸a˜o uma vez que estes foram copiados. No caso das OCALLs o
processo e´ ideˆntico, com a excec¸a˜o que os dados sa˜o copiados do enclave para um
novo buffer na aplicac¸a˜o.
OUT Indica que os dados devem ser transferidos (tal como no caso do in) no fim da
invocac¸a˜o da func¸a˜o. Quando a func¸a˜o e´ invocada, e´ alocado um novo buffer e iniciali-
zado a zeros. No final da func¸a˜o, o conteu´do desse buffer e´ enta˜o copiado para o pro-
cesso original (do enclave para a aplicac¸a˜o no caso das ECALLs – func¸a˜o test ecall out
– e da aplicac¸a˜o para o enclave no caso das OCALLs – func¸a˜o test ocall out).
E´ ainda possı´vel combinar ambas as direc¸o˜es (in e out), como exemplificado pelas func¸o˜es
test ecall in out e test ocall in out). Desta forma os dados sera˜o copiados aquando o inı´cio
da func¸a˜o, processados e novamente copiados no fim para o processo original.
Existem situac¸o˜es em que as restric¸o˜es impostas pelos paraˆmetros in e out sa˜o difı´ceis
de cumprir. Por exemplo, se o buffer for demasiado grande para ser mantido na memo´ria
do enclave e´ necessa´rio fragmenta´-lo e processa´-lo em blocos mais pequenos e invocar o
enclave va´rias vezes. Em alternativa, e´ possı´vel utilizar a opc¸a˜o user check, que permite que
o enclave aceda diretamente a` memo´ria externa. Embora esta opc¸a˜o possa trazer melhorias
em termos de desempenho quando comparada com as restantes, se na˜o for aplicada corre-
tamente pode introduzir espac¸o para falhas de seguranc¸a. Por isso, utilizac¸a˜o desta opc¸a˜o
deve ser sempre acompanhada por verificac¸o˜es adicionais no co´digo para evitar a fuga de
informac¸o˜es confidenciais do enclave.
Seal/Unseal
Por vezes e´ necessa´rio armazenar, de forma segura, certos dados no meio de armazena-
mento (como o disco) e que, posteriormente, sera˜o novamente utilizados no enclave. Este
processo, armazenamento selado, pode ser feito atrave´s da operac¸a˜o SEAL. Esta func¸a˜o ci-
fra os dados com uma chave privada seal, que e´ u´nica para cada plataforma. Existem dois
tipos de chave seal. Uma delas e´ derivada a partir da chave do processador juntamente
com o resumo criptogra´fico do enclave (MRENCLAVE), sendo que apenas o mesmo software
a ser executado no mesmo processador podera´ executar a operac¸a˜o inversa (UNSEAL). A
outra chave seal e´ derivada a partir da chave do processador em conjunto com o resumo
criptogra´fico da chave pu´blica atribuı´da pelo ISV aquando a compilac¸a˜o do software (MR-
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SIGNER). Quando utilizada esta chave e´ possı´vel manter a compatibilidade entre diferentes
verso˜es do mesmo enclave ou partilhar segredos entre enclaves no mesmo processador.
Certificac¸a˜o de software local/remota
Uma aplicac¸a˜o pode ser constituı´da por diferentes enclaves que interagem uns com os
outros. De forma a permitir que um enclave prove a sua identidade e autenticidade para
uma outra parte na mesma plataforma recorre-se ao mecanismo de certificac¸a˜o de software
local (local attestation). Neste mecanismo, o hardware gera uma credencial (conhecida por
REPORT) que inclui uma prova criptogra´fica de como o enclave existe naquela plataforma.
O mecanismo de certificac¸a˜o de software remota permite avaliar a identidade de um en-
clave, a sua estrutura, a integridade do seu co´digo e garante que este executa num processa-
dor SGX genuı´no. Apo´s um pedido de certificac¸a˜o de software remota e´ gerada a credencial
local e convertida para uma credencial remota (QUOTE) que sera´ enviado para a entidade
que efetuou o pedido e que o ira´ verificar. No final do processo de certificac¸a˜o de software e
consoante os atributos do enclave, a entidade que requisitou a certificac¸a˜o de software decide
se deve ou na˜o confiar no enclave. Ale´m disso, este mecanismo proporciona um segredo
partilhado preliminar entre a entidade que efetuou o pedido de certificac¸a˜o e a aplicac¸a˜o do
enclave que ajuda a estabelecer um canal seguro de comunicac¸a˜o pela rede na˜o confia´vel.
2.2 computac¸a˜o confia´vel em armazenamento
A recente tecnologia da Intel tem sido alvo de pesquisas em diferentes a´reas entre as
quais base de dados, sistemas de armazenamento, machine learning, etc.
Existem propostas, como Graphene-SGX [15], Haven [7], SCONE [4] e Panoply [65], que
incidem em portar, desenvolver e executar aplicac¸o˜es em ambientes de execuc¸a˜o confia´vel
com o mı´nimo de modificac¸o˜es necessa´rias. Estes sistemas garantem confidencialidade e
integridade, atrave´s da protec¸a˜o e do isolamento das aplicac¸o˜es e dos seus dados, de acesso
na˜o autorizado ou processos na˜o confia´veis (OS, hipervisor, etc.).
Alguns sistemas, comoOpaque [77] e VC3 [62], permitem, com recurso ao SGX, a execuc¸a˜o
de operac¸o˜es analı´ticas sobre dados com fortes garantias de seguranc¸a, utilizando platafor-
mas de ana´lise de dados como Apache Spark [76] e Hadoop MapReduce [22]. Outro to´pico que
tambe´m tem sido alvo de investigac¸a˜o com o auxı´lio do SGX e´ machine learning. Ohrimenko
et al. [50] e Ku¨c¸u¨k et al. [40] introduzem sistemas focados na preservac¸a˜o da privacidade
em machine learning e na execuc¸a˜o confia´vel sobre fontes de dados multi-party.
No que toca a gesta˜o de base de dados, existe o EnclaveDB [57], um motor de base de da-
dos SQL seguro que assegura confidencialidade e integridade dos dados, mantendo todas
as tabelas, ı´ndices e interrogac¸o˜es na memo´ria do enclave, protegendo assim contra entida-
des na˜o autorizadas ou servidores/administradores de base de dados maliciosos. HardIDX
2.3. Deduplicac¸a˜o de Dados Segura 19
[28] e´ um sistema que propo˜e uma abordagem baseada em hardware para pesquisas sobre
dados cifrados, permitindo a implementac¸a˜o de um ı´ndice de base de dados com grande
desempenho. REARGUARD [69] e´ outro mecanismo de pesquisa sobre dados cifrados que
utiliza SGX. Ainda no tema de pesquisas, X-Search [49] introduz um mecanismo de pesqui-
sas na Web que recorre aos me´todos de isolamento e seguranc¸a do SGX.
SecureKeeper e´ uma versa˜o melhorada do servic¸o de coordenac¸a˜o ZooKeeper que utiliza
SGX para preservar a confidencialidade e a integridade dos dados manuseados por este.
Este sistema recorre a va´rios enclaves para garantir que os dados fornecidos pelo cliente no
ZooKeeper esta˜o sempre devidamente cifrados quando abandonam o enclave e que todo o
processamento sobre a forma original dos dados e´ feito de forma segura.
Relativamente a sistemas de ficheiros, a Intel lanc¸ou a biblioteca Protected File System Li-
brary for SGX [70] que permite criar, trabalhar e eliminar ficheiros dentro do enclave. Uma
vez que as func¸o˜es por ela oferecida possuem algumas falhas de seguranc¸a, nomeadamente
no que diz respeito a` observac¸a˜o das interac¸o˜es entre o enclave e o kernel, surgiu recente-
mente o sistema OBLIVIATE [1] que, adaptando o protocolo ORAM (Oblivious RAM) para
escritas e leituras de um ficheiro dentro do enclave, tenta esconder os padro˜es de acesso aos
ficheiros.
Uma vez que e´ recorrente a utilizac¸a˜o de te´cnicas de encriptac¸a˜o e, por vezes, e´ necessa´ria
a troca de chaves entre o cliente e o servidor, muitos estudos incidem na troca segura destas
chaves. Neste sentido, Poster [44] propo˜e uma plataforma que visa fornecer as chaves dos
utilizadores para os enclaves do SGX de forma segura.
Em suma, existem ja´ algumas propostas que recorrem ao hardware para aumentar a
seguranc¸a em sistemas de armazenamento, mas estas sa˜o ainda muito escassas. As soluc¸o˜es
em cima apresentadas visam permitir o uso de certas te´cnicas, nomeadamente a indexac¸a˜o
e deduplicac¸a˜o, em sistemas de armazenamento na nuvem de uma forma mais confia´vel.
Contudo, estes sistemas divergem do objetivo desta dissertac¸a˜o uma vez que, nestes casos,
o SGX e´ utilizado para a seguranc¸a de sistemas com funcionalidades especı´ficas. Esta
dissertac¸a˜o pretende dotar com SGX um sistema de armazenamento modular e confi-
gura´vel de forma a permitir implementar de forma segura qualquer funcionalidade de
armazenamento.
Como caso de estudo desta dissertac¸a˜o foi escolhida a te´cnica da deduplicac¸a˜o de dados.
A pro´xima sec¸a˜o apresenta o conceito desta funcionalidade e enumera as atuais soluc¸o˜es
para deduplicac¸a˜o segura com e sem hardware confia´vel.
2.3 deduplicac¸a˜o de dados segura
Como referido anteriormente, existem muitas te´cnicas essenciais para a gesta˜o de um
sistema de armazenamento que sa˜o orientadas ao conteu´do e como tal na˜o podem ser apli-
2.3. Deduplicac¸a˜o de Dados Segura 20
cadas sobre dados cifrados. Esta dissertac¸a˜o recorre a` te´cnica de deduplicac¸a˜o de dados
como caso de estudo, uma vez esta apresenta-se como um bom exemplo de uma funcionali-
dade de armazenamento orientada ao conteu´do, que contempla uma ampla investigac¸a˜o no
to´pico de deduplicac¸a˜o segura, e combina problemas de reduc¸a˜o de espac¸o com indexac¸a˜o.
Esta sec¸a˜o apresenta a descric¸a˜o desta te´cnica de armazenamento e expo˜e as va´rias soluc¸o˜es
da literatura que pretendem permitir a aplicac¸a˜o da deduplicac¸a˜o sobre dados cifrados.
O termo “deduplicac¸a˜o de dados” refere-se a te´cnicas que eliminam dados redundan-
tes, por exemplo ficheiros ou blocos, armazenando apenas uma u´nica co´pia e criando uma
refereˆncia lo´gica para esta co´pia de forma a que diferentes pedidos lo´gicos de armazena-
mento para o mesmo conteu´do sejam redirecionados para a mesma co´pia u´nica [54]. A
deduplicac¸a˜o reduz os requisitos de espac¸o e, quando aplicada remotamente, a largura de
banda dos servic¸os de armazenamento de dados, sendo mais eficaz quando aplicada sobre
os dados de diversos utilizadores.
Na deduplicac¸a˜o entre va´rios utilizadores (cross-user deduplication), cada bloco ou ficheiro
e´ comparado com os dados de outros utilizadores e e´ deduplicado se ja´ existir uma co´pia
ideˆntica disponı´vel no servidor. Deduplicac¸a˜o single-user e´ utilizada para remover re-
dundaˆncia de dados pertencentes a um u´nico utilizador. A deduplicac¸a˜o entre va´rios utili-
zadores possui um maior potencial para poupar espac¸o de armazenamento, principalmente
perante ficheiros grandes que sa˜o partilhados por muitos utilizadores.
Existem duas estrate´gias de deduplicac¸a˜o, relativamente a` granularidade: deduplicac¸a˜o
ao nı´vel do ficheiro ou ao nı´vel do bloco. Na primeira, a redundaˆncia dos dados e´ explo-
rada ao nı´vel dos ficheiros, sendo apenas armazenada uma co´pia de cada documento e as
restantes sendo associadas a esta co´pia. Na segunda estrate´gia, cada ficheiro e´ dividido em
mu´ltiplos blocos e a redundaˆncia de dados e´ explorada ao nı´vel do bloco.
Por outro lado, a deduplicac¸a˜o pode ser efetuada quer ao nı´vel do servidor quer ao
nı´vel do cliente. Na deduplicac¸a˜o do lado do servidor (server-side deduplication), o servidor
verifica se o ficheiro 1 enviado pelo cliente ja´ foi previamente armazenado. Em caso afir-
mativo, o servidor na˜o o armazena novamente, mas, em vez disso, regista o cliente como
proprieta´rio desse ficheiro e permite-lhe o acesso ao ficheiro partilhado. Esta abordagem
atinge o objetivo de reduzir espac¸o, mas exige que o cliente envie sempre o ficheiro que
pretende armazenar. Na deduplicac¸a˜o do lado do cliente (client-side deduplication), antes de
carregar um ficheiro, o cliente verifica se este ja´ se encontra armazenado na nuvem, envi-
ando ao servidor o resumo criptogra´fico do conteu´do para que o mesmo verifique a sua
existeˆncia no armazenamento remoto. Se o ficheiro ja´ estiver armazenado na nuvem, o cli-
ente na˜o necessita de o enviar, e o servidor permite-lhe o acesso ao documento da mesma
1 No caso da deduplicac¸a˜o ao nı´vel do bloco, o processo e´ semelhante.
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forma descrita anteriormente. Neste caso, a deduplicac¸a˜o do lado do cliente consegue na˜o
so´ reduzir os requisitos de armazenamento, mas tambe´m os de largura de banda.
De forma a encontrar, de forma eficiente, os dados duplicados, a deduplicac¸a˜o baseia-se
em ı´ndices do conteu´do dos ficheiros/blocos. Para manter estes ı´ndices reduzidos, sa˜o
utilizados resumos criptogra´ficos desses mesmos conteu´dos. Devido a este pormenor, os
dados cifrados tornam-se um impasse para a deduplicac¸a˜o, uma vez que com os dados
cifrados probabilisticamente torna-se difı´cil detetar dados ideˆnticos, pelo que a criptografia
utilizada deve permitir adotar esta estrate´gia. Com este objetivo em mente, foram surgindo
va´rias soluc¸o˜es para uma deduplicac¸a˜o segura. De seguida sera˜o expostas as soluc¸o˜es do
estado da arte que pretendem aplicar a deduplicac¸a˜o sobre dados cifrados, mantendo a
confidencialidade e integridade destes.
2.3.1 Soluc¸o˜es tradicionais de deduplicac¸a˜o segura
Como explicado anteriormente, a criptografia probabilı´stica impossibilita a deduplicac¸a˜o.
Assim, Whiting and Dilatush introduziu, em 1995, o me´todo de combinar chaves basea-
das no conteu´do com a deduplicac¸a˜o denominado por Criptografia Convergente (CE) (do
ingleˆs “Convergent Encryption”) [12, 23]. A CE utiliza o resumo criptogra´fico do conteu´do
dos ficheiros como chave para cifrar os dados. Desta forma, dados ideˆnticos originaram o
mesmo criptograma, permitindo assim a aplicac¸a˜o de te´cnicas de deduplicac¸a˜o sobre da-
dos cifrados. Para comparar dois criptogramas sa˜o utilizadas etiquetas (T) que, neste caso,
equivalem ao resumo criptogra´fico do respetivo criptograma, T = Hash(C). Apesar da crip-
tografia convergente assegurar a privacidade dos dados perante deduplicac¸a˜o, e´ vulnera´vel
a ataques de forc¸a bruta. Uma vez que a CE e´ um esquema de criptografia sime´trica de-
terminı´stica, o seu espac¸o-chave e´ limitado e, atrave´s da gerac¸a˜o da chave convergente de
cada mensagem e do ca´lculo do respetivo criptograma, a mensagem alvo pode ser inferida.
Farsite [13] e Pastiche [19] sa˜o um sistema de armazenamento distribuı´do e um sistema
de co´pias de seguranc¸a, respetivamente, que utilizam criptografia convergente para apli-
car deduplicac¸a˜o. Farsite desenvolveu a CE para aplicar deduplicac¸a˜o a nı´vel do ficheiro.
O cliente calcula o resumo criptogra´fico do conteu´do do ficheiro e utiliza-o como chave
para cifrar o documento. De seguida, cifra tambe´m esse resumo criptogra´fico com as cha-
ves pu´blicas dos leitores autorizados do ficheiro e anexa os valores cifrados como meta-
dados. Por sua vez, Pastiche propoˆs a vertente HCE (Hash Convergent Encryption) para
deduplicac¸a˜o ao nı´vel de blocos. Em HCE, os dados sa˜o cifrados com o seu resumo crip-
togra´fico e a etiqueta (T) e´ gerada calculando o resumo criptogra´fico da chave utilizada
para cifrar, T = Hash(K) com K = Hash(F). HCE e´ vulnera´vel a ataques de forc¸a bruta e
ataques de falsos duplicados, onde um utilizador honesto pode ficar incapaz de recuperar
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o seu ficheiro original, pois este pode ser substituı´do por um falso sem que a substituic¸a˜o
seja detetada.
Mais tarde, Bellare et al. [9] propoˆs a noc¸a˜o de MLE (Message-Locked Encryption) com o ob-
jetivo de resolver o problema da deduplicac¸a˜o a nı´vel do ficheiro entre mu´ltiplos utilizado-
res, e utiliza uma etiqueta para referenciar o documento. Este desenvolveu va´rias vertentes
da CE (CE, HCE1, HCE2 e RCE) e verificou o seu nı´vel de seguranc¸a. Entre essas vertentes
destaca-se a RCE (Randomized Convergent Encryption). Nesta vertente, a mensagem e´ cifrada
com uma chave aleato´ria e essa chave aleato´ria e´ cifrada com o resumo criptogra´fico da
mensagem. Neste caso, a etiqueta corresponde ao resumo criptogra´fico da chave aleato´ria.
O documento cifrado corresponde a` concatenac¸a˜o dos dois criptogramas gerados com a
etiqueta. RCE e´ tambe´m vulnera´vel ao ataque de falsos duplicados. Para colmatar este
problema, Bellare and Keelveedhi propoˆs uma versa˜o interativa de RCE, IRCE (Interactive
Randomized Convergent Encryption). Nesta versa˜o, um utilizador honesto pode verificar a
coereˆncia da etiqueta interagindo com o servidor e comprovar que o criptograma original
esta´ armazenado. Se um adversa´rio carregar um criptograma modificado, este criptograma
estara´ incoerente em relac¸a˜o a` etiqueta do ficheiro correspondente. Esta incompatibilidade
permite detetar que o texto cifrado esta´ incorreto.
Com uma estrate´gia diferente surge DupLESS (Duplicateless Encryption for Simple) [10],
apresentando uma arquitetura que utiliza criptografia convergente com ajuda de um servi-
dor para resistir aos tradicionais ataques de forc¸a bruta da CE. Em DupLESS, os clientes
cifram os seus dados com uma chave convergente gerada com a ajuda de um servidor de
chaves adicional (separado do servidor de armazenamento). O servidor de chaves gera
a chave convergente com base em duas entradas: o resumo criptogra´fico da mensagem e
uma chave do sistema. Nesta arquitetura, o cliente obte´m a chave convergente atrave´s da
interac¸a˜o com o servidor de chaves executando uma func¸a˜o pseudoaleato´ria inconsistente
(OPRF). Para evitar ataques de forc¸a bruta online por clientes comprometidos, DupLESS
utiliza a estrate´gia de limitar o nu´mero total de consultas que um cliente pode fazer num
determinado tempo. Contudo, o servidor de chaves constitui um ponto u´nico de falha e,
ale´m disso, esta te´cnica na˜o e´ adequada para deduplicac¸a˜o ao nı´vel de bloco uma vez que
provoca um aumento no tempo necessa´rio para armazenar um documento.
Sendo as chaves da CE um elemento de extrema importaˆncia e que exige uma gesta˜o
complexa destas (por parte do cliente) e algum espac¸o de armazenamento para as guar-
dar, Dekey e SecDep apresentam soluc¸o˜es para a sua gesta˜o e seguranc¸a. Dekey [41] e´
um esquema eficiente e confia´vel de gesta˜o de chaves da CE para deduplicac¸a˜o ao nı´vel
de bloco. Este divide a chave convergente de cada bloco em segredos e distribui-os por
diferentes servidores de chave, com base no esquema RSSS (Ramp Secret Sharing Scheme)
[11, 21]. Os fornecedores de servic¸os de gesta˜o de chaves (KM-CSP: key-management cloud
service provider) manteˆm as chaves convergentes dos utilizadores e fornecem servic¸os de
2.3. Deduplicac¸a˜o de Dados Segura 23
armazenamento e computac¸a˜o para facilitar a gesta˜o de chaves. Em vez de cifrar as chaves
convergentes por cliente, Dekey cria segredos partilhados a partir dessas chaves e distribui-
os pelos KM-CSPs. Desta forma, os va´rios utilizadores que possuam um bloco ideˆntico con-
seguem aceder a` mesma chave convergente, reduzindo significativamente a sobrecarga de
armazenamento de chaves convergentes. Ao contra´rio das propostas anteriores, o objetivo
de Dekey na˜o e´ a eficieˆncia do espac¸o, mas sim garantir a confiabilidade das chaves con-
vergentes, pelo que ainda sofre enormes gastos gerais de espac¸o com chaves. SecDep [78]
explora a distribuic¸a˜o redundante de dados entre utilizadores internos e externos, e usa va-
riantes de CE para chegar a um compromisso entre a seguranc¸a de dados e a deduplicac¸a˜o.
Esta tecnologia propoˆs duas abordagens: UACE (User-Aware Convergent Encryption) para
resistir a ataques de forc¸a bruta e reduzir os custos de computac¸a˜o (tempo), e MLK (Multi-
Level Key) para assegurar a seguranc¸a das chaves e reduzir as despesas gerais do espac¸o
das chaves. UACE combina deduplicac¸a˜o ao nı´vel de ficheiro entre mu´ltiplos utilizadores
com deduplicac¸a˜o ao nı´vel de bloco interna ao utilizador. O servidor, recorrendo a CE,
gera as chaves convergentes ao nı´vel ficheiro (para garantir a seguranc¸a da deduplicac¸a˜o
entre va´rios utilizadores) enquanto que as chaves a nı´vel de bloco sa˜o geradas pelo cliente.
MLK pretende reduzir a sobrecarga do espac¸o das chaves utilizando as chaves do nı´vel de
ficheiro para cifrar as chaves do nı´vel de bloco. MLK divide as chaves do nı´vel de ficheiro
em chaves de partilha via SSSS (Shamir’s Secret Sharing Scheme) [64] e distribui por va´rios
servidores de chaves para garantir a seguranc¸a e confidencialidade das chaves do nı´vel de
ficheiro. Segundo Zhou et al., SecDep mostrou-se mais eficiente em termos de tempo e de
espac¸o que as abordagens de deduplicac¸a˜o segura que a antecedem.
Outras propostas foram feitas neste aˆmbito, como acordar a chave de cifragem entre os
va´rios clientes [43] recorrendo ao protocolo PAKE (Password Authenticated Key Exchange);
cifrar com dois esquemas criptogra´ficos diferentes os ficheiros menos populares e cifrar
os mais populares apenas com criptografia convergente [67]; ou esquemas que levam em
considerac¸a˜o a popularidade dos blocos de dados e que utilizam te´cnicas de Perfect Hashing
[58].
As abordagens existentes para deduplicac¸a˜o de dados segura concentram-se em abordar
os grandes desafios de seguranc¸a para a deduplicac¸a˜o entre mu´ltiplos utilizadores, especi-
almente na nuvem. Desativar a deduplicac¸a˜o entre mu´ltiplos utilizadores claramente iria
fornecer a maior seguranc¸a possı´vel, uma vez que iria impedir alguns dos ataques, nomea-
damente fuga de informac¸a˜o entre os utilizadores. Contudo, esta na˜o e´ uma soluc¸a˜o tendo
em conta a grande necessidade de otimizar o espac¸o em disco.
Desafios semelhantes aos apontados anteriormente podem ser encontrados tambe´m em
outras funcionalidades de armazenamento, como por exemplo na compressa˜o. A aplicac¸a˜o
da te´cnica de compressa˜o sobre dados cifrados reduz fortemente o desempenho desta
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te´cnica, uma vez que se perde a noc¸a˜o de redundaˆncia dos dados. Neste caso, cifrar os
dados com um esquema determinı´stico continua a impossibilitar o sucesso desta te´cnica.
O hardware confia´vel pode ser utilizado como soluc¸a˜o para resolver estes problemas per-
mitindo, por exemplo, decifrar os dados e aplicar sobre estes as te´cnicas orientadas ao
conteu´do num ambiente de execuc¸a˜o protegido e confia´vel, sem comprometer a confiden-
cialidade e integridade dos mesmos. De seguida sa˜o apresentadas as soluc¸o˜es existentes
que recorrem a tecnologias de hardware confia´vel para oferecer uma deduplicac¸a˜o de dados
segura.
2.3.2 Deduplicac¸a˜o segura com hardware confia´vel
Atualmente existem ja´ algumas abordagens que recorrem a` seguranc¸a oferecida pelo
hardware confia´vel para tornar o armazenamento mais seguro. Por exemplo, Baracaldo
et al. [6] apresentou uma plataforma que reconcilia criptografia de ponta-a-ponta com com-
pressa˜o e deduplicac¸a˜o, garantindo confidencialidade dos dados. Esta plataforma intro-
duz um mo´dulo confia´vel, Trusted Decrypter (TD), que e´ colocado no lado do fornecedor
de servic¸os de armazenamento, e que e´ responsa´vel por procurar as chaves dos clientes,
decifrar os dados, processa´-los e reconfigurar os dados compactados e deduplicados no
armazenamento do servidor. Embora esta arquitetura esteja planeada tendo em conta as
caracterı´sticas das tecnologias de hardware confia´vel, esta plataforma na˜o possui ainda ne-
nhuma implementac¸a˜o real com hardware confia´vel.
No que diz respeito a deduplicac¸a˜o segura recorrendo a SGX existem ainda poucos sis-
temas. Dang and Chang [20] apresentaram recentemente uma arquitetura de treˆs camadas,
com deduplicac¸a˜o no lado do servidor, que permite poupar a sobrecarga de largura de
banda provocada pela deduplicac¸a˜o no lado do servidor e ao mesmo tempo evitar perdas
de informac¸a˜o da deduplicac¸a˜o do lado do cliente. Com recurso ao SGX, implementaram
um protocolo de deduplicac¸a˜o que garante privacidade e confidencialidade dos dados e
das informac¸o˜es de propriedade. A arquitetura proposta (figura 4) e´ composta por treˆs
camadas: o servidor de armazenamento (S), um proxy local (P) e os clientes (C). Nesta es-
trutura, os clientes (por exemplo, os funciona´rios de uma empresa) conectam-se ao proxy da
sua empresa que, por sua vez, esta´ ligado ao servidor de armazenamento. Os ficheiros du-
plicados, enviados pelos clientes, sa˜o detetados e removidos no proxy. A deduplicac¸a˜o ao
nı´vel dos proxies e´ realizada no lado do servidor. Esta arquitetura evita que o cliente consiga
retirar informac¸o˜es sobre a existeˆncia ou na˜o de uma co´pia ja´ armazenada no servidor. O
SGX foi utilizado para fornecer a privacidade dos dados do protocolo de deduplicac¸a˜o via
hardware. Com o recurso a esta tecnologia, as aplicac¸o˜es sa˜o executadas num ambiente pro-
tegido e confia´vel, e a integridade dos seus co´digos pode ser atestada remotamente. Nesta
arquitetura, tanto o servidor como os proxies esta˜o equipados com processadores SGX.
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Para garantir a confidencialidade dos dados sa˜o utilizadas duas camadas de criptografia.
A camada interna de criptografia e´ determinı´stica e calculada pelo dono da informac¸a˜o.
A chave utilizada e´ derivada do conteu´do e obtida atrave´s do protocolo blind signature [14]
com o enclave do proxy da respetiva empresa. A camada externa de criptografia e´ aleato´ria e
adicionada sobre uma chave secreta do processador SGX, impedindo partes na˜o confia´veis
de aprender informac¸o˜es de igualdade de dados terceiros. Esta soluc¸a˜o, no entanto, e´
tambe´m vulnera´vel a ataques online de forc¸a bruta.
Figura 4: Arquitetura proposta por Dang and Chang
Como ja´ referido, existem muitas poucas soluc¸o˜es para deduplicac¸a˜o que recorrem a
hardware confia´vel. A u´ltima soluc¸a˜o apresentada, uma vez que recorre ao uso do SGX
num sistema de armazenamento, torna-se u´til para esta dissertac¸a˜o no sentido em que de-
monstra a possibilidade de integrar esta tecnologia de hardware seguro com sistemas de
armazenamento. No entanto, a mesma diverge desta dissertac¸a˜o uma vez que apresenta
soluc¸a˜o para apenas um problema em especı´fico (deduplicac¸a˜o) enquanto que o objetivo
desta dissertac¸a˜o foca-se no desenvolvimento de um sistema de armazenamento modular
e configura´vel que permita a execuc¸a˜o confia´vel de qualquer te´cnica utilizada nestes siste-
mas.
2.4 discussa˜o
Com o aumento de informac¸a˜o digital surge a necessidade de desenvolver soluc¸o˜es que
consigam combinar as te´cnicas de reduc¸a˜o e de pesquisa de dados com os me´todos que
fornecem seguranc¸a e confidencialidade dos mesmos. A revisa˜o da literatura apresentada
previamente permite observar as va´rias soluc¸o˜es existentes neste aˆmbito e as suas vantagens
e defeitos.
No aˆmbito de computac¸a˜o confia´vel existem va´rias plataformas, focadas em hardware
confia´vel, que fornecem ambientes de execuc¸a˜o protegida e isolada e que permitem o arma-
zenamento e processamento seguro de dados sensı´veis, tentando minimizar os efeitos dos
ataques quer fı´sicos quer de software. Com o desenvolvimento que tem surgido na a´rea de
hardware confia´vel, comec¸am a surgir algumas soluc¸o˜es que recorrem a este tipo de tecno-
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logia para aumentar a seguranc¸a de diferentes tipos de sistemas. Nomeadamente, existem
soluc¸o˜es que incorporam o SGX a diferentes a´reas, como base de dados, sistemas de ar-
mazenamento, machine learning, etc. Embora estas soluc¸o˜es demonstrem a viabilidade da
incorporac¸a˜o de tecnologias de hardware confia´vel, como o SGX, em sistemas ja´ existentes,
todas elas esta˜o limitadas a um problema em especı´fico.
As soluc¸o˜es tradicionais com o objetivo de permitir a aplicac¸a˜o de te´cnicas orientadas
ao conteu´do, como a deduplicac¸a˜o, sobre dados cifrados optam por utilizar, na maioria
dos casos, esquemas de criptografia determinı´sticos, como a criptografia convergente. Este
tipo de esquemas permitem gerar o mesmo criptograma para dados ideˆnticos mesmo por
diferentes clientes. Deste modo, torna-se possı´vel utilizar certas te´cnicas que na˜o eram
possı´veis de aplicar sobre dados cifrados. Contudo, as soluc¸o˜es apontadas apresentam fa-
lhas de seguranc¸a e na˜o permitem o uso de todas as te´cnicas de armazenamento orientadas
ao conteu´do, como o caso da compressa˜o.
Existem inclusive algumas propostas para deduplicac¸a˜o segura com SGX mas sa˜o de
novo orientadas a aplicac¸o˜es especı´ficas e esquemas de deduplicac¸a˜o especı´ficos. Por outro
lado, na˜o existe ainda nenhuma soluc¸a˜o com hardware confia´vel para sistemas de armaze-
namento modulares e configura´veis. Com esta dissertac¸a˜o pretende-se avanc¸ar o estado da
arte atual e apresentar uma plataforma que aplique a tecnologia SGX a diferentes funciona-




Neste capı´tulo sera´ apresentada a arquitetura definida para o TrustFS. Esta consiste na
extensa˜o da arquitetura do SafeFS de maneira a proporcionar a integrac¸a˜o de soluc¸o˜es de
hardware confia´vel, particularmente a recente tecnologia da Intel: o SGX. Deste modo, inicial-
mente sera˜o explicados os princı´pios arquiteturais do sistema SafeFS, nomeadamente a sua
programabilidade, modularidade e flexibilidade aquando a implementac¸a˜o, configurac¸a˜o e
manutenc¸a˜o do sistema de armazenamento, e posteriormente sera˜o expostas as alterac¸o˜es
efetuadas para permitir a integrac¸a˜o do SGX. Por u´ltimo, sera´ explicado o modo de funcio-
namento do TrustFS, nomeadamente o fluxo usual de um pedido neste sistema.
3.1 safefs : visa˜o geral
SafeFS e´ uma plataforma para sistema de ficheiros empilha´veis que permite implementar
sistemas de ficheiros baseados na plataforma FUSE, de modo flexı´vel, modular e extensı´vel.
Esta plataforma segue uma abordagem de camadas permitindo combinar camadas inde-
pendentes que implementam funcionalidades de armazenamento especı´ficas, em diferentes
ordens. Os objetivos principais da plataforma SafeFS sa˜o os seguintes:
EFICA´CIA reduzir o custo da reimplementac¸a˜o de novos sistemas de ficheiros recorrendo a
camadas independentes, empilha´veis e reutiliza´veis.
COMPATIBILIDADE fornecer uma integrac¸a˜o de forma simples de sistemas de ficheiros base-
ados em FUSE como camadas individuais.
FLEXIBILIDADE configurar a pilha de camadas conforme os requisitos de aplicac¸o˜es hete-
roge´neas.
USABILIDADE ser transparente e utiliza´vel como os restantes sistemas de ficheiros FUSE.
Assim sendo, o SafeFS considera dois tipos de camadas: processamento e armazena-
mento. As camadas de processamento possuem uma func¸a˜o especı´fica que manipula ou
transforma os dados/metadados do ficheiro (p.ex., deduplica, comprime, cifra) e reenca-
minham o resultado para as camadas seguintes. As camadas de armazenamento sa˜o res-
27
3.2. Arquitetura do TrustFS 28
ponsa´veis pela persisteˆncia/pesquisa dos dados no meio de armazenamento designado
(disco, armazenamento em rede ou servic¸os de armazenamento baseados na nuvem). To-
das as camadas expo˜em uma interface ideˆntica a` API fornecida pela biblioteca FUSE, per-
mitindo assim que sejam empilhadas por qualquer ordem. Contudo, a ordem das camadas
deve ser escolhida de modo a providenciar o melhor desempenho. Isto e´, uma camada de
compressa˜o colocada depois de uma camada de encriptac¸a˜o resultara´ numa compressa˜o
ineficiente (dados cifrados possuem um grau de compressa˜o menor que os dados na sua
forma original).
Tal como nos outros sistemas baseados em FUSE, cada operac¸a˜o relacionada com siste-
mas de armazenamento (como open, read, write, seek, flush, close, mkdir, etc) e´ intercetada pelo
mo´dulo FUSE do kernel (figura 5- ) e redirecionada para o SafeFS pela biblioteca FUSE no
espac¸o do utilizador (figura 5-À). De seguida, o pedido e´ ordenadamente transmitido pelas
va´rias camadas, de forma a que cada camada apenas receba pedidos da camada imediata-
mente acima e envie pedidos apenas para a camada imediatamente abaixo (figura 5-Ã). A
camada final deve ser sempre uma camada de armazenamento de modo a providenciar per-
sisteˆncia ao sistema. No final, o resultado combinado das func¸o˜es de cada camada equivale
a` implementac¸a˜o de um sistema de armazenamento.
Algumas func¸o˜es de armazenamento podem conter algoritmos e implementac¸o˜es alter-
nativas. Por exemplo, a camada de encriptac¸a˜o pode implementar diferentes tipos de cifras
(p.e., AES, DES, etc), sendo probabilı´sticas (PRB) ou determinı´sticas (DET), atrave´s de diferen-
tes modos de operac¸a˜o (ECB, CTR, GCM, etc). Outro exemplo e´ a camada de deduplicac¸a˜o,
onde o ca´lculo do resumo criptogra´fico pode ser feito com recurso a diferentes func¸o˜es
de ca´lculo do resumo criptogra´fico (MD5, SHA256, etc). Contudo, estas implementac¸o˜es
alternativas partilham o mesmo fluxo de execuc¸a˜o das mensagens. Por isso, de modo a
maximizar a reutilizac¸a˜o do co´digo de uma camada e assim tornar a plataforma mais mo-
dular, o SafeFS fornece a noc¸a˜o de driver. Respeitando uma dada API, cada camada pode
implementar diferentes quantidades de drivers (algoritmos/implementac¸o˜es alternativas).
Essa API pode ser alterada de acordo com a especializac¸a˜o e as caracterı´sticas da camada.
3.2 arquitetura do trustfs
O TrustFS estende a arquitetura da plataforma SafeFS de modo a dotar o sistema com
soluc¸o˜es de hardware confia´vel, como o SGX, e permitir a execuc¸a˜o segura de funcionalida-
des de armazenamento orientadas ao conteu´do em servic¸os/servidores na˜o confia´veis. De
um modo geral, o servidor na˜o confia´vel onde o TrustFS sera´ executado, ira´ receber da-
dos cifrados de mu´ltiplos clientes remotos pela rede, enquanto que o TrustFS recorrera´ ao
ambiente de execuc¸a˜o isolado do SGX (enclave) para executar as computac¸o˜es necessa´rias
sobre os dados na sua forma original.
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De modo a ser compatı´vel com o SGX, a arquitetura do TrustFS (figura 5) introduz
um componente middleware (proxy SGX) que atua como intermedia´rio entre o ambiente de
execuc¸a˜o na˜o confia´vel e o ambiente seguro do enclave. Este proxy e´ responsa´vel pela gesta˜o
do ciclo de vida do enclave (criac¸a˜o, inicializac¸a˜o e destruic¸a˜o) e por reencaminhar pedidos
e receber as respostas respetivas de um determinado enclave.
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Figura 5: Arquitetura do TrustFS
Mantendo a arquitetura e os princı´pios do SafeFS, o TrustFS foi desenhado de modo a
maximizar a reutilizac¸a˜o do co´digo existente das camadas e das drivers, permitindo que esse
mesmo co´digo executasse dentro do enclave. Contudo, devido a`s limitac¸o˜es do SGX, nem
todas as func¸o˜es/bibliotecas podem ser executadas dentro do enclave, sendo necessa´rio em
alguns casos alterar/replicar algum do co´digo existente. Como tal, o TrustFS disponibiliza
duas opc¸o˜es: aplicar o proxy do SGX ao nı´vel da camada (toda a camada e´ executada no
ambiente confia´vel) ou ao nı´vel da driver (apenas as operac¸o˜es crı´ticas sa˜o executadas no
enclave).
Por um lado, existem casos em que toda a camada e´ considerada crı´tica, isto e´, possui
muitas operac¸o˜es que necessitam ser executadas num ambiente confia´vel. Por exemplo,
numa camada de compressa˜o, para atingir o melhor desempenho, e´ necessa´rio decifrar os
dados, aplicar o algoritmo de compressa˜o/descompressa˜o e voltar a cifra´-los. Todo este
processo e´ considerado crı´tico, sendo por isso um bom exemplo para aplicar o proxy do
SGX ao nı´vel da camada inteira (como a camada de compressa˜o representada na figura 5).
Nestes casos, toda a camada e´ executada no ambiente seguro do SGX permitindo aceder
aos dados na forma original sem que qualquer outro processo ou ate´ mesmo o pro´prio
kernel tenha acesso. Isto implica que o proxy esteja preparado para receber os pedidos da
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camada superior, redireciona´-los para o enclave e receber o resultado que ira´ reencaminhar
para a camada inferior. Ale´m disso, e´ necessa´rio atender a` memo´ria necessa´ria, uma vez
que ainda existem certas restric¸o˜es de memo´ria no SGX.
Por outro lado, colocar o co´digo da camada inteira dentro do enclave pode nem sempre
ser a melhor opc¸a˜o, quer por questo˜es de memo´ria quer por questo˜es de desempenho. Por
exemplo, no caso da deduplicac¸a˜o de dados, o tamanho do ı´ndice e dos metadados pode
superar os limites de memo´ria impostos pela atual arquitetura do SGX. Ale´m disso, por
questo˜es de limitac¸o˜es de memo´ria ou por questo˜es de persisteˆncia e tolerancia a dados,
o ı´ndice e os metadados teˆm de ser armazenados em disco. Desta forma, era necessa´rio
efetuar va´rios pedidos de I/O entre o enclave e o meio de armazenamento onde estes meta-
dados esta˜o persistidos, o que e´ substancialmente mais lento do que o fazer diretamente no
ambiente na˜o confia´vel. Isto introduz um impacto no desempenho do sistema que pode vir
a ser significativo. Assim sendo, o TrustFS permite aplicar um proxy do SGX ao nı´vel da
driver (como na driver da camada de deduplicac¸a˜o representada na figura 5). Ou seja, ape-
nas o co´digo crı´tico da driver e´ processado no ambiente confia´vel. No caso da deduplicac¸a˜o,
a camada recebe o pedido e invoca o enclave, que por sua vez decifra, calcula o resumo crip-
togra´fico dos dados originais e devolve apenas esse resumo a` aplicac¸a˜o, tornando assim
possı´vel processar os dados cifrados sem que o servidor tenha acesso a` informac¸a˜o na sua
forma original.
O proxy SGX e´ enta˜o utilizado para ligar os dois componentes: o co´digo na˜o confia´vel do
servidor com o co´digo do enclave. Este possui as func¸o˜es necessa´rias para criar e inicializar
o enclave com os dados necessa´rios, assim como invocar as func¸o˜es confia´veis com os dados
no formato exigido.
3.3 fluxo dos pedidos do trustfs
A arquitetura do TrustFS foi motivada pelo modelo cliente-servidor remoto, onde o cli-
ente possui dados sensı´veis que pretende armazenar, num servic¸o ou servidor, de forma
segura. Em mais detalhe, o cliente recorre a cifras probabilı´sticas para preservar a confiden-
cialidade e integridade dos dados que envia para o servidor. Simultaneamente, o servidor
visa armazenar de forma segura os dados dos mu´ltiplos clientes e aplicar sobre os mesmos
te´cnicas de reduc¸a˜o de espac¸o sem nunca comprometer a confidencialidade dos mesmos.
Desta forma, o fluxo de pedidos do TrustFS segue o percurso similar ao do SafeFS.
Considerando o caso de um pedido de escrita enviado pelo cliente para o servidor. Assume-
se o estabelecimento de um canal seguro entre a aplicac¸a˜o cliente e o enclave do servidor,
durante a inicializac¸a˜o da aplicac¸a˜o. Este canal seguro e´ utilizado para efetuar a troca dos
dados necessa´rios do cliente com o enclave, como por exemplo a chave que o cliente utilizou
para cifrar os seus dados. O estabelecimento de um canal seguro e a troca de chaves na˜o
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sa˜o o foco desta dissertac¸a˜o, mas seria possı´vel recorrer a protocolos ja´ existentes, como os
apresentados por Bahmani et al. [5] e Pass et al. [51], e integra´-los com o TrustFS.
Apo´s a inicializac¸a˜o, o cliente cifra os dados e envia-os para o servidor atrave´s do proto-
colo de armazenamento remoto (por exemplo, NFS). De forma a tornar estes passos trans-
parentes para o cliente e´ possı´vel executar uma instaˆncia do TrustFS na ma´quina do cliente,
configurada com a camada de encriptac¸a˜o juntamente com uma camada de armazenamento
remoto. Novamente, os pedidos intercetados pelo FUSE kernel sa˜o redirecionados para o
FUSE no espac¸o do utilizador (figura 5- ) e encaminhados para o TrustFS do cliente (fi-
gura 5-À), passando pelas va´rias camadas (figura 5-Ã) ate´ serem enviados para o servidor
(figura 5-Õ). No servidor na˜o confia´vel, e´ executado um daemon para o protocolo de ar-
mazenamento remoto (NFS), enquanto que os dados sa˜o requisitados/armazenados pela
pilha de camadas do TrustFS. Tal como referido anteriormente, o modulo FUSE do kernel
interceta os pedidos de armazenamento e reencaminha-os para a biblioteca no espac¸o do
utilizador (figura 5-Œ), atingindo a camada do topo da instaˆncia do TrustFS, por exemplo
a camada de deduplicac¸a˜o (figura 5-œ).
Uma vez que os dados esta˜o cifrados (de forma probabilı´stica), a camada de deduplicac¸a˜o
necessita de decifrar estes dados de forma a conseguir encontrar dados redundantes. Assim
sendo, os pedidos de escrita que chegam a` camada de deduplicac¸a˜o sa˜o redirecionados pelo
proxy SGX para um enclave que decifra e calcula o resumo criptogra´fico dos dados de forma
segura. De seguida, o proxy devolve a` camada de deduplicac¸a˜o o resumo criptogra´fico
dos dados e esta continua a efetuar as restantes operac¸o˜es de deduplicac¸a˜o. No final da
computac¸a˜o, a camada de deduplicac¸a˜o redireciona o pedido para a camada seguinte, por
exemplo, a camada de compressa˜o (figura 5-–). Aplicar a camada de compressa˜o apo´s a
camada de deduplicac¸a˜o permite poupar ainda mais espac¸o de armazenamento atrave´s da
compressa˜o dos blocos u´nicos que a camada de deduplicac¸a˜o persistir em disco. Neste
caso, o proxy SGX redireciona os dados para o enclave que decifra, comprime e cifra os
blocos comprimidos antes de os devolver ao servidor. O pedido e´ novamente redirecionado
para as camadas seguintes ate´ os dados serem persistidos pela camada de armazenamento
(figura 5-—).
A resposta do pedido consiste no sucesso ou insucesso da operac¸a˜o em causa e segue o
caminho reverso ao do pedido, sendo propagada pelas diversas camadas de volta ate´ ao
daemon de armazenamento remoto. Nessa altura, a resposta e´ transmitida para a ma´quina
do cliente e divulgada a` aplicac¸a˜o do utilizador. O fluxo das restantes operac¸o˜es (leituras
ou operac¸o˜es sobre os metadados de ficheiros/diretorias) e´ muito similar ao das escritas,
aqui apresentado. No entanto, no caso das leituras, ocorre o processo inverso. Por exemplo,
no caso de um pedido de leitura de um dado ficheiro, os respetivos blocos sa˜o enviados
ao enclave da camada de compressa˜o onde sa˜o decifrados com a chave segura do servidor,
descomprimidos e cifrados com a chave do cliente.
4
PROT O´T I PO
As te´cnicas orientadas ao conteu´do utilizadas pelos servic¸os de armazenamento podem
ter uma ou mais operac¸o˜es crı´ticas, onde e´ necessa´rio aceder aos dados decifrados sem
comprometer a confidencialidade dos mesmos. Isto torna-se possı´vel recorrendo a soluc¸o˜es
de hardware confia´vel.
O proto´tipo do TrustFS, conforme descrito anteriormente permite combinar diferentes
camadas e recorrer ao SGX de forma a alavancar operac¸o˜es sobre conteu´do de forma segura.
Este capı´tulo utiliza a deduplicac¸a˜o como caso de estudo para validar as funcionalidades
desta plataforma. Mostramos ainda que ao utilizar esta plataforma e´ possı´vel integrar
sistemas existentes de deduplicac¸a˜o numa nova camada e dotar estes sistemas de um novo
esquema de deduplicac¸a˜o segura que recorre ao SGX.
Neste capı´tulo sera´ explicado em detalhe o funcionamento geral de um sistema de
deduplicac¸a˜o e apresentado o novo esquema de deduplicac¸a˜o segura. Por u´ltimo, sera´
apresentada a pilha de camadas do proto´tipo e o seu modo de funcionamento.
4.1 deduplicac¸a˜o : visa˜o geral
A deduplicac¸a˜o e´ uma te´cnica de reduc¸a˜o de espac¸o bastante utilizada por servic¸os de
armazenamento, que se baseia na reduc¸a˜o das diversas co´pias de um dado ficheiro ou bloco.
Como descrito na secc¸a˜o 2.3, esta te´cnica pode ser aplicada em sistemas centralizados ou
distribuı´dos e a diferentes nı´veis de granularidades (ao nı´vel do ficheiro ou ao nı´vel do
bloco). Ale´m disso, dependendo dos requisitos do servic¸o de armazenamento e/ou da
aplicac¸a˜o, a deduplicac¸a˜o pode seguir uma abordagem in-line, onde os duplicados sa˜o
identificados e removidos diretamente no caminho critico dos pedidos a disco, ou uma
abordagem off-line onde os duplicados sa˜o identificados e removidos como uma tarefa em
background.
Em ambas as abordagens, e quando a deduplicac¸a˜o e´ feita ao nı´vel do bloco, tipicamente
existe um ı´ndice e um conjunto de receitas de metadados onde se encontram os resumos
criptogra´ficos dos blocos armazenados, bem como quais os blocos que compo˜em cada fi-
cheiro e os respetivos enderec¸os de armazenamento. Na figura 6 esta˜o representados, por
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uma caixa com limites azuis, os componentes tı´picos de um sistema de deduplicac¸a˜o in-line,


































Figura 6: Componentes de reencriptac¸a˜o e deduplicac¸a˜o e fluxo de operac¸o˜es do TrustFS
Primeiramente, os pedidos de escrita de um ficheiro sa˜o intercetados e o ficheiro e´ divi-
dido em blocos de tamanho fixo. Normalmente, o tamanho do bloco e´ escolhido como um
paraˆmetro de configurac¸a˜o aquando a inicializac¸a˜o do sistema. De seguida, esses blocos
sa˜o guardados temporariamente num componente de cache (figura 6- ) e sa˜o posterior-
mente armazenados no meio de armazenamento, dependendo da polı´tica de flush da cache
definida pelo sistema.
Antes de serem armazenados, e´ calculado o resumo criptogra´fico de cada bloco (figura 6-
À) e recorre-se ao ı´ndice dos resumos criptogra´ficos para verificar, de forma eficiente, se
ja´ foi armazenada anteriormente alguma co´pia dos blocos (figura 6-Ã). Caso na˜o seja en-
contrada nenhuma co´pia do bloco significa que se trata de um bloco u´nico e procede-se ao
armazenamento do mesmo (figura 6-Õ), guardando uma referencia para o enderec¸o desse
bloco na receita de metadados do respetivo ficheiro que esta a ser escrito (figura 6-Œ). Caso
exista ja´ algum bloco ideˆntico no meio de armazenamento, o novo bloco na˜o precisa de ser
armazenado. Neste caso, basta guardar na receita de metadados do ficheiro uma refereˆncia
para o enderec¸o de armazenamento do bloco ideˆntico ja´ armazenado.
Quando o mesmo ficheiro esta´ a ser lido, se os blocos que o constituem se encontrarem
em cache, estes sa˜o imediatamente devolvidos. Caso contra´rio, recorre-se a` receita dos
metadados do ficheiro para descobrir quais os enderec¸os onde os blocos daquele ficheiro
se encontram armazenados de forma a retornar o conteu´do do ficheiro ao utilizador.
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Estes sistemas de deduplicac¸a˜o possuem uma arquitetura complexa que requer o proces-
samento dos dados na sua forma original (como e´ o caso do ca´lculo do resumo criptogra´fico)
e a partilha de informac¸a˜o entre mu´ltiplos utilizadores. Aplicar esta te´cnica sobre dados
cifrados pelo cliente torna-se muito complicado/ineficiente principalmente tendo em conta
que cada cliente possui a sua pro´pria chave. Para poder aplicar este tipo de te´cnicas orien-
tadas ao conteu´do sobre dados cifrados recorre-se a esquemas de criptografia convergente
[10], que permitem gerar criptogramas iguais para ficheiros ideˆnticos, ou a soluc¸o˜es de hard-
ware confia´vel, como o SGX [20], onde as operac¸o˜es crı´ticas sa˜o executadas num ambiente
isolado e confia´vel.
4.2 camada de deduplicac¸a˜o
O proto´tipo do TrustFS contempla uma nova camada de deduplicac¸a˜o que integra as
implementac¸o˜es dos sistemas de deduplicac¸a˜o DdumbFS e LessFS. Desta forma, e´ possı´vel
tirar partido da te´cnica de deduplicac¸a˜o como uma camada empilha´vel e permitir ao utiliza-
dor escolher a soluc¸a˜o de deduplicac¸a˜o que melhor se adapta aos requisitos das aplicac¸o˜es.
Com o intuito de integrar a tecnologia SGX nestes sistemas e assim oferecer uma ca-
mada de deduplicac¸a˜o segura, substituı´ram-se as func¸o˜es crı´ticas da camada, nomeada-
mente o ca´lculo do resumo criptogra´fico, de ambos os sistemas para atuarem como dri-
vers da camada, permitindo assim na˜o so´ recorrer ao enclave mas tambe´m adicionar su-
porte a novas implementac¸o˜es (SHA-256, MD5, etc). Assim, no ficheiro de configurac¸a˜o do
TrustFS e´ possı´vel definir a soluc¸a˜o de deduplicac¸a˜o pretendida e escolher entre as diferen-
tes implementac¸o˜es de ca´lculo do resumo criptogra´fico disponibilizadas. E´ ainda possı´vel
escolher entre executar no modo na˜o confia´vel ou recorrer ao SGX, sendo que na segunda
opc¸a˜o as func¸o˜es das drivers sa˜o executadas dentro do enclave.
A integrac¸a˜o do SGX na camada de deduplicac¸a˜o tinha como objetivo permitir detetar
duplicados entre mu´ltiplos utilizadores de forma segura e sem ser necessa´rio recorrer a`
partilha de uma chave de encriptac¸a˜o entre os va´rios clientes. Isto apresenta dois desafios.
Em primeiro lugar, tendo em conta que cada utilizador tem uma chave de cifragem u´nica,
dois utilizadores com um bloco ideˆntico va˜o gerar criptogramas diferentes, dificultando as-
sim a detec¸a˜o dos blocos duplicados. Ale´m disso, o cliente pode ainda recorrer a esquemas
de criptografia probabilı´stica, sendo que o mesmo bloco cifrado com a mesma chave dara´
sempre origem a criptogramas diferentes. Em segundo lugar, atendendo ao facto que o
servidor armazena apenas uma co´pia de cada bloco, essa co´pia tem de poder ser acedida
por todos os clientes que a possuem, sem ser necessa´rio recorrer a um protocolo de partilha
de chaves. Por exemplo, o cliente A cifra um bloco b e envia ao servidor para proceder ao
seu armazenamento. Posteriormente, o cliente C envia tambe´m uma co´pia do mesmo bloco
ao servidor, mas cifrada com a sua pro´pria chave. O servidor deteta que se trata do mesmo
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bloco e apenas da´ um apontador para o bloco original ao cliente C. Uma vez que o bloco
armazenado corresponde ao bloco cifrado pelo cliente A, quando o cliente C tentar aceder
ao bloco na˜o vai conseguir decifra´-lo. Uma soluc¸a˜o para este problema seria a partilha de
uma mesma chave de cifragem entre os va´rios clientes. No entanto, este tipo de protocolos
costuma apresentam uma grande complexidade e novos desafios de seguranc¸a.
De modo a resolver estes desafios, o proto´tipo do TrustFS possui dois enclaves, um en-
clave que e´ utilizado para reencriptar de forma segura os dados do cliente (EnclaveRE – na
camada de encriptac¸a˜o) e outro para efetuar o ca´lculo do resumo criptogra´fico (EnclaveCRC
– na camada de deduplicac¸a˜o). Aquando o processo de inicializac¸a˜o do sistema, ocorre uma
troca de chaves entre o cliente e o EnclaveRE do servidor via um canal de comunicac¸a˜o se-
guro, sendo que este enclave possui a chave de encriptac¸a˜o de cada cliente. Esta informac¸a˜o
encontra-se protegida pelos mecanismos do SGX, na˜o sendo acedida pelo servidor. Com a
introduc¸a˜o do EnclaveRE, os dados sa˜o recifrados com a chave segura do servidor aquando
a operac¸a˜o de escrita e novamente recifrados com a chave do cliente aquando a operac¸a˜o
de leitura. Desta forma e´ possı´vel armazenar no lado do servidor os dados dos mu´ltiplos
clientes no mesmo formato e evitar a necessidade de partilhar uma chave de cifragem en-
tre os mu´ltiplos utilizadores do sistema. O processo de reencriptar os dados e´ feito numa
camada a` parte (camada de encriptac¸a˜o) e implementado como uma driver de forma a per-
mitir ao programador escolher entre as diferentes implementac¸o˜es de cifras assim como
fornecer novos algoritmos. Ale´m disso, esta separac¸a˜o permite reutilizar este processo para
va´rios casos de estudo, para ale´m da deduplicac¸a˜o, que precisem desta funcionalidade. Por
outro lado, como os dados esta˜o cifrados com o mesmo algoritmo e com a mesma chave
(chave segura do servidor), o EnclaveCRC na camada de deduplicac¸a˜o consegue facilmente
decifrar e calcular o resumo criptogra´fico do conteu´do original dos dados.
A figura 6 apresenta o fluxo das operac¸o˜es com este esquema seguro (setas vermelhas).
O primeiro passo corresponde ao estabelecimento de um canal seguro entre o utilizador
e o EnclaveRE. Apo´s efetuada a troca das chaves do cliente com o enclave, o cliente pode
comec¸ar a efetuar pedidos para o servidor.
Para cada pedido de escrita, os blocos do ficheiro sa˜o cifrados pelo utilizador e enviados
via NFS para o servidor remoto de deduplicac¸a˜o. No servidor, o pedido e´ inicialmente
tratado pela camada de encriptac¸a˜o que recorre ao EnclaveRE para reencriptar os blocos
(figura 6-¿). Ou seja, decifra cada bloco com a chave do cliente e volta a cifra´-lo com
uma chave segura do servidor. Esta chave e´ gerada pelo enclave e armazenada em disco
atrave´s do mecanismo de sealing (descrito na secc¸a˜o 2.1.3) sendo apenas acessı´vel pelo
enclave. Quando o cliente requisita os blocos, ocorre o processo inverso, isto e´, os blocos sa˜o
decifrados com a chave segura do servidor e cifrados novamente com a chave do cliente
que fez o pedido.
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De seguida, os blocos reencriptados sa˜o encaminhados para a camada de deduplicac¸a˜o,
onde sera˜o temporariamente guardados em cache (figura 6-¡) ate´ serem armazenados no
meio de armazenamento do sistema. Nessa altura (figura 6-¬), sera´ efetuado o ca´lculo do
resumo criptogra´fico de cada bloco recorrendo a` execuc¸a˜o segura da func¸a˜o no EnclaveCRC
(figura 6-√) . Uma vez que os blocos chegam ao enclave cifrados com um esquema pro-
babilı´stico, o co´digo da driver contempla a decifragem do bloco com a chave segura do
servidor e a aplicac¸a˜o da func¸a˜o HMAC-SHA2 ao bloco na sua forma original, de forma a
gerar o resumo criptogra´fico do mesmo. No fim, apenas o resumo criptogra´fico do bloco
e´ devolvido ao servidor, permitindo assim pesquisar pelos duplicados do bloco (figura 6-
ƒ), armazenar o bloco cifrado com um esquema probabilı´stico e com a chave segura do
servidor (figura 6-≈) e atualizar a receita de metadados do ficheiro (figura 6-∆).
Este conjunto de passos permite que o proto´tipo consiga oferecer um ca´lculo de resu-
mos criptogra´ficos de forma segura e, ao mesmo tempo, fornecer garantias de seguranc¸a
equivalentes aos tradicionais esquemas de criptografia convergente.
4.3 deduplicac¸a˜o baseada em e´pocas
A utilizac¸a˜o da te´cnica de deduplicac¸a˜o sobre dados cifrados apresenta grandes desafios,
em especı´fico, conseguir atingir um elevado desempenho sem comprometer a confidencia-
lidade e privacidade dos dados do cliente.
Atrave´s da ana´lise do estado da arte (como descrito na secc¸a˜o 2.3) e´ possı´vel concluir que
as soluc¸o˜es apresentadas para este desafio baseiam-se em criptografia convergente. Com
esta te´cnica, diferentes utilizadores com o mesmo documento conseguem derivar a mesma
chave de cifragem e, recorrendo a esquemas determinı´sticos, geram o mesmo criptograma.
Desta forma, e´ possı´vel proteger os utilizadores de servic¸os da nuvem maliciosos ou de
atacantes que estejam a` escuta da rede a tentar ler dados sensı´veis que esta˜o a ser armaze-
nados, e ao mesmo tempo alcanc¸ar um elevado desempenho em termos de espac¸o poupado
(equivalente a realizar deduplicac¸a˜o sobre dados na˜o cifrados). Contudo, esta soluc¸a˜o apre-
senta ainda algumas falhas de seguranc¸a, nomeadamente permitir ao atacante deduzir se
determinado ficheiro ja´ foi ou na˜o previamente persistido.
A soluc¸a˜o de deduplicac¸a˜o do TrustFS, tal como os outros esquemas de criptografia
convergente, mante´m o ı´ndice e as receitas de metadados do ficheiro na memo´ria ou no
meio de armazenamento do servidor de forma desprotegida, tornando-se assim suscetı´vel
aos mesmos ataques de detec¸a˜o de blocos duplicados da criptografia convergente. No
entanto, como os dados sa˜o cifrados com esquemas probabilı´sticos e transmitidos por um
canal seguro para o servidor, um atacante que esteja a` escuta da rede ja´ na˜o consegue tirar
as mesmas ilac¸o˜es, reduzindo assim a vulnerabilidade do sistema apenas para o lado do
servidor.
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Para reduzir ainda mais a fuga de informac¸a˜o desta soluc¸a˜o segura de deduplicac¸a˜o,
TrustFS introduz uma abordagem de deduplicac¸a˜o baseada em e´pocas. Esta abordagem
contempla a noc¸a˜o de e´pocas, ou seja, perı´odos temporais, entre os quais existe diferentes
chaves de e´poca. O EnclaveCRC gera no inı´cio de cada e´poca uma chave que e´ utilizada
como segredo na derivac¸a˜o dos resumos criptogra´ficos. Desta forma, blocos ideˆnticos que
pertencem a` mesma e´poca originaram o mesmo resumo criptogra´fico e sera˜o deduplicados,
atingindo propriedades de seguranc¸a equivalentes a` criptografia convergente. Blocos iguais
pertencentes a diferentes e´pocas na˜o sera˜o deduplicados, uma vez que tera˜o resumos crip-
togra´ficos diferentes, mas atingira˜o o mesmo nı´vel de seguranc¸a oferecida pela criptografia
probabilı´stica. O uso da func¸a˜o HMAC para o ca´lculo do resumo criptogra´fico permite re-
correr ao SGX para periodicamente gerar uma chave de e´poca diferente e assim introduzir
uma noc¸a˜o de e´pocas. Desta forma, apenas sera˜o deduplicados blocos que pertenc¸am a`
mesma e´poca, possibilitando assim oferecer uma seguranc¸a superior a` dos esquemas de
criptografia convergente entre as diferentes e´pocas.
As e´pocas podem ser determinadas quer por intervalos de tempo ou por nu´mero de
mensagens (pedidos I/O) e correspondem a um paraˆmetro central que permite balancear
entre a seguranc¸a e a efica´cia do sistema, permitindo escolher entre maior seguranc¸a ou
mais espac¸o poupado.
De forma a permitir aceder aos dados na sua forma original, o protocolo de deduplicac¸a˜o
baseada em e´pocas e´ executado juntamente com um componente externo de encriptac¸a˜o
(EnclaveRE). Este componente e´ utilizado para decifrar os dados com a chave do cliente e
cifra´-los novamente com a chave segura do servidor. Desta forma, o enclave que calcula o
resumo criptogra´fico dos blocos necessita estar em acordo com esse componente externo de
forma a utilizar o mesmo mecanismo de decifragem e a mesma chave segura do servidor.
Assim, o EnclaveRE e´ constituı´do por dois me´todos principais: trusted enclave encode e
trusted enclave decode (como representado no excerto de co´digo 4.1). O primeiro me´todo,
trusted enclave encode, equivale a decifrar os dados com a chave do cliente e cifrar de
novo com a chave segura do servidor. O me´todo trusted enclave decode executa o processo
contra´rio: decifrar com a chave segura do servidor e voltar a cifrar com a chave do cliente.
int trusted_enclave_encode(uint8_t *dest , size_t dest_size , uint8_t* src ,
size_t src_size);
int trusted_enclave_decode(uint8_t *dest , size_t dest_size , uint8_t* src ,
size_t src_size);
Excerto de Co´digo 4.1: Me´todos do enclave da camada de encriptac¸a˜o
O EnclaveCRC, na camada de deduplicac¸a˜o, possui apenas uma func¸a˜o principal deno-
minada por: trusted compute hash (como representado pelo excerto de co´digo 4.2). Esta
func¸a˜o contempla o processo de atualizar a chave de e´poca (quando necessa´rio), decifrar os
dados e calcular o resumo criptogra´fico.
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int trusted_compute_hash(uint8_t *digest , size_t digest_size , uint8_t* src ,
size_t src_size) {
newEpoch(epoch_key);
decrypt(src , src_size , plaintext , plaintext_size);
tag(digest , epoch_key , plaintext);
return digest;
}
Excerto de Co´digo 4.2: Me´todos do enclave da camada de deduplicac¸a˜o
Este protocolo torna-se via´vel grac¸as a` tecnologia de hardware confia´vel utilizada, uma vez
que num sistema com uma arquitetura tı´pica de criptografia convergente seria necessa´rio
partilhar e sincronizar a chave de e´poca pelos mu´ltiplos clientes.
4.4 configurac¸a˜o de camadas do proto´tipo
O proto´tipo TrustFS, como extensa˜o da arquitetura do SafeFS, inclui as camadas de
granularidade, encriptac¸a˜o e de armazenamento local, assim como as respetivas drivers.
A camada de granularidade atua como um middleware entre camadas que operam os
dados em diferentes nı´veis de granularidade. Por exemplo, a biblioteca do espac¸o do utili-
zador de FUSE reporta operac¸o˜es de escrita e leitura com diferentes tamanhos. No entanto,
certos algoritmos de cifragem ou deduplicac¸a˜o funcionam com um tamanho de bloco es-
pecı´fico. Esta camada divide os dados em blocos com o tamanho configurado de forma a
permitir o funcionamento da camada seguinte. Possuir esta divisa˜o de blocos como camada
permite reutilizar co´digo e evita a implementac¸a˜o desta transformac¸a˜o de granularidade em
cada camada. A camada de encriptac¸a˜o e´ utilizada para a protec¸a˜o de informac¸a˜o sensı´vel
atrave´s da cifragem dos dados. Esta camada possui va´rias drivers que implementam dife-
rentes esquemas criptogra´fico. Os dados escritos ou lidos sa˜o intercetados por esta camada
e sa˜o respetivamente cifrados ou decifrados. A camada de armazenamento local permite
redirecionar as operac¸o˜es de armazenamento para diferentes diretorias locais na ma´quina
onde a informac¸a˜o esta´ a ser persistida.




































Figura 7: Proto´tipo do TrustFS e respetiva pilha de camadas.
O proto´tipo TrustFS apresenta duas configurac¸o˜es diferentes: uma que equivale ao es-
quema seguro de deduplicac¸a˜o proposto nesta dissertac¸a˜o e outra que exemplifica a soluc¸a˜o
do estado da arte (criptografia convergente proposta por Bellare et al.). Em ambas as
configurac¸o˜es, o proto´tipo segue um modelo cliente-servidor para um sistema remoto de
deduplicac¸a˜o.
esquema seguro de deduplicac¸a˜o com sgx No lado do cliente, a aplicac¸a˜o re-
corre a uma instaˆncia do TrustFS, configurada com as treˆs camadas anteriormente referi-
das, para proceder a` escrita/leitura de ficheiros. Uma vez que o cliente pretende manter a
confidencialidade dos seus dados e´ necessa´ria a utilizac¸a˜o da camada de encriptac¸a˜o para
cifrar os dados. O proto´tipo acrescenta ainda uma nova driver com implementac¸a˜o de um
esquema de criptografia probabilı´stica, nomeadamente com o modo GCM (Galois/Counter
Mode). Como referido anteriormente, este tipo de algoritmos trabalha sobre blocos de dados
com um tamanho especı´fico, por isso a camada superior do sistema corresponde a` camada
de granularidade (figura 7- ), responsa´vel por criar uma abstrac¸a˜o de blocos para a camada
seguinte: camada de encriptac¸a˜o (figura 7-À). Por u´ltimo, a instaˆncia do TrustFS do cliente
possui uma camada de armazenamento local (figura 7-Ã) que redireciona os pedidos do
sistema de armazenamento para a diretoria onde se encontra montado o cliente NFS-v3 (fi-
gura 7-Õ). O servidor possui um daemon NFS-v3 a executar, que recebe os pedidos vindos
do cliente (figura 7-Œ) e os reencaminha para uma outra instaˆncia do TrustFS responsa´vel
por persistir/pesquisar os dados (figura 7-œ). Esta instaˆncia e´ constituı´da por uma camada
de granularidade, uma camada de encriptac¸a˜o e uma camada de deduplicac¸a˜o. Tal como
no caso do cliente, a camada de granularidade e´ necessa´ria para abstrair a lo´gica de blocos
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para a camada seguinte (figura 7-–). A camada de encriptac¸a˜o e´ utilizada para, recorrendo
a` driver de reencriptac¸a˜o segura com SGX, reencriptar os dados com a chave segura do
servidor (RE). Uma vez reencriptados, os blocos sa˜o reencaminhados para a u´ltima camada:
camada de deduplicac¸a˜o (figura 7-—). Esta camada e´ configurada para executar as soluc¸o˜es
de deduplicac¸a˜o do DdumbFS ou LessFS e recorrer a` driver de ca´lculo seguro do resumo
criptogra´fico dotada de SGX (CRC). Como camada terminal, atua tambe´m como camada de
armazenamento, responsa´vel pela persisteˆncia dos dados no meio de armazenamento local
(figura 7-“).
soluc¸a˜o do estado da arte : criptografia convergente De forma a contem-
plar uma soluc¸a˜o do estado da arte foi adicionada uma nova driver a` camada de encriptac¸a˜o
que implementa o algoritmo da criptografia convergente. Em primeiro lugar aplicam-se as
func¸o˜es de SHA-2 para calcular o resumo criptogra´fico de cada bloco. De seguida, cifra-se o
bloco com um esquema determinı´stico recorrendo ao modo de operac¸a˜o GCM e um IV fixo,
e utiliza-se resumo criptogra´fico do bloco como chave de encriptac¸a˜o. Para esta soluc¸a˜o, a
configurac¸a˜o das camadas do lado do cliente e´ a mesma da soluc¸a˜o dotada de SGX, com
a excec¸a˜o da driver utilizada na camada de encriptac¸a˜o. Neste caso, o sistema e´ configu-
rado para utilizar a driver da camada de encriptac¸a˜o correspondente a` implementac¸a˜o do
algoritmo de criptografia convergente. No lado do servidor, tendo em conta que diferentes
clientes geram o mesmo criptograma para blocos ideˆnticos, na˜o e´ necessa´rio recorrer ao
EnclaveRE da camada de encriptac¸a˜o para reencriptar os dados, nem ao EnclaveCRC para
decifrar os mesmos antes de calcular o resumo criptogra´fico. Ale´m disso, como ambas as
implementac¸o˜es do DdumbFS e do LessFS esta˜o preparadas para tratar de blocos com ta-
manhos varia´veis, na˜o e´ necessa´ria a utilizac¸a˜o da camada de granularidade. Desta forma,
a instaˆncia do TrustFS do servidor e´ configurada apenas com a camada de deduplicac¸a˜o
(e a respetiva driver do ca´lculo do resumo criptogra´fico num ambiente na˜o confia´vel).
5
METODOLOGIA
Com o intuito de avaliar o impacto da deduplicac¸a˜o segura em ambientes de execuc¸a˜o
confia´vel foram realizados testes de desempenho para dois cena´rios diferentes. Numa
primeira fase, executaram-se micro testes de forma a avaliar o impacto no desempenho
introduzida pelo SGX nas operac¸o˜es seguras do proto´tipo. Posteriormente, executaram-
se testes remotos que avaliaram a sobrecarga de desempenho do proto´tipo TrustFS num
ambiente de armazenamento remoto e realista.
Neste capı´tulo sera´ detalhado a metodologia utilizada, desde a descric¸a˜o dos diferentes
testes e cena´rios, a` configurac¸a˜o experimental utilizada para avaliar o TrustFS.
5.1 micro testes
O proto´tipo do TrustFS contempla duas operac¸o˜es crı´ticas que sa˜o executadas no ambi-
ente seguro oferecido pelo SGX: a reencriptac¸a˜o de um bloco (RE) e o ca´lculo do resumo
criptogra´fico de um bloco cifrado de forma probabilı´stica (CRC). De forma a analisar o de-
sempenho isolado destas operac¸o˜es seguras foram realizados micro testes para avaliar a
execuc¸a˜o isolada destas operac¸o˜es no enclave.
Cada teste contempla as trocas de ambiente de execuc¸a˜o (do ambiente na˜o confia´vel para
o confia´vel e vice-versa), a computac¸a˜o da operac¸a˜o em si e a troca dos dados entre o enclave
e a aplicac¸a˜o. A operac¸a˜o RE considera a reencriptac¸a˜o de um bloco, ou seja, o processo
de decifrar os dados com a chave do cliente e cifra´-los novamente com a chave segura do
servidor. A func¸a˜o CRC corresponde a decifrar um bloco com a chave segura do servidor e
calcular o resumo criptogra´fico dos dados originais. O algoritmo destas func¸o˜es equivale
ao utilizado no proto´tipo TrustFS, descrito na secc¸a˜o 4.3.
Os testes foram executados para treˆs cena´rios diferentes. O primeiro cena´rio corresponde
a` execuc¸a˜o no ambiente na˜o confia´vel recorrendo a`s func¸o˜es criptogra´ficas e de calculo de
resumos criptogra´ficos da biblioteca OpenSSL (v1.1.0f [71]). A avaliac¸a˜o deste cena´rio e´ im-
portante uma vez que permite, posteriormente, comparar os resultados e verificar o impacto
no desempenho introduzido pelo SGX. Os outros dois cena´rios recorrem ao ambiente de
execuc¸a˜o confia´vel. O cena´rio SGX SDK utiliza as func¸o˜es da biblioteca oferecida pelo SDK
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do SGX ([36]) enquanto que o cena´rio SGX SSL recorre a`s func¸o˜es oferecidas pela biblioteca
SGXSSL ([37]) - biblioteca com as primitivas do OpenSSL compatı´veis com o SGX.
De forma a avaliar o impacto da transfereˆncia de dados entre o enclave e a aplicac¸a˜o
executaram-se os testes para cinco tamanhos de dados diferentes: 4KB, 16KB, 32KB, 64KB e
128KB. Cada teste foi executado durante 10 minutos e repetido 5 vezes para cada operac¸a˜o
e por cada cena´rio, com os diferentes tamanhos de dados.
5.2 testes remotos
O segundo conjunto de testes avalia o proto´tipo de deduplicac¸a˜o do TrustFS num ambi-
ente de armazenamento remoto realı´stico, com duas ma´quinas isoladas: cliente e servidor.
Para cada teste foram medidos o desempenho, os recursos utilizados e o impacto no espac¸o
poupado. Estes testes foram divididos em duas fases:
Impacto da integrac¸a˜o Comparac¸a˜o entre as verso˜es originais dos sistemas DdumbFS e
LessFS (Vanilla) com o proto´tipo do TrustFS que integra ambas as implementac¸o˜es
na camada de deduplicac¸a˜o (Layered). Neste caso, o proto´tipo do TrustFS contempla
apenas a camada de deduplicac¸a˜o e com a driver do ca´lculo do resumo criptogra´fico
padra˜o, isto e´, sem SGX. Estes sistemas na˜o consideram dados protegidos pelo cliente,
pelo que os dados sa˜o enviados para o servidor na sua forma original.
Desempenho da soluc¸a˜o segura de deduplicac¸a˜o com SGX. Comparac¸a˜o entre o esquema
seguro de deduplicac¸a˜o dotado de SGX do TrustFS (SGX) e a soluc¸a˜o tradicional
do estado da arte que recorre a criptografia convergente (CE). Neste caso, ambas as
soluc¸o˜es consideram a protec¸a˜o dos dados pelo que os dados sa˜o cifrados no lado do
cliente antes de serem enviados para o servidor.
Para avaliar o proto´tipo utilizou-se o benchmark DEDISbench (commit #8633fc7 [52, 53])
como gerador de dados no lado do cliente. A escolha deste benchmark deve-se a` sua capa-
cidade de simular conteu´do realı´stico e diferentes padro˜es de acesso de armazenamento.
Ale´m disso, este benchmark ja´ foi utilizado va´rias vezes para avaliar o desempenho de dife-
rentes sistemas de deduplicac¸a˜o ([55, 75, 79]).
Os testes realizados contemplaram diferentes tipos de operac¸o˜es I/O e va´rios padro˜es
de acesso ao disco: escritas e leituras com padro˜es de acesso sequenciais ou aleato´rios. A`
excec¸a˜o das escritas sequenciais, todos os restantes testes consideraram a escrita pre´via de
um ficheiro de 32GB.
Os testes de escrita e leitura para avaliar a sobrecarga da integrac¸a˜o, Vanilla e Layered,
foram configurados com um tamanho do bloco igual a 4KB. No caso dos testes de desempe-
nho da soluc¸a˜o segura de deduplicac¸a˜o com SGX e da soluc¸a˜o de criptografia convergente
o tamanho do bloco foi configurado para 4068KB. A raza˜o deste tamanho deve-se ao facto
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do esquema criptogra´fico utilizado adicionar um padding de 28 bytes (12 bytes do vetor de
inicializac¸a˜o – IV e 16 bytes de autenticador da mensagem – MAC) e tanto o DdumbFS como
LessFS apenas suportarem tamanhos de blocos que sejam poteˆncias de 2. Assim, optou-se
por gerar blocos com o tamanho de 4068KB de forma a que o servidor recebesse blocos
cifrados de 4KB, e evitando assim ser intrusivo no co´digo destes dois sistemas. Uma vez
que os testes de Sobrecarga da integrac¸a˜o sa˜o apenas para avaliar o desempenho dos siste-
mas originais, os dados na˜o sa˜o cifrados, podendo neste caso ser utilizado um tamanho de
bloco de 4KB. Esta configurac¸a˜o do tamanho do bloco corresponde apenas a` configurac¸a˜o
do benchmark (lado do cliente). A configurac¸a˜o do tamanho do bloco dos sistemas de arma-
zenamento (lado do servidor), quer os Vanilla quer o pro´prio proto´tipo, foi em todos os
casos igual a 4KB. No caso das camadas de granularidade do lado do cliente, a configurac¸a˜o
do bloco foi enta˜o de 4068KB para que, apo´s a camada de encriptac¸a˜o, os blocos ficassem
com um tamanho de 4KB.
Cada teste foi repetido 3 vezes com um tamanho de escrita/leitura de 32GB, no caso
dos testes sequenciais, ou por 20 minutos, no caso dos testes aleato´rios. O DEDISbench foi
configurado para utilizar a distribuic¸a˜o de conteu´do dist highperformance para os testes de
escrita de forma a imitar um cena´rio de armazenamento realı´stico com cerca de 17.5% de
blocos duplicados nos 32GB escritos/lidos.
Como protocolo de armazenamento remoto entre o cliente e o servidor utilizou-se o
NFSv3. Inicialmente optou-se pela versa˜o mais recente deste protocolo (NFSv4), contudo
verificou-se que o desempenho da versa˜o 3 era superior. O NFS do lado do cliente foi
configurado com a opc¸a˜o async, permitindo que o cliente na˜o fique bloqueado a` espera da
resposta do servidor e aumentar assim a taxa de transfereˆncia de dados.
Como referido anteriormente, os testes Vanilla foram efetuados com as verso˜es origi-
nais do DdumbFS (v1.1 commit #1aa2b08 [66]) e do LessFS (v1.7 commit #5a753c4 [60])
montados na ma´quina do servidor como sistema de armazenamento local, para o qual
eram encaminhados os pedidos de armazenamento intercetados pelo daemon do NFS do ser-
vidor. Nos testes Layered, o sistema de armazenamento TrustFS foi configurado no lado
do servidor com uma u´nica camada de deduplicac¸a˜o que integra o co´digo do LessFS e do
DdumbFS, podendo escolher uma abordagem ou outra via o ficheiro de configurac¸a˜o do
TrustFS.
Os testes de CE e do SGX seguiram uma configurac¸a˜o ideˆntica a` discutida na secc¸a˜o 4.4.
Para ambos os casos, uma instaˆncia do TrustFS foi montada na ma´quina do cliente com a
camada de granularidade, a camada de encriptac¸a˜o, e a camada de armazenamento local.
Nos testes de CE utilizou-se um esquema de criptografia convergente para cifrar os dados,
enquanto que nos testes de SGX foi utilizado um esquema de criptografia probabilı´stica
(AES-GCM). Os pedidos foram reencaminhados pelo NFS do cliente para o armazenamento
remoto do servidor que por sua vez possuı´a tambe´m uma instaˆncia do TrustFS montada.
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No caso dos testes de CE, esta instaˆncia contemplava apenas a camada de deduplicac¸a˜o.
No entanto, no caso dos testes de SGX, uma vez que era necessa´rio reencriptar e aceder
ao enclave para processar os dados, o TrustFS foi configurado na˜o so´ com a camada de
deduplicac¸a˜o mas tambe´m com as camadas de granularidade e encriptac¸a˜o, assim como a
driver da camada de deduplicac¸a˜o com suporte SGX.
5.3 setup experimental
Os testes foram realizados em ma´quinas ideˆnticas, com um CPU dual core 3.90GHz (Intel
Core i3-7100 CPU), com 8GB de Memo´ria de Acesso Aleato´rio (RAM) e um SSD SK SC311
SATA de 128GB.
As ma´quinas comunicavam entre si atrave´s de um switch de 1 gigabit e executavam uma
distribuic¸a˜o do Ubuntu 16.04.4 LTS de 64-bit com a versa˜o 4.4.0 do Linux kernel e o sistema
de ficheiros Ext4.
A versa˜o de hardware do SGX corresponde ao SGX 1.0 e foram instaladas as verso˜es
v2.1.102 do SDK e da Intel SGX Platform Software (PSW) do SGX.
6
AVAL IA C¸ A˜O EXPER IMENTAL
Neste capı´tulo sera˜o apresentados os resultados dos testes executados para avaliar o
proto´tipo do TrustFS. Numa primeira fase sera˜o descritos os testes de desempenho das
operac¸o˜es seguras executadas num ambiente de execuc¸a˜o confia´vel (secc¸a˜o 6.1). De seguida
sera˜o apresentados os resultados dos testes remotos do proto´tipo (secc¸a˜o 6.2). No final sera˜o
retratados os recursos utilizados nas diferentes vertentes testadas.
6.1 micro testes
Nos micro testes foram medidos o de´bito (MB/s) e a lateˆncia (µs) alcanc¸ados pelas
operac¸o˜es seguras de reencriptar (RE) e calcular o resumo criptogra´fico (CRC) de um bloco.
Os gra´ficos das figuras 8 e 9 representam os resultados obtidos para os diferentes cena´rios
(OpenSSL, SGX SDK e SGX SSL) e para os va´rios tamanhos de dados (4KB, 16KB, 32KB, 64KB
e 128KB).
Nos cena´rios que recorrem ao SGX (SGX SDK e SGX SSL), cada operac¸a˜o segura considera a
troca de contexto, isto e´, a troca do ambiente na˜o confia´vel para o ambiente confia´vel e vice-
versa, assim como a transfereˆncia de dados entre a aplicac¸a˜o e o enclave. Contrariamente,
ao executar as mesmas operac¸o˜es num ambiente de execuc¸a˜o na˜o seguro na˜o e´ necessa´ria
esta troca de contextos e de dados. Por essa mesma raza˜o, o cena´rio OpenSSL (que na˜o
recorre ao SGX), alcanc¸ou, em ambos os testes e para todos os tamanhos de blocos, melhor
desempenho que os restantes cena´rios.
Para a operac¸a˜o RE, os cena´rios com SGX atingiram os melhores resultados de desempe-
nho para o tamanho de bloco de 32KB, nomeadamente 931.4 MB/s para o SGX SDK e 1327.4
MB/s para o SGX SSL (⇡54.84% e ⇡78.11% do desempenho do OpenSSL, respetivamente).
Os resultados das lateˆncias mostram uma diferenc¸a similar com uma me´dia de 22.17µs para
o SGX SDK e 16.63µs para o SGX SSL.
Estes resultados mostram que com blocos de tamanhos mais pequenos existe uma so-
brecarga maior, devido ao aumento da quantidade de invocac¸o˜es a`s func¸o˜es do enclave
(para a mesma quantidade de informac¸a˜o, se os dados forem partidos em blocos mais pe-
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Figura 8: Resultados da operac¸a˜o de re-cifrar(RE)
quenos e´ necessa´rio invocar mais vezes o enclave). Por outro lado, blocos com tamanhos
maiores introduzem tambe´m uma sobrecarga significante uma vez que, embora o nu´mero
de invocac¸o˜es ao SGX diminua, o tamanho dos dados necessa´rios de transferir entre a
aplicac¸a˜o e o enclave aumenta.
Verifica-se tambe´m que o cena´rio SGX SSL apresenta melhores resultados que o cena´rio
SGX SDK. Esta diferenc¸a de desempenho e´ justificada pelas diferentes implementac¸o˜es das
func¸o˜es utilizadas para o ca´lculo da operac¸a˜o, nomeadamente sgx rijndael128GCM encrypt
no caso do SGX SDK e EVP Encrypt{Init|Update|Final} no caso do SGX SSL.
Com o tamanho do bloco igual a 16KB verifica-se uma diferenc¸a menor entre o cena´rio
na˜o confia´vel (OpenSSL) e os dotados de SGX, sendo que o SGX SSL atingiu ⇡99.48% do
desempenho do OpenSSL e o SGX SDK alcanc¸ou ⇡73.39%. Com isto e´ possı´vel concluir
que este tamanho de bloco oferece o melhor balanceamento entre o nu´mero de invocac¸o˜es
ao enclave, o tamanho de dados a serem transferidos para dentro/fora do enclave e do
processamento das operac¸o˜es efetuadas no enclave.
O gra´fico da figura 9 mostra resultados similares para a operac¸a˜o CRC. Uma vez que
as func¸o˜es de ca´lculo do resumo criptogra´fico exigem mais do CPU que as func¸o˜es de
cifrar/decifrar, nota-se uma queda de desempenho entre os resultados dos testes de RE
(⇡1854 MB/s – OpenSSL – melhor desempenho alcanc¸ado) e os resultados da operac¸a˜o
CRC (⇡423 MB/s – OpenSSL – melhor desempenho alcanc¸ado). Ale´m disso, o impacto no
desempenho introduzido pelas invocac¸o˜es ao enclave e pela transfereˆncia de dados entre os
ambientes confia´veis e na˜o confia´veis encontra-se camuflado pelo impacto das operac¸o˜es
do ca´lculo do resumo criptogra´fico, o que pode ser observado pela diminuic¸a˜o da diferenc¸a
de desempenho entre o OpenSSL e os cena´rios dotados de SGX.
Tal como verificado nos testes da operac¸a˜o RE, devido a` diferenc¸a de implementac¸a˜o entre
as func¸o˜es utilizadas (ippsHMAC Message /HMAC), o SGX SSL atingiu sempre melhores
resultados que o SGX SDK. Para ambos os cena´rios dotados de SGX, o melhor desempenho
foi igualmente atingido para blocos com 32KB de tamanho, com 391.9 MB/s no caso do
SGX SSL e 311.3 MB/s no caso do SGX SDK (⇡94.69% e ⇡75.21% do desempenho do OpenSSL,
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Figura 9: Resultados da operac¸a˜o do ca´lculo do resumo criptogra´fico (CRC)
respetivamente). Relativamente a` lateˆncia, resultados similares podem ser observados, com
52.83 µs para o SGX SSL e 66.50 µs para o SGX SDK.
Como descrito na secc¸a˜o 4.3, a operac¸a˜o CRC segue uma abordagem configura´vel baseada
em e´pocas. Os testes foram repetidos para modificarem a chave segura de e´poca a cada
100 000 operac¸o˜es. A variac¸a˜o do desempenho foi quase nula quando comparada com os
resultados do CRC sem e´pocas, exibindo uma me´dia de variac¸a˜o de desempenho/lateˆncia
inferior a 1% para os dois cena´rios dotados de SGX .
Estes testes sa˜o importantes para perceber qual o impacto introduzido pelo uso do SGX
nestas operac¸o˜es, e concluir quais as melhores configurac¸o˜es para alcanc¸ar um melhor de-
sempenho. A implementac¸a˜o do SGX SSL parece ser a melhor opc¸a˜o para utilizar com SGX.
Em todos os testes, o SGX SSL atingiu sempre melhores resultados que o SGX SDK, e com o
tamanho do bloco igual a 16KB quase que atinge o desempenho do ambiente de execuc¸a˜o
na˜o confia´vel. Ale´m disso, o tamanho do bloco que oferece um melhor desempenho apa-
renta ser de 32KB.
Nos testes remotos do proto´tipo do TrustFS foram utilizadas as func¸o˜es do SGX SSL tanto
por este ter mostrado ser uma melhor opc¸a˜o, como por uma questa˜o de compatibilidade
para com o co´digo ja´ existente do SafeFS (que recorriam a func¸o˜es da biblioteca OpenSSL).
O tamanho de bloco utilizado nesses testes foi igual a 4KB. A raza˜o desta escolha deve-
se ao facto de ser o tamanho tı´pico usado em sistemas de ficheiros e tambe´m utilizado em
diversos sistemas de deduplicac¸a˜o. Ale´m disso, como verificado pelos resultados dos micro
testes, este e´ o caso em que sera˜o feitas mais invocac¸o˜es ao SGX, sendo mais observa´vel o
impacto no desempenho de usar esta abordagem.
6.2 testes remotos
De modo a testar o desempenho da soluc¸a˜o segura dotada de SGX foram executados
testes remotos. Estes testes contemplam um modelo remoto cliente-servidor, onde o cliente
cifra os seus dados e envia ao servidor que ira´ aplicar as te´cnicas de deduplicac¸a˜o e persistir
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os dados. Para perceber o impacto no desempenho introduzido pelo SGX, repetiram-se os
mesmos testes para a soluc¸a˜o do estado da arte: criptografia convergente. Os resultados
permitem tirar concluso˜es relativamente a` integrac¸a˜o desta tecnologia de hardware confia´vel
num sistema real e remoto. Esta secc¸a˜o apresenta os resultados dos testes remotos, sendo
dividida entre dois tipos de testes: Testes do impacto da integrac¸a˜o e Testes de desempenho de
deduplicac¸a˜o segura com SGX.
6.2.1 Testes do impacto da integrac¸a˜o
De modo a entender o impacto no desempenho do proto´tipo do TrustFS e dos sistemas
LessFS e DdumbFS vanilla, realizaram-se inicialmente testes (Native) para medir a lateˆncia
(µs) e o de´bito (MB/s) alcanc¸ados num cena´rio com as ma´quinas do servidor e do cliente
isoladas e a comunicar entre si via o protocolo NFS. O benchmark DEDISbench efetuou
pedidos de escrita/leitura a partir da diretoria do NFS do cliente, enquanto que os pedidos
foram reencaminhados para o daemon de NFS do servidor remoto e armazenados atrave´s
de um sistema de armazenamento Ext4. De seguida, foram efetuados os mesmos testes,
mas desta vez com as verso˜es originais do DdumbFS e do LessFS montadas como sistema
de armazenamento na ma´quina do servidor (testes Vanilla), de forma a medir o impacto
no desempenho introduzido por estes dois sistemas. Como terceiro cena´rio, foram testadas
as integrac¸o˜es das implementac¸o˜es destes dois sistemas na camada de deduplicac¸a˜o do
TrustFS. Nestes casos, uma instaˆncia do proto´tipo do TrustFS foi montada no lado do
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Figura 10: Resultados dos testes remotos Native, Vanilla e Layered
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Os gra´ficos da figura 10mostram os resultados obtidos para estes treˆs cena´rios. Como es-
perado, o cena´rio Native alcanc¸ou o melhor desempenho entre os treˆs cena´rios, atingindo
82.6 MB/s nas escritas sequeˆncias e 91.5 MB/s nas escritas aleato´rias. As lateˆncias foram
tambe´m as melhores (mais pequenas), sendo registados valores de ⇡40µs para ambos os
testes de escrita. Como explicado anteriormente, o cliente NFS foi configurado para exe-
cutar os pedidos de escrita de forma assı´ncrona, por isso o cliente na˜o ficou a` espera de
uma resposta do servidor a indicar se pedido foi corretamente persistido. Isto explica a
proximidade de valores obtidos entre os cena´rios de escrita sequencial e aleato´ria.
Nos testes de leitura verifica-se igualmente um melhor desempenho do cena´rio Native,
com os valores de 98.4 MB/s e 4.7 MB/s para as leituras sequeˆncias e aleato´rias, respeti-
vamente. Mais uma vez, este cena´rio apresenta as menores lateˆncias tambe´m no caso das
leituras, com 39µs para as leituras sequenciais e 844µs para as leituras aleato´rias. Uma vez
que a conexa˜o da rede entre as ma´quinas era de 1 Gigabit Ethernet, nota-se uma limitac¸a˜o
no desempenho das leituras sequenciais. Relativamente a`s leituras aleato´rias, o seu desem-
penho foi constrangido pela forma como o protocolo NFS lida com os padro˜es de acesso ao
meio de armazenamento.
Quando comparado com o cena´rio Native, os testes Vanillamostram um impacto no de-
sempenho tanto no caso das escritas sequenciais como nas escritas e leituras aleato´rias. No
caso das escritas sequenciais, o DdumbFS atingiu um desempenho de 65.78 MB/s com uma
lateˆncia me´dia de ⇡53µs (⇡80% do desempenho e ⇡79% da lateˆncia do cena´rio Native), e
o LessFS alcanc¸ou 17.4 MB/s com uma lateˆncia de ⇡220µs (⇡21% do desempenho e ⇡19%
da lateˆncia do cena´rio Native) . Nas escritas aleato´rias, o DdumbFS registou valores de
desempenho iguais a 69.43 MB/s tambe´m com uma lateˆncia de ⇡53.7µs (⇡76% e ⇡75% do
desempenho e da lateˆncia do cena´rio Native, respetivamente).
As leituras aleato´rias mostram uma queda de desempenho de cerca de 27% em relac¸a˜o
ao cena´rio Native no caso do DdumbFS (3.43 MB/s) e a` volta de 16% no caso do LessFS
(3.96 MB/s). As lateˆncias apresentam um impacto similar a` do desempenho, 74% (1137µs)
e 86% (983µs) do cena´rio Native, para o DdumbFS e LessFS respetivamente. Este impacto
e´ expecta´vel uma vez que e´ necessa´rio consultar os metadados do ı´ndice e as receitas dos fi-
cheiros muitas vezes diretamente ao disco, introduzindo uma demora no tempo de resposta
dos pedidos de armazenamento [54].
As leituras sequenciais apresentam-se como uma excec¸a˜o, com uma sobrecarga pouco
significante quando comparado com a versa˜o nativa, mais precisamente 0.5% no caso do
DdumbFS e cerca de 6% no caso do LessFS. Novamente, o desempenho deste teste encontra-
se limitado pela capacidade da conexa˜o entre as duas ma´quinas (switch de 1 Gigabit), mas-
carando assim a sobrecarga introduzida pela deduplicac¸a˜o e fragmentac¸a˜o dos blocos.
Em regra geral (a` excec¸a˜o das leituras aleato´rias), o sistema DdumbFS apresenta melho-
res resultados que o sistema LessFS, que pode ser explicado pelas diferentes abordagens
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de implementac¸a˜o que cada sistema escolheu. O gra´fico das escritas aleato´rias apenas apre-
senta os resultados do sistema DdumbFS uma vez que, devido a um erro de memory leak
encontrado no sistema LessFS na˜o foi possı´vel concluir estes testes.
Relativamente aos testes Layered, estes apresentaram um impacto pequeno quando com-
parados os resultados destes com os dos sistemas originais Vanilla. A maior queda de
desempenho notou-se nas leituras aleato´rias para o sistema DdumbFS, que apenas atingiu
93% (3.2 MB/s ) do desempenho do correspondente teste Vanilla.
Estes resultados mostram o impacto introduzido no desempenho esperado ao integrar as
implementac¸o˜es dos sistemas DdumbFS e LessFS na camada de deduplicac¸a˜o do proto´tipo
e a queda de desempenho quando comparado com o cena´rio Native.
6.2.2 Testes de desempenho de deduplicac¸a˜o segura com SGX
A segunda fase de testes efetuada incidiu na medic¸a˜o do de´bito (MB/s) e da lateˆncia
(µs) obtidos ao executar o proto´tipo num ambiente remoto e com os dois esquemas segu-
ros de deduplicac¸a˜o: o esquema de deduplicac¸a˜o seguro dotado de SGX proposto nesta
dissertac¸a˜o (SGX) e a soluc¸a˜o do estado da arte conhecida por criptografia convergente (CE).
A instalac¸a˜o de ambos os cena´rios seguiu as configurac¸o˜es descritas nas secc¸o˜es 4.3 e 5.2.
Os resultados da figura 11 mostram que a soluc¸a˜o SGX alcanc¸ou valores similares de
de´bito e lateˆncia aos da soluc¸a˜o CE. A queda de desempenho verificada pela soluc¸a˜o dotada
de SGX em relac¸a˜o a` soluc¸a˜o CE foi, no caso das leituras, inferior a 4%. A soluc¸a˜o do
estado da arte alcanc¸ou, nos testes de leitura sequencial, um de´bito de 96.86 MB/s com
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Figura 11: Resultados das soluc¸o˜es seguras de deduplicac¸a˜o SGX e CE
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LessFS, com uma lateˆncia me´dia de 39µs e 41µs, respetivamente. A soluc¸a˜o SGX atingiu
cerca de 98.6% (95.47 MB/s) do desempenho da soluc¸a˜o CE com o DdumbFS e quase os 96%
(88.67 MB/s) com o LessFS. As lateˆncias aumentaram ligeiramente tendo atingido os 40µs
e 43µs respetivamente. Nas leituras aleato´rias, SGX alcanc¸ou, tanto no caso do DdumbFS
como no caso do LessFS, 98.6% do desempenho e da lateˆncia de CE.
No caso das escritas, os testes SGX com o sistema DdumbFS mostram uma melhoria no
desempenho em relac¸a˜o aos testes CE, ate´ 6%. Nas escritas sequenciais a CE atingiu ⇡ 61.83
MB/s enquanto que o SGX alcanc¸ou ⇡ 64.59 MB/s. Nas escritas aleato´rias observou-se a
mesma melhoria, com ⇡ 48.79 MB/s para o SGX e ⇡ 46.03 MB/s para a CE. Este comporta-
mento pode ser explicado pela opc¸a˜o async utilizada nas configurac¸o˜es do NFS do cliente.
O processamento feito na camada de encriptac¸a˜o no lado do cliente e´ maior no caso da
soluc¸a˜o CE. A soluc¸a˜o baseada em SGX efetua o ca´lculo do resumo criptogra´fico com base
do texto original dentro do enclave do lado do servidor. Assim, o cliente apenas necessita
cifrar os seus dados. No caso da soluc¸a˜o CE, os dados sa˜o cifrados com o seu resumo crip-
togra´fico como chave de forma a gerarem um criptograma determinı´stico para permitir ao
servidor detetar os duplicados. Desta forma, a camada de encriptac¸a˜o da soluc¸a˜o CE na˜o
so´ executa os mesmos passos que a soluc¸a˜o de SGX, isto e´, cifrar os dados, como tambe´m
efetua o ca´lculo do resumo criptogra´fico para calcular a chave de cifragem. Uma vez que o
cliente na˜o fica bloqueado a` espera da resposta do servidor, e´ compreensı´vel a obtenc¸a˜o de
melhores resultados para a soluc¸a˜o SGX.
De modo a validar esta ana´lise, foram executados mais dois tipos de testes para as escritas
sequenciais e aleato´ria das duas soluc¸o˜es: um teste de profiling do tempo despendido na
camada de encriptac¸a˜o do cliente, e um teste com a opc¸a˜o sync do NFS do cliente ativada,
obrigando a que o cliente esperasse pelo fim do processamento do pedido do lado do
servidor.
Os resultados dos testes de profiling mostraram que, nas escritas sequenciais, a soluc¸a˜o
CE gasta, em me´dia, ⇡66µs por operac¸a˜o na camada de encriptac¸a˜o do cliente, enquanto
que a soluc¸a˜o SGX despende apenas ⇡63µs. Nas escritas aleato´rias verificou-se um compor-
tamento similar, com ⇡99µs e ⇡81µs despendidos pela CE e SGX, respetivamente. Como era
de esperar, nos testes de escrita sequencial sı´ncrona, a soluc¸a˜o SGX ja´ obteve um desempe-
nho menor (0.411 MB/s) e uma lateˆncia maior (9.4 ms) em comparac¸a˜o com o desempenho
(0.416 MB/s) e a lateˆncia (9.3 ms) da soluc¸a˜o CE (uma queda de desempenho inferior a
2%). No caso das escritas aleato´rias sı´ncronas, a queda de desempenho da soluc¸a˜o SGX em
relac¸a˜o ao desempenho da soluc¸a˜o CE foi inferior a 8%.
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6.2.3 Reduc¸a˜o de espac¸o de armazenamento
1 GB 5 GB 10 GB Sem e´pocas
DdumbFS 5.38 GB 5.42 GB 5.46 GB 5.6 GB
LessFS 5.41 GB 5.46 GB 5.49 GB 5.6 GB
Tabela 2: Reduc¸a˜o de espac¸o com a distribuic¸a˜o dist highperformance
Observando os resultados das escritas sequenciais, ambas as soluc¸o˜es alcanc¸aram cerca
de 17.5% de reduc¸a˜o de espac¸o, equivalente a 5.6 GB (de 32 GB escritos) de espac¸o de
armazenamento poupado. Estes valores correspondem ao melhor resultado, em termos de
poupanc¸a de espac¸o, de um sistema de deduplicac¸a˜o. No caso da soluc¸a˜o CE, uma vez que
os dados sa˜o cifrados de forma determinı´stica, foram detetados todos os blocos duplicados,
sendo por isso esses resultados os valores base de comparac¸a˜o. Os resultados da soluc¸a˜o
SGX sa˜o equivalentes uma vez o sistema foi configurado para executar sem noc¸a˜o de e´pocas,
ou seja, todos os blocos foram processados na mesma e´poca, permitindo assim poupar o
mesmo espac¸o de armazenamento que a soluc¸a˜o CE (5.6GB).
De modo a verificar o impacto no espac¸o poupado com o novo esquema baseado em
e´pocas repetiram-se os testes de escrita sequencial (treˆs vezes cada um) para trocar de e´poca
a cada 10 GB, 5GB e 1GB de dados escritos. Os resultados representados na tabela 2 va˜o
de encontro aos valores especta´veis: uma diminuic¸a˜o do espac¸o poupado com o aumento
do nu´mero de e´pocas. O impacto no espac¸o poupado foi mı´nimo, com uma diminuic¸a˜o
inferior a 4% no teste com mais e´pocas (1 GB).
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Figura 12: Exemplos de distribuic¸o˜es de blocos duplicados por e´pocas
No entanto, esta ana´lise e´ dependente das propriedades de localidade temporal dos da-
dos a armazenar. Por exemplo, em cena´rios de armazenamento onde se verifica a escrita
de uma grande percentagem de blocos duplicados um dado espac¸o temporal, as e´pocas
devem ser configuradas de forma a estarem de acordo com esse espac¸o temporal (figura 12–
Exemplo A). Por outro lado, no caso de um sistema de armazenamento que periodicamente
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efetua co´pias de seguranc¸a, torna-se mais difı´cil escolher o paraˆmetro de e´pocas mais efi-
ciente (figura 12–Exemplo B). No exemplo B existem treˆs blocos diferentes (A,B,C), cujo
armazenamento se repete para todos os blocos em todas as e´pocas. Neste caso, a reduc¸a˜o
do espac¸o de armazenamento vai ser bastante afetada. Como as co´pias de cada bloco esta˜o
distribuı´das pelas diferentes e´pocas, na˜o sera˜o detetadas como duplicadas, sendo que cada
bloco sera´ armazenado treˆs vezes. No caso do exemplo A, as e´pocas coincidem com o
espac¸o temporal dos diferentes blocos. Os blocos ideˆnticos esta˜o todos na mesma e´poca,
levando a que cada bloco seja armazenado apenas uma vez.
O DEDISbench imita a distribuic¸a˜o de blocos duplicados especificados na distribuic¸a˜o
dist highperformance e segue uma abordagem onde as co´pias de um dado bloco sa˜o armaze-
nadas uniformemente ao longo do tempo. Os resultados mostram que, para este cena´rio
em especı´fico, e´ possı´vel ter um impacto reduzido no espac¸o de armazenamento poupado.
1 GB 5 GB 10 GB Sem e´pocas
DdumbFS 0.85 GB 1.51 GB 2.08 GB 3.72 GB
LessFS 0.85 GB 1.52 GB 2.09 GB 3.72 GB
Tabela 3: Reduc¸a˜o de espac¸o com a distribuic¸a˜o dist personalfiles
Realizaram-se os mesmos testes com a distribuic¸a˜o dist personalfiles e observou-se um
impacto maior consoante o aumento do nu´mero de e´pocas. A percentagem de duplicados
desta distribuic¸a˜o e´ inferior a` da distribuic¸a˜o anterior (cerca de 12% de blocos duplicados
em 32GB), sendo que no teste sem e´pocas foram encontradas cerca de 3.72 GB de co´pias.
Tal como indicado na tabela 3, com a mudanc¸a de e´poca a cada 10GB foram deduplicados
⇡2.08 GB, o que equivale a 56% do espac¸o poupado na versa˜o sem e´pocas. Consoante
se aumentou o nu´mero de e´pocas observou-se uma diminuic¸a˜o ainda maior do espac¸o
poupado, sendo que com cerca de 7 e´pocas alcanc¸aram-se valores perto de 1.5 GB e com
32 e´pocas, o espac¸o poupado foi inferior a 1GB (0.85 GB), atingindo os 23% do espac¸o
originalmente poupado.
% blocos duplicados com# blocos # co´pias
<32 co´pias >= 32 co´pias
dist highperformance 400 599 152 100 199 335 33.23 % 66.77 %
dist personalfiles 29 530 586 5 081 176 85.1 % 14.9 %
Tabela 4: Ana´lise das distribuic¸o˜es dist highperformance e dist personalfiles
Apo´s a ana´lise das distribuic¸o˜es do DEDISbench chegou-se a` conclusa˜o que a maior per-
centagem de redundaˆncia da distribuic¸a˜o dist highperformance provem de blocos com uma
grande quantidade de duplicados, enquanto que no caso da distribuic¸a˜o dist personalfiles
provem de uma grande quantidade de blocos com poucos duplicados. Como se pode ob-
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servar na tabela 4, 33% das co´pias encontradas na distribuic¸a˜o dist highperformance resultam
de blocos com menos de 32 co´pias, enquanto que os restantes 67% resultam de blocos com
mais de 32 co´pias. Isto significa que, com a mudanc¸a de e´poca a cada 1 GB num total de 32
GB de dados escritos, a maior parte dos blocos possuem mais co´pias do que as e´pocas exe-
cutadas, originando um impacto mı´nimo no espac¸o de armazenamento poupado. No caso
da distribuic¸a˜o dist personalfiles, 85% dos blocos duplicados proveˆm de blocos com menos
de 32 co´pias, sendo que neste caso 32 e´pocas ja´ introduzem um impacto mais significativo
na detec¸a˜o dos blocos duplicados.
6.3 recursos utilizados
Com a finalidade de perceber o impacto do SGX nos recursos utilizados foram medidas,
para cada um dos testes, a utilizac¸a˜o do CPU, da RAM e da rede. A tabela 5 apresenta
a me´dia dos resultados obtidos nos testes Vanilla, enquanto que a tabela 6 mostra os
recursos utilizados (quer na ma´quina cliente, quer na ma´quina servidor) nos os va´rios
testes das duas soluc¸o˜es de deduplicac¸a˜o segura (CE e SGX).
DdumbFS LessFS
CPU RAM CPU RAM
Escritas sequenciais 36.16% 7.15% 83.26% 2.9%
Escritas aleato´rias 37.25% 7.15%
Leituras sequenciais 39.67% 7.15% 41.61% 0.39%
Leituras aleato´rias 10.22%, 7.15% 16.62% 0.3%
Tabela 5: Recursos utilizados (em me´dia) pelos sistemas DdumbFS e LessFS
Atrave´s dos resultados Vanilla e´ possı´vel obter duas observac¸o˜es interessantes: o sis-
tema LessFS requer menos utilizac¸a˜o de memo´ria RAM que o sistema DdumbFS (⇡3%
e ⇡7% do total da memo´ria RAM do servidor, respetivamente) mas exige uma maior
utilizac¸a˜o do CPU, chegando a atingir os 83% no caso das escritas sequenciais, em oposic¸a˜o
ao pior caso registado do DdumbFS de quase 40% (nas leituras sequenciais). As leituras
aleato´rias apresentam os melhores resultados para ambos os sistemas, com ⇡10% para
o DdumbFS e ⇡17% para o LessFS. A diferenc¸a observada entre os valores das leituras
aleato´rias e das leituras sequenciais deve-se ao facto de nas primeiras, uma vez que esta˜o
a aceder de forma aleato´ria, terem de aceder sempre ao disco, contrariamente a`s leituras
sequenciais que podem ser alimentadas pelos valores previamente carregados para cache
(prefetching). Isto explica igualmente a raza˜o da diminuic¸a˜o do desempenho nas leituras
aleato´rias. Uma vez que e´ necessa´rio aceder quase sempre ao disco, requerem menos con-
sumo de CPU mas exige um tempo de resposta maior por cada pedido, diminuindo assim
capacidade de resposta de pedidos por segundo.
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DdumbFS LessFS
CPU RAM CPU RAM
cliente servidor cliente servidor cliente servidor cliente servidor
CE 42.0% 38.52% 13.7% 7.16% 20.79% 83.0% 10.82% 2.9%Escritas sequenciais
SGX 31.89% 53.55% 0.02% 7.17% 13.44% 87.25% 0.02% 2.93%
CE 26.12% 44.65% 29.97% 7.17%Escritas aleato´rias
SGX 22.9% 65.92% 0.02% 7.18%
CE 41.12% 39.64% 21.92% 7.16% 42.07% 41.1% 26.41% 0.36%Leituras sequenciais
SGX 37.28% 48.12% 0.03% 7.17% 36.56% 49.58% 0.04% 0.33%
CE 6.62% 16.28% 18.22% 7.17% 6.58% 21.69% 18.15% 0.28%Leituras aleato´rias
SGX 5.89% 22.45% 0.03% 7.18% 5.77% 26.46% 0.03% 0.3%
Tabela 6: Recursos utilizados (em me´dia) pelas soluc¸o˜es CE e SGX
Os resultados observados nos testes das soluc¸o˜es de deduplicac¸a˜o segura mostram nova-
mente que para a implementac¸a˜o do sistema LessFS, as escritas sequenciais exigem mais
do CPU e que as leituras apresentam os melhores resultados, principalmente as leituras
aleato´rias. Relativamente ao DdumbFS, os piores resultados observados foram para os
testes de escrita aleato´ria, que superaram os valores atingidos nos testes de leituras sequen-
ciais.
Analisando os resultados das duas ma´quinas, e´ possı´vel verificar que, na ma´quina do
cliente, a soluc¸a˜o CE utiliza uma maior percentagem de CPU que a soluc¸a˜o SGX (chegando
a atingir uma diferenc¸a de ⇡10%). Esta diferenc¸a no caso das escritas e´, mais uma vez,
explicada pelo ca´lculo do resumo criptogra´fico que a soluc¸a˜o CE necessita efetuar no lado
do cliente. No caso das leituras, a raza˜o incide na procura da chave para decifrar o bloco
(chave essa que correspondente ao resumo criptogra´fico calculado na operac¸a˜o de escrita).
Relativamente ao consumo de memo´ria ambas as soluc¸o˜es de CE e SGX apresentam valores
ideˆnticos no servidor: ⇡7% com o DdumbFS e ate´ 3% com o LessFS. No lado do cliente,
a soluc¸a˜o SGX apresenta um consumo de memo´ria quase nulo, enquanto que a soluc¸a˜o CE
chegou a consumir uma me´dia de quase 30% que, novamente, se deve a` gesta˜o das chaves
para cifrar/decifrar os blocos.
Os valores obtidos relativamente ao consumo de rede foram os especta´veis, com o total
de MB/s enviados pelo cliente a corresponderem ao total de MB/s recebidos pelo servidor
e vice-versa, e a corresponderem aos valores de desempenho obtidos. Os resultados de
rede das leituras sequenciais manifestam o limite imposto pela rede, com valores a` volta
dos 100 MB/s (DdumbFS) e 90 MB/s (LessFS).
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Estes resultados mostram que a soluc¸a˜o segura de deduplicac¸a˜o do TrustFS dotada
de SGX introduz um pequeno impacto no desempenho das operac¸o˜es I/O, com uma
diminuic¸a˜o ate´ 2% na maioria dos testes e inferior a 8% no pior cena´rio (escritas sı´ncronas),
quando comparado com a soluc¸a˜o do estado da arte. Relativamente a` quantidade espac¸o
poupado, a soluc¸a˜o proposta apresenta um compromisso entre seguranc¸a e economia de
espac¸o, sendo que aumentando o nu´mero de e´pocas, o sistema fica mais resistente a
ataques sobre os quais a criptografia convergente e´ vulnera´vel, mas diminui o nu´mero
de blocos duplicados encontrados. Nos testes apresentados, a reduc¸a˜o de espac¸o sofreu
uma diminuic¸a˜o inferior a 4% com a distribuic¸a˜o dist highperformance e ate´ 77% com a
distribuic¸a˜o dist personalfiles, ambos os casos com a mudanc¸a de e´pocas a cada 1GB. O
impacto no desempenho para blocos de 4KB verificada nos micro testes foi aliviada pela




Esta dissertac¸a˜o apresenta o sistema TrustFS, uma plataforma de sistemas de armazena-
mento empilha´veis que recorre a` tecnologia SGX para construir sistemas de armazenamento
orientados ao conteu´do de forma segura e modular.
Pela ana´lise do estado da arte foi possı´vel concluir que existem va´rias propostas para
encontrar uma soluc¸a˜o segura e aceita´vel que permite conjugar te´cnicas que garantem a
confidencialidade e integridade dos dados, nomeadamente te´cnicas de criptografia pro-
babilı´sticas, com te´cnicas de armazenamento orientadas ao conteu´do, como o caso da
deduplicac¸a˜o ou da compressa˜o. A soluc¸a˜o mais comum, no caso da deduplicac¸a˜o, mas
que ainda apresenta algumas falhas de seguranc¸a e´ a criptografia convergente, que consiste
em cifrar os dados com um esquema determinı´stico e usando o resumo criptogra´fico dos
dados como chave. Por outro lado, existem tambe´m va´rias propostas de arquiteturas que
visam oferecer o isolamento de aplicac¸o˜es contra entidades maliciosas, incluindo o pro´prio
sistema operativo ou o hipervisor de um servidor malicioso. No entanto, existem muitas
poucas propostas que combinem as tecnologias de hardware confia´vel com sistemas que
usem te´cnicas orientadas ao conteu´do. O aparecimento das novas tecnologias de hardware
confia´vel, como o SGX, tem provocado um aumento das propostas de soluc¸o˜es que con-
fiam neste tipo de tecnologia. Contudo, ainda na˜o surgiu nenhuma proposta para uma
plataforma modular e programa´vel para sistemas de armazenamento que tire partido deste
tipo de tecnologia.
O objetivo da plataforma exposta nesta dissertac¸a˜o consiste em fornecer uma arquitetura
modular e programa´vel de forma a simplificar o desenvolvimento de funcionalidades de ar-
mazenamento dotadas de SGX, exigindo um esforc¸o de reimplementac¸a˜o reduzido. Desta
forma, o co´digo das camadas e drivers existentes podem tirar partido desta tecnologia de
hardware confia´vel recorrendo a um proxy middleware, que faz a comunicac¸a˜o entre a parte
na˜o confia´vel do servidor e o enclave. Ale´m disso, o TrustFS possibilita a escolha, aquando
o desenvolvimento ou configurac¸a˜o do sistema, do conjunto de camadas/drivers que devem
executar num ambiente seguro consoante os requisitos da infraestrutura onde a soluc¸a˜o do
sistema de armazenamento sera´ instalada. Esta dissertac¸a˜o mostrou as capacidades desta
plataforma atrave´s de um caso de estudo focado na deduplicac¸a˜o, essencialmente. A mo-
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dularidade do TrustFS e a sua aposta na seguranc¸a oferecida pelo SGX permitiu desenhar
um novo esquema de deduplicac¸a˜o baseado em e´pocas que proporciona diferentes nı´veis
de seguranc¸a e espac¸o poupado.
O proto´tipo do TrustFS integra dois sistemas de deduplicac¸a˜o open-source, nomeada-
mente os sistemas DdumbFS e LessFS, e recorre ao enclave para efetuar o ca´lculo do resumo
criptogra´fico de cada bloco num ambiente de execuc¸a˜o confia´vel. De modo a permitir que
os blocos armazenados sejam acessı´veis por todos os clientes que os possuem, os blocos sa˜o
reencriptados quando chegam ao servidor com a chave segura deste. Desta forma, torna-se
possı´vel enviar os dados cifrados do cliente para o servidor (anulando os possı´veis ataques
realizados por algum individuo a` escuta da rede) e permitir ao mesmo tempo a aplicac¸a˜o
de te´cnicas orientadas ao conteu´do. Este processo e´ apenas via´vel (seguro) grac¸as ao isola-
mento oferecido pelo SGX. O ca´lculo do resumo criptogra´fico e´ realizado sobre os dados
decifrados e com o auxı´lio de uma chave de e´poca (apenas acessı´vel pelo enclave). Este
processo permite introduzir um novo esquema de seguranc¸a, impedindo que um atacante
tente perceber se dado bloco ja´ se encontra armazenado entre as diferentes e´pocas. No en-
tanto, ao recorrer a este esquema de deduplicac¸a˜o seguro por e´pocas, dados ideˆnticos em
e´pocas diferentes na˜o sera˜o deduplicados, reduzindo assim a taxa de sucesso desta te´cnica
de reduc¸a˜o de espac¸o. Desta forma, o esquema proposto deve ser configurado consoante as
caracterı´sticas temporais dos blocos e consoante os objetivos pretendidos (mais seguranc¸a
ou mais espac¸o reduzido).
De modo a avaliar o proto´tipo TrustFS, implementou-se e testou-se de igual forma a
soluc¸a˜o do estado da arte: criptografia convergente. Esta comparac¸a˜o revelou que e´ possı´vel
providenciar premissas fortes de seguranc¸a com um impacto reduzido no desempenho,
inferior a 2% na maioria dos testes realizados e ate´ 8% com as configurac¸o˜es mais exigentes.
Ale´m disso, pelos resultados de espac¸o poupado obtidos e´ possı´vel concluir que o novo
esquema de e´pocas e´ bastante dependente dos dados sobre o qual esta´ a ser aplicado e,
em especial, das suas caracterı´sticas de redundaˆncia e distribuic¸a˜o espacial. Desta forma, o
nu´mero de e´pocas deve ser ajustado consoante os objetivos do sistema (seguranc¸a/reduc¸a˜o
de espac¸o) e tendo em conta as caracterı´sticas dos dados.
Em conclusa˜o, esta dissertac¸a˜o apresenta uma plataforma para sistemas de armazena-
mento dotada de SGX que possibilita, tanto aos programadores como aos utilizadores
do sistema, construir e executar soluc¸o˜es seguras e flexı´veis de armazenamento com as
seguranc¸as oferecidas pelo hardware confia´vel.
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7.1 trabalho futuro
O proto´tipo apresentado nesta dissertac¸a˜o permite desenvolver e executar um sistema de
armazenamento que aplica a te´cnica de deduplicac¸a˜o, para economizar o espac¸o de arma-
zenamento, sobre dados cifrados de forma segura. Ale´m disso, a arquitetura do proto´tipo
foi desenhada de forma a facilmente recorrer ao espac¸o reservado do SGX (enclave) para
outros fins ale´m da deduplicac¸a˜o.
Embora o TrustFS oferec¸a uma camada de deduplicac¸a˜o (implementac¸o˜es dos sistemas
DdumbFS e LessFS) e um novo esquema seguro de deduplicac¸a˜o baseado em e´pocas, se-
ria relevante, como trabalho futuro, desenhar uma camada de deduplicac¸a˜o que tirasse
maior partido de novas verso˜es do SGX de forma a aumentar tanto a seguranc¸a como o
desempenho e sem comprometer o espac¸o poupado pela te´cnica. As novas instruc¸o˜es do
CPU introduzidas pelo SGX 2.0 possibilitam alocar dinamicamente a memo´ria do enclave
[45]. Assim, torna-se possı´vel, por exemplo, manter o ı´ndice dos resumos criptogra´fico na
memo´ria protegida do enclave, evitando assim que o atacante consiga perceber quais os
blocos armazenados.
Outro to´pico interessante para trabalho futuro seria a integrac¸a˜o de protocolos de estabe-
lecimento de canais seguros ( [39, 5, 51]) para assegurar uma comunicac¸a˜o segura entre os
clientes e os enclaves do servidor. Ale´m disso, num sistema distribuı´do com va´rios nodos
de armazenamento, os utilizadores teˆm de ser capazes de trocar as chaves com um ou mais
nodos. Da mesma forma, os enclaves dos diferentes nodos precisam igualmente de trocar a
chave segura do servidor entre si, de forma a serem capazes de responder aos pedidos de
diferentes clientes. Como tal, seria vantajoso avaliar a utilizac¸a˜o de novas te´cnicas, como os
me´todos utilizados em [33], para assegurar esta funcionalidade.
Adicionalmente, seria interessante integrar no TrustFS outras funcionalidades de arma-
zenamento orientadas ao conteu´do (como compressa˜o, cache orientada ao conteu´do, etc)
para tirarem partido da seguranc¸a oferecida pelo SGX.
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