This article combines several developments in statistics and item response theory into a procedure for the analysis of dichotomously scored test data. The first of these is an alternative perspective, proposed in Ramsay (1996) , on the unidimensional locally independent model for test performance. This approach replaces the concept of a latent trait by the notion of a manifold or space curve in observable outcome space. This formulation loses nothing that is available in latent trait models, but it does clarify the statistical role and ontological status of the latent trait, and points to new measures of ability and ways of assessing item performance.
This article combines several developments in statistics and item response theory into a procedure for the analysis of dichotomously scored test data. The first of these is an alternative perspective, proposed in Ramsay (1996) , on the unidimensional locally independent model for test performance. This approach replaces the concept of a latent trait by the notion of a manifold or space curve in observable outcome space. This formulation loses nothing that is available in latent trait models, but it does clarify the statistical role and ontological status of the latent trait, and points to new measures of ability and ways of assessing item performance.
Second, the article uses a nonparametric description of the item response function (IRF) that permits, on the one hand, as much flexibility as is needed to model unusual or unforeseen features in the curve, and on the other, allows the user to smooth this curve as much as is desired toward a low-dimensional baseline model that might work well for most items. This approach positions test theory within the context of functional data analysis, described in Ramsay and Silverman (1997) .
Third, an alternative to the three-parameter logistic (3PL) baseline model is proposed that is also three-dimensional and has essentially the same shape characteristics, but has a much more stable parametric structure since it does not have the large sampling covariance between estimates of a i and c i that occurs in the 3PL model for easy items. Finally, some useful modifications of the EM algorithm are considered that stabilize it and speed up convergence. A numerical quadrature method is developed that is more appropriate for the type of integrands that are typical in testing applications of the EM algorithm.
The Data and the Model
The data to be analyzed are the responses of examinees, indexed by a = 1, . . . , N, to test items, indexed by i = 1, . . . , n. The response to item i by examinee a is coded by the value of a binary indicator variable u ai , which takes the value 1 for a correct response and 0 otherwise. Examinee a's response vector consists of the collection of his responses to all items, and is denoted by u a = (u a1 , . . . , u an ) t . The data are viewed as being stored in an N by n binary matrix U. Vector u ′ a of length n is the ath row in this matrix, and u i of length N denotes the ith column. In practice, it will be essential to allow for missing data, and in such cases we can use a code such "NA" or "NaN" in U to indicate this.
We wish to describe the probability P ai = Prob[u a 1 = 1] of a correct response of examinee a to item i. The vector P a = (P a1 , . . . , P an ) t , is the model for the response vector u a , and P a defines a point in the unit hypercube of dimensionality n. The response pattern u a corresponds to one of the vertices of this unit hypercube.
However, the probabilities P ai will not be modeled directly; instead, their logit transforms are estimated because our modeling procedure will use a linear or regression type structure, which does not easily accommodate constraints like 0 ≤ P ai ≤ 1 on its values.
The Manifold Formulation of Item Response Theory
The latent trait is one way to motivate the concept of a low dimensional structure underlying testing data. Test and scale designers often appeal to constructs . ( ) such as "proficiency," "intelligence," and "creativity" in describing what scores on their instruments mean, and freely appeal to a conceptual link between unidimensional test scores and these constructs. Of course, it is only test scores, and the choices that generate them, that we can actually observe, and so these constructs are said to be latent or unobservable variables whose structure is reflected in these test scores. Examinee a is said to have value θ q on this latent trait, and P ai = P i (θ a ) where P i (θ a ) is the item response function for item i, and is usually assumed to be a smooth function of θ.
In the panels of Figure 1 , probabilities of success P i (θ a ) on three items of an actual test are displayed as functions of four different types of continuum. The first extends over the whole real line, and follows the tradition originating with Thurstone (1927) of assuming that the values of θ on this continuum have a standard normal distribution. The second continuum is the exponential of θ, and therefore contains only nonnegative numbers. Values like these might seem more natural to someone imagining that there is a lower limit to ability that corresponds naturally to zero. The third continuum is within the unit interval (0, 1), achieved by the logistic transformation of the standard normal values in the first panel. These values might appeal to someone assuming that complete competency is achievable. The fourth continuum will be explained below. Now, since we are not actually observing θ, there is no deep reason for preferring one of these continua over the others, so that the smooth transformations taking us 293 from one continuum to any other are all legitimate modifications. What are not arbitrary, however, are the probability values P i (θ) themselves; these are anchored in the data, and must conform to the actual proportions of success for groups of people who have neighboring values of θ. The upper panel of Figure 2 displays what is invariant with respect to transformations of θ. By plotting probabilities against each other, we see that probabilities of success migrate smoothly within the unit cube. In this plot, the role of θ or any of its transformations has disappeared, except of course, that the curve has retained the topology of real numbers.
Nonparametric Item Response Function Estimates
We may also characterize the position occupied by examinee a with latent ability θ a by computing the distance along the curve, beginning at the initial point where the latent ability can be denoted by θ 0 . This arc length measure s(θ a ) is Arc length measure has some important properties. First, it is invariant under any strictly monotonic differentiable transformation of θ. Second, it depends only on the space curve, and therefore only on the values of P ai and their smooth distribution along the curve. Since these values are defined directly in terms of the data, arc length is in no sense latent, but rather a manifest aspect of the data that can be described arbitrarily well given enough data. A third interesting property of arc length measure is that the vector of derivatives dP i /ds, or the tangent vector to the curve measured in arc length metric, has unit length. That is, Thus, each (dP i /ds) 2 is bounded below by 0 and above by 1, and measures item discrimination at ability level s. As such it offers some advantages over the usual approach of inspecting the slopes of item response functions such as those in Figure 1 , where we see that how one assesses slope across items can depend strongly on which type of θ is used. Aside from not depending on the choice of θ, and we see in Figure 1 that, because (dP i /ds) 2 is a magnitude rather than a slope, it tends to be more suitable when displaying results for many item response functions at the same time. See Figure 12 for an example.
The curve in Figure 2 is a manifold in the terminology of differential geometry, and, if we can compute derivatives of item response functions, a differentiable manifold. The latent variable θ, or any smooth transformation of it, is called a chart for the manifold. The term is derived from the familiar example of the surface of the earth, where latitude and longitude are used to chart this structure, and are only one charting system among a large number of alternatives used by cartographers.
Arc length s is the natural or intrinsic measure of test performance, just as a great circle or geodesic distance is a natural measure on the earth's surface. Since sums and differences of arc lengths can be calculated, s is a ratio scale variable. Indeed, it is more, since s cannot be multiplied by an arbitrary positive constant, and therefore it is an absolute scale. Each examinee has an s-value, and, since values of s also possess a measure structure, we can approximate the distribution of these values. The probability density function for s is shown at the bottom of Figure 2 . For any latent trait measure θ, we can invert Equation 3 to define function θ(s). This called a charting function in differential geometry.
Other measures of position on the manifold with interesting properties are also possible. The measure integrates total change in expected score. Samejima (1998) considered as a measure with a constant information function.
Defining Nonparametric Item Response Functions
Following Ramsay and Silverman (1997) , we use the basis-function expansion approach to estimating a function f (x), in which the function is represented as a linear combination of K preselected known basis functions φ k (t), k = 1, . . . , K. Typical choices for basis functions are the B-spline basis for non-periodic functions and the Fourier series functions for periodic functions.
We use the basis function expansion for the logit function λ i (θ), so that
The coefficients in the K-dimensional vector β i determine the expansion in terms of the basis functions φ k (θ) in the K-dimensional vector of functions φ(θ). If λ(t) is understood to be a vector-valued function containing all n logit functions, then we have the compact expression where the n by K matrix B contains β i in its ith column. Our choice of basis functions is the B-splines where ξ is a strictly increasing vector of knot values spanning the range of values of θ over which we wish to estimate λ i (θ). The B-spline basis functions are polynomials of a specified order m between adjacent knots, and in most applications are required to have continuous derivatives up to order m − 2 across knots. For example, B-splines of order two are piecewise linear and continuous across knots, while B-splines of order four (the most common choice) are piecewise cubic and have continuous second derivatives. A B-spline basis function B k (θ ξ) also has the computationally convenient property of being zero everywhere except over at most m adjacent inter-knot intervals. For example, an order-two B-spline basis function is a triangle over some pair of adjacent intervals. A readable account of B-splines can be found in Hastie and Tibshirani (1990) . The number K of B-spline basis functions is equal to the number of interior knots plus the order m. Figure 3 plots the six B-spline basis functions of order three defined by the knot sequence -2, -1, 0, 1, and 2. Notice that the first and last two B-splines span fewer than three intervals. In our applications, the knots are typically equally spaced and range over values of θ that are likely to be found in the data at hand. The number K of basis functions should be sufficiently large to allow for unforeseen features in the logit functions, without being so large as to impose an unacceptable computational burden. However, in some applications it may be better to make knots more closely spaced where the function is more curvilinear, and in general there should be a reasonable number of observations between adjacent knots.
We estimate the shape of the logit functions λ i (t) by optimising a fitting criterion F(β i  u i , φ) with respect to the coefficients β i . The smaller the number of basis functions K is, the smoother the fitted curve will be, but flexibility will require larger values of K. In order to obtain the flexibility that we need while still maintaining smoothness, we can use the roughness penalty method described in detail in Green and Silverman (1994) and Ramsay and Silverman (1997) . A roughness measure γ J(β i ) is added to the fitting criterion F(β i  u i , φ) that assesses the roughness or amount of wiggle in the fitted function. For example, one might choose to optimize the augmented criterion where For this particular roughness penalty, as γ → ∞, the curvature is penalized more and more heavily, until finally λ i (θ) is forced to be a function with no curvature, and consequently a straight line, and P i (θ) is then forced toward a 2PL model. On the other hand, as γ → 0, the penalty vanishes, and λ i (θ) can be as complex and as rough as the size of K and the nature of the basis functions allows. A penalty J(β i ) replacing the curvature penalty in Equation 8 that permits a smoothing toward something like a 3PL model will be developed.
There are a variety of approaches other than roughness-penalized basis function expansions to modeling curves without using parametric models. These methods typically smooth or interpolate discrete data, and permit as much flexibility in the curve as is required, while at the same time allowing the user to control some index of curve smoothness. An overview of these is available in Silverman (1997), and Simonoff (1996) . Ramsay (1991) used kernel smoothing to estimate item response functions, and this approach was put into the program TestGraf, now available for Windows operating systems by ftp from http://www.ego.psych.mcgill.ca/pub/ramsay/testgraf. Other methods for nonparametric item response curves are Abrahamowicz and Ramsay (1992) , Ramsay and Abrahamowicz (1989) , Ramsay and Winsberg (1991) , Ramsay (1995) and Samejima (1998) .
Maximum Marginal Likelihood Estimation for Nonparametric Item Response Functions
Shortly after Dempster, Laird and Rubin (1977) defined the EM algorithm for eliminating nuisance parameters, one of the landmark articles in the history of psychometrics applied a related approach to the estimation of item response functions P i (θ). Bock and Aitkin (1981) showed that, by adopting a two-phase computational strategy for maximizing the likelihood integrated over individual ability parameters, a simple, reliable, and easily programmed procedure could estimate the parameters of the 3PL model. By marginalizing over values of θ, the data for N examinees and n items was actually fit with "only" 3n parameters, instead of N + 3n used in joint estimation programs such as LOGIST (Wingersky, Patrick, & Lord, 1988 ). This technique made it possible to have a large sample size relative to the number of parameters being estimated. Although the usual definition of the EM algorithm involves integrating the log likelihood rather than the likelihood with respect to nuisance parameters, we will follow the common practice of also referring to the BockAitkin optimization strategy as an EM algorithm.
The likelihood of the response pattern u a , given a specific value of the charting variable θ a , a particular coefficient matrix B defining Equation 6, and assuming local independence, is and the likelihood of getting the entire set of Nn binary observations in matrix U is
The role of the θ a s, regarded here as essentially nuisance parameters, is eliminated by averaging over their possible values, where the average is taken with respect to some fixed distribution with density function g (θ) . It is usual to use the standard normal density. It may seem restrictive to assumed a fixed density g(θ), but in fact this serves only to define the distribution of charting parameter values, and does not alter their one-to-one correspondence with positions along the manifold as specified, for example, by arc length s. One can substitute other distributions freely, including distributions over subsets of the real line such as (0, ∞) or (0, 1), that, as was noted previously, might well be more natural for some applications.
The marginal likelihood for the response vector u a is
The conditional likelihood notation L(u a  θ) indicates that the likelihood of an examinee's data is viewed as a function of trait level θ, while regarding the item parameters as fixed. Finally, the total marginal likelihood is Figure 4 displays the conditional likelihood L(u a  θ), rescaled to have a maximum of one, for an examinee in the context of a simulated Rasch model test. The value of θ generating these data was 0.66, indicated by the vertical dashed line, but the θ of about 0.75 corresponding to the peak is more consistent with these data. The corresponding marginal likelihood ML(u a ) is indicated by the flat dotted line, since it does not depend on θ.
The EM algorithm must be initialized by some preliminary estimate of the item parameters B, and the algorithm then alternates between two phases: E-phase: For fixed item parameters, the marginal likelihoods ML(u a ) are computed for each examinee, and M-phase: the total marginal likelihood ML(U) is maximized with respect to the item parameters.
The algorithm terminates when the marginal likelihood is no longer judged to be improving from one iteration to the next and-or item parameters cease to change substantially. The problem of how to carry out the integration in Equation 11 is critical, but Bock and Aitkin (1981) saw that a numerical quadrature rule of the Gaussian type would lead both to reasonable values for the marginal likelihood from a numerical perspective, and also a simple method for maximizing the total marginal likelihood with respect to item parameters.
The initialization, E-phase, and M-phase are now taken up in detail.
Initialization of the EM Algorithm
The initialization phase proceeds first by estimating some initial values P (0) ai for the success probabilities, and then using the corresponding logit values λ (0 ) ai as dependent variables to be fit by least squares using the linear model in Equation 6 to get initial estimates β (0) k i for the coefficients. Ramsay's (1991) kernel smoothing method can be used to compute the initial values P (0) ai . Candidate values for θ a are constructed, and then the relation between the response vector u i with respect to these candidate values is smoothed using a Nadaraya-Watson type kernel smoother, which is guaranteed to produce values of the probabilities P (0) ai that are within (0, 1). The candidate ability values are constructed by first ranking examinees using the usual measure of total score, breaking tied ranks by adding a small amount of random jitter to these scores. Then the ranks are replaced by the corresponding quantiles z a of the standard normal distribution, and it is these quantiles that are the candidates for the θ a s. As with g, quantiles from other fixed distributions may also be used.
Let the vector u (i) be the response vector u i sorted by the total scores. In effect, kernel smoothing and other linear smoothing methods involve multiplying the response vector u (i ) by a smoothing matrix S of order N (Hastie & Tibshirani, 1990) . In practice, since N may be many thousands, the sorted u i a s are first binned into Q 300 
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The dashed-dotted line shows a normalized B-spline basis function of the type used as a test function for the quadrature rule.
intervals defined by a mesh of values θ q , usually chosen to be equally spaced between a lower boundary θ L and an upper boundary θ U . These boundaries will naturally depend to some extent on the size of N, and following the heuristic for choosing seems to work well in practice. Fix the number of individuals whose values of θ will, on the average, fall below θ L at 2.5. This, combined with individuals falling above this boundary but near it, should ensure at least a rough estimate of P(θ L ). This implies that Φ − 1 (1 − 2.5/N) = θ U , where Φ(θ) is the standard normal cumulative density function. A plot θ U against log 10 (N) for N ≥ 100 is rather linear, and well represented by the formula in that for N = 100 and 100,000, translates into upper boundary values of 2.0 and 4.0, respectively. The number of bins Q depends mainly on how resolution is required in the estimate of P i (θ) balanced off against how much computation can be tolerated. TestGraf uses Q = 50 by default, with bin boundaries being equally spaced.
A crude estimate of P i (θ q ) within bin q is the average of the u (ai ) s falling in the bin. Indeed, these averages may themselves be taken as reasonable starting values for the EM algorithm, but these binned values may also be first smoothed using a smoothing matrix S, that is only of order Q. That is, let P i be the vector of Q bin averages for item i. Then the smoothed values are SP i . Smoothing matrix S in turn depends on a smoothing parameter h, that is set by default in TestGraf to 1.1N −1/5 . Details on the Nadaraya-Watson kernel smoothing process, including how S is computed, may be found in Ramsay (1991) and the TestGraf manual, Ramsay (2000) .
If the probabilities P
ai estimated in this way are either 0 or 1, a small constant such as 1/2N may be added or subtracted from these values, respectively. The logit values λ (0) ai are then computed, and the least squares fit using as the K independent variables the values φ k (θ q ) is then completed.
These initial values are cheaply computed, since the ranking process is carried out only once, and the n binning, smoothing, and least squares fits are rapidly achieved. They are, moreover, usually fairly close to the final values that optimize the total marginal likelihood, as we shall see below.
E-step Details
The integration in Equation 11 for the marginal likelihood is approximated by a weighted sum of the form A good quadrature rule depends on defining weights w q , and possibly quadrature points θ q , that will yield a good approximation over the possible functions f(θ) that In the E-step, the quadrature rule converts Equation 11 to the approximation where the values θ q are the same as used in the initialization step above. The log total marginal likelihood is preferable for numerical optimization, and this is now approximated by
The evaluation of this expression completes the E-step.
M-step Details
The log total marginal likelihood, or rather its approximation, Equation 15, is now maximized with respect to the coefficient vector β i determining the logit function λ i (θ) for item i. This entails computing its derivative with respect to this parameter vector can be interpreted as the expected number of examinees associated with θ q . This is because the quantity being summed is an estimate of the probability of examinee a having ability θ q . Note, too, that the sum over a of N q is exactly N, as this interpretation would imply. Second, the expression is the expected frequency of right answers for item i for examinees having ability θ q . Again, note that if we add to f i q the corresponding sum involving 1 − u ai , we get N q , as we should.
Now Equation 16 simplifies to
The log likelihood of getting f iq successes in N q trials given probability of success P iq according to the binomial distribution is and if we take the derivative of this expression with respect to λ iq and set it to zero, we get Equation 19. That is, Equation 19, is effectively the estimating equation that describes a simple binomial sampling experiment, and we are looking to estimate the success probability P iq . The M-phase of the EM algorithm, then consists in solving the equations in Equation 19 for each item i, treating the quantities N q and f iq as known or fixed. They are, of course, actually dependent on the probabilities P iq , but once we get the updated parameter vectors β i in this M-step, we can revise these probabilities and return to the E-step to update N q and f iq . Dempster, Laird and Rubin (1977) proved that this procedure will converge.
One indication of the elegance of this re-expression of the M-step is what happens when the values λ iq are themselves the parameters that we seek. This may be viewed as a basis function expansion in which the matrix of basis function values φ k (θ q ) is simply the identity matrix. Then
Here are six lines of S-PLUS code that will carry out both the E-step and the M-step. The code depends on the following arrays having been set up:
test: An N by n array of binary item scores u qi . Wvec: A column vector ofuadrature weights. # CL is N by Q matrix L of conditional likelihoods CL = exp(test %*% log(Pmat) + (1-test) %*% log(1-Pmat)) # ML is vector of the N marginal likelihoods ML = apply(outer(oneN, Wvec)*CL), 2, sum) # CP is N by Q matrix CP of conditional probabilities CP = t(outer(Wvec, ML)/ML) # N is vector of the Q marginal pseudo-frequencies N = apply(CP, 1, sum) # CN is n by Q matrix of conditional pseudo-frequencies CN = crossprod(test, CP) # compute Q by n matrix of probabilities P = CN/N This algorithm is, to be sure, too simple since it does not permit any control over the roughness of the functions λ i , but it does display the essential simplicity of these two steps. More generally, solving the minimizing values of the coefficient vectors β i in Equation 6 must be done iteratively, but this computation generally converges rapidly.
Selection of a Quadrature Rule
We employ a quadrature rule, Equation 13 to estimate the integral (Equation 11) in the E-step, and in this section we consider how such a rule might be chosen.
The Bock and Aitkin (1981) procedure, as well as subsequent methods, used Gauss-Hermite quadrature, which is of the form of Equation 13 with g(θ) = exp(−θ 2 /2). For the usual class of Gaussian quadrature rules, the quadrature points θ q and the weights w q are specified so as to make the approximation exact when f (θ) is a polynomial of degree 2n + 1 or less (Stoer & Bulirsch 1980) . We can call this family of polynomials the set of test functions with respect to which the weights are optimal.
The optimal Gauss-Hermite weights and points for Q = 21 are shown in Figure 5 , and we see that the optimal points range from -7.85 to 7.85. However, in actual calculations for typical sets of data, we usually see positive values of conditional likelihoods, (Equation 10), ranging only over values of θ more like -3 to 3, and the same may be said for the standard normal prior density g(θ). Thus, out of 21 available quadrature points, only nine are positioned where they can yield any useful information about the integral. Put another way, the EM algorithm with these weights is attempting to estimate an item response function for θ values that have virtually no possibility of occurring.
In order to eliminate the extreme quadrature points, we considered choosing the points to be equally spaced and to lie within the limits θ L and θ U defined above, and then optimized only the weights w q with respect to the set of Q polynomial functions. That is, for each test function f i (θ) = θ i − 1, i = 1, . . . , Q, the relation was satisfied. The weights obtained by this rule are shown in the top panel of Figure 6 . However, with this choice of weights the convergence of the algorithm became unstable because the weights oscillate around, zero. This happens because oscillating weights are optimal with respect to polynomial functions. But polynomials do not resemble at all the conditional likelihood functions that we have to actually integrate, an example of which is found in Figure 4 . For a particular examinee, the conditional likelihood function is typically a single-peaked curve with its maximum near the examinee's ability level θ a and with tails quickly approaching zero in both directions. Hence the collection of N conditional likelihood functions will be a set of peaks whose locations vary across the θ scale.
What we need are a set of weights that work well with a set of test functions actually resembling the functions we want to integrate, an example of this is shown in Figure 4 . In our case, the B-spline basis functions serve this purpose admirably since they are shaped very much like the conditional likelihoods. An order-four B-spline basis function defined by nine interior knots is plotted in Figure 4 , and it is evident that these basis functions closely resemble in shape the conditional likelihoods that we need to integrate. Using the B-spline basis functions as test functions instead of polynomials, we obtain the weights shown in the bottom panel of Figure 6 . Now we see that the weights, in fact, rather closely follow the values of the prior standard normal density g(θ). Their smooth variation over θ greatly stabilizes the calculations, as well as providing more accurate quadratures.
In practice, the larger the number of items, the more quadrature points will be needed. This is because the conditional likelihood (Equation 10) for a specific response pattern has a dispersion that depends inversely on the amount of data defining it, that is, on the number of items. We want the B-spline basis functions to have roughly the same dispersion. We can match the spread of a typical B-spline basis function to the dispersion of a typical conditional likelihood by using the asymptotic sampling variance of a maximum likelihood estimate of θ, namely 
Rossi, Wang and Ramsay The item parameter value involved in this expression can be determined by a preliminary analysis of the data, since only a rough estimate of the dispersion of the conditional likelihood is required, these preliminary item parameter estimates need not be optimal. The standard error of estimate may then be used directly to determine the spacing between adjacent knots, and we suggest that a reasonable number of quadrature points is (θ U − θ L )/σ 0 . The knots for the B-splines that are to be used as test functions in determining the quadrature weights may be set equal to the quadrature points themselves. Figure 7 displays the functions λ(θ) = logit P(θ) for three 3PL item response functions. The success of this model in applications suggests that any linear expansion of λ(θ) should capture the essential features of 3PL log-odds functions. These are:
A Roughness Penalty for Smoothing Item Response Functions
1. The curve has a lower asymptote of P at c, implying that we must allow for the possibility that dλ/dθ is near zero for large negative θ.
2. The function is monotone increasing with an upper asymptote of one. 3. The value θ = b corresponds to the ability that falls midway between the lower asymptote and one.
4. In the region of θ = b there should be the possibility of considerable curvature in λ(θ).
5. The parameter a controls the slope of P(θ) at θ = b, and must be represented by the slope of λ(θ) in the region of θ = b.
6. For either large negative or large positive values of θ, where we anticipate having little data, we would like λ(θ) to be linear, or dλ/dθ to be constant. In order to approximate these special characteristics of λ(θ), Wang (1993) used the following basis functions to capture much of the variation in each item response function:
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Functions λ(θ) constructed from linear combinations of these three basis functions have the same general characteristics as the logit of the three-parameter logistic model and its special cases. For example, when θ has a large positive value, log(e θ + 1) tends to θ, so that λ(θ) will be asymptotically linear in θ on the right.
The first derivative of λ(θ), is asymptotically β 2 for large negative values of θ, and asymptotically β 2 + β 3 for large positive values, so, for β 2 small, the lower asymptote of P(θ) will be nearly flat but positive.
The roughness penalty J(β) can have the following general form:
The integrand in this expression is a linear differential operator of order three. Details on this more general penalty can be found in Heckman and Ramsay (2000) . We can choose weight functions α 0 (θ), α 1 (θ) and α 2 (θ) in Equation 24 so that any linear combination β′φ(θ) of the basis functions, (Equation 22) will yield J(β) = 0. These three weight functions are defined by three linear equations, one for each basis function φ k (θ), and solving the resulting system for the weight functions. The result is: A more detailed account of the consequences of working with this roughness penalty may be found in Wang (1993) , where a basis having some of the characteristics of the B-spline basis is developed which complements the three basis functions in Equation 22. However, our subsequent experience is that if we work with the B-spline expansion in Equation 7, but apply the roughness penalty (Equation 26), the desired smoothing toward functions defined by a linear combination of basis, (Equation 22 ) is also achieved as γ → ∞.
Choosing the Roughness Penalty Parameter γ
In many circumstances, it will be desirable to display results for a range of values of γ, corresponding to a range of smoothnesses of the estimated item response functions. The right level of smoothness will necessarily depend on the objectives of the analysis. In initial exploratory analyses of a new set of data, a fair amount of roughness can be tolerated in order to ensure that interesting shape features of the curves are not passed over. However, when estimating item response functions that will be used on future data, such as an adaptive testing situation, there is a greater emphasis on the stability of the curve, and more smoothness will be required.
Nevertheless, a data-driven choice of parameter is certainly useful. One convenient way of choosing γ is by cross-validation (Simonoff, 1996) . A training sample is selected at random from the original sample, with the balance acting as a validation sample. The curves are estimated for the training sample for a specified level of smoothing, and then used in the validation sample to compute conditional or marginal likelihoods for each examinee. The total log maximum conditional likelihood or the total log marginal likelihood may then be used to assess the value of the smoothing parameter. The cross-validation choice is that which maximizes one of these log likelihoods. Cross-validation may also be applied by designating the training sample as all but a specified examinee, and then leaving each examinee in turn out as the holding sample, and finally accumulating results at the end. This approach, however, will involve more computation than many applications can tolerate.
Some Examples of Analyses
Simulated Test Data with 3PL Items
The first example assesses the method's efficiency in estimating the item response functions where the true item response curves were generated according to the three-parameter logistic model (Equation 1). We challenged our approach by simulating data for a rather small number of examinees and items: 100 examinees responding to 25 test items. The item parameter values were generated from the distributions log(a) ∼ N(−.22, . The analysis was set up as follows. Twenty-one quadrature points θ q were positioned at −2.0, −2.2, . . . , 2.0. Eleven order-four B-spline basis functions were used in Equation 22 with knots located at −2.0, 1.5, . . . , 2.0. The smoothing parameter γ was set to each of the values 0.01, 0.1, 1, and 10. Our quadrature weights were generated using 23 order-four B-spline basis functions as test functions. Figure 8 shows the results for a typical item and for a single simulated sample in order to illustrate how the fit varies with choice of γ. In this and subsequent displays, the binned data are also displayed. We see that the recovery of the true curve is reasonably good for γ = 1.0 and 0.1, but that the fitted curve is unacceptably rough for γ = 0.01.
The fit of the estimated item response functions P i (θ) to the true curves for a specific simulated test and smoothing parameter value was quantified by the root-meansquare measures where
The first index averages the fit across all quadrature points, while the second places more emphasis on the fit in the central zone where more examinees are located. Using 1,000 samples of simulated data, we found that the values of s i1 , averaged across the 25 items, were 0.117, 0.082, 0.073 and 0.075 for γ = 0.01, 0.1, 1, and 10, respectively; s i 2 averages were 0.137, 0.093, 0.080 and 0.082, and the standard error of these fit summaries was about 0.001. Two conclusions can be drawn: First, an average error of about 0.08 in estimating P i (θ) is remarkably low considering that only 100 examinees were involved, and, second, γ = 1 seems to give the best results.
The average values of s i1 and s i2 for the initial values computed using the TestGraf method were only about five percent higher than the respective values estimated by the EM algorithm with γ = 1. Thus, TestGraf seems to produce estimates that are nearly as efficient, but at a much lower computational cost. This was also observed by Ramsay (1991) in the context of estimates based on using the EM algorithm for the 3PL model. However, simulations with larger sample sizes suggest that the TestGraf estimates are about 25% worse than the EM algorithm estimates.
A more comprehensive simulation study exploring a variety of numbers of items, examinees, and smoothing levels can be found in Rossi (2001) .
An ACT Mathematics Test
These data are from an administration of a version of the American College Testing Program Mathematics Test with 60 items to 2,115 males and 2,885 females. The goal of this analysis to show how the methods developed in this article, as well as the techniques of functional data analysis described in Ramsay and Silverman (1997) can be used to explore some actual test data. We selected three items for close scrutiny: items 1, 9, and 59; these are of low, medium, and high difficulty, respectively, and also display some gender bias.
The initialization procedure defined 27 quadrature points ranging in equal steps from -2.8 to 2.8. Our basis for representing λ i (θ) consisted of eleven order-four B-splines with equally spaced knots. Our quadrature weights were generated in the same way as for the simulated data in the previous example.
We applied cross-validation by holding out 200 random examinees to provide a validation sample. The value of γ that maximized the sum of log marginal likelihoods was 0.001, but when we inspected the estimated item response functions, we found them far too rough to be useful. Instead, we used a more conservative smoothing parameter value of γ = 1.0, and the resulting curves were smoother and made the displays presented here easier to view. The analyses of these data took about 30 seconds on a 750 mhz Pentium III processor using code written in Matlab. Figure 9 plots the estimated item response functions for items 1, 9, and 59 for the male data as functions of standard normal latent trait values. The binned data are also plotted, along with 95% pointwise confidence regions for the curves computing by bootstrapping, using 1,000 random resamplings of the original examinees. Figure 10 plots the same three item response functions as a space curve for both males and females, as in Figure 2 . The males tend to pull ahead of the females as the value of θ or the within-group quantile increases. Note that the two trajectories do not overlap for lower performance ranges, indicating that the item response functions have some gender bias, or differential item functioning (DIF).
The arc lengths s(θ) for males and females are plotted in Figure 11 , and we see that arc length is fairly linear in θ. The squares of the derivatives of the item response functions with respect to arc length are a useful measure of item discriminability since these must sum to one for each value of s. These are plotted in Figure 12 for the males only. We can see in this single plot that there are many items for which (dP i /ds) 2 peaks in the mid range of abilities, but the display also highlights items with high slopes near either extreme of the ability range measured in terms of arc length. In this sense the test has a rather broad bandwidth.
Finally, one of the basic tools for analyzing any high-dimensional set of data is principal components analysis (PCA), and a version that is adapted to samples of smooth curves in functional data analysis can be used here to explore the variation across items in the shapes of the item response functions. Actually, it makes more sense to apply PCA to unbounded functions, and consequently, we analyzed the logodds functions λ i (θ). It turned out that four components accounted for 99% of the variation in the shapes of the curves. Figure 13 plots the components for the males by first adding and subtracting a multiple of each component to the mean curve λ -(θ), and then transforming the three resulting curves for each component to probability curves. The percentages of variation shown are after VARIMAX rotation of the principal components. The results are easy to interpret; there is a component of variation roughly for each quarter of the range of θ. Component I is a bit surprising, though; about a quarter of the total variation is due to variation in the upper asymp-
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Rossi, Wang and Ramsay tote. The 3PL model is not well suited to modelling this type of variation. The flexibility of this nonparametric approach seems to have paid off here.
Discussion and Conclusions
This version of nonparametric item response analysis, like its parametric counterpart, marginalizes out the role of the ability parameter θ. The result seems to be greater stability in sampling terms of the item response function estimates, and our results are encouraging for numbers of examinees and items even as small as 100 and 25, respectively. Moreover, the nonparametric approach offers as much flexibility as is needed and is appropriate given the amount of data available. Finally, the parsimony and low dimensionality of a good parametric model is still accessible because we can smooth our nonparametric curves as much as we choose toward this model. In this as in many other curve fitting situations, it seems difficult to understand why parametric models continue to be used as often as they are.
We found in our simulations that the initial estimates based on the TestGraf procedure were remarkably good, and especially for small sample sizes. What does all this extra computation gain? Perhaps the most important value added is the availability of stable derivative estimates. The arc length transformation of θ depends on having dP/dθ available, as do calculations of item and test information functions. The EM algorithm developed here explicitly uses derivative information in its approach to smoothing, whereas the TestGraf computation does not. Consequently TestGraf item response function estimates may represent the data well, but have too much local curvilinearity to provide useful derivative estimates.
The approach to item response theory here builds on differential geometry rather than on an appeal to a latent trait. The unidimensional model is a space curve in outcome space, and as such is a completely manifest and data-anchored construct. The natural measure of position on this manifold is arc length s, and when this measure is used for ability, a natural measure of item discriminability also presents itself. Too many behavioral scientists and even authors of texts on psychometrics attribute meaningful metric properties to some essentially arbitrary choice of θ, and this formulation sidesteps this problem by keeping the observable data always in sight.
Functional data analysis is a set of methods for the analysis of samples of curves, and item response functions are natural candidates for such analyses. We were able see an elegantly simple structure in the item response curves for the ACT mathematics exam using functional principal components analysis. Functional versions of linear discriminant analysis can, for example, be used to study DIF.
The basis function method offers a number of important advantages over kernel smoothing, local polynomial smoothing and related approaches. First, it can be adapted to the EM algorithm because it uses an explicit representation of the function to be estimated. Second, it permits the user to control smoothness in an intelligent manner by smoothing toward a fit that can be regarded as a sensible default.
Some applications may call for item response functions to be strictly monotone. This is not difficult to achieve in this context. The representation of strictly monotone curves by Ramsay (1998) can be applied to the log-odds functions λ i (θ). Of course this will slow the computation down somewhat, but our experience with monotone smoothing of data indicates that the computation burden will still be reasonable.
