I.. INTRODUCTION {#acm20206-sec-0001}
================

Pretreatment quality assurance of volumetric arc therapy (VMAT) can be performed in a variety of ways, depending on the capabilities of the dosimeter used. For 2D diode array detectors, such as MapCHECK (Sun Nuclear, Melbourne, FL), OCTAVIUS I (PTW, Freiburg, Germany) or MatriXX (IBA, Schwarzenbruck, Germany), the planar dose at isocenter for the entire VMAT plan is commonly measured either with the gantry stationary and the beam orthogonal to the detector or with the aid of a gantry mounting fixture where the detector is attached and is again always orthogonal to the beam.[^1^](#acm20206-bib-0001){ref-type="ref"}, [^2^](#acm20206-bib-0002){ref-type="ref"}, [^3^](#acm20206-bib-0003){ref-type="ref"} While this eliminates any angular dependence, which can be as large as 20%,[^2^](#acm20206-bib-0002){ref-type="ref"}, [^4^](#acm20206-bib-0004){ref-type="ref"} it also prevents the detection of gantry angle errors. The Delta^4^ (ScandiDos, Uppsala, Sweden) utilizes orthogonal diode detector arrays to provide full coverage of the cross section of any beam direction while measuring dose with the gantry rotating. To eliminate angular dependence, the PTW OCTAVIUS 4D Quality Assurance (QA) system utilizes a motorized cylinder that rotates with the gantry as directed by an inclinometer attached to the gantry. The motorized motion of the detector enforces a perpendicular geometry at all times between the incident beam and the detector plane, resulting in good agreement between measurements and calculations.[^(5)^](#acm20206-bib-0005){ref-type="ref"} Although these devices have been widely used for QA measurements, they present their own challenges. Each of these devices requires an accurate setup, which increases the overall time of the test and, if not done correctly, will affect the accuracy of the results. Accuracy is also affected by the number of diodes or ion chambers in the plane of measurement.

There are many publications[^6^](#acm20206-bib-0006){ref-type="ref"}, [^7^](#acm20206-bib-0007){ref-type="ref"}, [^8^](#acm20206-bib-0008){ref-type="ref"}, [^9^](#acm20206-bib-0009){ref-type="ref"}, [^10^](#acm20206-bib-0010){ref-type="ref"}, [^11^](#acm20206-bib-0011){ref-type="ref"}, [^12^](#acm20206-bib-0012){ref-type="ref"}, [^13^](#acm20206-bib-0013){ref-type="ref"}, [^14^](#acm20206-bib-0014){ref-type="ref"}, [^15^](#acm20206-bib-0015){ref-type="ref"}, [^16^](#acm20206-bib-0016){ref-type="ref"}, [^17^](#acm20206-bib-0017){ref-type="ref"}, [^18^](#acm20206-bib-0018){ref-type="ref"}, [^19^](#acm20206-bib-0019){ref-type="ref"}, [^20^](#acm20206-bib-0020){ref-type="ref"} supporting the use of the electronic portal imaging device (EPID) as a QA device. There are commercially available QA systems that utilize the EPID, such as EPIDose (Sun Nuclear) and Portal Dosimetry (Varian Medical Systems, Palo Alto, CA). Although both of these systems use different algorithms for dose comparison, they are both ideal alternatives to the traditional QA systems.[^21^](#acm20206-bib-0021){ref-type="ref"}, [^22^](#acm20206-bib-0022){ref-type="ref"} The advantages of using EPID for VMAT QAs mainly stem from its simple setup and high resolution of the detector plane ($1024 \times 768$). Fredh et al.[^(23)^](#acm20206-bib-0023){ref-type="ref"} have shown that EPID is more efficient in detecting planning errors than conventional QA devices. Some disadvantages of the EPID as a QA device are the nonwater equivalence of the detector and its inability to detect gantry angle errors through measurements of the fluence.

Dose reconstruction using information from the log files of the multileaf collimator (MLC) of the treatment machine is another useful method for performing a VMAT QA.[^24^](#acm20206-bib-0024){ref-type="ref"}, [^25^](#acm20206-bib-0025){ref-type="ref"}, [^26^](#acm20206-bib-0026){ref-type="ref"}, [^27^](#acm20206-bib-0027){ref-type="ref"} Since there are no requirements for physical measurements with this method, all the calculations must be done based on the MLC positions, collimator angle, gantry angle, and cumulative dose per control point that have been recorded in the MLC log file. This method relies on the ability of the machine to accurately record the parameters with which the treatment plan was delivered, and it can be a very efficient and reliable way to perform VMAT QAs.[^(26)^](#acm20206-bib-0026){ref-type="ref"}

One of the disadvantages of using 2D detector arrays for performing patient specific QAs is that the comparison is performed between a dose plane calculated in the phantom and a single (or two) plane measured with the 2D detector array. In this study, the proposed EPID and MLC log file dose reconstruction methodologies utilize the ability of the TPS to calculate the delivered dose in the patient\'s anatomy. This dose can then be directly compared against the intended dose distribution of the original treatment plan.

A major advantage of using the TPS for dose calculations is that the quality of the dose distribution can be evaluated in the same software as the initial plan and on the original patient computed tomography (CT) image set. Having the same algorithm for both the original plan and the dose reconstruction removes any ambiguity in the calculations, and any differences in the plan comparison are entirely attributable to machine performance. Furthermore, it is also convenient to evaluate the delivered dose distribution in the same environment that was used to produce the treatment plan in the first place and with which there is already a certain degree of familiarity. By doing so, the user can evaluate the location of the maximum dose points, isodose lines, and cold spots and perform region‐of‐interest statistics, as well as dose‐volume histogram comparisons. This study focuses on the comparison of the three aforementioned QA methods, which are based on physical dose measurements in a phantom, fluence measurements using EPID, and dose calculations using data from MLC log files. The physical dose measurements were only used in comparisons using the gamma index and they were not imported into the TPS. For each patient, the comparisons between the treatment plan and the EPID or MLC log file method were performed using the corresponding dose‐volume histograms (DVH) of the organs and dose distributions. Furthermore, the gamma index was used to evaluate the agreement of the dose distributions reconstructed using the proposed methods against the planned one.

II.. MATERIALS AND METHODS {#acm20206-sec-0002}
==========================

A.. Clinical cases {#acm20206-sec-0003}
------------------

Fifteen cancer patients (5 head and neck, 5 lung, and 5 prostate) who were planned and optimized using the Pinnacle^3^ (Philips Radiation Oncology Systems, Fitchburg, WI) treatment planning system (TPS) using two VMAT beams, were used in this study. A list of patients\' parameters is shown in [Table 1](#acm20206-tbl-0001){ref-type="table-wrap"}.

###### 

Treatment information for the 15 patients.

  *Patient Parameters*                         
  ---------------------- -------------- ------ -------
  1                      Left Larynx    601    6 MV
  2                      Oral Cavity    659    6 MV
  3                      Retromolar     371    6 MV
  4                      Parotid        277    6 MV
  5                      Tonsil         349    6 MV
  6                      Lung           538    6 MV
  7                      Lung           522    6 MV
  8                      Lung           668    6 MV
  9                      Lung           545    6 MV
  10                     Lung           1092   6 MV
  11                     Prostate       646    10 MV
  12                     Prostate       542    10 MV
  13                     Prostate Bed   516    6 MV
  14                     Prostate       1322   10 MV
  15                     Prostate       648    6 MV

B.. Physical measurements {#acm20206-sec-0004}
-------------------------

For comparison, physical dose measurements where made using the Delta^4^ on a Novalis TX linac (Varian Medical Systems) equipped with a high definition MLC. The Delta^4^ utilizes two orthogonal detector planes with a total of 1,069 p‐type diode detectors each with a 0.78 mm^2^ active volume enclosed in a cylindrical phantom. The detectors cover a $20\,\text{cm} \times 20\,\text{cm}$ area and are spaced at 0.5 cm grid in the central $6\,\text{cm} \times 6\,\text{cm}$ area of the detector planes and at 1 cm intervals outside the central region.

The Delta^4^ software allows the calculation of the 3D dose distribution based on the measured data. This is done by using the planned dose distributions and by interpolating along the ray lines passing through one of the two detector planes. An evaluation of the Delta^4^\'s performance by Sadagopan et al.[^(28)^](#acm20206-bib-0028){ref-type="ref"} has shown that the interpolated values show good agreement with diode measurements at the interpolated points.

The planned planar dose distribution for each patient was imported into the Delta^4^ software and, after the dose distribution was measured, a 2D gamma was calculated using a global gamma (normalization at 90% of maximum dose) with 3 %/3 mm criteria.

C.. MLC log files {#acm20206-sec-0005}
-----------------

MLC log files contain information on the parameters of the treatment machine and MLC recorded every 50 ms during plan delivery. Information from these files, such as MLC leaf positions, gantry angle, and collimator angle, are integral in reconstructing the dose delivered by the machine. A table of parameters recorded in a VMAT MLC log file is shown in [Table 2](#acm20206-tbl-0002){ref-type="table-wrap"}. A MLC log file was created for each MLC bank of every beam. For example, for a treatment plan that has two beams there are four log files, each beam will have a file for bank A and a file for bank B. An in‐house MATLAB program (MathWorks, Natick, MA) was used to convert the log files, which were recorded during the EPID fluence measurements, into a structure of variables that can be easily accessed and determine the log entries that correspond to beam control points. It should be mentioned that the MLC log files are not affected by the presence or absence of a patient or a phantom in the path of the beam.

###### 

The recorded parameters and their precision based on the MLC log files.

  *\# MLC Leaves*     *Precision Exact*
  ------------------- ----------------------------
  Beam On             Binary
  Beam Off            Binary
  Gantry Angle        $10^{- 1}\,\text{degrees}$
  Collimator Angle    $10^{- 1}\,\text{degrees}$
  x1 Jaw Position     $10^{- 1}\,\text{mm}$
  x2 Jaw Position     $10^{- 1}\,\text{mm}$
  y1 Jaw Position     $10^{- 1}\,\text{mm}$
  y2 Jaw Position     $10^{- 1}\,\text{mm}$
  Carriage Position   $10^{- 2}\,\text{mm}$
  Leaf Position       $10^{- 4}\,\text{mm}$

The locations of the control points were determined by matching the gantry angle and closest MLC shape to that of each control point. All recorded gantry and collimator angles were within half a degree of the corresponding control point. Since Pinnacle does not allow fractional gantry and collimator angles as inputs, only the actual MLC leaf positions recorded in the MLC log file were substituted in place of the planned parameters in the patient plan file and the dose was recalculated in the TPS using the MLC log file data. The dose was then exported to VeriSoft (PTW) and a 3D gamma was calculated using $3\,\text{mm}/3\%$ criteria.

D.. EPID {#acm20206-sec-0006}
--------

The EPID used in this study was the aSi1000 (PortalVision, Varian Medical Systems) on a Novalis TX linac equipped with high definition MLC. The aSi1000 has an amorphous silicon detector with an active imaging area of $40 \times 30\,\text{cm}^{2}$ and a $1024 \times 768$ array of pixels. With a center‐to‐center pixel spacing of 0.0392 cm, the EPID has a much higher resolution than the Delta^4^.

Images for each beam were captured in continuous acquisition mode with the EPID located at isocenter without a phantom or patient in the beam. In continuous acquisition mode the EPID captures eight images per second and the eight images are averaged to produce an image approximately every 4°. A calibration image was taken at the time of measurement to obtain an accurate intensity to MU conversion. A MATLAB in‐house software program (MU‐EPID) was used to convert the fluence map captured by the EPID into an Opening Density Matrix (ODM) for import into Pinnacle.[^(29)^](#acm20206-bib-0029){ref-type="ref"}

The MU‐EPID software applies a correction matrix to each image to account for the spatial variation in the EPID response. The correction matrix was acquired by comparing dose planes in a water phantom calculated with a starting fluence measured by the EPID to a dose plane calculated with Pinnacle\'s starting fluence. After the correction matrix was applied, the image was normalized and resized in order to be imported as a valid fluence into Pinnacle. An example of the image taken by the EPID and the resulting ODM is shown in [Fig. 1](#acm20206-fig-0001){ref-type="fig"}. The ODMs were imported into Pinnacle using a script which creates a beam for each image with the parameters recorded in the DICOM image obtained from the EPID. The dose distributions were then calculated using the ODM as a starting fluence, the calculated dose was exported to PTW VeriSoft, and a 3D gamma index was calculated using 3 mm distance to agreement (DTA) and 3% dose difference criteria.

![A $758 \times 1024$ pixel EPID image (left) is converted to a MATLAB image (middle) and then to a $101 \times 101$ pixel ODM (right).](ACM2-16-206-g001){#acm20206-fig-0001}

III.. RESULTS {#acm20206-sec-0007}
=============

A.. Evaluation in Pinnacle {#acm20206-sec-0008}
--------------------------

### A.1. EPID {#acm20206-sec-0009}

On average, the deviations of dose received by 2% of the PTV ($D_{2\%}$) and dose received by 98% of the PTV ($D_{98\%}$) over all the patients were 2.46% and 5.97%, respectively. The mean dose to the PTV for all the patients was within 1% when compared to the treatment plan. The doses to the OARs over all the patients were within 4.30% compared to those of the treatment plan. Deviations from the approved plan by treatment site are shown in [3](#acm20206-tbl-0003){ref-type="table-wrap"}, [5](#acm20206-tbl-0005){ref-type="table-wrap"}. All the deviation percentages were calculated using the absolute differences on planned and calculated values.

###### 

Deviation from planned values of dose received by 2% of the PTV ($D_{2\%}$), dose received by 98% of the PTV ($D_{98\%}$), mean PTV dose, and dose to the organs at risk for the head and neck patients.

  *% Deviation From Approved Plan --- H/N*                               
  ------------------------------------------ ------ ------ ------ ------ ------
  EPID                                       2.7%   5.8%   1.2%   9%     6.4%
  MLC Logs                                   1.7%   0.9%   0.6%   1.4%   1.4%

###### 

Deviation from planned values of dose received by 2% of the PTV ($D_{2\%}$), dose received by 98% of the PTV ($D_{98\%}$), mean PTV dose, and dose to the organs at risk for the prostate patients.

  *% Deviation From Approved Plan --- Prostate*                               
  ----------------------------------------------- ------ ------ ------ ------ ------
  EPID                                            2.7%   5.7%   1.0%   0.5%   1.5%
  MLC Logs                                        0.1%   1.2%   0.1%   0.2%   0.6%

[Figure 2](#acm20206-fig-0002){ref-type="fig"} shows a dose‐volume histogram comparison of the three methods for a typical patient in this study, and [Fig. 3](#acm20206-fig-0003){ref-type="fig"} shows the dose distributions for the same patient. The dose‐volume histogram shows very good agreement in the high‐dose regions, with minimal differences in low‐dose region. This pattern is representative of all the patients in the study and in some cases the DVH lines are completely overlapping. Geometrically, the dose distribution agrees with the planned distribution. The shapes of the isodose lines of the delivered dose distributions match those of the treatment plan well in all the views.

![The DVH calculated by Pinnacle for the treatment plan (solid), EPID images (dashed), and MLC log file (thin dashed) for a representative patient. The MLC log file lines are hidden behind the treatment plan lines.](ACM2-16-206-g002){#acm20206-fig-0002}

![Dose distribution comparisons of the treatment plan (left), MLC log file data (middle), and EPID ODM (right) for a representative patient.](ACM2-16-206-g003){#acm20206-fig-0003}

B.. MLC log files {#acm20206-sec-0010}
-----------------

$D_{2\%}$ and $D_{98\%}$ of the PTV over all the patients is on average within 0.6% and 1%, respectively. The mean doses to the PTV over all the patients are within 0.35% compared to those of the treatment plan ([3](#acm20206-tbl-0003){ref-type="table-wrap"}, [5](#acm20206-tbl-0005){ref-type="table-wrap"}, [4](#acm20206-tbl-0004){ref-type="table-wrap"}). The doses to the OARs are on average within 2.4% of the treatment plan.

###### 

Deviation from planned values of dose received by 2% of the PTV ($D_{2\%}$), dose received by 98% of the PTV ($D_{98\%}$), mean PTV dose, and dose to the organs at risk for the lung patients.

  *% Deviation From Approved Plan --- Lung*                               
  ------------------------------------------- ------ ------ ------ ------ ------
  EPID                                        2.0%   6.4%   0.6%   1.5%   6.4%
  MLC Logs                                    0.6%   0.6%   0.4%   1.2%   5.2%

The DVHs of the MLC log file method for a typical patient are indistinguishable from those of the treatment plan and this is consistent over all the patients. The deviations in the MLC positions and dose fraction are so small that dose distribution is minimally affected.

For this method, the delivered dose distribution agrees very well with the planned distribution, and the shapes of the isodose lines match the approved plan very well in all the views. There is very little variance in the dose distributions, which was expected with such small MLC deviations.

C.. MLC log file statistics {#acm20206-sec-0011}
---------------------------

A histogram of the MLC deviations is shown in [Fig. 4](#acm20206-fig-0004){ref-type="fig"} with a mean RMS deviation of 0.27 mm. MLC positions deviated from the planned positions by an average of 2.3%. [Figure 5](#acm20206-fig-0005){ref-type="fig"} shows the mean RMS leaf deviation for all the beams. The outer leaves generally move the least and, therefore, have the smallest deviation. All the statistics were computed using all the control points for all the patients.

![Histogram of the MLC Deviations for the 31 VMAT beams (15 patients).](ACM2-16-206-g004){#acm20206-fig-0004}

![The RMS error by leaf for all the VMAT beams](ACM2-16-206-g005){#acm20206-fig-0005}

D.. 3D gamma {#acm20206-sec-0012}
------------

A 3D gamma index was calculated for all the patients for both the EPID and MLC log file methods, whereas a 2D gamma index was calculated for the Delta^4^. A summary of the gamma index values is shown in [Table 6](#acm20206-tbl-0006){ref-type="table-wrap"}. Not surprisingly, the MLC log file method resulted in the highest gamma index passing rate percentages with the least variation, while the EPID and Delta^4^ showed similar results. Although the EPID method calculates a gamma in 3D, its results on a 2D plane are similar to those by Delta^4^.

###### 

Gamma percentages for all three methods compared with the approved plan.

  *Gamma %*                                                                                                            
  ----------- ------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ------ ----------------
  EPID MLC    95.9   97.6   98.5   94.6   96.8   97.8   98.4   91.0   97.2   96.8   92.4   93.7   95.3   96.9   98.0   $96.1 \pm 2.2$
  Logs        99.1   98.3   98.7   99.1   98.5   98.9   99.0   98.6   98.8   99     97.8   97.9   98.6   98.5   99.6   $98.7 \pm 0.5$
  Delta^4^    99.5   99.0   91.9   99.2   99.9   99.5   98.1   96.9   98.1   95.0   99.3   100    99.5   97.2   97.9   $98.1 \pm 2.1$

IV.. DISCUSSION {#acm20206-sec-0013}
===============

The results of this study support the use of our proposed alternative QA methods for pretreatment verification. The use of the TPS as a dose calculation tool, as well as a means to visualize the delivered dose distribution on patient anatomy, has major advantages over the traditional QA systems.

All patients in this study show good agreement with the approved plan for both the EPID and MLC log file methods (apart from two of the patients where the EPID values were considerably lower than those of the Delta^4^ and MLC log file methods, possibly due to the overresponse of EPID to low energy scatter from the patient in cases involving small fields). The dose distributions show similar maximum dose locations and magnitudes, as well as shape of the isodose lines. Dose‐volume histograms have similar dose falloff in the target region for all the patients in our study. The 3D gamma percentage values are highest for the MLC log file method, which has a higher inherent agreement with the treatment plan, whereas the 3D gamma values of the EPID are as also very comparable. The EPID performed similarly to the Delta^4^ regarding the 2D gamma results. The EPID results agree with previous work by Vazquez Quinoet al.[^(29)^](#acm20206-bib-0029){ref-type="ref"}

The EPID method produces an accurate representation of the photon fluence from the gantry head, which translates to an accurate calculated dose distribution in Pinnacle. The efficiency of this method is complimented by its accuracy. The ability to perform dose calculations using the TPS eliminates potential differences stemming from the use of different calculation algorithms and it has the advantage of displaying the reconstructed dose on the true patient anatomy. Furthermore, it has been recently reported in the literature that relying solely on gamma analysis can allow systematic errors to go undetected.[^(30)^](#acm20206-bib-0030){ref-type="ref"}

For the MLC log file method, the measurements and results that were acquired in the present study regarding the DVHs, dose distributions, and MLC deviations between the delivered, and planned treatments are in agreement with previous work by Schreibmann et al.[^(26)^](#acm20206-bib-0026){ref-type="ref"} and Agnew et al.[^(24)^](#acm20206-bib-0024){ref-type="ref"} Similar to the EPID method, the MLC log file method requires very little time at the treatment machine and the data can be gathered by a therapist if necessary.

V.. CONCLUSIONS {#acm20206-sec-0014}
===============

The EPID method produced results comparable to the results of the Delta^4^, which is our established QA method. Use of the MLC log file information revealed little deviation of the delivered plans from the approved plans. While using the gamma index as a comparison metric can be valuable in quantifying the agreement between two dose distributions in a phantom, no information is revealed about the clinical effect the differences between the delivered and calculated dose distribution might have to the patient. Furthermore, planar dose comparison between calculations and measurements using phantom geometry omits information related to patient anatomy. For this reason, we recommend extending the patient‐specific IMRT QA criteria to include differences in the DVH and dose distribution in the patient anatomy. The ability to perform an accurate patient‐specific VMAT QA in which the effects of the differences in dose distributions can be quantified on patient anatomy by merely utilizing basic clinical resources provides the opportunity for any clinic to improve their QA process at no monetary cost. The only investment will be the time to create a link between the EPID/MLC log files and the TPS. Furthermore, the ability to combine these methods allows customization to the specific needs of each clinic.

Supporting information
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