Abstract. At least in English, the perception of syllables and words can be largely predicted from the perception of smaller (e.g., segment-or phoneme-sized) symbolic units. Experiments involving the intelligibility of natural speech in noise provide one important source of evidence for the factorability of syllables into segments. Results reviewed by Allen (1994 a, b) show that the correct identification of nonsense CVC syllables in noise can be extremely well predicted from the marginal correct identification of their constituent phonemes. Simulation experiments by Nearey (in press) suggest that this result (as well as the systematic increase in the correct identification of real words over nonsense) can be achieved when stimulus patterns for syllables are simple functions of their phoneme parts. However, stimulus patterns for syllables that include idiosyncratic properties that are not predictable from segmental components apparently cannot produce such results.
words, there is also clearly a correlation of symbol size with physical duration. Words are associated with longer temporal windows than are phonemes. A limiting case is the "beads-on-a-string" model, where phoneme-sized elements are mapped onto nonoverlapping sections of the waveform of a given word. However, if we admit overlapping time spans in the realization of neighboring phonemes (Nearey, 1990 (Nearey, , 1997 , there will clearly be a partial dissociation of symbol size and temporal span.
Finally, in the case of features versus phonemes, there exists no simple correlation with temporal span.
The generality of units is usually inversely correlated with their size at the symbolic level. Smaller units are typically reusable and are associated with more general acoustic patterns, since they are realized in a wider variety of contexts than larger units.
Smaller units are typically few in number and each small applies to a large number of words. (There are mere dozens of distinctive features or phonemes, versus hundreds or thousands of diphones or syllables, versus hundreds of thousands of words). This paper reviews two streams of research relating to what I will call the "factorability" of phonological units in speech perception. The first involves what are called speech reception experiments, which measure the identification of naturally produced words and pseudowords in adverse listening conditions. 2 The second involves the categorization of parametrically synthesized speech. Evidence from both sources suggests that symbolic units of no larger than phoneme size serve as the basic elements of speech perception.
X.2 Syllable identification in noise: factorability in speech reception research
The pioneering work on factorability was done by Fletcher and colleagues at Bell Labs (see Allen, 1994a, b; Fletcher, 1953) . Fletcher was seeking an efficient, reliable way to estimate the intelligibility of fluent speech over a telephone system. They FLMP models, the basic phonological units are his "features", which are elements that are differentially activated by changes in specific stimulus properties his evaluation stage of processing (Massaro, 1989) . 2 In the literature of the subfield, "inteligibility" is reserved to refer to correct response to real words and text, while articulation (score) is used for nonsense. The two are frequently spoken of together under the term speech reception. However, I will occasionally use the term intelligibility to cover both.
settled on the articulation test, which measures correct responses to a set of phonetically balanced pseudoword CVCs. Nonsense syllables were chosen because identification of real words and connected texts was much too variable. Fletcher's research showed that the intelligibility of real words and of various kinds of texts in noise can be remarkably well predicted from articulation scores.
A key result of this research is that the rate of correct identification of nonsense syllables can be predicted from that of their constituent phonemes:
where P s is the probability of correct identification of entire C 1 VC 2 syllables and P C 1 , P V and P C 2 are the marginal probabilities of correctly identifying phonemes in each position in the syllable, averaged across all relevant items. Thus, if the average rate of identifying initial consonants (C 1 ) were 0.7, that of vowels were 0.8 and that of final consonants (C 2 ) were 0.6, the predicted average syllable identification rate would be 0.336 ( = 0.7 x 0.8 x 0.6). For the choice of English CVCs in Fletcher's studies (and in several subsequent works), it was found the probability of error of phonemes in each of the three positions, and thus P C 1 P V P C 2 . In this case, (1) is well-approximated as:
where P p is the average phoneme identification rate, ( P C 1 + P V + P C 2 ) / 3 .
In a later study of the identification of English CVCs at varying signal-to-noise ratios, Boothroyd and Nittrouer (1988, hereafter BN88) developed the following generalization of Fletcher's formula (2):
The exponent, j, is referred to by BN88 as the j-factor. The j-factor can be estimated empirically as log(P s )/ log(P p ). In their own experiments, for nonsense CVCs, BN88 estimated j at 3.07, but for real CVC they found a j-factor of only 2.47.
In an information-theoretic interpretation consistent with that of Fletcher, BN88
interpret j as an estimate of the number of informationally independent units that compose a syllable (see also Allen, 1994b ). When j is exactly 3.0, equation (3) is equivalent to the approximation (2) of Fletcher's original independence formulation (1).
A j-factor smaller than 3.0 for CVCs suggests that the three units are not informationally independent and syllables are recognized better than predicted by the average recognition of their constituent phonemes. The smallest attainable value of j is 1.0. This arises in the extreme case of holistic syllable perception where there are two kinds of trial: (i) the entire syllable (and, thus, each of its phonemes) is heard correctly ;
or , (ii) the syllable and each of its phonemes is perceived incorrectly. In this case, regardless of the overall identification rate, P p = P s , and j must equal 1.0.
While BN88 found j near 3.0 for nonsense, they found noticeably lower value, near 2.5 for real CVC words. The fact that j equals 3.0 in nonsense words suggests that phonemes are perceived independently. The reduction of the j-factor for real words is attributed by BN88 to lexical redundancy, which Allen (1994b) refers to as "context entropy". Allen also suggested that these findings have implications for automatic speech recognition, because they do not appear to be compatible with the use of larger units such as words or demisyllables as holistic templates in acoustic models.
Allen's comments imply that if the phonetic specification of words and pseudowords involves "unfactorable" large units (e.g., if syllables involve gestalt properties that are more than the sum of their phonemic parts), then j-factors calculated on the basis of phonemes should be substantially smaller than 3.0. On the other hand a system that was essentially compositional, where syllables could be derived as simple functions of phonemic parts, the j-factor would remain high.
But what of word versus non-word differences? Both BN88 and Allen (1994b) mention Broadbent's (1967) response bias explanation of word frequency effects on intelligibility. Perhaps this explanation might be applied here as well, since high frequency words are more intelligible in noise than low frequency ones, and a nonsense syllable might be viewed as the limiting case of a low frequency word. Broadbent provides a useful analogy illustrating how such bias effects might work. Each word is represented by a test tube. An array of test tubes, representing the lexicon, is bombarded, in effect, with informational rain. With the presentation of a particular stimulus word, the rainfall is heaviest near the "correct" tube, and its level rises rapidly.
The water level in the test tube is proportional to the (log) likelihood of its selection as a response. In the bias account, high-frequency words start out with more water in them than do low-frequency words, hence they are recognized more readily. Broadbent contrasts this with several other accounts, including one that is somewhat more like current interactive activation accounts (e.g., McClelland, 1991) , whereby a more frequent word has a larger funnel attached to it than does a less frequent word.
Broadbent's analysis of his own experimental data bears out key predictions made by his version of a word-bias model.
Broadbent's simplifying assumptions about word activation, (together with his use of a Luce choice model) allowed him to derive key predictions analytically.
Unfortunately, Broadbent's approach does not apply directly to the case at hand, because it does not involve factoring words into smaller units. In the absence of suitable analytic methods, the problem can be approached using Monte Carlo simulation.
X.3 Simulation studies of factorability
Work on intelligibility in noise usually takes place in the highly abstract framework of information theory. Typically, the only "stimulus property" discussed is signal-to-noise ratio. Although the framework of my simulations is also abstract, it represents a clear step in the direction of familiar phonetic ground. The simulations are described in detail in Nearey (in press) and are briefly summarized here.
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The goals of the simulations were twofold: first, to see if the j-factor pattern of BN88 could be replicated in a cue-space that bore at least superficial resemblance to natural speech patterns; second, to see what kinds of perturbations on underlying representations --moving roughly from segments toward holistic syllables --would have on the j-factors. The procedure involved construction of "pseudo-synthetic" patterns for each of 1000 CVC syllables, the same number as in the BN88 experiments.
The patterns in question could be used (though they have not been) to drive a parametric synthesizer. The consonants were based loosely on English / p t k b d g m n N l /, and the vowels on / i I E Q A ç o U u /. Eight cues were manipulated. Two, F1
and F2 target frequencies, related most directly to the vocalic portion. The other six related to consonantal properties. They were initial and final consonant voicing duration, initial and final "dominant frequency" (center of gravity of burst for stops, "F2 steady-state" for sonorant consonants), F2 transition onset for initials, and F2 offset for finals.
X.3.1 Factorability of patterns
The baseline stimuli involved "factorable" patterns. Here the F1 and F2 vowel cues and the consonant voicing cues were invariant targets associated with each consonant and vowel. If all cues behaved in this way, it would not be surprising that factorable behavior could be demonstrated, since we would have essentially a "beads on a string" phonetic system, where there were temporally distinct and invariant consonantal and vowel cues. The other four cues, those mapping place of articulation patterns for the consonants, are modestly more realistic, involving temporally overlapping and spectrally covarying cues. Specifically, the F2 and dominant frequency cues were (acoustic-) context dependent in that they followed patterns specified by locus-equation (Sussman, McCaffrey and Matthews, 1991) .
Work by Mermelstein (1978) showed that it is possible for perceptually independent phoneme-sized elements to share overlapping information in the speech signal. Nearey (1992) showed that such independent perceptual behavior can be optimal in some simple situations. However, it was not clear how more realistic situations could be studied analytically. Accordingly, a simulation study was designed that included both a syllable generation model and a recognition model to decode each of the syllables.
The core recognizer used a set of syllable-sized templates, which "knew" exactly the population statistics of a set of target means for each of the 1000 syllables. It was also provided with statistical information about added noise. The core system is capable, in principle, of recognizing arbitrary patterns corresponding to irreducible (holistic) syllabic templates. It would work equally well in terms of overall correct syllable score even if the individual consonant and vowel labels are randomly scrambled among the syllables. In such a case, phoneme scores would be reduced to chance levels.
Results showed that it was easy to simulate j-factor patterns of BN88 if and only if the syllabic templates were constrained to be "phoneme-factorable" by virtue of phoneme-level constraints of the type described above. However, as sketched below, even a very small departure from this situation resulted in a breakdown of phoneme factorability.
X.3.2 Simulated noise and lexical effects
Varying noise levels were simulated by adding random normal deviates to each prototype cue pattern on each virtual presentation of a stimulus to the recognizer.
Higher noise conditions were simulated by adding deviates with larger variances.
Arbitrarily, on each run of the simulations a random 13% of the CVCs were designated as real words (this is approximately the same proportion of real word to possible word CVCs used by BN88). A single bias parameter was selected to favor real word responses over nonsense syllable.
The effect of this bias can be described by reference to three stages of processing similar to those described by Massaro (1989) . At the evaluation stage, each syllable receives a score proportional to its log-likelihood based on the deviation of an input stimulus from the syllable's mean parameter values and the variance of the noise (see below). At the integration stage, for real words only, the log of the bias parameter is added to augment this log-likelihood score. This is analogous to the extra loglikelihood "bilge water" in Broadbent's test tubes, and is formally equivalent to (Nearey, in press ).
With trial and error adjustment of the noise parameters and of the global word bias, behavior very similar to that of BN88 could be obtained. The results are summarized in Figure X .1. The x-axis represents average correct phoneme identification, P p , while the y-axis represents the difference 4 between syllable identification and phoneme identification rate (P s -P p ).
Figure X.1. Simulations of syllable identification rates, P s , and phoneme identification rates, P p , using a segment-factorable model. Note the y-axis is the difference, P s -P p Nonsense syllables: O; real words: ∆. The lowest three curves represent (from bottom) j-factors of 3.07, 2.46 and 2.0.
The lowest dashed curve represents a j-factor of 3.07, the empirical value found by BN88 to fit natural nonsense CVCs. The simulated nonsense syllables (circles) 4 The somewhat awkward choice of (P s-P p ) as the ordinate rather than P s (as used in similar plots in BN88), was made to exploit a larger portion of the plot space. Since correct average phoneme response, P p , must always be as great as P s , points plotted in a P p x P s space are restricted to lie below diagonal P = P .
follow closely those of the smoothed estimates. (Each symbol represents the average identification rate of all relevant trials in a single noise condition). The medial solid line represents a j-factor of 2.46, the value found for BN88 for real word CVCs. With the choice of a bias parameter favoring words by a likelihood ratio of 4.5 : 1, the simulated real word results (triangles) are also quite close to the word value observed by BN88.
The highest dotted u-shaped curve represents a j-factor of 2.0, corresponding to twoinformationally independent units.
X.3.3 Addition of irreducible syllable-level stimulus effects
Figure X.1 demonstrates that realistic j-factor behavior can be achieved when syllabic patterns are phoneme-factorable. But is pure factorability a necessary condition for such behavior, or can other relatively non-factorable patterns also approximate it? If syllabic patterns are perceived in a way that is arbitrarily (i.e., randomly) related to their phoneme "spelling", they will have j-factors near 1.0 (but slightly larger because of a "correction for guessing"). This fact does not require simulation, as it can easily be demonstrated analytically (Nearey, in press ). The predicted pattern is shown as the dotted straight line near the top of Figure X.1. But this is a "straw" hypothesis, since probably no one believes that syllabic patterns are totally uncorrelated with their phonemic descriptions.
If syllables are not fully factorable into segments, they must contain some residue of arbitrary characteristics irreducibly associated with the syllables. Additional simulations suggested that even a small amount of irreducible syllable-level stimulus information produces j-factors much smaller than 3.0. These simulations involved "syllable contaminated" production patterns. Syllable wholes that were largely, but not entirely, functions of their phoneme parts were simulated by starting with the syllable template patterns used to produce Figure X .1, but then adding a fixed randomly chosen value to the mean of each cue for each template. After these new templates are fixed, random perturbations from the template means (simulating the effects of channel noise)
were added afresh to each virtual trial. In the results shown in Figure Mermelstein (1978) conducted an experiment with synthetic /bVC/ syllables, where the vowel ranged over /E/ and /Q/ and the consonant over /t/ and /d/.
X.4 Factorability in parametric speech perception experiments
Listeners were asked to classify the syllables as the real English words, bad, bed, bat, or bet. The F1 and the duration of the vocoid were varied independently to form a twodimensional continuum. Mermelstein's analysis indicated that both the F1 and duration cues affected both the vowel and consonant decisions. However, Mermelstein also concluded that decisions about vowel identity and consonant identity are made entirely independently of each other.
Nearey On factorability… OnFactMarch2k1R1Mac.doc 5/17/0112:10 PM 13 Nearey (1990 Nearey ( , 1997 has explored variations of this hypothesis using polytomous logistic models. Important aspects of these models can be illustrated with territorial maps, which show the decision regions for expected modal category decisions. This can be stated formally as:
where P r is the probability of a particular rhyme response consisting of a specific V and C 2 combination. one that involves irreducible rhyme-level stimulus properties that do not admit of factoring into segments. That is, there are characteristics of stimulus tuning that cannot be predicted from the behavior of independent consonant-and vowel-based oppositions. In logistic models generating such a pattern, there would be no restrictions on boundary lines between any pair of categories. In fact, such models would fit equally well the results of an experiment that suffered a disastrous "response coding accident"; namely, one in which the four word labels were shuffled before entering the data. Whalen (1989) properties by phoneme-sized elements. However, it adds a small (stimulusindependent) bias favoring specific VC combination patterns (namely, /Qt/ and /Ed/). A schematic territorial map for this successful model is shown in Figure X .3 (c). The stimulus independent rhyme-bias effects serve the same role as do biases in Broadbent's (1967) models (corresponding to the standing water in his test tubes before the rain), or the real-word biases in the simulations of BN88 summarized above.
Because this type of model will figure heavily in the discussion below, and since it was the kind of model selected as "best" in Nearey (1990) , it will be called the N90 model.
While the success of the N90 models is promising, it does involve the adoption of a specific modeling framework. However, we can extend non-parametric j-factor analysis of BN88 to Whalen's (1989) data. It is convenient to extend Mermelstein's claims about independence of V and C 2 choices, given in (4), to the C 1 VC 2 of (1) used for the intelligibility-in-noise experiments. This can be done by redeploying (1), repeated here as (5), with revised definitions of its factors:
Here, P s is the probability of choosing syllable s, P C 1 is the marginal probability of choosing C 1 , P V is that of choosing V, and P C 2 is that of choosing C 2 on a given trial.
The application, below, of (5) to Whalen's data differs in several ways from the application of (1) to intelligibility-in-noise data . First, because of the nature of the choices, we can fix P C 1 at 1.0, because listeners always heard words with initial /b/.
Second, while the probability values used in (1) corresponded to only "correct" responses (where listeners responded with the actual word spoken) in the intelligibilityin-noise experiments, Mermelstein's hypothesis predicts probabilities for all response categories. Fourth, the j-factor calculations reported in Section X.3 are based on average correct response over all stimuli in an experimental condition, while here we will track identification patterns for individual stimuli. In addition, j-factor plots require an average correct phoneme score across the three segments, P p . Since the syllables studied by Fletcher and BN88 had approximately equal correct responses in all phoneme positions (i.e., P C 1 P V P C 2 ,), it was reasonable to choose the arithmetic mean, defining P p = (P C 1 + P V + P C 2 ) / 3. Under such circumstances, (P p ) 3 is approximately equal to the product of the three phoneme probabilities, P C 1 P V P C 2 . For the Whalen data, where measures are applied to each stimulus, the assumption of equality of phoneme response probabilities is not appropriate. Instead, the "average" phoneme probability will be defined as the geometric mean of phoneme response probabilities, P p ' :
This ensures that (5) entails (7)
When these calculations are applied to the data of Whalen (1989, Appendix 1), the jfactor plot shown in Figure X .4 can be constructed. biases. This is the "preferred" N90 model. Admitting V x C effect amounts to conceding that there is some aspect of the behavior that depends simultaneously on the a particular vowel and combinations that are not inherent in their segmental constituents.
But such a V x C bias is not like the "irreducible syllable-level stimulus information" discussed in the simulations. What we need to know about each VC combination is entirely independent of stimulus properties. and V x C x Dur. Only now do we have irreducible rhyme-level stimulus effects. The empirical data does not require such complexity.
X.4.1 Potential sources of bias effects
But what about the diphone (V x C) biases? What can they represent? There are at least four plausible sources of bias: (i) Lexical frequency effects, like those discussed by Broadbent (1967 There is fifth potential source of bias effects, (v) essential biases. I have called these "essential" in the sense that hypertension is essential when it has no identifiable cause. Essential biases are quite simply fudge factors that make a pattern recognition framework match observed behavior more closely. In this example, the net effect of the rhyme biases is to increase the area of bat and bed at the expense of the /Et/ and /Qd/ categories. As noted in Nearey (1997) , this makes sense if production patterns are considered. Peterson and Lehiste (1960) find duration to be 40% greater for /Q/ than for /E/, while vowels before /d/ are 40% to 50% longer than before /t/.
Because the duration ratios associated with the consonant and vowel oppositions are 
X.4.2 Nonlinear stimulus effects
Evidence from parametric speech perception experiments show that the N90 model associated with Figure (Sussman, McCaffrey, and Matthews, 1991) clearly entail unequal covariance patterns of the three stops /b, d, g/. This also implies quadratic rather than linear optimal class boundaries. Nearey (1991) also conjectures that quadratic logistics may be necessary to account for relations observed between burst center frequency an F2 in place of articulation experiments.
X.5 Reanalysis of the data of Massaro and Cohen (1983)
The question of nonlinearity also arises in a reanalysis of data from Massaro and Cohen (1983) . They produced a two-dimensional continuum, manipulating F2 onsets and F3 of a glide-like element in a /C 1 C 2 a/ continuum spanning the syllables, /blA/, /dlA/, /brA/, /drA/. The model they selected as best, involving what they term contextual features, can be approximated very closely by a diphone biased segmental linear logistic model (Nearey, 1990:369) . However, subsequent analysis cast doubt on this interpretation (see Nearey, 1998, note 6) . Using raw data (read from their Figure   X .6), a simple interpolation process was used to estimate boundaries and to create a non-parametric territorial map, as shown in Figure X .5.
Figure X.5. Empirical territorial map drawn for the bla-dra experiment of Massaro and Cohen (1983) . Boundaries were estimated using simple interpolation of raw response probabilities.
The resulting pattern shows that the conditional boundaries do not appear to be parallel as required by the N90 model. The /bl/ -/br/ boundary shows tuning almost exclusively by F3 (i.e., a straight line approximating it would be roughly parallel to the F2 axis). Similarly, the /dr/-/br/ boundary is roughly parallel to the F3 axis,
showing clear tuning only on F2. However, the /dl/-/dr/ and /dl/-bl/ boundaries (which under the biased segmental model should have been parallel, respectively, to the previous two boundaries) are oblique to both axes, showing tuning on both F2 and F3. This case is studied further below.
Following the methodology of Nearey (1990) , a series of logistic models was fitted to the data of MC83. The factors involved in the analysis are outlined in Table X .1. Table X .2 illustrates the main effect and interaction terms of the models investigated.
Table X.1. Classification of effects in models studied for MC83 experiment.
Abbreviation Description
Phonetic factors where "x" indicates crossing of factors
Results of tests of the relative adequacy of these models are given in Table X .3.
Tests comparing these models are based on comparing changes in the residual deviance statistic, G 2 , to a heterogeneity value that is analogous to a residual mean squared error in ordinary linear regression (McCullagh and Nelder, 1989) . The procedure is analogous to the use of "extra sum of squares" F-tests in stagewise regression, where a sequence of increasingly more complex models is compared with smaller ones and the increase in variance accounted for by the larger model is compared to the residual error variance the smaller one. The data analyzed here are pooled over subjects and some question about the validity of the reported alpha levels must remain since the analysis involves approximate fixed-effects tests to repeated measures data analysis. 6 For that reason, we note that any use of the term "significant" should implicitly be read "nominally significant". Table X .3 summarizes the results of several such comparisons. 
--VI Model V with linear stimulus-tuned cluster terms Table X .2 are consistent with the geometrical patterns illustrated in Figure X .3 (a)-(d) respectively. The preliminary graphic investigation of MC83 data discussed in Nearey (1998) suggested that a model as complex as Model IV might be required.
As in the case of Whalen's (1989) experiments analyzed in Nearey (1990), we find highly significant improvement comparing the baseline primary cue Model I to the secondary cue Model II. Interestingly, however, the adding the cluster bias term in Model III hardly improves fit at all. 7 That is, there is no substantial improvement of the fit when we move from a model comparable to Figure X .3(b) to that of Figure X .3(c).
As suggested by the preliminary discussion in Nearey (1998) , there is highly significant improvement when we move to the stimulus-tuned diphone model like that of Figure   X3 (d). The relevant comparison is shown in row 4 of Table X.3. analysis approach, analogous to that discussed in Nearey (1997) was performed. The overall pattern was similar to that described here. However, RCR tests are not very powerful with only 5 subjects. 7 Indeed, the rms error value actually decreases. This is possible because the optimization routine is a generalized linear model that is optimizing G 2 values. The fitting procedure involves a weighted least squares procedure. The weights are in general not uniform across all cells but are larger for stimuli with Several possible explanations should be considered. One involves phonotactic constraints. The cases studied previously (Nearey, 1990 (Nearey, , 1997 Figure   X .5, with boundaries restricted to quadratics.
Row 7 of Table X Models IV and V cannot be compared directly using stagewise F-tests, because models must be nested to do so (i.e., one must properly include the other). We can, however, do something akin to a partial correlation analysis by fitting a larger model, shown as Model VI in Table II , that includes all the terms of both the diphone-linear Model IV and the segmental-quadratic Model V. Row 6 of Table III Table 2 is a pure segmental model.
The above results must be taken with a grain of salt, since we run the risk of applying "Munchausen's statistical grid" (Martin, 1984) by testing everything in sight until we find a result that suits our taste. There is a possibility that what amounts to non-linear enrichment of the stimulus space (by including square and cross-product terms) has enabled the "emulation" of more complex signal-to-symbol relations that in reality involve irreducible diphone tuning. Furthermore, the absence of a significant contribution of even diphone-bias terms is problematic to my own previous analyses in this particular case.
To improve the fit of their models, Massaro and Cohen (1983) use what they call a contextual modifier, "not very likely", to apply to the phonotactically ill-formed */dlA/. Nearey (1990) argued that diphone biases could serve in this role (see also McQueen and Pitt,1998) . It is difficult to accept the findings in the previous paragraph, since this appeared to be a clear case where diphone biases were very well-motivated. But there is away to look at this data more directly. Figure X .6 presents a jfactor plot for MC83's bla-dra experiment. It was constructed in analagously to Figure   X .4 for theWhalen bad-bet experiment. Contrary to that case, there is no hint of a systematic bias for any of the four syllables. We might have expected, for example that */dlA/ would show a lower probability of response than indicated by marginal /d/ and /l/ response probabilities and hence larger j-factor than the legal /drA/. Rather, the relatively tight clustering around the j =3 curve shows that close adherence to nonparametric predictions of the Fletcher independence model of equations (1) It should also be noted that there are empirical implications of the quadratic segment-based analysis that can be tested directly in new experiments. Namely, the curved boundaries resulting from nonlinearities in the individual segment oppositions should generalize to other contexts, including simple CVs. The analysis given above cannot be taken as more than suggestive until such tests are performed.
X.6 Discussion and conclusions
The pattern of evidence presented here makes an excellent prima facie case that, segments, i.e., factorable symbolic elements of phoneme-size, play a major role in speech perception. Furthermore, that key role is only modified by higher order elements (e.g., syllables and words) in a very limited and stylized way. Evidence from traditional intelligibility experiments involving the perception of speech in noise (Allen, 1994a, b ; Boothroyd and Nittrouer, 1988) and data from parametric perceptual experiments (Mermelstein, 1978; Massaro and Cohen, 1983; Whalen, 1989; Nearey, 1997) are shown above to be compatible with this conclusion. Finally, results from simulations of intelligibility in noise strongly suggest that such patterns of factorability are fragile (Nearey, in press ). They can be obtained relatively easily with a system based on factorable segment-sized units, but they appear to be unattainable when unique stimulus patterns are irreducibly linked larger basic units. It seems incumbent on proponents of theories claiming that "larger symbolic units are basic" to show how such segmentfactorable behavior can emerge from any model incorporating large basic elements.
An important question is whether factorability can be extended down to smaller sized elements. The analysis of Miller and Nicely (1955) suggests a considerable degree of independence for their ad hoc 5-feature set in the perception of English consonants. 8 The absence of diphone biases reflecting phonotactic constraints in this experiment remains unexplained. One factor to consider in follow-up experiments is the relatively large number of tirals per stimulus each subject underwent in this experiment. Perhaps a great familiarity with stimulus set coupled with a countervailing response bias. Such a contervailing response bias might result from An estimation of j-factor from their Table XX suggests yields a mean value of 4.2, compared to the expected 5.0 from their five independent features. However, as noted by , there is considerable redundancy in the phoneme set, since only 16 of 24 possible feature combinations map to English consonants. This could be another form of context entropy (Allen, 1994b ) that could lead to a deflation of the j-factor similar to that observed for real words versus nonsense in speech reception experiments.
This question can also be pursued more directly. Massaro and Oden (1980) investigated what amounts to the factorability of voicing and place judgments in stops.
They are somewhat ambivalent in their choice of two models, one apparently compatible with a feature-tuned model with phoneme level biases, and another involving "featural modifiers" that would appear to imply segment-level stimulus tuning from the current perspective.
José Benki (1998) has also recently investigated feature-level factorability in the voicing and place features of stop consonants in a logistic framework explicitly linked to that used here. His preferred analyses favor a "segment-biased feature model", where stimulus-tuned effects are linked to features, while phoneme level contributions are limited to biases. As noted by Benki, his analysis amounts to shifting the methods of Nearey (1990) down a step in the distinctive feature-phoneme-syllable phonological hierarchy.
However, preliminary analysis of data from our own laboratories suggests that English vowels will not yield to clear factorability at the distinctive feature level. While, it is not clear how sensitive such an analysis is to the choice of the "correct" feature set, the ones we have investigated so far suggest that a typical feature-based analysis leaves about twice as large a residual deviance (G 2 ) as one based on unfactored phonemes.
The issue of feature-factorability is in important one and should clearly be pursued in future research. From another perspective, however, once we get to the phoneme-level, most of the work of factorability is done. The number of words in a listener's tendency (conscious or otherwise) to push each of the four response buttons about equally English is almost three orders of magnitude larger than the number of phonemes. The number of phonemes and features are of the same order of magnitude. Searching for possible phoneme-feature relations in such a space would appear to be a relatively straightforward task, especially when compared to that which would seem to await proponents of an episodic lexicon who seem (in principle, at least) prepared to allow for fractal stimulus-to-symbol mapping. It remains to be demonstrated that any exemplar model (Nosofsky, 1988) based on large symbolic units can achieve (epiphenomenally --as an emergent property) the appearance of segment factorability documented here.
often.
