Abstract A previous study found that as monkeys learned novel mappings between visual cues and responses, neuronal activity patterns evolved at approximately the same time in both the dorsal premotor cortex (PMd) and the putamen. Here we report that, in both regions, the population activity for novel mappings came to resemble that for familiar ones as learning progressed. Both regions showed activity differences on trials with correct responses versus those with incorrect ones. In addition to these common features, we observed two noteworthy differences between PMd and putamen activity during learning. After a response choice had been made, but prior to feedback about the correctness of that choice (reward or nonreward), the putamen showed a sustained activity increase in activity, whereas PMd did not. Also in the putamen, this prereward activity was highly selective for the specific visuomotor mapping that had just been performed, and this selectivity was maintained until the time of the reward. After performance reached an asymptote, the degree of this selectivity decreased markedly to the level typical for familiar visuomotor mappings. These findings support the hypothesis that neurons in the striatum play a pivotal role in associative learning.
Introduction
Arbitrary visuomotor mapping, also known as conditional motor learning and conditional discrimination, requires the trial-and-error-based acquisition of associations among antecedents and consequents. Antecedents can include visual and other sensory inputs, and consequents usually involve movements or the targets of movement. Changes in task-related neuronal activity during arbitrary visuomotor learning have been described for dorsal premotor cortex (PMd) (Mitz et al. 1991; Brasted and Wise 2004) , supplementary eye field (Chen and Wise 1995a, b) , frontal eye field (Chen and Wise 1995b) , prefrontal cortex (Asaad et al. 1998; Pasupathy and Miller 2005) , hippocampus (Cahusac et al. 1993; Wirth et al. 2003) , striatum Jog et al. 1999; HadjBouziane and Boussaoud 2003; Brasted and Wise 2004; Pasupathy and Miller 2005) and globus pallidus (Inase et al. 2001) . Neuropsychological studies point to the same neural network (Petrides 1985; Halsband and Passingham 1985; Rupniak and Gaffan 1987; Gaffan and Harrison 1988; Canavan et al. 1989; Eacott and Gaffan 1992; Murray and Wise 1996; Ridley and Baker 1997; Wang et al. 2000; Bussey et al. 2001 Bussey et al. , 2002 Brasted et al. 2002 Brasted et al. , 2003 Barefoot et al. 2002 Barefoot et al. , 2003 Nixon et al. 2004) , as does the neuroimaging literature (Deiber et al. 1991 (Deiber et al. , 1997 Paus et al. 1993; Toni and Passingham 1999; Toni et al. 2001 Toni et al. , 2002 Eliassen et al. 2003) .
Although the network that participates in the learning and recall of arbitrary visuomotor mappings includes the regions mentioned above, little is known about how these structures differ in supporting such learning. To better understand the differential contributions of PMd and putamen to this form of associative learning, we have examined learning-related activity at the population level. Other results from this study have appeared previously (Brasted and Wise 2004) .
Materials and methods

Subjects and apparatus
The data in this report come from a male rhesus monkey (Macaca mulatta), which was referred to as Monkey 1 by Brasted and Wise (2004) . That previous report details the methods and results concerning the animal's behavior, histology, electromyographic activity, and eye movements, as well as other methodological details not mentioned here. All procedures conformed with the Guide for the Care and Use of Laboratory Animals (rev. 1996, ISBN 0-309-05377-3) and were institutionally approved. The monkey sat, with its head fixed, in a primate chair. A video monitor was placed 30 cm in front of the monkey and it was covered by a transparent 25 cm by 17 cm touch screen (C.A.M. Graphics, Amityville, NY). We monitored eye position with an infrared oculometer (Bouis Instruments, Karlsruhe, Germany) at 500 or 1,000 Hz.
Behavioral design
The monkey learned an arbitrary visuomotor mapping between an instruction stimulus (IS) and a reaching movement to one of four target locations (Fig. 1) . The four response targets were located in the four corners of the screen. On each behavioral trial, an IS appeared, which consisted of two colored ASCII characters, $5 cm and $3 cm high, superimposed at the center of the video monitor. The monkey's task was to learn which one of the four targets on the touch screen would, if contacted, produce reinforcement on trials with a given IS.
On each trial, a stimulus was selected psuedorandomly from a set of eight stimuli. Each stimulus instructed one and only one correct response. Expressed differently, each IS was associated with one of the four response targets. All eight stimuli in each set of stimuli were highly familiar to the monkey. For four of those stimuli, the visuomotor mappings never changed, i.e., each of these four ISs always instructed the same response. We called these kinds of associations familiar mappings. For the other four stimuli, although stimuli per se were highly familiar to the monkey, the responses that they instructed changed frequently so that they had to be learned and relearned through trial and error. We called these kinds of associations novel mappings. Previous work has shown that monkeys learn novel mappings based on familiar stimuli in the same way that they learn such mappings based on novel stimuli. Figure 9 of Brasted et al. (2003) shows this result for eight monkeys. All eight of those monkeys showed the same learning rate and the same number of trials to a learning criterion of 90% correct responses for novel and familiar stimuli. On this basis, we assume that the use of familiar ISs had no impact on the interpretation of the present results.
Each trial began with the monkey touching and maintaining contact with a metal bar below the screen, which led to the appearance of the four response targets. After 200 ms, a white circle, 4 mm in diameter, appeared at the center of the screen. The monkey fixated this point for 600 ms, after which the IS appeared for 400 ms. We termed this interval of each trial the ISon period. In the rare event that the monkey broke fixation during the first 150 ms of the IS-on period, the trial aborted. After the IS-on period, a gray, 3-cm square replaced the IS for a duration of 0.75-1.75 s, which we called the delay period. The monkey had to maintain contact with the metal bar until the gray square disappeared, an event termed the trigger stimulus (TS or TS onset) because it cued the monkey to reach toward and touch one of the four targets within 1.9 s. After 100 ms of contact with one of the four targets, all four target outlines filled with white, which indicated that the computer had registered a response. Immediately afterwards, we imposed a variable prereward period, which lasted 0.75, 1.0, or 1.25 s Fig. 1 Behavioral paradigm and task periods. The top row shows schematics of the video screen as each trial progressed. Each large square represents the video monitor and the small squares depict the four targets (not to scale). At the center of the screen, the fixation point (unfilled circle), the instruction stimulus, and a gray square appeared sequentially. The disappearance of the gray square served as the trigger stimulus. The rectangle beneath the screen represents the start bar and the position of the hand indicates the monkey's starting position and response. Abbreviations: Del delay; IS instruction stimulus; Mov movement; Prm premovement period; Ref reference period (pseudorandomly selected). The monkey maintained contact with the chosen target for this entire period. After a correct choice, the monkey received $0.1 ml of water at the end of the prereward period as reinforcement, and the targets disappeared at the same time. After an incorrect choice, the targets disappeared after the same variable period, but no reinforcement was delivered. The monkey learned four novel visuomotor mappings concurrently, which means that they did not train on one stimulus-response pair until achieving some criterion level of performance. However, a correction procedure was run so that, after errors, the IS was repeatedly presented for consecutive trials until the monkey made a correct response. After that correct response, the next IS was chosen pseudorandomly, and it could either be the same or different from the IS on the previous trial. The intertrial interval was 2.5 s.
Recordings
Single-unit potentials were isolated with platinum-iridium electrodes (0.5-1.5 MX at 1 KHz) driven by a 16-electrode microdrive (Thomas Recording, Giessen, Germany). The signal from each electrode was filtered with a bandpass of 0.6-6.0 KHz, amplified, and discriminated using a Multispike Detector (Alpha-Omega Engineering, Nazareth, Israel) or a Multichannel Acquisition Processor (Plexon, Dallas, Texas). COR-TEX software (http://www.cortex.salk.edu/) was used to control behavior and collect data. The recordings alternated between the striatum and PMd from day to day, and we avoided recording the activity of tonically active striatal neurons (TANs).
Data analysis
We used MatOFF (http://dally.nimh.nih.gov/matoff/ matoff.html), SPSS (http://www.spss.com/), and custom programs for analysis. We focused the neuronal activity analysis on nine task periods: a baseline period, reference period, and seven principal task periods (Fig. 1) . The baseline period was a 100-ms interval beginning 500 ms before IS onset; the reference period also began 500 ms prior to the IS but lasted until IS onset. We defined the seven principal task periods as follows: (1) the IS-on period extended from 80 to 400 ms after the IS onset; (2) the IS-off period was 80-250 ms after the offset of the IS; (3) the delay period extended from 500 to 250 ms prior to the TS; (4) the premovement period was the 250 ms interval before breaking screen contact; (5) the movement period was the 250 ms after breaking screen contact; (6) the prereward period was the last 750 ms (the shortest of the three possible prereward delay intervals) before the reward was delivered, provided that the monkey had chosen the correct target; and (7) the postreward period was measured for 1,000 ms after reward. Task-related activity (one of the seven principal task periods versus the reference period) and mapping selectivity (four ISresponse mappings) were assessed for each task period by a two-factor analysis of variance (ANOVA, a=0.01). The change-point test for continuous variables (a=0.01) was used to detect significant time trends in the neurophysiological and behavioral data (Siegel and Castellan 1988) .
The population perievent time histograms were computed in two ways. In one method, each cell contributed its mean activity and the averages were baseline corrected, thus showing the net modulation. In the other, each cell average was normalized to its maximum discharge rate for a given IS and response, and then the histograms were baseline corrected. The latter kind of average could not be dominated by the activity of one or a few neurons, but in practice these two techniques yielded virtually identical results. Some of the population averages included all of the neurons recorded in either PMd or in the putamen. Others were restricted to those cells showing significant changes in activity according to the change-point test. These two kinds of population measures also yielded very similar results, and therefore the former will be emphasized here. Other, more selected population histograms were prepared for cells either increasing activity during learning or decreasing activity, both overall and for particular task periods. These averages did not generate any noteworthy findings.
Learning phases were defined in a manner similar to that of Chen and Wise (1995a) , taking into account the method for detecting the onset of learning devised by Wirth et al. (2003) . Their method is called a state-space filter, and it detects the trial on which the lower 95% confidence limit of averaged performance first exceeds chance levels, which in this case and in theirs was 25% correct. We divided trials for novel mappings into three groups: (1) an early phase of learning that incorporated all trials up to (but not including) the learning criterion trial of Wirth et al. (2003) ; (2) a middle phase of learning comprising trials from (and including) the same learning criterion until the attainment of asymptotic performance, as identified by the first occurrence of three consecutive correct responses; and (3) all trials after reaching the asymptote. The latter group included the last trial of the series of three consecutive correct responses that defined the attainment of asymptotic performance.
The mapping selectivity index S i , devised by Moody et al. (1998) , was calculated as:
where k is the total number of mappings, neuronal activity level i n is observed for the nth mapping, and i max is the modulation rate for the mapping that elicited the highest activity level. Figure 2 shows the learning rates for the data used in the present analysis, from the same sessions as the neuronal activity data presented below. As documented in Brasted and Wise (2004) , the monkey did not differ in its learning rate for the sessions in which we collected neuronal data from the putamen versus PMd. The plots in Fig. 2a-d show an increase in the percentage of correct responses as a function of trial number for each response choice, averaged over 178 visuomotor mappings for each target. As the monkey learned that a given IS instructed a particular response, its performance score increased to asymptotic levels. At the same time, the proportion of responses to the three incorrect response targets decreased. The monkey showed a slight bias toward the upper left target, but otherwise the performance curves for the four response targets resemble each other closely. Figure 2e shows the average performance curve for all four targets, i.e., the mean of the learning curves shown in Fig. 2a-d . Note, however, that the monkey did not learn the individual visuomotor mappings one at a time, but instead learned the four novel mappings concurrently. For example, the IS for the upper left target appeared in an unpredictable, intermixed sequence of trials that included the other seven ISs in a given stimulus set. In each stimulus set, four ISs involved familiar mappings and four involved novel mappings. (The latter occurred twice as frequently, on average, as the former.) Figure 2f shows the overall learning curve, excluding the trials with familiar mappings. On average, the monkey reached a behavioral plateau in $60 trials, after a rapid initial improvement in performance.
Results
Learning rates
Comparison of PMd and putamen population activity levels
We recorded from 120 PMd cells and 75 cells in the putamen, most of which were located in the zone of putamen that receives inputs from PMd (see Brasted and Wise 2004) . Except where explicitly noted, all recorded neurons were included in the computations reported here. Some of these cells lacked task relationships (11 PMd and 13 putamen cells), and some had modulations of less than 5 impulses/s (31 PMd and 22 putamen cells). Accordingly, the absolute levels of modulation observed with this nonselective inclusion criterion underestimate the activity of task-related and learning-related neurons. However, these populations were free of any bias other than those involved in selecting the neurons for recording during the daily recording sessions. Figure 3 shows perievent time histograms for the activity of selected populations of neurons in PMd (blue) and in the putamen (red). It does not include the entire populations of putamen and PMd neurons, but instead conveys a more accurate impression of the magnitude of activity modulation for the cells that show significant learning-dependent increases in activity, as defined by Chen and Wise (1995a) . Activity early in learning appears on the top row, that for the middle and late phases of learning appears on the next two rows and the bottom row shows the population activity for familiar mappings. The Materials and methods provides precise definitions, but for heuristic purposes it may be useful to consider these three phases of learning as follows: the early phase corresponds to the period prior to a significant improvement in performance, as judged by the proportion of correct response choices, the middle phase corresponds to the steepest improvement in performance, and the late phase includes all trials after performance reached an asymptote. Each column of perievent time histograms shows population activity aligned on a particular event, noted at the bottom of the figure. Neurons contributing to the averages in Fig. 3 all showed statistically significant increases in activity during learning in at least one of four task periods: the ISon period, the delay period, the premovement period, and the prereward period, marked by asterisks at the top of the figure. Figure 3 also shows averages for task periods ''attached'' to one selected for increasing activity, i.e., task periods immediately before or after the selected period. (The averages aligned on target acquisition are ''attached,'' in this sense, to the premovement period.) Note that, in this analysis, a given neuron could contribute to some columns of the figure, but not others, and that only correctly executed trials contribute activity to the averages. As a further selection criterion, activity during the delay period included only neurons with nearbaseline activity levels during the early phase of learning. Because the cells contributing to this subpopulation histogram were selected for increases during learning, the magnitude rather than the occurrence of the increase is of interest for the present analysis.
The population histograms in Fig. 3 show several features. Beginning with PMd's population activity, the phasic increase that followed the appearance of the instruction stimulus increased by a factor of approximately 2.5:1 (late phase of learning to early phase). The buildup of activity prior to the IS, called anticipatory activity (Mauritz and Wise 1986) , was absent in the earliest phase of learning, but increased to a modulation of approximately 10 impulses/s in the late phase (blue arrows). During the delay period, cells that began each learning block near reference or baseline activity levels increased as learning progressed, also to about 10 impulses/s. After movement onset, but before target acquisition, activity in PMd decreased to below baseline levels.
As for the putamen, the change in activity after the IS was very modest in comparison with that in PMd, reaching less than a fifth of its modulation level. Perimovement activity showed a similar pattern. For putamen cells with activity that increased during the Note that, at the beginning of a session, the correct response and each of the three incorrect responses begin near the chance level of 25% (dashed horizontal line). e Average and 95% confidence limit for the four curves in a-d. f Average performance curve and 95% confidence limit for four concurrently learned mappings. The number of trials indicates the average over the entire session, with trials instructing familiar mappings eliminated. Abbreviations: LL lower left; LR lower right; UL upper left; UR upper right premovement period, their greatest modulation never reached the level seen in PMd and, furthermore, this activity increase occurred later than in PMd. After movement onset, but before target acquisition, average activity in putamen remained above baseline levels as the time for reward approached (unlike the PMd population). The period immediately after the reward showed a phasic decrease in putamen activity to baseline levels early in learning, but this decrease was not seen later in learning or for familiar mappings. Figure 3 presents population histograms based on neurons selected for increases in task-related activity during learning. To eliminate the effects of this selection criterion on the population averages, we computed averages for the entire populations of PMd and putamen cells, and Fig. 4 presents these results. Thus, the data presented in Fig. 4 come from all 120
PMd cells and all 75 putamen cells recorded. Only correctly performed trials contributed to these averages, and each cell contributes in proportion to its baseline-corrected activity modulation. To ensure that a few cells did not dominate the population, we also computed population histograms in which each neuron contributed in proportion to its maximal activity. As noted in the Materials and methods, these two analyses yielded virtually identical results, as did analyses restricted to task-related neurons (by ANOVA) or neurons with significant learning-related activity changes (by the change-point test).
Several features of the population activity changed during arbitrary visuomotor learning. Reward-related signals were observed in PMd that resembled those previously reported for midbrain dopamine neurons and striatal cells (see Discussion). For example, like dopa- Fig . 3 Composite population activity for PMd (blue) and putamen (red) for selected subpopulations of neurons. The activity rates represent modulation above baseline activity levels, and the black bar labeled ''baseline'' at the top, left of the figure illustrates the interval used to calculate baseline activity. The arrows at the bottom indicate the alignment event for each population histogram. The early, middle, and late phases of learning (top three rows) correspond to trials prior to the learning criterion trial, during the fastest increase in performance, and during asymptotic performance, respectively. Population histograms for familiar visuomotor mappings appear in the bottom row. The asterisks at the top mark the task periods used to select cells with activity that increased significantly during learning. These four selected subpopulations contributed to all four rows for each column of population histograms, with the number of cells above each asterisk (blue numbers for PMd; red numbers for the putamen). The histograms aligned on target acquisition show activity for the same subpopulation of neurons as the histograms aligned on movement onset. The early, middle, and late learning phases were based on a mean of 4.9-5.2, 2.6-2.7, and 5.8-5.9 trials per cell, respectively, for PMd, depending on the column, and 4.8-5.1, 2.2-2.5, and 5.0-5.7 trials, respectively, for the putamen, also depending on the column. Familiar mappings were based on 7.0-7.3 trials per cell for PMd and 6.6-6.8 trials per cell for the putamen. Abbreviations: Del delay; imp impulses (spikes); IS instruction stimulus; Mov movement period; Mvt movement; Prm premovement period; Ref reference period; TS trigger stimulus minergic neurons, there was a general tendency for postreward discharge modulations to decrease as learning progressed, along with an increase in activity shortly after the IS (blue arrows in Fig. 4) . In both task periods, the overall pattern of activity for novel mappings progressively resembled that for familiar mappings as learning progressed. Figure 5 quantifies this development by plotting the difference between population activity for novel-mapping trials and familiar-mapping trials, for each of the learning phases. It shows both the peak difference for 10-ms bins (dashed lines) and the mean difference for each point composing Fig. 4 's population histograms (solid lines). This difference decreased in each task period as learning progressed. No such systematic changes were observed when familiarmapping trials were divided by the learning phase in which they occurred (see Electronic Supplementary Materials, Fig. 1) . As Fig. 4 shows, the population activity in the putamen differed from that in PMd. Perhaps the most significant difference between the PMd and putamen populations can be observed for the prereward period (red arrows in Fig. 4) . The putamen population showed a persistent, increased activity relative to baseline activity during this period, but PMd did not. Figure 4 shows that for the overall population of putamen neurons, this elevated activity level did not appear to change dramatically as a function of learning. (In the selected subpopulation in Fig. 3 , the prereward activity increased, but this change reflects only the fact that this subpopulation was selected for increases in activity during learning.) The two regions also differed in their anticipatory activity, with a clear anticipatory buildup in PMd, but not in the putamen population (Fig. 4) . Figure 6 shows population averages for IS-on period, but plotted over the entire learning period rather than divided into early, middle, and late phases of learning. In accord with previous results from PMd (Mitz et al. 1991; Brasted and Wise 2004) , the post-IS activity increased most dramatically at the time that the monkey's performance improved most rapidly, the middle phase of learning as defined here. The top, left plot shows baseline activity levels for the early (E), middle (M), and late (L) phases of learning, and for familiar mappings (F). The histograms are smoothed with a 7-point moving average. Arrows mark prominent features of the population histograms. The early, middle, and late learning phases were based on a mean of 4.7, 2.5, and 5.5 trials per cell, respectively, for PMd, and 4.4, 2.0, and 4.7 trials, respectively, for the putamen. Format as in Fig. 3 Comparison of PMd and putamen error signals
We also examined the difference in the population activity for correctly executed trials and trials on which the monkey chose an incorrect response. Figures 7 and 8 show these results for PMd (blue) and the putamen (red). The population activity for error trials appears as the heavier line and the difference (correct-error trial activity) is shown in the right half of both figures. The monkey made very few errors for familiar mappings, so those data are not presented.
These averages contain several noteworthy features. For PMd, Fig. 7 shows that the post-IS activity on error trials initially, i.e., in the early phase of learning, exceeded that on correct trials (upward green arrow in Fig. 7) , as did delay-period activity. Indeed, not until just prior to movement onset did the correct-trial and error-trial activity reach the same level relative to baseline. In the middle and late phases of learning, however, this difference reversed (downward green arrows in Fig. 7) , and average activity on correct trials came to exceed that on error trials. The putamen population showed smaller differences between correct and incorrect trials, but there was a slight elevation of delay-period activity on trials in which the monkey later chose an incorrect response, especially early in learning.
As illustrated in Fig. 8 , PMd showed the most dramatic difference between correct and error trials in the postreward period (green arrows in Fig. 8 ), with a much greater level of activity for correct trials, immediately after the reward, compared to trials in which the reward was not delivered (error trials). Although postreward phasic bursts were observed for both correct trials (after reward delivery) and error trials (after reward delivery was omitted), the bursts observed in correct trials were of greater magnitude and occurred earlier, relative to the time of reward. After the initial phasic burst, correcttrial activity in the PMd population dropped significantly below baseline levels and remained so during the latter stages of the postreward period. Conversely, on error trials, late postreward activity remained at or above baseline levels. Unlike the PMd population, the putamen population showed a sustained postreward increase in activity in correct trials relative to error trials, especially during the late phase of learning (magenta arrow in Fig. 8 ). During that phase of learning, the putamen population decreased its activity less when a reward was delivered than when no reward occurred. Comparison of mapping selectivity in PMd and putamen Figure 9 explores the time course of the changes in mapping selectivity for a population of neurons in both PMd and the putamen. The selectivity of neural signals just prior to the reward is of considerable theoretical interest because the monkey had to retain information about the mapping (or, alternatively, the IS and response) until the ''knowledge of results'' was received, in this case reward or nonreward. The Discussion explains this idea in more detail. We calculated the mapping selectivity index S i (see Materials and methods) for each neuron showing a minimal level of activity (5 impulses/s) for at least one of the novel visuomotor mappings in at least one phase of learning. Figure 9 shows that, during the prereward period, mapping selectivity in PMd decreased as the time for reward approached (Fig. 9a, c) . The PMd population also had a relatively low level of activity, relative to baseline, during this period (Fig. 4) . In contrast to the PMd population, not only did the overall activity level become much higher in the putamen just prior to reward (Fig. 4) , but the cells maintained a high level of mapping selectivity up to the time of reward, most notably during the early and middle phases of learning (Fig. 9b, d ). In the later phase of learning, after performance had ceased improving, the putamen population lost much of its mapping selectivity during this task period and adopted a level similar to that seen in PMd and for the interleaved familiar mappings in both PMd and the putamen. Both the PMd (paired t test, t 76 =4.68, P<0.001) and putamen (t 38 =3.35, P<0.01) populations displayed significantly greater mapping selectivity over the 300 ms preceding the reward in the early and middle learning phases, when compared with the late learning phase and familiar-mapping trials.
Discussion
The mechanisms of arbitrary visuomotor mapping are of particular interest because this form of learning allows individuals to link any goal-directed action with any sensory input that can be detected. This level of behavioral flexibility characterizes much of what we consider intelligent behavior and may underlie not only the symbolic guidance of actions, but also aspects of visual and vocal communication .
Population activity for evaluation of feedback
The present experimental design incorporated a variable and relatively long interval from the time that the computer registered the monkey's response until the delivery of fluid reinforcement, provided that the monkey chose the correct response. The inclusion of this variable period arose from theoretical considerations and a specific prediction about a possible distinction between PMd and putamen activity.
To understand this prediction, consider the nature of error feedback in arbitrary visuomotor learning and how it differs from feedback in what might be called ''traditional'' forms of motor learning, such as the learning of smooth reaching movements to a visible target. In traditional motor learning, sensory transducers can provide online error signals based on proprioceptive or visual feedback, in relation to acquiring the target of reach. These error signals can arrive during the course of a movement, can be based on a comparison of predicted and actual feedback, and can reflect changes in either the location of the target, the position of the hand, or the state of the motor system (Kawato 1989; Thoroughman and Shadmehr 1999) . These error signals can be graded, i.e., they can convey an amount of error and not simply success or failure in reaching a goal.
Error feedback in arbitrary visuomotor learning differs dramatically from that in traditional motor learning. Because of the arbitrary linkage between the IS and Change in population activity in relation to performance for the IS-on period, PMd. This figure complements Fig. 4 , which divides the data into discrete learning phases. Cells could have contributed to this average for more than one mapping, provided that its spatial tuning was sufficiently broad, but averages limited to the best mapping for each cell looked nearly identical. Trial 0 is the learning criterion trial of Wirth et al. (2003) for each individual mapping (analogous to Fig. 2e ), which often occurred one or two trials after the monkey reached that criterion for the stimulus set as a whole (analogous to Fig. 2f ). The blue curve and background show the mean and 95% confidence limits for activity during the IS-on period as learning progressed. The gray curve and background show the performance rate and 95% confidence limit. Dashed line indicates chance performance. The gray axis label is for the bar histogram, which shows the number of observations contributing to each point of the average. This number changes because of variation in learning rates and the duration that recording continued after the monkey had reached asymptotic performance the correct target, no assessment of response correctness is possible during the course of the movement or immediately afterward. Until either the reward occurs or sufficient time elapses to indicate that reward will not occur-i.e., until the monkey receives ''knowledge of results''-there can be no assessment of whether it has made the correct choice. Thus, arbitrary visuomotor learning cannot occur if, at the time of the reward, the monkey has forgotten the IS-response mapping or, alternatively, either of those elements separately. In the present experiment, the monkey could view its hand during the prereward period, so there was no requirement that the monkey remember its motor response or its spatial goal. Accordingly, learning probably depended mostly on the memory of the IS or, more likely, the IS-response mapping. Any neural system that contributes directly to arbitrary visuomotor learning must retain that information in some form, and it must do so until the knowledge of results is obtained.
On this basis, we predicted that a sustained, mappingselective neural signal should occur in any neuronal population involved directly in this form of learning. The present result showed a strong indication of such a memory signal in the putamen, especially during the early and middle phases of learning. This memory signal was characterized, in the putamen population, by relatively high levels of discharge above baseline (Fig. 4) and a relatively high degree of selectivity for the mapping that had just been chosen (Fig. 9) . During the later phases of learning, when the monkey performed at asymptotic levels and occasionally below, the putamen population continued to show relatively high levels of activity in terms of discharge rate (Fig. 4) , but that activity showed much less mapping selectivity than during the early and middle phases of learning. It came to resemble the modest levels of mapping selectivity observed for familiar mappings (Fig. 9) .
In contrast to the properties of the putamen population, in PMd the mean discharge rate remained relatively near baseline levels during the prereward period (Fig. 4) , and the mapping selectivity decreased as the reward time approached (Fig. 9) .
Examination of the time course of these signals (not illustrated) showed that, in the putamen, mapping selectivity became especially prominent at approximately the time of movement onset, especially during the early and middle phases of learning. In general, at approximately the time that the reaching movement began, the population activity in PMd and putamen changed in different ways. PMd activity returned to baseline levels or below, with little deviation until after the reward (Fig. 4) or nonreward (Fig. 8) and it became less selective for the mapping (Fig. 9) . By contrast, putamen activity increased just prior to movement onset and maintained this heightened level of activity (Fig. 4) and mapping selectivity Fig. 4 ). Right The differences between correct and incorrect trials for PMd (blue) and putamen (red). Green arrows mark features of interest. Errors were so rare for familiar mappings that the resulting population averages revealed little beyond the normal range of trial-to-trial variation. Abbreviations as in Fig. 3 ( Fig. 9 ) until after the knowledge of results had been obtained.
It might seem surprising in this context that the putamen's prereward activity increased as robustly, if not more so, for familiar visuomotor mappings as for novel ones, at least in terms of discharge rates (Fig. 4) . Thus, it would be misleading to relate this sustained prereward activity, per se, to learning, if that term is construed to exclude the maintenance of already learned associations. Rather, the data suggest that the mapping selectivity of the neurons in the putamen population, rather than their overall discharge rate, contributed most to evaluating the correctness of a choice during learning (Fig. 9) . However, mapping selectivity persisted to a lesser degree in the late phase of learning and for familiar mappings, and this selectivity could have played a role in maintaining learned mappings in memory. It seems likely that the arbitrary nature of the associations, and the monkey's experience with the fact that the instructional significance of visual cues changed often, made continual evaluation of mappings an important cognitive operation. Evaluation thus probably occurred for already learned mappings as well as new ones, reminiscent of a role has been proposed for the supplementary eye field (Schall et al. 2002) and anterior cingulate cortex (Ito et al. 2003) .
Comparison with other brain areas
The strength of mapping selectivity in the putamen and its weakening in PMd as the reward time approached (Fig. 9) suggest that the putamen plays a more direct role in arbitrary visuomotor learning than does PMd. This conclusion accords, in many respects, with that from a recent study of mapping selectivity in the caudate nucleus during arbitrary visuomotor learning (Pasupathy and Miller 2005) , and it will be of interest to explore the relative contributions of these two parts of the striatum to this form of associative learning.
Similar changes occur in the hippocampus during the learning of arbitrary visuomotor mappings (Wirth et al. 2003) , also called object-in-scene learning. A comparison of the precise relative timing of neuronal activity changes in these various regions remains limited by small, yet significant differences in the methodology used from study to study. Nevertheless, relative to the learning criterion trial as defined by Wirth et al. (2003) , hippocampal cells change their activity several trials earlier than do cells in the putamen and PMd (S. Wirth, E. Buch, S. Wise, and W. Suzuki, unpublished data). It seems likely that, together, the caudate nucleus (Pasupathy and Miller 2005) and the hippocampus (Wirth et al. 2003) contribute most to the earliest phases of learning, and that Fig. 7 , except that the magenta arrow also marks a feature of interest. The inset above the curves for the late phase of learning (bottom row, left half) shows the standard error for the data marked by the magenta arrow, and the magenta lines indicate its time boundaries. Abbreviations as in Fig. 3 PMd and the putamen play a critical role in longer term storage for later recall. The results of several brain-lesion studies point to the same conclusion (Murray and Wise 1996; Bussey et al. 2002; Brasted et al. 2002 Brasted et al. , 2003 Nixon et al. 2004 , see also Wise and Murray 1999; , as do the neuroimaging studies cited in the Introduction. We propose, in large part along the lines already suggested by Schultz et al. (2003) and by Pasupathy and Miller (2005) , that information processing in the striatum contributes most to linking an arbitrary visuomotor mapping to a current value or predicted outcome, by virtue of its inputs from dopaminergic neurons of the midbrain (see below), and that the hippocampus contributes most to the establishment of a visuomotor mapping per se (see Brasted et al. 2003) . Compared to the caudate nucleus and the hippocampal system, PMd and the putamen participate more in recall and retention over the long term. According to this idea, the prefrontal cortex plays a pivotal role in both rapid learning and long-term retention, through its participation in networks that link it both to the caudate nucleus and inferotemporal cortex, on the one hand, and to the remainder of the frontal lobe, including the premotor cortex, on the other. have expressed a similar view.
Interpretational limitations
Taken on its own, the sustained prereward signal seen in the putamen population could have reflected neural operations other than, or in addition to, short-term maintenance of visuomotor mappings. We have already mentioned the possibility that this activity could have been due to the maintenance of information about the visual stimulus that instructed a given response. In the present context, this distinction has little relevance because an IS always instructed a single response during the recording of any neuron's activity. Therefore, we cannot distinguish between signals that reflected stimulus memory from those involved with maintaining the memory of a IS-response mapping.
Alternatively, the putamen's prereward activity might have reflected the anticipation or prediction of reward. If so, then this signal should have increased as the learning of novel visuomotor mappings progressed and reward therefore became more likely. Certain population activity in PMd, discussed below, did indeed display this Background shading shows the standard error. Activity was averaged within a 250 ms window, moved along the time axis in 10 ms steps. The computed S i was smoothed with a 31 ms gaussian in a and b, but appears without such smoothing in c and d. Abbreviation: rew reward property in the present data and in that of others (Roesch and Olson 2004 ), but the prereward activity level in putamen changed little over the course of learning, contrary to what would be expected for reward anticipation. Furthermore, the mapping selectivity went down, not up during learning (Fig. 9) . Thus, reward prediction or anticipation probably contributed little to this aspect of the putamen's neural activity. The sustained prereward activity might also have reflected attentional factors, such as those related to the events that occurred simultaneously with reward, but this interpretation would not account for the changes in mapping selectivity observed during learning.
Many of the other, more general problems in interpreting the present data were discussed in detail by Brasted and Wise (2004) . For example, in analyses that consider only correctly executed responses, we know that both the stimulus and response were the same from the first correctly executed trial to the last one, and thus sensory and motor factors, per se, cannot account for the learning-related changes in activity. The present study involved forelimb-reaching movements, which raise a myriad of interpretational issues involving kinematics, dynamics, reaction time, movement time, and the variation in those variables from reach to reach. Brasted and Wise (2004) cite the studies and findings that eliminate all of those variables as general accounts for learning-related changes in activity.
Beyond the general issues discussed previously, some problems are specific to the population analyses presented here. For example, we assume that neurons collected serially, for the most part, represent a valid sample of what would be observed if populations of neurons were monitored simultaneously. Although new methods will make the latter approach feasible in future studies (Laubach et al. 2000; Nicolelis et al. 2003 ), we did not attempt to use those methods in this one. Our conclusions thus rely on the validity of the assumption stated above. A more serious issue, perhaps, is the fact that we examined these neuronal signals in one monkey rather than the traditional two. This approach, although it has ample precedent, remains controversial. We acknowledged that another monkey might have generated different results, although we have no reason to suppose that it would. To allay such concerns, the Electronic Supplementary Materials, Fig. 2 , presents data from a second monkey, called Monkey 2 by Brasted and Wise (2004) . These data come only from the putamen, but confirm that aspect of Fig. 9 , at least in broad terms.
Error and reward-prediction signals in population activity At the single-cell level, generalized correlates of neuronal activity such as reward expectancy or motivation can be ruled out for the majority of neurons, because those factors would not be selective for a given mapping, and individual neurons typically showed such selectivity. At the population level, however, and for neurons lacking mapping selectivity, it is likely that generalized computations such as reward prediction were reflected in the population activity shown in Figs. 4, 7, and 8. Early in learning, when reward expectation must have been relatively low, PMd showed greater postreward modulation than later in the learning of novel mappings and for familiar mappings. The small decrease in population activity after the reward in the putamen, which occurred only early in learning, showed the same properties in reverse. Thus, a deviation from the expected reward appeared to contribute to neural activity in both PMd and in the putamen. This activity probably reflected the reward-prediction error signal described for dopamine neurons in the brainstem and in striatal cells by Schultz and his colleagues (Waelti et al. 2001; Fiorillo et al. 2003) and by Hikosaka and his colleagues (Itoh et al. 2003; Kawagoe et al. 2004; Takikawa et al. 2004 ). Chen and Wise (1995a, b) showed similar population averages for the supplementary eye field and frontal eye field. In that study, postreward activity failed to show the learning-related increase in activity that was seen in the illustrated subpopulation as a whole (Fig. 13 in Chen and Wise 1995a; Fig. 7 in Chen and Wise 1995b) .
The population activity reported here for PMd and the putamen had other similarities to that reported previously for the striatum and its dopaminergic inputs, both of which have, in several neurophysiological studies, displayed activity that reflected reward prediction in addition to reward-prediction error . In the present study, we found that the population activity after the IS increased at approximately the same times during learning that postreward activity decreased. In past studies, this finding has been interpreted in terms of the assignment of reinforcement value or valence to the IS, as it came to be predictive of and correlated with a positive outcome. This signal was found in PMd in the present study (Figs. 3, 4, 6) , and its properties supported the possibility that it reflects inputs from dopaminergic cells, perhaps those projecting directly to PMd (Lewis et al. 1987; Berger et al. 1988; Gaspar et al. 1992; Williams and Goldman-Rakic 1993) . If so, then blockade of dopamine receptors at the cortical level should eliminate this signal.
The population activity also differed on error trials versus trials with correct responses. As one difference between PMd's activity after correct and incorrect responses, population activity quickly returned to baseline levels and below after a correct response, whereas on trials with incorrect responses the activity increased much less but remained at or above baseline levels (Fig. 8) . The putamen activity after incorrect responses showed no such tendency. At the times marked by the green arrows in Fig. 8 (left) , the population activity in the putamen changed little after correct responses occurred, but after incorrect responses a phasic decrease in putamen activity occurred at about the same time as the postreward discharge in PMd, especially during the early and middle phases of learning. Recall that after incorrect responses, the temporal alignment point labeled ''reward time'' in Fig. 8 was not associated with any concrete event. Rather, at the time that reinforcement would have been delivered had the response been a correct one, nothing happened. These findings are consistent with the idea that one aspect of the PMd activity signaled relatively unexpected reward, whereas putamen activity signaled the absence of a relatively expected reward (on error trials). However, the activity of the PMd population after incorrect responses varied from this pattern: at a delayed latency from the ''reward time'', i.e., after the ''event'' of nonreward, the population activity increased, although not to the extent that followed a reward. As a consequence of both of these properties, there was a greater population activity after the ''reward time'' in correct versus incorrect trials, but this occurred earlier in PMd both in terms of the latency from the event (green versus purple arrows in the right part of Fig. 8 ) and earlier during the course of learning (i.e., during the early and middle phases of learning). Of course, we acknowledge the speculative nature of these possible interpretations, and offer these views as hypotheses for future testing rather than as conclusions that follow from the present data.
Prior to the reward, population activity also differed on error trials versus correct trials. PMd activity during the IS-on, IS-off, and delay periods was higher when the upcoming response was going to be wrong in the early phase of learning, but it was lower during the middle and late phases (Fig. 7, green arrows) . At first glance, this results seems paradoxical. But perhaps this difference reflected a variable amount of neural noise in decision networks. According to this idea, in a winnertake-all network, the lower the neural noise, the more reliably that the network can make a decision. In the presence of higher noise levels, the overall activity modulation might be higher, but the relative activity for the competing decisions might be smaller, thus leading to less accurate output.
Timing differences in movement-related activity These population histograms confirm the well-known timing difference between the PMd and putamen populations for movement-related activity (Crutcher and DeLong 1984; Turner and DeLong 2000) . Putamen cells show phasic movement-related modulations later than cells in cortical motor areas, including PMd (Fig. 4) .
Conclusion
Striatal input connectivity seems well suited to detecting context and using that context as a basis for predicting the outcome of actions Schultz 1998; Suri and Schultz 1999; Bar-Gad et al. 2000; Suri et al. 2001; Zheng and Wilson 2002) . If the putamen detects the context for a given action, it can provide a signal that leads to the programming and execution of cognitive or motor output through its recurrent influence over the cortex (Groves 1983; Houk et al. 1993; Houk and Wise 1995; Mink 1996; Bar-Gad et al. 2000; Gurney et al. 2001; Bar-Gad and Bergman 2001; Djurfledt et al. 2001 ). The present results add support to ideas from many studies that point to a central role for the striatum in the learning of arbitrary mappings Pasupathy and Miller 2005) and other kinds of associations, perhaps by assigning value to particular mappings (for recent reviews, see Shohamy et al. 2004; Schultz 2004) .
Furthermore, the present study shows that activity in a cortical area, PMd, which is known to be critical for arbitrary visuomotor mapping, differs at the population level from the activity of its striatal target, the dorsomedial putamen. Of particular note is the finding of sustained, mapping selective activity in the putamen during prereward period, after the response had been selected and executed (Fig. 9) . Both the level of activity and the degree and time course of its mapping selectivity differ in the putamen and PMd. Although the recurrent nature of the network architecture imposes a degree of similarity on cortical activity and that of its targets in the striatum (for review, see Schultz et al. 2003) , the present findings accord with those of Pasupathy and Miller (2005) and the idea that interconnected areas of cortex and the striatum play importantly different roles in the learning of arbitrary visuomotor mappings.
