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Abstract— This paper proposes the use of a learning ap-
proach to predict air-to-ground (A2G) communication strength
in support of the communication relay mission using UAVs in an
urban environment. To plan an efficient relay trajectory, A2G
communication link quality needs to be predicted between the
UAV and ground nodes. However, due to frequent occlusions by
buildings in the urban environment, modelling and predicting
communication strength is a difficult task. Thus, a need for
learning techniques such as Gaussian Process (GP) arises
to learn about inaccuracies in a pre-defined communication
model and the effect of line-of-sight obstruction. Two ways of
combining GP with a relay trajectory planner are presented:
i) scanning the area of interest with the UAV to collect
communication strength data first and then using learned data
in the trajectory planner and ii) collecting data and running
the trajectory planner simultaneously. The performance of both
approaches is compared with Monte Carlo simulations. It is
shown that the first implementation results in slightly better
predictions, however the second one benefits from being able
to start the relay mission immediately.
I. INTRODUCTION
Utilizing wireless communication in an urban environment
is challenging due to obstructions and occlusions by build-
ings, resulting in significant delays and limited range and
bandwidth [1]. To facilitate reliable communication between
several ground nodes in an urban environment, this work
proposes the use of small, low-altitude and low-power (in
terms of communication) UAVs as communication relays.
UAVs are beneficial for this mission as they can arrive at the
mission area rapidly without reliance on roads and existing
infrastructure and change their positions with ease in order
to adapt to dynamic communication environments.
To plan an efficient UAV relay trajectory, air-to-ground
(A2G) communication for arbitrary UAV positions needs
to be available. In the past, several approaches were used
for communication strength computation and relay trajectory
planning. They can be largely divided into the model-
based and measurement-based approaches [2]. In model-
based approaches, communication strength between nodes is
calculated by using a pre-defined model with communication
parameters which are dependent on the mission environment.
Model-based approaches can be further subdivided into
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range-only and channel propagation methods. The range-
only method was shown in [3], [4] where communication
is assumed to be possible only within a certain radius away
from the node. The channel propagation method is shown
in [5]–[7] where the distance-dependent equation is used to
model communication quality. Both range-only and channel
propagation approaches suffer from being unadaptable to
changes in the communication environment and inaccuracy
due to errors in models and unknown noise sources.
To mitigate this issue, measurement-based methods try
to use measured communication signal data. They rely on
collecting communication data to either create or update the
communication strength model in real time. They can be
split into gradient following and the learning methods. In
the gradient following method such as [8], [9], measurements
(e.g. signal-to-noise ratio or received signal strength indic-
ation) are used to calculate and follow gradient to better
communication strength positions gradually. However, the
gradient following method might struggle in urban envir-
onments due to numerous and significant signal strength
variations caused by buildings and interference. Learning
approaches in [10], [11] can mitigate those issues where real
communication data is collected and then used to create a
correction to a priori communication model. In particular,
Gaussian Process (GP) for predicting inaccuracies in a priori
A2G communication model was used in [10] for the data
ferry mission which was proven to be useful. The UAV
collects the data from a fixed ground node and then transmits
them to another node outside the normal communication
range by physically flying towards it.
Similar to [10], this work uses GP to learn the A2G
communication strength for the communication relay mission
using UAVs (described in [12]). Unlike ferrying, the relay
UAV is to be included in an existing network as a node
to provide additional links with the higher bandwidth thus
improving communication quality of a team of networked
nodes. In this work, a priori communication model consists
of a constant path loss and transmission power model,
while the GP technique is used to predict the effect of
building obstruction and noise sources in the environment
on A2G communication strength. Communication strength
at arbitrary positions can be predicted by GP and used to
plan the efficient relay trajectory for UAVs which maximises
communication quality of a team. Main contributions of this
paper can be summarised as: i) use of GP to predict a
communication map in a complex urban environment and ii)
inclusion of GP in the nonlinear model predictive control-
based relay trajectory planning in two different ways.
II. PROBLEM DEFINITION
A. Scenario Overview
A sample scenario considered in this paper is shown in
Fig. 1. There are four ground nodes (yellow dots) and one
UAV. The trajectory of the UAV is represented with a cyan
line. The red lines represent network connections with the
minimum communication cost (which will be explained in
detail later) and green areas are additional noise patches ap-
plied. 30 scenarios were randomly generated with changing
the height of buildings, the position of ground nodes and the
position and the size of noise patches. The assumption of
Fig. 1. A sample urban scenario used in this paper.
this work can be listed as follows: 1) Ground node position
is known to UAV at all time 2) pathloss and transmitted
power components of communication strenght are known 3)
Position, sizes and effects of buildings are unknown a priori
to UAV 4) Position, sizes and effects of noise sources are
unkown a priori to UAV
B. Considered Implementation
Learning approaches for predicting air-to-ground commu-
nication strength are implemented with the relay trajectory
planner in two manners: i) scan+NMPC with GP and ii)
NMPC with GP. Scan+NMPC with GP starts by performing
a scan pattern (shown in Fig. 3) to collect communication
strength data for the full environment. This data is used by
GP to learn the effect of buildings and other noise sources
not considered in a priori communication model. Such a
communication map is then used by the relay trajectory
planner to guide the UAV on the optimal path. Another
implementation, NMPC with GP, takes a slightly different
approach. Instead of scanning, the UAV first plans the relay
trajectory with the best knowledge it has at that time (i.e.
using a priori model initially). Every time it reaches a new
position (or periodically), it collects the communication data
locally to update its knowledge on the effect of buildings
and noise sources using GP. In this way, the UAV saves time
for the scan at the expense of the communication prediction
quality. Both approaches are described in Fig. 2.
III. GP-BASED COMMUNICATION MAP BUILDING
A. Communication Model
The realistic communication model proposed by [13] is
used in this work, which is designed explicitly for aerial
platforms. It is based on extensive ray tracing simulations in
Fig. 2. Overview of the proposed algorithms for the communication relay
mission.
Fig. 3. Pattern for UAV scan on a sample scenario.
four different types of urban environments: Suburban, Urban,
Dense Urban and High-rise Urban. The general formulation
is defined as [14]:
Pr,ij =
{
Pt,i − LdB,ij −ΨLoS , if LOS exists
Pt,i − LdB,ij −ΨNLoS , otherwise (1)
where Pr,ij is a received power strength by node j from
node i, Pt,i is transmitted power by node i, LdB,ij is a
path loss between nodes i and j and ΨLoS and ΨNLoS
are shadow fading for when there is line-of-sight (LOS) and
NLOS between the UAV and the ground node, respectively.
It is worth noting that shadow fading in the model accounts
for diffractions and reflections (multipath propagation) only.
Path loss can be represented as:
LdB,ij = 10n log10
(
4pifcdij
c
)
(2)
where fc is a frequency of transmission, n is a path loss
exponent, dij is distance between ground node i and UAV
j, and c is a speed of light. Shadow fading is represented
with the normal distribution: ΨLOS ∼ N
(
µLOS , σ
2
LOS
)
and
ΨNLOS ∼ N
(
µNLOS , σ
2
NLOS
)
in dB for LOS and NLOS
situation respectively. In [13], it was shown that µLOS and
µNLOS are constant for a given scenario type, whereas σ2LOS
and σ2NLOS can be calculated as:
σ2LOS = k1 exp(k2θij) (3)
σ2NLOS = g1 exp(g2θij) (4)
where θij is elevation angle between ground node i and UAV
j and k1, k2, g1, g2 are a constant dependent on the environ-
ment type. In this work, GP will be used to predict shadow
fading component of Eq. (1) as this is mostly dependant on
the existence of an obstruction, while path loss and power
component will be assumed to be a priori communication
model. It is worth noting that other noise sources could also
be considered and shadow fading is used as an example of
such noises. Additionally, there are extra noise sources added
to each scenario to simulate extra unknown interferences. In
this work, noises take a very simple form of a rectangular
patch. If UAV flies within the patch, the LOS and NLOS
(depending on a case) are reduced by a certain amount.
B. Communication Performance Metric
In this work, global message connectivity (GMC) is used
as the communication performance metric to indicate the
performance of UAV relay. The GMC is defined as a
probability of a message being successfully transmitted to
all nodes within the minimum spanning tree (MST) [7]. The
MST is defined as a subset of a graph where all nodes are
connected to each other but there are no loops, having a
minimum (or at least the same as a minimum, as there can
be several minimum spanning trees in a single scenario) sum
of edge weights [15]. When there are a number of nodes
involved in a scenario, the number of possible connections
between them in the network could increase significantly.
MST solves this problem by considering the most efficient
way of connecting all nodes in the network, which facilitate
the efficient and reliable sharing of information.
With knowledge of positions of ground node and com-
munication model (consisting of a priori model and GP
estimation), the MST can be built. Let the adjacency matrix
of the MST be represented as A
′ ∈ R(n+m)×(n+m), where
n is the number of UAVs and m is the number of ground
nodes, then A
′
ij = 1 if the link from node i to node j
is the part of the MST, and A
′
ij = 0, otherwise. In the
MST, a total communication strength to all nodes (i.e. GMC
performance metric JGMC) can be represented as the sum
of all connections within the MST, and the problem is
finally formulated to find the position of relay UAVs which
maximises JGMC :
max
x¯pos
JGMC(x¯
pos, x¯g,pos) = max
x¯pos
n+m∑
i=1
n+m∑
j=1
A
′
ijPr,ij (5)
where x¯pos ∈ R3×n and x¯g,pos ∈ R3×m represent the
position of UAVs and ground nodes, repectively.
While such a metric has several advantages such as ability
to fix many weak connections at once and maximising the
number of improved connections in the group, it has some
disadvantages. One of key disadvantage of this metric is the
fact that it can sometimes ignore very weak connections, to
improve a group of already good ones if sum of them would
bring bigger benefit than improving weak one. To mitigate
that other communication performance metrics could have
been used such as worst case connectivity or modified
global message connectivity [12]. First one would make UAV
improve weakest connection while second one would look to
improve a set of connections of strength below pre-specified
threshold.
C. City Model
To compliment aforementioned communication model
same environment model as defined in [13] was used. One of
the biggest advantages of this model is that city can be ran-
domly generated from a set of pre-specified parameters. The
urban environment model used in that paper was proposed by
The International Telecommunication Union (ITU-R) in [16].
The model can be fully characterised by three parameters:
α0, β0 and γ0 which describe an urban environment in a
statistical manner. In particular, α0 is a ratio of land cover
by buildings to total land area, β0 is a mean number of
building per unit area and γ0 is a scale factor that describes
the buildings heights in Rayleigh probability density function
as:
P (h) =
h
γ20
exp
(−h2
2γ20
)
(6)
where h is building heights in meters. The model considers
four environments: (i) Suburban, (ii) Urban , (iii) Dense
urban (iv) Highrise Urban. In this paper, suburban environ-
ment type is used with α0 = 0.1, β0 =750 and γ0 = 8 .
Fig. 4. Sample city generated with parameters: α0 = 0.1, β0 =750 and
γ0 = 8.
To fully define the city model not only parameters α0, β0
and γ0 needs to be known but also a layout of a city. While
cities may follow similar distribution in terms of buildings
overall area and sizes, the layout varies significantly from
city to city. This paper follows a ‘standard city’ layout as
defined by [13] as shown in Fig. 4.
D. Gaussian Proccess
Many previous approaches used a priori model of com-
munication. Such an approach has several disadvantages.
The communication environment is likely to be changed by
the time the model is used. Additionally, it is possible that
additional noise interference is present in the area further re-
ducing the feasibility of pre-computed communication map.
In this section, we propose the use of a learning approach to
learn positions and effect of unpredicted noise (in this work
in the form of shadow fading).
Generally, GP can be formulated as [17]:
f ∼ GP (m(x),k(x′, x)) (7)
where m(x) is a N × 1 vector of mean function, N is a
number of collected learning points, and k(x′, x) is a N ×1
vector of covariance function between learning points and
the test point. x is a N×4 training data matrix consisting of
the position of UAVs and ground nodes. x′ is a N × 1 test
point vector. Both m(x) and k(x′, x) are characterised by a
set of hyperparameters which describe how data is correlated
to each other. The number and effect of each hyperparameter
are individual to each covariance and mean function type.
The main purpose of training GP is to find a set of hyper-
parameters such that chosen mean and covariance function fit
the learning data best. This is achieved by using log marginal
likelihood which can be expressed as:
L = log(y|x,θ) = −1
2
log|Cn|
− 1
2
(y−m(x))T (Cn)−1(y−m(x))− n
2
log(2pi)
(8)
where Cn = Σ+σ2nI in which Σ denotes a set of covariance
functions of N × N size with entries kij = k(xi, xj) for
i, j = 1, ..., N and σ2n is a hyperparmeter responsible for
accounting for noisy data, y is a set of measured communic-
ation strength of N×1 size and θ is a set of hyperparameters.
Finally, to find hyperparameters using Eq. (8), the conjug-
ate gradients method is used [10]:
θ∗ = arg max
θ
(L) (9)
Once hyperparameters are computed predicted mean and
variance at position x′ can be found as:
µp(x
′) = m(x′) + µ(x′) + (Cn−1(y −m(x′)) (10)
σp(x
′) = k(x′, x′)− k(x, x′)T (Cn)−1k(x, x′). (11)
It is worth noting that σp(x′) not only represents predicted
variance but also uncertainty of prediction.
E. Covariance and Mean Functions
For GP to work well, best mean and covariance function
for a given scenario needs to be chosen. Generally, there
are two types of covariance functions: stationary and non-
stationary. In this work, a non-stationary covariance function
is used as it is applicable to situations when no visible
mathematical pattern is present. Due to the random spread of
buildings and node positions, this is the case in this work as
illustrated in Fig. 5. This figure shows the surface plot of the
mean of shadow fading component from Eq. (1) for a sum
of four ground nodes and changing positions of the UAV
at 150 meters high. In Fig. 5, areas of high mean shadow
fading are generally spaced irregularly, thus non-stationary
function is more appropriate.
Several non-stationary covariance functions such as neural
network, linear, polynomial and squared exponential with
spatially varying lengthscale parameters exist. In this work
squared exponential with spatially lengthscale parameters
covariance function is used as an example of non-stationary
Fig. 5. Shadow fading with (792,935) position of ground node and UAV
flying at 150 meters height.
covariance function Squared exponential with spatially vary-
ing lengthscale parameters covariance function is formulated
as:
k(x′, x) = σ2f
(
a
b
)n
2
exp
( ||x− x′||2
b
)
(12)
where a = 2l(x)l(x′), b = 2l2(x)+ l2(x′) and n is a number
of variables being correlated as defined previously. Finally
l(x) and l(x′) are spatially varying lengthscale parameters
which are of the same form as a mean function.
The mean function was chosen to best compliment co-
variance functions. Through experimentation, it was found
that constant mean works best with squared exponential
with spatially varying lengthscale covariance function in
considered scenarios. Such a mean function is denoted as:
m(x′, x) = c (13)
where c is a hyperparameter to optimise.
IV. NMPC-BASED TRAJECTORY PLANNER FOR UAV
COMMUNICATION RELAY
In this section, nonlinear model predictive control
(NMPC)-based trajectory planner for UAV communication
relay is briefly presented. The NMPC-based trajectory plan-
ning approach is chosen for several reasons. First, in the
NMPC with GP implementation, the communication model
is updated periodically during the mission as new communic-
ation measurements arrive. Thus, the NMPC is ideally suited
to account for such a change. Second, although stationary
nodes are used in this initial proof of concept, an extension
with mobile ground nodes is planned in the future. Finally,
as the NMPC-based approach only optimises up to a certain
length (rather than a full scenario), the problem space is
reduced, leading to the less computational time. For more
details, readers are referred to [12].
A. UAV Kinematic Model
This work utilises a simple two-dimensional UAV kin-
ematic model by assuming the UAV speed is constant and
the UAV flies at the constant altitude. The UAV model is
given as: 
x˙
y˙
ψ˙
ω˙
 = f(x, uω) =

v cosψ
v sinψ
ω
− 1τω ω + 1τω uω
 (14)
where x =
(
x y ψ ω
)T
are the inertial position, head-
ing, speed and yaw rate of the UAV, respectively. τω is time
constant accounting for actuator response delay, which can
be determined experimentally for given UAV model. uω is
a command input in form of turning rate. In this work, the
command is constrained by:
|uω| ≤ ωmax (15)
|uω,k − uω,k−1| = 0.1 (16)
where k is a current time step. The first constraint limits the
maximum heading rate of the UAV. The second constraint
limits the rate at which heading changes and allows for
discretisation of the controller. Both constraints are the result
of dynamic limits of a fixed-wing UAV. The UAV model from
Eq. (14) is discretised using Euler integration as:
xk+1 = fd(xω,k, uk) = xk + Tsf(xk, uωk) (17)
where xk =
(
xk yk ψk ωk
)T
and Ts is a sampling
time.
B. NMPC-Based Trajectory Planning
The kinematic model is combined with the NMPC-based
trajectory planner to determine the optimal trajectory for
UAV communication relay. Such an approach relies on the
finite time horizon with the nonlinear model of the UAV.
Time horizon defines how far into the future UAV behaviour
is predicted. Optimisation is used to determine the best set
of control inputs over the horizon length. Only first step is
fed into the actual controller and the optimisation procedure
repeats for the next time step.
C. Performance Index
Dynamic constraints of UAVs are combined with the
performance metric defined in Section III-B to create a cost
function needed for NMPC trajectory planner formulation
as:
Jd = Φ(x¯N , x¯
g
N ) +
N−1∑
k=0
L(x¯k, x¯
g
k, uω,k) (18)
s.t.
xk+1 = fd(xk, uω,k) (19)
ωmin ≤ uω,k ≤ ωmax (20)
|uω,k − uω,k−1| = ∆uω (21)
where:
Φ(x¯N , x¯
g
N ) = pcJz(x¯
pos
N , x¯
g,pos
N ) (22)
L(x¯N , x¯
g
N , uω,k) =
1
2
[
qcJGMC(x¯
pos
k , x¯
g,pos
k ) + rv
(
uω,k
ωmax
)]2
(23)
where JGMC represents the GMC performance index and
x¯posk and x¯
g,pos
k are x and y position of UAVs and ground
nodes, respectively. pc, qc and rω are constant weighting
factors. The control sequence U =
(
uω,0, uω,1, . . . , uω,N−1
)
(where N is a horizon step) which optimises the cost function
are found by using the custom genetic algorithm (described
in more detail in [12]).
Such a formulation allows inclusion of both final position
as well as positions at each time step. weighting parameters
pc and qc are designed such that contribution of final cost
is equal to sum of contributions of costs at each time step
along the way. It is worth reiterating that as optimisation is
repeated at every sampling time, only first element from the
control sequence is used as a control input to the UAV.
V. NUMERICAL SIMULATION RESULTS
To validate the performance of using learning approaches
for UAV communication relay, five implementation types
are considered as described in Table I. Each implementa-
tion had the same constant for all monte carlo simulation
starting point (outlined in table III). First two methods were
already described in Section II. B: Scan+NMPC with GP
and NMPC with GP. Third one assumes full knowledge
of the communication map including positions and sizes
of buildings and noises and their effect on communication
quality with NMPC. Fourth one is loiter without the map
information at the starting point where the UAV just turns
with a maximum heading rate. Finally, no knowledge of
buildings and noise sources is used in the NMPC trajectory
planner. In this implementation, the UAV assumes that it flies
in an open space with no line-of-sight obstructions. This
is to show the impact of buildings on the communication
performance. Note that GP is used only for the prediction of
A2G communication links while shadow fading is assumed
to be known between ground nodes by assuming that ground
nodes stay in given positions for long enough to collect
enough data to calculate mean of shadow fading. Numerical
TABLE I
SCENARIOS CONSIDERED IN THIS WORK
Implementation Predicted communication (for MST computation and optimisation)
A2G links G2G links
Path loss Shadow fading Path loss Shadow fading
Scan+NMPC with GP
known
predicted by GP
known
NMPC with GP predicted by GP
NMPC with map info. known
Loiter without map info. assume all links
are LOS only (for
MST computation)
NMPC without map info. assume all links
are LOS only
simulations are used to compare proposed approaches. Table
II shows radio communication parameters [13]. Parameters
used for NMPC-based trajectory planner and the urban envir-
onment are shown in Table III. 30 Monte Carlo simulations
were performed with different building heights, noise source
TABLE II
RADIO COMMUNICATION PARAMETER
Parameter Value Unit
Transmission power (Pt) 20 dBm
Frequency fc 2.0 GHz
Attenuation factor (α) 3 n/a
Communication Properties k1, k2, g1, g2 11.25, 0.06, 32.17, 0.03 n/a
mean NLOS µNLOS 0.1 n/a
mean LOS µLOS 21 n/a
TABLE III
SIMULATION PARAMETER
Parameter Value Unit
Actuator delay (τω) 1/3 s
UAV starting point (x, y) (500, 500) m
UAV speed (v) 20 m/s
Heading rate constraint (ωmin, ωmax) (−0.4, 0.4) rad/s
Receding horizon step (N) 5 N/A
Horizon steps (0.5, 4.5, 5, 5, 5) sec
Maximum heading rate change (∆Uω) 0.1 rad/s
Weighting factors (pc, qc, rω) (−1000, pc/N, 1) N/A
Urban Enviroment Parameters (α0, β0, γ0 ) (0.1, 750, 8) N/A
data points number for scan+NMPC with GP (per ground node) µLOS 160 n/a
collection rate for NMPC with GP 2 s
computational time for NMPC with GP (per step, final step) 16 s
computational time for Scan+NMPC with GP (per step) 40 s
positions and sizes and positions of ground nodes. Note
that, for fair comparison, the UAV starting position was the
same for all scenarios. This means that, in the case of the
scan+NMPC, the UAV returns to the starting position after
scan and then performs a relay mission.
From Fig. 6 and Table IV, it is clear that loiter without
the map information produces the worst result as the UAV
just loiters with around a constant position. NMPC without
the map information shows slightly better performance, but
still the worst amongst implementations which performs
NMPC trajectory planning. Without knowledge of building
position and sizes, the UAV does not actively avoid LOS
obstruction, thus most of the time all connection within
MST are obstructed. NMPC with GP performs worse than
scan+NMPC with GP. This implies that depending on
user requirements (e.g. whether immediate/timely or better
communication is important) different approaches should
be chosen. NMPC with the map information performs the
best of all implementations, with full knowledge of the
communication environment and noise sources. In this ideal
situation, the trajectory planner is able to plan the path
optimally. A sample trajectory using scan+NMPC with GP
is presented in Fig. 7 as an illustrative scenario.
TABLE IV
SUMMARY OF MEAN RESULTS
Implementation Communication strength (dB)
Scan+NMPC with GP −943.83
NMPC with GP −956.14
NMPC with map −924.48
NMPC without map −966.89
Loiter without map −982.27
p
One of the big limitation of of NMPC based control is
computational time. As ti can be seen from table [?] real
Fig. 6. Comparison between implementations over 30 Monte Carlo
simulations.
Fig. 7. A sample scenario using scan+NMPC with GP implementation.
time implemantation using matlab is not possible. However
there exist several approaches to address this issue such as:
i) implement the algorithm in C/C++. which would reduce
computational time signficantly; ii) Increase the size of first
step time. This will increase the allowable iteration time but
will likely reduce improvment in communciation caused by
algorithm; and iii) the number of iterations or population size
of the genetic algorithm can be reduced to achieve significant
reduction of the computation time. However, this is likely to
reduce the quality of solution.
VI. CONCLUSIONS AND FUTURE WORK
The use of GP in support of UAV communication relay
was proposed. It was shown that creating a communication
strength map using GP before the mission shows an advant-
age over creating communication map while performing the
mission. However, collecting data during the mission means
that there is a chance that the UAV can consider any instant-
aneous change in communication strength and adjust its po-
sition immediately. Therefore, an appropriate method should
be chosen depending on mission environments. Future work
includes extending the scenario to include mobile ground
nodes and more realistic noise sources and realistic experi-
ment to prove performance of algorithm. Mobile ground node
scenario will use exactly same NMPC controller, however
two changes will have to be made: (i) assumption of lack
of complete lack ofknowledge about urban enviroment will
be relaxed (ii) assumption about known g2g links will be
replaced. More realistic noise sources will be added to better
reflect real scenario
This paper adds to existing literature by considering ad-
dition of Machine learning to predict communciation per-
formance for UAV relay problem. Additinoally the scenario
considered is signficantly more complex than scenarios in the
past. This has created additional challenges for machne learn-
ing prompting usage of non-stationary covariance function.
Finally two different implementation types were considered
to show that if possible it is better to scan the area first, how-
ever if relay is needed immidately it can be used with some
improvements over ignoring urban scenario completely.
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