Many Multi-View-Stereo algorithms extract a 3D mesh model of a scene, after fusing depth maps into a volumetric representation of the space. Due to the limited scalability of such representations, the estimated model does not capture fine details of the scene. Therefore a mesh refinement algorithm is usually applied; it improves the mesh resolution and accuracy by minimizing the photometric error induced by the 3D model into pairs of cameras. The choice of these pairs significantly affects the quality of the refinement and usually relies on sparse 3D points belonging to the surface. Instead, in this paper, to increase the quality of pairs selection, we exploit the 3D model (before the refinement) to compute five metrics: scene coverage, mutual image overlap, image resolution, camera parallax, and a new symmetry term. To improve the refinement robustness, we also propose an explicit method to manage occlusions, which may negatively affect the computation of the photometric error. The proposed method takes into account the depth of the model while computing the similarity measure and its gradient. We quantitatively and qualitatively validated our approach on publicly available datasets against state of the art reconstruction methods.
Introduction
Multi-View Stereo (MVS) algorithms recover the 3D model of a scene captured by a set of images. Boosted by the benchmarks proposed in [1, 2, 3] and the enhancements in hardware capabilities, several works proposed several accurate and efficient MVS methods.
A well established MVS pipeline, first proposed by Vu et al. [4] , estimates the camera positions with Structure-from Motion (SfM) [5, 6] ; then it applies plane sweeping [7] or depth map fusion [8] to recover a dense point cloud representation of the scene. This pipeline builds a volumetric partitioning of the space in which the camera to point visibility rays are exploited to estimate free and occupied space (or an implicit representation of the model, such as Truncated Signed Distance Function); the free-occupied space boundary (or the zero crossing surface) is the model of the observed scene, usually represented by means of a mesh. To obtain a very accurate reconstruction, the last step of the pipeline is a refinement algorithm; it minimizes the photometric error induced by such mesh in pairs of cameras.
A fundamental aspect of a mesh refinement algorithm, and in general a Multi-View Stereo method, is the choice of the camera pairs used to compute and minimize the photometric error. It is well known that too narrow cameras imply noisy reconstruction results. On the other hand, images captured by cameras too far from each other could have limited overlap, i.e., the region of the scene perceived by both cameras is small. The right choice of these pairs leads to a coherent computation of the photometric error and, as a consequence, an effective gradient descent minimization. The most widespread Multi-View Stereo methods select for each camera a pairing view among the others by relying on several factors. Li et al. [9] and Ebner et al. [10] evaluate the baseline and the angle of the principal viewing direction between the cameras; instead, other methods [11, 12, 13, 14] consider the SfM 3D points and take into account the average angle between the camera-to-point viewing rays, the baseline among views and the scale. Vogiatzis et al. [15] leverage on similar metrics to filter out unreliable photometric measures, adopted to estimate the 3D model. While pixel-wise camera pair selection has been addressed to estimate accurate point clouds in [16, 17, 18 ], mesh refinement literature has always limited the choice to the pairs of cameras sharing the visibility of the highest number of 3D points with sufficient parallax.
A second issue which affects mesh refinement and we address in this paper is related to model occlusions. For instance, in Fig. 1 image J projects in I through S ; the patch in the green circle contains a discontinuity. In this case, while computing the projection error in the green patch corresponding to a pixel in the red region, state-of-the-art methods consider both the information from the blue and red (non-adjacent) parts of S . This issue has been considered only when dealing with generative methods [19] or with a simple heuristic avoiding to evolve the mesh just in correspondence of edge segments joining visible and non-visible facets ( [20] ).
For these reasons, in this paper we propose three contributions:
• A pairwise camera selection method exploiting the knowledge of an approximate model of the scene. It minimizes an energy function defined over the surface instead of just relying on camera poses or 3D points viewing angles (Section 3).
• An energy term to favor symmetric pairs and better compensate image noise while computing the gradient flow (Section 3).
• An occlusion-aware mask term to explicitly identify, for each pixel, which part of the neighborhood has to be considered, during mesh refinement, to compute the similarity measure and its gradient (Section 4).
Related works
Mesh refinement is a case of surface evolution. Surface evolution methods are framed into the variational framework formalized by Hermosillo et al. [21] . Early works represent the model by level set, i.e., as the zero crossing of a function f : R 3 → R [22, 23, 24, 25, 26, 27, 28] . Faugeras and Keriven et al. [22] define the level set by means of a partial differential equation of f such that a point on the surface moves proportionally to the photo-consistency of its neighborhood. Jin et al. [23] and Yoon et al. [27] extend this approach to cope with specular reflection. While these methods integrate the photometric measure in the 3D domain, Yezzi and Soatto [24] show that integrating this measure on the image domain yields to more accurate results. Solem et al. [26] and Pons et al. [29, 28] replace the partial differential equation with a gradient leading to more robust mesh evolution. Finally, Fuhrmann et al. [25] adapts the considered neighborhood around surface points according to their scale. Even if level set methods achieve accurate results, the evolution process is not always easy to track and understand.
Differently from level set methods, mesh refinement algorithms directly represent the surface as a 2D mesh embedded into a 3D space [8, 30, 19, 31, 32, 33] : given an initial rough mesh of the scene, they move the position of its vertices to obtain a more faithful model. Vu et al. [8] discretized the continuous level set formulation of [28] to work directly with with meshes. Delaunoy et al. [32] extended this method to take into account occlusions and in [34] they jointly optimize the surface and the camera in a bundle adjustment fashion. Li et al. [35] proposed an improved smoothness term of the energy function to output very smooth surfaces keeping the details of the scene. Recently, Li et al. [20] simplify the mesh, decreasing the resolution where few vertices are sufficient to capture the structure of the scene, without affecting the accuracy significantly. In [36] , photometric refinement is coupled with a moving object detection method to avoid using their image areas to refine the static model of the scene. Finally, two mesh refinement approaches [37, 38] exploit the semantic 2D segmentation of the images to improve the robustness of the refinement process, especially where two objects of different classes are adjacent.
Mesh
Refinement. Mesh refinement takes as input an initial mesh which is a rough model of the scene and a set of images capturing the scene. The most popular approach, proposed in [4] , minimizes an energy function E:
where E photo represents the photo-consistency error of the model with respect to the images, and E smooth enforces the smoothness of the surface. To minimize the term E photo , the mesh refinement procedure applies gradient descent. Let's consider two images I and J, and a point x belonging to the surface S (Fig. 2) ; we define the error function err A,B (x) that decreases if the similarity between the patch around the projection of x in A and B increases, e.g., in our case, the negative ZNCC of the 5x5 pixels neighborhood. The energy E photo in Equation (1) is defined as:
where I S i j represents the reprojection of the image from the j-th camera onto image I through the surface S, and Ω S i, j is the image
: Example of symmetric (C re f and C 1 ) and non symmetric cameras (C re f and C 2 ) with respect to the surface normal n.
region where the reprojection is defined. Now, let X i ∈ R 3 be a vertex of the surface mesh S, and φ i (x) be the barycentric coordinates of a surface point x in the triangle with vertex X i . The discrete gradient of E photo = E(S) computed for a vertex X i is:
By changing the variable of integration form x to x i it is possible to integrate the energy over the image I instead of over the surface S. Let define − → n as the normal at x pointing outward the surface S, x i the projection of x into the I image, d i as the vector from camera i to x, z i as the depth of x in camera i (see Fig. 2 ); with the change of variable
we obtain:
To define which pairs (i, j) are adopted to compute the gradients, the most widespread methods [12, 4, 39] leverage on 3D points correspondences estimated by the Structure from Motion method adopted to calibrate the cameras. For each camera i it chooses the camera j with the highest number of common 3D points with a reasonable parallax (e.g., in [12] between 10
• and 30
• ). Finally, the evolution process is complemented by the umbrella operator [40] , which moves each vertex in the mean position of its neighbors; this approximates the Laplace-Beltrami operator, and it minimizes the energy term E smooth .
Model-based Camera Pairs Selection
One of the most relevant aspect to effectively minimize E photo is the choice of the camera pairs (i, j). Instead of basing this choice on just 3D sparse points estimated by Structure from Motion, we propose to exploit the knowledge of the initial 3D mesh to find the camera pairs having a good trade-off between reasonable parallax and image overlap.
We first define a term E i, j p to represent the quality of the parallax between camera i and j. Given the initial surface S, the camera centers, c i and c j , and a point x ∈ S, let's define the parallax as the angle θ i,x, j = ∠(c i x, c j x). We compute the average parallax as:
where A(·) represents the area of an image region, in this case the region Ω S i, j . To define the reference parallax, we recall that small angles induce good overlap between patches, while larger angles induce more stability in the refinement process. Tola et al. [12] choose a small parallax between 10
• to avoid erroneous image warping caused by occlusions. In our case, however, we know the geometry, and we explicitly handle occlusions, therefore we prefer a larger reference angle. In [41] the parallax ranges around 40
• to 70
• ; in [42] and in [43] the convergent angle, which is strictly related to the parallax, is chosen respectively as 50
• and 45
• . Among these values, we experimentally choose the reference parallax to be 50
• . Therefore, we define:
where we put the variance σ p = 45
• . To favor camera pairs with a similar resolutions and thus inducing coherent refinement, we introduce the resolution term
be the distances of point x j from the two cameras respectively, normalized with respect to the corresponding focal length f i and f j . We define:
as the normalized discrepancy of the resolutions of the two images with respect to the length of c i x i ray. We compute the average of these values as:
To favor similar resolutions we define:
where we put the variance σ r = 0.25, which represents a resolution discrepancy of 25%. Finally, to take into account overlap, we define E i, j o as:
Symmetry Term. In most cases, these two terms provide a fair evaluation of the camera pair quality with respect to the mesh refinement problem. However, in some cases, they are not sufficient to discriminate among different camera pairs. For instance, in Fig. 3 , the surface S is perceived by a reference camera C re f and by two other cameras C 1 and C 2 . The surface is entirely visible by the three cameras, i.e., the overlap is 100%, and the baselines C re f − C 1 and C re f − C 2 have very similar
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To overcome this issue, we evaluate a third term that favors camera pairs with points of view symmetric with respect to the scene. Intuitively, since the surface S evolves along its normal − → n and assuming the images affected by Gaussian noise on the image plane, if we compute the gradient between I re f captured by C re f and I 2 captured by C 2 , similar noise in I re f and in I 2 (inducing an uncertainty angle τ) translate into significantly different gradient noises along − → n . Instead, if we consider I re f and I 1 the same noise affects similarly the gradients along − → n . Statistically, in the former case, the noise accumulates as the gradients are computed, while, in the latter, they likely compensate each other.
In addition to parallax and overlap we then evaluate a symmetry term E i, j s with respect to the surface normal. To do so we define the oriented angle difference (OAD):
the normal of the surface S at x and, if the c i x and c j x belong to the same half-space defined by the plane parallel to − → n through x, then sign = 1, otherwise sign = −1. The OAD average on the surface is computed as:
and, the novel energy term E i, j s is computed as:
, where we put experimentally the variance σ s = σ p = 45
• . This term is combined with E i, j p and E i, j o to define the energy function E BPV (i, j) for a pair of cameras C i and C j :
where µ 1 , µ 2 and µ 3 are three coefficient weighting the contribution of the three energy term (in our case µ 1 = 0.25, µ 2 = 0.25, µ 3 = 0.5 and µ 4 = 0.25).
Model Coverage. A second relevant aspect when choosing a camera pair is model coverage. While the overlap term is related to the overlap among the images in the pair, in principle no terms discussed previously avoids all the camera pairs perceive, and therefore refine just a small portion of the mesh. For this reason, we enforce camera pair configurations providing good coverage. We first initialize the camera pairs as follows. Let C be the set of cameras and P the set of camera pairs adopted for the refinement. Our algorithm initializes the initial set P 0 of best camera pairs computed leveraging on the previous energy as P 0 = (i, j) ∀i ∈ C s.t. j = arg min j E i, j BPV , i.e., with the best pair for each camera.
To enforce model coverage, the idea is to perturb this initial set of pairs P 0 . In the first step we define the model coverage as the average number of camera pairs in which all the facets are visible. Let F be the set of facets and let define a visibility function v i, j f of facet f ∈ F with respect to cameras i and j, i.e.v 
Algorithm 1 Camera Pairs Selection

Input:
C, set of N cam cameras, M 3D mesh, P 
for i ∈ C do if µ cur > µ prev and σ cur < σ prev then 20:
camU sed i = camU sed i ∪ j new 1;
22: Then, the global visibility of f is V f = i, j v i, j f and the coverage of the whole mesh is represented by
The second step aims at replacing camera pair (i, j) with a reasonable pair (i, k) that, even at the cost of a small decrease of energy E BPV it improves the model coverage.
To do so, given the initial set P 0 , we compute µ P 0 = E(C P 0 ) and σ P 0 = stddev(C P 0 ) For each camera i we compare the current camera pair (i, j 1 ) ∈ P 0 with the second best camera pair (i, j 2 ) among the pairs (i, ·). If (i, j 2 ) increases the mean coverage µ P 0 and decreases σ P 0 we try to switch (i, j 1 ) and (i, j 2 ) so to obtain a new setP 1 . If the sum of the energies
BPV then the pair change is successful, i.e., P 1 =P 1 , otherwise P 1 = P 0 We iterate this process until no further change happens (Algorithm 1).
Let notice that in the previous process we considered ony one camera j for each reference camera i. This does not represent a limitation of the algorithm but a choice to have a fair P R E -P R I N T comparison with the baselines of Tola et al. [12] and our implementation of Vu et al. [4] that compare one camera for each reference too. We refer to the experimental section for a more detailed discussion.
Occlusion Aware Masking
For each pixel p(x, y), the mesh refinement presented in Section 2 aggregates the gradients of the similarity measure from the neighboring pixels in a squared patch P (in our case with size 5x5px) (Fig. 4(a) ).
In most cases, all the pixels in P contain information useful to refine the position of the 3D point corresponding to p(x, y) by gradient descent. However, in the case of occlusions, the squared patch P contains information from regions of the scene not related to p(x, y), which translates into errors in the gradient computation. To tackle this issue, we rely on the depth map of the current 3D model of the scene. The idea is to find which pixels of P have a depth similar and coherent to the pixel p(x, y), and to use only them during the similarity gradient computation. In the following these pixels are named valid pixels.
For each pixel p(h, k) ∈ P, we compute the depth values δ(h, k) as the camera to model distance (4(b)) and its difference with respect to the depth of pixel p(x, y) as dd(h, k) = δ(h, k) − δ(x, y) (4(c)).
Since abrupt depth discontinuities would induce very high variances on the whole patch P, in principle, the standard deviation of the dd(h, k) values are not enough informative to classify the valid pixels.
For this reason we propose the following procedure-First, we cluster the pixels between those with a depth closer and those with a depth are farther to the depth of p(x, y). In other words, we cluster all the values dd(h, k) in two sets DD min and DD max , which contain respectively the dd(h, k) values closest to 0 and closest to max{dd(h, k)}.
Then, we approximate a robust estimatorσ of the standard deviation of the depths of the valid pixels. Assuming the pixels in DD min to be likely valid, and the highest depth variances usually corresponding to the outer part of the patch, we computeσ as the value dd(h, k) ∈ DD min of the (spatially) farthest pixel w.r.t. the patch center (x, y). A pixel p(h, k) is valid when
In Fig. 5 we illustrate the first iteration of mesh refinement for DTU sequence 63: the intensity of red represents the number of pixels considered in the gradient computation. It is possible to notice that the number of pixels considered decreases approaching to the mesh discontinuities. 
Experiments
We tested our refinement method against 12 sequences of the DTU dataset [46] , the fountain-P11 [1] and the Southbuilding [47] sequences. In Table 1 we reported the quantitative results on the DTU dataset against state of the are MVS methods. As • and 60
• , while Tola et al. with a parallax between 10
• and at least 0.8 scale difference between the corresponding DAISY descriptors. In Figure 8 we tested our method comparing 1, 2, 4 or 8 cameras with respect to the reference image and the improvement obtained is almost negligible.
According to the procedure described in [46] we compared the distance (in mm) from refined 3D mesh to the ground truth point cloud to compute the accuracy of the model and viceversa to evaluate its completeness. In the table we list the mean and median values of such distances. In these experiments we used as initial mesh those extracted by the method of Tola et al. + Poisson Reconstruction. Our method improves accuracy and completeness with respect to the baseline refinement [4] . In Table 2 we show the ablation study on the DTU dataset and in Fig. 9 we reported some examples of the outcome of our mesh refinement. From the actual proposal (last column of Table 2) we tested the refinement by using just subsets of the energy terms (P = Parallax, S = Symmetry, O = Overlap), with or without the coverage algorithm (represented by C) and with or without the masked refinement (represented by M). We do not mention the resolution prior since, in our scenario, it does not affect the result. This outcome is expected and coherent T 6 (a) Vu et al. [4] (b) Proposed Fig. 7 : The effect of the coverage algorithm because the cameras have approximately the same distant from the model and the same image resolution. To have a better understanding of the performance of each version, we reported the average rank and the average error value. To compute the former, we ranked the algorithms for each row, i.e., for each error measure and each sequence, and we reported the average of these rankings. The latter was also used in [48] and it averages all the accuracy and completeness mean and median values for each column. In both cases, it is possible to notice that all the terms contribute to achieving a better outcome which is a good trade-off between accuracy and completeness. Fig. 6 shows how the masking refinement produces smoother results, by limiting the effect of occlusions. Table 3 shows a further quantitative comparison evaluating the accuracy for the fountain-P11 dataset. We computed the Mean Absolute Error (MAE) and the Root Mean Squared Error (RMSE) as proposed in [1] , i.e., by comparing the depth maps rendered from the reconstructed model and the GT mesh. Our refinement method improves the accuracy of the classical refinement method in [4] .
The Southbuilding dataset does not provide a reference ground truth. However from Fig. 9 and Fig. 7 (and the images reported in the supplementary material with higher resolution) it is possible to notice that our refinement method produces an output with more details than [4] , thanks to the effective choice of camera pairs, together with the masked refinement. In particular, Fig. 7 shows that the coverage procedure avoids refinement to focus only on one part of the model producing unbalanced mesh evolution (Fig. 7(a) ).
It is worth noticing that the method we use to define the pairs of cameras and to mask the occlusions during the photometric refinement can be easily applied to any mesh refinement method without any relevant modification in the code.
Conclusions and future works
In this paper, we addressed two relevant issues of mesh refinement: the choice of camera pairs used to compute similarity gradients and the occlusion management. We defined a model-based energy function to evaluate the overlap, the parallax the resolution and the symmetry among the camera pairs and we proposed a procedure to choose the set of pairs which provides a good trade-off between the defined energy and the model coverage. We also proposed a novel strategy to mask the region of the patch adopted to compute the similarity measures and the gradients such that the influences of model occlusions ad discontinuities are neglected or, at least, limited. As future work, we plan to propose a parallel version of the presented refinement method that splits the mesh into several parts that can be processed independently. This allows exploring the level of parallelism depending on both the required mesh resolution and the computing platform. Moreover, we can optimize the energy-performance trade-off by leveraging the dynamic reconfiguration support offered in multi-core architectures [49, 50] . We also intend to improve the camera selection exploiting the information recovered by the dense Multi-View Stereo method such as [17] , which jointly estimate image depths and pixelwise camera pairs.
