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INTERPOLATION BETWEEN HÖLDER AND LEBESGUE SPACES
WITH APPLICATIONS
ANASTASIA MOLCHANOVA, TOMÁŠ ROSKOVEC, AND FILIP SOUDSKÝ
In memory of Václav Nýdl.
Abstract. Classical interpolation inequality of the type ‖u‖X ≤ C‖u‖θY ‖u‖
1−θ
Z
is well
known in the case when X , Y , Z are Lebesgue spaces. In this paper we show that this
result may be extended by replacing norms ‖ · ‖Y or ‖ · ‖X by suitable Hölder semi-norm.
We shall even prove sharper version involving weak Lorentz norm. We apply this result
to prove the Gagliardo–Nirenberg inequality for a wider scale of parameters.
1. Introduction and main result
The classical Sobolev embedding theorem claims that if 1 ≤ p < n then for any weakly
differentiable function u ∈ WLp one has
‖u‖p∗ ≤ C‖∇u‖p,
where p∗ = np
n−p
and C > 0 is independent of u. If p > n then by the Morrey lemma, for
the continuous representative the following holds
‖u‖
C
0,1−np
≤ C‖∇u‖p.
These are classical results which can be found, for instance, in classical books [1] or [6].
Following the notation of L. Nirenberg [12, Lecture II], consider the extended norm for
−∞ < 1
p
<∞.
Definition 1.1. For p > 0 the norm ‖ · ‖p is defined by
‖u‖p =
(ˆ
Rn
|u|pdx
) 1
p
;
for p < 0 set numbers s and p˜ by s = [−n/p] (where [α] stands for the integer part of α),
n/p˜ = s+ n/p, and define
(1)
‖u‖p = ‖∇
su‖p˜, if −∞ < p˜ < −n,
‖u‖p = ‖∇
su‖∞, if s = −n/p,
where the semi-norm ‖ · ‖p˜, −∞ < p˜ < −n, is defined by
(2) ‖u‖p˜ := sup
x,y∈Rn
|u(x)− u(y)|
|x− y|−
n
p˜
.
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Equipped with this extended definition we may combine the Sobolev embedding with
the Morrey lemma to obtain
WLp →֒ Lp
∗
,
for all p ∈ (−∞, 0)∪[1,∞]\{n}. This approach was taken by L. Nirenberg in his celebrated
paper [12]. In this paper an interpolation inequality
‖u‖p ≤ C‖u‖
θ
r‖u‖
1−θ
q
in the sense of the extended definition of ‖ · ‖p is needed in the proof of the Gagliardo–
Nirenberg inequality. The problem was studied by A. Kufner and A. Wannabe (see [8]).
However, the authors present only the proof for the case of two Lebesgue and one Hölder
space. In our paper we shall fill the missing case and give sharper results proving estimates
using weak Lorentz space instead of Lebesgue space in the upper bound. Let us remind
the reader that if 1 ≤ p <∞ the norm in the space Lp,∞ is defined by
‖u‖p,∞ := sup
t>0
t|{|u| > t}|
1
p .
One may observe that for any p ≥ 1 the following holds
‖u‖p,∞ ≤ ‖u‖p.
We shall now present our main result. More precisely we show that classical interpolation
holds even if we use our extended definition of ‖ · ‖p. After the proof of the main result,
we use our result to proof the most general form of the Gagliardo–Nirenberg interpolation
inequality. In the particular case the inequality was introduced by O. Ladyzhenskaya in [9]
to investigate the Navier–Stokes equations in two spatial dimensions. More general version
of the inequality was proved by E. Gagliardo in [7] and independently shortly after by
L. Nirenberg in [12].
The usage of the Gagliardo–Nirenberg inequality is enormous and exceeds the field of
PDEs. We may mention the weak inverse mapping theorem [2]. Finer versions and special
cases of the inequality are still needed and formulated, see [3] and [11].
Theorem 1.2. Let q ∈ [1,∞], p, r ∈ (−∞,−n] ∪ [1,∞] and θ ∈ (0, 1) be numbers for
which
(3)
1
p
=
θ
r
+
1− θ
q
.
Then there exists a constant C independent of u such that
(4) ‖u‖p ≤ C‖u‖
θ
r‖u‖
1−θ
q,∞.
2. Proofs
In the proof for the quantities dependent on function u, A = A(u), B = B(u) we shall
write
A . B
if there exists constant C > 0 independent of u such that
A ≤ CB.
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We write A ≈ B if A . B and B . A.
In the proof, we shall need one auxiliary isoperimetric inequality. To state it we need
the following notation. For a set M ⊂ Rn and t > 0 define
(M)t := {x ∈ R
n : dist(x,M c) > t},
(M)t := {x ∈ Rn : dist(x,M) < t}.
Lemma 2.1. Let M ⊂ Rn be a Lebesgue measurable set of finite measure. Let B be a ball
such that |B| = |M |. Then for any t > 0 one has |(B)t| ≥ |(M)t|.
Proof. Note that for arbitrary measurable set M ⊂ Rn one has ((M)t)
t ⊂M , in particular
((B)t)
t = B for any ball B. Let B be a ball satisfying |B| = |M |. Assume that there exists
t > 0 for which |(B)t| < |(M)t| holds. Then there exists δ > 0 such that |((B)
δ)t| = |Mt|.
By a version of the Brun–Minkowski inequality (see [4][Theorem III.2.2]) we have
|B| < |(B)δ| ≤ |((M)t)
t| ≤ |M |,
which is a contradiction. Therefore |(M)t| ≤ |(B)t| for all t > 0. 
Proof of Theorem 1.2. The classical case with p, q, r ∈ [1,∞] is a folklore. Let us focus on
the other cases. First suppose that p, q ∈ [1,∞] and r ∈ (−∞,−n].
First note that we may assume that u ∈ Lq,∞ ∩ C0,−
n
r , otherwise there is nothing to
prove. In particular, u is continuous. For given s > 0, let us define
us := sgn(u)min{|u|, s}.
Observe
(5) ‖u‖pp . ‖u− us‖
p
p + ‖us‖
p
p.
Let us estimate each term separately. First denote
Es := {|u| > s}.
By (2) and the Fubini theorem we estimate
(6)
‖u− us‖
p
p =
ˆ
Es
(|u| − s)pdx
≤ ‖u‖pr
ˆ
Es
dist(x, Ecs)
− pn
r dx
≤ ‖u‖pr
ˆ ∞
0
|{x : dist(x, Ecs) > t
− r
pn}|dt.
Let us consider ball B = B(0, ρ), such that |B| = |Es| (therefore ρ = ω
− 1
n
n |Es|
1
n ). By
Lemma 2.1 we obtain the estimate for the size of the set
|{x : dist(x, Ecs) > t
− r
pn}| ≤ |B(0, ρ− t−
r
pn )|,
hence the last expression of (6) can be further estimated by
‖u‖pr
ˆ ρ− pnr
0
|B(0, ρ− t−
r
pn )|dt ≈ ‖u‖prρ
n− pn
r ≈ ‖u‖pr|{|u| > s}|
1− p
r .
4 ANASTASIA MOLCHANOVA, TOMÁŠ ROSKOVEC, AND FILIP SOUDSKÝ
Let us now estimate the other term form (5). We obtain
‖us‖
p
p =
ˆ
Rn
min{s, |u|}pdx
=
ˆ sp
0
|{|u| > z
1
p}|dz
≈
ˆ s
0
tp−1|{|u| > t}|dt
.
ˆ s
0
tp−q−1tq|{|u| > t}|dt
. ‖u‖qq,∞
ˆ s
0
tp−q−1dt
. sp−q‖u‖qq,∞.
Therefore
‖u‖pp . ‖u− us‖
p
r|{|u| > s}|
1− p
r + sp−q‖us‖
q
q,∞
≤ ‖u‖pr|{|u| > s}|
1− p
r + sp−q‖u‖qq,∞.
Now we may suppose that the distribution function is continuous (otherwise we approxi-
mate u by functions with continuous distribution function in Lq,∞ ∩ Lr). Therefore there
exists s ∈ (0,∞) such that
‖u‖pr
‖u‖qq,∞
= sp−q|{|u| > s}|
p
r
−1.
For this choice of s both term on the right-hand side of the estimate are equal. We obtain
‖u‖pp .
(
‖u‖pr|{|u| > s}|
1− p
r
)θ (
sp−q‖u‖qq,∞
)1−θ
≤ ‖u‖pθr |{|u| > s}|
θ− θp
r s(1−θ)(p−q)‖u‖q(1−θ)q,∞
≤ ‖u‖pθr ‖u‖
(p−q)(1−θ)
q,∞ ‖u‖
q(1−θ)
q,∞
≤ ‖u‖pθr ‖u‖
p(1−θ)
q,∞ .
Rise both side of the inequality to 1
p
to finish the proof.
Let us consider the other case, that is p, r ∈ (−∞,−n] and q ∈ [1,∞). We may suppose
that u ∈ Lr ∩ Lq,∞ otherwise there is nothing to prove. We claim that if |u(x)| > 0 then
B
(
x,
(
|u(x)|
2
)− r
n
‖u‖
r
n
r
)
⊂
{
|u| >
|u(x)|
2
}
.
To prove the claim suppose y is a point which is not included in the set on the right-hand
side. We have |u(y)| ≤ |u(x)|
2
, hence, using (2), we obtain
‖u‖r|x− y|
−n
r ≥ |u(x)− u(y)| ≥
|u(x)|
2
.
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That implies that |y − x| is bigger than the radius and y does not belong to the left hand
side set.
We measure the sets used in the claim to get(
|u(x)|
2
)−r+q
‖u‖rrωn ≤
(
|u(x)|
2
)q ∣∣∣∣
{
|u| >
|u(x)|
2
}∣∣∣∣ .
Hence, the point-wise estimate
(7) |u(x)| . ‖u‖
q
q−r
q,∞‖u‖
r
r−q
r
holds. Equipped by this estimate we may proceed to the proof. Let’s consider sets
Ns := {(x, y) ∈ R
2n : |x− y| ≤ s}
and
Ds := {(x, y) ∈ R
2n : |x− y| > s}.
Now we have
‖u‖p ≤ sup
(x,y)∈Ns
|u(x)− u(y)|
|x− y|−
n
p
+ sup
(x,y)∈Ds
|u(x)− u(y)|
|x− y|−
n
p
=: I + II.
Using (2), the first term may be easily estimated by
I ≤ ‖u‖rs
−n
r
+n
p .
As for the other one, we just realize that
II ≤ 2max{|u(x)|, |u(y)|}s
n
p . s
n
p ‖u‖
q
q−r
q,∞‖u‖
r
r−q
r .
Therefore
I + II . s
n
p ‖u‖
q
q−r
q,∞‖u‖
r
r−q
r + ‖u‖rs
−n
r
+n
p .
Choose
s =
(
‖u‖q,∞
‖u‖r
)− qr
n(q−r)
,
to finish the proof. 
3. Applications
Let us show how our result (1.2) can be used to prove the most general version of the
Gagliardo–Nirenberg interpolation inequality once we have proved it for the least possible
value of parameter θ. We also noticed that the Gagliardo–Nirenberg interpolation inequal-
ity doesn’t hold for all the values of parameters for which Nirenberg stated it (see [12]). Let
us make a little correction and exclude some special cases for which the theorem doesn’t
hold. For this purpose define inductively the following notation
r(0) := r,
r(k) :=
(
r(k−1)
)∗
for k ∈ N.
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Theorem 3.1. Let j, k ∈ N, θ ∈ [ j
k
, 1], q ∈ [1,∞], p ∈ (−∞, 0) ∪ (1,∞],
r ∈ (−∞, 0) ∪ [1,∞] be numbers satisfying 1 ≤ j < k and
(8)
1
p
=
j
n
+ θ
(
1
r
−
k
n
)
+
1− θ
q
,
moreover
(9) r(i) 6= n
for all 0 ≤ i ≤ k − j − 1. Then there exists C > 0 such that inequality
(10) ‖∇ju‖p ≤ C‖∇
ku‖θr‖u‖
1−θ
q
holds.
We shall see from the proof that condition (9) is essential and cannot be omitted since
the embedding
V Ln →֒ L∞
does not hold. The proof is done by interpolation of the Gagliardo–Nirenberg inequality
in the case of θ = j/k and the iterated Sobolev embedding
(11) V k−jLr →֒ Lr
(k−j)
.
which holds for r > 1 if and only if (9) is satisfied. Let us proceed with the proof.
Proof. The inequality (10) is fulfilled for the extreme values of θ, θ = j/k and θ = 1.
For original proof see [12]. More reader-friendly and modern proof, based on a pointwise
estimate in terms of the Hardy–Littlewood maximal function, may be found in [10].
Indeed, define p(θ) by
1
p(θ)
=
j
n
+ θ
(
1
r
−
k
n
)
+
1− θ
q
.
Since the function (p(θ))−1 is a monotone function of θ, there exists ζ ∈ (0, 1) such that
1
p(θ)
=
ζ
p( j
k
)
+
1− ζ
p(1)
.
From where we derive that ζ satisfies θ = 1− ζ
(
1− j
k
)
.
If q ∈ [1,∞], p, r ∈ (−∞,−n) ∪ [1,∞], from (4),(11) and (10) we derive
‖∇ju‖p(θ) . ‖∇
ju‖ζ
p( j
k
)
‖∇ju‖1−ζp(1),∞
. ‖∇ju‖ζ
p( j
k
)
‖∇ju‖1−ζp(1)
. ‖∇ku‖
1−ζ(1− j
k
)
r ‖u‖
ζ(1− j
k
)
q .
If q ∈ [1,∞], p ∈ (−∞,−n) ∪ [1,∞], r ∈ [−n, 0), by Definition 1.1 the inequality (10)
can be rewritten in the form
‖∇ju‖p . ‖∇
k+sru‖θr˜‖u‖
1−θ
q ,
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where sr = [−n/r], n/r˜ = sr + n/r, r˜ ∈ (−∞,−n) (r˜ =∞ and r
−1 = 0 if sr = −n/r) and
the equality
1
p
=
j
n
+ θ
(
1
r˜
−
k + sr
n
)
+
1− θ
q
is equivalent to
1
p
=
j
n
+ θ
(
1
r
−
k
n
)
+
1− θ
q
.
The other cases are similar.

Remark 3.2. In the critical cases (that is when r(i) = n) the Gagliardo–Nirenberg in-
equality in the original L. Nirenberg’s statement cannot hold for θ = 1. In the case of
θ ∈ (j/k, 1) the situation may be saved by using the space BMO instead of L∞ (for def-
inition see [13]). We use the result of A. Cianchi and L. Pick (see [5, Theorem 3.1.]) to
obtain embedding
W 1Ln →֒ BMO.
Now instead of using the interpolation inequality
‖u‖p ≤ C‖u‖
r/p
r ‖u‖
1−r/p
∞
we use the following sharper version
‖u‖p ≤ ‖u‖
r/p
r ‖u‖
1−r/p
BMO
.
To prove the inequality for the remaining cases would require to prove this interpolation
inequality in the upgraded version using the space BMO instead of L∞ when needed. In the
case of p, r ≥ 1 the result is known. The remaining case we leave as an open problem. The
BMO spaces can also be used in the Gagliardo–Nirenberg inequality instead of Lebesgue
spaces, for details see [11] or [14].
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