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SUMMARY 
In heterogeneous systems, several neutron waves may propagate 
simultaneously, each with different velocities, and this may cause a 
phenomenon of phase interference between the waves. Current techniques 
for the investigation of the spatial and spectral power spectral densities 
at high frequencies are based on one-dimensional modal approximations of 
the neutron flux, coupled-core theories and one-dimensional finite dif-
ference approximations to the time-dependent diffusion equations. This 
dissertation develops a general method for the investigation of multi-
dimensional and multi-energy-group power spectral densities valid at low 
as well as at high frequencies, starting from the three-dimensional time-
dependent P., approximation to the Boltzmann equation. For nuclear reactors 
in which there is a heterogeneous arrangement of materials, the space-
and energy-dependent power spectral densities have been found to exhibit 
resonances at relatively high frequencies, typically above fifty cycles 
per second. A cascade block-tridiagonal iteration method, in which sev-
eral adjacent energy groups and rows are solved simultaneously or with 
inner iterations, was used for the solution of the complex multi-dimensional 
finite difference equations. This method was combined with a complex con-
straint overrelaxation technique followed by rebalancing accelerations. 
The model was applied to several reactors which had widely different 
neutron spectra: reactors containing a hard spectrum fast core, and re-
actors in which a thermal spectrum predominated. The space-and energy-
dependent power spectral density due to the inherent volume distributed 
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binary fission noise was calculated for a two-dimensional configuration 
of the Thermal Argonaut Reactor Karlsruhe (TARK) and for the Fast-Thermal 
Argonaut Reactor fast assemblies loading II and IV. The frequency range 
was typically one to 900 cycles per second. The agreement between results 
of calculations of the coherence functions between neutron detectors, 
based upon the two-dimensional and two or three broad energy-group model, 
and the experimental results of the power spectral densities for TARK was 
approximately within 12 percent below the first minimum. The agreement 
between the results of the calculations of the cross-power spectral densi-
ties based upon the model and the experimental results for the Fast-
Thermal Argonaut Reactor Loading II was excellent over the experimental 
frequency range investigated. 
The power spectral densities between two neutron detectors, located 
at various positions, was investigated for the coupled-core configuration 
of the heavy water moderated and cooled, highly enriched Georgia Tech 
Research Reactor (GTRR). The driving sources were both inherent volume 
distributed binary noise, and external driven localized absorbers. For 
the inherent binary sources, minima in the amplitude of the coherence 
function were predicted at approximately 250 and 560 cycles per second. 
For external driven perturbations, no minima in the amplitude of the power 
spectral densities were found when only one localized absorber was present. 
In order to excite preferentially the higher modes, and minimize the con-
tamination of the response through the high gain of the fundamental mode, 
two identical localized absorbers, driven 180 degrees out of phase of each 
other, were located in symmetrical reactor positions. For this case the 
model predicted one minimum in the amplitude of the cross-power spectral 
XVI1 
density in the frequency range one to 600 cycles/sec. 
An experimental investigation of the power spectral density of the 
full core configuration of the Georgia Tech Research Reactor was performed. 
The Discrete Fourier Transforms of the discrete data samples were obtained 
using a Fast Fourier Transformation (FFT) algorithm. The driving source 
was the inherent binary noise. The upper limit of the frequency range 
investigated was limited due to the presence of large mechanical vibra-
tions of a safety control blade. They were induced by the D?0 coolant 
flow past the blade. The coolant flow induced peaks in the frequency 
spectrum were observed at 5.9 cps and its harmonics. 
A capability to calculate multi-dimensional and multigroup power 
spectral densities was developed from the time-dependent three-dimensional 
P1 approximation to the Boltzmann equation, and applied to fast and thermal 
reactors. The method was developed without any restraint on the geometry 
or heterogeneity of the neutronic system, and was applied over a fairly 
wide frequency range. In the past, accurate power spectral density and 
space-dependent transfer function calculations could only be performed for 
simplified geometries and/or a limited frequency range. The results of 
this work tended to point out that one-dimensional representations of 
heterogeneous reactors were inadequate for power spectral density investi-
gations, and have demonstrated that solutions to multigroup space-dependent 
power spectral densities and transfer functions for two-dimensional repre-
sentations of neutronic systems can be attained without any restrictions 
on the material configuration, number of energy groups, frequency range, 
or neutron energy spectrum. The usefulness of the method was not limited 
by slow convergence or divergence of the iterative process used in the solu-




Statement of Problem 
The development of accurate methods and numerical solutions in the 
field of reactor dynamics is fundamental to the design and analysis of 
nuclear reactors and experiments. The field of reactor kinetics in general 
is based on the excitation of the neutron field by a particular disturbance 
and, subsequently, in the observation of the response of a reactor variable 
to this perturbance. Any reactor, when subjected to a spatially non-
uniform perturbance, will experience spatial and spectral non-uniform 
changes in its neutron population. 
In the earlier stages of reactor development it was satisfactory 
to analyze reactor dynamics with simple calculations which involved only 
a few space points. With the advent of large heterogeneous reactors and 
the modular coupled-core concept of fast reactors, spatial and spectral 
effects could not be ignored any more, especially at higher frequencies 
where the different parts of the reactor tended to decouple, and the 
reactor system dynamic behavior tended to become more sluggish. The 
problem of spatial-dependent reactor dynamics was first triggered by the 
well-known phenomenon of xenon spatial oscillations in the early studies 
of thermal reactors. Henry and Germann studied the oscillations in 
the spatial distribution of power due to xenon buildup for a reactor of 
sufficient size and operating at high power density. 
2 
Large heterogeneous systems can be considered as a cluster of 
closely grouped interacting cores, whose overall kinetic behavior is more 
complex than that of a single point reactor. When the dimensions of a 
single-core reactor are large in comparison to the wave length of the 
neutron waves, its kinetic behavior can be considered as a coupled-core 
reactor. The coupling between cores results from the mutual exchange of 
neutrons which introduce phase lags due to the finite travel time between 
the cores. Because of those neutron time-delays between cores, a large 
core behaves more sluggishly than a small system in responding to trans-
ient changes in neutron population or reactivity. When reactivity is 
added to all sections at once, the excursions may increase faster than for 
the case of separate point reactors, and space-independent kinetics will 
underestimate the excursion. This was demonstrated by Yasinsky and 
(2) 
Henry for reactor power transients with and without spatial effects. 
In the cases studied, the magnitude of the power transient calculated by 
using space-dependent considerations ranged from three or four times 
greater (in a 60-cm diameter core), to more than several orders of magni-
tude greater (in a 240-cm diameter core) than that calculated using stand-
ard non-spatial methods. From this it was concluded that, for large re-
actors, the standard non-spatial methods for calculating reactor kinetics 
were inadequate. 
Since, for the high frequency behavior of a heterogeneous reactor, 
the different regions tend to decouple, multi-dimensional multigroup mod-
els are a prerequisite. A considerable amount of work has been carried 
out to develop monoenergetic models for predicting the kinetic behavior 
of heterogeneous and coupled-core reactors. Assumptions had to be made 
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on the application of those methods to the actual reactor configuration, 
as "point reactor" behavior of the different parts of the reactor system, 
one-dimensional approximation, one-energy group assumption, and others. 
Although the emphasis of this study will be placed on coupled subsystems, 
the application to other types of reactor configurations is valid. The 
concept of coupled subsystems is particularly useful in the kinetics anal-
ysis of several types of reactors. Among those are the large thermal 
reactors, the fast reactors (fast core-blanket coupling), the fast-thermal 
reactors, and the modular fast reactors. From the point of view of coup-
ling, that is, the amount of reactivity introduced by the mutual inter-
action of the subsystems and the time delay between them, it can range 
from very tightly coupled to very loosely coupled systems. The interac-
tion between the fast core and the blanket zone of a fast reactor could 
be considered as that of a tightly coupled system. Higher order approx-
imations (P, and higher) to the time-dependent Boltzmann must be developed. 
(3 4) 
It is a well known ' property that the propagation velocity of a dis-
turbance is infinite when using the diffusion approximation: that is, any 
disturbance at any point in the system is felt everywhere instantly, pro-
vided the system is small enough. The use of the time-dependent P1 equa-
tions introduces the phenomenon of retardation: it takes a finite time 
for the effect of a disturbance on the neutron flux to reach another part 
of the reactor system. It has to be observed that while the time-
independent P, and diffusion equations are equivalent, the time-dependent 
P1 equation is not equivalent to the time-dependent diffusion equation. 
A conference in 1975 on computational methods in Nuclear Engineering 
4 
stressed the great need for computational methods and computer codes for 
the analysis of reactor dynamics in two and three dimensions. The objec-
tive of this investigation is to develop a foundation for studying the 
power spectral density between the response of neutron detectors in 
heterogeneous reactors in two-dimensional geometries, valid over a wide 
frequency range, without using either the nodal or modal techniques. Any 
numerical procedure to solve this problem has to have the following char-
acteristics: 1) speed and convergence of the solution and 2) flexibil-
ity and accuracy of the model. Although the method that was developed 
and used in this work only applies to a "zero-power" neutronic system, 
it could be extended to include power feedback by incorporating a theoret-
ical approach developed by Bridges, Clement, and Renier. 
Review of Space-Dependent Power Spectral Density Studies 
in Heterogeneous Systems 
Auto-power spectral density (APSD), cross-power spectral density 
(CPSD), and coherence function (CHF) between the responses of neutron 
detectors in various reactor locations can be determined for different 
types of driving forces of the fluctuations of the neutron field in a re-
actor. A power spectral density (PSD) could be defined loosely as the 
AC component of the detector signal power per unit of frequency interval. 
For definitions of APSD, CPSD, CHF, and PSD we refer to Chapter III. Two 
types of driving forces have been used extensively: 
1) inherent driving force due to the volume distributed fission 
source in each fuel region, 
2) external driving force due to an external controlled neutron 
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source or absorber variation (e.g., pile oscillators or neutron generators). 
The volume distributed fission source introduces a stochastic behavior of 
the neutron flux through a density probability function of the fission 
process, similar to the distribution of Bohning. The discrete nature 
of the fission, capture, and leakage processes in nuclear reactors give 
rise to fluctuations in the fission rate. If neutrons were born inde-
pendently of one another, uncorrelated by location or time of birth, the 
fluctuations of the neutron flux would follow a Poisson distribution. 
Neutrons are, however, born together, correlated as to location and time 
of birth, in fission events. This correlation in the fission process leads 
to fluctuations which are non-Poisson in character. The non-Poisson char-
acter of the fluctuations in a multiplying neutron system comes, therefore, 
from the fact that neutrons can be chain related. It is this non-Poisson 
character (usually referred to as binary noise) of the neutron flux that 
gives rise to finite values of the CPSD. 
Compared with methods based on external controlled sources, the 
principal advantage of using inherent driving forces (usually referred to 
as noise) is that they are non-perturbing to the system. Their main disad-
vantage is that they require sometimes exceedingly lengthy data samples 
and complex and time-consuming data analysis procedures. However, the 
application of the Fast Fourier Transform^ ' ' algorithm greatly reduces 
the time needed to process the lengthy data samples into discrete Fourier 
transform (DFT) coefficients. 
The PSD of the neutron flux, seen by neutron sensitive detectors, 
located in different reactor locations or having different neutron energy 
sensitivities, will vary in large heterogeneous reactor cores. The spatial 
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and spectral nature of the neutron flux will therefore have to be taken 
into account. The zero-power power spectral density (PSD) of the neutron 
field fluctuations of a reactor consists basically of two terms, an over-
all term, due to overall statistical fluctuations of the reactor, and a 
space-dependent term due to space-dependent statistical fluctuations in-
side the reactor. In order to determine the space-dependency in a nuclear 
reactor core, one measures the cross-power spectral density (CPSD) or 
the coherence function (CHF) between two locations inside a reactor. 
Numerous PSD measurements have been performed in both zero- and full-power 
reactors, mostly to determine the reactor transfer functions. For a gen-
eral review of PSD measurements and noise analysis we refer to the works 
of Pacilio and Uhrig. ' Among the major advantages of using in-
herent driving forces are that the investigations can be performed simul-
taneously over a larger frequency band as compared to most methods employ-
ing external driving forces. The frequency band of the external driving 
forces can however be extended with the use of pseudo-random binary se-
(12) quences, as was first suggested by Balcomb, Demuth, and Gyftopoulos. 
Since the major emphasis of this dissertation will be in the area of multi-
dimensional, multi-energy group studies of heterogeneous systems at high 
frequencies (typically above 50 cps), we will place the emphasis on review-
ing work performed in this area. Most of the calculational methods in 
this area are valid for external controlled forces as well as for the in-
(13) 
herent driving forces. Quddus, Cochran, and Emon ' performed a theo-
retical study of the axial propagation of plane-thermal-neutron waves in 
a heterogeneous system in the framework of the P1 approximation to the 
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Boltzmann equation. Quddus's method used a modified form of the 
heterogeneous reactor theory of Feinberg and Galanin ' which was 
based on Fermi-age theory. The two-dimensional Green's function for a 
line source in an infinite medium given by Morse and Feshbach was 
used. Their analysis predicted that the phase interference between the 
modes of propagation in the axial direction may give rise to resonances 
in the frequency response. Numerical calculations were performed for a 
heavy-water-moderated natural uranium system in the frequency range from 
zero to 1500 cps. For a system with four identical fuel rods, two reso-
nances were predicted in the transfer function, At relatively high fre-
quencies, propagation of neutron waves in a heterogeneous case was differ-
ent from the homogeneous case, due to the characteristics of the neutron 
waves, which were dependent on the lattice anisotropy. In a heterogeneous 
system, several modes are propagating simultaneously. Each mode has its 
own phase velocity and a phenomenon of phase interference occurs between 
the various modes. 
In the determination of the CPSD between two detectors, resonances 
occur which are dependent on the heterogeneity of the reactor medium.. The 
frequency at which those resonances occur is often palled the sink fre-
quency. The sink corresponds to a 90 degrees phase shift in the coupling 
transfer functions between the fuel regions. The frequency at which the 
heterogeneous effects occur has been shown to be very much dependent 
on the distance between fuel regions. The sink frequency decreases with 
increasing distance. It is also dependent, as expected, on the nature 
and cross-sections of the region between fuel assemblies. There is a 
similarity between this neutronic heterogeneity effect in reactors and the 
"positive-ion echo effect" observed by Renier et al. in proportional 
counters, in the course of orbital electron capture studies. Since most 
of the positive ions are created in the electron avalanche which occurs 
within a few wire diameters of the center anode wire of a proportional 
counter, they travel as a bunch toward the cylindrical cathode walls, and 
their transit time for charge collection is relatively constant. When 
the positive-ion bunch arrives at the cathode wall, it causes emission of 
a secondary electron bunch, which then travels back to the center wire 
with essentially constant transit time, where it initiates another ava-
lanche with the formation of another positive-ion bunch, which repeats 
the process. This "echo effect" is repeated with diminishing intensity 
at constant time intervals. The same reasoning can be applied to the 
neutronics behavior of a heterogeneous reactor. Since most of the fission 
neutrons are created in the fissioning avalanche which occurs within the 
fuel assembly and are thermalized in the immediate surroundings (slowing 
down distance), they travel as a bunch cylindrical shell to the other fuel 
assemblies, and their transit time is relatively constant. When the neu-
tron bunch cylindrical shell intersects other fuel assemblies, it causes 
emission of a secondary neutron bunch by fissioning process, which then 
travels back to the original fuel assembly with essentially constant 
transit times, where it initiates another avalanche with the formation of 
another fission neutron bunch, which repeats the process. This echo ef-
fect is repeated at time intervals, which are dependent on the neutron 
energies. When one neutron of a neutron bunch arrives at the secondary 
fuel assembly, this one neutron introduces a fission neutron avalanche. 
The number of fission neutrons induced is dependent on, let us say, the 
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k ff of the secondary fuel assembly, and is approximately equal to the 
assembly multiplication factor. One neutron induces many neutrons in a 
secondary bunch, which after losing neutrons in absorption and diffusion, 
arrives back at the primary fuel assembly. Translating this into the 
frequency domain, this means that when we have a 90 degree phase shift in 
the transfer function for neutrons of a certain energy, the round trip 
induces a 180 degree phase shift and, therefore, could destroy part (sink 
frequency) or whole (null frequency) of the frequency dependent amplitude 
function. We will, therefore, look for frequencies for which there is a 
90 degree phase shift in the transfer function between cores, in order to 
expect a heterogeneous effect in determining the CPSD between two loca-
tions in a nuclear system. This can be put into a simple mathematical 
formulation as follows: 
Assume fuel assembly 1 is located at r~, , fuel assembly 2 at r~9. 
Place a neutron bunch source at r", : S ("r, ) 
The flux at F, is therefore: 
0(rxt) = S(rlt) +«r^i*(r2>Qrtr*2S<r1.t - ^ 2 ^ ) 
where o/_ ': coupling coefficient between r.. and r"„ 
VF2 1 2 
A(r"9) : amplification at fuel assembly T? 
J, „ ,: time delay between assemblies for 1 round trip. 
The power spectral density of the flux is therefore: 
psoff, p, ô  = ?*%rV M + |*v*Ti ^ w j V f i ) *fti) 
I 5f ' ' J 




Pspfr^uO = PSD. (uO (i) 
^ S f i 
2. 
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We observe that the generation of a secondary neutron bunch will introduce 
an oscillation in the power spectra. If we assume in this example that 
the coupling transfer function and the time-delay distribution function 
are frequency-independent, then Equation (1) shows that the PSD will ex-
hibit a dip which will recover at a slightly higher frequency. 
To investigate this process, several papers on space-dependent ef-
(19) 
fects, like heterogeneous effects, have been published. Hendrickson, 
(20-23") 
Albrecht and Seifritzv ' used the nodal approach of the coupled-core 
(24) (19) 
theory of Baldwin. Hendrickson and Murphy used the zero-power, 
two-core slab, thermal reactor model. This model has been extensively 
(25-27) 
used in calculating transfer functions for Nerva coupled-cores, and 
is based on a modified version of the inhour equations. In the nodal ap-
(24) 
proach of Baldwin, the point-reactor inhour equations were applied to 
each region of the reactor, and the neutronic interactions between these 
regions were described with an additional term added to the inhour equa-
tions, which described the coupling between those regions. Hendrickson 
(19) 
and Murphy obtained, after subtraction of the steady state equations, 
a set of coupled, ordinary differential equations, describing the neu-
tronics behavior in the omega domain. They obtained an expression for 
the CPSD between two asymmetrical points of the reactor, and observed for 
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the UTR-10 coupled-core reactor (consisting of two slabs of thermal, 
heterogeneous, light water moderated and cooled cores, separated by 45.7 
cm of graphite) heterogeneous effects at certain frequencies. Hendrickson 
pointed out that a most prominent characteristic of the CPSD for this 
system was the rapid loss and subsequent recovery of magnitude in the 
neighborhood of what he called the "sink" frequency. This behavior im-
implied that there was very little correlation of the neutron density be-
tween the locations of the detectors at the sink frequency for which the 
CPSD was measured. No phase versus frequency values were given in their 
paper. 
Using a transfer function approach between cores, for which point 
kinetics was implied, an expression for the coherence function (CHF) 
(20-23) 
between "point" cores was setup by Albrecht and Seifritz. 
i i 2 i i 2 
K|S. | + K*|S. I 
CHF(W) = Lr— X 





noise source for region " i " 
arbitrary nodal transfer function 
arbitrary coupling function 
This expression implies that the frequency dependence of the coherence 
function in Albrecht's model is wholly dependent on the characteristics 
of the arbitrary transfer function K(uo) . The coupling transfer functions 
were determined by using the modified inhour equations. The coupling 
coefficient and the time delay distribution function had to be adjusted 
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to the experiment. Albrecht and Seifritz applied this model to the TARK 
(Thermal Argonaut Reactor Karlsruhe) reactor. Their model configuration 
of the Argonaut reactor was a cylindrical fuel shell, where a few assem-
blies were symmetrically removed. The mathematical model for the space 
kinetics behavior of this configuration was set-up by "squeezing" this 
shell into two parallel slabs, separated by an equivalent distance, which 
was adjusted to give agreement between the calculated and the experimental 
sink frequency. Several time delay distribution functions were used in 
their calculations. They concluded that the "sink" frequency could be 
used to determine the mean time delay without the knowledge of the time 
delay distribution function itself. 
The main drawbacks of the nodal models for PSD studies are: 
1) calculations of the CPSD have usually to be done by adjusting 
the coupling coefficient to the experimental results. This is only prac-
tical for a simple geometry, such as a two core rectangular slab reactor. 
2) The model did not take into account the finite dimensions of 
the cores. An arbitrary average distance between the cores was assumed. 
3) The delay time of neutrons and the delay time distribution 
between cores have to be adjusted to the experiment. 
4) The neutronics inside the fuel regions were not taken into 
account. 
5) Only reactors exhibiting a very simple geometry can be studied. 
6) No neutron energy structures were taken into account. 
The delay in the frequency domain, as we well know, can be evaluated by 
-jcu6. . 
j-»i 
e where 6. .. is the time required for neutrons to go from core "j" 
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to core "i." Those delays have to be usually adjusted parametrically 
with the experimental PSD's. Although important parameters as the coup-
ling coefficient could be evaluated for this simple geometry system by 
adjusting the theoretical calculations of the CPSD to the experimental 
obtained CPSD, it only can be practically done for simple systems, and 
assumptions. 
(28-31) (32-33) 
Danofsky and Ebert, Clement and Stacey formulated 
the one-dimensional space-dependent PSD based on modal expansions. Al-
though the application of modal expansions to one-dimensional space-
dependent kinetics has been successful for simple geometries, its exten-
sion to actual configurations of reactors is practically impossible, be-
cause too many modes are required to describe actual configurations, 
especially when one has to extend the model to two- or three-dimensional 
geometries, to asymmetrical perturbances, and to multi-energy groups. 
The question of convergence of the modal solution must be considered, 
and the number of modes to be used for convergence is very much dependent 
on the geometry of the system and the perturbations introduced. 
(34) 
Carter and Danofsky expanded the flux in a series of space-
dependent functions, called shape functions, and time-dependent functions, 
called amplitude functions. A modal expansion based on variational cal-
(35) 
cuius, with the functional suggested by Dougherty and Shen, was ap-
plied to a one-dimensional multiregion case. A separate space-dependent 
calculation for all regions and for each source region was performed. In 
the limit, for infinite small source regions, one obtains the Green's 
function modes. The number of modes that one needs depends on how asym-
metric the perturbation is. Having determined the space modes, the 
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amplitude functions can be determined based on a variational principle, 
as the one proposed by Dougherty and Shen. Carter and Danofsky have shown 
that the convergence of this variational method was superior to the Helm-
holtz modes. 
(28) 
Danofsky extended this work and developed a model for the APSD 
and CPSD studies of an Argonaut type reactor. In his work, a modal ex-
pansion was used to describe the stochastic nature of the neutron flux. 
The PSD's were double series expansions of space modes. The APSD and the 
CPSD between two locations showed a sink of the PSD. It has to be noted 
that in the case of the APSD, the sink showed for a localized stochastic 
absorber, and in the case of the CPSD for space-dependent detector loca-
tions. The results were very sensitive to the convergence of the modal 
expansions. 
Nagy and Danofsky performed a parametric study for a one-
dimensional, two-energy group representation of two infinite slabs of 
finite thickness. The coupling region distance was a variable, as well 
as the absorption and removal cross sections of the coupling media. The 
calculations were performed for a graphite coupling region and for a heavy 
water coupling medium. The sink frequency was found to be quite sensitive 
to the core spacing, decreasing with increasing distance. The sink fre-
quency decreased with increasing removal and absorption cross-section of 
(32 33) 
the coupling region. Ebert, Clement and Stacey ' developed a one-
dimensional model of the coherence function using modal expansions. They 
applied the model to the coupled-core Argonaut reactor and to the Solid 
Homogeneous Assembly (SHA) critical facility. In the case of the 
. 
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coupled-core Argonaut, the cylindrical fuel slabs were squeezed into two 
parallel infinite slabs of finite thickness* The distance between the 
slabs was varied so that the calculated first minimum of the PSD corres-
ponded to the experimental determination performed by Albrecht and Sei-
(20-23) 
fritz. ' The SHA reactor consisted of two rectangular fuel assemb-
lies, 71.2 cm thick, separated by a 12.6 cm thick polyethylene coupling 
region. The agreement between experimental and predicted values of the 
amplitude of the coherence function of SHA was good. The multi-mode 
computations of the various phase angles were however very poor. 
Applications 
The need for better methods valid at higher frequencies has arisen 
from phenomena as the presence of resonances in the determination of PSD's 
Resonances in the PSD were experimentally verified in reactors as TARK 
and UTR-10. Others were predicted using models which required many as-
sumptions (one-dimensional configuration, one-energy group, and point-
reactor approximations). Even for simple geometries, as the coupled-
core Argonaut reactor, the minimum in the PSD could only be determined 
by varying reactor parameters, till predicted and experimental minima in 
the amplitude of the PSD's coincided. 
Besides the inherent interest in the mathematical model "and its 
numerical solution, there are many areas in which the multi-dimensional 
and multi-group PSD capability for highly heterogeneous systems are of 
interest. A short review follows. 
1. Fast Modular Reactors 
In order to minimize the sodium void coefficient of reactivity in 
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fast breeder reactors, several conceptual designs have gone to an approach 
where the core geometries have a large surface to volume ratio. One way 
to achieve this was to go to a reactor composed of modular coupled cores, 
in which the cylindrical core modules were surrounded each by an annular 
and axial blanket zones. 
The advantage of such a system was a more negative sodium void 
coefficient and a better control over void effects in general. In addi-
tion, the spectral and spatial coupling between modules can be adjusted 
by changing the composition and the geometry of the fast core and the 
blanket. 
The construction of a modular sodium-cooled fast breeder reactor 
would improve stability by preventing positive feedback due to sodium 
voiding. This is a serious problem in many current designs for large 
fast breeders. 
In addition, in a fast reactor, the fast core section is surrounded 
by a blanket core, which in turn is surrounded by a reflector. The kinetic 
interactions between the different space points in the reactor are diffi-
cult to predict with existing methods, especially at the relatively high 
frequency end (50 cps and up) of the spectrum. 
(43-45) 
2. Combined Fast-Thermal Power Breeders : 
(43) 
Averyv y concluded that the coupling of a fast core and a thermal 
core within a reactor would enable the use of a beneficial characteristic 
of each core, i.e., the high breeding characteristics of the fast core 
and the long neutron lifetime of the thermal core causing longer time 
characteristics requirements of the control of the reactor system. 
3. Thermal Reactors: 
In large reactors, results of kinetic studies have shown that space 
effects can be important and must be included in the interpretation of 
reactor experiments. In heterogeneous reactors, it has been shown 
that resonances exist in the PSD. 
Multi-module or multi-core designs for reactor systems have been 
designed as the result of potentially improved economics and control. 
4. Nuclear Rockers : 
In the now terminated nuclear rocket program, there were suggestions 
of coupling together several moderate thrust nuclear reactors, in order 
to obtain the desired thrust of the nuclear rocket, in a similar fashion 
as the conventional chemical rockets. 
5. Fusion-Fission Hybrid Reactors: 
(47) 
In fusion-fission hybrids such as the one proposed by Leonard, 
the fusion core was surrounded by a fission blanket. The reference blanket 
was composed of a lattice with niobium clad natural uranium fuel rods, 
one inch in diameter on a seven inch pitch, inside a graphite moderated 
thermal fission region. The presence of resonances in the PSD is likely 




Nodal and Modal Methods 
In order to give a general understanding of the various methods 
available, and the current state of the art, we will review some time-
dependent mathematical models and methods available. 
Time-dependent methods developed to date have indicated the need 
for more and more sophisticated models, both in the geometrical approxima-
tion of a reactor core (multi-dimensional heterogeneous), as in the ac-
counting of the spectral dependency of the neutron waves (multi-group 
approximation). 
The term coupled-cores theory circumscribes a great many different 
time-dependent models. Let us observe that the finite-difference approxi-
mation to the transport equation is a special case of coupled cores: 
indeed each mesh can be considered as a small sub-system, coupled with 
adjacent mesh points through leakage terms. 
A number of investigations have developed time- or frequency-
dependent models for the analysis of coupled core reactors and have found 
such reactors to be inherently less stable than single-core reactors. 
Coupled cores tend to be more sluggish than point reactors. 
In the nodal approach., the reactor is subdivided into a finite 
number of small systems (nodes), neutronically coupled through reactivity 
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coupling coefficients, that take into account the neutron leakage to 
neighboring nodes. 
The point-reactor model is a special case of the nodal approach, 
where the basic assumption is that the time- and space-dependent flux can 
be separated into a time-dependent function and into a space-dependent 
function: 0(x,t) = \|r (x) • T(t). 
A general discussion on the derivation of the point-reactor model 
was given by Henry. The steady state adjoint to the transport equa-
tion is usually used as the weighting function. Since the point-reactor 
model assumes that the shape of the flux does not vary through a transient, 
it is not suitable for studying large size reactors. 
(49) 
The adiabatic model is an extension of the point-reactor model 
where the spatial weighting function is being adjusted at different time 
intervals during a transient. 
The subject of spatial and spectral coupling was first introduced 
in Avery's analytical theory of the kinetic behavior of coupled cores. 
The different cores were usually defined as subregions of the reactor in 
which fission neutrons were born. Avery's equations describe the time 
change of the partial-fission neutron source S.,, given the coupling co-
Jk 
efficient k., and the partial neutron lifetime 1 .. , which is the lifetime 
jk K jk' 
of neutrons which originate in core k and are expected to cause fission in 
core j. Avery's method can be considered as a "reactivity approach." 
The derivation of Avery's equations, starting from the diffusion 
equation and its adjoint equation was later performed by Koma t a .<
5 1 > 
(52) 
Several methods to calculate coupling coefficients between 
interacting cores have been derived. 
Cockrell and Perez and Hopkins derived a set of coupled-
core kinetics equations in which an energy group structure has been re-
tained. The set of equations obtained were similar to the monoenergetic 
derivation of Avery, but with a group structure. A major drawback of this 
approach is that the number of differential equations to be solved is 
2 2 
N G + ND, where N: number of coupled cores, G: number of energy groups, 
and D: number of delayed neutron groups. 
If sufficient accuracy of the method is required in terms of the 
number of regions, a typical problem of N = 24, G = 2, and D = 6 would 
require the simultaneous solution of 1296 differential equations. 
(24) 
Shortly after Avery's work in 1958, Baldwin derived a coupled 
reactor kinetics model for a loosely coupled-core reactor. In his model, 
the coupling term was introduced as an additional source to the diffusion 
equation, that was derived for each coupled core. This model can be 
categorized as the "effective source approach." All neutrons entering 
core j can be considered as another delayed neutron group, whose delay 
arises from a spatial effect. The delay time associated with the transfer 
of neutrons from one core to another is entered explicitly in Baldwin's 
approach. 
In Baldwin's approach, the time-dependent equations were transformed 
into a steady state equation and a frequency-dependent equation (assuming 
small variations around the mean value), using the transformation: 
r A J°°^ 
nr\ (cora ,-t") - nr\ (core ) + ^ U o r e , c o ) e 
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Other models, where the coupling terms were introduced explicitly as an 
additional source to the diffusion or the inhour equations, were developed 
by Belleni-Morante, V Seale, and others. In Schwalm's ap-
proach, the set of equations were 
«L=k> = ha£± „ > , • tf «Jk«; (..*„, > 
+ £ *w cu L* 
iS^^&L^to -X.c^o 
cit 4 l> J ^ ̂  
Those equations are similar to Baldwin's equations but with a neu-
tron group dependency. In Schwalm's work, each zone is surrounded by two 
neighboring zones, and they differ from the usual multi-group inhour equa-
tions through the presence of two source terms (which represent the leakage 
terms of the two adjacent zones) and which have a retardation time between 
them. Schwalm's approach required NG + ND equations. For a problem with 
N = 24, G = 2, and D = 6, the simultaneous solution of 192 differential 
equations were required. 
The derivation of nodal equations from the Boltzmann equation were 
derived by several authors. ' For a more complete review of nodal 
approximations we refer to review papers by Raju and Stone, Kohler, 
Dyos and Heck, and others. 
In concept, in the modal analysis method, the flux throughout the 
reactor is expanded into a truncated set of space functions (modes) 
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H, ("rE), with undetermined time-dependent coefficients T,(t), therefore: 
K 
<J>f?EO = £ Hk(fEt^ Tk(t) 
k=i 
In the method of weighted residuals, T, (t) is obtained by substituting 
this expression into the time-dependent transport equation, followed by 
multiplying it by some appropriate weighting function, then integrating 
over all space, and requiring resulting weighted residuals to be zero. 
Various types of space functions have been proposed. They can 
principally be subdivided into two main groups: 
(fif\—7n^ 
1. Natural modes of the system, which are obtained by 
solving the steady state equations of the system, e.g., inhour modes, 
lambda modes, mu modes, and Green's function modes. 
2. Arbitrarily chosen modes which are usually a selected set 
(71) 
which are mutually orthogonal, e.g., Helmholtz modes. A variant to 
(72) 
the Helmholtz modes is the modified Helmholtz modes 
rs 
k*« 
whose convergence is much improved over the conventional Helmholtz modes. 
In the cases where the higher modes are considerably excited, many expan-
sion terms may be necessary to attain the required accuracy. Except for 
very simple geometries, the eigenfunctions (natural modes) are very dif-
ficult to calculate. If the space functions are arbitrarily chosen, many 
modes are usually needed, even for simple geometries. 
The modal method is in general only adequate for simple 
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one-dimensional linear space-time kinetics problems. The method becomes 
undesirable for complex or multi-dimensional problems, and requires ex-
cessive computer time because a very large number of modes are needed for 
accurate results. For a complete review of modal approximations, we refer 
(73) 
to review papers by Stacey. 
Space- and Energy-Dependent Transfer Function Methods 
In concept, the transfer function method is used for studying the 
reactor dynamic characteristics by correlating the system response to a 
known input. 
The experimental techniques for transfer function determination, 
using modulated sources, are numerous, and date back to the original 
(74) 
papers of Weinberg and Schweinler. 
The nodal and modal methods have been extensively used for the 
calculation of transfer functions. Several calculational techniques 
were developed based on nodal, modal, and finite-difference approaches. 
In Nomura's work, the space-dependent transfer functions were 
calculated using modal expansions for one-dimensional geometries and two 
energy groups. Nomura pointed out that his method may also be utilized 
to determine subcriticality as well as fast and thermal neutron lifetimes. 
In 1963, Seale derived the space-dependent transfer functions 
starting from the time-dependent one group diffusion equations for coupled 
t-h 
cores. For the i core, he wrote that 
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with 
S^(rt)= G-p} vXfc <fc(rt) + ^XjCj , (Ft) 
M 
+ 7. 63—t ^(^t-^O 
J»» 
J** 
Seale expanded the time-dependent variables as follows 
CjU(?Or C ^ m v S"Ĉ .f?»i c
st 
*=.} Co 
where 60.(rs) and 6C, .(rs) were complex quantities. Inserting this into 
the i core diffusion equation, and subtracting the static equations, he 
obtained a set of coupled equations with complex variables. The time-
dependent region coupling terms were taken into account through e. .. 
Over a region with the same characteristics, the heterogeneous terms were 
zero. The heterogeneous character of the problem was maintained through 
the coupling coefficients between the cores. 
Loewe applied the modal approximations to the two group neutron 
diffusion equations for a multi-region reactor, in order to obtain the 
transfer function for an arbitrarily located, localized oscillating ab-
sorber. The solution for the space-dependent transfer function was ob-
tained using Fourier transforms, and expansions of the space-dependence 
in solutions to the Helmholtz modes. The analysis was done in one-dimension 
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Loewe's analysis showed that there was no agreement between the space-
dependent and the space-independent transfer function at relatively high 
frequencies, and this was attributed to space-dependent effects. 
( 78^ 
Kylstra and Uhrig obtained the source transfer function for a 
single region, homogeneous reactor, using the modal expansion technique 
into the time-dependent diffusion equations with Fermi-age theory. 
(54) 
Hopkins derived a generalized multigroup point kinetics model, based 
on the inhour equations, and applied it to the Los Alamos Pulsed-Neutron 
(79) 
Experiments. In those experiments, oscillating deviations from the 
expected monotonic increase were observed in the rising portion of the 
passive-core neutron density response. This coupled core oscillatory 
behavior was largely due to delay-time effects. In pulsed neutrons ex-
periments the phase shift interferences have also been demonstrated due 
to the presence of two kinds of thermal neutrons: those whose origin 
comes directly from the source with attenuation by absorption and leakage, 
and those originating from the slowing down of the fast fission neutrons 
which propagate faster. Under resonance condition this last contribution 
arrives just in phase. This is a phenomenon which arises from the non-
separability of space and energy distribution of the neutrons. Perez, 
Booth, Denning, and Harley have demonstrated this effect for an un-
reflected, prism-shaped, heavy water moderated, natural uranium, subcrit-
ical assembly, driven by a sinusoidally modulated source at the plane 
z = 0. Dips and resonances of the amplitude appeared due to the beating 
of the two waves, and they were a function of the lattice pitch. The 




Cohn, Johnson, and MacDonald applied the Fourier transformation 
technique to the time-dependent diffusion equation, similar to the method 
of Seale. The frequency-dependent equations thus obtained were subse-
quently split into their real and imaginary parts, and were solved with 
(QO} 
the static two-dimensional diffusion code EXTERMINATOR-1 . 
The model was applied to the heavy-water moderated and cooled 
Georgia Tech Research Reactor and to the NORA reactor. The agreement 
between the calculations and the experimental values was good. However, 
convergence of the solution could be attained for two-dimensional geom-
etries only at low frequencies. The convergence rate was also very slow 
even with the use of group rebalancing. 
Poncelet developed an approach for calculating the space 
dependent transfer functions with the added sophistication of the inclusion 
of feedback effects at power. The method described by Poncelet was based 
on two-group diffusion theory and is easily applicable to a multi-region 
reactor. The space-dependent reactor transfer function can be written in 
the form of a set of non-homogeneous, time-independent coupled diffusion 
type of equations. 
(85) 
Bridges, Clement, and Renier extended the zero-power model of 
Cohn, Johnson, and MacDonald with the inclusion of temperature feedback. 
The equations derived Were similar to the ones developed by Poncelet. 
It has to be observed that within the linear approximation, the 
information about the complete set of modes is automatically obtained in 
the methods of Cohn, Johnson, and MacDonald, Poncelet, and 
Bridges, Clement, and Renier. An extension to those methods will be 
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used as basis of the theoretical model presented in this work. For 
additional methods we refer to review papers by Hsu and Mulcahey and 
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The system considered consists of a nuclear reactor volume in 
which are embedded two or more independent detectors of neutrons. The 
following relations are fundamental definitions and formulae used in 
noise analysis and transfer function techniques. 
Correlation Function (CF) between the Responses of Detector 1 (detl) and 
Detector 2 (det2) 
C f (rd«t, ,^.Wi> E*>^ a (2) 
T 
U™ _i_ f M ^ e t . ^ . , ^ - ^x(7actzlEa,t-t> <At 
T_*,oo I T ; 
-T 
where 
D-(T, -E-t) = response of detector 1 to the neutron (or gamma) 
flux of energy, E_ , at detector position, r, ., 
at time, t 
D„(r\ ~E2t) = response of detector 2 to the neutron (or gamma) 
flux of energy, E~, at detector position, r", „, 
at time, t 
t = time 
T = lag time 
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r~ = three-dimensional space coordinate 
Power Spectral Density (PSD) between the Responses of Detector 1 (detl) 
and Detector 2 (det2) 
Fourier transformation of the correlation function gives: 
T 
PSDrrdetuEi^jm.^.coi-ti-m f CFf?dfttl,E,, rd€tlIF2lr) e
 S^ dr (3) 
-T 
where 
U) = frequency 
Auto Power Spectral Density (APSD) of the Response of Detector 1 (detl) 
If F, . = r~, 0 and E- = EOJ i.e., both detector positions coin-detl det2 1 2' ' r 
cide and the detectors have the same neutron energy sensitivity, 
A l W r ^ . ^ c o ) : * PSDfr^.^Faet, , E, , ̂  (4) 
Cross Power S p e c t r a l Densi ty (CPSD) 
I f F d e t l * F d e t 2 a n d / o r E l ?* E2 
C P S P Crj c t t , ^ « /
? c i e t i , E x , o J ^ = PS>D ( f^ e t l , E , , F a « t i i E i . o O 
Normalized Cross-Power S p e c t r a l Densi ty (NCPSD) or Coherence Function (CHF) 
C ? S p ( r c | e t i ,
E » > <:dltl>£^, «*0 
N C P S D ( r ^ , ^ , ^ ^ , ^ (5) 
YAPSDOvteti.Ei.eoy ^ S D ( F o l e u ) f 1 ( W ) 
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Due to the stochastic nature of the different reactions in a reac-
tor (fission, absorption, diffusion, scattering (y,n), (n,2n), etc.), the 
neutron flux is varying around an average value, even if there is no ex-
ternally controlled driving force. 
This stochastic nature of the neutron flux can be thought of as 
being introduced by an inherent driving force. The source of those sto-
(90 91) chastic fluctuations in a reactor can be subdivided into two parts ' : 
1. The single or direct source, generated by Poissonian random 
reactions in the reactor, e.g., neutron absorption, etc. 
2. The binary source, which comes from branching processes in the 
reactor, e.g., fission neutrons from induced fission and delayed neutrons. 
Other branching processes of minor importance are the (n,2n), (n,n'v), 
(Y,n), etc. reactions. The (n,Y»n) reaction in a D?0 moderated reactor 
can be an important contribution to the binary stochastic source, especi-
ally at low power levels and high burnup levels of the fuel. 
(91) 
Saito has shown that, if the fluctuations are of a Markoffian 
nature, the spectral matrix (p (oo) of the binary source is white for a 
"zero-power" reactor. Although the nuclear chain reactions are of a sto-
chastic nature, their effect inside a reactor can be described by the 
Boltzmann equation. 
Assume that we have a reaction of type z, at T , which introduces 
one, two, or several neutrons, nn , nOJ . . . , at positions r" .. , r" «, . . . ' 1 2 r nl n2' 




The power spectral density between detector 1 (detl) and detector 
2 (det2) is 
= ?SD Cw} 
XU.< - > X **„ - * detO . X (•*•;' - • X *»• -*d*t i ' ) 
- PSD 
[ X ("*«: - * * u -* deti) + Y ( ^ - * X- ook - • d e t i ) ] . 
k*u 
LX (-ẑ  -* ^ - * d e t i } * X ( "2-3 -*" 'I- «*± - > d e t i } ] 
U j 
P S ^ f r d « t . i ^ i € t i . ^ = (6) 
fso 
"2. (*<; -*'VV -»deti ").(** -*"*< - V d e t O 
+ ?SD 
PSP 
% (-zt->*r>j ->aetO (z; -* X^p —»atti) 
A. fi 
t^^ 
I faA - ^ X ^ -»detO C-Z-c -*^A' -»det i ) 








c t e d 
terms 
+ P5D 
< 3*^ J 
+ PSD 
XU„- -̂ /v>x -»aeti).X (•*.; -*l-
(v»o -*«AetO 
*• J . • i * 
i** t*j 
+ PSD f 
k^' J**' t*j 
Neutron detectors can be classified into two categories: 
1. Neutron absorption detectors--this type of detector cuts off 
the direct correlation of a neutron with neutrons in the future. 
2. Fission or proton recoil neutron detectors--this type of de-
tector keeps the binary source nature of a chain, because it does not 
remove any neutron from this chain. 
In equation (6), the second and third terms are zero for detectors 
of the neutron absorption type. They are non-zero for detectors of the 
fission or proton recoil types. Neutrons emitted by those detectors con-
tribute to the fission chains. Those terms represent the correlation 
introduced by the presence of one detector upon the other. 
The fourth, fifth, and sixth terms represent the uncorrelated parts 
in the PSD. They are zero for cross-power spectra, and non-zero for auto-
power spectra. 
The first term represents the effect of the binary source (branch-
ing process). From equation (2) it can be concluded that the CPSD elimi-
nates the contribution to the PSD of the single noise source. If there 
is no branching process, the PSD between two detectors would therefore 
(91) be zero, while it has been shownN that the APSD gives a white spectrum 
if there is no branching process. 
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(91) 
Saito has shown that the binary noise spectrum can be rewritten 
as: 
$»<«,, f*<, E 4 . «-> = (7) 
i-K(rv.,it..)I ± vtwt Ifk,,^) <t>(r^) 
where X(E ) = neutron fission spectrum for energy E at position T 
ni ni ni 
v = number of fission neutrons per fissioning event 
-x v(v-l) = average number of prompt neutron pairs per fission 
We will assume that we have neutron capture detectors, or fission 
neutron detectors with a sufficiently small £,. so that the presence of one 
detector will not affect the signal of another neutron detector. 
The CPSD and APSD in a reactor, due to the binary stochastic source 
(inherent source) are 
crSD(rJttl.E ,*!*»,£ . - 0 * (8) 
Ilf^EU^E^^.TlTSEUr^^,^ 
* 3 
"ft'CO \ -PDTMTIJC^ ^\x>t fcV< 
" * » t ' . . \ i . w . , r ^ n •»«•*' M ^ o f ^ t . - * " «"> ' ^ c [ r a t t l ( E
t t t l , w ) (9) 
* 1 1 N * E 9 - »5ttl e"
et,' ~ / tt'ta I *T^T If'(TV) '̂fro *v, 
» 3 3' 
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where 
_ a detl 
T(r.E -*r, - E m) = space-, energy-, and frequency-dependent transfer 
function from position "r". , group "g" energy, E , to 
i . — ^detl 
detector location, r, ., group g, _ , energy E 
at frequency oo 
_ g detl * 
T(r.E -»r, ^E cu) = complex conjugate 
AV. = elementary volume of the reactor at position i 
g — X (r.) = fission spectrum at energy g, position r. 
g' _ £f (r-) = fission cross section at energy g', position r. 




UNC (r", .. E UJ) = uncorrelated part of the auto-power spectrum at de-
tector position r"\ -, neutron energy E , and 
frequency UD. 
Note that the PSD between the output of neutron detectors, located in a 
neutronic system, is not only dependent on the neutron flux, but is also 
dependent on the transfer function of the detector channels. 
If the PSD is determined between the responses of two pairs of two 
neutron detectors, namely a pair composed of detector 1 (detl) and detec-
cor 3 (det3), and a pair composed of detector 2 (det2) and detector 4 
(det4) (assuming that the detectors of each pair are located in the same 
reactor location) , then the APSD of each detector pair is obtained from 
the expressions: 
W^Da*t, ( r < w * '•'*'>= ^Psod e t l ( l e t(rj e t„E
4 e t l ,r c l f c t l rE
J e t:w) 
*™>*« <w*am.-*« " s ^ ^ w ^ ' w ^ 
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In th i s case we also have 
oLet* , _-<Afet* . 
U K , c^t»C T r^twE . ^ s o ^ c d e l l ( r d t t l ( t , ^ = o 
for all frequencies. 
From equations (5), (8), and (9) we can, therefore, conclude that 
the transfer function of the detector channels is not needed only in the 
case of a four-detector experiment and of a coherence function (CHF) 
determination. 
For relative PSD (between the space- and energy-dependent fluxes) 
measurements, only the relative frequency responses of the detector chan-
nels are needed. The usual procedure followed to determine the transfer 
function of the detector channels is based on the fact that the APSD of 
the current of the neutron chamber is constant over the frequency range 
investigated, when the detector is exposed to a radioactive neutron source 
in a non-multiplying medium. 
Time- and Space-Dependent Approximation of the Transport Equation 
The forward space-, time-, and energy-dependent P. equations, 
which will be taken as the basis of the mathematical approach, are derived 
from the Boltzmann equation: 
_ I _ l - Q f r B n t } + SlM$(rtsi±) -v Y t f r f o tyrE-ftO do) 
v(FF) ^ t t K J 
c SOEJIO * f^^si'\(r^-a'^£a,t) tyrE'JVt) 
With the use of the Legendre expansion, the Boltzmann equation can be 
36 
G 93} 
reduced to the time-, energy-, and space-dependent P- equations. ' 
- W r E t ^ -IttrEO 1>0(TEO «• fl%Jr, E ' -E ,0 tfrE't) de' ( u ) 
vfrE) "it Yo 
V<k(fEtj * ^It(rEt)<l>1(FEt)-3^Si(r.E
,-»E.t^1frE'tWE' (12) 
v(r£) ^ t 
PjC?) (f?f(r*\)$B(rZ't-)tf'-\A(T)CA(rft) = ^ Q f f t t ) (13) 
prcmpt «Aela.̂ j«ol exter-tta.1 
S0(rEt)= So(rEt)
r *S„(rEt} * S^rEt, 4) 
Assuming that the prompt and delayed fission sources are isotropic, we 
can write 
S > E t ) r =^(rEtKi-p»NjJ /I f(rE't) <fc(fE't) <il' (i5) 
S.frEt} ' " ^ = J Xjfr) Tftj (rEt, Cd frEti ( i 6 ) 
a 
S J r E t W o 
where 
0_(rEt) = isotropic component of the directional flux 
0-(rEt) — anisotropic component of the directional flux 
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To develop the multigroup equations, the isotropic and anisotropic com-
ponents of the flux are written as 
CrEt) = <|>.Vt) VY.VFE*> for E, cE i E 3 t , 
<J>, (7EO =. <t>,3frt̂  ^ ? ( ? E t ) for E, < E 5 E ^ , 
(92) 
Stacey has shown that the use of spatial- and time-dependent weight-
ing functions in defining group-averaged nuclear constants introduces 
several additional terms into the P_ equations. The importance of this 
has not been established in our study. We will neglect those terms and 
assume that: 
$.frEt) = <j>.Vt) ? (E , <E^E3+l) 
$>(fEO = tfirf) 3"(E. <E s E„tl) 
Then the forward P equations (11-16) become 
-^<fcs(n)-i?(rO$,Vo +I^"*3trty $'(?t) en) 
+ Se'(Tt) - J— V-tflrt) 
v'ho 0 t 
VtfCrt) + B^frOty'frt) - 3Yi','",,3f?0 ^Vrt) (is) 
-_ - J _ ̂ _ cfc'frt) 
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Pa ft) I * V ( r t ) &'(rx) - xaif)c<* ^rt^ = ^ c<*CFt) (19) 
3' 
S0'frt> = S?(rty * S0£rt) * So (r t) 
e*terv©.l 
S? frtiff""ft = * ' f v-pm^I * If'frO tf frt) (20) 
3' 
s^rty"1*^ „ £ ^ fci ( r t ) Ca ( T O (21) 
d 
It must be noted that the anisotropy of the scattering cross section, 
l£ (r"t) , is important only to the extent that the flux is anisotropic. 
Sl 
As far as the scattering is concerned, the contribution due to I£ (Tt) 
b£ 
is only important as far as the flux contains a significant component of 
the same order. The elements of the group transfer matrix, of order & , 
for scattering from group g' to g, are defined as: 
At >w(t) l.n (E'-*9) ..-,, I A*1 fit M*)\ 
* - * l = • - ^ — — * 
/y»(E^ at 
3 
Those group elements can be obtained by the use of codes such as SUPER-
(94} (95} 
T0Gv J or AMPX.V ' As stated in SUPERT0G, the energies at which the 
scattering is isotropic in the center of mass system can be obtained as 
follows: 
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ST <9 -»3 ' *) T g 
J^ 0£ s. cr where g ' a r e a l l the s ink 
3 ' 
energy groups to energy 
£ ĉ  _ ^ < T - " rr °* group g 
3' ** 
The generation of the cross section in Chapter V shows that the scatter-
ing is not isotropic in the center of mass system for energies in the 
fast region. The reduction of the time-dependent Boltzmann transport 
equation to the time-dependent diffusion equation through the P.. approxi-
mation requires the following assumptions: 
1. Neglect 60-, (xt)/ftt (time derivative of the anisotropic flux) 
2. Neglect £)S(xt)/bt (time-dependent sources, e.g., fission, 
delayed, scattering, external) 
3. Isotropic sources 
4. Neglect P~ and higher scattering order. 
(3) 
Megreblian and Holmes have shown that, assuming a time-independent 
source, and retaining b01(xt)/bt, for a one-energy group, homogeneous-
material case, the P.. approximation to the transport equation is the well 
known Telegraphist equation 
3JD V _ $Ut) + -L( i + 3DI<J 1~<$Ut) (22) 
= DVrup(*t} - X ^ c ^ t } * SCO 
where 
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In the case of a time-dependent source, it can be shown that 
for a one-energy group, homogeneous-material case, the P- equations become 
3 P £ . (J>(*t) +JL/1* 3DSO^-cft*t) -(23) 
V ^t 
For the special case, for which the following assumption is made 
a'-*3 /K3' \! ^r^""**' 
iii-3c*)^c^ - i i r ' ^ ' ^ 
V 3' 
for any g and g', except g = g' 
where 
R'-*g 
Zo = anisotropic scattering from energy group g' to g 
bl 
0!* (xt) = anisotropic part of the flux at energy group g' 
We can rewrite equation (23) in energy-group form as follows: 
lS>l 3l $*(*t) +-i_(in^)i^t) (24) 
M 3«- t̂*" v
3 "^ 
Mi Ot 
where * V * 0 -- * ' £ "*f ̂ < > ^ f I * f ^ * ^ 
3' V 
S'frt) * * 5 £*o 
extecttaA 
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Comparing this with the time-dependent diffusion equation, 
J_- ̂  <J>*C**) = E> 3^$\*10 - I * < ^ C * ^ * S3C%.t^ (25) 
v* ̂ -t 
reveals several differences: 
1. an additional term involving the second time derivative of 
the flux, b208(xt)/bt2 
2. the alteration of the coefficient of the first derivative of 
the flux, 60fg(xt)/bt 
3. additional terms due to the first derivative of the source in-
troducing terms, which are dependent on the first derivative of the flux 
of other neutron energy groups through the source terms. 
It must be observed that the coefficient 3D /v appears in all the 
terms in which a difference exists between diffusion and P approxima-
tions. We can rewrite this coefficient as 
3D* - L . - v9 
»> ^ %* 
= to (26) 
which can be considered as the mean neutron transport time of neutrons at 
g 
energy group g. The physical significance of T~ is that it describes the 
time delay between the cause and effect at two different space points in 
the reactor. 
It is a well known property that an instantaneous source immediately 
produces a perturbance at all points in space for the diffusion approxima-
te 
tion, since the P- equation reduces to the diffusion equation for T° = 0. 
For the diffusion approximation, the propagation velocity of the disturb-
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ance is infinite. Using the P. approximation, it can be shown ' that 
the P- approximation exhibits the phenomenon of retardation due to the 
introduction of the second derivative in time of the flux. This second 
order derivative in time gives a wavelike behavior to the flux, while 
the first order derivatives in time give a residual disturbance. Morten-
(97) 
sen and Smith have shown that the P approximation is more accurate 
than the diffusion approximation for high frequency waves. In the deri-
vations of the P equations for heterogeneous composition systems, it 
will be shown that several additional leakage terms are present which are 
dependent on 3D /V . In order to follow the different terms of the P.. 
equations, we rewrite equations (17) and (18) as follows: 




3frtY+ 3 t» I t frO tffrt) - 3 t 3 Y ^ $ , ' " *
3 f r ^ 4>,*V»-0 (28) 
V 
= - £ M -2 Q__cfiYfti 
v'f io r^>x 
Stochastic processes introduce small variations of the flux around the 
mean. Therefore, we can write 
$'frO» <fc?fa + 3*.5frt.) 
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Switching from the time domain to the frequency domain with a Fourier 
(97) 
transformation, and using a method similar to that of Mortensen and 
others ̂ ,81,84,85) = 
• . V m = <&'(>) + TckVroo} t
J<** 
<fcVrt> = fc'to + S«|>3(7W) *
i W t 
where 6^5(fU)) and 6-0f!r(ru)) are complex variables. 
They can be represented by: 
s^Oco): s<p.RV*a v j stfv.-) 
s^o^o = y '̂fn-i M s ^
r v ^ 
After splitting the P. equations into their steady and stochastic parts, 
we obtain: 
e.-vq^to -H 3 t , .^^(o cJ>,Vn (29) 
3' 
-*,v#^3 - *,Tt'to tffr} ̂ J r ^ c * ) tfco (30) 
3' 
3 
+• «s S0 (r} s o 
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and 
e, VStfCru* + i ^ t ( ^ 5<t\Vru») * ^ , tffa 5"ItVc-0 (3i) 
* t > I I*~*\r> Sa?*'(r«^ - u ^ ^ ' f f ) TV," V - } 
= - £H _3 ,UJ TCfcVruO 
N/Vr) 
- * , 7r<f>,
5(ru,) - * t T tV> *V(rw} -*,. S2t
3fo-} $ 0V) (32) 
v * ^ X ^ C t O S ^ W ) + A j ^ Cfc'ftO S Y ^ V u O 
5 ' 3 ' 
+-*H SS0(ru/> =. OKZ _J vco S^o fr<*0 
In contrast to the energy-independent case, these group-dependent 
equations do not yield Fick's law immediately, because of the presence 
oUg _ (98) 
of Z£ (rt). In the time-independent case the usual assumptions are 
bl 
IJrE'XlUrE') = I^(T^) <J>0fr̂  + (E'- ̂ )3_ [^(rF) (|>0frE)] 





It has been shown that, in order that those approximations hold, we 
require that: 
1. Many collisions must occur during moderation, i.e., the moder-
ating medium must be a heavy mass material. This condition is certainly 
not fulfilled in water. 
2. The cross section can change only a little in one energy group 
interval. 
We will develop the time-dependent equations based on two different ap-
proaches, depending on the following approximations: 
i) yjE'I^M'-^Xt.ftrE't) =|a«'ISi(T^-»E') <fc(rEtj (33) 
The integral is therefore independent of energy. In neutron energy-group 
form we have that 
i s^'co tffrt) *2*r3 ,fr)*.V) (34) 
We also have that 
Tiller) rSjfo 
V 
where the g' are the sink groups for g. 
We therefore have 




Z^ « S* for any g 
bl t 
and g, except g = g' 
If we apply assumption 1 to the steady-state P. equations, therefore 
assuming: 
I S ^ c o tf'fr) =2 I ^ ' m tffr) -- I5',(r> tffr) 
we obtain 
<J>>) = - p'fr) t, v<&30) 
where 
D8(r) -
3re0E!(f) • 6 , ^ E j f
8 ' ( r ) ] 
L f c 2 ^ t w " *3.z_ "S, 
8 
For the frequency-dependent equation, we get 
Sq>,Vrwi --
- e'p,f* n f . 'M - h *»™ v^ m 
i + eH ^ 1 o'fr) t + i4 lAii. o'fr) 
M*(D v'cn 
Combining the P equations (29 and 30) gives, for the steady-state equa-
tion, the usual diffusion equation: 
«*,*.. ̂  D V T ) V $.' (0 - «,. 1^ (r) $?Cr) (35) 
3' 
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and for the P.. equations (31 and 32) in the frequency domain 
«> *>v ^—tr v Jq>0 ( f u° (36) 
vVO 
- ^ Sl^CraO <tf (O * ^l i^\)^<\>U») v tf'to ^1* '"* W ] 
* * H 3 s 2 f r u O * * 5 ^ SfcVruO 
vX^O 
Splitting the frequency-dependent P.- equations into their real and 
imaginary parts gives: 
*,£., V P R 3frc) V S ^ ' f r - ) -^.t.VO^frco) VS^'fTu.} (37) 
+ Alt, V P*
3fr") SO^fr-i^^p) -*vt,'«3P
T,fr^.YoTV?<-)^>^ 
- * , i 3 f o S ^ ' C R O -=ll4
>o,fr) Ti*3(i^j 
y y 
* *^ ^S 0 \<*uO -v *5 _OJ " S * ^
3 ^ = c 
NiVr) 
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o<^*V O^iTu,) VSty^CTu,) + ^ E . V D ^ V ^ V S p ' V u O (38) 
f>3(o 
y 
+*> J <f>o3'̂ ) S ^ ^ ' f r i O * * H JSoVw) 
where D8Cru)) = DRg(rU)) + J D I s ( r u ) ) 
^ v p'fo 
P (rco^ = , (39) 
D \fw) = v^CQ 
i + r eh •»" o ^ n l
1 
L O0r> J 
(40) 
Assuming that the cross sections are frequency-independent, zero-power 
reactor assumption, and splitting the P.. equations into their real and 
imaginary components, we get: 
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« v £ > V 
D*(0 *3 
"t^°,fi 
* 5<fc V w } -<»5t M ^ o V-" ) <41) 
R3'. 
+ ^ 3 / 1 ^ ( O ^ 0 frw> + ^ CO0 fruO 
+ *, e v — s V*ft) ^ -oW 
L v f̂O J 
and 
* i * . ^ 
\>Vr) * * / , r 3 , 
\ +\ e 
L M^CD J 
V yc()0 ^<y> - d^I t fr} 5<f>o ̂ (roo) (42) 
*w o'fio* 
5' 
- * » * i ? ^fa 
1 + [ ^ ^ 7 - o'fol1 
L oco J 
vVr) 
or 
*x et V D ^ W ) v S$Hr»n - ^ I * fo ^ V c o ) (43) 




* ^ VP^frco) V ^ V ^ O - * * I ? t o S<f>o
r*Cru0 «*> 
•v-^Y l ^ V ) ^ ^ ( M -v-<s SSo^fru,} 
3' 
^ ^ e ^ D ^ c - } ? ^ * * ^ - «5 i=i_ S^fruO = ° 
We observe that these equations are different from the usual form of the 
diffusion equation through the presence of additional leakage terms from 
the complementary energy. 
The prompt and delayed sources can be calculated as follows: 
5S? fr^f,wrt = r?m (v - ptffl l „ i f f r> Stf'ft-.-) 
and 
<̂  oieLo-^edl 
or for the prompt sources: 




T3(r~) = T^CO (i- (U<0)^ ylj'fiO S ^ V " ) 
•J 1 
For the delayed sources we have 
SS^™ a ^ \A(rt^W ^ ( T U . ) 
and 
SSoVuO z £ XjCO "T^to S'C^Cr-) 
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From the delayed equations we get 
X^(r) S Q V C ^ = 
p d ^ ^ l ^ I J/If CD S^WuO 
^ 
jco + \ ^ (70 
or 
x > SclV^ , M ^ > L Xam^Vfto stfVuo * ' 
«*', 
3' 
* 3 ' 
+ <o£ *I f
30O ^ o CrcJ) 
x2 fr> Scj'fc* = pam^fto [ XjcoJ. Îffio s(p.
rV) 
eo^+XjCrt L 3' 
- 0,^ * I f fr) S^C*- ) 
3' 
3'. 
These delayed sources can therefore be incorporated into the frequency-
dependent equations through additional fission terms. 
It must be observed that, in the solution of the equations in the 
frequency domain in two dimensions, third dimensional buckling corrections 
are required. These buckling corrections are represented by two terms: 
*» • Bi*tft*» 
^V^M 
L xPf?) J 
and 
*3m»W „ t ^ , 
>^%-^H 
.Bi StfW) 
for the real part of the frequency-dependent equation, and 
D'fo ,x3, 
l + [ £ ^ ^ l 
^ ^ 5 t o V ) a n d ^ 7 n p W 6- stf >*,, 
1 +I> ^VT 
for the imaginary part. 
Next starting from the multigroup P equation, we remove the re-
striction that 
JdE"l$iCr,E'-E,t)^frt't)~- TSi frt) 4>,C?Et) 
i.e., reversibility, and we apply assumption 2. 
Assuming small stochastic variations, we obtain for the steady-
state part 
C&'frj .- t>V) V-»3 *1' e,?<fc?to + - i t j ^ i ; ' m tfoo 
and y 
- * , V ^ f r ) - i ^ f o tffa + « > £ i C 3 ^ <t>'fr) 
V 
We a l s o have 
fc'fo* P'frl 
«_^«< 
- e, V ̂ '(r) + •»«» ^ i j ~ ' V> ty'fo 
Assuming that |l§ s| «|s | for all gT and g, except g = g', we obtain 
bl fc 
<tfdo=, t>V> |-evVcf0Vf) - 3c3y D ' t a l ^ W ^ / f r ) 
3' 
After elimination of ̂ ?(r) we obtain 
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- * x ^ f a <fc?fa + «*£ ̂ '~*\r0 ̂ '^ "" ̂
 S° (^ =° 
We can observe that, in order to obtain the steady-state diffusion equa-
tion, the following assumption must be made 
I i^ 3oo t fa = J XT^ 4>l7) 
3' V 
We subsequently get 
4>,Vr) = L . £lv4>.Vn 
3 [ I? ( f ) -6 ,1^ (Ti] 
and 
«, t i sj ! 7 tfM - *x ll O) # 0 0 
3[l t 'Cr)- t j I ^ r t ] 
w^I^O) tf'fi +*A'(rtM 





• * eH 1 ^ - &'fr> 
v^C?) 
- e . ^ T ^ f r c u ) 
- 3 ^ 5 l ? - f ruO tffo + 3 t ^ l j ' " * V ) T t f ^ u O 
a' 
-*t>}> S I ^ V ^ J 4>,
5'̂  
3' 
For a "zero-power" reactor and for binary noise , we can say that 
*$!{(?«*} 5 o a/* A 0 1 . faui} • 
We therefore get 
5<fc*£tt->s 
t>Vn 
i + tffr) EH ^ 





wnere *̂  v. ^ -
•>[ifr)-vrw 
Simi l a r ly 
s<f>,5V?«> , o
vto 
- ^ $fe **•> 
-fe^^'froO 
(46) 
» - 2 2 




\ + £i 15 oV) 
v̂ . -e.Wfrw) 
DV;) 
3' - £M ^ D ' f t vVr) 
r r~e, V StffruO 
We also have seen that 
-o^S^Or.^ -^.It^^oVr^ 1- «^Yl'o~*\r) 'Sti'tT** 
v^r) 
Combining the two previous equations gives 
*» t , V 
PVr) ^ / _ 
» + £n ^ L D*fr) 
.<77CJVfrco} 
M ^ 
PV) *'-»3 3'/^ ^ , cn _ ^ ^ 
i + e4 l i£_ 0
5fa 
"3 M^Cr^ 




-±,n (n ^ ( ^ + ̂  Y K"*^ s # v*o 
3' 
Oft) 
We therefore get 
<*, £v 7 P Y r c o W 5 < [ £ f r a , > - « fc X t ' f tO S<fc?fr*0 (48) 
• * - * * 
V * ^ e ^ V P ' f M 3 I s , <*0 D V ^ S7 T<k3(7u/) 
y (continued) 
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*->J I * " * \ f O S$? ' f r ^ + *H TS0
3 f r w ) ' - « s ^ — Y t f f r u O = p 
Let us def ine 
E^Oco) 
D f̂a * V * x3, 
» + *M ^ r N O^CT) 
v ^ O 




D I s(ru)) = 
1 + [* f, *» J 
- e 4 ^ »
g ( r ) 2 
V g 
1 + 
30) g — . l ' 
Le4 ^1 D *<*>J 
and 
3<|>?frw = S^JVw) 4-j S<f>o VuO 
After a few manipulations, we obtain for the real part of the frequency-
dependent equation 
«i £, ̂  D*V«> V S^Vc-o - *i,%, 5» o^Crco v y^Vru,) (49) 
^ . ^ ^ [ D ^ M T J ^ ' M D*5VTM 
r 
- DTafrM^?;"*
3ffl ̂ W j v r4>**'(tto 
(continued) 
- * i t EV e3 ^ V [ D*'frfc» ^ " " V ) 0
X*W«o) 
3' 
+ T>r*(™ T J ' V ^ D**fr«0 V T^VuO 
- ^ t ^ j t f V u O + i ^ I ^ V ) ^ ^ 
3' 
* *4 *S**CruO + * 5 co_^4>0
X^(r^ = © 
and for the imaginary p a r t 
*x e ^ D ^ V r u a V ^ I
3 ( r w ) *• « v t l V O
r ^ r ^ ^ jq>^(ru>} (50) 
4- 3M, £, E> J V [ V 3 O c ^ 5 s ^ V r ) D*%u>> 
3' 
- Dr*froO l j " \ n D^Vruo]? y ^ V r c ) 
+ 3 «, e. e3 Y V [ o^fru,) Ss . ' ^O) P
X*V-0 
"5' 
•̂D f̂ru,) IS^V} O^Vn-)] ̂ ^
VCr^ 
- d ^ f o J^Vro-i + «^l^(r) J f̂lruO 
3» 
* * 4 5 * S o * ( ? ^ ) - <*5 <*> ^cpo
 3Crco) = o 
v^Cn 
We observe that the frequency-dependent equations (43 and 44) for assump-
tion 1, and equations (49 and 50) for assumption 2, cannot be solved with 
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conventional finite difference equations, based on the diffusion equa-
tions, because of the presence of complex leakage terms. 
Stochastic Power Spectral Density 
We have seen that 
SS0
5(r^ = S S j W r o , " r \ SS . \« - / t V a v J . SS0
3 ( ^ " t e r - t t l 
where the subscript "O' denotes that the fission neutrons, the delayed 
neutrons, and the external disturbance are assumed to be emitted isotrop-
ically, and where 
SsJ f r^^^S r?tr>(x-(i(n)Y i/if (10 s*tf'fruo 
a' 
^hr^u^,\\^r,](f) cicn-) 
For a unit source at space point r"' and energy group g , we have 
V C I A e*ter«r»«A. - ^ 3x <-,. x ^ t 
aS;(Fe^ c 7S SCr-rO 3 f^ -^ r ) 
where 6(*-r*') = 1 if P = F1 
= 0 if r / f 
BCg-gj) = 1 if g = gj 
0 if g ^ gT 
Using equations (43) and (44) and (49) and (50), we will set up the ap-
proach of calculating the transfer function T(fEb«-f E6 ) based on assump-
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tion 2. The derivation of the space-, energy-, and frequency-dependent 
transfer function equations based on assumption 1 is similar. We have 
previously derived the complex expression 
*, Et V DVfW. V rcf>?O-u0 - <*,. 1.1 (r) S^J* fn*o 
^ **. £» ^ T V D'frw) 2 | | " * 3 fr> D*VuO V VCp^Vru.) 
+0^7 i£"*9fo s^'fruo + dHys2(^) - o(5 ̂  ^.Vruij 
If we only consider a unit source at energy-group g and at space-variable 
r"' , we obtain 
«,£, VDVT-CO^ V S T f l " ^ - * ? ^ , ^ (51) 
+ **, £, E3 Y VD^frai} I ^
3 f i O D^Wo V J T f P ' ^ ^ r«3\o0 
a' 
-* i^J?(r ) 5T(f^ x -* 7*3,0^ - w ^ T ^ ' " * ^ ^ ( f 3 l - ^ | W ) 
**M X \ r > d - p ( f ) ) 2 . *2r fa S T ( r ' ^ ^ F ^ » 
+ X*X SCr-r') S ^ ^ O = * 5 i ^ S T f r ' ^ - r ^ ^ 
VVT) 




Lk3O*0 = *>6| VD^C^oo) V 
Lk^^TV) = 3«x,£vej VD
3(rc*o Is*'"*
3to D*'crfcOV 
3' PFy^f7««3= «., * V ) (*-pw) ^2f M 
EL*'"*3fr«) » Lk^-Vruo*. ̂ 1 ^ ( 7 ) * T>«U5«J*'"
3fr-0 
+ VF^treo) 
Equation (51) then becomes 
Lk* (rw) + E L ^
3 f f w ) -0^,1^(0 -«. ^L 
V^r) 
STfr'^-^,*/) 
^ f L 3 ' - ^ * - ) Vrfr, t-*F3\«o 
3r + V r ^O-rO.^-sO =o 
or in matrix form 
[M^T^].[sTfT'—r,wJ= - [yc-f)].^
1] 
[jTCT'-r,*,)). - [ M ( T T W ) ] [5(T-ro)[Ax] (52) 
It will be observed that, in the numerical approximation, each element in 
the above matrix is a sub-matrix of size; i.e., number of mesh points in 
the x-direction times number of mesh points in the y-direction. 
Assuming that the sensitivity of neutron detector 1 (detl) at 
space point r", _ is in energy group g, - (and similarly for det2) , we 
have for inherent binary noise, that the cross-power spectral density 
between detector 1 and detector 2 is: 
CPSD (̂ .t.,"̂ *̂ .̂  * (53) 
V f r ^ ^ n ^ I f f r ) ^ 
Reactor ^ 
or in matrix form 
[cPso(rd<tl,raetl.««> (54) 
f AT [ST ( r - raett, J . [sTfr-* rdetl, w l ^ ^ l / f r ) f'frj] 
Reactor J1- V 
or 
[cfsof ̂ eti^eti'*^] = (55) 
/cAr [^frr^cuf^^r^.^J |lfrr^ l lWiJ^(r.^.tt^| 
Reactor 
^ ( O ^ K ^ r i l f C O ^ CT) 
Only for very simple geometries in one dimension could this matrix 
be solved analytically. The numerical solution for two dimensional ap-
proximations will be derived in Chapter IV using a cascade block-tridiago-
nal iteration method combined with a constraint over-relaxation technique, 
For the sake of better understanding of the stochastic behavior 
of a neutronic system, due to space-dependent inherent stochastic fission 
sources, we will derive a simplified set of equations for a case with two 
neutron groups (fast and thermal), no upscattering, fission introduced 
only by thermal neutrons, prompt fission neutrons born in fast broad-
group only, no delayed neutrons. 
We obtain for the fast broad group: 
Lkc,tao STfr»—r»,co) - «z * * 2 t M W 5 J to ytOj STfr
1!—rvo 
i - * i 
+ EL fr~) ST(r»~*ri,uO ^SO-rD 
for the thermal broad group: 
LkW(r«-> STfr'i -.T»,«i -(^x5tW«»-J^jJ STfT ' . - .n ,^ 
l - * Z 
v U , " * l ( 7 ^ S T ( f * , - > f l ( ^ -v- ^ Y S t STf?s — r i , w j = o 






•STft.', -T>,U,)] / [ EL^'frw) ̂ ^ ' f l 
STfri-^r^oO = p-fr-*")*•* ̂ if *co (57) 
-*3l'JALk
t0(7co . S T ^ ' I - F ^ + («x̂
Jfio + «s^y) 
.(l.kU3fr*0 S"Tfr»» - n ; u ) + U
!^ l(Ko ST(T"I-*>7I,UO) 
/[^I^EL^'C*^ -^I^O+^gJfi.Z^ftO^, ĵl 
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We rewrite equations (56) and (57) as 
5T(r ' i -+T\,UJ) - (58) 
Sfr-rO («,. l^CT) + * s ^ _ j * U^k(?' i -*T»,t^ 
UeMoî  (ruO 
5T(t\ -+Tl,oo) ^ (59) 
5 ( r - f ^ <*3 ^*"**"Cf) + Uo-kfT
5'* - • T i . w ^ 
Decern irco") 
where 
Denom1-*1 (ft)) = E L * " * ' ^ ^ ^ ( T ) - ^ " Z * V > + K , J ^ J (*, t j f o + * 5 ^ ) 
l-*2 ,_ Denom (ito) -ijI^EL^'fru* -(«^W*5^V«*^W*S^) 
Leak(r ' l -r l ,cu) = - k w ^ j J t L ] L k 0 ) ( T ^ . ST ( ? ' I - » ?M,UO 
v v̂ )y 
+ Et-^'fruo LV*\7io ZT(r\ -~?\,u>-) 
l—*i 
Leak(r ' l-r2,o)) = - ^ ^ ' ( 7 ) Lk^Crw) S T (7'\ - ^ F i , u / ) 
V^3J( 
^UxT^}(n -t * 5 Â L V ^
U J f r « ) STCVs - * M % U / > 
+ Lk (VuO S T ( T \ - ^ ^ , U , ) \ 
We also have that, for the inherent binary noise (assuming that the fast 
fission neutrons are born in the fast broad group) 
PSD ^Ji€t»,^«letx ^ t , , ^ . ^ =/> ^(r^rAui w<$
60> 
Reactor 
r<^, . JV. S T ( n -+7i*tr W i ' ^ P^T>I f fr) <P (r) 
Let us compute the thermal - thermal and the f a s t - t h e r m a l CPSD's. The 
express ion for the the rmal - the rmal PSD (PSD between the thermal response 
of d e t e c t o r 1 and the thermal response of d e t e c t o r 2) i s 
1 , 1 
P s o ( i W . . r «->« (61) 
=JAc ST( Ti - * i j c t i a lWf • 3*T(n -*r^tl i , ^ i7n^TTlf (^Cf>% 
^e«.ctor 
^fdr [sO-<^etl) 3"Cr.- .̂t0 <*3 '̂C O-UtO *» ^ C ^ ^ O 
R e n t e r 
1~*V 
i—*a„ +• V-eaMn — r<Actl 2 , ^ S(r-r a e t^ ^ 3 2 ^ 0 ft\*ttO 
V leakf r s - * r a e t v i , ^
f . UcJ* ( r » ^ ( ^ 2 , ^ 1 
iTT^T i J V ) <|>U,(r) 
V — * • * 
/ Ue-Ao^ ( ^ e t i ^ J • Ue."\o-Y* ^ c t a ^ O 
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(99) 
This expression is similar to the one derived by Ebert 
although the terms, Leak (rl-*r", ,2,0)), are complicated functions of local 
leakage, isotropic, and anisotropic leakage scattering. The meaning of 
the different terms is also different. 
The first term is always zero for a CPSD., and non-zero for an APSD 
only if the detector is located in a fission region. This term is 
frequency-dependent through the denominator. In the case where the CPSD 
is determined between two detectors belonging to the same detector pair 
of a four-detector system, the CPSD is non-zero only if the detectors are 
located in a fission region. The second term is non-zero for the CPSD and 
APSD if detector detl is located in a fission region and is frequency-
dependent. The third term is non-zero for the CPSD and APSD if detector 
det2 is located in a fission region and is frequency-dependent. The 
fourth term is always non-zero for the CPSD and the APSD. 
In a reactor with a material and geometrical symmetry, and with 
detectors detl and det2 in symmetrical locations to the symmetry axis, 
we have 
Le<xkfri -*Hietl 2,w) = Leak (7;^ 1 -^r^%jmx ,cu} , 
where r is a symmetrical location to r, 
sym J ' 
and since 




we have, therefore, that PSD (f\ . f~ „ 0)) is real. Thus 
detl det2 
the phase is either 0 or f 180a. This characteristic will give an idea 
of the relative error introduced by the numerical approximation of the 
model, when the reactor exhibits a material and geometrical symmetry axis, 
and the detectors are identical, located in symmetrical locations. 
The expressions for the fast-thermal PSD (between the fast response 
of detector 1 and the thermal response of detector 2) are: 
^"'Vw'.iet.,^ (62) 
a j d r 3"T(n — Q e t l , , ^ * , 3 T ( T W ^ c t l * , w ) *w=0 i JV) <J>°ta 
= / dr [3(^-rdct^ J t r - ^ ^ L ^ f r i . ^ ) -*s i £ \ 
) 
" ^ " ^ . t i ) 
KfccLCAoC 
+ S(i--
V Leo^k (?» -*> r ^ i, tJ) S"[r-?^et l) «•> X . ( ^ t i ) 
&>/-x rk<D + Ucxk (rt -* rj^ t v \ , u/)*. LecLk(Tv-*-?^etZ! 2.,^)) x/6>-0^Lf (O $ 
/ [De'vio^1"^1 (^i€ti• e*/) * De^ow ^cUtr ^M 
(r) 
Similar conclusions can be reached for the fast-thermal PSD as for 
the thermal-thermal PSD. However, for reactors with a material and geo-
metrical symmetry axis, and for the detectors in symmetrical locations, 
the phase is not zero. 
In the case of a totally homogeneous, infinite large reactor, we 
have for the thermal-thermal PSD 
P * D 1 , l ( T « a c t l , ^ f t t x l a , ) = 
r±r ^fr-r^/) 5(r-cActQ *3^s0 fatt.)^\ <nutx) 
v-r* - i - * i 
S0 (^Afctt ) *t> ^-s 
Rector T ) e ^ o ^ ( c ^ t i 1 * ^ * • Decern ( f ^ e t t 6 ^ 
* ^^TT I f } (c) C^fr) 
and for the fast-thermal PSD 
p 5 > D , A ( r < i e t l l r d « t l l t « b -
|df l^r-TW • ^Cr-rĵ O (*^;^**.-J - «* y ) ( r J 
^ . l - H , _,-&) .fr), 1 
*SSo fritto tt^rlf m $'fa\ 
Reactor 
/ Oe^cm ^rJetv ^ ' ^*'v>0'vv> f r ieta. ^ J 
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The thermal-thermal CPSD is therefore zero, and the thermal-thermal APSD 
is non-zero. That the thermal-thermal CPSD is zero was to be expected, 
because no space-dependency is expected in a total homogeneous infinite 
large reactor. This reactor behaves precisely like a point reactor. 
The fast-thermal CPSD is non-zero, and presents the coupling be-
tween the fast and thermal broad groups. The phase of the fast-thermal 
CPSD is: 
CO 
ocrc t 3 » , _ % TTO-) Mir— *sct'/ 
V kilt) *t tact) 
for an infinite large, homogeneous reactor. The same conclusion was 
reached by Ebert and Ackermann, Nieto, and Akhtar, for point reactors 
The numerical solution to the multi-dimensional, multigroup PSD's due to 
inherent binary noise or external disturbances will be sought in Chapter 
IV. The numerical approximations were performed for the two approxima-
tions to the anisotropic scattering in the P.. equations. 
In Appendix A we have derived the frequency-dependent equations to 
the three dimensional P approximation. They were found to be equivalent 
to the frequency-dependent equations derived from the one dimensional P.. 




The objective of this chapter is to describe the approach taken 
in solving the partial differential equations, which describe the auto-
power spectral density (APSD), cross-power spectral density (CPSD), and 
the coherence function (CHF) for a reactor and which have been described 
in Chapter III. 
Several authors have applied the use of Fourier transformations 
in solving partial differential equations for kinetic models. Johnson, 
/Q 1 \ 
MacDonald, and Cohn have calculated space- and energy-dependent 
transfer function and noise using static diffusion codes. They encoun-
tered instability problems in the iterations scheme used in the nuclear 
code EXTERMINATOR-II. ' Due to convergence problems, they could treat 
only two dimensional problems at low frequencies (below 40 cps). At 
higher frequencies, their approach produced a totally unstable iteration, 
and no solution could be found. Even at frequencies of the order of 40 
cycles per second, a two dimensional, two neutron group, single transfer 
function calculation took approximately 200 to 300 outer iterations for 
each frequency, whereas the steady state, two dimensional problem took 
only approximately 30 iterations. 
Bridges and Clement ' applied the Fourier transformation 
to the solution of the space- and energy-dependent response to a pseudo-
random external binary source, using a space- and energy-dependent model 
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with temperature feedback, developed by Bridges, Clement, and Renier. 
While the time-independent, one dimensional, two energy group model using 
the Gauss-Seidel iterative procedure converged in less than 20 iterations, 
the numerical solution to the time-dependent numerical model (one dimen-
sional, two energy group, single transfer function with feedback) was 
much more time consuming. A typical calculation required 1,500 outer 
iterations per frequency, at a point convergence criterion of less than 
1.0E-5 and required as much as 30 minutes of Univac-1108 time. 
The numerical approach taken for a two dimensional, two or three 
energy group, multi-transfer function calculation of the PSD, CPSD, or 
CHF in this work was a novel cascade multi-line block-tridiagonal method, 
in which several adjacent energy groups and several adjacent rows were 
solved simultaneously or with inner iterations. This method was combined 
with a complex constraint overrelaxation technique and with different 
types of rebalancing accelerations. 
A single frequency case for a typical 70 x 20 mesh, two broad 
energy group PSD calculation took approximately 10 to 50 iterations per 
transfer function calculation and required approximately four to five 
minutes cpu on a U-1108 computer. It seems that this technique gave a 
stable convergent iteration, and it was used for frequencies of up to 900 
cycles per second. It should be noted that, for the calculation of a 
PSD, the calculation of many different weighted transfer functions was 
required. 
In order to reduce the computer time requirements and to acceler-
ate convergence, the partial inverses of the block-tridiagonal matrices 
were saved on random 10 (Input-Output) devices during the first step of 
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the iteration of the first space- and energy-dependent transfer function 
calculation at a given frequency. The partial inverses were subsequently 
used in all the space- and energy-weighted transfer function calculations 
needed in the determination of the power spectral densities at a given 
frequency. The partial inverses of the block-tridiagonal matrices have, 
therefore, to be determined only once for each given frequency. 
Note that, since the frequency-dependent fluxes are complex, the 
real and imaginary parts can be solved simultaneously using complex 
numbers arithmetic or sequentially, in which case the real and imaginary 
parts can be looked upon as separate energy groups in the difference 
approximations. 
In the description of the different iterative methods and the 
different balance acceleration techniques which were used or experimented 
in the determination of the power spectral densities, the simultaneous 
solution (real and imaginary) and the sequential solution (real, then 
imaginary) were implemented. 
Difference Equations 
In this section, the basic finite difference equations will be 
developed for the solution of the partial differential equations obtained 
in Chapter III. 
A two dimensional difference solution, with a third dimensional 
axial buckling correction was sought. The two-dimensional reactor geom-
etry can be an x-y, r-z, or r-9 geometry with zero, reflective, or cyclic 
boundaries. The five-point difference equations which were obtained are 
different from the five-point difference equations used in normal diffusion 
73 
theory, through the introduction of additional complex leakage terms. 
A similar technique to that found in EQUIPOISE^ ' and TWENTY 
GRAND codes was used in setting up the necessary difference equations 
in two dimensions. Parts of the following derivations were taken from 
Greenspan, Kelber, and Okrent. Let us take an x-y geometry in which 
the x-dimension was subdivided into JMAX mesh intervals (columns) of length 
Ax , Ax-, . . ., Ax . .., and the y-dimension into IMAX mesh intervals 
(rows) of length Ayn, Ay-,, . . ., AyTMAy -,. We therefore have subdivided 
the reactor into IMAX x JMAX cells. Let us take a cell at location (I,J) 
(Figure 1). 
Let us consider around the mesh point (I,J) the four volumes, V1, 
V„, V», and V, (see figure) and let us define E 1 as a nuclear con-
stant for the region described by mesh lines I-l and I, and by J-1 and J. 
We now convert VDV into a numerical expression following standard 
procedures over the volume circumscribed by I-l and 1+1, and by J-1 
and J+l. 
f[(%^ Dk i^V^ .^U j iw} cU ^ <lx = 
v 
fff +/f[ +fff 'Iff 
V v t v* ^ 
We a l so assume a "cos B z" dependence of the f lux and cons tan t m a t e r i a l 
q h a r a c t e r i s t i c s in the z - d i r e c t i o n . There fo re , 
ffV^ D f i ^ a O ^ $U*cS) v-UcUj 
s 
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*->,)-» X-1.3 I - i , j + i 
< I 
5I-»,)- I * r - i , j 
^x-i 
»* 3 2 
A 
Vl v, 











1 * 1 , J-l X-H,J X-fi^J-fl 
- A X 3 - i *" 
Figure 1. Mesh Cell in Rectangular Geometry 
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Applying Green theorem and noting that: 
ds = + ds if from outside to inside 
ds = - ds if from inside to outside 




Applying a first order approximation in the expansion gives 
- f VU^% $Ui~) As,. 
s, 
D s , fe^+t l ^ l i * \> s * w ( J " • i . i 
^TI-I .J * i - * i -v- ^ r - \ , j ^x-»-j — - — — 
l ^ j * J ^ i - i 
-/t>(^«o) v*<K*y^v^ - fvu^**^ $(+**>') ^ ^ , 
**3-*- "\r«-
r« rr rr 
Similar expressions can be obtained for , , and , 
S2 S3 S4 
Observing that the line integrals D(xy)V ^(xy)dS,. = 
t> c x jr^y 
J D(xy)V 0(xy)dS„ _ and that x ' similar relations held for 
S9-3 
x " the other line integrals, we obtain the numerical equivalent in 
J — 
first order approximation of VDV0. In order to comply with the first 
order approximation, some restrictions on mesh spacing have to be followed. 
This will be more closely studied later in this chapter. For some boundary 
conditions, the line integrals do not cancel each other out and the 
contribution of those line integrals will therefore have to be taken into 
account. 
After a few manipulations we can write 
(fV%) V(^c^) %^ $(*^ui) <Ud^ - (63) 
0 0 3T.3 ^ r , ^ + ©^r.3 ^ I H . ) ^ 0 H E i J ^X.J-I 
*•»»>*,) $1-1,3 - [ ^ ^ r l 3 *0<UX|i ^ t ^ r . j v D o i J $ r j 
+> i-\ine X^"te«>ira.Ls 
where 
*5« 
D P z E i J ^ P I > J M ^ i = i _ ^ P r i J _ ^ _ 
^ r . o -- D,.,,,., - ^ t t i . * W , > , - ^ _ 
hK. 
1 ^ x - » 
k*j-
l ^ t - i 
(64) 
Let us now evaluate the line integrals for the different boundaries. We 
assume that the boundaries are at mesh lines J = 2, J = JMAX-1, 1 = 2 , 
I = IMAX-1. The lines J = 1, J = JMAX, 1 = 1 , and I = IMAX are, therefore, 
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fictitious convenience mesh lines. 
For example, for the right boundary (J = JMAX), we have 
DI-1,JMAX-T °> DI,JMAX-T °' and DI+1,JMAX-T °' *»»"fore 
0" lr, 4Mtt.l = ^.JrtM-l ^*WM»-X 
i ^ t 
W ' l r . j M W . , - ^ l - . ^ H N x - x ^ ^ + D I ) J H M l - i J g i L , 
» K M « - 1 ^ N l M I U - l 
^ ' T , J M M - , =• V l . J -
 b j M W - ' 
i M h X - V 
1 ^ r - i 
p 
All l ine i n t eg ra l s cancel each other out except ' and 
P °S9-3 
1 and o the r s . x / W A V N-
o c (JMAX-1) 
S7-9 
X (JMAX-1) ' 
After a few manipulations, it can be shown that those line integrals 
contribute to the leakage through the boundaries and that the leakage 
terms for vDv are: 
Right boundary leakage ( .} - JMNX-\} ; 
IMMI-I 
L. ^ I , ) M M l . | ^ t . i M U - l 
lax 
Left boundary leakage ( 3 = 2.) : 
I M M - I 
\ p°Vx $*iX 
3 ; l 
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Top bounda ry l e a k a g e ( X =. 2.} '• 
•JMM.-1 
£ POi^i &.J 
J=x 
Bottom boundary l e a k a g e ( I i l M l \ x - \ ) •. 
.>t*\f\*-i 
> ^ ^ 2 . 1 ^ ^ . , ^ c f I H ^ x - l ) J 
3=2-
Next, we convert TSp into a numerical expression, similar to the one used 
for VDV$: 
JJIU^^MA*4 »j^ - ^ + /r */7 
5M 
In first order approximation, we get 
s 
or 
s L ^ 
I T , ***" ^X-l + I T ^ M ^ r . 5 t &*.» &Y *-T-1,.)-i + ^-X>3-i Jj *• ̂ -tj -^p 
(66) 
^ 
Using the approximations described above, we will set up the proper 
difference equations corresponding to the differential equations of Chap-
ter III. 
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Using the relations previously derived, we obtain the set of 
difference equations. (It has to be noted that all coefficients are 
space- and frequency-dependent, and all fluxes are frequency- and 
transfer-function dependent.) 
LKf»D)*'i*K -LK(oo^'JK ^ [LKCOE)*'R K (67) 
- L K < ° * C « ' - , K ] - O ^ r , , . * $rfJ.« -0°* r i i ) K fiAK 
- - oU - * i 
r , i , K 
^ X . i . K 
LK^°^;r,K
 + L K ^ ^ r ' , ^ +3I[LKf0*^'.!.K'. 
K' 
L K C O ° * ! U ' - » J ~ ^ 5 t , u ty*^ -T>t>«r.,.K <f>*fl/ 
c*t l V x V ^ T c e « J. • 
V ZTrX,,,K-,K 4 W *2.%..>.K-»" I W V j . H = "S i S — ^ 
K' v r . j , K 
with 
LKtoo££K -O0,J l j R ^ 1 > K *002*J#K C 
°^L« <tC-.,« *t>°'rli.K^-..>.K " [ ° ^ U * **°*L,K 
^ ^ L . K ^"'r,, ,* 
* K R X 
^ . 3 . 
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+ ^X .J .H ' - , * * O S « ! L K > - « ] ^ " , K - I 
where 
DR =
 D I , J , K 
1 + e r 3<D T 
3u) fTi v2 
Dx _  - * V ^ < W 
I J J ' K , r 3ou „ ^ 2 
1 + : € , T: DT Tr 
^ V I , J , K X ' J ' K -
D 0 3 ^ = P * * &*!•» *- P R t ^ (71) 
l & X v j I ( W j 
= .J,K r , j . i l K ~ I U X , J , K — 
2 a ^ t 2 6 ^ x 
" • ^ r . J . K ' x - i . J - l . K — ' ^ * , J - \ K 
O D * ; * - v>*r ^ u _ ^ p R r k*3-» 
r i i , K " ^ C - I , J , K ^ X - \ , i - v , K — 
l ^ x - , » i T , . | 
D 5 W ' ^ K = ( 7 2 ) 
_ R _ t . J , K ' - » K R r V P . 1 , K ' - » K t 
- K ' 
K, «'->K 
R •S.J.K'-^K I x _ I , j , * : ' - » K « 
V X > J . K ^ 0 , . , .K' * P t A K I s , P . J J J K . 
<>"?. „'-« = Kl * K'-K ^=i- * »*" K'-« ^iL_ (?3) 
X, J, K -*K X - » , J , K, —*K *•,^, K -+** K 
r M - . R x r ^ R t &*i-i n c R r k * J 
^ ^ J . K ' ^ - " r . i - . ^ K ^ " * ^ r , . X - « Y ^ 7 
D E H ^ ^ K , T>S** ,_> K ^ K ^ * O S
R ^ > ^ K * 5 * _ r , J , K - » K x - » , j i , * - * * ^ % J X ^ - I . K ^ K i ^ j . , 
r » c * r n c ^
r &*J n c 1 ^ 1 A*J-1 
Dt,^.^« = ps*-'->.'<,-,«^r, ^^--'^'^Ta^r 
Dos t i i i K = Tt
1'^ - P ^ B l 
» w t , U •• P r , J l K
 8 % 
where TrT , = isotropic sca t ter ing 
1 , J , K -'K. 
S , = source generating neutrons in energy group K, due to 
1 , J , K -Ms. 
reactions in group K 1 
In the case where we use assumption 1, as described in Chapter III, we 
set DS* . „, „ = 0 and DS* _ „ , v = 0 for all I, J, K, and K'. 
1 , J , K ~*K 1 , J , K —*is. 
One-Line, One-Group Numerical Solution and Balance 
Accelerations 
We have derived a set of difference equations, which can be written 
in matrix form as [M][0] = [T ][0] + j - [F][0] + S. 
The formal solution is: [0] = (M - T - \~ )" S. 
Matrix M couples points in energy at one space point and it has 
the transport coupling between adjacent points in space, primarily at 
one energy, but also from the complementary energy (using the Fourier 
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transformation definition, we have that the complementary energy for the 
real part of the flux is the imaginary part of the flux, and vice versa) 
through the leakage terms. 
The size of the matrix (M - T - X F) is generally far too large 
to be solved by a direct inversion scheme such as the Gauss reduction 
technique. For a typical problem of 68 mesh-points in the x-direction 
(JMAX), 20 mesh-points in the y-direction (IMAX), and three energy (KMAX) 
groups, this would give a matrix of size N by N where N = IMAX x JMAX x 
KMAX x 2, therefore, 8160 by 8160. The inversion would require approxi-
3 11 
mately N (5.4 x 10 ) complex operations. Each operation associates it-
self with a round-off error, and the propagation of the round-off error 
through the computation tends to contribute in giving a divergent solu-
tion. 
In the inversion of matrix M, in general, an iterative process is 
used. Two very widely used techniques are the one-line, overrelaxation 
method and the alternating-direction method. 
Johnson solved a similar set of difference equations using a 
one-line, overrelaxation method (with the use of the code EXTERMINATOR-
(82) 
II ). The space distribution for the "j's" (x-direction) at one "i" 
(y-direction) and at one energy group was obtained by solving a tridiago-
nal matrix with diagonal dominance. The source matrix consisted of fis-
sion, scattering, external source, and the leakage terms due to 0_ - T T. 
' ' & rI+l,J,K 
and 0 . After each tridiagonal inversion for a fixed I and K, the 
I-1, J ,K 
fluxes were successfully corrected using the overrelaxation expression 
it ^t-1 « ,jt* ^t-1 
*I,J,K=CK-+e<'i,J,K-*W> 
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where t = iteration number 
0 = value of 0 at iteration t, after overrelaxation 
1 , J ,K 1 ,J ,K 
P = computed value of 0 after tridiagonal inversion and 
± ,J ,K 1 , J ,K 
before overrelaxation 
3 = overrelaxation coefficient. 
In this method, always the latest values for the unknown fluxes 
were used. Johnson encountered instability problems in this itera-
tion scheme, mainly due to poor coupling between the real and imaginary 
parts of the fluxes, the presence of the flux vector in the second, 
third, or fourth quadrant of the complex domain, and the nature of the 
overrelaxation expression. The behavior of the overrelaxed fluxes away 
from the real axis tended to introduce corrections, whose relative error 
tends to amplify through the iteration. Through the use of group re-
balancing, a more stable system was obtained. However, for two 
dimensional, two energy group problems, the iterations still tended to 
become unstable at frequencies above 40 cycles/second. 
Bridges also solved a similar set of difference equations, 
using an iteration process without overrelaxation correction. The prob-
lem solved was a one dimensional, two energy group problem with feedback. 
The space distribution at one energy for both the real and the imaginary 
part of the flux was obtained by solving a tridiagonal matrix in the com-
plex domain. The iteration scheme for a one dimensional problem was very 
time consuming and required as much as 1,500 outer iterations for a single 
transfer function calculation with feedback at one frequency. No calcu-
lations were performed at higher frequencies (above 10 cps). 
One of the causes of this very slow convergence is that, in the 
transfer matrix of a multi-group and multi-dimensional technique (such as 
the usual one-line, one-energy overrelaxation technique), the elements 
representing group-to-group transfer require off-diagonal elements on the 
side opposite to the down-transfer elements (by "down-transfer" we mean 
from higher energies to lower energies). 
In the one-line, one-energy overrelaxation technique, the solution 
of a tridiagonal matrix gives the values of the fluxes simultaneously along 
a row at one energy; while the inscatter, outscatter, fission, external 
sources, leakage from adjacent rows are being handled as external coupling 
terms, which are held constant while the fluxes along the row are being 
solved. Superimposed to this, one can use many additional techniques such 
as group-dependent and/or space-dependent scaling which rebalances fluxes, 
alternating the direction of iteration, inner iterations, etc. 
Since the fluxes are usually solved group by group, starting with 
the group of highest energy, we find that the in-transfer source into a 
lower group is due to the transfer from groups of higher energies (and/or 
the real part of the flux), for which the latest estimate (current outer 
iteration) of the fluxes is available, and also due to the transfer from 
groups of lower energy (and/or the imaginary part of the flux), for which 
only the fluxes of the previous outer iteration are available. 
For multi-dimensional problems, we have in addition a neutron im-
balance, within the energy group, due to the leakage terms in the finite 
difference equations. The difference equations are solved by tridiagonal 
or block-tridiagonal inversion in one space direction (e.g., x), usually 
for increasing mesh numbers of another space direction (e.g., y). The 
"within" group in-transfer sources due to leakage are from lower mesh 
numbers of y and are based on the latest estimate of the fluxes, and from 
higher mesh number of y, based on the fluxes of the previous outer itera-
tion. 
We know that this can lead to a poor neutron balance and for each 
group and for the overall system, especially when sharp gradients (energy 
and/or space) of the fluxes are present. In the case of power spectral 
density calculations, the nature of the neutron waves, especially at 
higher frequencies, brings with them high gradients. While at lower fre-
quencies, a disturbance in a part of a reactor almost instantaneously 
propagates through the reactor, a disturbance at higher frequencies 
(smaller wavelength) will undergo higher attenuations in space and, there-
fore, will generate higher gradients. This neutron imbalance can lead to 
very slow convergence, or even to instabilities of the iteration scheme. 
An attempt to overcome this was first attempted by Tobias, Vondy, 
and Fowler. Tobias included a method which forced a neutron balance 
between groups. Group-dependent "driving factors," Tr, were found by 
multiplying all the fluxes in an energy group by D in the difference 
equations. By setting one of the driving factors to one, all the other 
group-dependent driving factors were found by elimination between the 
difference equations. 
In this manner, group balances were forced at each outer iteration. 
It must be noted, however, that at an intermediate stage during an outer 
iteration, these balances do not hold. Tobias et al. concluded, from 
experimentation with this method, that this group rebalancing does not 
gain very much in speed of convergence for non-cell calculation, but it 
was found useful for cell calculations, primarily for those in which the 
groups were poorly coupled. In this case, the speed of convergence was 
greatly improved. A similar technique was used by the two dimensional 
diffusion code, EXTERMINATOR-II. ' In this code, a complete sweep for 
each energy group for each line was performed, using line-overrelaxation. 
After the completion of an outer iteration, the fluxes were rebalanced 
using the driving factors. As mentioned previously, this scheme did not 
prove successful at higher frequencies, mainly because of the neutron 
imbalances during the course of an outer iteration. The imbalance at a 
certain energy group and at a line propagates itself through all the 
following line iterations of the outer iteration, and this causes insta-
bilities at higher frequencies. Also, the possibility exists of spectral 
neutron imbalance. 
Another attempt to overcome this imbalance was the incorporation 
of a group-independent up-scatter scale factor as in the DTF-IV code. 
The fluxes were multiplied with this scale factor, which is defined as: 
t*r 1 1 V < ( 9 , + tt
3Frtr) 
T — 3 _* 
9-"3 M/ t ! > &, w a*) tiw?i+ *3pitr) - Tr™(4>;; - «vK 
where Q = fixed source into group g 
o 
X F = fission neutron into group g, due to fluxes obtained in 
previous iteration itp 
Tr8""*8. = self-transfer into group g = ) Tr8""^. 
up,i e gT=e;-l U p» 1 
V. = volume element at mesh i 
1 
0 . = flux at energy group g, mesh i, outer iteration itp. 
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An extension of this is the use of a group-dependent flux scaling factor. 
The group-dependent scale factors, with which the fluxes were multiplied 
during an outer iteration, were defined by 
f ^ v<c9, * t t y
t f )  
3"" i v, f9s + •& F
rtr) • > r 3 f < ; - < M 
It should be noted that these group-dependent scaling factors did not 
scale the fluxes of those groups where no neutrons were born, and that 
they produced a balance in each group. At the completion of an outer 
iteration, however, the overall system is generally unbalanced, since part 
of the fission sources and the up-scatter sources are calculated based on 
the fluxes of the previous outer iterations, and the remainder on the 
current iteration. As was done in ANISN, this suggests the need for 
rescaling of all groups with group-dependent scaling factors at the com-
pletion of the current outer iteration. 
We performed extensive experimentation using the group rebalancing 
and the group-dependent scaling factor techniques in the numerical solution 
of the multi-dimensional power spectral densities. Although at lower fre-
quencies, improvements in the speed of convergence of the iteration scheme 
were encountered, no stable iteration was obtained at higher frequencies. 
As we mentioned before, similar difficulties were encountered by John-
(81) , _ . . (101) son and Bridges. 
Another technique with which we experimented was based on an ex-
tension of a method developed by Engle. While the group rebalancing 
technique developed by Tobias et al. was based on correcting the 
fluxes with a group-dependent, but space-independent driving function, 
the rebalancing method of Engle was based on correcting the fluxes with 
group-dependent and space-dependent driving factors. He implemented this 
in the usual discrete ordinate inner iteration (inner iterations at a 
neutron group are necessary in transport calculations because neutrons 
may scatter from any angle to any other angle, and the flux in all angles 
is unknown at the beginning of an iteration) of a special version of the 
ANISN code, and demonstrated the effectiveness of group- and space-
dependent scaling. As the dominance ratio (ratio of the number of par-
tides that collided in the n iteration to the number that collide in 
the (n-1) iteration) approached unity, the rate of convergence de-
creased rapidly. A fast improvement in the convergence rate of the inner 
iteration was encountered over the standard iteration, and even over the 
Chebyshev acceleration. The same method is applied in DOT-III, 
which is a two dimensional transport code. 
This method was extended to the outer iteration computations of 
the PSD's in order to accelerate convergence. In a manner similar to 
Mynatt et a l / 1 1 0 ^ and Tobias et al.,' ' let us write the balance 
equations. At the end of an outer iteration the balance equation for the 
space volume defined by mesh (I,J), for energy group K, can be written as: 
\T** * V-X^ +- L T ^ +• L T ^ (76) 




LI = leakage into space volume defined by mesh (I,J), at 
i,J ,K 
energy group K, at the end of the n outer iteration 
L0T = leakage out of space volume 1,J ,K 
EI,J,K=ZI,J,K+Z V + ° t h e r S 
K1 
S , = external, fission, delayed, and scattering sources 
1, J 5 Js. -*K 
into group K, due to reactions in group K', at the end 
of the n outer iteration 
0 = neutron flux at mesh (I,J) for neutrons of group K, 
i,J ,K 
at the end of the n outer iteration 
f* "5C f~ 
S = external source at mesh (I,J) and neutron energy 
i,J ,K 
group K. 
After multiplying the fluxes with space- and group-dependent scale fac-
tors , we obtain 
*^.i+'»K L I ^ ^ , j H . -fx,j,K
 LO?,i,v< " £-r,j,K TrlJ/Vc 9r,j rK 
+ ̂ f x . W r̂,j,K'-->K *" SV,J,K = ° 
K' 
A set of difference equations is therefore obtained, with the scale fac-
tors f as unknown. Each difference equation has the characteristics 
I,J,K 
of a five-point difference equation. The solution for f can be ob-
i,J,K 




At the i iteration for f we can rewrite equation (77) as follows 
I,J,K 
fr.3-..« L lxV>,« * f*,^,K ^ ; , ^ K - fi.3.K ^r,,.K <*8) 
- 2-r.^K ^ . ^ K ^ j . K ~ ~Z.fX,J,K' 5>x,j,K'-*K 
K' 
LT^ - f* LT^ - S e % t 
• + I,J,K
 ULr+v,i,K ^ ^ , J , K 
-•T 
In order to be able to use a standard iteration technique, the f in 
i ,J ,K 
the right hand side of this equation were taken at the previous (i-1) 
iteration. Therefore: 
th 
r* *•' \ -rfrx V* \ T'Y> rA l rP (i Q ̂  
tX,3-l,K LIl,j-l,K + r i , H K LiI,j+\,K "^I.^K UI,J,K W ; 
£-Tt±,K 7X,3,K. TT,j(K - " £_ T T,J,K; ->!,.*,K'-*K 
*.-! A-\ e*t - f ~ ' IT1* - f ~l LT^ <V 
I'M,* UI"T-\,J,K TX+\,3,K X4-\,J,K " ^ T ^ K 
A one-group, one-line overrelaxation scheme, with P = 1.0 was 
attempted in order to obtain the fT v . This iteration on the scale fac-
i ,J ,K 








^ 0.001 for all I, J, K. 
f-Vi 
The fluxes at the end of the n outer iteration were thus corrected by 
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L0 ,_ = summed leakage s ,c 
F„ . = summed fission sources 
S = summed fixed sources 
ht = fixed source scaling factor 
A similar method of fixed source rescaling could be applied in the itera-
tive process of the power spectral density calculations. We do not know, 
however, the relative merit of fixed source rescaling as compared to the 
frequency-dependent flux scaling rebalancing schemes that were described 
earlier. 
Another acceleration method with which we experimented in the PSD 
calculations was based on inner iterations with or without acceleration 
by rebalancing at the end of an outer iteration step. 
The usual one-line, one-energy overrelaxation method is based on 
solving a tridiagonal matrix in order to obtain the values of the fluxes 
along a row of points at a particular energy, while the inscatter, fis-
sion, and external sources, leakage terms from adjacent rows, are being 
handled as external coupling terms. After the solution of the tridiagonal 
matrix, the fluxes along the row and the energy group were overrelaxed. 
The identical method is then used to obtain the fluxes along the same row, 
but at a higher energy group. This process is then repeated for all energy 
groups. The method is then applied to the next row, etc. Always the 
latest values of the fluxes are used in the computation of the external 
coupling terms. The inner iterations acceleration consisted of perform-
ing the iteration with one of the following schemes: 
1. between all energy groups, at a particular row 
2. between all energy groups, and between several rows, which are 
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adjacent to each other. 
This was done until an inner-iteration convergence criterion was met. 
The inner iteration criterion 
X/vw»«r =• Wot* 
M^I.^K ~ T X.^K 
for any J and K at a particular I 
where 0 ' = flux at mesh points I,J, energy group K at inner itera-
1 ,J ,K 
tion i, at outer iteration n 
KMAX = maximum group number 
IMAX = maximum number of rows 
is considered to be the only reliable one by which the iterative process 
can be terminated. The inner-iteration was considered to be converged 
when e. = 1.0E-3. However, the inner iterations were also terminated 
inner 
when the number was greater than an inputted number, generally 10. 
Following scheme "1," we solved for the fluxes along row I = 2 at 
energy group 1, then along the same row 1 = 2 , but at energy group 2, etc 
and finally we solved for the fluxes along row 1 = 2 , but at energy group 
KMAX. This same sequence for row 1 = 2 was then repeated for all the 
energy groups at row 1 = 2 , until the inner-iteration criterion was met. 
This was then followed by finding the fluxes at row 1 = 3 for all energy 
groups following this same method of iteration, then row 1 = 4 , etc. 
After IMAX rows, we have completed one outer-iteration. This method of 
inner-iterations following scheme "1" was found to be helping somewhat in 
accelerating convergence, although the convergence was still very slow in 
the computation of the PSD at higher frequencies. 
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In iteration scheme 2, we have used the same method as described 
above, except that the inner-iteration scheme was extended to include 
several adjacent rows. Figure 2 shows a schematic flow diagram of the 
inner-iteration, and Figure 3 the flow diagram of the outer-iterations. 
In experimenting with this method, it was found that, after completion of 
an inner-iteration scheme, the convergence could be somewhat accelerated 
by starting the next inner-iteration scheme at a row that was already 
covered in a previous inner-iteration. This method of inner-iteration 
following scheme "2" was found to be accelerating convergence appreciably; 
however, the computer time needed to achieve convergence was not neces-
sarily reduced. At high frequencies, convergence was not always achieved, 
and the convergence rate was slow. 
Tests of this method have shown that appreciable imbalances are 
being generated not only through external coupling terms from adjacent 
groups, but also from space points. At high frequencies, in the determi-
nation of the PSD's, high gradients of the waves were encountered, which 
amplified those imbalances. Attempts to achieve acceleration by reducing 
mesh spaces (therefore increasing the number of mesh points) by a factor 
of four were not successful. Further reductions were not attempted be-
cause of the increased computer time and core required. 
The failure to achieve a stable iteration scheme pointed to the 
following changes to be made : 
1. Concentrate the calculational effort on the space distribution 
at either one-energy in the complex domain, or at several energies in the 
complex domain. 
(7Z^ 




Figure 3. Outer-Iteration Flow Diagram 
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2. Improvement of the one-line, overrelaxation method or the 
alternating direction method, with or without overrelaxation. 
Constraint Overrelaxation in the Complex Domain 
In order to avoid complications due to bad initial flux guesses, to 
poor coupling between neutron groups, and the nature of the flux (complex 
domain), the overrelaxation formula had to be restrained similar to a 
method used in the code CITATION. Additional restraints had to be 
imposed on the overrelaxation adjustment of the complex flux. After an 
inversion (tridiagonal or block tridiagonal) in the complex domain, the 
computed fluxes were adjusted through the following overrelaxation rela-
tion 
<fcn* < & - , • P ^ * - < & * - . ) (80) 
& - e , +pV4>tT -<P*-0 -Pxf«tf-4C-0 
<K - «*_, v p*cic - <£.,) «• P1 (<ic - <.,) 
or 
where 0 = real par t of corrected flux (through overrelaxat ion)at 
i t e r a t i on n 
.*R 
0 = real part of calculated flux at iteration n 
0 = imaginary part of corrected flux at iteration n 
.*i 
0 = imaginary part of calculated flux at iteration n 
(3 = real part of the overrelaxation coefficient 
(3 = imaginary part of the overrelaxation coefficient 
For most of the iterations used for the determination of the 
space- and energy-dependent PSD's (CPSD, APSD, and CHF) in two dimen-
R 
sions, the 6 was started at a value of 1.5, and subsequently reduced 
R R R I 





















for any I ,J ,K 
for any I,J ,K 
No significant improvement in the speed of the convergence of the itera-
tion was found by using values of B different from zero. Subsequently, 
all runs were made with B kept zero. 
The following relaxation with the appropriate constraints similar 
to the relaxation restraints of the code CITATION were used, for 
both the real and the imaginary parts of the complex flux. 
If m 






* > ; . , 
~ \ - P ' -/< C 
<&, yl, 
with the r e s t r a i n t s that 
«*c <(i>: <n^^<-o 
H - <C , then ft = . <£_, * (>«(<£_, - * « ) + P ^ - <f)*f) 
A 1 
T * \ - 1 —•^"&H&-£)< 
with the r e s t r a i n t s that 
*•(-<**., - q O <-<** *«4> 
or • - . • « £ . ) < « _ * " 
Note that the calculated real and imaginary parts of the flux 
.*R *I 
(0 and 0 ) were obtained simultaneously in the cascade inversion of 
n n J 
the block tridiagonal matrix. However, for the case where |3 was kept 
zero, the overrelaxation of the real and imaginary parts of the flux was 
independent of one another. 
Figure 4 shows the overrelaxation scheme for |3 = 0, y = 1, and 
a = 0.5. In this figure we have plotted 0 10 - versus 0 10 n 
n n-1 n n-1 
where 
0 = overrelaxed flux at iteration n 
n 
* 
0 = calculated flux at iteration n after the tridiagonal or block 
tridiagonal inversion 
This scheme applies and for the real and for the imaginary parts of the 
frequency-dependent flux. 
•p 
It is well known that, if (3 is taken too low or too high, the 
T> 
iteration scheme is very slowly converging. Usually (3 was kept between 
Figure 4. Complex Constraint Overrelaxation Scheme 
approach taken by Bridges (solving real and imaginary parts of the flux 
simultaneously) indicated that the emphasis should be put on the calcu-
lations of the space points simultaneously at several energies, in the 
complex domain, and simultaneously for several rows. 
One-Line All-Energy Groups Method with Constraint 
Overrelaxation 
Let us rewrite the set of equations (67 and 68) in matrix form for 









TL X , J * i 
T L I , J = * 
TL X,J 
B L r . j c i 
SL i , J 
T L I , J M U ^ T ^ M A , * 
(81) 
W^W"-*!-!, J M * * 






^ I . I M M 
wh ere M , 0 , TL , BL , S are sub-matrices. 
J. j J JL ,J J. ,J J. ,J JL ,J 
Matrix MT, represented by its sub-matrices M , is a block-
J. J. jJ 
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tridiagonal matrix, with a band of non-zero elements of width equal to 
3 x KMAX x 2, the length of the band is equal to JMAX x KMAX x 2, the 
2 
number of elements in this band is JMAX x KMAX x 12. The number of ele-
ments (zero and non-zero) in matrix M is JMAX x KMAX x 2 . For a typi' 
cal two-dimensional (JMAX=68), three group problem (KMAX=3), and for a 
single row (I=constant), the number of elements in the block-tridiagonal 
band is therefore 7,344, while the number of elements in the matrix M 
is 166,464. 
The sub-matrices 0 arid S are represented by: 
1 } J -L , J 
^ = 
<l£,J.K.. 
^ J . K M 
<tiU„ 
!rr,i,Kt-Mv*. 






The sub-matrix TLT is of size 2 x KMAX by 2 x KMAX and is represented 
R I R T 
by the elements DDl-j. j R, DDlI j R, DE1]. j K,_+K» DEl]. j Rl_+K which were 
previously derived (equations 71 and 72). The sub-matrix BL is of 
size 2 x KMAX by 2 x KMAX and is of the same form as the above matrix 
except that DDl is replaced by DD2, DEI by DE2. 
The solution of the flux along one line sweep is therefore: 
or 
K]f>l] = f-»-x BL 
N s h l ' k ^ 
nftx-, 
$ r - H 
*<K-




After the solution for the real and imaginary parts of the (JMAX x KMAX) 
energy-dependent complex fluxes was determined by finding the inverse of 
M through matrix factorization, they were overrelaxed as described pre-
viously. A revised source was subsequently calculated and the solution 
for the next line was determined. 
The indicator that an iteration is convergent can be shown to be 
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During the calculation of a transfer function, the iterations were moni-
tored by computing 
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The indication that an iteration was convergent was taken to be e ^ < 
e ? . After the first 20 iterations were completed, if those conditions 
failed three times in ten iterations, then the overrelaxation coefficient 
P was subsequently reduced as explained above. 
For most of the PSD calculations, the iteration was considered 
Ampl -ii ,_t_ i n i n~4 -, phase i., convergent when e was smaller than 1.0 x 10 and e was smaller n n 
-2 
than 1.0 x 10 . 
After completion of a convergent problem, the ba lance equat ions 
were s e t up and computed for each I , J , K and the r e l a t i v e ba lance e r r o r 
was determined as follows : 
es 
•Wax 
(L««dca.^ | 3 < K v W ^ J v ( l e ^ y r j , K
t U e V j l K )
1 
( G * ^ r , ) , K * F * t W c ^ r , > , « ) X + ( 6 c L ^ x i j i K *
E* t-S o w r t s*r,j , icj 
for any I , J , K 
* 
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Those quantities were obtained by back-substituting the real and imagi-
nary parts of the complex flux and coefficients into the difference equa-
tions. 
Multi-Line Cascade Block-Tridiagonal Module Method 
with Constraint Overrelaxation 
In this section, we will put the emphasis on the numerical solu-
tion of the kinetics behavior of the multi-module reactors. However, 
this numerical approach can also be applied to large uniform heterogene-
ous reactors. 
By multi-module reactor we understand spectral-coupled systems, 
spatially (modular) coupled systems, etc. In spectral-coupled systems, 
the coupling is typically between drastically different parts with dras-
tically different energy spectra (e.g., fast core blanket, fast thermal 
systems), in spatially coupled systems the coupling is between multiple 
similar parts (e.g., multi-core fast reactor, split core GTRR, split 
core thermal Argonaut, etc.). 
A reactivity insertion in a section of a reactor module affects 
other modules through the neutronic coupling, which in turn is totally 
dependent on the time dependent leakage terms between modules. 
The interaction can be very tight coupling, as in the fast-thermal 
STARK^112"115^ and STEK^116' reactors, the multi-modular type fast breed-
ers, such as the Westinghouse Liquid Metal Fast Breeder Reactor Design 
Study, ' or the Dounray 350 MWe Fast Breeder, or relate 
to very loosely coupled systems, such as in the coupled rocket reactor 
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concepts. 
Simplified coupled-reactors kinetics equations based on modified 
inhour equations, with an additional pseudo-delayed group, representing 
the leakage from one module to the others, has been formulated by 
Avery and others. ' Avery's equations describe the time-
dependent change of fission neutron source population, given a coupling 
(24) 
coefficient and a partial neutron lifetime. In Baldwin's method, 
the coupling between modules was assumed to be small, so that the indi-
vidual modules could be represented by point reactors, whose kinetic 
behavior could be described by inhour equations with a pseudo-delayed 
group, whose delay was representative of the transit times between 
modules. 
In more tightly coupled cases, the individual modules cannot be 
anymore represented by individual coefficients. Plaza and Kohler 
and others ' have set up inhour type of equations (whose coefficients 
were calculated based on forward or adjacent fluxes) starting from the 
time-dependent diffusion equation. The calculation of the coupling co-
efficients e, . was dependent on the particular geometry of the system 
and can be best calculated by Monte Carlo methods. Plaza and Kohler de-
rived the coupled-reactor kinetics equations using neutron transport 
theory. The individual modules were replaced by points, described by the 
inhour equations, whose coefficients were adjoint weighted. We have pre-
viously reviewed the disadvantages of those nodal approximations. The 
value of the nodal approach was very dependent on the accuracy with which 
the coupling coefficients and the transit-time function could be calcu-
lated. The spatial kinetic detail within the modules was also lost, 
unless the coefficients were recomputed for each frequency. 
The major disadvantages of modal approximations were discussed in 
Chapter II. Mainly that, practically, they can be applied only to one 
dimensional, very simple geometrical reactor types. 
A considerable amount of work has been done in mono-energetic 
kinetic methods of coupled-cores, and in few-group, one dimensional 
modal methods for simple geometries. However, multi-group, multi-
dimensional numerical solutions of coupled-core and heterogeneous reactors 
in the areas of kinetics and power spectral densities have received very 
little attention. 
The use of one-line, multi-group, overrelaxation methods improved 
convergence at higher frequencies. In multi-module type of problems, the 
convergence can be greatly improved by performing multi-line, multi-group 
overrelaxation. The coupling matrix of part of or of a whole module is 
being solved simultaneous (or with inner iterations) and the leakage 
through the boundaries of the module is being treated through the numeri-
p-
cal approximation of the complex expressions, yD (ru))V, in the source 
matrix. The calculational effort is therefore being concentrated simul-
taneously on the whole or part of the module for several or all of the 
energy groups in the complex domain. 
The vast improvement of multi-line over one-line numerical solu-
tions of PSD problems at higher frequencies is due to the presence of 
large gradients of the flux in the complex domain and, therefore, large 
changes of the leakage terms across the reactor system. In other words, 
at higher frequencies, the kinetic transport lengths are much smaller 
than at lower frequencies. At low frequencies, a reactivity change in 
any part of the reactor system is significantly effective in other parts 
of the reactor, while at higher frequencies, a reactivity change in one 
part is not as effective as in other parts of the reactor. The different 
parts of the system tend to decouple from one another at higher fre-
quencies. It was found that subdividing the reactor into different mod-
ules and solving each module separately, with leakage terms between mod-
ules accounted for through the source matrix, reduced the building up of 
iteration errors during convergence, especially for highly heterogeneous 
systems and/or at higher frequencies. 
While a one-line, all-energy-groups kinetic problem required for 
each iteration IMAX solutions of a block-tridiagonal matrix of band width 
KMAX x 3 x 2, band length KMAX x JMAX x 2, number of elements in the band 
2 
JMAX x KMAX x 12, a multi-line, all-energy-groups kinetic problem re-
quired for each iteration NIMAX x NJMAX inversions (where NIMAX is the 
number of I-mesh subregions of the reactor system, and NJMAX is the number 
of J-mesh subregions). Each inversion required the solution of a block-
tridiagonal matrix of band width KMAX x DIMAX x 3 x 2, band length KMAX x 
DJMAX x DIMAX x 2, number of elements KMAX2 x DIMAX2 x DJMAX x 12 in the 
band. 
For a typical problem of IMAX = 20, JMAX = 68, KMAX = 3, DIMAX = 5, 
DJMAX = 68, the number of inversions is 4, the band width is 90, and the 
band length 2040,number of elements in the band = 183,600. For a one-line 
problem, each iteration required 20 inversions, band width 18, band length 
408, number of elements in the band 7,344. 
It would seem that a major disadvantage of this approach would be 
that the number of computer operations required for each iteration, and 
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the directly addressable computer memory required in the case of the 
multi-line method is far greater than in the case of one-line numerical 
solutions of a kinetics problem. However, except for problems which re-
quire only a few iterations,and which converge easily, the multi-line 
method is far superior for problems with difficult convergence and/or 
which require many iterations. The total number of computer operations 
is not necessarily more than one-line overrelaxation methods, while for 
certain multi-dimensional multi-group kinetic problems in the omega domain, 
no convergence could be obtained at relatively high frequencies using con-
ventional methods, no significant problems with convergence were encoun-
tered with a multi-line, multi-group, constraint overrelaxation numerical 
approach. 
Let us now set up the set of equations (67 and 68) in matrix form 
for a multi-line, multi-column, overrelaxation problem. For the sake of 
simplicity, we will derive the case for Jl = 1 and J2 = JMAX. 
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Matrices ML. „ are composed by their sub-matrices, M^ „, 
J1-J2 J 
which in turn are represented by their sub-matrices M . 
Matrix M , „ is a block-tridiagonal matrix, with a band width of 
J W 2 
3 x (I2-I1+1) x KMAX x 2; band length (I2-I1+1) x (J2-J1+1) x KMAX x 2; 
number of elements in the band KMAX2 x (I2-I1+1)2 x (J2-J1+1) x 12. The 
solution of the flux in the complex domain for a multi-line module problem 
is, therefore: 
Mt.^t* 
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It would seem that the inversion of matrix M_. _«, although block-
J1-\J2 
tridiagonal would be very time consuming, and would not fit in even large-
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scale computers, even if it was stored in its block-tridiagonal compact 
form. But, in the determination of the complex flux at a given frequency 
the inverses of the individual matrices M__ _„ only have to be determined 
I1-»I2 
J1-J2 
once in the first iteration. During this first iteration, the partial in-
version of the different matrices M , „ are found by matrix factoriza-
J W 2 
tion and saved on a disk or drum file using a random access routine NTRAN 
on a super-scale U-1108 computer system. For each subsequent iteration, 
the partial inverses of the different matrices M „ are read from a 
J1-J2 
random 10 device and used in the iteration. 
During the first iteration at a certain frequency, the matrices 
ftL, _« are split into an upper block-tridiagonal and a lower block-
Jl-»J2 
tridiagonal matrix. 
Let the elements of matrix [M] be represented by m. i,J 
««,,» y x 
wev 
where NBW is half the 
bandwidth 
•«>•* 
It can be shown that a matrix M can be factorized into an 
upper matrix U and a lower matrix L, if all the principal minors of M are 
non-singular. The factorization into an upper and into a lower block-
tridiagonal matrix will fail if l..=0 for any i. During the computation, 
the values of 1.. were therefore closely monitored. If any of them were 
zero, in which case [M] would be singular, the iteration was aborted. Let 
an 
(117) 
L be a lower block-tridiagonal matrix, with elements 1.., and U be 
upper block-tridiagonal matrix, with elements u... It can be shown 
that the elements of matrix L and of matrix U, which satisfies the rela-




^ = J^ for i<S <
87> 
'A. 4. 
We also know that (in matrix form): 
M0 = S or 
0 = M' 1 S = (LU)'1 S = U"1 L"1 S 
and LU0 = S 
Let us define U0 = Z. 
If relation (86) and relation (87) are followed, we then obtain 
LZ = S 
U0 = Z 
The inversion of an upper or lower block-tridiagonal matrix is straight-
forward and can be obtained by the relation 
±i - zl ^ k ^k 
"Z-i = : KJLJ (88) 
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<J>, =• •!=*+' (89) 
-w. kk 
for k going from n to 1 (in decreasing order) 
At the beginning of the first iteration of a transfer function 
problem at a particular frequency, the elements 1.. of the lower block-
tridiagonal matrix L were determined using relation (86) , and the elements 
u.. of the upper block-tridiagonal matrix U were determined using rela-
tion (87). 
Those lower matrices L and upper U matrices were saved on a random 
10 access device using the random access routine NTRAN. It has to be 
noted that all arithmetic for u.. and 1.. was done in double precision in 
ij ij 
order to reduce the truncation errors during the iteration process. This 
was then followed by the determination of the variables z using relation 
A* 
(88), followed by the determination of the unknown fluxes 0, for each 
module using relation (89). Those unknown complex fluxes were subse-
quently constrained overrelaxed as explained previously. This was fol-
lowed by the determination of the errors e and e " . Subsequently, 
for the second and following outer iterations, only the variables z. and 
0 , followed by constraint overrelaxation were obtained for each module 
K 
using the 1.. and u.. matrices that were stored by random 10 access in the 
ij ij 
•>v 
first iteration. Determination of the z. and 0. only took approximately 
five percent of the CPU computer time necessary for setting up the L or U 
matrices. Using the multi-line, multi-column method not only saved com-
puter time for difficult problems through a drastic reduction in the num-
ber of iterations required for convergence, but also enabled us to obtain 
a convergent solution for highly heterogeneous problems at relatively high 
frequencies. It was found in the course of this investigation that the 
module method gave convergent solutions in cases where the one-line method 
was non-convergent, or very slowly convergent, even by the use of the 
one-line multi-energy method in the complex domain; however, the danger 
of an accumulation of round-off errors could be increased. Pivotal switch-
ing would be available to reduce this type of error. At the end of each 
successful iteration (convergence with e below given values), the 
relative balance error was determined and found to be less than 1.0E-04 
for all the cases run in this dissertation. One can conclude that the 
accumulation of round-off errors was not significant, while the iteration 
was vastly accelerated. 
In the numerical determination of the CPSD, using relation 
C P S D ( ^ t t w E
 e t ^ r ( i e U , E
U e l
/
l co") = (90) 
J £ T ( T ^ ' - raetl E^\ - T . T ^ F ^ r ^ E^u,) 
* !> 
3' 
we observe that a convergent iteration process is necessary for each 
transfer function calculation. A transfer function calculation is 
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necessary for each mesh quadrant AV. and energy group "g", where a source 
is present. In the case of inherent binary sources this means that a 
transfer function is needed for each AV. and each energy group, g, where 
XS(r ) -f 0, 1% (ri) ̂  0, and 0
S (r.) ̂  0 for g' from group 1 to group 
G(=KMAX). 
The elements m.. of the module matrices lLn T O remain the same ij ll-*I2 
J1-J2 
for all space-dependent transfer functions at a particular frequency. 
Subsequently, the matrices L and U have only to be determined once for 
each frequency, at the beginning of the first iteration step of the first 
transfer function calculation. A full convergent iteration was, however, 
necessary for each transfer function determination using relations (88) 
and (89), by random accessing the values 1.. and u.. of the matrices L 
IJ IJ 




& were subsequently constraint-overrelaxed for each module, at each 
iteration step, for each transfer function calculation at a particular 
frequency. 
There is still the question of the large amount of computer memory 
required to solve this kinetic problem using module matrices. We have 
seen that each module matrix M_- _« was a block-tridiagonal matrix with 
2 2 J1-J2 
KMAX x (I2-I1+1) (J2-J1+1) x 12 elements in the block-multidiagonal band 
For a typical problem, the band contained 183,600 elements. If the calcu-
lations were performed in double-precision arithmetic, this problem would 
require 367,200 computer words for the 1.. and u.. elements only. This 
is far greater than most scientific computers could handle. In order to 
circumvent this problem, a special cascade factorization scheme was 
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developed in order to obtain the solution to a module, namely, the 1.. 
and u.. elements of the matrices L and U of the module matrices, and the 
ij 
A* 
associated z. and 0, values of the unknowns. This cascade factorization 
l k 
2 2 
required KMAX x (I2-I1+1) x 5 x 2 (or 36,000) double-precision locations. 
A similar technique could be employed for three dimensional kinetic 
problems in the omega domain, although super-scale computers as the U-1110 
or the large IBM 370 would be required. 
The code TDPSD (Two Dimensional Power Spectral Density) that was 
developed for the two dimensional multi-group power spectral density cal-
culations performed in this dissertation used a programming technique 
called flexible dimensioning." This enabled one to run a problem of any 
size and complexity as far as the number of rows, number of columns, 
number of energy groups, number of different materials and compositions 
was concerned. It also assured that all available locations were used. 
The only restriction was that the total storage requirement must be 
smaller than the maximum available user core. The use of variable dimen-
sioning, therefore, did not limit the size of any one parameter. 
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CHAPTER V 
GENERATION OF CROSS SECTIONS FOR THE FAST-THERMAL AND THERMAL 
ARGONAUT REACTORS 
Multi-group, two dimensional numerical calculations of the power 
spectral density function (PSD) and the coherence function (CHF) were 
performed using the previously described methods for an externally unper-
turbed TARK reactor (Thermal Argonaut Reactor Karlsruhe) and the STARK 
reactor (Schnell-Thermischen Argonaut Reaktor Karlsruhe) for fast assemb-
lies loading II and IV. Those numerical calculations were compared with 
measurements performed on those reactors and found to be in good agreement. 
Brief Description of the STARK Coupled-Core Reactor 
The STARK ' reactor is a 10 watt research reactor located 
in Karlsruhe, Germany. This reactor has a fast neutron spectrum zone sur-
rounded by a natural uranium zone, which in turn is surrounded by a thermal 
Argonaut fuel driver zone. The basic configuration is shown in Figures 5, 
6, and 7. 
The STARK reactor consists mainly of six regions: 
1. A fast region consisting of an array of 37 vertical stainless 
steel square drawers, fixed to a 10 cm stainless steel bottom grid plate. 
Those drawers aire easily accessible for loading and unloading from the 
top of the reactor and are filled with horizontal platelets, which are 
made up of core material. Combinations of different types of platelets 
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a - Fast region <1 - Thermal region (fuel elements) 
b - Natural uranium blanket e - Thermal region (graphite fillings) 
o - Graphite Insert f - Graphite reflector 
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*. T Ost 
- Control plates 
- Safety plates 
" Shutdown rod in the fast region 
' Vertical channel in the uranium blanket 
Experimental channels in the graphite 
refleotor 
Figure 5. Horizontal Schematic Diagram of STARK 
1 
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Figure 6. Vertical Section Core Region STARK 
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Figure 7. Vertical Section of Fast Assembly STARK 
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make up different types of fast fuel assemblies. The drawers are made of 
0.1 cm thick stainless steel with inner dimensions of approximately 5.1 x 
5.1 cm. The dimensions of the core platelets are 5.08 x 5.08 cm. The 37 
fast assemblies make up the fast region with an average cylindrical diam-
eter of 37.2 cm, and an active height of 61 cm. 
2. Natural Uranium Blanket -- The fast region is surrounded by a 
natural uranium casing of an average thickness of 5.6 cm. The uranium 
casing is made up of smaller blocks, which fit around the fast assembly 
region. The main purpose of this blanket is to reduce power peaking at 
the outer edge of the fast region, due to the leakage of thermal neutrons 
into the fast region from the thermal driver zone, and subsequent high 
U-235 fission rate. This natural uranium blanket absorbs slow neutrons 
from the outer thermal Argonaut assemblies zone. Because of this blanket, 
the coupling between the fast assemblies and the thermal driver zone is 
accomplished mainly by fast neutrons. 
3. Graphite Insert - Aluminum Tank Wall, Air Gap -- The fast 
assembly zone and the natural uranium blanket are surrounded by a five cm 
thick graphite annulus which fits into a cylindrical central aluminum 
tank, 56.4 cm ID. This tank also serves as a safety barrier in case of 
an accident. It prevents flow of water from the thermal Argonaut zone 
into the fast assembly region. This central aluminum tank is followed 
by an air gap, and an annular aluminum tank. 
4. Thermal Driver Zone -- This core consists of up to 24 thermal 
Argonaut assemblies positioned in an annular fashion, with graphite wedges 
which are pushed in between them. Each assembly consists of up to 17 
fuel plates immersed in light water. If fuel plates are removed, they 
are usually replaced by carbon plates, with carbon wedges in between. 
The outer areas of the thermal Argonaut assemblies are, therefore, filled 
with graphite plates. Each fuel plate contains 124 grams U„0>, and the 
U-235 enrichment is 20 w/o of U. Each fuel plate therefore contains 20.83 
grams U-235 and is composed of an UJ3--A1 alloy. The distance between 
plates is approximately 0.63 cm. For the STARK configuration, each of the 
24 Argonaut fuel assemblies contained from 7 to 15 fuel plates at the 
inner part of the annulus and graphite dummy plates at the outer part of 
the annulus. 
5. The thermal core assemblies are enclosed in an annular tank, 
followed by thermal isolation, an air gap, and graphite. 
6. The external graphite reflector is composed of graphite blocks. 
In the external graphite reflector there are several removable blocks in 
which neutron detectors can be placed, and there are 12 cadmium control 
plates at the outer boundary of the thermal zone around the aluminum annu-
lar tank. Those control plates are used for control and shutdown. The 
dimensions of absorber plates are 21 x 21 cm. Six control plates are used 
as safety control before water is pumped into the thermal zone. Three are 
used as safety control when water is present and three control plates are 
used as fine control. An additional safety rod is mounted in the fast 
zone at an eccentric position. That rod consists of a normal square 
drawer, filled with U platelets in its lower part and B.C in its upper 
part. In the calculations, nine different regions were considered, for 
which for each one, appropriate cell spectrum-averaged and collapsed 
cross sections were generated. 
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Brief Description of the Fast Assemblies 
Two different types of fast assemblies were considered in this 
numerical analysis. 
Fast Assembly Type II Reactor Configuration 
Each of the different 37 fast fuel, assemblies contains a combina-
tion of horizontally stacked platelets (5.08 x 5.08 x 0.315 cm) consisting 
of 
a) U(20) platelets containing 19.8 w/o U-235 enriched uranium 
metal, 38 platelets per assembly, 208.83 kgU in fast core 
b) U(nat) platelets containing natural uranium metal, 38 platelets 
per assembly, 418.54 kgU in fast core 
c) A1„0„ platelets containing A120~, 38 platelets per assembly 
d) Al + (CH2) (polypropylene) platelets containing pure aluminum 
with an incorporated recessed polypropylene disk (see Figure 8). 
The polypropylene disks are placed in a 1.1 mm deep circular recess 
of the aluminum platelet. The disks are 1 mm thick with a diameter 
of 3.0 cm. 
The configuration U(nat),U(20), Al20^,U(nat),A1+CH2 is repeated 38 times. 
The active height of Fast Assembly II is 59.9 cm. Each fast assembly 
contains an upper natural uranium blanket of 8.8 cm composed of three 
blocks of 5.08 x 5.08 x 2.5 cm and four platelets, and a lower natural 
uranium blanket composed of three blocks of 5.08 x 5.08 x 2.5 cm and 
three platelets. The upper blanket contains 159.0 kgU and the lower 
blanket 153.5 kgU. The fast assembly core contains, therefore, 44.59 kg 
of U-235 with a 7.06 w/o average U-235 enrichment. The purpose of the 
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Figure 8. Fast Assembly Loading II 
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thermal core contains 6.53 kg of U-235. The power distribution of the 
fast core is 9.3%, natural uranium blanket 9.6%, and the thermal core 
81t.(44) 
The thermal region consists of 24 Argonaut type fuel assemblies. 
Each assembly contains 13 or 14 fuel plates with an average of 20.83 grams 
U-235 in each fuel plate. The plate distance is 6.3 mm and the outer 
region of each assembly is filled with graphite plates. The fuel plates 
are submerged in water which was kept at 80°C. The plate thickness is 
three mm and is an alloy mixture of Uo0o and Al. The enrichment in U-235 
is 20 w/o of U. The critical experimental fuel mass o : the thermal core 
was 6.53 kg U-235 for a cylindrical thermal core loading. The active 
(44) 
height of the thermal driver zone is 61 cm. Kussmaul reported that 
the critical calculated fuel mass of the thermal core was 6.911 kg U-235 
based on a 26 ABN cross-section set and a 26 group diffusion theory cal-
culation. However, in our power spectral density calculations, the ex-
perimental critical fuel mass of 6.53 kg U-235 was used. A 123 fine group 
cross-section set, the Nordheim integral method for U-235 and U-238 
resonance correction using a homogenized cell in the fast region and a 
one dimensional slab for the plate cell of the thermal fuel assemblies 
were used. An S,P_ cell collapse to 50 groups was subsequently performed. 
An S.P„ one dimensional transport calculation over the reactor was then 
4 3 
performed to obtain a few broad-group, zone-averaged, cross-section sets 
for the different regions of the reactor. 
While for the kinetic calculations a two dimensional configuration 
of the reactor core was chosen, a one dimensional representation of 
Assembly Type II core was chosen for the generation of the zone-dependent 
cross sections. A detailed schematic of the two dimensional configuration 
is shown in Figure 5. The one dimensional schematic is shown in Figure 9. 
The homogenized number densities were taken from reference 44 and are 
tabulated in Table 1. The outer radius of the thermal zone blanket was 
calculated based on the experimentally determined critical mass of the 
thermal region. On a U-235 mass balance basis, we have that 
M CJ^ 5 C.oxiSlE-oi 2M 
M ^ " TT H a t t 23S.OH, N ^ U 
where 
R1 = inner radius thermal zone blanket (30.5 cm) 
R2 = outer radius thermal zone blanket 
IL X̂r- = U-235 critical mass of thermal zone blanket ,crit 
•235 
U-235 
N = U-235 homogenized number density thermal zone blanket 
H = active height fuel 
act 
N ,_ = number of assemblies in thermal zone 
asbl 
cr i t 
For a critical mass of M,. „__ = 6.53 kg, based on 20.83 grams U-235 per 
plate, we obtained a critical outer radius of 41.98 cm. This was subse-
quently used in the cross-section generation and the kinetic calculations 
of STARK loading II. It has to be observed that a mathematically k = 1 
reactor was obtained using those dimensions by adjusting the axial buck-
ling (two dimensional poison search to k ,.f = 1.0). 
Fast Assembly Type IV Reactor Configuration 
The type IV assembly experiment was performed in STARK in order to 
obtain a hard neutron spectrum, while still remaining within certain safe-
guard criteria. Each of the different 37 fast fuel assemblies contained 
»» — lo — 
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|l* k. J 




[ zone-7 • 
graphite (60.5 cm. - 86.5 cm.) 
graphite (50.5 cm. - 60.5 cm.) 
graphite • a i r gap (U6.U - 50.5 cm.) 
zone-6 
zone-5 
I graphite (%£ - U6.5 „ . ) ^ 1 I I 







graphite + a i r gap (21+.2 - 30.5 cm.) 
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natural uranium (13.6 - 21+.2 cm.) 
fast core (9 - 18.6 cm.) 
fas t core (0 - 9 cm.) 
11 - (MS4H VI>RK H ) -
7X (HES* *TM« UfJ 





zone-1 : g r a p h i t e (0 - 9 . 3 cm.) 
zone-2 : g r a p h i t e ( 9 . 3 - 18 .6 c r . ) 
zone-3 : g r a p h i t e (18 .6 - 2)4.2 cm.) 
zone-It : g r a p h i t e + a i r gap (21+.2 - 30 .5 cm.) 
zone-5 : thermal zone (30.5 - 1+0.91 cm.) 
zone-6 : g r a p h i t e (1+0.91 - U6.5 cm.) 
zone-7 : g r a p h i t e + a i r gap (1+6.5 - 50 .5 cm.) 
zone-8 : g r a p h i t e {^0.$ - 66 .5 cm.) 
zone-9 : g r a p h i t e ( 66 .5 - 86.5 cm.) 
Figure 9. One-Dimensional Cylindrical Representation Used in Cross Section Generations 








C-12 6.706 -04 
0-16 1.1637-02 
Al-27 1.700 -02 
Fe-56 6.042 -03 
U-235 1.7659-03 
U-238 2.822-02 
Cr-52* 1.271 -03 
Ni-59 1.036 -03 
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+ Air Gap Core 
30.5 41.98 
3.680-04 3.726 -02 
4.922-02 1.468 -02 
2.003 -02 













Added to the number density of Fe-56. 
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a combination of horizontally stacked platelets (5.08 x 5.08 x 0.315 cm) 
as described above. However, another configuration U(nat),A1„0„,U(20%) 
was repeated 46 times in each fast assembly. Each fast assembly contained 
an upper axial blanket composed of three blocks of natural uranium of 
dimensions 5.08 x 5.08 x 2.5 cm per block, three U(nat) platelets, and a 
U(20),A1,U(20) set of platelets, and a lower axial blanket composed of 
three blocks of natural uranium of dimensions 5.08 x 5.08 x 2.5 cm per 
block, three U(nat) platelets, and a U(nat),U(20),A1,U(20) set. The 
fast assembly core contained, therefore, 106.90 kg U-235 (average enrich-
ment 13.50 w/o). The power distribution of the fast core was 31.1%, 
natural uranium blanket 11%, and the thermal zone 58%. The power fraction 
of the fast zone increases sharply as compared to assembly II, at the 
cost of the thermal zone, while the power fraction of the natural uranium 
zone remains nearly the same. 
All the other zones were similar to Assembly Type II Reactor con-
figuration, except that the U-235 loading in the thermal zone was 4.429 kg 
U-235. The critical outer radius of the thermal zone was determined from 
the experimentally determined critical loading to be R„ = 38.66 cm, for 
a 24 assembly thermal zone. The number densities are listed in Table 2. 
Brief Description of the TARK Coupled-Core Reactor 
The TARK (Thermal Argonaut Reactor Karlsruhe) is basically similar 
to STARK, except that the fast assembly region and the natural uranium 
region were replaced by graphite blocks. The basic configuration is 
shown in Figure 16; it shows a two-slab thermal core configuration of 
TARK. In the two-slab TARK, the fast assembly region and the natural 
Table 2. Homogenized Number Densities for STARK Loading IV 
Zone 1 2 3 4 5 6 7 8 9 














9.0 18.6 24.2 30.5 38.66 46.5 50.5 60.5 86.5 
Isotope 
H-l 3.680-04 3.726 -02 2.527-04 
C-12 4.922-02 1.468 -02 8.526-02 4.127-02 8.526-02 8.526-02 
0-16 1.4428-02 1.4428-02 2.003 -02 
Al-27 9.619 -03 9.619 -03 9.264-03 1.343 -02 3.484-03 
Fe-56 6.042 -03 6.042 -03 
U-235 4.1597-03 4.1597-03 3.437-04 1.0495-04 
U-238 2.6330-02 2.6330-02 4.739-02 4.193 -04 
Cr-52 1.271 -03 1.271 -03 
Ni-59* 1.140 -03 1.140 -03 
* 
Added to the number density of Fe-56. 
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uranium buffer zone were replaced by a graphite column a. The Argonaut 
fuel assemblies in the thermal zone are subdivided into two fuel regions 
(20-23) 
each containing eight Argonaut assemblies. Seifritz and Albrecht 
performed an experimental determination of the coherence function using 
3 3 
two symmetrically located He chambers. The He chambers were positioned 
in channels by removing graphite blocks of the external graphite reflector. 
The reactor was brought to just critical with all control plates out, and 
by adding fuel plates to the Argonaut assemblies. The experimental de-
termination of the coherence function was subsequently performed by using 
a total of 266 Argonaut fuel plates. This represents 5.541 kg U235 for 
the thermal zone based on 20.83 gr U235 per fuel plate. Comparison of 
the critical loading of the thermal zone of TARK with the STARK reactor 
showed only 5.541 kg U235 was needed for TARK, while 6.53 kg U235 was 
needed for STARK Assembly II, due to the harder neutron spectrum in STARK. 
The number densities are listed in Table 3. 
Generation of Fifty Neutron Group Cross Sections 
Based on ENDF/B-II Data 
The cross-section sets used in this study are based on the Evaluated 
Nuclear Data Files ENDF/B-II^ 19' through the use of DLC-16: 2 ° ' The fast 
group cross-sections for the DLC-16 library were generated using SUPER-
(94) 
TOG whereby point cross-sections from ENDF/B-II were structured into 
a standard 99 group GAM-II set, using a 1/E weighting function. The 
thermal cross-sections were similarly processed with SUPERTOG into a 
(122) 
standard 30 group THERMOS energy structure. The fast and thermal 
sets thus generated were combined into a standard 123 neutron energy 


















ized Number Densities 
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Graphite Thermal 
+• Air Gap Zone 
Two Slab 
30.5 40.91 
3.680-04 3.726 -02 
4.922-02 1.468 -02 
2.003 -02 
9.264-03 1.343 -02 
1.0495-04 
4.193 -04 
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Table 4. 123 Neutron Energy Group Boundaries and Fission Spectrum 
E N E R G r BR0»0 GP LETHARG* MID PT F I S S SPEC CP ENERGY BROAD GP LETHARGV MID PT F I S S SPEC GP ENEBGf BROAD GP LETHARG7 MID PT F1SS SPEC 
B O U N D A R I E S 
( f v j 
CUMBERS BOUNDARIES VELOCIT IES BOUNDARIES NUMBERS BOUNDARIES VELOCIT IES BOUNDARIES NUMBERS BOUND»RIE. V E L O C I T I E S 
tCM/SEC) ( E V ) (CM/SEC) ( E V ) (C-Z 'SEC) 
i ,<i»i ea»or 1 • 0 , 0 0 0 0 0 . 0 1 5 , 2 1 0 5 1 * 0 9 0 , 1 2 1 6 6 . O S 51 8 . 6 5 1 7 0 * 0 0 20 0 . 7 5 0 0 0 * 0 0 5 , B 2 1 8 1 * 0 B 3 . 0 5 7 8 3 . 0 3 101 B, 7 5 0 3 0 . U l 38 1 , 6 2 5 0 3 * 0 1 . 2 5 5 8 3 * 0 6 0 , 0 0 0 0 0 
1 • 3 0 9 8 6 * 0 7 1 • J . 0 0 0 0 0 * 0 1 0 , 9 5 6 2 0 * 0 9 1 . 1 3 3 2 5 . 0 0 52 6 , 7 3 7 9 5 * 0 0 21 5 , 0 0 0 0 0 * 0 0 5 . 5 7 2 7 0 . 0 8 2 , 0 0 3 5 8 - 0 3 102 7 , 7 5 9 1 8 - 0 1 38 1 . 6 3 7 1 8 * 0 1 , 1 6 5 5 5 * 0 6 0 , 0 0 0 0 0 
1 . 2 2 I « 0 * O T 1 - 2 . 0 0 0 0 0 . 0 1 0 , 7 1 0 0 9 * 0 9 2 , 7 7 0 3 3 . 0 0 53 5 . 2 0 7 5 2 * 0 0 21 5 , 2 5 0 0 0 * 0 0 2 , 9 7 6 O 3 * 0 « 1 , 6 6 6 3 2 - 0 3 103 6 , 0 9 9 3 8 * 0 1 39 1 , 6 5 0 9 0 * 0 1 . 0 6 9 0 5 * 0 6 0 , 0 0 0 0 0 
1 . 1 0 ^ ) 7 * 0 7 " 1 , 0 0 0 0 0 . 0 1 0 , 0 8 0 5 6 * 0 9 6 . 0 9 1 5 2 . 0 0 50 1 . 0 8 6 7 7 * 0 0 21 5 , 5 0 0 0 0 * 0 0 2 , 6 2 6 6 9 * 0 8 1 , 1 5 3 0 6 - 0 3 100 5 , 0 9 9 0 2 . 0 1 39 1 , 6 7 1 6 0 * 0 9 , 7 5 5 2 5 * 0 5 0 . 0 0 0 0 0 
1 . 0 0 0 0 0 * 0 7 0 , 0 0 0 0 0 0 , 2 6 5 8 0 * 0 9 1 . 2 1 7 5 2 . 0 3 « i , 1 8 2 7 8 * 0 0 22 5 , 7 5 0 0 0 * 0 0 2 , 3 1 8 0 5 * 0 8 7 , 9 6 6 8 7 . O a 105 0 , 0 9 1 ) 5 0 . 0 ! oo 1 , 6 9 1 6 7 - 0 8 , 7 1 2 9 1 * 0 5 0 . 0 0 0 0 0 9 , 0 0 6 5 7 * 0 6 1 , 0 0 0 0 0 . 0 1 0 , 0 5 7 8 0 * 0 9 2 , 2 3 3 1 1 . 0 3 56 2 . 0 7 8 7 5 * 0 0 23 6 , 0 0 0 0 0 * 0 0 2 , 0 0 5 6 7 * 0 8 5 , 0 9 8 1 0 . 0 0 106- 3 , 0 9 9 6 5 . 0 1 "1 1 . 7 1 6 8 0 * 0 7 , 6 7 2 9 3 * 0 5 0 . 0 0 0 0 0 
8 • 1 8 7 3 1 * 0 6 2 . 0 0 0 0 0 . 0 1 3 , 8 5 9 9 0 * 0 9 5 . 7 9 1 0 0 . 0 3 57 1 . 9 3 0 0 5 * 0 0 2« 6 , 2 5 0 0 0 * 0 0 1 . 8 0 5 3 0 * 0 8 3 , 7 9 0 9 5 . 0 0 107 2 , 9 9 9 7 0 - 0 1 02 1 . 7 3 2 2 2 * 0 7 . 2 3 7 7 2 * 0 5 0 . 0 0 0 0 0 
7 , 0 0 6 1 8 * 0 6 3 , 0 0 0 0 0 . 0 1 3 , 6 7 1 6 5 * 0 9 6 , 0 0 3 5 8 . 0 3 58 1 , 5 0 3 0 0 * 0 0 20 6 , 5 0 0 0 0 * 0 0 1 . 5 9 3 1 7 * 0 8 D , 0 0 0 0 0 108 2 . 0 9 9 8 0 * 0 1 0 ! 1 . 7 5 0 0 5 * 0 6 , 5 0 0 1 2 * 0 5 0 . 0 0 0 0 0 
6 , 7 0 5 2 0 * 0 6 O . 0 0 0 0 0 . 0 1 3 , 0 9 2 5 8 * 0 9 B , 9 3 0 3 7 . 0 3 59 1 . 1 7 0 8 8 * 0 0 20 6 . 7 5 0 0 0 * 0 0 1 , 0 0 5 9 7 * 0 8 0 , 0 0 0 0 0 109 1 , 9 9 9 7 9 - 0 1 03 1 , 7 7 2 7 6 * 0 6 . 0 2 0 0 8 * 0 5 0 , 0 0 0 0 0 
6 , C 6 5 5 1 • 0 6 5 , 0 0 0 0 0 . 0 1 J , 5 2 2 2 0 * 0 9 1 . 2 5 5 8 3 - 0 2 60 9 . 1 1 8 8 2 * 0 3 2« 7 , 0 0 0 0 0 * 0 0 1 , 2 0 0 7 6 * 0 8 0 , 0 0 0 0 0 1 10 1 . 7 9 9 7 9 . 0 1 00 1 , 7 8 3 3 0 * 0 5 , 6 9 7 5 2 * 0 5 0 . 0 0 0 0 0 
5 , 0 6 8 1 2 * 0 6 6 , 0 0 0 0 0 . 0 1 5 , 1 6 0 2 2 * 0 9 1 . 6 7 9 0 6 - 0 2 61 7 , 1 0 1 7 5 * 0 3 2 " 7 , 2 5 0 0 0 * 0 0 1 , 0 9 0 9 7 * 0 8 0 , 0 0 0 0 0 111 1 . 5 9 9 8 7 - 0 1 00 1 , 7 9 5 0 8 . 0 5 , 3 5 0 5 6 * 0 5 0 , 0 0 0 0 0 
0 • 9 6 5 8 5 * 06 7 , 0 0 0 0 0 - 0 1 5 , 0 0 6 0 9 * 0 9 2 . 1 0 5 0 1 . 0 2 62 5 , 5 3 0 8 5 * 0 3 25 7 , 5 0 0 0 0 * 0 0 9 . 6 6 3 0 6 * 0 7 0 , 0 0 0 0 0 112 1 , 3 9 9 9 1 - 0 1 05 1 , 8 0 8 0 3 * 0 0 , 9 7 9 3 8 * 0 5 0 . 0 0 0 0 0 
U , 0 9 3 2 9 * 0 6 8 , 0 0 0 0 0 . 0 V 2 , 8 5 9 0 8 * 0 9 2 . 6 3 1 9 7 . 0 2 63 1 , 3 0 7 0 3 * 0 3 25 7 , 7 5 0 0 0 * 0 0 8 , 5 2 7 6 2 * 0 7 0 , 0 0 0 0 0 115 1 . 1 9 9 9 2 - 0 ! 05 1 . 8 2 3 8 0 * 0 0 , 5 7 7 6 3 * 0 5 0 , 0 0 0 0 0 
" • 0 6 5 7 0 * 0 6 9 . 0 0 0 0 0 . 0 1 2 , 7 2 0 0 2 * 0 9 3 . 1 1 3 1 3 - 0 2 60 3 , 3 5 0 6 3 * 0 3 26 8 , 0 0 0 0 0 * 0 0 7 . 5 2 5 6 0 * 0 7 0 , 0 0 0 0 0 110 9 . 9 9 8 8 9 . 0 2 06 1 , 8 0 2 0 8 * 0 0 , 1 3 6 3 2 * 0 5 0 , 0 0 0 0 0 
3 , 6 7 6 7 9 * 0 6 1 , 0 0 0 0 0 . 0 0 2 . 5 8 7 5 7 * 0 9 3 , 5 6 3 6 0 . 0 2 65 2 , 6 1 2 5 9 * 0 3 26 8 , 2 5 0 0 0 * 0 0 6 , 6 0 1 3 2 * 0 7 0 , 0 0 0 0 0 115 7 , 9 9 9 0 0 - 0 2 06 1 . 8 6 0 3 9 * 0 3 , 7 8 3 5 2 * 0 5 0 , 0 0 0 0 0 
3 , 5 2 8 7 1 * 0 6 1 , 1 0 0 0 0 * 0 0 2 , 0 6 1 1 8 * 0 9 5 . 9 6 1 3 3 . 0 2 66 2 , 0 3 0 6 8 * 0 3 26 8 , 5 0 0 0 0 * 0 0 5 , 8 6 0 9 o * 0 7 0 , 0 0 0 0 0 116 6 . 9 9 9 5 0 " 0 2 07 1 . 8 7 7 7 0 * 0 5 , 5 2 0 9 5 * 0 5 0 , 0 0 0 0 0 
5 . 0 1 ! 9 o * 0 6 1 , 2 0 0 0 0 * 0 0 2 , 3 0 1 1 0 * 0 9 0 . 2 8 9 0 6 - 0 2 67 1 , 5 8 0 6 1 * 0 3 26 6 , 7 5 0 0 0 * 0 0 5 . 1 7 2 2 6 * 0 7 0 , 0 0 0 0 0 117 5 . 9 9 9 O 9 . 0 2 07 1 , 8 9 3 1 6 * 0 3 , 2 3 6 8 7 * 0 5 0 , 0 0 0 0 0 
2 , 7 2 5 3 2 * 0 6 
2 . ( 1 6 5 9 7 * 0 6 
2 . 2 3 1 3 0 * 0 6 
1 , 1 0 0 0 0 * 0 0 2 , 2 2 6 9 7 * 0 9 0 . 5 3 5 6 7 . 0 2 68 1 , 2 3 0 1 0 * 0 3 27 9 , 0 0 0 0 0 * 0 0 0 , 5 6 0 5 1 * 0 7 0 , 0 0 0 0 0 118 0 , 9 9 9 0 2 . 0 2 08 1 . 9 1 1 3 9 . 0 2 , 9 2 0 8 1 * 0 5 0 , 0 0 0 0 0 
1 , 0 0 0 0 0 * 0 0 2 , 1 1 8 3 6 * 0 9 0 , 6 9 6 2 0 . 0 2 69 9 . 6 1 1 1 7 * 0 2 27 9 , 2 5 0 0 0 * 0 0 9 . 0 2 8 1 6 * 0 7 0 , 0 0 0 0 0 119 5 . 9 9 9 6 1 - 0 2 08 1 . 9 3 3 7 1 * 0 2 . 5 7 0 1 1 * 0 5 0 , 0 0 0 0 0 
1 , 5 0 0 0 0 * 0 0 2 , 0 1 5 0 0 * 0 9 0 . 7 7 1 2 5 - 0 2 70 7 , 0 8 5 1 9 * 0 2 27 9 , 5 0 0 0 0 * 0 0 3 , 5 5 0 8 0 * 0 7 0 , 0 0 0 0 0 120 2 , 9 9 9 0 6 . 0 2 09 1 , 9 6 2 0 8 * 0 2 . 1 6 0 5 3 * 0 5 0 , 0 0 0 0 0 
2 . 0 1 8 9 7 * 0 6 1 , 6 0 0 0 0 * 0 0 1 , 9 1 6 7 7 * 0 9 0 , 7 6 6 0 1 * 0 2 71 5 , 8 2 9 0 7 * 0 2 28 9 . 7 5 0 0 0 * 0 0 5 , 1 5 7 1 0 * 0 7 0 , 0 0 0 0 0 121 1 . 9 9 9 7 2 - 0 2 09 2 , 0 0 3 0 5 * 0 1 , 8 2 0 1 7 * 0 5 0 , 0 0 0 0 0 
1 , 8 2 6 6 0 * 0 6 
1 . 6 5 2 9 9 * 0 6 
1 . ( 1 9 5 6 9 * 0 6 
1 . 3 5 3 3 5 * 0 6 
1 , 7 0 0 0 0 * 0 0 1 , 8 2 3 2 9 * 0 9 0 , 6 8 9 0 2 - 0 2 72 0 , 5 3 9 9 9 * 0 2 28 1 , 0 0 0 0 0 * 0 1 2 , 7 6 6 5 1 * 0 7 0 , 0 0 0 0 0 122 1 . U 9 9 8 5 - 0 2 50 2 . 0 3 1 7 9 . 0 1 , 5 3 0 5 9 * 0 5 0 , 0 0 0 0 0 
1 , 8 0 0 0 0 * 0 0 1 , 7 3 0 3 6 * 0 9 0 , 5 5 0 9 3 . 0 2 73 3 , 5 3 5 7 5 * 0 2 28 1 , 0 2 5 0 0 * 0 1 2 . 0 0 3 2 0 * 0 7 0 , 0 0 0 0 0 123 9 , 9 9 8 8 0 . 0 3 50 2 . 0 7 2 3 0 * 0 1 . 1 6 3 0 3 * 0 5 0 , 0 0 0 0 0 
a 
1 , 9 0 0 0 0 * 0 0 
2 , 0 0 0 0 0 * 0 0 
1 , 6 0 9 7 8 * 0 9 
1 , 5 6 9 3 2 * 0 9 
0 . 3 6 3 0 0 . 0 2 
0 . 1 3 8 1 5 . 0 2 
70 
75 
2 , 7 5 3 6 5 * 0 2 
2 , 1 0 0 5 0 * 0 2 
29 
29 
1 , 0 5 0 0 0 * 0 1 
1 , 0 7 5 0 0 * 0 1 
2 . 1 5 6 1 2 * 0 7 
1 . 9 0 2 7 7 * 0 7 
0 , 0 0 0 0 0 
0 , 0 0 0 0 0 
12« 5 , 0 0 0 2 8 . 0 3 2 . 1 0 1 6 0 * 0 
1 , 2 ? o 5 6 * 0 6 8 2 , 1 0 0 0 0 * 0 0 1 , 0 9 2 7 8 * 0 9 3 . 8 8 6 2 9 - 0 2 76 1 , 6 7 0 1 7 * 0 2 29 1 , 1 0 0 0 0 * 0 1 1 , 6 7 9 1 9 * 0 7 0 , 0 0 0 0 0 
1 * t 0 8 0 3 * 0 6 9 2 . 2 0 0 0 0 * 0 0 1 , 0 1 9 9 8 * 0 9 5 , 6 1 7 8 7 - 0 2 77 1 , 3 0 0 7 5 * 0 2 29 1 , 1 2 5 0 0 * 0 1 1 , 0 8 1 8 8 * 0 7 0 , 0 0 0 0 0 
1 • 0 0 2 5 9 * 0 6 9 2 , 3 0 0 0 0 * 0 0 1 . 3 5 0 7 2 * 0 9 5 . 3 0 1 5 9 . 0 2 78 1 , 0 1 3 0 1 * 0 2 30 1 , 1 5 0 0 0 * 0 1 1 , 3 0 7 7 5 * 0 7 0 , 0 0 0 0 0 
9 . 0 7 1 8 0 * 0 5 10 2 , 0 0 0 0 0 * 0 0 1 , 2 8 0 8 5 * 0 9 3 , 0 6 0 7 0 . 0 2 79 7 , 8 8 9 3 3 * 0 1 30 1 , 1 7 5 0 0 * 0 1 1 , 1 5 0 0 9 * 0 7 0 , 0 0 0 0 0 
8 . 2 0 8 5 0 * 0 5 10 2 , 5 0 0 0 0 * 0 0 1 . 2 2 2 1 8 * 0 9 2 . 7 9 3 0 1 - 0 2 80 b . 1 0 0 2 1 * 0 1 30 1 , 2 0 0 0 0 * 0 1 1 , 0 1 B O g * 0 7 0 , 0 0 0 0 0 
7 . 0 2 7 3 6 * 0 5 1 1 2 , 6 0 0 0 0 * 0 0 1 , 1 6 2 5 8 * 0 9 2 . 5 3 0 9 6 - 0 2 81 0 . 7 8 5 1 2 * 0 1 50 1 , 2 2 5 0 0 * 0 ! 8 . 9 8 B 0 5 * 0 6 0 , 0 0 0 0 0 
6 . 7 2 0 5 5 * 0 5 1 1 2 . 7 0 0 0 0 * 0 0 1 , 1 0 5 8 8 * 0 9 2 , 2 8 1 8 2 - 0 2 52 3 , 7 2 6 6 5 * 0 1 30 1 , 2 5 n o o * 0 1 7 . 9 3 1 9 2 * 0 6 0 , 0 0 0 0 0 
6 . 0 8 1 0 1 * 0 5 12 2 , 8 0 0 0 0 * 0 0 L , 0 5 1 9 0 * 0 9 2 . 0 O 7 7 9 - 0 2 83 2 , 9 0 2 5 2 * 0 1 31 1 , 2 7 5 0 0 * 0 1 6 , 9 9 9 9 0 * 0 6 0 , 0 0 0 0 0 
5 . 5 0 2 3 2 * 0 5 12 2 , 9 0 0 0 0 * 0 0 1 , 0 0 0 6 0 * 0 9 1 , 8 3 0 2 1 . 0 2 80 2 , 2 6 0 5 5 * 0 ) 31 1 • 5 0 0 0 0 * 0 1 6 , 1 7 7 3 9 * 0 6 0 , 0 0 0 0 0 
0 , 9 7 6 7 1 * 0 5 
0 , 5 0 0 9 2 * 0 5 
13 
13 
3 , 0 0 0 0 0 * 0 0 
S . 1 0 0 0 0 * 0 0 
9 . 5 1 8 3 9 * 0 8 
9 , 0 5 0 1 7 * 0 8 
1 . 6 2 9 6 9 - 0 2 
1 . 0 0 6 3 1 . 0 2 
85 
86 
1 , 7 6 0 5 5 * 0 1 
1 , 3 7 0 9 6 * 0 1 
31 
31 
1 , 5 2 5 0 0 * 0 1 
1 , 5 5 0 0 0 * 0 1 
5 . 0 5 1 5 3 * 0 6 
0 . 8 1 0 9 5 * 0 6 
0 , 0 0 0 0 0 
0 , 0 0 0 0 0 
0 . 0 7 6 2 2 * 0 5 
3 . 6 8 8 3 2 * 0 5 
14 
10 
3 , 2 0 0 0 0 * 0 0 
3 , 3 0 0 0 0 * 0 0 
8 , 6 1 2 5 9 * 0 8 
8 , 1 9 2 5 5 * 0 8 
1 . 2 7 9 7 2 - 0 2 
1 . 1 2 9 2 6 . 0 2 
87 
88 
1 , 0 6 7 7 0 * 0 1 
8 , 3 1 5 2 9 * 0 0 
32 
32 
1 . 5 7 5 0 0 * 0 1 
1 , " C 0 0 0 * 0 1 
0 . 2 0 5 6 5 * 0 6 
3 , 7 0 6 7 7 * 0 6 
D . 0 0 0 0 0 
0 , 0 0 0 0 0 
3 . 3 3 7 3 3 * 0 5 15 3 , 0 0 0 0 0 * 0 0 7 , 7 9 2 9 9 * 0 8 9 , 9 0 0 8 0 . 0 3 8 9 6 , 0 7 5 9 5 * 0 0 32 1 , 0 2 5 0 0 * 0 1 5 , 5 0 6 5 2 * 0 6 0 , 0 0 0 0 0 
3 . 0 1 9 7 o * 0 5 
2 . 7 3 2 3 7 * 0 5 
15 
16 
3 , 5 0 0 0 0 * 0 0 
3 , 6 0 0 0 0 * 0 0 
7 . O 1 2 9 J . 0 B 
7 , 0 5 1 5 9 * 0 8 
8 , 7 3 1 6 0 . 0 3 
7 . 6 5 O O 5 . 0 3 
90 
91 
5 , 0 0 3 0 8 * 0 0 
3 , 9 2 7 8 6 * 0 0 
52 
32 
1 , 0 5 0 0 0 * 0 1 
1 , 0 7 5 0 0 * 0 1 
2 , 9 1 7 9 9 * 0 6 
2 , 5 7 5 1 2 + 0 6 
0 , 0 0 0 0 0 
0 , 0 0 0 0 0 
2 * 1 7 2 3 5 * 0 5 16 3 , 7 0 0 0 0 * 0 0 6 , 7 0 7 0 9 * 0 8 6 , 6 9 8 2 3 - 0 3 92 3 , 0 5 9 0 2 * 0 0 53 1 , 5 0 0 0 0 * 0 1 2 , 2 7 2 5 3 * 0 6 0 , 0 0 0 0 0 
2 . 2 3 7 0 8 * 0 5 
2 . 0 2 0 1 9 * 0 5 
1 7 
17 
3 , 8 0 0 0 0 * 0 0 
3 , 9 0 0 0 0 * 0 0 
6 , 3 8 0 3 6 * 0 8 
6 . 0 6 9 1 9 * 0 8 
5 , 8 5 2 0 7 . 0 3 
5 , 1 0 5 0 1 . 0 3 
93 
90 
2 , 3 8 2 3 7 * 0 0 
1 . 8 5 9 8 5 * 0 0 
33 
50 
1 , 5 2 5 0 0 * 0 1 
I , 5 0 9 7 6 * 0 1 
2 , 0 0 6 7 1 * 0 6 
1 , 8 0 7 0 1 « 0 6 
0 , 0 0 0 0 0 
0 , 0 0 0 0 0 
1 , 8 3 1 5 6 * 0 5 18 0 , 0 0 0 0 0 * 0 0 5 . 7 7 3 1 9 * 0 8 0 , 0 0 8 2 2 - 0 3 95 1 , 7 0 9 8 6 * 0 0 30 1 , 5 5 8 1 7 * 0 1 1 , 7 6 7 5 5 * 0 6 0 , 0 0 0 0 0 
1 , 6 5 7 2 7 * 0 5 18 0 , 1 0 0 0 0 * 0 0 5 , 0 9 1 6 3 * 0 8 3 , 8 7 1 0 6 - 0 3 96 1 , 5 5 9 8 6 * 0 0 30 1 , 5 6 7 3 5 * 0 1 1 , 6 9 3 2 0 * 0 6 0 , 0 0 0 0 0 
1 , 0 9 0 5 6 * 0 5 19 0 , 2 0 0 0 0 * 0 0 5 , 2 2 3 8 0 * 0 8 5 . 5 6 5 2 2 - 0 3 97 1 , 0 3 9 8 5 * 0 0 SO 1 . 5 7 5 3 6 * 0 1 1 . 6 1 0 6 5 * 0 6 0 , 0 0 0 0 0 
1 , 3 5 6 8 6 * 0 5 19 U , SO0O0»-0C 0 , 9 6 9 0 J * 0 8 2 . 9 2 2 6 7 . 0 3 98 1 , 2 8 9 8 8 * 0 0 35 1 . 5 8 6 3 5 * 0 1 1 , 5 ( 8 0 0 * 0 6 0 , 0 0 0 0 0 
1 . 2 2 7 7 3 * 0 5 19 0 , 0 0 0 0 0 * 0 0 0 , 7 2 6 6 9 * 0 8 2 . 5 3 6 1 2 . 0 3 99 l , 1 2 O B 9 * 0 0 56 1 , 6 0 0 0 0 * 0 1 1 , 0 2 0 3 9 * 0 6 0 , 0 0 0 0 0 





transport code XSDRN.v ' The thermal cut-off of the 123 neutron group 
cross-section sets is at group 94 (1.859 eV). The 123 neutron group 
cross-section sets were subsequently collapsed, using cell spectrum 
weighting for the cross-sections of all the isotopes present, and resonance 
correction (resolved and unresolved) on U-235 and on U-238 for the differ-
ent types of assemblies, into a 50 group structure (see Table 5). The 
thermal cut-off of the 50 neutron group collapsed sets was at neutron 
energy group 34 (1.859 eV). These 50 group sets were subsequently col-
lapsed using zone weighting into two or three broad-group sets. Different 
cross-section sets were thus generated for the different zones of the 
reactor mockups. 
The cell weighted cross-section collapses from 123 groups to 50 
(123) 
groups were performed using the XSDRN code. The weighting for the 
cross-section generation was performed using the forward flux. The 
weighting using adjoint flux was not available in XSDRN. The capability 
of adjoint transport calculation in XSDRN was therefore implemented. 
Several cross-sections were also generated using adjoint flux weighting 
for comparison. However, it has been observed that it is not obvious, 
that for a given problem the use of adjoint-weighted cross-sections is 
better than forward-weighted cross-sections. It was subsequently decided 
to use the standard weighting (forward flux) used in XSDRN for the gener-
ating of cross-sections. The adjoint weighting was used in the generation 
of the delayed neutron fractions and the group velocities, which were 
subsequently used in the PSD calculations. 
The internal XSDRN cell-averaged cross-sections are calculated 
using 
Table 5. Fifty Neutron Energy Group Boundaries and Fission Spectrum 
GP FNF: W G * H». n A 0 G P LETHARGY M I [) P T FISS SPtC 
rKH^'OAWlfcS 
(EV) 
MJM^t^S »(HI N D A R I F 5 v F i n c T T I F s 
ro/spc) . 
1 1 • a 9 1 8 2 + 0 1 -3,99997-01 4,83383+09 1 .04073-03 
2 1 ,00000*07 0.00000 3.b7l65+t)9 5.15243-02 
3 4.96585+06 7,00000-01 2,720 0 2+09 1.54155-01 
4 3.01 1 9 '4 • 0 6 l,2 0 000*0u 2.28334*09 6.82472-02 
5 2.4 6597*06 1,40000*00 2.06605+09 9,46745-02 
6 2,0 1 897*06 ],8000 0+00 1.6694U+0 9 9.45503-02 
7 1 ,65299+06 1,60000+00 1.6915^+09 8,91433-02 
a I .35335+06 2,00000*00 1.53057+09 8,02444-02 
9 1 , 1 0 « 0 3 * 0 fa 2.20000*00 1.36U92+09 8,95946-02 
10 9.071B0+05 2.40000*00 1.25312+09 5.85771-02 
11 7.U2736+05 2,60000+00 1.13387+09 4,81278-02 
12 6,06101*05 2,80000+00 1.02597*09 3,87800-02 
13 a,97871*05 3.00000+0 0 9,28338+08 3.07600-02 
14 4,076?2*05 3,20000+00 8,39995+08 2.40898-02 
15 3.33733*05 3,40000+00 7.&0059+08 1,86724-02 
16 2.73237*05 3,60000+00 6,87729+08 1.43527-02 
17 2.23708*05 3.80000*00 6,22283+08 1,09575-0? 
18 1 .83158*05 4,00000+00 5,b3065+08 8,31927-03 
19 1 .49956*05 4,2 0 000+00 4,96904+08 8.62401-03 
20 1 .1 1090*05 4,50000+00 4,06830+08 8,41677-03 
21 b,73795*04 5,00000+00 2,97643+08 5,22276-03 
2 ? 3. 18278*04 5.75000+00 2,31605*08 7,96687-04 
23 2.47A75+04 6,00000+0 0 2,04567+08 5,49814-04 
2" 1 ,93045+04 6,25000*00 1,40597+08 3.79095-04 
25 5.53085*0 3 7,50000+00 9,0 7 761+0 7 0,00000 
2b 3,35'J63*u3 6,00000+OU 6.23694+07 0,00000 
27 1 ,23410*03 9,00000+00 4,02816+07 0,00000 
28 5,82947+02 9,75000+00 2.76851+07 0,00000 
29 2,75365*02 1,05000+01 1,76749+07 0,00000 
30 1,01301*0? 1.15000+01 1.01848+07 0,00000 
31 2.90^32*01 1,27500+01 5,80311+06 0,00000 
32 1 .06770*01 1,37500+01 3,30651+06 0,00000 
33 5.05902*0 0 1,50000*01 2. t 3fa13+06 0.00000 
3« 1 ,85985*00 2 1,54976+01 1 ,72135 + 06 0,00000 
35 1.28988+0 0 2 1,58635+01 1 .51802+06 0,00000 
36 1,12 4 8 9*00 2 1 , 6 0 O 0 4 + 0 1 1 ,42440 + 06 0,00000 
37 9,99923-01 2 1 ,61182*01 1 ,33605 + 06 0,00000 
38 8,75930-01 2 1 ,62506+01 1 ,20143+06 0,00000 
39 6.49938-01 2 1 ,65490+01 1 ,01712+06 0.00000 
ao U.4995U-01 2 1.691b7+01 6,71286+05 0.00000 
al 3,49965-01 2 1 .71680 + 01 7,87296+05 0.00000 
42 2.99970-01 2 1.73222+01 7.23783+05 0,00000 
43 2.49980-01 2 1 ,75045 + 01 6,370 0 7+05 0,00000 
44 1 .79979-01 2 1,78330+01 5,51052+05 0,00000 
U5 1 .39991-01 2 I ,80843+01 4,75746+05 0,00000 
46 9,99889-02 2 1 .84208 + 01 u, 00053 + 05 0,00000 
47 6.99950-02 2 1 ,87774 + 01 3,36402+05 0.00000 
48 4,99942-02 2 1,91139+01 2,72178+05 0,00000 
49 2,99948-02 2 1 .96248+01 2,01435+05 0.00000 
50 1,49985-02 2 2.03179+01 1 ,28712+05 0,00000 
51 5.00 0 28-03 2. 14164 + 01 0,00000 
139 
u T Nj 1 fcV< X $* cr-J 
ce l l j S |
 J ^ e ; oe.6
 3 
I 2 M 










number d e n s i t y of i s o t o p e i n zone j 
s p a t i a l i n t e r v a l a t mesh i 
volume of i n t e r v a l i 
c e l l volume 
fine group index 
broad group index 
microscopic cross-section of isotope in zone j at group 
total number of zones in the system 
total number of mesh intervals 
The transport cross-sections were generated using "definition 2" of 
XSDMT 23^: 
'ceLL ^Zr L 3 °~tr 
tr (92) 
I L 
where L : l e a k a g e s p e c t r u m , d e f i n e d a s 
HVr 
La = ^ Bj I S ^ V * j^(d^ (ASiSl.tyrtsi) 
££<3 ouTS\de 0 
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dA: unit surface area on the outside of the system 
0(Erfi) : flux per unit energy, volume and solid angle at E, r, Q 
0 : average flux over cell at energy g 
For the thermal zone, the collapse was performed on a typical fuel 
plate of an Argonaut assembly. The parameters/options used were: 
a) One-dimensional slab geometry, with the boundaries of the cell 
midway in the water between the fuel plates. Five equally spaced meshes 
were taken inside the fuel plate section of the cell, and six equally 
spaced meshes in the water section of the cell. A typical fuel plate of 
an Argonaut assembly in the thermal zone was taken to be 0.3 cm thickness, 
with a distance between fuel plates of 6.3 mm, and plate width of 7.5 cm. 
A fuel plate contains typically 124 gr Uo0o, or at an enrichment in U-235 
J O 
of 20 w/o of U, 20.83 gr U-235. The following number densities were used 
24 
(Note: for all number densities quoted, multiply by 10 ). 
_, n , _ ATU235 „ ,__ n/ atoms U235 
Fuel plate: N = 3.650 -04 
cc , 
p l a t e 
XTU238 ., , , , „ - a toms U238 
N = 1.441 -03 — 
cc T plate 
N016 = 4.817 -03 a t ° m s ° 1 6 
CC -. 
plate 
^Al / r-, «„ atoms Al 
4.67 -02 cc n plate 
Water: NH1„ = 6.6767-02 a t ° m s H 1 
H2° CCH20 
rt1 , .̂16 
N ° ^ = 3.3383-02 a t o m s ° 
H2° CCH20 
b) Reflective left boundary in the middle of the fuel plate, 
white/albedo right boundary in the water in between fuel plates. 
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c) S,P„ one-dimensional transport approximation (discrete ordinate 
diamond method) using 123 neutron energy group library based on ENDF/B-Il 
cross-section data. 
d) Overall convergence criterion: 0.001 
Point convergence criterion: 0.001 
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e) Resonance correction (resolved and unresolved for U and 
TT238 
U using 
--slab geometry, with absorber lump dimension equal to thickness 
of fuel plate 
--Nordheim's Integral Method (NIM)^118^ for U 2 3 5, U 2 3 8, and NIM 
16 o 
for 1st moderator 0 in the fuel plate, at a temperature of 294.6 K. 
--Dancoff correction using Bell's approximation for slabs. 
This factor corrects for the self-shielding effects in the resonance 
region due to the presence of more than one absorber lump. The surface 
correction factor for slabs is 
i- C =. i- z & Cxs dO 3 *• *-3 
where: d = distance between fuel plates 
E = scattering cross-section in the moderator 
s ° 
E3(X) - f e'K vT* ̂ 0 
i 
We therefore obtain that C = 0.068. 
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--Effective moderator cross-section per absorber atom for U 
, \U^^S JITS , ( 0X1% \)M w , O V ( ; <• 





I N U11S 
where &: means chord length in the lump 
Mat a : potential scattering of material "Mat" 
o 
The following values were used for the potential scattering 
H-l: 20.36 barn, C-12: 4.65, 0-16: 3.64, Al-27: 1.35, Fe-56: 11.39, 
U-235: 10.0, and U-238: 9.0. 
As a first approximation we take I = 0.3 cm for the mean chord 
length in the lump. 
We obtain that: 
UT*5 
f - ) - ^Hoo 
--Effective moderator cross-section per absorber atom for U-238 
Ol'Ji 
--For U-235, the moderator scattering cross section per absorber 
atom is defined for XSDRN as: 
Na 
where N1: number density of moderator in the lump 
N : number density of the absorber in the lump 
016 /0 „ For 1st moderator a =48.0 
s 
A127 
For 2nd moderator CT = 172.8 
s 
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--For U-238, the moderator scattering cross-section per absorber 
atom: 
For 1st moderator a = 12.17 
s 
A127 
For 2nd moderator a =43.7 
s 
f) k ff calculation with no axial leakage 
g) Collapsed 50 group cross-section sets were generated in XSDRN 
"magic-word" format. The scattering matrices were generated for Pn, P,, 
P_, and P_ scattering. It has to be noted that the Pn transfer matrix is 
composed of 
--isotropic elastic scattering matrix 
--inelastic transfer matrix 
--(n,2n) transfer matrix 
The P,, P9, P„ transfer matrices contain the 1st, 2nd, 3rd order transfer 
coefficients of a Legendre expansion to the elastic scattering cross-
section in the laboratory system. The P, , P„, P~ account for anisotropic 
scattering and they are often negative over part of the angular range. 
The 123 neutron group cross-sections were cell weighted and col-
lapsed to 50 neutron groups for the isotopes H-1, C-12, 0-16, Al-27, U-235, 
and U-238 in the fuel plates of the thermal zone, H-1 and 0-16 in the 
water of the thermal zone. The C-12 isotope in the external graphite 
reflector, the H-1, C-12, 0-16 isotopes in the external graphite + air gap, 
and the H-1, C-12, 0-16 isotopes in the external graphite + air gap were 
reduced to a 50 group set by adding them into each mixture with a number 
density of 1.0 X 10 . No contribution (negligible) therefore was made 
to the actual macroscopic cross-section of the mixtures. As stated in 
XSDRN, when the cell weighting is performed, this will produce sets of 
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microscopic cross-sections averaged over the cell neutron spectrum of the 
thermal zone, but which have the homogenization and disadvantage factor 
effects cancelled out. 
For the collapse from 123 to 50 groups of the cross-sections of the 
isotopes of the fast assembly region (Fast assembly Type II), the follow-
ing parameters/options were used: 
a) One-dimensional cylindrical geometry, with the outer radius 
of the cell boundary being the equivalent radius of the cell, based on 
the same surface as a fast assembly. Thus, the equivalent cell radius 
of the fuel platelets was taken based on a square dimension of 5.2 X 5.2 cm. 
The number densities of the isotopes of the different platelets were homog-
enized over the fuel volume, and are the same as in Table 1. Ten equally 
spaced meshes were used within the cell representing a fast fuel assembly. 
b) Reflective left boundary in the middle of the equivalent cyl-
inder, white/albedo right boundary at the outer radius of the fast assembly 
cell. 
c) S,P~ one-dimensional transport approximation (discrete ordinate 
diamond method) using 123 neutron group library based on ENDF/B-II data. 
d) Overall Convergence criterion: 0.001 
Point Convergence criterion : 0.001 
e) Resonance correction (resolved and unresolved) for IT-235 in 
fast assembly II, U-238 in fast assembly II, U-238 in natural uranium 
o 
blanket, at a temperature of 294.6 K, using: 
--homogeneous geometry 
--A value of 0.0 for the Dancoff correction was used (zero for a 
homogeneous resonance correction case) 
•For U-235 in Fast assembly type II, we have that 
the effective moderator cross-section per absorber atom; 
(CT )
U^35 = 2 1 9 l b a r n 
m'eff 
the moderator scattering cross-section per absorber atom for 
1st moderator a = 24.0 
s 
Hi 
2nd moderator a =15.1 
s 
•For U-238 in the fast assembly II, we have that 
the effective moderator cross-section per absorber atom: 
(a ) U ^ 8 = 16.95 m eff 
the moderator scattering cross-section per absorber atom for 
1st moderator a = 1.856 
s 
Hi 
2nd moderator a = 1.167 
s 
•For U-238 in the natural uranium blanket, we have that 
the effective moderator cross-section per absorber atom: 
( a ) U " 8 = 9.1 
nr eff 
f) Collapsed 50 group cross-section sets were generated, including 
P„, ?.., P~, and P. scattering matrices. The 123 neutron group cross-
sections were cell-weighted over the fast assembly and collapsed to 50 
groups for the isotopes H-1, C-12, 0-16, Al-27, Fe-56, U-235, and U-238 
of the fast assembly. The U-235 and U-238 cross-sections of the natural 
uranium blanket were reduced to a 50 group set by adding them into each 
mixture with a number density of 1.0 X 10 . When the cell weighting 
over the fast assembly is performed, this will produce microscopic cross-
section sets averaged over the fast assembly cell spectrum, but which 
have the homogenization and disadvantage factor effects cancelled out. 
For the collapse from 123 to 50 groups of the cross-sections of 
the isotopes of fast Assembly type IV, the following parameters were used 
a) One-dimensional cylindrical geometry (see assembly type II). 
The number densities of the isotopes of the different platelets were 
homogenized over the fuel volume, and are the same as in Table 2. Ten 
equally spaced meshes were used within the cell of the fast fuel assembly, 
e) Resonance correction (resolved and unresolved) for U-235 in 
fast assembly IV, U-238 in fast assembly IV, U-238 in natural uranium 
o 
blanket, at a temperature of 294.6 K, using: 
--homogeneous geometry 
--a value of 0.0 was used for the Dancoff correction (zero for a 
homogeneous resonance correction case) 
--For U-235 in the fast assembly IV, we have that 
the effective moderator cross-section per absorber atom: 
(o- )u235 = 9 9 6 b 
m eff 
the moderator scattering cross-section per absorber atom for: 
1st moderator a = 12.6 b. 
s 
A127 
2nd moderator a = 3.1b. 
s 
•For U-238 in fast assembly IV, we have that: 
the effective moderator cross-section per absorber atom 
(a ) U " 8 = 15.7 b. 
in eff 
the moderator scattering cross-section per absorber atom for 
1st moderator a = 2.00 b. 
s 
A127 
2nd moderator o = 0.49 b. 
s 
•For U-238 in the natural uranium blanket, we have that: 
the effective moderator cross-section per absorber atom: 
t ,U238 n . , 
(0" ) rr ~ 9.1 b. 
v m'eff 
f) Collapsed 50 neutron group cross-section sets were generated, 
including Pft, P1, P~, and P_ scattering matrices. The 123 neutron group 
cross-sections were cell weighted over fast assembly IV spectrum and col-
lapsed to 50 groups for the isotopes 0-16, Al-27, Fe-56, U-235, and U-238. 
The U-235 and U-238 cross-sections of the natural uranium blanket were 
reduced to a 50 group set similarly to the case of assembly II type. 
In order to validate the method of cross sections generation using a cell 
weighted collapse from 123 to 50 neutron groups, and the cross-section 
sets themselves, benchmarks on experimental critical experiments were run 
(see Appendix B). 
Generation of Broad Group Cross Sections 
The fifty neutron group cross-section sets, generated by resonance 
corrections on U235 and U238, followed by cell spectrum-weighted collapses 
to fifty neutron groups, were subsequently zone-weighting collapsed 
to broad group sets (two or three broad neutron groups) for use in the 
power spectral density calculations. Typically in the case of two broad 
groups, neutron groups 1 to 33 were zone-weighted to broad group one, 
neutron groups 34 to 50 were zone-weighted to broad group number two. 
The zone-weighting was performed using the XSDRN code. The weight' 
ing was performed using forward flux weighting. The transport cross-
(123) sections were generated using "definition 2" of XSDRN 
—*,«* ^M"* 
<T = 1Z& (94) 
6 -— 
1 \̂  
^e6 J 
where L : leakage spectrum 
L, ̂  ^ l\ < ^ V; 
The (n,2n) cross-sections were treated as fission (with a v value 
of 2), and were added to the smooth fission cross-sections as follows: 
<J-C -
 a~? -*- cr-
f f ^ '^.I'VN 
< * Z (95) 
The same method was used for the three different reactors, namely 
TARK, Fast Argonaut Assembly II, and Fast Argonaut Assembly IV. 
The parameters/options were: 
a) One-dimensional cylindrical geometry, with the right boundary 
being the outer edge of the reactor. The mesh configuration and zone 
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numbering are shown in Figure 9. The number densities and material 
composition for each zone are shown in Tables 1, 2, and 3. 
Number of zones: TARK 9 
Assembly II core 9 
Assembly IV core 9 
Number of mesh points: TARK 27 
Assembly II core 28 
Assembly IV core 28 
A buckling search for k ,.,. = 1.0 was performed in order to incor-
ert 
porate the effect of axial leakage on the neutron spectrum in the forward 
flux weighted cross-section collapses. The axial buckling was taken to 
be independent of the zones and of the neutron groups. The leakage was 
2 H 
taken as D B 0 
g g g 
where 
2 
Bg = ^DZ*^ : b u c k l i n g 
O 
D = : diffusion coefficient 
g 3 Str 
0 : flux for group g 
. o g 
DZ = DZ + 2 f X : cylinder height including extrapolation and 
& ' - ' • 
was treated as an absorption term in the transport equation. 
The factor f was taken to be 0.7104. 
b) A reflective left boundary condition was taken in the center 
of the reactor; a vacuum right boundary (no reflection) was taken at the 
outer edge of the reactor. 
c) S,P~ one-dimensional transport approximation (discrete ordinate 
diamond method) using the 50 group collapsed neutron cross-section sets 
previously generated. 
d) Overall Convergence criterion: 0.001 
Point Convergence criterion: 0.001 
e) Collapsed two or three group cross-section sets were generated. 
The scattering matrices were generated for PQ and ?1 scattering. 
The broad-group cross-sections were zone-spectrum weighted and 
collapsed using the forward flux, and they were generated for each of the 
isotopes in each zone. 
The values of the microscopic cross-section, together with the 
macroscopic cross-sections for each zone are tabulated in Table 6 (broad-
group cross-section TARK), Table 7 (broad-group cross-sections STARK As-
sembly II), and Table 8 (broad-group cross-sections STARK Assembly IV). 
The 1/v broad group values are also tabulated. It has to be ob-
served that no significant difference exists between the values obtained 
using adjoint flux weighting: 
fdr f4>*-L (b dit 
7TT ^"-i 1  
^ ~ fir /cj>*(j)« 
z o ^ e j *J 
and forward flux weighting: 
/ d r / ^<N* 
77\" *°"ej ^ (97) 
U~ /dr /<HE 
ZOinCJ a 
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The adjoint weighted 1/v values were used in the calculation of the space-
and energy-dependent power spectral densities and transfer functions. 
Different 1/v values were obtained for each zone of the reactors. For the 
TARK reactor the thermal group 1/v zone averaged values were not appre-
ciably different from the reactor averaged values, while for the fast 
broad group zone averaged values, the highest values were found in the 
graphite coupling region, and the outside graphite reflector. It is pre-
cisely there that the spectrum is the most thermalized. 
For the STARK reactor, the zone averaged, adjoint weighted 1/v 
values over the thermal broad-group vary approximately by a factor of four 
between the fast core zone and the reactor averaged values. This was ex-
pected since the spectrum in the fast core is harder than in the thermal 
core or the reflector zones. 
We have seen that the cross-sections based on ENDF/B-II were ob-
tained by a cell spectrum collapse from 123 to 50 groups, followed by a 
zone-dependent reactor spectrum collapse from 50 to two or three broad 
groups. In order to check how much difference there was between weighted 
1/v values obtained this way and 1/v values obtained directly from a col-
lapse from 123 to two or three broad groups, a zone-dependent S.P̂  forward 
transport calculation was performed. The broad thermal group reactor 
averaged 1/v value was 3.2217-06, while the value obtained through cell 
collapse, followed by a reactor spectrum collapse with a critical buckling 
correction was 3.3996-06, a difference of approximately 5%. 
Nagy and Danofsky performed a study based on a one-dimensional, 
two-energy group representation of an Argonaut-type reactor. They per-
formed a parametric study for the value of the first sink frequency versus 
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Ln 
the removal and absorption cross-sections of the coupling region. The 
coupling region was a 45 cm heavy water region. They showed that the 
sink frequency decreases with increasing removal and absorption cross-
sections. They concluded that it was more sensitive to the removal cross-
section than the absorption cross-section (2.0 AS - 1.7 A sink fre-
s 
quency, 10 A£ - 1.7 A sink frequency). In the TARK reactor the main 
3. 
coupling region is made of graphite. Because of the sensitivity of the 
sink frequency upon the macroscopic scattering cross-section, the values 
for the macroscopic scattering cross-sections H for graphite, based on 
a number density of 8.526-02 are presented here. For the TARK reactor, 
the values range from 4.063-03 in zone 1, 3.465-03 in zone 2, 2.865-03 
in zone 3, 2.436-03 in zone 4, 2.185-03 in zone 5, 2.461-03 in zone 6, 
2.799-03 in zone 7, 3.108-03 in zone 8, 4.393-03 in zone 9. Because of 
the sensitivity of the value of the sink frequency not only on £ , but 
even more on the dimensions of the coupling region, it is important that: 
1. We use zone-dependent cross-sections 
2. Multi-dimensional geometries for the description of the re-
actor core. 
For the STARK reactor, the main coupling region was made up of the 
fast assembly region, and the natural uranium buffer zone. For such coup-
ling regions, it is rather difficult to take conclusions out of a para-
metric study concerning the locations of sink frequencies. 
r* 
In Figures 10 through 12, we have plotted 0(rE)dE for each neu-
«J 
tron group, and for the different zones which were evaluated from S,P~ 
calculations using XSDRN. The values were zone-averaged. The values 
given by the different figures were arbitrarily normalized, so as to give 
SRP(GROUP NUMBER NEUTRON ENEft&Y) 
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a fission source density of unity, when integrated over the whole reactor. 
Comparison between the different curves show that not very much difference 
exists for zone 5 (20 w/o U235 thermal core) for the TARK, STARK loading 
II, and STARK loading IV reactors. As expected, significant differences 
exist in the neutron spectrum for the coupling region of the TARK and 
STARK reactors. In the internal region (zone 1 and zone 2) of the fast 
reactor STARK, the shape of the spectrum approaches the shape of the spec-
trum obtained from the S,P~ cell calculation on the fast assembly. Com-
parison of the spectrum of zone 1 for the STARK reactor (Assemblies Type II 
and Assemblies Type IV) reveals that the approach to the cell spectrum is 
much faster for loading IV than for loading II. This is due to the higher 
contribution of the fast core to the fast part of the spectrum in loading 
IV as compared to loading II. 
In Figure 12a, the neutron spectrum of zone 1 of STARK loading IV 
readily shows that above group 30 (below 100 keV), a significant peak of 
slow neutrons exists. This overshoot of slow neutrons in the fast core 
was due to the penetration of fast neutrons, generated in the thermal 
core (zone 5), into the fast core zones. This peak is more pronounced 
for loading IV than for loading II, mainly because of the harder spectrum 
of STARK with loading IV, and therefore relatively more fast neutrons 
are available. 
In Figures 13 through 15, we have plotted E0(rE) versus energy for 
the different zones. Comparison of the spectrum readily shows that for 
zone 1, STARK loading IV has a much harder spectrum than loading II. For 
instance, at energy group 16 (273.2 to 223.7 keV) the flux is three times 
larger for loading IV than for loading II, when averaged over zone 1, 
,y.f L_._.J—•!__ J 
- J 
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while the neutron fluxes in the fast spectrum region, averaged over zone 
5, are very similar. 
Determination of the Effective Delayed Neutron Fractions 
First-order perturbation theory as presented in Citation was 
used for the calculation of the effective delayed neutron fractions. No 
mixture-dependent or neutron-type-(prompt, delayed)-dependent fission 
spectra were used in the PSD calculation. Therefore, effective zone-
.Mal 
dg 
averaged delayed neutron fractions (B , ) .... have to be used instead of 
dg eff 
p, (as obtained from small sample experiments), since the prompt fission 
spectrum y is different from the delayed fission spectra X , . If only 
g g,dg 
one fission spectrum is used, then the delayed fractions have to be ad-
justed because delayed neutrons are born in lower energy groups. Sloan 
and Woodruff, Fieg, and Batchelor and Hyder performed ex-
tensive experiments in the determination of delayed neutron characteristics 
It can be shown from first-order perturbation theory that the 
effective delayed neutron fraction of delayed group "dg" for material 




P : actual (as obtained from small sample experiment) delayed 
neutron fraction of delayed neutron group "dg," for material "Mat" 
Ma t 
E, : macroscopic fission cross-section of material "Mat," for 
r * 
g 
neutron group g 
Zr: ' macroscopic fission cross-section of core material for 
r * 
§ , 235 238 239 240 241 
neutron group g (therefore, for U " , U , and Pu ' , Pu , and Pu ) 
^ _, : energy distribution of delayed fission neutrons for delayed 
neutron fraction group "dg" 
X : energy distribution of prompt fission neutrons for energy 
group "g" 
V.: volume of space element i 
0 : flux at neutron group "g" 
0*: adjoint flux at neutron group "g" 
The delayed neutron energy spectra X H were obtained from a report by 
6 9 O 
Meister. They were derived from experimental work by Batchelor and 
(128^ 
Hyder, and put into a 26 group classification of the ABN set (see 
Table 9). Those values of -^ were subsequently "neutron energy width" 
adjusted to the fifty group set to which the 123 group ENDF-B/II sets were 
previously collapsed. The values of x j that were used in the calcula-
g>dg 
tions of the effective delayed neutron fractions for the power spectral 
Ma t Ma t 
densities, are compiled in Table 10. The values of |3 and X, by 
(129) 235 
Keepin " were used. The data tabulated for thermal fission in U 
238 
and the data for fast fission in U were employed in the calculations 
of the effective delayed neutron fractions. Because of the differences 
Mat 235 
of the decay constants A. of the delayed neutron fractions for U and 
2 38 
U , the calculations of the PSD's were always carried out with 12 delayed 
neutron groups. The forward fluxes obtained in the 50 group transport 
calculations were used in the calculations of the effective delayed 
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Table 9. Delayed Neutron Spectrum of the 26-Neutron Group ABN Set 
(taken from reference 128) 


















4 1.4 - 2.5 MeV 0.07 0.04 
5 0.8 - 1.4 MeV 0.06 0.14 0.09 0.16 0.14 
6 0.4 - 0.8 MeV 0.17 0.37 0.36 0.30 0.36 
7 0.2 - 0.4 MeV 0.23 0.28 0.25 0.22 0.26 
8 0.1 - 0.2 MeV 0.27 0.11 0.16 0.15 0.14 
9 46.5 - 100.0 keV 0.16 0.06 0.09 0.06 0.05 
10 21.5 - 46.5 keV 0.08 0.03 0.04 0.03 0.01 
11 10.0 - 21.5 keV 0.02 0.01 0.01 0.01 
12 4.65 - 10.0 keV 0.01 
1.00 1.00 1.00 1.00 1.00 


























0.01 0.08 0.05 
0.08 0.185 0.135 0.19 0.18 
0.14 0.31 0.30 0.25 0.30 
0.21 0.25 0.23 0.20 0.235 
0.27 0.13 0.17 0.16 0.16 
0.13 0.05 0.075 0.055 0.045 
0.11 0.04 0.06 0.04 0.025 
1.353 - 2.466 MeV 
0.743 - 1.353 MeV 
0.408 - 0.743 MeV 
0.224 - 0.408 MeV 
0.111 - 0.224 MeV 
67.38 - 111.1 keV 
31.83 - 67.98 keV 
9 9 9 "\ 9/ 
' J' ̂ ' 5.53 - 31.83 keV 0.06 0.025 0.03 0.025 0.005 
ID 
Total 1.00 1.00 1.00 1.00 1.00 
-o 
(123) 
neutron fractions. The version of XSDRN that was used did not have 
the adjoint transport calculation available due to the lack of proper 
routines to adjoint the "magic word" packed cross-sections. The adjoint 
S,Po transport calculation was therefore implemented. Proper care was 
taken to reverse all arrays which were a function of energy groups. Be-
cause the group order was reversed, the "lowest energy" group will be 
number 1. The packed cross-sections and the transfer routines were also 
adjointed. While the forward 50 group transport calculations for TARK, 
STARK loading II, and STARK loading IV were performed with an axial buck-
ling search to k f = 1.0, the adjoint 50 group S,P~ transport calculations 
were performed with the axial critical buckling obtained by the forward 
search. The k r~ obtained by the adioint calculations were: ef f 
TARK 
STARK loading II 
STARK loading IV 
k „ = 1.0119 ef f 
k ._ = 1.0064 
eff 
k _. = 1.0015 eff 
Mat 235 
The values of (B , ) ff were then computed for each zone containing U 
238 
or U using the fifty neutron group values of the cross-sections, for-
ward fluxes and adjoint fluxes. Table 11 tabulates the calculated delayed 
neutron characteristics for the TARK reactor. Tables 12 and 13 tabulate 
the zone-dependent and reactor averaged delayed neutron characteristics 
for the STARK reactor loadings II and IV. It is of interest to note that 
235 the values of the total effective fraction for U and the total effective 
o o o 
fraction for U are not only zone-dependent but also loading-dependent. 
The (B ) j-r. calculated over the reactor spectrum is greater for loading vttot eff r t . & 
235 
II than for loading IV, while the content of U in loading II is smaller 
TTO O Q 
than in loading IV. The (B ) rr over the reactor spectrum is smaller ° vrtot 'eff 
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Table 11. Calculated Effective Delayed Neutron Fractions of TARK 
Isotope Delayed p. |3_. X. 
?35 
Thermal U fast or 1 2.067-04 2.415 -04 1.2400-02 
Core thermal 













(Ipe f f) 
i 
    
 .  .  -  
3 1.232-03 1.412 -03 
4 2.481-03 2.790 -03 
5 7.235-04 8.150 -04 
6 2.624-04 2.956 -04 
($.281-03) (7.116 -03) 
2 3 8 T T e „ U fas t 1 1.951-04 6.414 -07 1.3200-02 
2 2.038-03 6.509 -06 3.2100-02 
3 2.410-03 7.772 -06 1.3900-01 
4 5.778-03 1.829 -05 3.5800-01 
5 3.350-03 1.062 -05 1.4100+00 
6 1.117-03 3.539 -06 4.0200+00 
(1.489-02) (4.737 -05) 
23S 238 
Total U + U J (7.1634-03) 
Table 12. Calculated Effective Delayed Neutron Fractions of STARK Loading II 
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ZONE-1 ZONE-2 Buf fe r Zone 
Zone) B l a n k e t ) 
U-235 thermal 1 2.067-04 1 .2400-02 1 .199-04 1 .208-04 1.08.0-04 2 .433 -04 2 . 3 8 3 -04 
or f a s t 2 1.375-03 3 . 0 5 0 0 - 0 2 8 . 4 9 2 - 0 4 8 . 6 8 0 - 0 4 7 .569 -04 1.566 -03 1.537 -03 
3 1.232-03 1 .1100-01 7 .466 -04 7 .610 -04 6 . 6 8 7 - 0 4 1.418 -03 1.391 -03 
4 2.481-03 3 . 0 1 0 0 - 0 1 1 .561-03 1 .591-03 1 .380-03 2 .798 -03 2 .747 -03 
5 7.235-04 1.1300+00 4 . 5 4 1 - 0 4 4 . 6 5 2 - 0 4 4 . 0 4 4 - 0 4 8 .169 -04 8 . 0 2 1 -04 
6 2.624-04 3.0000+00 1 .647-04 1 .687-04 1 .467-04 2 . 9 6 3 -04 2 .909 -04 
(6.281-03) ( 3 . 8 9 6 - 0 3 ) ( 3 . 9 7 5 - 0 3 ) ( 3 . 4 6 5 - 0 3 ) (7 .138 -03 (7 .005 -03) 
U-238 fas t 1 1.951-04 1 .3200-02 3 . 1 3 9 - 0 5 2 . 9 8 6 - 0 5 5 . 6 5 8 - 0 5 6 .870 -07 2 . 4 0 3 -06 
2 2.038-03 3 . 2 1 0 0 - 0 2 3 .490 -04 3 .368 -04 6 . 2 2 4 - 0 4 6 .940 -06 2 .597 -05 
3 2.410-03 1 .3900-01 4 . 0 5 0 - 0 4 3 .897 -04 7 . 2 5 8 - 0 4 8 .298 -06 3 .044 -05 
4 5.778-03 3 . 5 8 0 0 - 0 1 1 .009-03 9 .708-04 1 .784-03 1.950 -05 7 .415 -05 
5 3.350-03 1.4100+00 5 .831 -04 5 . 6 4 1 - 0 4 1 .038-03 1.132 -05 4 . 3 1 3 -05 
6 1.117-03 4.0200+00 1 .944-04 1 .880-04 3 . 4 6 4 - 0 4 3 .772 -06 1.438 -05 
(1.489-02) ( 2 . 5 7 1 - 0 3 ) ( 2 . 4 7 9 - 0 3 ) ( 4 . 5 7 4 - 0 3 ) ( 5 . 0 5 1 -05) (1 .905 -04) 
Total U-235 + U-238 (6.467-03) (6.454-03) (8.039-03) (7.1885-03) (7,1955-03) 
^ j 
^ j 
Table 13. Calculated Effective Delayed Neutron Fractions of STARK Loading IV 
Isc >tope Delayed P± X. 
Group (X P.) 
i x 










U-235 thermal 1 2.067-04 1.2400-02 1.167-04 1.164-04 1.012-04 2.367 -04 2.131 -04 
and fast 2 1.375-03 3.0500-02 7.839-04 7.950-04 7.077-04 1.525 -03 1.382 -03 
3 1.232-03 1.1100-01 6.993-04 7.063-04 6.255-04 1.381 -03 1.249 -03 
4 2.481-03 3.0100-01 1.435-03 1.456-03 1.293-03 2.730 -03 2.480 -03 
5 7.235-04 1.1300+00 4.168-04 4.237-04 3.786-04 7.965 -04 7.235 -04 
6 2.624-04 3.0000+00 1.512-04 1.537-04 1.373-04 2.888 -04 2.624 -04 
(6.281-03) (3.603-03) (3.651-03) (3.243-03) (6.958 -03) (6.311 -03) 
U-238 fast 1 1.951-04 1.3200-02 5.491-05 4.992-05 6.055-05 5.966 -07 1.061 -05 
2 2.038-03 3.2100-02 5.792-04 5.350-04 6.645-04 6.034 -06 1.145 -04 
3 2.410-03 1.3900-01 6.820-04 6.274-04 7.752-04 7.210 -06 1.342 -04 
4 5.778-03 3.5800-01 1.667-03 1.540-03 1.908-03 1.698 -05 3.290 -04 
5 3.350-03 1.4100+00 9.623-04 8.910-04 1.111-03 9.845 -06 1.909 -04 
6 1.117-03 4.0200+00 3.208-04 2.970-04 3.703-04 3.282 -06 6.362 -05 
(1.489-02) (4.266-03) (3.940-03) (4.889-03) (4.395 -05) (8.428 -04) 
Total U-235 + U-238 (7.869-03) (7.591-03) (8.132-03) (7.002 -03) (7.15^ -03) 
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for loading II than for loading IV. Those zone dependent values were 
subsequently used in the PSD calculations. In the XSDRN transport calcu-
lations only one fission spectrum X can be allowed. The calculations 
g 
could be improved by using the XSDRNPM module of the AMPX system, 
which allows mixture dependent fission spectra and takes into account 
the fission spectra of all fissionable nuclides in a problem. 
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CHAPTER VI 
THEORETICAL STUDY OF THE TWO-DIMENSIONAL MULTI-GROUP 
COHERENCE FUNCTION OF THE THERMAL ARGONAUT 
REACTOR, AND COMPARISON WITH EXPERIMENTS 
A detailed schematic of the TARK reactor (Thermal Argonaut Reactor 
Karlsruhe) has been presented earlier in Chapter V. In the two-slab core 
configuration, the thermal core was subdivided into two fuel regions con-
taining each eight Argonaut assemblies. A total of 266 Argonaut fuel 
plates were used in the critical experimental configurations of the two-
235 
slab TARK reactor which represented a total loading of 5.541 kg U 
Two-Dimensional Coherence Function of the 
Coupled-Core TARK Reactor 
The fuel (266 fuel plates) of the thermal zone was therefore spread 
over 16 Argonaut fuel positions, out of a possible 24. The outer radius 
of the thermal zone in the two dimensional calculations was calculated to 
235 
be 44.0 cm based on a loading of 5.541 kg U , while the inner radius 
was 30.5 cm. The detailed schematic of the two-slab core configuration 
of TARK, which was used in the two dimensional multi-group calculation 
of the coherence function is presented in Figure 16. Calculations of the 
power spectral densities were performed using an r-9 mesh. The axial 
leakage in the third dimension was taken into account with the usual 
axial buckling correction factor. For the angular mesh a total of 28 
radials (rows) were used. The radials were separated by 15 degrees, 
0-Mt™ 
Figure 16. Two-Dimensional r-9 Mesh Layout of the TARK Coupled-Core 
Configuration 
182 
except radials 13-14, 14-15, 15-16, 1-2, 2-3, 26-27, which were separated 
by 10 degrees. 
A periodic boundary condition was used for top and bottom rows. 
In this case, it specified that the fluxes along radial 2 were equal to 
the fluxes along radial 28. The total number of columns in the mesh was 
48 (JMAX). The axis of the cylindrical geometry lay halfway between 
J = 1 and J = 2. The column numbers and correspondent r values are 
listed in Table 14. The boundaries were specified as defined in EXTERMI-
NATOR-II.^82^ 
_ . J C = 0 for symmetry boundary 
_ ij M = c with 
" C = 1.0 + 15 (very large) for zero boundary 
Xtr/3 Xtr/3 
C = -: = ^ -,10/—r = 0.4692 for rod boundary 
d 0.7104 X. 
ext tr 
d = extrapolation distance rod boundary. 
For the region surrounding the external graphite reflector, a rod group 
constant was specified in place of the macroscopic absorption cross sec-
tion. •> An extrapolation distance of 0.7104 X was specified at the outer 
r t r f 
boundary of the external graphite reflector by setting I! = 0.4692 for all 
ci 
energy groups at the outer boundary. 
The macroscopic broad-group cross sections obtained by S,P„ trans-
port collapses from ENDF/B sets were used. 
Since the material composition of the reactor was assumed to be 
homogeneous in the axial direction and in order to ensure that the calcu-
lations of the power spectral densities (PSD) were performed for a mathe-
matically critical reactor (k __ = 1), the axial height of the reactor 
was adjusted uniformly over the reactor. An axial buckling search using 
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Table 14. Column Numbers and Corresponding r Values in r-
Mesh Layout for TARK Reactor 
"J" Dis tribution (Column Number - M r II Value (cm )) 
1 - 0.500 2 0.500 3 2.511 4 4.522 5 6.533 
6 8.544 7 10.555 8 12.567 9 14.578 10 16.589 
11 18.600 12 20.467 13 22.333 14 24.200 15 26.300 
16 28.400 17 30.500 18 32.429 19 34.357 20 36.286 
21 38.214 22 40.143 23 42.072 24 44.000 25 46.500 
26 48.500 27 50.500 28 53.000 29 55.500 30 58.000 
31 60.500 32 63.750 33 67.000 34 70.250 35 73.500 
36 76.750 37 80.000 38 83.250 39 86.500 40 90.500 
41 94.500 42 98.500 43 102.500 44 106.500 45 110.500 
46 114.500 47 118.500 48 122.500 
p- 2J& 
a zone-dependent D&B 0 correction factor for transverse leakage was thus 
z 
performed using a modified version of EXTERMINATOR-II until a value of 
k CI. = 1 was satisfied for the steady state case. It must be noted that, eff J 
for the steady state calculations, the normal version of EXTERMINATOR-II 
was modified in order to be able to solve the steady state equations as 
presented in Chapter III. The same mesh grid as for the TDPSD (Two Dimen-
sional Power Spectral Density) code was used. A convergence criterion on 
the steady state fluxes and on k ff of 1.0E-5 was used for the steady 
2 
state calculation. An axial buckling B = 2.32048E-03 was thus obtained, 
which represents a critical axial height of 65.22 cm. This is to be com-
pared with the physical height of the fuel of 61 cm. 
In Figure 17 are presented some of the steady state broad group 
fluxes. The steady state fluxes were used as weighting factors in the 
PSD calculations. The steady fluxes were normalized to give a value of 
1.0 for the integral dV J v Zf 08' 
Reactor % 
In Figure 16 we observe that two symmetry axes are present. The 
presence of those was used in the PSD calculations in order to save com-
puter time in the evaluation of the space integrals. The calculated 
values of the PSD's were obtained for all the space points, and for prop-
erly weighted stochastic fission sources in the space volumes that contain 
fuel. However, due to symmetry, only responses to the stochastic sources 
of the space volumes of the thermal fuel assemblies V-24'. - V-l, V-l, V-2, 
V-3, and V-4 have to be performed. In order to get the space-, energy-, 
and frequency-dependent responses to the stochastic sources in the space 
volumes of the other assemblies, proper shifting of the mesh points was 
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Figure 17. S teady-Sta te Fluxes of the TARK Coupled-Core Configurat ion 
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elements with stochastic sources were present in the calculations of the 
PSD's for TARK. The presence of symmetry axes also enabled us to verify 
the accuracy of the numerical calculations of the PSD's. Indeed, we 
have seen in Chapter III that the phase of the CPSD between two detectors 
located at symmetrical locations inside a reactor with symmetry axes is 
zero or ± 180 degrees (which means they are real, and the imaginary com-
ponent is zero). In addition, several space-, energy-, and frequency-
dependent responses were calculated for stochastic sources in the space 
volumes of assembly V-9. They were compared with the values (amplitude 
and phase) of the responses to V-9 obtained by proper shifting of the 
mesh points around the appropriate symmetry axes for the responses to the 
stochastic sources in the space volumes of assembly V-4. The relative 
error on the amplitude and on the phase of the responses was less than 
ID"4. 
In addition, the CHF between the thermal response of detector 1 
located at mesh (2-33) and the thermal response of detector 2 was calcu-
lated for external sources in volumes defined, respectively, by the 6-r 
mesh (02,03-15,16), (02,03-26,27), and (02,03-02,03). The location of 
detector 2 was swept along radial 2 for all values of J, and radial 14 for 
all values of J. Those values were stored for eventual later use in 
analyses of PSD's due to external sources. 
By definition the phase of the cross-power spectral density (CPSD) 
is equal to the phase of the coherence function (CHF); therefore, 
Phase [CPSD (r\ . - ,T, _0,tt>)3 = Phase [CHF(r, .r. Oao) 1 for all frequen-detl det2' v detl det2 n 
cies. This is easily proven since we have seen (Eq. 5) that the coherence 
function is defined by 
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r ™ ^ - ^ CPSD(rdetl'rdet2-
m> 
GHF(rdetl'rdet2>u,) ' — 
pSDff^^^.APSDCl^^,™) 
since the APSD's are real, they do not contribute to the phase. 
In all the calculations, the proper values of the effective de-
layed neutron fractions for U-235 and U-238, as calculated previously in 
Chapter V, were used. 
In Figures 18 and 19 the amplitude and the phase for the two 
dimensional CHF between the thermal broad group response of detector 1 
and the thermal broad group response of detector 2 due to the inherent 
distributed stochastic fission sources have been plotted. While detector 
1 was held at the position defined by mesh (2,33), detector 2 was moved 
into different positions of the reactor. Note that the amplitudes of the 
CHF exhibit a "waving" shape for positions of detector 2 inside the 
coupling region of TARK. They exhibit a minimum for positions starting 
at and defined by mesh (14,14), (14,15), and higher r's. For positions 
of detector 2 such as at mesh (14,15) (inside the coupling region) the 
minimum is shallow and is located at a frequency of approximately 105 cps. 
For positions of detector 2 in the external graphite reflector (outside 
the thermal fuel region, at the opposite side of the position of detector 
1) , we observe that the amplitude of the CHF goes through a sharp minimum 
at approximately a frequency of 87 cps with subsequent recovery at higher 
frequencies. The frequency at which this sharp minimum occurs is referred 
to as a sink. 
For the case of symmetrical locations of detector 1 and detector 2, 
it can be seen clearly in Figure 18 that the phase is zero below the sink, 
IF 10- 10' 
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Figure 18. Calculated Amplitude and Phase of the Two-Dimensional 
Thermal-Thermal CHF, Detector 1 at Mesh (2,33), 
Detector 2 at Various Locations 
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Figure 19. Calculated Amplitude and Phase of the Two-Dimensional 
Thermal-Thermal CHF, Detector 1 at Mesh (2,33), 
Detector 2 at Various Locations 
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and -180 degrees above the sink. We readily observe that the phase makes 
an abrupt jump from zero to -180 degrees at the sink frequency. 
In the case of symmetrical positioned detectors, we observed from 
the numerical results that the imaginary part of the CHF was very small 
compared to the real part (theoretically it should be zero). We can 
therefore say that the passage of the real part of the CHF from positive 
to negative values indicates the position of the sink, and that it there-
fore goes through zero. The amplitude of the CHF is therefore zero at 
the sink frequency. 
In the case of asymmetrical positions of the detectors, the real 
part of the CHF did not necessarily go through zero at the sink. Be-
cause in most cases in the TARK reactor the imaginary part of the CHF 
was small compared to the real part at the sink frequency, the minimum 
of the amplitude of the CHF at the sink was only a few cycles different 
from the frequency at which the real part of the CHF went through zero. 
The amplitude of the CHF at the sink in that case did not go to zero. 
The frequency at which the sink or first sharp minimum in the 
amplitude of the coherence function occurs is quite insensitive to the 
spacing between the detectors. This was expected since the occurrence 
of a sink is due to certain neutron wave characteristics inside the reac-
tor at particular frequencies and is therefore a reactor characteristic. 
This behavior in the CHF indicates that the neutron fluctuations at cer-
tain detector positions become uncorrelated at the sink frequency. We 
could therefore say that the coupling goes to a minimum at the sink, and 
subsequently recovers above the sink frequency. 
The sink frequency corresponds to a 90 degree phase shift in the 
neutronic coupling between fuel regions. This 90 degree phase shift 
causes an interference effect of neutronic waves from one fuel region to 
another. It has been shown by Nagy and Danofsky that the frequency 
at which the sink occurs is dependent on the spacing between fuel regions, 
and the characteristics of the materials of the coupling region. For the 
same composition of the coupling region, the sink frequency decreases 
(20-23) 
with increasing spacing. Seifritz and Albrecht have shown that 
this 90 degree phase shift is the result of both the phase shift of the 
response of the coupled core to a perturbation and the phase shift due 
to time delay distribution function. We have seen that the introduction 
of a retardation time for the interaction between fuel assemblies comes 
from the transport approximation (P- and higher order). It is a well-
known property that an instantaneous source immediately produces a dis-
turbance at all points in space for the diffusion approximation. For 
the diffusion approximation, the propagation velocity of the disturbance 
is infinite. Using P.. and higher order, we have previously seen that 
this approximation shows the phenomenon of retardation, which gives a 
wave-like behavior of the flux. The higher the frequency, the more this 
phenomenon of retardation will play a role in the determination of PSD's. 
Since the space-dependent effects are small at low frequencies, 
we know that the APSD's and CPSD's contain similar information, but that 
at higher frequencies the presence of space-dependency causes the shape 
of the APSD's and CPSD's to differ. Albrecht and Seifritzv ' have 
pointed out the value of using the coherence function and showed that it 
is indicative of space-dependency. For pure fundamental mode behavior, 
the amplitude of the CHF is unity. Any departure from unity indicates 
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spatial dependence of the neutron waves caused by the stochastic sources, 
and it will therefore give an idea of the deviation from fundamental mode 
behavior, so that higher order effects can be studied. 
In Figures 20 and 21 we have plotted the amplitude and phase of 
the CHF between the thermal response of detector 1 located at mesh (2,25) 
and the thermal response of detector 2, as a function of frequency, due 
to the presence of the inherent distributed stochastic fission sources. 
Comparison with the curves of Figures 18 and 19, which were calculated 
for detector 1 positioned at mesh (2,33), shows that the sink frequency 
is present at the same frequency and the shape of the different curves 
is similar. 
From the results of the two dimensional calculations of the CHF 
for TARK, we observe that the very small deviation of the phase from zero 
degrees below the sink and from -180 degrees above the sink for symmetri-
cally located detectors emphasizes the merit of the method used in this 
study over other approaches as the modal approach, the coupled core 
theory approach, etc. Ebert has pointed out that, in his multi-
mode, one dimensional approach, the results for the phase angles were 
very poor and that the phase angles for the CHF were difficult to predict 
with modal approximations, even for one dimensional and simplified approx-
imations to the physical configuration of the TARK reactor. Ebert's cal-
culations were performed for two identical parallel fuel slabs, separated 
by a graphite coupling region. However, the advantage of the modal ap-
proach lies in the fact that certain neutronic wave characteristics for 
simplified geometries could be more easily explained quantitatively than 
the difference approach taken in this dissertation. 
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Figure 20. Calculated Amplitude and Phase of the Two-Dimensional 
Thermal-Thermal CHF, Detector 1 at Mesh (2,25), 
Detector 2 at Various Locations 
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Figure 21. Calculated Amplitude and Phase of the Two-Dimensional Thermal-Thermal CHF 
Detector 1 at Mesh (2,25), Detector 2 at Various Locations 
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The amplitude of the CHF between the fast response of detector 1 
and the fast response of detector 2 also exhibited a sink at 87 cps. 
This was expected, since fast neutrons are born in the fissioning pro-
cess, caused mainly by thermal neutrons, in contrast to fast reactor 
spectra. 
Comparison with Experimentally Determined Coherence 
Functions for TARK and Discussion 
An experimental determination of the coherence function, due to 
the stochastic fission sources, for the Thermal Argonaut Reactor Karls-
(20-23) 
ruhe (TARK) was performed by Albrecht and Seifritz. The charac-
teristics of this reactor have been described earlier. A very brief de-
scription of the principal characteristics and results of the cylindrical 
slab configuration of the TARK experiment are: 
1. internal diameter of coupling region 24 inches (61 cm); 
2. two cylindrical slab core loading: 266 fuel plates (5.541 kg 
U-235) distributed over 16 Argonaut fuel assemblies; 
3 
3. two He filled neutron detectors were positioned on each side 
of the reactor, inside the external graphite reflector, detectors (opera-
ted in current mode) were positioned inside the graphite reflector by 
removing graphite stringers; 
4. the experimentally observed first sink was at 730 ± 50 rad/sec 
or 116 ± 8 cps; 
5. the accuracy of the coherence function measurement and two 
possible detector arrangements with their respective accuracies were dis-
(20-23) 
cussed by Seifritz and Albrecht : 
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a) Two-detector experiment: One detector was located in each 
zone. The CPSD was obtained by cross correlating between the two detec-
tors. The correlated part of the APSD was obtained by subtracting the 
white noise background. The typical total experimental error was 21.1%. 
b) Four-detector experiment: One detector pair was located in 
each zone. The CPSD was determined by cross correlating the output of 
each detector pair, and the correlated part of the APSD by cross correlat 
ing between the output of each detector of a detector pair. The typical 
total experimental error was 9%. 
In Figure 22 we have plotted: 1) the values of the amplitude of 
the coherence function (CHF) for TARK as determined experimentally by 
(23) 
Seifritz and Albrecht and 2) the values determined by two dimensiona 
calculations using our TDPSD code with broad group cross sections based 
on ENDF/B-II sets. The agreement was found to be satisfactory within 
the experimental error band for frequencies below the sink frequency, 
while the agreement was poor above the sink frequency. It is seen that 
above the sink frequency, the two dimensional calculated amplitude was 
approximately an order of magnitude higher than the experimental values 
above the sink. It is not known if this is due to an experimental bias 
at the relatively high frequencies (above the sink). Another possible 
explanation of this discrepancy is that the assumption of a frequency-
independent power spectrum for the stochastic fission sources is incor-
rect. As we mentioned before, all the calculations were performed based 
on this assumption. While the experimentally determined sink was at 116 
± 8 cps, the two dimensional calculated frequency of the first sink was 
at 87 cps for the TARK reactor, based on broad group ENDF/B-II data. 
FR68oewcT ( « * P / « 0 
Figure 22. Comparison of the Calculated and Experimental Amplitude 
of the Thermal-Thermal CHF of the TARK Coupled-Core 
Configuration vo 
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The effect of limiting the anisotropy to a P.. approximation is not known. 
Before we continue with the comparison of the calculated results 
with the experimental values for TARK, let us point out that an experiment 
on the UTR-10 reactor (University Training Reactor-10 of Iowa State Uni-
versity) also demonstrated a sink. The UTR-10 reactor is a commercial 
version of the coupled-core Argonaut reactor and is very similar to the 
TARK reactor. The core of the UTR-10 consisted of two 5 by 20 by 24 inch 
fuel regions, each containing six fuel assemblies. The two regions were 
separated by approximately 18 inches (45 cm) of graphite. This 18 inch 
core separation of the UTR-10 falls between the value of the core sepa-
ration distances of TARK of 24 inches (61 cm) and UFTR (University of 
Florida Training Reactor) of 12 inches (30.5 cm). For a detector config-
(19) 
uration shown in Figure 23, Hendrickson and Murphy observed a sink 
at 115 ± 5 cps for the CPSD between detectors 3 and 4 (see Figure 24 
taken from reference 19). In the UTR-10 experiment, two BF~ neutron de-
tectors (one inch in diameter by four inches active length) were posi-
tioned at the midplane of the reactor. 
Comparison between the experimentally determined first sink fre-
quency for two similar reactors: 115 ± 5 cps for the UTR-10 with a 
spacing of 18 inches, and 116 ± 8 cps for the TARK reactor with a spacing 
of 24 inches, apparently could indicate a possible discrepancy between 
th e exp e rimen t s. 
We know that, for identical or similar reactors, the sink frequency 
increases with decreasing spacing of the coupling region. We therefore 
can say that we would have expected the first sink for TARK at a lower 
frequency than for the UTR-10 reactor. 
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Let us note that the experimental determination for the UTR-10 
reactor was made between positions located at detector 3 inside the 
coupling region and close to the fuel region and detector 4 outside the 
fuel region in the external graphite reflector. We have seen that, for 
the two dimensional, multi-group calculations of the CHF for TARK, the 
minimum in the amplitude of the CHF was rather shallow when one detector 
was inside the coupling region, and that the frequency at which this 
shallow minimum occurred was at a somewhat higher frequency than the 
frequency at which a sharp minimum occurred when the two detectors were 
in the external reflector or fuel regions. The calculations of the CHF 
for TARK showed a sharp minimum at 87 cps for detector locations in the 
fuel regions or outside reflector, while a shallow minimum occurred at 
approximately 105 cps when one detector was inside the coupling region 
close to the fuel region. This would indicate that the sink frequency 
of the PSD between detectors located in the external reflector for UTR-10 
would be lower than the experimental value of 115 ± 5 cps. The discrep-
ancy between the UTR-10 and the TARK experiments would therefore be even 
greater. 
We have seen that the calculational method used by Albrecht and 
(23) 
Seifritz was based on a two-node approach. When there is no flux 
tilt (therefore when the magnitude of the stochastic fission sources is 
identical in each fuel slab) and the stochastic sources are uncorrelated, 
they have shown that the coherence function can be approximated by 




where K(CJD) is an arbitrary coupling function between the cores. The 
coupling function can therefore be implied from the coherence function. 
It should be noted, however, that this method can predict only the shape 
of the CHF, not the exact location of sink frequencies. While the experi-
mentally determined first sink was at 730 ± 50 rad/sec or 116 ± 8 cps 
for TARK, a one dimensional calculated value of the sink frequency per-
(31) 
formed by Albrecht and Danofsky, based on a theoretical model de-
(28^ 
veloped by Danofsky, gave a calculated value of the sink at 550 
rad/sec (87.5 cps). This method was based on a modal expansion approach. 
(32-33) 
Ebert, Clement, and Stacey also used a modal approach for 
the one dimensional calculation of the CHF or TARK. We have seen that, 
in Ebert's work, the Argonaut cylindrical fuel shell was "squeezed" into 
two separate infinite slabs of 15 cm thickness, separated by a graphite 
coupling region. The distance between the slabs was varied to an equiva-
lent thickness of the coupling region in that way, so that the value of 
his calculated sink frequency was the same as the measured sink of the 
TARK reactor coherence function experiment. The coupling region thick-
ness thus obtained was 45 cm. The cross section set used in Ebert's work 
/OQ \ 
for TARK was obtained from the work of Danofsky, which was performed 
for the 18 inch UTR-10 reactor. Ebert also pointed out that, in his 
multi-modal, one dimensional approach, the results for the phase angles 
of the CHF were very poor. The reason for this is not understood. As 
stated by Ebert, it may have to do with the fact that the phase 
angles are difficult to predict with modal approximationa. If there were 
any appreciable error in the construction of the eigenfunctions of the 
modal expansions, the error would magnify itself into the phase calcula-
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tions, since they are the results from differences of terms. This was 
certainly a deficiency of Ebert's one dimensional modal approach. 
Although the application of modal expansions to one dimensional 
geometries could be useful to very simple geometries, their extension to 
actual configurations of cores is practically impossible, since too many 
modes would be required in two dimensional modal expansions. The situa-
tion would be even worse in complicated geometries. 
Let us now perform two dimensional, multi-group calculations of 
the coherence function for TARK, based on the cross section set used by 
Ebert. This cross section set is tabulated in Table 15 and is taken from 
reference 28. The detailed schematic of the "two cylindrical slabs" con-
figuration of TARK, which was used in the two dimensional, two-broad energy 
group calculations of the CHF is similar to the one used previously (see 
Figure 16). The calculations were performed using an r-9 mesh. For the 
angular mesh a total of 25 radials was used, each separated by 15 degrees, 
except radials 1-2, 12-13, 24-25, which were separated by 30 degrees. 
The total number of columns used in the mesh was 31. The mesh increments 
in the "r" direction were: 
Mesh 01 to 08: 4.689 cm 
Mesh 08 to 11: 5.0 cm 
Mesh 11 to 31: 5.0 cm 
2 
An axial buckling search using a zone dependent DB 0 correction factor 
Z 
for transverse leakage was performed using a modified version of 
EXTERMINATOR-II,( ' until a value of k = 1 was obtained. The steady 
state fluxes thus obtained were used in the PSD calculations. An axial 
2 
buckling of B = 1.42023E-03 was obtained, which represents a critical 
Table 15. UTR-10 Cross Section Set from Reference 28 
Nuclear 
Constant 





Thermal Broad Group 
Graphite Fuel 
Region Region 
D Diffusion coefficient (cm) 1.016 1.23 0.84 0.189 
,1-2 
Scattering cross section 
fast-to-thermal (cm"-*-) 
0.00276 0.0267 
Absorption cross section 
(cm"1) 
0.00024 0.0908 
v E, v x fission cross section 
(cm"1) 
0.0 0.122 
Group velocity (cm /sec) 4.36 x 10 4.36 x 10 2.2 x 105 2.2 x 105 
axial height of 83.36 cm. A convergence criterion on the point fluxes 
for the two-dimensional CHF calculations of 1.0E-4 was used. Using the 
same approach as has been discussed earlier, the calculation of the CHF 
for TARK between the thermal responses of two neutron detectors was per-
formed using the cross-section set of the UTR-10 reactor (same set that 
was used in the one-dimensional study of the 24in. TARK reactor performed 
by Ebert ). A total of 42 volume elements with stochastic fission 
sources were present in the calculations. In Figures 25 and 26 we have 
plotted some of the results of those calculations. The amplitude and 
phase of the CHF between the thermal response of detector 1 located at 
mesh(2,23)(9 = 0, r = 107.8 cm), and the thermal response of detector 2 
at several locations at the opposite side of the core are plotted (e.g., 
o 
mesh(12,17) represents a detector position on radial 180 and r = 77.8 cm). 
For positions of detector 2 in the external graphite reflector (outside 
the thermal fuel regions, at the opposite side of the position of detec-
tor 1), we observe that the amplitude of the CHF goes through a sharp 
minimum at approximately 70 cps. It has to be noted again that the sink 
frequency is rather independent of the location of the detectors, as long 
as they are located in the fuel regions or outside them, in the external 
graphite reflector. For positions of detector 2 inside the coupling re-
gion close to the fuel region, we observe that the minimum is shallow and 
is located at a higher frequency, approximately at 80 cps. For positions 
o 
of detector 2 inside the fuel region, at a radial of 180 , we observe that 
the minimum is shallow compared to the amplitude of the CHF for positions 
of detector 2 in the external graphite reflector; although it is a much 
more pronounced minimum than for detector 2 positions inside the coupling 
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Figure 25. Calculated Amplitude and Phase of the Two-Dimensional Thermal-Thermal 
CHF for the TARK Coupled-Core Configuration, Detector 1 at Mesh (2,23), 
Detector 2 at Various Locations 






1 1 | 1 t 1 ' ! i i : | i m 





N ^ ' \ 








• • • - - -
^0 1 i i 1 i i n , I I I I I I I I 
IC 
r< t 0 U Z KlC V I C r FRECl. 'ENCY [ C Y C L E V S E C 
Figure 26. Calculated Amplitude and Phase of the Two-Dimensional Thermal-Thermal CHF 
for the TARK Coupled-Core Configuration, Detector 1 at Mesh (2,23), 
Detector 2 at Various Locations 
region. For each case plotted, we also observe that the amplitude of the 
CHF goes through a second minimum at approximately 410 cps. For positions 
of detector 2 which are symmetrical to the position of detector 1, we 
observe that the phase of the CHF is zero below the first sink, - 180 
degrees above this first sink, again zero above the second sink. The 
minimum in the amplitude becomes sharper as detector 2 is moved more to 
the outside, until it reaches a minimum value of zero for the position of 
detector 2, which is symmetrically located to the position of detector 1. 
In Figures 27a, b, c, d we have plotted the amplitude and in Figures 
28a, b, c, d the phase of the CHF between the thermal response of detector 
1 located at mesh(2,23)(ft = 0, r = 107.8), and the thermal response of 
detector 2, as a function of the position of detector 2. The position of 
detector 2 was swept throughout the reactor from r = 142.8 to 0 cm on 
radial 2, and from r = 0 to 142.8 cm on radial 12. As parameter of the 
curves, we have taken several frequencies. Again we can observe that the 
presence of a minimum in the amplitude of the CHF can be inferred from 
the crossing of the frequency curves. It can also be observed from the 
phase curves that the phase of the CHF goes through zero or ± 180 degrees 
for all frequencies at two distinct space points: a) position of detector 
2 coincides with position of detector 1, and b) position of detector 2 
coincides with the symmetrical location to detector 1. In order to com-
pare the results of the two-dimensional calculations of the CHF using the 
UTR-10 cross-sections, with the one-dimensional calculational results de-
termined by Ebert , let us perform a two-dimensional analysis of the 
CHF for a two rectangular slab reactor. In Figure 29a we have superim-




Figure 27. Calculated Amplitude vs Detector 2 Location, of the Two-Dimensional 
Thermal-Thermal CHF for the TARK Coupled-Core Configuration, 
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region, onto the actual geometry of TARK. Each rectangular fuel slab 
contains eight "equivalent" Argonaut assemblies. A two-dimensional co-
herence function calculation was performed using a x-y mesh, with an axial 
buckling correction factor, for several selected frequencies. The UTR-10 
cross-section set was used. The first sink frequency of the coherence 
function between the thermal response of detector 1, and the thermal 
response of detector 2 (each detector was located in the external graphite 
reflector, outside of the fuel region, in symmetrical locations) were 
found to be at a frequency of approximately 110 cps. In Figure 29b we 
have superimposed two rectangular fuel slabs, separated however by 61 cm 
of graphite coupling region, onto the actual geometry of TARK. The cal-
culation of the CHF using a x-y mesh showed the first sink at approximately 
65 cps. In order to ascertain that the analysis using r-0 geometry was 
equivalent to the use of x-y geometry, CHF calculations were performed 
for selected frequencies using the two-dimensional schematic presented in 
Figure 30 and the UTR-10 cross-section set. The difference in the value 
of the first sink frequency was less than five percent. If we calculate 
the number of pairs of interacting Argonaut assemblies of the two 
cylindrical-slab loading of TARK with their respective distances of the 
coupling region between them then (based on distances taken from the in-
side radius of 30.5 cm), we obtain that 




























Figure 29. Two-Infinite Slab Configuration Superimposed on the 
Actual TARK Coupled-Core Configuration 
Figure 30. Two-Dimensional x-y Mesh Layout of the TARK 
Coupled-Core Configuration 
Taking the geometrical mean, we obtain an average distance of 55.7 cm. 
It is evident that the one-dimensional calculation of the CHF for reactors 
such as TARK are inadequate to predict the precise position of a sink. 
However, multi-dimensional, multi-group calculations can be compared with 
experiments for the prediction of sinks. In one-dimensional calculations 
for multi-dimensional geometries, the location of the sink can only be 
predicted by proper variation of another parameter (e.g., coupling region 
thickness, coupling transfer function) in such a manner as to match calcu-




THEORETICAL STUDY OF THE TWO-DIMENSIONAL MULTI-GROUP STOCHASTIC 
CPSD AND CHF OF THE STARK REACTOR (LOADING II 6c IV) , 
AND COMPARISON WITH EXPERIMENTS 
Two-Dimensional Multi-group Power Spectral Density 
of STARK (Loading II & IV) 
This part of the analysis will deal with the calculation of the 
cross-power spectral density (CPSD) and the coherence function (CHF) of 
the zero-power fast-thermal reactor STARK. 
A detailed schematic of the STARK (Schnell Thermischen Argonaut 
Reaktor Karlsruhe) has been presented earlier. We have seen that STARK 
is an extension of the TARK reactor, where part of the coupling region 
was replaced by a fast region and a natural uranium intermediate blanket. 
The natural uranium blanket was used to reduce power peaking at the outer 
edge of the fast region due to leakage of slow neutrons into the fast 
region from the thermal Argonaut assembly region blanket. 
For the configuration for which we performed the two-dimensional 
determination of the CHF, the fast region consisted of an array of 37 
vertical square fuel assemblies, each fuel assembly being filled with a 
combination of different material platelets, as previously described. 
The thermal Argonaut region consisted of 24 Argonaut assemblies. 
Two different loadings will be considered in the analyses: 
--Loading II of the Fast Core Region: contained a total of 44.59 kg 
235 
U " in the fast region. For this configuration, a loading of 6.53 kg 
235 
U in the thermal Argonaut core region was necessary in order to keep 
the reactor exactly critical with all control blades out. 
--Loading IV of the Fast Core Region: contained a total of 106.90 
235 
kg U ' in the fast region. For this configuration, a loading of 4.429 
235 
kg U in the thermal Argonaut core region was necessary. 
The detailed mesh schematic of STARK, which was used in the two-
dimensional multi-group calculation of the PSD's, is presented in Figure 
31. The calculations were performed using an r-8 mesh. The axial leak-
age in the third dimension was taken into account with the usual buckling 
correction factor. The outer radius of. the Argonaut fuel region was cal-
culated from the experimental loadings: 41.7 cm for loading II and 38.66 
cm for Loading IV. 
For the angular mesh a total of 28 radials (rows) was used. Each 
radial was separated by 15 degrees, except radials 13-14, 14-15, 15-16, 
1-2, 2-3, 26-27, 27-28, which were separated by 10 degrees. 
A periodic boundary condition was used for top and bottom rows. 
The total number of columns in the mesh was 47 (JMAX). The axis of the 
cylindrical geometry lay halfway between mesh J=l and J=2. The column 
numbers and correspondent "r" values are tabulated in Table 16. 
The thermal Argonaut zone goes from r-mesh 17 (r=30.5 cm) to r-mesh 
22 (r=41.7 cm) for loading II, and from r-mesh 17 (r=30.5 cm) to r-mesh 
21 (r=38.66 cm) for loading IV. 
The macroscopic broad-group cross sections, obtained by S.P 
transport calculations and collapses from ENDF/B-II sets (see Chapter V), 
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Figure 31. Two-Dimensional r-6 Mesh Layout STARK Loading II & IV 
Table 16. Column Numbers and Correspondent r Values for STARK 
Loading II and Loading IV, r-9 Mesh Layout 
STARK Loading II 
"j' Distribution (Column Number - "r" Value (cm)) 
1 - 0.500 2 0.500 3 2.511 4 4.522 5 6.533 6 8.544 7 10.555 
8 12.567 9 14.578 10 16.589 11 18.600 12 20.467 13 22.333 14 24.200 
15 26.300 16 28.400 17 30.500 18 32.741 19 34.982 20 37.222 21 39.463 
22 41.704 23 44.102 24 46.500 25 48.500 26 50.500 27 53.000 28 55.500 
29 58.000 30 60.500 31 63.750 32 67.000 33 70.250 34 73.500 35 76.750 
36 80.000 37 83.250 38 86.500 39 90.500 40 94.500 41 98.500 42 102.500 
43 106.500 44 110.500 45 114.500 46 118.500 47 122.500 
STARK Loading IV 
"j" Distribution (Column Number - "r" Value (cm)) 
1 - 0.500 2 0.500 3 2.511 4 4.522 5 6.533 6 8.544 7 10.555 
8 12.567 9 14.578 10 16.589 11 18.600 12 20.467 13 22.333 14 24.200 
15 26.300 16 28.400 17 30.500 18 32.540 19 34.580 20 36.620 21 38.660 
22 41.273 23 43.887 24 46.500 25 48.500 26 50.500 27 53.000 28 55.500 
29 58.000 30 60.500 31 63.750 32 67.000 33 70.250 34 73.500 35 76.750 
36 80.000 37 83.250 38 86.500 39 90.500 40 94.500 41 98.500 42 102.500 
43 106.500 44 110.500 45 114.500 46 118.500 47 122.500 
were used. 
For the region surrounding the external graphite reflector, a rod 
group constant of 0.4692 was specified for all groups in place of the 
macroscopic absorption cross section. 
g 2 ̂g 
An axial buckling search using a zone dependent D&B 0 correction 
z' 
factor for transverse leakage was performed using a modified version of 
EXTERMINATOR-II, 2^ until a value of k , = 1 was satisfied for the 
ef f 
steady state case. The steady state fluxes and the axial buckling thus 
obtained were subsequently used in the PSD calculations using our TDPSD 
code. 
In the steady state and axial buckling calculations, a convergence 
criterion (on the point steady state fluxes and on the value of k f = 1) 
of 1.0E-5 was used. 
The same r-9 mesh grid as in the PSD calculations was used. In 
Figure 31 we observe that two symmetry axes are present. The presence of 
those symmetry axes was used in the PSD calculations in order to save com-
puter time in the evaluation of space integrals. 
2 2 
An axial buckling of B = 2.04619E-03 for loading II and B = 
z z 
1.79383E-03 for loading IV were thus obtained. They represent a critical 
axial height of, respectively, 27.343 inches and 29.203 inches. 
In Figure 32 are presented the steady state broad group fluxes for 
STARK loading II along radial 2, and in Figure 33 the steady state broad-
group fluxes for STARK loading IV along radial 2. Those steady state 
fluxes were normalized so to give a value of 1.0 for the integral, 
dV ) v rf <j/> . We observe that, in the center of the fast assembly 
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region, the fast broad-group flux was 3.3 times greater for loading IV 
than loading II, while the thermal broad-group flux was 21 times greater 
for loading II than loading IV. The fast to thermal steady state flux 
ratio there was 1.38E+04 for loading II and 9.76E+05 for loading IV, as 
compared to the fast to thermal steady flux ratio of 0.61 for TARK. We 
therefore observe that the spectrum in the coupling region is quite dif-
ferent between TARK and STARK reactors. Since the coupling region, between 
the Argonaut assemblies in TARK plays a major role in the characteristics 
of the power spectral densities, it will be interesting to observe the 
differences between the CHF of TARK and the CHF of different loadings 
of STARK. 
In Tables 17a and 17b we have tabulated the relative volume frac-
tions and power sources. For loading II, the calculated power fraction 
for the fast core and natural uranium blanket was 17.56%, for the thermal 
Argonaut zone 82.44%, while the experimentally determined power fractions 
were, respectively, 18.9 and 81.1%. For loading IV, the calculated power 
fraction for the fast core and natural uranium blanket was 42.5%, for the 
thermal Argonaut zone 57.5%, while the experimentally determined power 
fractions were, respectively, 42 and 58%. 
The steady state spectra in the thermal Argonaut core zone and 
the outside graphite reflector are similar for loading II of STARK, load-
ing IV of STARK, and TARK, 
The calculated values of the PSD's were obtained for all space 
points in the mesh as well as properly weighted volume-distributed sto-
chastic fission sources in the space volumes that contain fuel, using our 
TDPSD code. Let us repeat that the TDPSD (Two-Dimensional Power Spectral 















1 1.996+02 8.49-03 1.33 -02 -
-
2 8.872+02 3.77-02 6.13 -02 7.46 17.56 9.J 18.9 
3 7.530+02 3.20-02 1.008-01 
4 1.083+03 4.61-02 3.45 -09 
5 2.765+03 1.18-01 8.245-01 82.44 81.1 
6 1.105+03 4.70-02 0.0 
7 1.219+03 5.19-02 5.74 -10 
8 5.643+03 2.40-01 0.0 
9 9.851+03 4.19-01 0.0 
) Zones 2.351+04 1.00 1.00 
Table 17b. Zone Fission Sources for STARK Loading IV 
Zone Volume 
(cc) 
Volume Fission Calculated Experimental 
Fraction Source Power Power 
(2 Groups) Fraction (%) Fraction (%) 
1 1.996+02 8.49-03 7.11-02 
2 8.872+02 3.77-02 2.34-01 
3 7.530+02 3.20-02 1.20-01 
4 1.083+03 4.61-02 3.42-09 
5 1.773+03 7.54-02 5.75-01 
6 2.097+03 8.92-02 0.0 
7 1.219+03 5.19-02 2.87-10 
8 5.643+03 2.40-01 0.0 
9 9.851+03 4.19-01 0.0 







Density) code is based on theory and numerical approaches developed in 
Chapters III and IV. The weighting of the stochastic fission sources was 
performed using the broad-group steady state fluxes. Due to symmetry, 
only responses to the stochastic sources of the space volumes of the 
following assemblies must be performed: 
1) Fast Assemblies -- F-16 to F-19, F-23 to F-26, F-30 to F-32 
F-35 to F-36 
2) Natural uranium blanket between radials 8 and 15 
3) Thermal Argonaut fuel assemblies -- V-l, V-2, V-3, V-4, V-5, 
V-6, V-7. 
To get the space-, energy-, and frequency-dependent responses to the sto-
chastic sources in the space volumes of the other assemblies, proper 
shifting of the mesh points was performed around the appropriate symmetry 
axes. 
A total of 486 volume elements with stochastic sources was there-
fore present in the PSD calculations for STARK loading II, and 459 volume 
elements for STARK loading IV. 
In addition, the CPSD and the CHF between the thermal response of 
detector 1 located at various locations and the thermal response of de-
tector 2 at various locations in the STARK reactor were calculated for 
externally controlled sources and stored for eventual later use. These 
PSD calculations were performed for each of the following separate external 
thermal unit sources in volumes defined by: (0-r mesh 14,15-1,3) located 
in the fast core, (mesh 14,15-15,16) located at the outer boundary of 
the natural uranium blanket, and (mesh 14,15-26,27) located in the ex-
ternal graphite reflector just outside the thermal Argonaut zone. Those 
external source calculations were performed for loading II and loading 
IV of STARK. 
In all the PSD calculations, the proper values of the effective 
delayed neutron fractions for U-235 and U-238, as computed previously for 
STARK loading II and IV, were used. 
In Figures 34a and 34b we have plotted the amplitude and the phase 
of the two-dimensional CHF for STARK loading II, between the thermal 
broad-group response of detector 1 and the thermal broad-group response 
of detector 2 due to the inherent distributed stochastic fission sources. 
While detector 1 was held at the position defined by mesh (2,32), detec-
tor 2 was moved into different positions of the reactor. In contrast 
to the behavior of the CHF for TARK, we do not observe a "waving" shape 
of the amplitude of the CHF in STARK loading II for any position of 
detector 2. The frequency range investigated extended from 1 to 500 cps. 
However, we observe a strong space-dependency for detector 2 locations 
inside the coupling region. For detector 2 positions outside of the 
thermal Argonaut fuel zone, no noticeable space-dependency can be ob-
served in the amplitude of the CHF, except at higher frequencies (above 
300 cps). The phase of the CHF behavior is more indicative of the pres-
ence of space-dependency. 
For the case of symmetrical locations of detector 1 and detector 2 
(mesh (2,32) and mesh (14,32)), we observe that the phase is nearly zero. 
The numerical values of the phase predicted for symmetrically located 
_2 
detectors were of the order of 10 degrees. 
In Figures 35a,b,c we have plotted the amplitude and the phase of 
the CHF for STARK loading II, between the thermal response of detector 1 
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Figure 34. Calculated Amplitude and Phase of the Two-Dimensional Thermal-Thermal CHF 
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at mesh (2,32) and the thermal response of detector 2, as a function of 
different positions of detector 2. The position of detector 2 was swept 
through STARK from r = 122.5 to r = 0 cm for radial 2, and from r = 0 to 
122.5 cm for radial 14. As parameters of the family of the different 
curves we have used different frequencies. For frequencies below 300 
cps, the amplitude and phase curves do not vary much in shape, but they 
vary in intensity. Above 300 cps, we observe that not only the magnitude, 
but also the shape of the amplitude and phase curves vary widely, especi-
ally for detector 2 positions in the external graphite reflector (at the 
opposite reactor side of where detector 1 was positioned). Comparison 
of those curves with the curves of Figures 27 and 28 for TARK indicates 
that neutron wave interferences are starting to be important at those 
frequencies. The presence of a minimum in the amplitude of the CHF is 
visible at 500 cps when detector 2 is located at approximately r = 100 
cm on radial 14. 
In Figures 36a and 36b we have plotted the amplitude and phase 
of the two-dimensional thermal-thermal CHF for STARK loading IV, due to 
the inherent distributed stochastic fission sources. While detector 1 
was held at a position defined by mesh (2,32), detector 2 was moved into 
different positions of the reactor. The frequency range investigated ex-
tended from 1 to 300 cps. The amplitude of the CHF exhibits space-
dependency for detector 2 locations inside the coupling region. 
In Figure 37 we have plotted the thermal-fast CHF (between the 
thermal response of detector 1 at mesh (2,32) and the fast broad-group 
response of detector 2 at different reactor locations). The CHF exhibits 
space-dependency, and for the thermal response and for the fast response 
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Figure 36. Calculated Amplitude and Phase of the Two-Dimensional Thermal-Thermal CHF 
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Figure 37. Calculated Amplitude of the Two-Dimensional Thermal-Fast CHF for STARK 
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of detector 2, when detector 2 is positioned inside the coupling region 
of STARK. Comparison between the thermal-fast and the thermal-thermal 
CHF indicates similar trends, except for detector 2 positions outside 
the fast assembly zone in the coupling region (refer to detector 2 posi-
tion defined by mesh (14,12) and by mesh (14,15)). 
For positions of detector 2 outside the thermal Argonaut zone, only 
small space-dependency of the CHF can be observed. This can be explained 
since the CHF depends primarily on the coupling between the regions being 
sampled by the neutron detectors. 
Comparison between the thermal-thermal CHF of STARK loading II 
with loading IV, indicates that the amplitude is more frequency-dependent 
for loading II than for loading IV. 
In Figures 38a and 38b we have plotted the amplitude and phase of 
the CHF for STARK loading IV as a function of the position of detector 2 
for several frequencies. The thermal-thermal CHF exhibits strong de-
pendence on the location of detector 2 within the coupling and fuel re-
gions. The curves have similar shapes, but differ in amplitude, although 
less than for loading II. 
In Figures 39a, 39b, 39c, and 40 we have displayed some of the 
results of the two-dimensional CPSD calculations for STARK loading II. 
While detector 1 was held in the reactor location defined by 0-r mesh 
(2,32), detector 2 was moved into several locations of the reactor. 
The amplitudes of the CPSD's were normalized to a value of 1.0 at 
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Figure 38. Calculated Amplitude and Phase vs Detector 2 Location of the Two-Dimensional 
Thermal-Thermal CHF for STARK Loading IV, Detector 1 at Mesh (2,32) ND 
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Table 18. Thermal-Thermal and Thermal-Fast CPSD at 1 cps for STARK 
Loading II, Detector 1 at Mesh (2,32), Detector 2 at Various 
Reactor Locations 
Detector 2 Location Amplitude CPSD at 1 cps  
9-r Mesh Thermal-Thermal Thermal-Fast 
02,23 5.203+01 8.797+01 
02,18 5.538+01 1.360+02 
02,15 2.212+01 1.214+02 
02,12 2.129+00 1.068+02 
14,02 5.663-03 8.171+01 
14,06 1.374-02 8.538+01 
14,12 2.053+00 1.036+02 
14,15 2.132+01 1,172+02 
14,18 5.326+01 1.307+02 
14,23 5.006+01 8.449+01 
14,32 3.035+01 1.376+01 
14,36 1.770+01 4.249+00 
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Those values of the amplitude of the CPSD's at 1 cps indicate that 
there is a strong space-dependency as a function of detector 2 locations. 
Comparison between the amplitudes of the thermal-thermal and thermal-fast 
cross-power spectral densities indicates the relatively higher correlation 
between the detectors, when detector 2 was positioned inside the fast 
assembly zone and is sensitive to the presence of fast neutrons. The 
steady state calculations have indeed shown that the fast to thermal flux 
ratio was there 1.38E+04 for loading II. 
When we compare the normalized curves of the amplitudes of the 
CPSD's, we find that the values inside the coupling region are a factor 
of five higher at 100 cps, as compared to detector 2 positions in the 
thermal Argonaut fuel region and the external graphite zone, when taken 
on radial 14. 
We observe that the amplitude of the thermal-thermal CPSD and the 
thermal-fast CPSD, when normalized to 1 cps, changes rapidly as a function 
of frequency, when detector 2 is swept throughout the fast core region. 
Comparison of the CHF curves with the CPSD curves also shows that 
the latter are much more frequency-dependent than the CHF. It has been 
(23) 
observed by Seifritz and Albrecht in this regard that the CHF depends 
primarily on the coupling between regions being sampled by the neutron 
detectors, whereas the CPSD function depends also on the individual char-
acteristics of the regions. 
Looking back to the definition of the CHF between detectors, namely 
that: 
CPSD (det det2tu) 
CHF(det det ti)) = 
yA~PSD (det u)) APSD (det2 u>) 
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We realize why the amplitude of the coherence function is less 
frequency-dependent than the amplitude of the cross-power spectral density 
both the APSD's and the amplitude of the CPSD's are decreasing functions 
of frequency. Their ratio, the amplitude of the CHF, will therefore be 
less frequency-dependent. 
Comparison with STARK Loading II Experiments 
The results of our calculational method will now be compared with 
experimental values for STARK loading II performed by Seifritz, Stegemann, 
and Vath.(132) 
Several experimental determinations of power spectral densities 
(CPSD and CHF) on fast reactor cores are available in the literature, 
experiments for which numerical values obtained by our model and numeri-
cal approach could be compared fe.g. experimental investigations performed 
on the sodium-cooled fast reactor SNEAK ' loaded with Pu-fuel, the 
coupled fast-thermal critical facility STEK , etc.]. 
It was, however, decided to perform the comparison with experimental 
investigations performed on STARK, because it is an extension of the TARK 
reactor, for which minima in the amplitude of the CHF were found experi-
mentally and theoretically. The basic characteristics of STARK have been 
described earlier. The principal characteristics of STARK and the experi-
(132) mental setup by Seifritz, Stegemann, and Vathv ' were: 
--Internal coupling region of TARK was replaced by 37 fast uranium 
assemblies, surrounded by a natural uranium blanket. The internal coup-
ling region is 24 inches. 
--The fast zone contained 44.59 kg U-235. ' 
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--The thermal Argonaut zone contained 6.53 kg U-235 contained in 313 
fuel plates (experimentally determined). (Note: The ABN 26 group set 
predicted^ ' 6.911 kg U-235 contained in 332 fuel plates.) 
Those fuel plates were distributed over the 24 Argonaut assemblies of the 
thermal Argonaut zone (13 fuel plates per assembly). The moderator in 
the Argonaut zone was light water at 80dC. 
3 
--In the fast core, two He filled detectors were used in the cur-
rent mode (upper break frequency detector channel 132 cps). 
--In the external graphite reflector, two B loaded compensated 
ion chambers were used (upper break frequency detector channel 33 cps). 
3 
--Experimental relative standard deviation of CPSD between He 
3 
detector 1, located in the center of the fast assembly region, and He 
detector 2, at the boundary of the fast assembly region: 3.5%. 
In Figure 41 we have plotted the values of the amplitude of the 
CPSD for STARK loading II as determined experimentally, and as determined 
by two-dimensional calculations using our model and numerical approach. 
3 
Detector 1 (He ) was positioned in the center of the fast assembly region, 
3 
and detector 2 (He ) was positioned at the outer boundary of this region. 
The CPSD's were determined for the presence of the inherent dis-
tributed stochastic fission sources. Zone-dependent effective delayed 
neutron fractions for U-235 and U-238, as determined previously, were 
used in the calculations. The broad-group cross sections, determined 
from cell spectrum weighted collapses, followed by zone spectrum weighted 
collapses from ENDF/B-II sets, as explained previously, were used. 
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Figure 41. Comparison of Experimental and Calculated CPSD in the Fast Core of STARK 
Loading II 
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Comparison between the experimental and calculated values shows that 
the agreement is excellent for the frequency range investigated. However, 
above 100 cps, there exists some disagreement between the experimental 
point at 160 cps and the calculated value. It is not known if this is 
3 
due to the presence of the upper break frequency of the He detector 
channel at 132 cps. It is possible that proper correction of this experi-
mental point at 160 cps would bring theoretical and experimental values 
closer together at 160 cps. 
It must be noted that the use of the CHF, which is a normalization 
of the CPSD with the APSD's of each detector, removes the dependency of 
the measurement on the transfer properties of the measuring detector 
channel. The use of the CHF in the experiments would perhaps have been 
more appropriate. 
In Figure 42 we have displayed some additional results of the two-
dimensional CPSD calculations for STARK loading II, with detector 1 held 
in the center of the fast assembly region. On each amplitude plot, the 
amplitudes of the CPSD for different locations of detector 2 were normal-
ized to a value of 1.0 at a frequency of 1 cps. The values of the ampli-
tudes of the thermal-thermal CPSD's at 1 cps are listed in Table 19. 
The thermal-thermal amplitude of the CPSD between detector locations 
close to the center of the fast assembly region was very small. This 
minimal decrease is even more accentuated in loading IV, because of the 
even lower values of the thermal broad-group fluxes in the fast assembly 
region. In contrast, the amplitude of the thermal-fast CPSD's between 
detector locations close to the center of the fast assembly show maximum 
values, many orders of magnitude higher than the amplitude of the thermal-
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Figure 42. Calculated Amplitude of the Two-Dimensional Thermal-Thermal CPSD for STARK 
Loading II, Detector 1 at the Center of the Fast Core 
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Table 19. Thermal-Thermal CPSD at 1 cps for STARK Loadings II and IV, 
Detector 1 at the Center of the Fast Core, Detector 2 at 
Various Reactor Locations 
Detector 2 Location Amplitude CPSD at 1 cps Thermal-Thermal 
(8-r Mesh) Loading II Loading IV 
02,23 9.360-03 2.822-04 
02,18 9.959-03 2.925-04 
02,15 3.983-03 1.221-04 
02,12 3.835-04 1.126-05 
14,02 1.040-06 1.485-09 
14,06 2.541-06 1.774-08 
14,12 3.831-04 1.125-05 
14,15 3.978-03 1.221-04 
14,18 9.947-03 2.922-04 
14,23 9.349-03 2.820-04 
14,32 5.663-03 1.635-04 
14,36 3.302-03 9.533-05 
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thermal CPSD's. This was even more accentuated for loading IV. 
In conclusion, we can say that our theoretical model and numerical 
approach agree well with the experimental results with which they were 
compared. Some improvements, however, could have been introduced into 
the calculations such as the use of many more broad groups. However, due 
to the sizable increases in computer time that: would have been entailed, 
this was not done. 
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CHAPTER VIII 
STUDY OF THE POWER SPECTRAL DENSITY OF THE GTRR COUPLED-CORE 
AND FULL-CORE CONFIGURATIONS 
The theoretical and experimental phase of the Power Spectral Density 
(PSD) studies reported in this chapter were performed on the Georgia Tech 
Research Reactor (hereafter referred to as GTRR), which is a heterogeneous, 
D?0 moderated and cooled, highly enriched reactor. 
Brief Description of the Georgia Tech Research Reactor 
For a full description of the reactor we refer to the GTRR Safety 
Analysis Reports. ' A brief description of the GTRR follows. The 
reactor core configuration consists of fuel assemblies standing vertically 
in the plenum of the core tank and arranged on a 6.0 in. triangular pitch. 
The fuel assemblies are centrally located in a six ft diameter aluminum re-
actor vessel, which is filled with high quality heavy water (assumed ap-
proximately 99.77 w% D?0). The fully loaded core contains 19 fuel assem-
blies as shown in Figure 43. Figure 43 is a horizontal section of the 
GTRR taken at the core mid-plane. The position of the horizontal beam 
tubes numbered H-l through H-10, which are all centered at the core mid-
plane, is also displayed. Those beam holes are plugged up with graphite 
stringers in normal operation. The six ft diameter aluminum vessel is sur-
rounded by an additional two ft thick graphite reflector (on the sides and 
beneath the Al reactor vessel). A general view of the full assemblies, 
the semaphore control blades, and the beam tubes is displayed in Figure 44. 
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Figure 44. Vertical Section of the GTRR Reactor 
The reactor is controlled with four semaphore control blades (Shim blades) 
and one fine control regulating rod. The shim blades are flat, hollow 
blades of cadmium metal 0.020 in. thick, clad inside and outside with 0.083 
in. thick aluminum type 6061-T6. The blades are 5.5 in wide, one in. thick, 
cadmium length 45.5 in., total length from pivot point 60.75 in. The 
active fuel height of the reactor is 23.5 in. On top and bottom of this 
active fuel region, we have approximately two ft of D?0 axial reflector. 
Two different standard fuel assembly types are available in the GTRR, 
hereafter referred to as Mark I and Mark II fuel. The principal charac-
teristics are: 
Mark I Fuel (see Figure 45) 
Contains ten individual curved Al-U alloy plates 0.020 in. thick 
and 23.5 in. in height, clad with 20 mill Al-1100 over the faces, and 
0.205 in. over the edges. Coolant flow passages are nominally 0.183 in. 
thick by 2.620 in. wide. 
The finished fuel plate is 0.060 in. thick, 2.886 in. wide, 25 in. 
long, 5.5 in. radius of curvature. 
Each fuel plate contains approximately 14.2 ± 0.028 grams U235 
(enrichment in U235 is 93.18 w/o of U). 
On each side of the assembly of the ten curved fuel plates, we have 
a 60 mill thick aluminum dummy plate. 
The fuel bearing section of the assemblies is a completely enclosed 
box 2.996 by 2.921 by 27.5 in. long. 
Mark II Fuel 
Contains 16 individual curved Al-U alloy plates 0.020 in. thick, 
and 23.5 in. in height, clad with 15 mill Al-1100. The fuel matrix is 
,FUEL HANDLING FITTING 
:CT RING HELIUM SEAL 
THERMOCOUPLE 
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Figure 45 . Pe r spec t ive of GTRR Fuel Assembly Mark-I and Lower Shield Plug 
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2.5 in. wide. Coolant flow passage is nominally 0.106 in. thick by 2.583 
in. wide. The finished fuel plate is 0.050 in. thick, 2.848 in. wide, 
25 in. long, and 5.5 in. radius of curvature. Each fuel plate contains 
approximately 11.75 ± 0.024 grams U235. On each side of the assembly of 
16 curved fuel plates, we have a 50 mill thick aluminum dummy plate. 
The total fuel bearing section of the assembly is a completely 
enclosed box 2.959 by 2.772 by 27.5 in. long. 
Generation of Neutron Cross Sections for the GTRR 
In Figure 46 we have displayed a cross-sectional area of the GTRR 
core lattice, in which up to 19 standard fuel assembly positions are avail-
able. The number of fuel assemblies and their position within the core 
lattice can be changed. Each fuel assembly is kept from rotating by means 
of special slots in the lower shield plug located at the top of each 
ass embly. 
Calculations were performed for Mark-I type of GTRR fuel assemblies. 
The fuel plates of each fuel assembly were homogenized into a fuel bearing 
area which forms a rectangular box of 3.0 by 2.456 by 23.5 in. long. 
2 
The cross-sectional area is therefore 7.368 in". In the generation of 
the number densities, the following material characteristics were used: 
3.0 in. instead of 2.730 in. was used. This enables us reduction 
of the number of mesh points in the y-direction by a factor of five. In 
iterations based on difference schemes, it is mandatory that adjacent mesh 
intervals do not vary by more than a factor of two in order to obtain ac-
curate solutions of the flux. This reduction in mesh points enabled us to 


















Figure 46 . Nineteen Fuel Assembly Core L a t t i c e GTRR 
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DO moderator: 99.77 w/o DO, 0.23 w/o H O 
Enrichment in U235 : 93.18 w/o of U 
Fuel assembly loading: 142.19 grams U235 + 10.41 grams U238 
Al-1100: 2.71 grams/cc, 26.98 at. wt. 
C (Agot graphite): 1.70 grams/cc, 12.01 at. wt. 
DO: 1.1049 grams/cc at 22°C, 20.028 at. wt. 
R 0: 0.9978 grams/cc at 22°C, 18.015 at. wt. 
U: 19.05 grams/cc 
Table 20 gives the number densities for the GTRR. 
To take into account the effect of leakage on the spectrum, used 
in the generation of the broad group cross-sections, the following buckling 
(137} (138^ 
correction factor was inputted into codes FORM and TEMPEST : 




height = 59.7 cm 
extrapolation distance 10.7 cm 
radius core 
2 -2 
We therefore obtain that B = 0.0015 + 0.0030 = 0.0045 cm 
The fast broad group cross-sections were generated with FORM, 
which is a Fourier Transform Fast Spectrum Code. The FORM cross-section 
library tape used contains a 54 group microscopic cross-section set, in-
cluding the resonance parameters, inelastic scattering matrices, and 
source spectra. The resonance self-shielding factor for U235 and U238 
was taken to be 0.995. The following options were used: 
B-£ approximation 
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Table 20. Number Densities for GTRR Mark-I Fuel 
Mixture Material Number Density 
.24 
Nuclei/cc x 10' 






D O Moderator D 6.614-02 
H 1.700-04 
0 3.322-02 
Graphite C 8.524-02 
the hydrogen slowing down was treated exactly 
the self-consisting age option for the heavy element slowing down 
broad energy breakpoints: a) Group 1 -> 54 
b) Groups 1 -> 10, 11 -* 25, 26 -» 54 
the complete U235 fission source was used 
The results of the fast broad group cross-sections are tabulated in Table 21 
(138^ 
The thermal broad-group cross-sections were generated with TEMPEST-II, 
which is a neutron thermalization code based upon the Wigner-Wilkins ap-
proximation for light moderators, and the Wilkins approximation for heavy 
moderators. A standard library for TEMPEST was used. The thermal broad-









Homogenized Fuel 1.076 5.428-02 0.1067 0.3259 
D„0 moderator 0.8374 8.118-05 0.0 0.4105 
Graphite 0.8619 2.811-04 0.0 0.3867 
Two-Dimensional Multi-Group Stochastic Coherence Function 
of the Coupled-Core GTRR 
Different configurations of the GTRR fuel assemblies within the core 
lattice are possible. In Figure 46 we have displayed a 19 assemblies con-
figuration, which is the maximum possible in the present core lattice. 
The excess reactivity is controlled by properly adjusting the four shim 
Table 21. Fast Broad--Group Cross--Sections GTRR 
Output D Sa sf vZf Er P T 
, "Is , "U / "U , " I N , 2S (cm) (cm ) (cm ) (cm ) (cm ) (cm ) 
Homogenized 1 of 1 1.502 2.787-03 1.640-03 4.040-03 4.375-03 0.611 209.72 
Fuel 1 of 3 2.279 1.097-03 0.170-03 0.470-03 6.667-02 0.984 25.17 
2 of 3 1.293 0.459-03 0.289-03 0.714-03 2.514-02 0.982 75.65 
3 of 3 1.458 5.215-03 3.188-03 7.837-03 9.277-03 0.640 176.23 
Moderator 1 of 1 1.314 0.156-03 0.0 0.0 9.517-03 0.984 135.81 
D20 1 of 3 2.239 1.276-03 0.0 0.0 8.468-02 0.985 19.49 
2 of 3 1.186 0.0 0.0 0.0 3.576-02 1.0 52.66 
3 of 3 1.186 0.0 0.0 0.0 1.786-02 1.0 119.04 
Graphite 1 of 1 1.111 0.0 0.0 0.0 2.338-03 1.0 475.31 
1 of 3 2.173 0.0 0.0 0.0 2.730-02 1.0 59.55 
2 of 3 0.987 0.0 0.0 0.0 1.021-02 1.0 156.14 
3 of 3 0.873 0.0 0.0 0.0 5.195-03 1.0 324.24 




control blades. The coupled-core configuration is obtained by removing 
assemblies Number V-8 through V-12 from the core. The core lattice is 
displayed in Figure 47. The coupled-core configuration contained two 
coupled cores, each containing seven GTRR assemblies. A crude investiga-
tion of the possible presence of minima in the PSD can be made by compar-
ing the coupled core GTRR with a parametric one-dimensional study performed 
by Nagy and Danofsky for two infinite fuel slabs separated by different 
thicknesses of heavy water coupling region. We observe that several D«0 
coupling region thicknesses are present in the coupled-core GTRR. Basic-
ally let us identify three of them: 
Coupling region between fuel assemblies as number V-4 and V-13, 
placed in the lattice on a pitch of 26.4 cm. From Figure 3 of reference 
(, 17) this would give a first minimum in the amplitude at approximately 
200 cps. 
Coupling region between fuel assemblies as number V-l and V-13, 
placed on a pitch of 39.6 cm. This would give a minimum in the range of 
95 cps. 
Coupling region between fuel assemblies as number V-l and V-17, 
placed on a pitch of 52.8 cm. Minimum would be in the range of 25 cps. 
Since the presence of a minimum in the PSD corresponds to the presence of 
interference effects of neutronic waves from one fuel assembly to another, 
we can say from this that the presence of minima in the PSD are likely in 
the coupled-core GTRR. Let us now investigate this more accurately using 
the model and numerical approach described in Chapters III and IV. Con-
sidering the reactor geometry in Figure 47 we observe that it would be 
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Figure 47. Fourteen Assembly GTRR Coupled-Core Configuration 
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core GTRR, unless we take into account in the analysis the true configu-
ration of the core lattice. Let us observe that a one-dimensional analy-
sis cannot take into account effects like interactions from couplings be-
tween assemblies V-4 - V-14, V-4 - V-15, and many others. Also the neu-
tronic coupling from assembly V-l, through the heavy water region between 
assembly V-4 and V-5, to assembly V-13, is very much affected if it has to 
go through a solid one-dimensional fuel slab (that would be composed of 
assemblies V-4, V-5, V-6, and V-7). We have seen that a 90 degree phase 
shift in the neutronic coupling between fuel regions causes an interfer-
ence effect of neutronic waves. This 90 degree phase shift is the result 
of both the phase shift of the response of the coupled cores to perturba-
tions, and the phase shift due to neutron time delays. Because in the 
coupled-core GTRR there are a multitude of different types of couplings 
between assemblies, only a full blown two-dimensional analysis would be 
able to locate minima precisely. The coupled-core GTRR could be considered 
as a four "partial-slab" configuration. The schematic with an x-y mesh 
shown in Figure 48 was used in the two-dimensional multi-group calculations 
of the coherence function. In the numerical analysis the number of col-
umns was 68 and the number of rows 18. The column and row numbers with 
their correspondent x- and y-values are listed in Table 22 . The axial 
leakage in the third dimension was taken into account with the usual axial 
buckling correction. For the region surrounding the external graphite 
reflector, a rod group constant of 0.4692 was specified in place of the 
macroscopic absorption cross-section. Since the values of the steady-
state fluxes are needed for the proper weighting of the distributed inher-
ent stochastic fission sources, a steady-state flux distribution had to be 
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Figure 48. Fourteen Assembly Coupled-Core GTRR with x-y Mesh Layout 
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Table 22. Column and Row Numbers and Corresponding x- and y-Values 
for the GTRR Coupled-Core Conf igura t ion 
" J " D i s t r i b u t i o n (Column Number - x-Value (cm)) 
1 0 .0 2 7 .620 3 15 .240 4 22 860 5 30 .480 
6 38 100 7 45 720 8 53 .340 9 60 .960 10 68 580 
11 76 200 12 83 820 13 91 440 14 99 060 15 106 680 
16 114 300 17 121 920 18 125 971 19 130 023 20 134 074 
21 138 125 22 140 205 23 142 284 24 144 363 25 146 683 
26 149 003 27 151 323 28 153 402 29 155 482 30 157 561 
31 159 881 32 162 201 33 164 521 34 166 600 35 168 680 
36 170 759 37 173 079 38 175 399 39 177 719 40 179 798 
41 131 878 42 183 957 43 186 277 44 188 597 45 190 917 
46 192 996 47 195 075 48 197 155 49 201 206 50 205 257 
51 209 309 52 213 360 53 220 980 54 228 600 55 236 220 
56 243 840 57 251 460 58 259 080 59 266 700 60 274 320 
61 281 940 62 289 560 63 297 180 64 304 800 65 312 420 






660 68 335 280 
"I" Distribution (Row Number - y-Value (cm)) 
1 0.0 2 15.240 3 30.480 4 45.720 5 57.498 
6 65.118 7 72.738 8 80.358 9 87.978 10 95.598 
11 103.218 12 110.838 13 118.458 14 126.078 15 137.856 
16 153.096 17 168.336 18 183.576 
<fc 91.788 cm 
obtained first. The material composition of the reactor was assumed 
homogeneous in the axial direction, and in order to ensure that the cal-
culations of the PSD's were performed for a mathematically critical steady-
state reactor (k f f = 1), the axial height of the reactor was adjusted 
uniformly over the reactor. In order to obtain this critical axial 
g 2 e 
height, a poison search was performed using a zone-dependent D B 0 cor-
rection factor for transverse leakage using a modified version of 
EXTERMINATOR-II, until a value of k ._ = 1 was obtained for the steady-
state core. A convergence criterion on the point fluxes and on k f of 
1.0E-4 was used for the steady-state calculations. An axial buckling of 
2 
B = 1.365465-03 was thus obtained, which represents a critical height 
of 85.0 cm. 
In Figure 49 we have plotted some of the steady state broad group 
fluxes. The steady state fluxes were normalized to give for the integral 
I dv ) vSf 0 a value of 1.0. In Figure 49 we observe that the value 
Reactor g 
of the thermal flux in the D~0 coupling region between the coupled cores 
(each core composed of seven GTRR assemblies) was almost twice as high as 
the thermal flux in the adjoining assemblies. The fast flux, however, 
was twice as low in the adjoining assemblies. This is a characteristic 
behavior of a flux trap. The same mesh grid as was used in the steady 
state calculations (see Figure 48 ) was used for the calculation of the CHF. 
Our TDPSD (Two-Dimensional Power Spectral Density) code was used for the 
CHF calculations. In Figure 48 we see that two symmetry axes are present. 
They split the reactor into four quadrants. The presence of those symmetry 
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Figure 49. Broad Group Steady-State Fluxes of the GTRR Coupled-Core Configuration 
275 
evaluation of the space integrals of the PSD's. The calculated values of 
the PSD's were obtained for all the space points, and properly weighted 
stochastic fission sources were assumed in the space volumes that contain 
fuel. However, due to symmetry, only responses to the stochastic sources 
of the space volumes of the GTRR assemblies number V-2, V-3, V-6, and V-7 
had to be performed. In order to get the space-, energy-, and frequency-
dependent responses to the stochastic sources in the space volumes of the 
other GTRR assemblies namely numbers V-l, V-4, V-5, and V-13 through V-19, 
a shifting of the mesh points was performed around the appropriate sym-
metry axes. A total of 42 volume elements with stochastic sources were 
effectively present in the calculation of the PSD's for the coupled-core 
GTRR. The presence of symmetry axes also enabled one to verify the ac-
curacy of the numerical calculations of the PSD's. We have seen in 
chapters III and IV that the CPSD is real (imaginary component is zero) 
between two detectors located at symmetrical locations inside a reactor 
with symmetry axes. The phase of the CPSD and the CHF will therefore be 
zero or ± 180 degrees. In addition, responses were determined for stochas-
tic sources located in space volumes, which are symmetrically located to 
positions of space volumes in assemblies numbers V-2, V-3, V-6, and V-7. 
After proper shifting around the appropriate symmetry axes, the relative 
error of the amplitude and phase of the responses were determined. They 
were found to be of the order of less than 1.0E--5 degrees. In all the 
PSD calculations, the proper values of the effective delayed neutrons and 
photoneutron fractions were used. They had been experimentally determined 
(139) 
by Grahamv ' for the GTRR and are listed in Table 23. The CPSD between 
two neutron detectors and their respective APSD were subsequently calculated 
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Table 23. Delayed Neutron Constants for the GTRBT ' 
Delayed Neutron Group Pn.eff X. sec 
L.96 
2 6.12 x 10"' 4.41 x 10"1 
IO"1 
4 1.21 X 10"J 1.17 x 10'1 
5 1.50 X 10"J 3.05 x 10"2 
-3 
p e f f 
L 
1.85 X io"3 
1  X ! 0 "
4 
2 .06 X I O " 3 
21  io"3 
50  I O " 3 
2 .54 X I O "
4 
2 . 3 3 X io"5 
1.51 X io"5 
1.07 X i o ' 5 
1.70 X io"5 
3 .79 X i o ' 6 
2 .10 X io"7 
6 54 x 10 9.25 X 10 
x IO " 2.27 x IO"3 
8 51 x 10~J 7.73 x IO'4 
9 07 10"J 3.15 x IO'4 
10  x 10"J 1.18 x IO"4 
 10"" 5.85 x IO'5 
12  x 10"' 1.37 x IO"5 
total = 7.558 X IO"
3 
using our two-dimensional Power Spectral Density code, followed by the 
determination of the coherence function. The neutron velocities used in 
the analysis were 2. 2E + 05 cm/sec for the thermal broad group and 
4.0E 4-08 cm/sec for the fast broad group. The frequency range investigated 
was ten cycles/sec to 700 cycles/sec. 
In Figures 50 and 51 we have plotted the amplitudes and the phases 
of the two-dimensional CHF between the thermal group response of detector 1 
and the thermal group response of detector 2. In Figures 50a and 50b 
detector 1 was held at the position defined by y-x mesh (9,14)(y = 87.98 
cm, x = 99.06 cm) inside the external DoO reflector. In Figures 51a and 
51b detector 1 was held at position (9,7)(y = 87.98 cm, x = 45.72 cm) in-
side the external graphite reflector. While detector 1 was held in those 
respective locations, detector 2 was moved into different locations of the 
reactor around one of the symmetry axes. The curves show the following 
detector 2 locations around the axis I = 9 (y = 87.98 cm): 
J = 25 (x = 146.68 cm) inside the D O between assemblies V-2, 
V-5, and V-6 
J = 34 (x = 166.60 cm) inside the D„0 coupling region 
J = 43 (x = 186.28 cm) inside the D90 between assemblies V-14, 
V-15, and V-18 
J = 51 (x = 209.31 cm) inside the D?0 external reflector, close 
to assembly V-18 
J = 55 (x = 236.22 cm) inside the D?0 external reflector (sym-
metrical location to detector 1 in position J = 14) 
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Figure 51. Amplitude and Phase of the Two-Dimensional Thermal-Thermal CHF for the 
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J = 62 (x = 289.56 cm) inside the graphite external reflector 
(symmetrical location to detector 1 in position J = 7) 
J = 64 (x = 304.80 cm) inside the graphite external reflector 
Figures 50 and 51 show that the amplitudes of the CHF exhibit a "waving 
shape" starting with positions of detector 2 inside the D?0 coupling re-
gion. The amplitudes exhibit two minima in the frequency range investigated 
for positions starting at and defined by x-mesh J = 34. For positions in-
side the D O of the core region lattice, the minima were shallow. For 
positions of detector 2 in the external D?0 reflector, at the opposite 
side of the position of detector 1, we observe that the amplitudes of the 
CHF go through two sharp minima, the first one at a frequency of approxi-
mately 250 cycles/sec, with subsequent recovery at higher frequencies fol-
lowed by another sharp minimum at approximately 560 cycles/sec, with an-
other subsequent recovery at higher frequencies. Those frequencies at 
which the minima of the amplitude of PSD's or CHF's occur are usually re-
ferred to as "sinks." 
In Table 24 we have tabulated the amplitudes and phases of the 
CHF's between two detectors, and in Table 25 the thermal APSD's of detector 
1 and of detector 2. For the case of symmetrical locations of detector 1 
and detector 2, it can be observed in Figures 50b (detector 1 at y-x mesh 
(9,14), detector 2 at mesh (9,55)) and 51b (detector 1 at mesh (9,7), 
detector 2 at mesh (9,62)) that the phase of the thermal-thermal CHF was 
zero degrees below the 250 cps sink, ± 180 degrees above this sink, and 
back to zero degrees above the 560 cps sink. We readily observe that the 
phase of the CHF between those symmetrical detector locations made an 
abrupt jump at the sink frequencies. In Chapters III and IV we have seen 
Table 24. Coherence Function between Thermal Response Detector 1 and Thermal Response Detector 2 
Y.x MESH 
DETECTOR 1 9.H 9, Id 9i 11 9i 14 9i 11 9. 14 9,14 
DETECTOR 2 9.2! 9.3£ 9. 38 9, 43 9l 51 9< 55 9.57 
FREQUENCY AMPLITUDE PHASE AMPLITUDE PHASE AMPLITUDE PHASE AMPLITUDE PHASE AMPLI7U0E PHASE AMPLITUDE PHASE AMPLITUDE PHASE 
CCP8) (DEGREES) (DEGREES) (DEGREES) [DEGREES) (DEGREES) (DEGREES) DEGREES) 
10,0 9.992.01 . 7,750*00 9,916-01 • 7,538*00 9.857-01 .7.692*00 9.760-01 .7.849*00 9,681-01 •1,961+00 9,686-01 •1.350-06 9,689.01 3.062*00 
20,0 9.971.01 . 1,519*01 9,698-01 . 1,477*01 9.468.01 •1.507*01 9,144.01 .1,543*01 8,874.01 -9,798*00 8,888-01 •2.654-06 6,898-01 6,059*00 
«0,0 9.905-01 . 2.833*01 9,070-01 • 2,748*01 8,430-01 •2.803-01 7.443-01 .2.901*01 6,718-01 •1,868+01 6.718.01 •5.630-06 6.760-01 1.166*01 
60. 0 9,830.01 . 3,892*01 8,443-01 . 3,746*01 7,387-01 •3.813.01 5,868-01 .3,997*01 4,825-01 -2,625-01 4.B25.01 •8,432«06 U. 845-01 1.657*01 
eo.o 9.759.01 • u,738-01 7.914.01 . 4,510*01 6,527.01 .4,568*01 . 4.652-01 .4,642*01 3,445-01 •3,253*01 3.414.0] • 1 ,147»05 3.426-01 2.078*01 
100,0 9,693.01 • 5.428*01 7.481-01 . 5.102*01 5.840-01 .5,130*01 3.740-01 .5,483*01 2,469.01 -3.775*01 2.112.02 •1.499-05 2,412.01 2,439+01 
110.0 9,662.01 • 5,728*01 7.295.01 . 5,348*01 5.549.01 .5.355*01 3,370-01 .5,739*01 2,092.01 •1,003*01 2.025.01 •1,704-05 2,019-01 2,601+01 
120.0 9.632.01 . 6,004*01 7.125.01 . 5,569*01 5,288-01 «5.549*01 3.047-01 .5,958*01 1,773-01 •4,212*01 1.696.01 •1,936-05 1,686.01 2,753*01 
110,0 9,604.01 > 6,259*01 6,969.01 • 5.768*01 5.051-01 •5.718*01 2,763-01 .6,143*01 1,500-01 •4,403*01 1.117.01 •2.201-05 1,403-01 2,896*01 
uo.o 9,577.01 • 6,(195*01 6,826.01 • 5,947*01 4,836-01 •5.864*01 2.513-01 .6.296*01 1,267-01 •4,577*01 1.179.01 •2.51].05 1,161-01 3.032*01 
150.0 9,550.01 • •6,7U*01 6.693.01 . 6,109*01 4,611-01 •5.990*01 2.291.01 .6.421-01 1,067-01 -4.737*01 9,752.02 •2,878.05 9,540-02 3.161*01 
160.0 9,525-01 > 6,919*01 6,570.01 . 6,256*01 4.462-01 •6.099*01 2,094-01 .6,519*01 8,946-02 •4,880*01 8,005.02 •3.322-05 7,767-02 1,285*01 
170,0 9,500-01 • .7,110*01 6,456.01 • 6.391*01 4,298.01 •6.192*01 1,918-01 .6.591*01 7.459-02 •5,008*01 6,506.02 •3.873-05 6,245-02 3,406*01 
180.0 9,(176-01 i 7,288*01 6,350.01 • 6.513*01 4,148-01 •6.272*01 1,762-01 .6,636*01 6,175-02 •5.119*01 5.217.02 •4,574-05 4,937-02 3.525*01 
190,0 9.(153.01 • 7,(156*01 6,250.01 • 6,625*01 4,009.01 •6.339*01 1.622-01 .6.662*01 5,064-02 •5.211*01 4.108.02 •5,499-05 3,813-02 3.644*01 
200,0 9.UJ1.01 . 7,613*01 6,156.01 • •6,727*01 3,881-01 •6.395*01 1,497-01 .6,664*01 4, 10 4.02 •5,280+01 3.156.02 •6,776.05 2,849.02 1,768*01 
220.0 9,387.01 . 7,898*01 5,985.01 . 6.906*01 3,652-01 •6.480*01 1,286-01 .6,605*01 2,556-02 •5.317*0! 1,139.02 •1.169-04 1,312*02 4,078*01 
240.0 9,346.01 •8,119*01 5.831-01 .7,054*01 3.455.01 •6.532*01 1.117-01 .6.473*01 1,411-02 -5.078*01 5.317.03 •3,226-04 1.985-03 5,610*01 
260,0 9,306.01 . •8,368*01 5,693.01 .7,176*01 3,283-01 •6,558*01 9,838-02 .6,279+01 5,920-03 -3,770*01 2.626.03 •1,800*02 6,143.03 •1.435*02 
280,0 9,268.01 •8,560*01 5,567-01 .7,274*01 3,133.01 •6,562*01 8,784.02 .6.037*01 2.709-03 4,326*01 6,172.03 •1.800*02 1,172-02 •1.396*02 
300,0 9.231-01 . •8.726*01 5,452-01 •7,350*01 3,001-01 •6,548*01 7,956.02 .5,765*01 5.846-03 8,674*01 1 .166.02 •1,800*02 1,542-02 •1.176*02 
320.0 9,196.01 •8,867*01 5,346.01 .7,406*01 2,884.0] -6,518*01 7,309-02 .5,479*01 8.627-03 9,374+01 1.4]3.02 •1,800*02 1,766-02 •1.359*02 
3U0.0 9,162.01 •8,985*01 5,247-01 .7,443*01 2,779-01 •6,471*01 6.605-02 .5.193*01 1.045-0i 9,516+01 1.529.02 •1.800*02 1,877.02 •1,345*02 
360.0 9,128-01 . 9,082*01 5,156-01 . 7.462*01 2.68S-01 •6.417*01 6.410-02 .4,920*01 1,146-02 9,488+01 1.560.02 •1,800*02 1,900-02 •1.331*02 
380.0 9,096-01 •9.157*01 5,070-01 .7,463*01 2,601-01 •6.349*01 6.099-02 .4,669*01 1 .164-02 9,363*01 1.526.02 •1,800*02 1,855-02 • 1 .316*02 
100,0 9,065-01 •9,213*01 4,990-01 .7,446*01 2.524-01 •6.269*01 5.851-02 .4,443*01 1.175-02 9,185+01 1.443.02 •1,800*02 1.756-02 •1.299*02 
"20.0 9,035-01 •9,218*01 4,915-01 -7.413*01 2,453-01 .6.179*01 5,648-02 .4,246*01 1.129-02 6.952+01 1.323.02 •1,800*02 1.616-02 •1.279*02 
"UO.O 9.006-01 •9,265*01 4,845-01 .7,363*01 2,389.01 .6.078*01 5,480-02 .4.076*01 1.059.02 8.658+01 1.177.02 •1,800*02 1,444.02 •1.253*02 
"60,0 8.979.01 . • 9,262*01 4,779-01 . .7,296*01 2,330-01 .5.967*01 5,338-02 .3,931*01 9,718-03 8.284+01 1.011.02 •1,800*02 1,250.02 .1 .214*02 
ueo.o 8,952.01 •9,212*01 4,718-01 .7.212*01 2,276-01 •5.845*01 5,214.02 .3,808*01 6,764-03 7,805+01 8.326.03 •1,800*02 1,044.02 • 1 ,154*02 
soo.o 8.927.01 . •9.203*01 4,660-01 •7.111*01 2.225.01 •5.713*01 5.105-02 .3,704*01 7,806.03 7,181+01 6,462.03 •1,800*02 8,453-03 •1,055*02 
520,0 8.903-01 .9.117*01 4,607.01 •6,995*01 2.179-01 •5,571*01 5.008.02 .3.616+01 6.927.03 6,369+01 4,556.03 •1,800*02 6,881-03 .8,890*01 
5(10.0 8,881-01 •9,07u*01 4,559.01 •6,863*01 2.136-01 •5.418*01 4,920-02 .3,541*01 6,219.03 5,332+01 2.644.03 -1.800*02 6,271.03 •6,534+01 
560.0 8.860-01 •8,981*01 4,514.01 .6,715*01 2.097.01 •5.256*01 4,840-02 .3.476+01 5.779.03 4,083+01 7.451.04 •1,800*02 6,917.03 •4,256*01 
580,0 8,801.01 •8,879*01 4,475.01 •6,553*01 2,060.01 •5,084*01 4,767-02 .3.418*01 5,671.03 2,732+01 1.121.03 •2.243-OU 8.395.03 .2,750*01 
600.0 8,823-01 •8,759*01 4,439.01 < •6,378*01 2,027-01 •4,904*01 4,701-02 .3.366*01 5,911.03 1 .452+01 2.938.03 •7,701-05 1,012.02 .1.919*01 
620,0 8,806-01 •8,621*01 4,409.01 .6,190*01 1,996.01 •4,716*01 4,641.02 .3.318*01 6,137.03 3,809+01 4.696.03 •4,360»05 1,177.02 • 1 ,490*01 
640.0 8,79(1-01 •8,477*01 4,383-01 •5.991*01 1,968-01 •4,522*01 4,587-02 .3.272*01 7.155-03 •4.403*01 6.385.03 -2,920-05 1,321.02 .1,286*01 
660,0 8,783-01 •8,318*01 4,362-01 •5.784*01 1,942.01 •4,322*01 4,539-02 .3,227+01 7.990-03 •1.038*01 7.999.03 •2,139-05 1.443.02 • 1 ,206*01 
680,0 8,773.01 •8,149*01 4,345.01 •5.569*01 1.918-01 •4,118*01 4,496.02 .3.183+01 8.883-03 •1,460+01 9.533.03 •1,661-05 1,546.02 •1,193*01 
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that this was theoretically expected for symmetrical locations of neutron 
detectors. 
In Table 24 the values of the phase of the thermal-thermal CHF • 
(detector 2 at mesh (9,55)) show that the numerical values of this "theo-
retically zero" is of the order of 10 . This is an indicator of the 
quality and the success of the iteration schemes used in the PSD analyses. 
In the case of symmetrical positioned detectors, we therefore observe that 
the imaginary part of the CHF is very small compared to the real part 
(theoretically it should be exactly zero). We can therefore say that the 
passage of the real part of the CHF from positive to negative values in-
dicates the position of sinks, and that it therefore goes through zero. 
We have seen earlier that the sink frequencies are defined as those fre-
quencies where the amplitude of the PSD goes through a minimum. Since 
for symmetrically located detectors, the CHF is real, we can say that the 
frequency at which the real part of the CHF goes through zero coincides 
with the sink frequency. The amplitude, therefore, goes to zero at the 
sink frequency for symmetrically located detectors, which have identical 
energy sensitivities. In this case the minimum is sometimes referred to 
as a "null" frequency. In the case of asymmetrically located neutron 
detectors, the frequency at which the real part of the CHF changes sign 
does not coincide with the frequency at which the amplitude of the CHF goes 
through a minimum. The amplitude at the sink, therefore, does not go to 
zero. We also observe that the frequencies at which the minima in the 
amplitude of the coherence function occur are very insensitive to the 
spacing between detectors. We have seen that the sink frequency corresponds 
to a 90 degree phase shift in the neutronic coupling between fuel regions 
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and that this phase shift causes an interference effect of neutronic waves 
from one fuel region to another. While the sink at a frequency of 250 
cycles/sec is due to this 90 degrees phase shift in the neutronic coupling, 
it is not known if the sink at 560 cycles/sec is due to a 270 degrees 
phase shift, or due to interactions between fuel regions whose coupling 
distances are smaller. If we refer back to Figure 3 of reference 17 we 
observe that a sink at 560 cps is possible for a D?0 coupling region 
distance between infinite fuel slabs of approximately 22 cm. Indeed the 
distance between GTRR assemblies as numbers V-2 and V-4 is 26.4 cm center 
to center, and the distance between their fuel boundaries is approximately 
20 cm. 
In the early burnup phase of the fuel of the GTRR, the excess 
reactivity enabled the reactor to go critical with only 11 assemblies in 
a compact lattice. Since there are 19 fuel positions available in the 
core lattice, many combinations of the reactor core configuration could 
be put together, although not all combinations would go critical. The 
coupled-core configuration that was analyzed above was shown to go critical 
by Graham. Another interesting configuration is the one represented 
in Figure 52. This configuration is obtained by removing assemblies V-5, 
V-6, V-14, and V-15. This 15 fuel assemblies configuration should prob-
ably also give a sink in the neighborhood of 250 cycles/sec. 
Experimental Determination of the PSD for the Full-Core GTRR 
The power spectral density function was experimentally determined 
for a 17 fuel assemblies GTRR configuration. Neutronic disturbances were 
introduced due to inherent volume distributed stochastic fission sources. 
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All the measurements were performed at low reactor power, approximately 
one kW thermal. 
A block diagram of the neutron detection system and the data reduc-
tion is shown in Figure 53. 
Detection and Data Recording System 
Detectors. The neutron detectors used for this investigation were 
B coated uncompensated ionization chambers of the type Reuter-Stokes 
Electronic Components, Inc. type RSN-76A. The operating characteristics 
of the RSN-76A detectors were: 
1 / 1 
thermal neutron sensitivity: 3 x 10 amp/n/cm -sec 
gamma sensitivity: 2 x 10 amp/R/hr 
/ 1 1 0 
thermal neutron flux range: 10 to 10 n/cm -sec 
signal electrode to shell capacitance: 115 picofarads and HV 
electrode to shell: 195 pF 
sensitive length: 19.7 cm 
The neutron detectors (minimum diameter: 5.24 cm, maximum overall length: 
30.8 cm) were mounted inside a 20 mil thick Al-1100 cylindrical housing, 
6.35 cm diameter and 34.6 cm long, held in place with Teflon rings. This 
aluminum housing was connected to a 3.66m long A1-6061-T6 tube 1.27 cm 
0D, which served both as the housing of the HV and signal coaxial cables 
and as mechanical support of the detector. This detector system was 
positioned inside a horizontal beam hole of the GTRR. Special shielding 
plugs with a centrally located 2.5 cm diameter center hole through which 
the detector holder was placed, were installed in the outer section of the 
GTRR beam holes. The power supplies which provided high voltages to the 
ion chambers were highly stabilized type Hamner or Fluke units. No 60 or 
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Figure 53. Block Diagram of the Neutron Detection and Experimental Data Acquisition System. 00 
^D 
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120 cps ripple could be detected. Noise and ripple were less than 0.5 mV 
rms. 
The electrometer module was designed in the DC suppressed mode, in 
order to accommodate noise analysis and other frequency domain experi-
ments. The first requirement of the electrometer operation was the re-
moval of the mean value (DC component) portion of the current, since the 
signal from the neutron detector results in an output which is indicative 
of the current fluctuation around some mean value. Since the mean value 
of the current is usually several orders of magnitude greater than the 
amplitude of the current fluctuation, removal of the DC component had to 
be performed before presenting the signal to the input of the amplifica-
tion stage of the electrometer module. This was necessary to avoid satu-
ration of the electronic circuits. The electrometer module can be con-
sidered as a very low-band pass filter, which had the advantage of remov-
ing DC and very low frequency components. In addition, it should be 
noted that the presence of DC or very slow frequency components was not 
only taken out electronically, but was also removed in our PSDDA (Power 
Spectral Density Data Analysis) program by least-squares fitting the 
digitized data. 
It was found that, at high amplification levels of the detection 
system, the flexing of normal coaxial or triaxial cables was introducing 
spurious changes in the recorded voltage. The coupling between the neu-
tron detectors and the electrometer modules was therefore done with the 
use of "Amphenol Noise-Free" coax cables of type RG-U/59. The reduction 
of inherent noise in these cables is achieved by the application of a 
semi-conductive coating over the dielectric. This coaxial cable will 
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remain electrically neutral under conditions of shock and vibration. The 
spurious signals generated by standard coaxial cable, due to flexing or 
distorting the cable, in certain cases may well be of a higher level than 
the useful signal being transmitted along the cable. No spurious changes 
in the output of the electrometer module were present with the use of 
those "Noise-Free" coax cables. The capacitance of the RG-U/59 coax was 
21.5 pF/ft. The distance between the neutron detector and the electrom-
eter was therefore kept to a minimum, approximately 15 ft and the electrom 
eter module was located at the exit of the horizontal beam hole in which 
the detector was located. 
A circuit diagram of the electrometer module is shown in Appendix 
C. The electrometer itself consisted of a Keithley Instruments Model 301 
solid state electrometer operational amplifier, with built-in voltage 
regulators. The principal characteristics were: 
12 
input resistance greater than 5 x 10 ohms 
-14 current offset less than 10 amp 
current drift less than 10~ amp/24 hours 
current noise less than 5 x 10 amp peak to peak 
electrostatically and magnetically shielded, Teflon insulated 
input connectors for minimum leakage. 
These electrometers can provide extremely long time constants because of 
their low offset current. The Keithley 301 electrometers were powered by 
means of a Keithley Model 3012 power supply, which can be floated at up 
to 500 volts off chassis ground. Special low-leakage polystyrene capaci-
tors and high quality resistors, type Keithley model R20, were used in 
the feedback loops. 
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After removing the DC and very slow varying components of the 
signal, we required that the output voltage range due to the AC components 
of the detector signal should not vary by more than 10 volts. The set-
tings were accordingly set to meet those requirements. The output of 
the fluctuating signal from the electrometer module was then fed to a 
'sample-and-hold" module. At this point the signal contained high-
frequency as well as low-frequency components. Some very low frequency 
components were introduced by slow drift in reactor power level and by 
moderator temperature feedback, especially at low flow rates of the 
coolant. Those drifts were removed by least-squares curve fitting of the 
data using the PSDDA program. 
Sample-and-HoId Module. For each detector channel, an operational 
amplifier (with bias and gain control) sampled, at the command of a pulse 
from the PDP-8 minicomputer, the output of the electrometer module by 
charging up a capacitor. Each capacitor was subsequently discharged by 
another PDP-8 command pulse and the output presented to a 4096 channel ADC 
(analog to digital converter) module. A total of four input channels was 
available. While the sample command was performed simultaneously on the 
four input channels, the ADC was performed sequentially on pre-selected 
channels. The sampling was typically done every two msec for the inherent 
noise measurements. The whole data collection system was tested up to 
sample intervals of 0.5 msec on four channels. The bandwidth of the elec-
trometer module and sample-and-hold module was determined between 0.1 cps 
and 400 cps and was found to be satisfactory. 
PDP-8 Processor and Peripheral Equipment. A PDP-8 minicomputer 
was used for the on-line data handling and the complete control of the ex-
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periment. The PDP-8 computer (4096 words core memory, 12 bits per word) 
was connected to a PDP-8I minicomputer (8192 words memory, 12 bits per 
word) via a special communication link, which had a capacity of eight 
bits per transmission. A magnetic tape drive and disk were connected to 
this PDP-8I minicomputer. Several small special purpose programs were 
written for the PDP-8 and PDP-8I minicomputers in the PALD language. 
(This language is very basic and quite similar to direct binary coding.) 
Special care had to be taken for proper synchronization between the dif-
ferent commands and signals of each minicomputer. Those programs con-
trolled the PDP-8 sampling-time command to the sample-and-hold module, 
the ADC on the appropriate detection channels, and transmission to the 
PDP-8I. Since the signal from the ADC module has a 12 bit value, two 
transmissions via the communication line were necessary for each data 
word. The 12 bit data word was broken down into two separate 6 bit words 
for transmission and reconstructed at the PDP-8I site into a 12 bit data 
word. The data in the PDP-8I were buffered and the buffers were emptied 
onto a standard magnetic tape for subsequent power spectral density analy-
sis on a U-1108 computer using our PSDDA package. 
All electronic equipment was allowed to stabilize over a period of 
several hours. Before recording of the data started, the DC and very low 
frequency components of the signal were allowed to stabilize over a suffi-
cient time span (usually 15 to 30 minutes). 
Data Reduction and Analysis 
The experimental data taken and stored on magnetic tape were ana-
lyzed on a Univac-1108 computer using our Power Spectral Data Analysis 
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(PSDDA) package. This program package was developed by the author to 
calculate the APSD, CPSD, and CHF from series of discrete time data. The 
basic output were the APSD, CPSD, and coherence function computed from a 
pair of time histories. The package can simultaneously analyze any num-
ber of pairs of time sequences of unlimited sample length. 
The first part of the package was an interface between the PDP-8 
and the U-1108 computer. Since the experimental data were recorded in 
sequential order of the neutron channels, proper unscrambling had to be 
performed, including the conversion of 12 bit integer words to 36 bit 
floating numbers. Typically, we obtained 65,536 data words per neutron 
channel. 
The next phase was removal of second order trends with least-
squares fitting to the data samples. This was performed for each channel. 
Any trend of a quadratic nature (DC, linear, second order) was subtracted. 
The third phase was a Discrete Fourier Transformation (DFT) processor. 
This processor performed a DFT of a series of data samples using a Fast 
Fourier Transformation (FFT) algorithm based on the classical method 
t-J Q\ 
developed by Cooley and Tukey. ' This processor computes the finite 
p 
DFT of a complex time series for N = 2 data point sequences. The value 
of N can be unlimited in the PSDDA package, but has to be a power of 2. 
19 
Our package has been tested for up to N = 2 = 524,288 data points. In 
order to reduce round-off errors, most of the computations were performed 
in double precision arithmetic. Since for each data point a complex num-
ber is necessary, this would require over two million computer memory 
locations, larger than most computers. The option for unlimited complex 
time series was developed using sophisticated algorithms in order to 
reduce the necessary computer memory storage and the 10 handling. Some 
particular characteristics of the Cooley and Tukey algorithm were 
taken into account in order to reduce the necessary core storage to less 
than 120K. All 10 was done using UNIVAC's NTRAN random access capability. 
It may be useful to point out that the FFT not only reduced the 
computation time, but also reduced substantially round-off errors in the 
calculation of the DFT. Both computation time and round-off errors were 
essentially reduced by a factor of log„N/N as compared to a standard 
19 
Fourier Transformation Algorithm. In the case where N = 2 " = 524,288, 
this factor is 3.6-05. This algorithm can also be used for inverse dis-
crete Fourier transformation if the coefficients are replaced by their 
complex conjugate and if the result of the computation is multiplied by 
1/N. It can be shown that, in order for the result of an FFT algorithm 
to correspond to the DFT, it is required that half of the data points be 
zero. This can be done easily by adding a string of zeros to the discrete 
data point series and performing the FFT algorithm onto the whole series. 
The fourth phase of the experimental analysis consisted of determining 
the APSD, CPSD, or CHF from averages of the discrete Fourier transforms. 
We have seen that the power spectral density between a variable 
x(t) and a variable y(t) defined by 
$,n(**= (L̂  f ^foe-^if 
I ~^ ̂° J and -T ^ 
&„ to - ^ J f *(tW-t-t) 
' 1 T-* <*> XT ) J 
at 
-T 
calls for an infinitely long time of detection. However, in the actual 
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spectral analysis of a random signal, only a finite length record can be 
analyzed. We, therefore, only obtained an estimate of the true power 
spectral density. In determining the error of a PSD measurement due to 
finite time of detection, we need to look at two important parameters, 
namely the bandwidth and the record length of the measurement. It can be 
shown that the theoretical probability distribution of the PSD esti-
mate for a random signal with a Gaussian distribution of amplitudes and a 
uniform power spectrum within the bandwidth is 
A* 
where 
n = 2BT = degrees of freedom 
B = bandwidth 
T = record length of the measurement 
X = X-distribution 
Extending this to the estimate of a PSD with a confidence level a, it can 
u (1*2) 
be shown t h a t 
•j.«st d f ( ^ ) est d f ( * 0 
9*K
 C^ ^ — ^ &* M * &* M -^ (99) 
where 
/est d (ou) = estimate of PSD rxx 
0 (oo) = true PSD xx 
a = confidence level 
n = 2BT = degrees of freedom. 
Data Collection and Procedure. The equipment used for the experi-
ment has been described earlier. A block diagram for the equipment used 
is shown in Figure 53. The whole data collection system was thoroughly 
tested with known time series. This was done several ways. 
First, a known mixture of up to fifty sinusoids of different fre-
quencies and amplitudes was software generated by the PDP-8 processor. 
Appropriate DC, linear and quadratic biasing of the values was done in 
order to test the least-squares fit portion of the analysis package. 
Those time series were fed into a memory location where the values ob-
tained by the ADC module are usually deposited. After transmission to 
the PDP-8I minicomputer and subsequent storage on magnetic tape, a com-
plete analysis using our PSDDA package was performed on a U-1108 computer. 
For a time sequence of typically 65,536 data points per channel, an un-
scrambling followed by a least-squares fit was performed. This was fol-
lowed by an FFT on 131,072 discrete data points, followed by a PSD deter-
mination with appropriate error analysis. It was found that the error 
between the amplitude of the different sinusoids (with phase lags between 
them) was typically less than 1%. The error was primarily due to round-
off errors in the computation and limited number of degrees of freedom. 
Second, a series of pure sine waves, generated by a Hewlett-Packard 
audio oscillator, was analyzed over a frequency range from 0.1 to 400 cps. 
Third, a background noise determination of the RSN-76A neutron detector 
and electrometer module was performed. The APSD was determined while the 
neutron detector was positioned inside a horizontal beam hole of the GTRR. 
The recording was started several hours after the GTRR was shut down and 
298 
the beam hole shutter closed* A white background noise was found to 
exist. The procedure followed to determine the transfer function of the 
detector channel is usually based on the fact that the APSD of the cur-
rent of the neutron chamber is constant over the frequency range investi-
gated, when the detector is exposed to a radioactive neutron source in a 
nonmultiplying medium or to a gamma source. 
Experimental Procedure and Results. As pointed out in the descrip-
tion of the GTRR, there are 19 fuel assembly positions available in the 
core lattice. Due to the relatively high burnup of the Mark-I fuel, a 
fuel loading of 17 assemblies was necessary at that time (1970). After 
removal of the graphite stringers from the appropriate beam holes, the 
first neutron detector was placed inside the horizontal beam hole, H-l, 
and the second detector in horizontal beam hole, H-5. The exact position 
of the neutron detectors within the beam hole was determined by special 
markings on the 12 ft holders of the neutron detectors. Experimental mea-
surements very close to the center of the core to the outer part of the 
external graphite reflector of the horizontal holes were possible. 
Special beam hole shield plugs were installed in the beam holes, 
and the 12 ft detector holders were placed through a centrally located 
2.5 cm hole in the shield plugs. After the neutron detectors were in 
position, the beam hole shutters were opened and the neutron detectors 
were pushed toward the center of the core. For most experiments, the de-
tectors were located inside the D?0 external reflector. The sensitive 
length of 19.7 cm was located approximately 5 to 24.8 cm from the aluminum 
reactor vessel separating the D?0 from the external graphite reflector. 
Due to the high fuel burnup, the excess reactivity available with the 17 
fuel assembly core was small, so that the semaphore control blades were 
nearly full out. Thus, any distortion of the neutron flux due to the 
presence of the control blades was small. 
Before any movement of the detector holders, shutdown of the reac-
tor was required by operational procedures. After movement of the detec-
tors to the proper position, the reactor was allowed to come to equilibrium 
over a time span of approximately 15 to 30 minutes. During the entire ex-
perimental procedure, proper care had to be made to minimize radiation 
hazards. High radiation leakage and neutron streaming were recorded at 
the beam hole shield plugs, primarily around the centrally located open-
ing. Special borated paraffin beam catchers were therefore constructed 
and put in place in front of the beam holes. 
In Figure 54 we have plotted the APSD of detector 1. The reactor 
was at a power level of one kW and the core total coolant flow was 1,200 
gpm (gallons of D«0 per minute). The sample time was two msec. After 
proper settling of the DC components, measurements were taken over a time 
span of typically 32.768 seconds. In this figure one can observe the 
presence of a 5.9 ± 0.05 cps mechanical resonance, and a harmonic at ap-
proximately 12 cps. Although the data collection and analysis package 
had sufficient resolution to cover a frequency band of several decades, 
the presence of this instability precluded the use of higher AC current 
amplifications of the detector signal. At relatively high frequencies, 
the correlated to uncorrelated signal ratio is rather small. Since the 
DC component was removed, sufficient amplification could have been ob-
tained to detect higher frequency components, which were several orders 
of magnitude lower than the components at 5.9 cps. In addition, the 
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Figure 54. Amplitude of the GTRR Experimental Power Spectral 
Density, D?0 Coolant Flow Rate 1200 gpm 
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switching point error for a 4096 ADC was ± 0.025%. This mechanical in-
stability introduced circuit saturation in the electrometer module and 
sample and hold circuits when a too high amplification was used. Another 
limitation on the bandwidth investigated was the high uncorrelation to 
correlation ratio due to the large size of the detector and the presence 
of high radiation levels caused by high yields of fission product (high 
burnup) inventories of the Mark-I fuel. 
Since the gamma sensitivity of an ionization chamber is at a first 
approximation proportional to the sensitive volume of the detector, the 
quality of the measurements could be improved greatly by the use of smaller 
size detectors, while still maintaining an as high as possible neutron 
sensitivity. A great part of the uncorrelated noise is due to the pres-
ence of the radiation of the fission products; therefore, the quality and 
the bandwidth of the measurement could be improved by performing the mea-
surements at higher flux levels. This was not possible, however, since 
4 11 
the thermal neutron flux range of the RSN-76A detectors was 10 to 10 
o 
n/cm -sec at 90% ion collection efficiency. 
The error introduced by the finite data recording time spans was 
approximately 20% at one cps, 12% at 5.9 cps, and 9% at 10 cps for a 80% 
confidence level. It must be noted that the error band is not symmetrical 
around the PSD points. In order to ascertain the cause of the 5.9 cps 
resonance in the PSD at a coolant flow rate of 1,200 gpm, additional mea-
surements were performed at lower coolant flow rates. 
In Figure 55 we have plotted the APSD of detector 1, using variable 
discrete Fourier transform averages for a total coolant flow rate of 600 
gpm, two msec sampling time, time span of 32.768 sec. Comparison of Fig-
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Figure 55. Amplitude of the GTRR Experimental Power Spectral 
Density, D O Coolant Flow Rate 600 gpm 
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ure 54 (flow rate of 1,200 gpm) with Figure 55 (600 gpm) clearly demon-
strates that the power at the 5.9 cps resonance was related to the coolant 
flow rate. Subsequent measurements were performed at 100 gpm and with no 
coolant (see Figures 56 and 57). In the case of no coolant, the 5.9 cps 
resonance could not be detected. Since for the case of the experimental 
measurements with no coolant flow there were no high amplitude components 
of 5.9 cps and harmonics present, greater amplification of the AC compo-
nents of the detector signal could be achieved without saturation of the 
electronic components. However, since in this case there was no coolant, 
a slow raise of the moderator temperature was observed, causing a nega-
tive reactivity feedback. This in turn caused a slow quadratic (almost 
linear) varying component to be superimposed on the detector signal. 
With the high uniform amplification of the AC components of the 
neutron detector signal over a frequency band up to 300 cps, the output 
of the sample-and-hold module was slowly varying over a range of 10 volts 
in approximately three minutes. Stability of the DC component removal 
circuits required, however, several minutes. This stability was attained 
by starting the experiment with the regulating rod fully in, adjusting the 
shim blades so that a critical system was obtained, 1,200 gpm. After 
bringing the flow rate down from 1,200 gpm to 0 gpm, the data recording 
was started over a time span of 32.768 sec. The linear component due to 
moderator temperature feedback was determined by least-squares fit on the 
data and subsequently subtracted. This moderator reactivity feedback re-
stricted the current AC amplification. 
The presence of a 5.9 cps resonance and its harmonics was attribu-
ted directly to an excessive mechanical vibration of one of the semaphore 
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Figure 57. Amplitude of the GTRR Experimental Power Spectral 
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shim control blades, caused by the relatively fast moving D«0 coolant by 
the shim blade. The coolant velocity past the control blades was esti-
mated at approximately 4.8 ft/sec for a 1,200 gpm flow rate. Since the 
semaphore control blades are 5.5 inches wide, 1 inch thick, with a total 
length from pivot point of 60.75 inches, vibration due to relatively high 
flow rates is possible. The presence of vibrations of one of the control 
blades was visually verified with a boroscope, which was installed in the 
reactor core. At shutdown, it was verified that the amplitude of the vi-
brations of the control blade was the highest at 1,200 gpm and lower at 
lower flow rates. 
Several changes could be made to improve the quality of the power 
spectral density measurements at higher frequencies: 
1. operation of the reactor at higher neutron flux levels, while 
still maintaining the assumption of "zero-power reactor" experiment. 
This would greatly improve the correlated to uncorrelated noise ratio. 
A large part of the uncorrelated noise was due to the presence of the 
long-life decay products. In the present experiment, it was not possible 
to go to higher neutron flux levels due to the limited neutron flux range 
of the RSN-76A neutron detectors. 
2. selection of smaller size neutron detectors. This would in-
crease the ratio of neutron to gamma sensitivity. 
3. smaller decay product radiation. This could be partially at-
tained by letting the GTRR, usually operated at one MW-thermal, cool down 
for longer times before performing those experiments. 
4. removal of the mechanical vibration caused by a loose semaphore 
control blade. 
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Localized Absorber Perturbations of the GTRR 
Coupled-Core Configuration 
We have seen that the presence of minima in the amplitude of the 
coherence function of the GTRR coupled-core configuration was due to 
interference effects of neutronic waves between fuel assemblies through 
the D„0 coupling region. In the frequency range 0 to 700 cps, two sink 
frequencies in the CHF of the coupled-core GTRR were observed for inherent 
spatially dependent stochastic fission sources, and they have been found 
to be dependent on the nature and the geometry of the coupling and fuel 
regions. 
Let us now investigate the case of perturbing these coupling and 
fuel regions by means of localized absorber perturbations (e.g., pile 
oscillators). The most basic approach is the introduction of a known in-
put as a sinusoidal disturbance into the system. However, since the net 
effect is a mixture of inherent fluctuations, such as the statistical 
behavior of reactor parameters due to the fission reaction and externally 
stimulated fluctuations, it would seem that the external input reactivity 
must be large enough so that the amplitude of the detector signals due to 
the external stimulation be much larger than the one due to the inherent 
fluctuations. However, since the theoretical approach was based on a 
linearization of the fluctuations, only valid for small perturbations, 
the amplitude of the external disturbance must be kept small. In addition, 
increasing the amplitude of the fluctuations greatly is undesirable, since 
we tend then to determine the describing function instead of the transfer 
function. Also, it may be unsafe to use large perturbations in the reac-
tor. 
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Assuming that the uncorrelated noise spectrum is white, the output 
signal due to the external stimulated disturbance could be very much af-
fected by the presence of the inherent sources, especially at the rela-
tively higher frequencies of interest. However, the use of power spectral 
density data analyses would enable one to strip off the spectrum due to 
the statistical fluctuations in order to obtain the net response to the 
external sources. 
The use of an external oscillator not only introduces a disturbance 
at one particular frequency, but also at its harmonics, since it is prac-
tically impossible to introduce a pure sinusoidal disturbance. Since the 
power spectrum of a sinusoid is theoretically a delta function of a cer-
tain area at the sinusoid frequency, the appropriate fundamental harmonic 
can be determined by power spectral density analyses. 
For the proposed experiment, a special pile oscillator was designed 
and constructed (see Appendix C), which made it possible to introduce lo-
cal disturbances in the core of the GTRR over a frequency band varying 
from 0 to approximately 700 cps. The pile oscillator was a rotor-stator 
type, which consisted of an aluminum coaxial tubular rotor and a similar 
stator with eight (or eighteen) cadmium strips of 20 mil (0.5 mm) thick-
ness on the outer radial surface of each tube. This oscillator fitted 
into one of the GTRR fuel positions of the core lattice. The entire os-
cillator reactivity worth was estimated to be approximately 1.1% Ak/k. 
This was below the upper limit of 1.5% Ak/k approved by the AEC for pile 
oscillator experiments of this type in the GTRR at that time. 
The sampling time interval of the neutron detectors was selected 
based on the Nyquist frequency, f , which is the maximum frequency at 
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which f requenc ies a r e de t ec t ed in the Four ie r a n a l y s i s . In our c a s e , 
t h a t l i m i t was 700 c p s , s ince 
fK, = ' , M: = \ = 71H ^ *•«*. . 
Z & t Z ^ i o o C f i 
Since it is only possible to process a data record of finite length, 
only an estimate of the true power spectral density is therefore obtained. 
If we require that the power spectral density estimate is accurate to 10% 
at 5 cps, with a resolution of 2.5 cps at the 90% confidence level, then 
Schiesser has shown that the degrees of freedom needed are n = 2BT = 
450. The record length required is then T = 450/(2 x 2.5 cps) = 90 sec, 
17 
and if we sample every 687 (isec, 131,072 (2 ) data samples are then re-
quired for each neutron detector channel. 
The pile oscillator, controlled by a PDP-8 minicomputer, was 
checked out in the GTRR fuel assembly test stand. The data collection 
and data analysis procedures were similar to the ones described earlier 
in this chapter, and were checked out using software generated sinusoids. 
The discrete Fourier transforms (DFT) were obtained using a fast Fourier 
transform (FFT) on 262,144 samples for each neutron detector. 
Due to the high burnup of the Mark-I fuel, at that time (1971) a 
GTRR coupled-core configuration with 14 fuel assemblies could not be made 
critical. The experimental verification of the predicted power spectral 
densities due to localized external perturbations could not be performed. 
The PSD of the GTRR coupled-core was determined for two distinct 
configurations of the localized absorber perturbations: 
1. One localized absorber perturbation, which excited primarily 
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the fundamental mode behavior of the flux. 
2. Two symmetrically located absorbers, driven 180 degrees out of 
phase of each other, in order to excite primarily the higher modes and 
to minimize the contribution of the fundamental mode. 
Power Spectral Density due to One Localized 
Absorber Perturbation 
For the determination of the PSD due to a localized disturbance, 
we performed the analysis for the cases where the oscillator was located 
in the center of the core, in GTRR fuel assembly position V-10 (defined 
by y-mesh 9 to 10, x-mesh 33 to 36) and in the oustide D„0 reflector, ad-
jacent to fuel assembly V-2, 
For a one-point disturbance, the CPSD between detector 1 (dl) and 
detector 2 (d2) is: 
CPSt>d,,0ix
 U : > = W l - . d , ^ - ««*«-«»»<«VP»o.Mi.,efrO(ioo) 
where 
H ^.(oi) = space-, energy-, and frequency-dependent transfer 
function (or response function) between local dis-
turbance (oscillator) and detector 1 
H ,, (oo) = complex conjugate of II ,_ (OJ) osc-»dl r J ° osc-»dl 
PSD (ou) = power spectral density of oscillator (delta func-
OSCjOSC 
tion at the sinusoidal frequency) 
Since the CPSD between local absorber (osc) and detector 2 (d2) is 
C P S D o s c , d 2 ( ( u ) = H o S c - d 2
( ( u ) P S D o S c , o s c
( a , ) > t h e S P a c e " a n d emT^m 
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dependent transfer function H ,„((D) for a given linear reactor system 
is equal to the ratio of the CPSD between the input and output signals, 
and the PSD of the input signal. 
Since by definition 
CPSD, * (uO 
CHF, . (uO * f (101) 
the coherence function between two points in a reactor system, for a one-
point disturbance can be written as: 
C M F , , fui'b = (102) 
tit, d x 
T W - » A t w ) . T r ^ ^ ^ M . PSP0»c,ot<, (u.) 
jfc*-.*, « ^ f - ^ V . « <"> +UPS°J|f">)(l
rr.v:-.«l*^rpso-u.^-i ^ ^ P , ^ ' 4 
where 
UPSD (w) = uncorrelated part of the power spectral density of 
detector 1 
UPSD 2(aa) = uncorrelated part of the power spectral density of 
detector 2 
If the experiments are performed between two pairs of neutron de-
tectors, namely a pair composed of detector 1 and detector 3, and a pair 
composed of detector 2 and detector 4, then the APSD of the detector pairs 
are obtained from the expressions APSDdl(uo) = CPSD d3(tt>) and APSD ? (co) = 
CPSDd2 d 4 ^ ' I n t h i s c a s e w e a l s o h a v e t h a t UPSDH1 ̂  ~ ° a n d UPSDH9(^) = 
0 for all frequencies. 
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For a four-detector system, we therefore have 
C H F , . , , ( « * ) = <103> d » # d l 
* 
[*•*-** t w ^ . P S D ^ ^ ^ . K ^ a i ( u O | \ P ôsc.osc H ^ 
The amplitude of the CHF for a four-detector system i s therefore 
1.0 for a l l frequencies, and the phase i s non-zero in the case of one 
localized absorber perturbat ion. 
If the experiments are performed with a two-detector system, then 
we have tha t : 
Tr* t_,d, t ^ _ T f M t ^ t M PS0OWiOSC fw) 
We "no* 
CHF, . M - , r ^ ^ t l w J - "«*-**ttwj. ^ « * , « s c ^ ( 1 0 4 ) 
L-, A I 1 . , 
with Denom = f T r c s t ^ d , M\ . \Vr^_+Ax U O | . P S 0 o s t ; 0 5 £ <wj 
* l ^ o s c ^ d , d " > f - ^ D . $ c , o x C < 0 . U P S O ^ C - " * 
*• |T«\>ic — «Kf'*0|\'PSOoi<.losi£'>''> . U P S D ^ , ^ 
i- UPSOJli (<«) . U P S D ^ J L . } 
The amplitude of the CHF between the signals of a two-detector system is 
smaller than 1.0 and is frequency-dependent. The phase of the CHF is 
non-zero. The amplitude and phase are also dependent on the uncorrelated 
parts of the power spectral densities of the signals of detectors 1 and 2. 
313 
For the special case where the oscillator was placed in the center 
of the reactor core, the neutron detectors were located in symmetrical 
positions and since the reactor had material and geometrical geometry in 
that case, we can write that for a two-detector system: 
iTrw-.a, Cu.)|V PSPOSC/OSC t»Q 
CHF, i (w) :=. — ! o ' (105) 
a,"»* f T J ^ ^ j . ^ l • PS0oit|Oic Cw) i- U P S O j . M 
The amplitude of the CHF is frequency-dependent and the phase is zero. 
In the experimental determination of the coherence function due to 
a local disturbance, the quality of the measurements can be checked for a 
four-detector experiment, since the amplitude should be 1.0 at all fre-
(21) 
quencies. Seifritz and Albrecht have also pointed out that the experi-
mental error for a four-detector system is smaller than for a two-
detector system. It follows that a four-detector measurement is far su-
perior to a two-detector one. In the analysis that follows we will assume 
that we have a four-detector system, so that UPSD (u)) = 0 and UPSD_.„(UJ) = 
0. 
Calculations of the power spectral densities, due to an externally 
driven localized disturbance, were performed using the TDPSD (Two-
Dimensional Power Spectral Density) code described in Chapter IV. The 
same mesh grid was used as for the analyses of the GTRR coupled-core due 
to volume-distributed inherent stochastic sources. In the numerical analy-
sis, the number of columns was 68 and the number of rows was 18. Note 
that, even in the case where the oscillator is positioned in the central 
position of the reactor, a one-dimensional approximation to the reactor 
geometry is insufficient. 
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The axial leakage (in the third dimension) was taken into account 
with the usual axial buckling correction factor. To ensure that the PSD 
calculations were performed for a mathematically critical steady-state 
reactor (k _,. = 1) , the axial height of the reactor was adjusted uniformly 
over the reactor, until a value of k • = 1 was obtained for the steady 
eff 
2 -2 
state core. A value for the axial buckling of B = 1.365465-03 cm was 
° z 
obtained. 
The local perturbance was assumed to be introduced uniformly over 
the whole axial direction. For a time-dependent thermal-neutron line ab-
sorber located at (x , y ), we have that: 
osc y osc ' 
and for small perturbations 
ju»t 
Z J * ^ ) . $ U } 0 - ZcC*3) 4>U^ *- l^i+i) Scf^co) e 
The spectrum of the disturbance 6E (xycu) *0(xy) was arbitrarily chosen 
cl 
to be 1.0 for the power spectral density calculations. 
In the PSD calculations, the proper values of the effective delayed 
neutron and photoneutron fractions were used. They were experimentally 
determined for the GTRR by Graham^ ' and are listed in Table 23. The 
neutron velocities used in this analysis were 2.2E+5 cm/sec for the 
thermal-broad energy group and 4.0E+8 cm/sec for the fast-broad energy 
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group. 
The frequency range investigated was 10 to 700 cps. While detec-
tor 1 (and detector 3) was held in a reactor location defined by mesh 
(9,14) (y = 87.98 cm, x = 99.06 cm, see Table 22) inside the external D O 
reflector, detector 2 (and detector 4) was located on an ordinate defined 
by y-mesh 9 (y = 87.98 cm), successively in locations defined by x-mesh 
14 (x = 99.06 cm), 25 (x = 146.68 cm), 34 (x = 166.60 cm), 38 (x = 175.40 
cm), 43 (x = 186.28 cm), 51 (x = 209.31 cm), 55 (x = 236.22 cm), and 57 
(x = 251.46 cm). 
In Table 26 we have displayed the results of the amplitude and 
phase of the CPSD between the thermal response of detector 1 and the ther-
mal response of detector 2, due to a unity localized thermal perturbation 
at the center of the reactor core (see Figure 58). The amplitude of the 
CPSD's was normalized to 1.0 at a frequency of 10 cps. 
The values of the amplitude of the CPSD's at 10 cps are also tabu-
lated for the different detector 2 locations, normalized so that the am-
plitude of the CPSD between detector 1 located at mesh (9,14) and detector 
2 at mesh (9,14) was 1.0. 
The different curves representing the normalized amplitude and 
phase of the CPSD's exhibited large space-dependencies, when detector 2 
was moved across the reactor core. For the cases that are tabulated, the 
amplitude changed by a factor of four at a frequency of 100 cps, and by a 
factor of 760 at 500 cps. 
Table 26. Normalized CPSD between Thermal Response Detector 1 and Thermal Response 
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Figure 58. Fourteen Assembly Coupled-Core GTRR with a Local ized Absorber P e r t u r b a t i o n OJ i - 1 
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For symmetrically located detectors (detector 1 at mesh (9,14) 
and detector 2 at mesh (9,55)), the phase was of the order of 10 degrees. 
In the cases where the reactor exhibited geometrical and material symmetry, 
the phase of the CPSD and the CHF was theoretically zero for symmetrically 
located detectors. 
In Table 27 are tabulated the results of the APSD normalized to 
1.0 at a frequency of 10 cps. The amplitude varies by a factor of 32 at 
c. 
100 cps, and by a factor of 10 at 500 cps. The APSD's have the largest 
values when the detector location coincides with the localized perturba-
tion. 
No minima in the amplitude were detected either for the CPSD's or 
the APSD's when the localized absorber perturbation was in the center of 
the core. 
Next, we have determined the PSD for the GTRR coupled-core configu-
ration, when a localized thermal neutron absorber was located in the out-
side D20 reflector, adjacent to GTRR assembly V-2 (see Figure 58), and 
defined by y-mesh 9 and 10 and by x-mesh 20 and 21. The calculational 
approach was similar to the case where the localized absorber was posi-
tioned in the center of the reactor core. In Table 28 are tabulated the 
amplitude and the phase of the CPSD's between the thermal responses of 
detector 1 and detector 2. The amplitudes were normalized to a value of 
1.0 at a frequency of 10 cps. The amplitudes of the CPSD exhibited a 
strong space-dependency. In Table 29 are tabulated the results for the 
APSD due to the localized perturbation at y-mesh 9 to 10 and x-mesh 20 to 
21. Again, we observe a strong space dependency. No minima or "sinks" 
were detected in the amplitude of the CPSD's or the APSD's for any 
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Table 28. Normalized CPSD between Thermal Response Detector 1 and Thermal Response Detector 2, 
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detector locations in the GTRR coupled-core configuration, when the 
localized perturbation was positioned in the outside D?0 reflector adja-
cent to fuel assembly V-2. 
This is in contrast to the numerical calculations, based on one-
/OQN 
dimensional modal expansions, performed by Danofsky for the coupled-
core UTR-10 reactor. In the numerical calculations, Danofsky used five 
and seven one-dimensional modes for a localized thermal neutron absorber 
located in a fuel region. Danofsky determined that the APSD exhibited a 
minimum at approximately 180 cps. This behavior of the APSD due to a 
localized absorber was found to be similar to the behavior of the CPSD's 
and the CHF's due to the volume distributed inherent fission sources. 
However, Danofsky pointed out that it was not known if the characteris-
tics of the behavior of the APSD were due to a lack of convergence of the 
one-dimensional modal solution used in his numerical evaluations. 
Power Spectral Density due to Two Localized Absorber 
Perturbations Driven 180 Degrees Out of Phase 
In the introduction, it was shown that the modal method expresses 
the space-time dependence of the perturbed flux as 
«o 
Cf)frt) = Y " M ^ T ^ * ) <106> 
HaO 
where T (t) = time-dependent function of the n mode 
\|f (r) = spatial function of the n mode. 
For two-dimensional geometries, we have besides the fundamental 
mode (n=0) also the higher modes (n>0) as the azimuthai and radial modes 
in r-8 geometry, and the x- and y-modes in x-y geometry. In order to 
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minimize the excitation of the fundamental mode, two identical localized 
absorbers were located in symmetrical locations. The absorbers were 
driven 180 degrees out of phase, so that the total reactivity introduced 
in the system was zero. The higher modes were, therefore, preferentially 
excited and the contamination of the response through the high gain of 
the fundamental mode was minimized. Since space-dependency of transfer 
functions occurs primarily through the higher modes, excitations of those 
modes can be preferentially obtained through the use of several localized 
absorbers, each driven out of phase of one another. 
The use of several localized perturbations, in order to excite 
preferentially higher modes, is not new. Serdula, Kendall, Cloutier, and 
Lawrence performed modal calculations and experimental verification 
on the 250 Mwe Gentilly Nuclear Power Reactor (which is a CANDU boiling 
(144) 
light water reactor) , using seven different localized control ab-
sorbers. The control absorbers were located in a region of constant flux, 
and their reactivity worths were the same. Dependent on the phase shift 
between the control absorbers, different higher modes were preferentially 
excited. 
A similar experiment was performed by McDonnell et al. * on 
the heavy-water-moderated ZED-2 reactor. The experiments were carried 
out on a ZED-2 two coupled-core configuration, consisting each of natural 
uranium metal rods arranged in a square lattice with a 15 cm pitch. The 
coupling region was 90 cm wide. 
The higher modes in the GTRR coupled-core configuration were ex-
cited through the use of two localized absorbers, located in symmetrical 
reactor locations and driven 180 degrees out of phase of each other. The 
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detectors were located in various regions of the GTRR to measure the 
resultant variation in the neutron flux. The reactor configuration with 
the two localized perturbations is shown in Figure 59. The localized ab-
sorbers were located in the outside D„0 reflector, adjacent to fuel assemb-
lies V-2 and V-18 and defined by y-mesh 9 to 10, x-mesh 20 to 21, and y-
mesh 9 to 10, x-mesh 48 to 49, respectively. The distance between the two 
coupled cores in the GTRR was 20.2 cm, and the distance between the two 
absorbers was 59 cm. The presence of the absorbers adjacent to assemblies 
V-2 and V-18 introduced externally controlled volume distributed stochas-
tic sources in those assemblies. The calculations were performed in a 
similar fashion as in the case of one localized absorber. The frequency 
range investigated was 10 to 600 cps. 
In Tables 30 and 31 are tabulated the results of this simulation. 
In Table 30 are shown the amplitude and phase of the CHF between the ther-
mal response of detector 1, located at mesh (9,14) (in the outside D_0 
reflector) and the thermal response of detector 2 at various reactor lo-
cations. We observe that the amplitude of the CHF's goes through a mini-
mum at a frequency of approximately 75 cps for detector 2 locations in 
the outside D„0 reflector, at the opposite side of detector 1. The phase 
made an abrupt jump from 0 to -180° when detector 2 was located in a sym-
metrical position (defined by mesh (9,55)) to the position of detector 1 
(defined by mesh (9,14)). The phase below this sink was of the order of 
-4 
10 degrees (theoretically it should be zero), and the phase above this 
sink was -180°. 
For detector 2 positions inside the D„0 region (between assemblies 
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Figure 59. Fourteen Assembly Qoupled-Core GTRR with Two Localized 
Absorber Perturbations, Driven 180 Degrees Out of Phase 
Table 30. Coherence Function between Thermal Responses of Det nd Det 
External Sources in Mesh Volumes (9 to 10, 20 to 21 to 10 





































































































































































































































































































































































































































































































































Table 3 1 . Coherence Function between Thermal Responses of Detector 1 a d Dete 
External Sources in Mesh Volumes (9 to 10, 20 to 21) and (9 o 10, 
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1 . 3 6 6 * 0 2 
1 . 1 7 3 * 0 2 
1 , 3 8 0 * 0 2 
1 , 3 8 7 * 0 2 
1 . 3 9 0 * 0 2 
1 . 0 0 1 * 0 2 
1 . 0 0 8 * 0 2 
1 . 0 1 0 * 0 2 
1 , 0 2 1 * 0 2 
1 . 0 2 7 * 0 2 
9 . 0 1 
7 1 . 0 1 
1 2 . 0 1 
1 2 . 0 1 
6 8 . 0 2 
6 9 . 0 2 
B . 0 2 
8 5 . 0 2 
9 0 . 0 2 
1 8 . 0 1 
1 0 . 0 1 
1 8 . 0 1 
1 5 . 0 1 
1 2 . 0 1 
1 . 0 1 
I . 0 1 
I . 0 1 
9 . 0 2 
9 . 0 2 
6 . 0 2 
7 . 0 2 
7 . 0 2 
6 . 0 2 
6 . 0 2 
5 . 0 2 
5 . 0 2 
0 . 0 2 
0 . 0 2 
0 . 0 2 
3 . 0 2 
3 . 0 2 
3 . 0 2 
2 . 0 2 
2 . 0 2 
2 . 0 2 
2 . 0 2 
6 . 6 2 
1 .27 
2 . 1 5 
I , 9 7 
. 1 , 0 9 
. 6 . 1 2 
. 6 . 9 3 
. 7 . 2 6 
- 7 , 1 6 
. 7 . 3 3 
- 7 , 2 5 
. 7 . 1 2 
. 6 . 9 8 
• 6 . 8 3 1 * 
- 6 . 6 7 0 * 
- 6 . 5 1 3 * 
. 6 , 1 9 3 * 
. 5 , 8 8 5 * 
. 5 . 5 9 1 * 
. 5 . 3 1 0 * 
. 5 . 0 5 2 * 
. 0 , 6 0 7 * 
. 0 , 5 7 6 * 
. 0 . 3 5 9 * 
. 0 . 1 5 5 * 
- 3 . 9 6 1 * 
. 3 , 7 8 1 . 
. 3 , 6 0 9 * 
- 1 , 0 0 5 * 
• 3 . 2 8 6 * 
• 3 . 1 3 7 . 
• 2 , 9 9 1 . 
. 2 . 8 0 8 . 
• 2 , 7 0 7 * 
• 2 . 5 6 7 * 
. 2 . 0 2 5 * 
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exhibited a minimum at a frequency of approximately 105 cps, which is 
slightly higher than the minimum at 75 cps, which occurred when detector 
2 was in the outside D„0 reflector (x-mesh greater than 48). 
This behavior, namely the presence of a minimum for the amplitude 
of the CHF due to two localized externally driven perturbations, each 
driven 180° out of phase, is similar to the one that occurred in the CHF 
due to volume distributed inherent stochastic fission sources. 
We have previously seen that the frequency, at which the first 
minimum occurred in the amplitude of the CHF or the CPSD, was approxi-
mately 250 cps for the GTRR coupled-core configuration, when the pertur-
bations were due to the volume distributed inherent stochastic fission 
sources. This is to be compared with the location of the first sink at 
approximately 75 cps when the perturbations were introduced by two local-
ized absorbers, 180° out of phase. The occurrence of the minima in the 
amplitude of the CHF's was due to interference effects between neutronic 
waves inside the reactor. Those interference effects arise from the dif-
ferent couplings between the GTRR fuel assemblies through heavy water 
coupling regions. Let us consider two different couplings: the coupling 
between assemblies V-2 and V-14, V-15 and between assemblies V-18 and V-5, 
V-6. The distance between the assemblies is approximately 38 cm center to 
center. In a parametric numerical study based on a one-dimensional modal 
expansion method, Nagy and Danofsky obtained for a two fuel slab 
coupled-core reactor, separated by approximately 38 cm of heavy water 
coupling region, a sink at a frequency of approximately 90 cps. Based on 
this parametric study, it seems most likely that the interference effects 
are due to the interactions between the above mentioned couplings. 
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In Table 31 are tabulated the results of the amplitude and phase 
of the coherence functions between the thermal response of detector 1, 
located inside the GTRR heavy water coupling media, at a position defined 
by mesh (9,25), and the thermal response of detector 2, located in various 
positions of the GTRR coupled-core configuration. The driving forces 
were the two localized absorber perturbations located at y-mesh 9 to 10, 
and x-mesh 20 to 21 and 48 to 49, respectively (see Figure 59). 
For symmetrical locations of detector 1 (at mesh (9,25)) and detec-
tor 2 (at mesh (9,44)) the amplitude went through a minimum at a frequency 
-4 
of approximately 115 cps, and the phase was of the order of 10 degrees 
below the sink and -180° above the sink frequency. We observed that the 
frequency, at which the amplitude of the CHF went through a minimum and 
the phase made an abrupt jump from 0 to -180°, was at a slightly higher 
frequency (115 cps) when detector 1 and detector 2 were located in between 
the two localized perturbations than when detector 1 was located outside 
the fuel region (75 cps). 
For detector 2 locations outside of the fuel region and for x-mesh 
greater than 48, the minimum in the amplitude of the CHF was at approxi-
mately 80 cps. 
Note that an advantage of our method over the modal analysis was 
that the possible inaccuracies in the corrections for fundamental mode 
contamination into the higher modes were not existent, since our method 




The purpose of this dissertation was to develop and apply a general 
method to be used in investigations of two-dimensional and multigroup 
power spectral densities without any restraint on the geometry or hetero-
geneity of the neutronic system. The method and numerical approach which 
were developed in Chapters III and IV, and applied in this research to 
several reactors which had widely different neutron spectra (reactors 
containing a hard spectrum and reactors in which a thermal spectrum pre-
dominated) , were very effective in the calculations of two-dimensional 
multigroup PSD's and transfer functions. No restraint was imposed on the 
space dimensionality and the frequency range. The usefulness of the me-
thod was not limited by slow convergence or divergence of the iterative 
process in the solution of the frequency-dependent equations describing 
the two-dimensional space-dependent multigroup PSD's and transfer func-
tions within a reactor. The method was applied over a fairly wide range 
of frequencies (typically 1 to 900 cycles per second). The starting 
point was the three-dimensional space-, energy-, and time-dependent P.. 
approximation to the Boltzmann equations. 
In the derivation of the equations of the model, starting from the 
Boltzmann equation through the P.. approximation, several terms appeared 
in the frequency-dependent P. equations which were derived, terms which 
were not present when the derivation was made directly from the time-
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dependent diffusion equations or the telegraphist ' equations. The 
/ g coefficient U)/V appeared in all the terms that did not show up in the 
frequency-dependent diffusion equations. Also several additional complex 
leakage terms were present in the frequency-dependent multigroup P.. equa-
tions. Those P1 equations were subsequently used in the space-, energy-, 
and frequency-dependent power spectral densities and transfer function 
studies. Note that the frequency dependence came through the Fourier 
transform of the time-derivatives of the P1 approximation. 
A major problem that was initially encountered in this study was 
the very slow convergence rate of the iterative methods used. At rela-
tively high frequencies of the power spectral densities (typically above 
50 cps) no convergence could be attained, i.e., the iterative methods 
with which we experimented were divergent for the two-dimensional multi-
group solutions to the PSD's sought, even with the use of various rebal-
ancing accelerations. 
New iteration techniques were developed that not only improved the 
convergence rate at low frequencies of the iterative methods to the solu-
tion of the equations of our model describing the PSD's in a reactor, but 
that also gave a convergent solution to the PSD's over the whole frequency 
range investigated (typically 1 to 900 cycles/sec). In addition, the in-
troduction of a complex constraint overrelaxation correction to the 
frequency-dependent responses during the outer iterations enhanced the 
convergence rate of the iterative methods. 
When applying standard iterative methods such as the one-line, 
one-energy-group overrelaxation technique or the alternating direction 
overrelaxation, major problems were encountered in the convergence rate 
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of the iterations. In addition no convergence of the solution could be 
obtained even for a single space- and energy-dependent and -weighted 
transfer function above frequencies of typically 50 cps. In a case where 
a normal time-independent problem iterated in less than 100 iterations at 
-4 
a point flux relative error of 10 , attempts to obtain a convergent solu-
tion to the time-dependent problems failed even after 5000 iterations. 
Failure was also encountered when all computer arithmetic was done in 
double precision. As mentioned previously, a standard scheme did not 
prove successful at higher frequencies, mainly because of the neutron im-
balance during the course of an outer iteration. The imbalance at a 
certain energy group and at a line propagated itself through all the 
following line iterations of the outer iteration, and this caused insta-
bilities at higher frequencies, where sharp gradients (energy and/or 
space) of the frequency-dependent responses were present. 
Extensive experimentation using space- and group-dependent scale 
factors on the frequency-dependent fluxes was performed in the calcula-
tions of the two-dimensional multigroup power spectral densities using a 
standard one-line one-energy overrelaxation technique. Faster conver-
gence was attained at higher frequencies than was the case with group-
dependent, space-independent rebalancing or no balancing accelerations. 
However, at higher frequencies, no stability of the iteration scheme 
could be attained. 
The use of an iterative method in which all energy groups were 
solved simultaneously within an outer iteration along all space points at 
a certain row proved to be much more effective in accelerating conver-
gence. Convergence was speeded up either by solving the block-tridiagonal 
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matrices directly, or by the use of inner iterations. The module itera-
tive method was a further step to achieve convergence. In this method, 
several adjacent or all energy groups were solved simultaneously within 
an outer iteration, along with all space points of several adjacent rows. 
This was followed by a complex constraint overrelaxation correction to 
the frequency-dependent responses. 
The frequency-dependent correlations between several neutron detec-
tors, positioned at different locations inside a reactor, were determined 
using this method, and they were compared with available results of several 
existing experiments. The studies were performed for three different 
types of perturbations: (1) the inherent volume distributed binary fis-
sion noise, (2) one externally controlled localized absorber perturbation, 
and (3) two externally controlled localized absorber perturbations driven 
180 degrees out of phase of each other to minimize the excitation of the 
fundamental mode. 
The model and numerical approach that was used in the determination 
of the power spectral densities was applied to three neutronic systems 
with widely different neutron spectra: the TARK coupled-core configura-
tion and the 14 assembly GTRR coupled-core configuration with predominant 
thermal spectra, the STARK reactor loadings II and IV with a fast spectrum 
in the central fast core surrounded by a natural uranium blanket and by a 
thermal driver zone with a thermal spectrum. 
In each case, the agreement between the results of the power spec-
tral densities predicted by our model and numerical approach and existing 
experimental results was good, with the exception perhaps of the frequency 
range above the first minimum in the amplitude of the coherence function 
334 
of the TARK coupled-core configuration. This could be attributed to 
several causes, among them the validity of the assumption that the power 
spectrum of the inherent binary noise is white, a possible experimental 
systematic error above the first sink, the effect of phase interferences 
between the modes of propagation of the neutron waves in the axial direc-
(13) tion of heterogeneous media, as shown by Quddus or the effect of 
limiting the anisotropy to a P approximation. 
Some interesting characteristics of the power spectral density 
between the responses of two neutron detectors were determined for the 
TARK and GTRR coupled-core configurations, when the perturbation was 
introduced by the inherent volume distributed binary noise. We have seen 
that the amplitude of the CHF between two neutron detectors went through 
a minimum (called sink) when the detectors were located outside of the 
coupling regions. In the case where one of the detectors was located 
inside the coupling region, the amplitude displayed a shallow minimum or 
an inflection point. 
When the reactor exhibited a material symmetry, and the detectors 
were located in symmetrical locations, the amplitude of the CHF went to 
zero at the sink frequency. For this configuration, the phase was zero 
below the sink, -180 degrees above the first sink, and back to zero above 
the second sink. The phase made an abrupt jump at the sink frequencies. 
The minima were due to interference effects of the neutronic waves, and 
the phase shift was the result of the response of the reactor to a per-
turbance (residual disturbance) and the time-delay (wavelike) behavior. 
For symmetrically located detectors, we have seen that the phase was 
theoretically zero or ± 180 degrees. The two-dimensional multigroup 
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numerical calculations of the CHF showed that the relative deviation of 
-4 
the phase from zero or ± 180 degrees was less than 10 . This is in con-
trast to the one-dimensional calculations of the CHF by Ebert. 
Ebert's multi-mode computations of the various phase angles were very 
poor, and the agreement between the exact and modal approximations of 
the phase angles of the thermal-thermal and fast-thermal coherence func-
tion was very poor in both his reactor models. In his method the one-
dimensional eigenvector and eigenvalue computations were based on the 
critical determinate method. The method that was used in our work avoided 
the problem of round-off errors on the zero-crossing of the determinate. 
The goals of this dissertation in the area of theoretical modeling 
and numerical methods were achieved. A numerical technique was developed 
which determined the multi-dimensional and multigroup power spectral 
densities between neutron detectors, when the disturbances were due to 
inherent volume distributed binary noise or externally driven localized 
absorber perturbations. The model was based on the three-dimensional P.. 
approximation to the Boltzmann equation. The presence of inherent binary 
noise or several externally driven localized absorber perturbations, 
driven out of phase of one another, induced minima in the coherence func-
tions . 
In the area of the experimental determination of the power spectral 
densities of the GTRR, the goals were only partially achieved. The PSD 
of the full core GTRR, when the driving source was the inherent binary 
noise, was determined, but the value of the upper limit of the frequency 
was limited due to the presence of large mechanical vibrations of a safety 
control blade. They were induced by the D?0 coolant flow past the control 
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blade. The coolant flow induced peaks in the power spectrum were observed 
at 5.9 cps and its harmonics. The discrete Fourier transforms of the 
discrete data samples were obtained using a fast Fourier transformation 
(FFT) algorithm. Due to the upper limit of the frequency range in the 
experimental PSD determination, no comparisons could be made with the cal-
culated PSD's in the Georgia Tech Research Reactor (GTRR). Removal of 
the mechanical vibration caused by a loose semaphore control blade was 
not possible at the time of the experiments, 
A high frequency absorber oscillator was built and extensively 
tested. The oscillator fitted into a GTRR fuel lattice position. How-
ever, due to the high burnup of the GTRR Mark-I fuel assemblies, the GTRR 
coupled-core configuration with 14 fuel assemblies could not be made 
critical at the time of the experiments. 
It has also been shown during this investigation that the model 
and numerical approach developed in this dissertation can be applied to 
complicated neutronic systems perturbed by several localized absorbers. 
We have seen that, to minimize the excitation of the fundamental mode, 
two identical localized absorbers were located in symmetrical reactor 
locations and were driven 180 degrees out of phase, so that the total 
reactivity introduced in the system was zero. The higher modes were, 
therefore, preferentially excited. A minimum at 75 cps in the amplitude 
of the CHF of the GTRR coupled-core configuration was predicted in the 
frequency range 1 to 600 cps and was caused by interference effects of 
the neutronic waves. Note that an advantage of our method over the modal 
analysis was that the possible inaccuracies in the corrections for funda-
mental mode contamination into the higher modes were not existent, since 
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our method automatically included those contaminations in the results 
obtained. 
The results of this work have demonstrated that solutions to 
multigroup space-dependent PSD's and transfer functions for two-dimensional 
representations of neutronic systems can be attained without any restric-
tions on the material configuration, number of energy groups, frequency 
range, or neutron spectrum. The usefulness of the method was not limited 
by slow convergence or divergence of the iterative process. 
We have seen that the solution of a two-dimensional multigroup PSD 
at a given frequency required that a successful converged iterative pro-
cess be performed for several transfer functions. In particular, when 
the perturbances were introduced by the inherent binary noise, STARK 
Loading II required the convergent solution of 486 different space-, 
energy-, and frequency-dependent transfer functions per frequency point. 
However, as we have shown in Chapter IV, substantial amounts of computer 
time were saved by the need of only having to compute once the partial 
inverses of the block-tridiagonal matrices at each frequency point. Even 
in the case where 486 different convergent solutions were required per 
frequency, the solution took typically only a few minutes CPU per frequency 
on a U-1108 computer for two-dimensional, two broad-energy-group PSD cal-
culations . 
The PSD calculations were also performed for up to five broad-
groups for selected frequencies, and no problems were encountered with 
the convergence of the iterations. 
The following recommendations should be made : 
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1. Incorporation of power feedback into the model--The model and 
the numerical iterative methods that were developed and used in this work 
could be extended easily to include power feedback with the incorpora-
tion in our model of a theoretical approach developed by Bridges, Clement, 
f 85 ̂  
and Renier. 
2. Cross-section sets and calculational methods are often tested 
with a static critical experiment as was done in Appendix B. The cross 
sections based on ENDF/B-II data which were used in the TARK and STARK 
Loading II and IV PSD calculations were tested against the k __ = 1 of Pu-
and U-fueled critical experiments. The sensitivity of cross sections on 
the k is also routinely done. Similarly, a study of the sensitivity 
of the variation of nuclear parameters onto certain frequency-dependent 
kinetic characteristics of a neutronic system, as the minima in the ampli-
tude of coherence functions between detectors, could be performed. It is 
not known if the variation of a nuclear parameter has a higher sensitivity 
on kinetic characteristics as compared to static experiments. This needs 
further work. 
3. Since the time delay of the coupling between fuel regions is 
due to several different contributions, among them the time-delay intro-
duced by the delayed neutron fraction half-lives, and time-delay introduced 
by the finite travel time of neutrons in a reactor system with finite di-
mensions, it would be of interest to determine the PSD's between neutron 
detectors for a system with a lower total effective delayed neutron 
fraction, as a Pu-fueled core. Several experimental determinations of 
PSD's on Pu-fueled fast and thermal cores have been described in the 
literature, experiments with which numerical values obtained by our model 
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and numerical approach could be compared (e.g., experimental investiga-
tions performed on the sodium-cooled fast reactor SNEAK ' loaded 
with Pu-fuel, kinetic parameters obtained on plutonium-enriched lattices 
of PuO„ rods bathing in water. 
4. With the use of neutron-gamma coupled cross-section sets, the 
effect of photoneutrons on the space-, energy-, and frequency-dependent 
transfer function and PSD calculations could be incorporated. The effect 
of photoneutrons on kinetic parameters could be important in cases of 
low power levels, for subcritical systems, for D„0 moderated neutronic 
systems as the GTRR. 
5. The effect of the inclusion of phase interference in the axial 
direction should be determined. If we refer back to modal expansions, 
one sees that propagation of neutron waves in a heterogeneous medium is 
different from that in a homogeneous medium. In a heterogeneous system 
(13) a number of modes of propagation may occur. Quddus has shown that 
phase interference between the modes of propagation in the axial direc-
tion may give rise to resonances in the frequency response of the flux. 
It is not known what the influence of incorporating the third dimension 
would be on the calculations of the CHF (instead of an axial buckling 
correction). 
6. PSD analysis using many broad groups—The model and numerical 
approach developed in this dissertation can be used with an arbitrary 
number of energy groups in the frequency-dependent P.. transport approxima-
tion. In most of the power spectral density calculations performed in 
this dissertation, only a few broad-energy-groups were used due to limited 
amounts of allocated computer time available. It is, however, recognized 
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that the fast broad group, as well as the thermal broad group, cover a 
fairly wide energy span and, therefore, a wide range of neutron veloci-
ties . We know that the mean time delays are sensitive to the neutron 
spectra. Analyses of the CHF using more broad energy groups were there-
fore performed by the author for several selected frequencies, using the 
theoretical model and numerical approach described previously. However, 
due to the increased computer time necessary and the limit on the allo-
cated funds, it was decided to perform the analysis with only two broad 
groups. The computer time and the speed of convergence of methods based 
on difference schemes of the transport equations are very dependent on 
the number of energy groups, even for two-dimensional geometries. Exten-
sion to three-dimensional geometries, where an axial buckling correction 
factor would not be required, is even more time consuming and it is dif-
ficult to obtain convergence. 
It has to be noted that the use of a Monte Carlo approach would 
perhaps be more appropriate in the calculation of power spectra. The 
number of neutron histories required to obtain a certain minimum variance 
at a preset confidence level is only slightly dependent on the number 
of energy groups used in Monte Carlo calculations. A more expeditious 
approach would be to solve the CHF between two detectors by way of a neu-
tronic Monte Carlo approach. Proper modification of widely used codes as 
KENO or MORSE using Fourier transformation could be performed. 
An added benefit would be that a Monte Carlo approach enables one to ob-
tain a solution for very complicated geometries in three dimensions. The 
solution of problems for three-dimensional complicated geometries is very 
time consuming and difficult to represent with the use of difference 
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schemes. The use of KENO or MORSE enables one to describe any geometry 
in three dimensions with the use of special options (e.g., GENERAL geom-
etry option or the combinatorial geometry option). TARK and STARK reac-
tors could be described precisely by them, while a r-8 or x-y mesh de-
scription of the GTRR, TARK and STARK reactors are only approximate. 
7. The effect of using higher order anisotropy with S P. transport 
approximations on the results of PSD and transfer function calculations, 
especially at higher frequencies, should be determined. The effect of 
limiting the anisotropy to a P1 approximation is not known as far as the 
PSD calculations is concerned. A generalized frequency-dependent S P. 
n X, 
transport model could be derived and the effects of higher transport on 
the computed PSD's determined. The effects could be important at higher 
frequencies for which the kinetic fluxes exhibit higher anisotropy. Codes 
/1QQ\ (123^ 
such as ANISN or XSDRN could be used as the starting point for 
the development of a one-dimensional S P. transport power spectral den-
sity and transfer function model, while DOT-III could be used as the 
basis for a two-dimensional S P. transport PSD model. 
While in the P., approximation, only one expansion was used over all 
angles, in the double-P- or Yvon's method a separate expansion is 
used over each region within which the angular distribution is smoothly 
and slowly varying. When a plane wave hits an interface, it becomes 
split into transmitted and reflected components. Using the double-P. ap-
proximation would enable us to follow the incoming, transmitted and re-
flected neutron waves in heterogeneous media. A better understanding of 
neutron wave interferences could then be achieved. 
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APPENDIX A 
THREE-DIMENSIONAL DERIVATION OF STOCHASTIC P EQUATIONS 
The forward space-, time-, and energy-dependent P? equations, 
which will be taken as the basis of the mathematical approach, are derived 
from the Boltzmann equation. 
A.'3_d>frE-rU} + -fl.V$ Crisis +. ̂ frE-flt} <t>(rE-n.t) = (107) 
v ~>t 
S O E J I O * (^'jA-n' ls(r, E'~*E,-n'—_Q,O cj>CrE-rit) 
where 
£ (rEQt) = £ (fEfit) + £ (rEQt) = the macroscopic total cross sec-
L cl S 
-1 
tion of the media (cm ) at position r, energy E, direction Q, 
and time t 
£ (fE'-»E fi'-*Qt) = the transfer scattering matrix 
0(rEQt) = the neutron flux 
v(rE) = the neutron velocity corresponding to energy E 
S(rEQt) = the source term (fission, delayed, external 
source) 
Parts of the following derivation are similar to the one given by 
(3) 
Meghreblian and Holmes 
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As in reference (3), we expand the vector flux 0(FEQt) and the 
source term S(rEQt) into associated spherical harmonics. The differential 
cross section for scattering events in dE and dQ, which result in neu-
trons in dE' and dQ1 , is expressed as a Legendre polynomial expansion 
<|>fTEAO = £ £ \ m CFEO Yfc-a) 
S(7Eilt i« f i SJ|WfrE^ Y f W 
Xjr,E'-*E, J 1 ' - * J I , 0 •= ̂ ^ ( r . k ' ^ O ?k(Jl.n') 
I 
^I^ICF.C^E.O ^ n ^ T ^ ) * 
= £ ( 1 * * 0 ^ ( F . E U E . O P^f-a.-fiO 
i 
where 
Y-(Q) = associated spherical harmonics 
Y7(Q) = complex conjugate of the associated spherical harmonics 
J **!(fl) Y™(0)* dQ = jj^ 6̂  ' 6™' = orthogonality property 
5 = Kronecker delta 
XJ 
It can be shown that 
flU fFtt^ = ^ ^ f $ f r ^ O Yf"1* A) d -0-
HTV /-x JTL 
S l ^ f r E t ) = i i±i. f SCrEJlO Y{ (-0.)JIJ1 
•.IT ^ 
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4 tfar-E,o = ^ / l s fr.E'-t, Ji'-r^o.?!(A-*?) u-n.a'') 
(3) 
By the use of spherical harmonics, Meghreblian and Holmes have 
shown that the time-dependent, three-dimensional P.. equations can be 
written as 
- f c r e s V * * ^ 0 ) * 0 ^ 0 *s+-c?*» (108) 
./W^<M^*' -#^r^(Ttt) -fctV^)*'.-0™ 
' fe>3t*T* f rEOJ*'.« f r to + s.-frtti> 
+ /l^fr.EUE.O <|>1(0frf't)JE' - i l ^ f r W 
- (-J-^3- + "Jt C ^ l $»,. (TEt) + S,,, ftCt) 
•/^frJEUE.o<K,frrt)jS' = ̂  ft -<&) ^ . ^ o 
Those three-dimensional P equations can be related to the one-
dimensional equations by the use of the relations: 
<t>i M O •W) 
where Ho = 
Therefore : 
UA+OCl-^1. 
m r C1 + <v«V. 
Vi 




Using those relations, the following one-dimensional P equations are de-
rived as 
ll X +It(*EO)<t>,(*Et) +S.aEt) 
+ /««' Ij.^.E'—E.t) 4U*E't) s^-^fxEt) 
•/J "L_ »• ItC*.Et>) $,(*£*) +S,(*Ct) 
W(*E) Ot J 
(109) 
To develop the multigroup equations, we write 
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<L mfr*t). = ti,^ <T« ^ ( T t t i for Eo> < E « E,+, 
Neglecting the time and space dependency of the energy weighting func> 
tion, we have 
<fWtt)= ^-^^(t^E* E3«) 
The forward multi-group, time-dependent, three-dimensional P.. equations 
become 
(110) 
- f i _ 3 _ +Xj>(ro)<J>oVrt) + S^0(ro vY 25; Vt) ^oCrt) 
UVr) 'H / if. 
^ J_ ^ (b 3 ( W - J - ( ^ _ t
 r^_\ Cp3 fr-0 + -WCL + -<0_J| (b ' f ry 
V-^'l . ** ' ,_ - f l — i - v^ t Vn))^(n) * S^trt) + £ l j lw <!>?., (r*i 
- fJ_ 0_ «. thirty) <pl frti ^ s t (m + J I* "Vt) 4^ fri) 
- J_ Q_ d)1 (?t) 
- (> X. + 1?(TV)<PI (ft) + S,VfFO * I l ' '"Vt) itfta) 
^NPfT) J* / 3' 
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-wR-sy^v^ 
In order to follow the dif ferent terms, we rewri te the three-dimensional 
equations as follows : 
(*57^^t ^ ^ t ^ ^ j 0 r r t ) 4-*HSc?ofrO ( H I ) 
•*'"*3 /h V ^>£X5. <?« ?o>t) - «, ̂  *l frO -«. ±£- - , 0 - j ^ , (r« 
w 
-fe, J _ 2L * *,. ^ f r t ) ) cj^0 ( ? 0 v t s^0 (n) * ^ y ^ ' T r t ) cp.'Vt) 
V yVr) ot / £ 
^ , , = £ , 1 1 <S>? ( ? 0 
- ^ i-fc^^CUAjfrt) 
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We assume that the source term (prompt and delayed fission sources, ex-
ternal sources) are isotropic. Since stochastic processes introduce 
small variations of the flux around the mean, we can write (by converting 
from the time domain to the frequency (oo) domain 
$L ( ^ - <t£m to - ^ (no *
Jwt 
'̂..m fti = s<u>to + ̂ s i « too *Jwt 
The derivations will be made for a zero power reactor. Converting from 
the time domain to the frequency domain, and separating steady and sto-
chastic parts gives 
-*tIt to <f>2o to ^ *H s2.to *• ^ £ I ^ t o <P.V.to ai2) 
v 
- ^ ^ ^ , ' , ( 0 + ^ Y ^ ^ f ) ^ W =-% ^ ^ 2 . ^ , 6 0 
"3 
- Et I t ' t o <l>,?0(n <• e, J ^ ' " " ' t o <fc J to = e, ^ ^ efc?. O) 
- yi it3 to <p,?, to * *, ̂  i ^ m ;̂ fo = 
« ^ - < £ ) « ^ 
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1 Vc"! 
U s J ^ U ^ + ^ 2£f?0 \ ^9o?o fa*) + *H SSJ|0 (Fco) (113) 
v v^r) / 
kfe - < & ) ^ C F * ° + ** fc ft+ ̂ ) * * ' ' f ̂  
-K j ^ + ̂ TtW^-*^ + ̂ J^V) ̂ '.,f^ 
I V*(rJ / *• 
s - ^ J L f Q . v^Qu)T4>0%Cr^ 
- (&, > i _ + ^ I ? fi0) ̂ M fr«> +• £3 T ^ ' " ^ *&•"
 frc"5 
NTT ^ > * 
3 ' - *3^ vrhS' , f f. 
3 r^. 
To obtain the P. equations, only the first two terms (i.e. i=Q and i=l) 
were used in the scattering source. As we have seen in Chapter III, two 
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different approaches can be taken, depending on the approximation: 
i. | j E , 2 J l ( r , E " - » E } <JWrE't:) = 
Ut'Is.ftE-E') $w(rtt) for rn.no, i 
The integral is therefore independent of energy. In group form we have 
£ IJ'"**to foi frti - J T ^ c n <t>,,l* Irt) (114) 
3' * V 





2. Approximation based on the assumption that |Ea |«|Sf | f o r 
sl c 
any g' and g, except g = g'. 
If we apply assumption 1 to the three-dimensional steady state, P- equa-
tions, we obtain 
•3 $L(?) -»•-! 
"KI^-^^T) 
- *» -u 5 - <#. ra 
<fc>> = • — ^ K , • 
e» i t
5fo - ^ *»;fo 
1 
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We insert those expressions into the steady state P_ equations (112) and 
we obtain, after a few manipulations, the steady state diffusion equation 
-•^It 'MfcJoto +*iSil.to +*»I^ ' "* , <^ ^o'ofr) 
V 
= - « , - L V ! — v Q l , ( n 
1
 E*^(TJ - t , v , ( n 
The stochastic part of the three-dimensional P.. equations becomes 
5<tf„(T** 1-5 — ^i=^- rtf .<*-) 
til?*-**!&+**%; * * * 
I f we def ine 
t)Vr) = —* — — - (115) 
then it is easily shown that 
with V (rcj') a — (116) 
* * *H *J£- O^r) 
D«Va - ^ 
'*(«•• ft* ° M 
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After e l i m i n a t i o n of 60? Q(rU)), 60^ -.(ruo), 60? - (TU)) between the P 
equa t ions (113) , we ob ta in 
<*,£, V V T ^ 0 % ( r o ^ - o l ^ f r j T ^ f T a , ) (117) 
1 + *M ^ V T - ^M 
\f^(f) K J 
^ y i ^ ^ n ^ ' 0 C r ^ + «4 SS2,0CFUO •=, + 
<*5 ^ ^ •• ^ 9 o , o fraO 
V^C?) 
After s p l i t t i n g t h i s complex equat ion i n t o i t s r e a l and imaginary com-
ponen t s , we get 
*'£ 'V r \!P . M V J ^ » ^ - ^ t f t O ^ K o ^ <u8> 
1 n£ 4 fe> ° f ? )) 
5' 
* *, e, 7 £H ^ P > ° 7 ^ ( r w ) + <*5 i o _ y ^ (a,)-=o 
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where 
^ 0(B») = ^ 0 ( w + Ml*0(M-
These three-dimensional equations are formally similar to the one-
dimensional P equations (41 and 42) obtained in Chapter III, except that 
VD°(rou)V represents the three-dimensional Laplacian. 
Let us now apply assumption 2 to the P- three-dimensional set of 
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The stochastic equations therefore give 
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We also know that 
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Assuming that |Z^ ~*S| « |sf| for all g1 and g except g' = g, it is 
easily shown that 
3 3 0 % ) 
H"c(roO = 
^ - \)VF) 
V^(f) 
y^ 0 * 
- •»!^" '"> • °' '"L .... '• fe^""1 
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After a few m a n i p u l a t i o n s , we get 
\ V*(r) I 
(120) 
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- fa >1_ ^c( J tVr)) ^ o f r - i ^ y i ^ W ^ ' o f r u . ) *«H ^ 0 f r c u ) = 0 
V v^fr> / tr, 
Those three-dimensional equations are formally similar to the one-
dimensional equations obtained in Chapter III (Equation 48). 
APPENDIX B 
BENCHMARK AND VALIDATION OF THE FIFTY GROUP 
CROSS SECTION GENERATION BASED ON ENDF/B-II DATA 
In order to validate the method of cross section generation using 
cell-weighted collapses from 123 to 50 neutron energy-groups, and the 
cross section sets themselves, several critical experiments were con-
sidered, with which calculated values of k can be compared. All the 
calculations were performed on a U-1108 computer with 262,000 decimal 
memory locations. The first critical experiment considered is a PuO„-
U0„ experiment. This experiment was performed under the Plutonium 
Utilization Program (PUP) and is described by Uotinen. The 
experiment was conducted in the Critical Approach Facility (CAF) and con-
sisted of a certain number of Zircaloy clad rods submersed in water. 
The major characteristics of a fuel rod were: 
1) PuOp mixed in natural U0„ 
2) 1084.5 grams of Pu02-U02 mixture per rod and 3.98 wt % Pu02 
of total mixture 
3) Isotopics: U-235 w/o : natural 0.711 of total U 
Atomic % Pu-238 of total Pu : 0.28 
Atomic % Pu-239 of total Pu : 75.38 
Atomic % Pu-240 of total Pu : 18.10 
Atomic % Pu-241 of total Pu : 5.08 
Atomic % Pu-242 of total Pu : 1.13 
zero 
cm 
4) Pellet density: 9.46 g/cc (86% TD) 
5) Pellet OD: 1.264 cm, and diametrical gap was assumed to be 
6) Clad: Zircaloy-2, clad OD: 1.435 cm, clad thickness: 0.086 
7) Active fuel height: 91.4 cm. 
The major characteristics of the critical experiment with PuO~-
UO? fuel rods bathed in H ?p (average temperature of 25°C) were: 
1) Lattice spacing: 2.16 cm on a triangular pitch 
2) Approach-to-critical critical size: 252.6 ± 0.5 rods 
3) H/Pu Atom Ratio: 152.8 and H20/Rod Volume Ratio: 1.500 
The cell weighted cross section collapses from 123 groups to 50 groups 
were performed using the XSDRN code. The parameters/options used 
were: 
a) one-dimensional cylindrical geometry, with the equivalent 
radius of the cell (rod surrounded by water) being the outer 
radius boundary. The area of one cell for a triangular pitch: 
v/172 x pitch2. We therefore have R u = v/^/C
2^) x 
pitch = 1.1336 cm. Six equally spaced meshed in the "r" direc-
tion were taken in the fuel, two in the Zircaloy-2 clad, four 
in the water of the cell. 
The critical radius of the critical experiment, based on uni-
form cylindrical distribution of the fuel rods is 
Rcrit = V 2 5 2- 6 x N/3~7(2r0 x pitch = 18.016 cm. 
The following number densities were used for the cell: 
11-235 
Pu02-U02 oxide: N = 1.4568-04 
NU-238 = 2.0087-02 
Pu-239 
N = 6.2988-04 
NPu-240 = 1 # 6 3 1 9_ Q 4 
NPu-241 = 4#2449_05 
N ° " 1 6 = 4.2136-02 
where Pu-242 was added into Pu-240 
Zircaloy-2 clad: N Z r = 4.3232-02 
HI 
H20 surrounding N = 6.6767-02 
rod: 
N U" i D = 3.3383-02 
b) Reflective left boundary at the center of the cell, white/al-
bedo right boundary at the equivalent radius boundary of the 
cell 
c) S,P~ one-dimensional transport approximation (discrete ordi-
nate diamond method) using a 123 neutron group cross section 
library based on ENDF/B-II data 
d) Overall convergence criterion: 0.001 
Point convergence criterion: 0.001 
e) Resonance correction (resolved and unresolved) for U-238 using 
i) cylindrical geometry with absorber lump dimension equal 
to the radius of the pellet 
ii) Nordheim's Integral Method (NIM) ̂ 118') for U-238 and NIM 
for first moderator 016 in the oxide, at a temperature of 
294.6°K 
iii) Dancoff correction using Sauer's approximation. 
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This factor corrects for the self-shielding effects in the 





T = geometric index 
i, = moderator mean chord length 
Z = total moderator cross section of H~0 
Sauer has shown that, for a square lattice, the geometric in-
dex can be approximated by 





V~ = fuel volume in the cell 
V- = moderator volume in the cell 
It has been shown that, for a wide range of lattices, 
this approximation agreed satisfactorily with Monte Carlo 
results. 
The following values were calculated and used in the resonance 
calculation. 
Mean chord length in moderator: 2.8032 
Geometric index: 0.1859 
Total moderator cross section: 1.4889 
Dancoff correction: 0.1047 
iv) Effective moderator cross section per absorber atom for 
U-235: 56.58 
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v) For U-238, the first moderator scattering cross section 
per absorber atom for 0-16 in U0?: 7.636 
f) Collapsed fifty group cross sections, with a group energy 
structure as in Table 5, were generated in standard ANISN 
format. The P JP-JP^JP,. scattering matrices were also gener-
ated. The total cross section table length was 17, with a 
in position 3. The 123 neutron group cross sections were cell-
weighted over a fuel rod cell and collapsed to fifty groups for 
U-235, U-238, Pu-239, Pu-240, Pu-241, 0-16 in U02, Zr in clad, 
H-l, 0-16 in water moderator. 
The Al cross sections were obtained by adding them into each 
-15 
mixture with a number density of 1.0 x 10 
(149) 
The k __ calculation was performed using the KEN0 code. 
ef f r ° 
This code performs multi-group neutron transport Monte Carlo 
calculations in three-dimensional geometry. 
In the KEN0 run, the scattering was represented by P and P. 
Legendre polynomials and the P~ and P„ matrices were stripped 
off. The Russian roulette and splitting techniques to mini-
mize the variance of k _,- were used. Weighting was taken to 
err 
be 0.5. Homogenized number densities were used over the U0~-
PuO~ rods - Zr-H„0 cell. This approximation is accurate be-
cause the fifty group cross sections were generated using a 
cell-weighted spectrum collapse. 
The equivalent radius of the active region was calculated as: 
18.016 cm. 
In the z-direction, the active region was topped and bottomed 
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by an H?0 + Zr mixture of 0.825 cm thickness. This repre-
sented the homogenization of the Zircaloy fuel end-plugs and 
the water between fuel rods. 
The fuel was supported by a 1.27 cm aluminum plate. 
The whole system was surrounded in the r and z directions by 
two feet of water. 
The homogenized number densities used were: 
A *-• c -, • TaU-235 Active fuel region: N 
Reflector: 
Al support plate: 
Water + Zr region: N 
 = 4 . 5 2 6 - 0 5 
NU-238 
= 6 . 2 4 0 6 - 0 3 
N Pu-239 = 1 .9742-04 
ATPu-240 N = 5 . 1 1 4 8 - 0 5 
N P u - 2 4 1 = 1 .3304-05 
NH 1 = 4 . 0 0 1 3 - 0 2 
N 0 1 6 = 3 .310 -02 
N Z r = 3 . 8 8 6 5 - 0 3 
NH1 = 6 . 6 7 6 7 - 0 2 
N 0 1 6 = 3 . 3 3 8 3 - 0 2 
N*1 = 6 . 0 2 0 0 - 0 2 
KH1 = 4 . 0 0 1 8 - 0 2 
N 0 1 6 = 2 . 0 0 0 9 - 0 2 
N Z r — 1.732 -02 
The calculation of k ff for the mockup was obtained using 15,000 
neutron histories. The neutron histories were subdivided into 50 gener-
ations of 300 neutron histories each. Discarding the first nine genera-
tions in order to obtain a more or less settled source, we obtained a 
value of k « = 1.00927 ± 0.00915 at a 67% confidence level. ef f 
In order to give some estimate of the normality of the distribution 
of k ff, the Shapiro-Wilk test was performed and found to be satis-
factory. From the results of the benchmark, it can be seen that the 
cross section sets and the cell spectrum-weighted collapses gave results 
which were in good agreement with the critical experiments. 
Although the calculation of just one critical experiment gives 
insight as to the ability of a computational method to calculate certain 
parameters of that experiment, it is not necessarily a proof of the accu-
racy of that method. However, many other critical experiments were cal-
culated by the author using a similar computational approach and in all 
cases the agreement was good. 
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APPENDIX C 
INSTRUMENTATION AND EQUIPMENT 
A local perturbation of the coupling region in the GTRR can be 
introduced by varying the degree of neutron absorption within the reactor 
with a predetermined movement of 20-mil thick cadmium strips. The device 
constructed for this task was a pile oscillator, which was designed to 
operate in the active core region of the GTRR, in a fuel assembly posi-
tion V-l to V-19. 
The basic requirements for the design were: 1) the total reac-
tivity worth of the oscillator should be as small as possible; 2) the 
magnitude of the perturbance at a certain frequency should be sufficient 
in order to dominate all other noise sources, especially in the high 
frequency range; and 3) the frequency range of the perturbance should be 
from 0 to 1000 cycles per second. 
The basic design of the pile oscillator used the cadmium shading" 
principle. Since 20-mil thick cadmium is almost totally black to thermal 
neutrons, it can be assumed as a first approximation that the amount of 
absorption is proportional to the exposed surface area rather than the 
amount of cadmium present. Thus, if two cadmium sheets shadow one another 
in the reactor, the same amount of absorption would ideally occur as if 
only one sheet had been present. 
To implement this principle, 8 or 18 cadmium strips, 0.85 or 0.38 
cm wide by 2.5 cm long by 20 mils thick were positioned into 8 or 18 
equally spaced 25-mil deep grooves of a 50-mil thick hollow aluminum 
cylinder (see Figures 60 and 61). The cadmium strips were held in place 
by a 60-mil thick aluminum cylindrical sleeve. The outside diameter of 
this rotor was 4.84 cm. Similarly, 8 or 18 cadmium strips 1.06 or 0.47 
cm wide by 4 cm long by 20 mils thick were positioned into 25-mil deep 
grooves of a 50-mil thick hollow aluminum cylinder and kept in place by 
a 60-mil thick aluminum cylindrical sleeve. The inside diameter of 
this stator was 5.397 cm. 
In the rotor position where its Cd leaves coincide with the posi-
tion of the Cd leaves of the stator, the shadowed leaves absorb almost 
no additional neutrons. When the rotor turns, its Cd leaves are exposed 
and the absorption of the stator-rotor system increases by an amount pro-
portional to the Cd area exposed by the rotor. However, since the radius 
of curvature of the Cd leaves of the rotor is not the same as the one of 
the stator, and due to the angular distribution of the neutron flux, we 
will have a rotor-stator absorption change smaller than two. In order to 
determine the reactivity change as compared to the total reactivity in-
troduced by the stator-rotor, reactivity calibrations were made with the 
rotor-stator system positioned with the most Cd exposed, and with the 
least Cd exposed. The stator-rotor was positioned inside a special dummy 
fuel assembly and placed in position V-10 at the midplane of the GTRR 
reactor core. The relative reactivity change was approximately 40% of 
the total Cd reactivity worth for the eight Cd-strip system, and 15% for 
the 18 Cd-strip system, as measured from regulating rod and shim blades 
calibrations. An accurate determination of the total reactivity intro-
duced by the pile oscillator, and the range of the reactivity change 
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Figure 60. Rotor-Stator Assembly GTRR In-Core Pile Oscillator 
Figure 61. GTRR In-Core Pile Oscillator 
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introduced by the movement of the rotor could be performed by three-
dimensional Monte Carlo calculations with P and P scattering. 
The oscillator was housed inside a 6.35 cm OD by 17.8 cm long 
aluminum tube. All the aluminum materials of the pile oscillator were of 
type 6061-T6. The leaves on the rotor thus provide 8 or 18 perturbation 
cycles per one revolution of the drive shaft. The drive shaft was driven 
by a high precision Electro-Craft Corporation type E550MG DC servo motor -
generator, controlled by an E550S controller. This system offered a pre-
cise speed control even in the presence of changing load conditions with 
a special low drift amplifier. The speed control was better than 0.1% 
variation over 10 minute time spans, and the speed could be varied from 
0 to 5000 rpm. 
The motor was housed inside an aluminum tube, 10.2 cm 0D and 17.8 
•k 
cm length, with Boral neutron shielding. The housing was located above 
the D~0 upper axial reflector. The motor was connected to the rotor by 
way of a 0.5 inch OD aluminum shaft and kept in place with stainless 
steel ball bearings of type Fafnir. The total oscillator assembly is 
shown in Figure 61. In normal operation the oscillator was connected 
to a fuel assembly lower shield plug in an identical manner as a GTRR 
fuel assembly. 
In the eight Cd-strip system, the frequency of the perturbation 
had a range from 0 to 660 ± 6 cps and for the 18 Cd-strip system from 0 
to 1500 ± 15 cps. The speed stability was extensively checked in the 
GTRR fuel assembly test stand over the whole frequency range by means 
* / 
Brooks & Perkins, Inc., 1/4 inch Boral. 
of a high precision stroboscope and a photocell system, and was found to 
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