Forecasting with Spatial Panel Data * This paper compares various forecasts using panel data with spatial error correlation. The true data generating process is assumed to be a simple error component regression model with spatial remainder disturbances of the autoregressive or moving average type. The best linear unbiased predictor is compared with other forecasts ignoring spatial correlation, or ignoring heterogeneity due to the individual effects, using Monte Carlo experiments. In addition, we check the performance of these forecasts under misspecification of the spatial error process, various spatial weight matrices, and heterogeneous rather than homogeneous panel data models.
Introduction
The literature on forecasting is rich with time series applications, but this is not the case for spatial panel data applications. Exceptions are Baltagi and Li (2004, 2006) with applications to forecasting sales of cigarettes and liquor per capita for U.S. states over time.
1 Best linear unbiased prediction (BLUP) in panel data using an error component model have been considered by Taub (1979) , Baltagi and Li (1992) , and Baillie and Baltagi (1999) to mention a few. Applications include Baltagi and Griffin (1997) , Hsiao and Tahmiscioglu (1997) , Schmalensee, Stoker and Judson (1998) , Baltagi, Griffin and Xiong (2000) , Hoogstrate, Palm and Pfann (2000) , Baltagi, Bresson and Pirotte (2002, 2004) , Frees and Miller (2004) , Rapach and Wohar (2004) , and Brucker and Siliverstovs (2006) , see Baltagi (2008) for a recent survey. However, these panel forecasting applications do not deal with spatial dependence across the panel units. Spatial dependence models -popular in regional science and urban economics -deal with spatial interaction and spatial heterogeneity (see Anselin (1988) and Anselin and Bera (1998) ). The structure of the dependence can be related to location and distance, both in a geographic space as well as a more general economic or social network space. Some commonly used spatial error processes include the spatial autoregressive (SAR) and the spatial moving average (SMA) error processes. Two different variants of these models for spatial panels are considered, one discussed in Anselin (1988) and another in Kapoor, Kelejian and Prucha (2007) and Fingleton (2007) . The best linear unbiased predictors for the Anselin type model was derived by Baltagi and Li (2004) . This paper derives the best linear unbiased predictors for the Kapoor, Kelejian and Prucha (2007) and Fingleton (2007) variants. More importantly, it compares the performance of sixteen various forecasts of the spatial panel data using Monte Carlo experiments. These include homogeneous as well as heterogeneous estimators of the spatial panel model and their corresponding forecasts. The true data generating process is assumed to be a simple error component regression model with spatial remainder disturbances of the autoregressive or moving average 1 type. The best linear unbiased predictor is compared with other forecasts ignoring spatial correlation, or ignoring heterogeneity due to the individual effects. In addition, we check the performance of these forecasts under misspecification of the spatial error process, different spatial weight matrices, and various sample sizes. Section 2 introduces the error component model with spatially autocorrelated residuals of the SAR and SMA type. Section 3 describes the forecasts using the estimators considered in Section 2, while Section 4 gives the Monte Carlo design. Section 5 reports the results of the Monte Carlo simulations and Section 6 gives our summary and conclusion.
The Error Component Model with Spatially Autocorrelated Residuals
Consider a linear panel data regression model:
y it = X it β + ε it , i = 1, ..., N; t = 1, ..., T
where the disturbance term follows an error component model with spatially autocorrelated residuals. The disturbance vector for time t is given by:
where ε t = (ε 1t , ..., ε Nt ) 0 , µ = (µ 1 , ..., µ N ) 0 denotes the vector of specific effects assumed to be iid ¡ 0, σ 2 µ ¢ and φ t = (φ 1t , ..., φ Nt ) 0 are the remainder disturbances which are independent of µ. We let the φ t 's follow a spatial autoregressive (SAR) or a spatial moving average (SMA) error model. The SAR process is known to transmit the shocks globally while the SMA process transmits these shocks locally, see Anselin, Le Gallo and Jayet (2008) . The SAR specification for the (N × 1) error vector φ t at time t can be expressed as:
where W N is an (N × N) known spatial weights matrix 2 , ρ is the spatial autoregressive parameter and v t is an (N × 1) error vector assumed to be dis-tributed independently across cross-sectional dimension with constant variance σ 2 v I N . B N = (I N − ρW N ) and is assumed to be non-singular. The error covariance matrix for the cross-section at time t becomes: For the full (NT × 1) vector of disturbances:
the corresponding (NT × NT ) covariance matrix is given by:
where ι T is a (T × 1) vector of ones and J T = ι T ι 0 T is a (T × T ) matrix of ones. The spatial moving average (SMA) specification for the (N × 1) error vector φ t at time t can be expressed as:
where D N = (I N + λW N ) . The error covariance matrix for the cross-section at time t becomes:
For the full (NT × 1) vector of disturbances:
MLE under normality of the disturbances using these error component models with spatial autocorrelation have been derived by Anselin (1988) . The log-likelihood is given by: Regression models containing spatially correlated disturbance terms based on the SAR or SMA models are typically estimated using MLE, where the likelihood function corresponds to the normal distribution. However, this can be computationally demanding for large N. Kelejian and Prucha (1999) suggested a generalized moments (GM) estimation method for the SAR model in a cross-section setting, and Fingleton (2007) extended this generalized moments estimator to the SMA model. Kapoor, Kelejian and Prucha (2007) generalized this GM procedure from cross-section to panel data and derived its large sample properties when T is fixed and N → ∞. However, their SAR random effects model (SAR-RE) differs from that described in (2) which we will call (RE-SAR). In fact, in their specification, the disturbance term ε t itself follows a SAR process and the remainder term follows an error component structure. This allows the individual effects, i.e., the µ's themselves to be spatially correlated but with the same ρ. In particular, the disturbance vector for time t is given by:
where u t follows an error component structure :
The SAR-RE specification for the (N × 1) error vector ε t at time t can be expressed as:
where B N = (I N − ρW N ) . For the full (NT × 1) vector of disturbances:
and the corresponding (NT × NT ) covariance matrix is given by:
Kapoor , et al. (2007) proposed three generalized moments (GM) estimators of ρ, σ 2 v and σ
¢ based on the following six moment conditions:
where
For the error component without spatial autocorrelation (λ = 0), this BLUP reduces to:
v and l i is the ith column of I N . This predictor was considered by Wansbeek and Kapteyn (1978) , Lee and Griffiths (1979) and Taub (1979) . The typical element of the last term of equation (29) 
,GLS where ε i.,GLS = P T t=1 b ε ti,GLS /T . Therefore, the BLUP of y i,T +τ for the RE model modifies the usual GLS forecasts by adding a fraction of the mean of the GLS residuals corresponding to the ith individual. In order to make this forecast operational, b β GLS is replaced by its feasible GLS estimate and the variance components are replaced by their feasible estimates. Baltagi and Li (2004, 2006) derived the BLUP correction term when both error components and spatial autocorrelation are present and φ t follows a SAR process. So, the predictors for the SAR and the SMA are given by:
where c 1j (resp. c 2,j ) is the jth element of the ith row of C −1 1 (resp. C
−1
2 ) with
) and ε j.,MLE = P T t=1 b ε tj,MLE /T . In other words, the BLUP of y i,T +τ adds to X i,T +τ b β MLE a weighted average of the MLE residuals for the N individuals averaged over time. The weights depend upon the spatial matrix W N and the spatial autoregressive (or moving average) coefficients ρ and λ. To make these predictors operational, we replace θ, ρ and λ by their estimates from the RE-spatial MLE with SAR or SMA. When there are no random individual effects, so that σ 2 µ = 0, then θ = 0 and the BLUP prediction terms drop out completely from equation (30). In these cases, Ω in equation (12) 
for SMA, and the corresponding MLE for these models yield the pooled spatial MLE with SAR or SMA remainder disturbances.
For the Kapoor, et al. (2007) model, the BLUP of y i,T +τ for the SAR-RE also modifies the usual GLS forecasts by adding a fraction of the mean of the GLS residuals corresponding to the ith individual. More specifically, the predictor is given by:
where b i is the ith row of the matrix B
N . This is derived in the Appendix of this paper which also shows the resulting predictor has the same form as that of the RE model (29). This proof applies to both the Kapoor, et al. (2007) SAR-RE specification and the Fingleton (2007) SMA-RE specification. Therefore, the BLUP of y i,T +τ for the SAR-RE and the SMA-RE, like the usual RE model with no spatial effects, modifies the usual GLS forecasts by adding a fraction of the mean of the GLS residuals corresponding to the ith individual. While the predictor formula is the same, the MLEs for these specifications yield different estimates which in turn yield different residuals and hence different forecasts.
Monte Carlo Design
In this section, we consider the small sample performance of several predictors for an error component model with spatially autocorrelated residuals. The data generating process (DGP) consider two specifications on the remainder errors, namely SAR and SMA:
and
We consider the simple regressions (32) and (33) with N = (50, 100), T = (10, 20) and two cases for the residuals variances:
Following Kelejian and Prucha (1999), we use two weight matrices which essentially differ in their degree of sparseness. The weight matrices are labelled as "j ahead and j behind" with the non-zero elements being 1/2j, j = 1 and 5. Even with this modest design we have 64 experiments.
For each experiment, we obtain the following 16 estimators:
1. Pooled OLS which ignores the individual heterogeneity and the spatial autocorrelation.
2. The average heterogeneous OLS which estimates the cross-sectional equation using OLS for each time period and averages these heterogeneous estimates to obtain a pooled estimator, see Pesaran and Smith (1995) .
3. The fixed-effects (FE) estimator which accounts for fixed individual effects but does not take into account the spatial autocorrelation.
4. The random effects (RE) estimator which asssumes that the µ i 's are iid(0, σ 2 µ ), and independent of the remainder disturbances φ it 's. This estimator accounts for random individual effects but does not take into account the spatial autocorrelation.
5. The RE-spatial MLE assuming a SAR specification (RE-SAR) on the remainder disturbances. In this case, the µ i 's are iid(0, σ 2 µ ) and are independent of the φ it 's which follow a SAR process, see Anselin, et al. (2008) . 9 6. The RE-spatial MLE assuming a SMA specification (RE-SMA) on the remainder disturbances. In this case, the µ i 's are iid(0, σ 2 µ ) and are independent of the φ it 's which follow a SMA process, see Anselin, et al. (2008) .
7. The pooled spatial MLE assuming a SAR specification (Pooled SAR) on the remainder disturbances. This estimator ignores the individual heterogeneity but takes into account the spatial autocorrelation of the SAR type.
8. The pooled spatial MLE assuming a SMA specification (Pooled SMA) on the remainder disturbances. This estimator ignores the individual heterogeneity but takes into account the spatial autocorrelation of the SMA type.
9. The average heterogeneous spatial MLE assuming a SAR specification on the remainder disturbances. This estimates cross-sectional MLE with SAR disturbances for each time period and averages the estimates over time.
10. The average heterogeneous spatial GM estimator assuming a SAR specification on the remainder disturbances proposed by Kelejian and Prucha (1999) . This estimates cross-sectional GM estimator with SAR disturbances for each time period and averages the estimates over time.
11. The average heterogeneous spatial MLE assuming a SMA specification on the remainder disturbances. This estimates cross-sectional MLE with SMA disturbances for each time period and averages the estimates over time.
12. The average heterogeneous spatial GM estimator assuming a SMA specification on the remainder disturbances proposed by Fingleton (2007) . This estimates cross-sectional GM estimator with SMA disturbances for each time period and averages the estimates over time.
13. The FE-spatial MLE assuming a SAR specification (FE-SAR) on the remainder disturbances.
14. The FE-spatial MLE assuming a SMA specification (FE-SMA) on the remainder disturbances.
15. The (SAR-RE) model following Kapoor, et al. (2007) . This utilizes a panel data GM estimator where the disturbance term itself follows a SAR process and the remainder term follows an error component structure.
16. The (SMA-RE) model following Fingleton (2007) . This utilizes a panel data GM estimator where the disturbance term itself follows a SMA process and the remainder term follows an error component structure.
Next, we compute the following predictors for the ith individual at a future period T + τ for τ = 1, 2, ..., 5:
For all experiments, 1000 replications are performed and the RMSE for one step to five step ahead forecasts are reported. Table 1 gives the RMSE for the one year, two year,..., and five year ahead forecasts along with the average RMSE for all 5 years. These are out of sample forecasts when the true DGP is a RE panel model with SAR remainder disturbances. The sample size is N = 50 and T = 10, the weight matrix is W(1,1), i.e., one neighbor behind and one neighbor ahead. In general, for ρ = 0.4, 0.8 and σ 2 µ = 4, 16, the lowest RMSE is that of RE-SAR. This is followed closely by SAR-RE and SMA-RE. It confirms the findings of Kapoor, et al. (2007) that, on average, RMSE of MLE and their GM estimators are quite similar. It also seems like misspecifying the SAR by an SMA in an error component model does not affect the forecast performance as long as it is taken into account. As the spatial autoregressive parameter ρ doubles from 0.4 to 0.8, the RMSE also doubles. The RMSE improves as σ 2 µ gets large, i.e., 16 rather than 4, for estimators that take heterogeneity into account. Pooled OLS, average heterogeneous OLS, pooled SAR, pooled SMA, average heterogeneous SAR (MLE and GM) and average heterogeneous SMA (MLE and GM) perform worse in terms of RMSE than spatial/panel homogeneous estimators. This forecast comparison is robust whether we are predicting one period, two periods or 5 periods ahead and is also reflected in the average over the five years. The gain in forecast performance is substantial once we account for RE or FE and is only slightly improved by additionally accounting for spatial autocorrelation, i.e., FE-SAR or RE-SAR, FE-SMA, or RE-SMA. Table 2 gives the RMSE results when the true DGP is a RE panel model with SMA remainder disturbances. The sample size is still N = 50, T = 10, and the weight matrix is W(1,1). In general, for ρ = 0.4, 0.8 and σ 2 µ = 4, 16, the lowest RMSE is that of RE-SMA. This is followed closely by RE-SAR.
Monte Carlo Results

The Spatial Dependence Specification Effect
Misspecifying the SMA by an SAR in an error component model does not seem to affect the forecast performance as long as it is taken into account. However, the magnitudes of the RMSE in Table 2 (where the true DGP is a RE-SMA process) are much lower than those in Table 1 (where the true DGP is a RE-SAR process). Once again, the forecast RMSE of based on MLE and their GM counterparts are quite similar, compare SAR-RE and SMA-RE with RE-SAR and RE-SMA. The RMSE improves as σ 2 µ gets large, i.e., 16 rather than 4, for estimators that take heterogeneity into account. As the spatial autoregressive parameter λ increases from 0.4 to 0.8, the RMSE also increases but not as much as it did for the SAR process in Table 1 . Pooled OLS, average heterogeneous OLS, pooled SAR, pooled SMA, average heterogeneous SAR (MLE and GM) and average heterogeneous SMA (MLE and GM) perform worse in terms of RMSE than spatial/panel homogeneous estimators. This forecast performance is robust whether we are predicting one period, two periods or 5 periods ahead and is also reflected in the average over the five years. Once again, the gain in forecast performance is substantial once we account for RE or FE and is only slightly improved by additionally accounting for spatial autocorrelation, i.e., FE-SMA, or RE-SMA, FE-SAR or RE-SAR.
Sensitivity Analysis
The Spatial Weight Matrix effect
Tables 3 and 4 report the RMSE results as Tables 1 and 2 except that the weight matrix is changed from a W (1, 1) to W (5, 5) , i.e., five neighbors behind and five neighbors ahead. Except for the magnitudes of the RMSE, the same rankings in terms of RMSE performance are exhibited as before. Tables 5 and 6 report the RMSE results as Tables 1 and 2 except that T is now doubled from 10 to 20 holding N fixed at 50. Except for the magnitudes of the RMSE, the same rankings in terms of RMSE performance are exhibited as before. Table 7 reports the RMSE results when ρ = λ = 0.8, the weight matrix is W (1, 1) , and N is doubled from 50 to 100 holding T fixed at 10. While Table 8 reports the RMSE results as Table 7 except that the weight matrix is W (5, 5) . Except for the magnitudes of the RMSE, the same rankings in terms of RMSE performance are exhibited as before. 
Sensitivity to Irregular Lattice Structures
The spatial weights matrices considered in the paper are regular lattice structures. Using real irregular lattices structures, as in Anselin and Moreno (2003) and in Kelejian and Prucha (1999) , does not change the conclusions of the Monte Carlo study. We used real-world matrices by taking spatial groupings of French administrative communes for dimension N = 50.
7 Those spatial matrices have been used by Baltagi, Bresson and Pirotte (2007) . Spatial weight matrices may represent high-order contiguity relationships. We use a k-order contiguity matrix containing N − 1 potential neighborhoods in French municipalities. We have patterns of 0 and 1 values in an (N − 1) by (N − 1) grid for the k-nearest neighborhoods and we use the 1-nearest neighborhood (k = 1) and the 5-nearest neighborhoods (k = 1) 8 . Results of Tables 9 to 12 are very similar to those of Tables 1 to 4. Using irregular lattice structures do not change the main conclusions in terms of the RMSE forecast performance of the various estimators considered. These are similar to the rankings obtained when regular lattice structures are used, only the magnitudes of the RMSE differ.
Robustness to Non-Normality
So far, we have been assuming that the error components have been generated by the normal distribution. In this section, we check the sensitivity of our results to non-normal disturbances. In particular, we generate the µ i 's from a χ 2 distribution and we let the remainder disturbances follow the normal distribution. Tables 13 and 14 give similar results as those of Tables 1 and  2 (when the individual effects follow a normal distribution). So, the results seem to be robust to non-normality of the disturbances of the χ 2 type.
RMSE forecast performance and are not shown here to save space. These are available upon request from the authors. 7 Other Tables for N = 100 are available upon request from the authors. 8 Note that a non-zero entry in row i, column j denotes that neighborhoods i and j have borders that touch and are therefore considered "neighbors". For N = 50 and for k = 5, and for the 2401 possible elements in the 49 by 49 matrix, there are only 250 non-zero elements. So, the sparseness value is 10% (= 250/2500). These non-zero entries reflect the contiguity relations between the 5-nearest neighborhoods.
Summary and Conclusion
Our Monte Carlo study finds that when the true DGP is RE with a SAR or SMA remainder disturbances, estimators that ignore heterogeneity/spatial correlation perform badly in RMSE forecasts. For our experiments, accounting for heterogeneity improves the forecast performance by a big margin and accounting for spatial correlation improves the forecast but by a smaller margin. Ignoring both leads to the worst forecasting performance. Heterogeneous estimators based on averaging perform worse than homogeneous estimators in forecasting performance. This performance improves with a larger sample size and seems robust to the type of spatial error structure imposed on the remainder disturbances. These Monte Carlo experiments confirm earlier empirical studies that report similar findings.
Appendix
This appendix first derives the BLUP for the KKP model which we are calling the (SAR-RE) model described in (13) and (14). The variance-covariance matrix Ω is given in (17). The inverse of Ω is given by:
v and B N = (I N − ρW N ). From (13) and (14), we have :
here b i is the ith row of the matrix B −1 N . In this case, 
which is the same as that of the RE model with no spatial correlation. While the predictor formula is the same, the MLEs for these specifications yield different estimates which in turn yield different residuals and hence different forecasts.
The proof is the similar for the Fingleton (2007) specification which we are calling the (SMA-RE) model described in (25) and (14). The variancecovariance matrix Ω is given in (27). The inverse of Ω is given by:
here D N = (I N + λW N ). From (25) and (14), we have :
here d i is the ith row of the matrix D N . In this case, (2007) model is again the same as that of the RE model with no spatial correlation. While the predictor formula is the same, the MLEs for these specifications yield different estimates which in turn yield different residuals and hence different forecasts. Baltagi 
