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Abstract
We study a nonparametric regressionmodel for sample data which is defined on an N-dimensional
lattice structure and which is assumed to be strong spatial mixing: we use design adapted mul-
tidimensional Haar wavelets which form an orthonormal system w.r.t. the empirical measure of
the sample data. For such orthonormal systems, we consider a nonparametric hard thresholding
estimator. We give sufficient criteria for the consistency of this estimator and we derive rates
of convergence. The theorems reveal that our estimator is able to adapt to the local smoothness
of the underlying regression function and the design distribution. We illustrate our results with
simulated examples.
Keywords: Empirical orthonormalization, L2-consistency, Nonparametric nonlinear regression,
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1. Introduction
In this article we study penalized nonparametric sieve estimators for spatial sample data which
features a certain dependence structure: the data is given by the random field (X, Y) which is
indexed by a set S of spatial coordinates and which is strong spatial mixing. Here, we take
S = ZN for some lattice dimension N ∈ N+ but our discussion is not limited to that regular case;
we could also allow that the random field is only partially observed at some S ⊆ ZN .
The random variables X(s) are Rd-valued and have equal marginal distributions denoted by the
probability measure µ on the Borel-σ-algebra of Rd, B(Rd). The Y(s) are R-valued, square
integrable and satisfy the equation
Y(s) = m(X(s)) + ς(X(s)) ε(s), for each s ∈ S (1.1)
where m, ς : Rd → R are functions in L2(µ). The error terms ε(s) are distributed with mean zero
and variance one, i.e., ε(s) ∼ (0, 1). Furthermore, they are independent of X and have identical
marginal distributions but may be dependent among each other such that the strong spatial mix-
ing property remains valid. We emphasize that there is no requirement on the distribution of the
error terms, e.g., a Gaussian distribution is not necessary. The same is true for the distribution
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of the regressors X(s), it is not required that these admit a density with respect to the Lebesgue
measure.
Thus, we apply the classical heteroscedastic regression model to spatial data under minimal
assumptions on the random field (X, Y). An introduction to spatial statistics is given by Cressie
(1993). In particular, Markov randomfields are studied in the monograph of Kindermann and Snell
(1980).
Nonparametric regression on spatial data has gained importance, in particular, the case where
the data is given on a regular lattice structure: Hallin et al. (2004) study a local linear kernel es-
timator under a strong spatial mixing condition. Li (2016) considers a nonparametric regression
estimator for such lattice data which is constructed with wavelets.
In this article we consider a nonparametric estimator for lattice data, too, however, we do this with
a penalized orthogonal series estimator. Baraud et al. (2001) consider penalized estimators for
β-mixing time series {(Xt, Yt) : t ∈ N} where the regressors Xt are multidimensional. Orthogonal
series estimators have been studied for various data situations: for a real-valued one-dimensional
regressor X a popular choice are piecewise polynomials. Comte and Rozenholc (2004) study an
algorithm for the construction in the case of fixed design regression. Kohler (2003) gives a gen-
eralization to random design regression under the assumption that the error terms are bounded.
Akakpo and Lacour (2011) use piecewise polynomials for conditional density estimation of a
β-mixing time series {(Xt, Yt) : t ∈ N}. In another article Kohler (2008) considers Haar wavelets
to construct an orthogonal series estimator in the case of a multivariate regressor X under the
assumption of sub Gaussian error terms and a bounded design distribution of X. The ideas and
results obtained in the latter can be considered as the starting point for our analysis.
Before we give a more thorough introduction to the results of this article, we mention that there
exist alternative approaches to construct orthogonal series estimators for a random (univariate)
regressor X. Kerkyacharian and Picard (2004) consider warped wavelets in the case where the
regressor X admits a density on a compact real interval. Kulik and Raimondo (2009) use this
concept to study time series with long range dependence errors. Delouille et al. (2001) construct
a soft thresholding regression estimator for univariate i.i.d. sample data. They derive rates of
convergence for Hölder continuous regression functions in a model where the design variables
X are supposed to admit a density which has bounded support. Girardi and Sweldens (1997)
show that design adapted Haar wavelets can generate even a multiresolution analysis in the one-
dimensional case. Masry (2000) studies α-mixing stationary processes and derives rates of con-
vergence for regression functions which belong to a multidimensional Besov space.
In this article, we transfer the ideas of Kohler (2008) to the spatial setting where the sample
data is no longer independently distributed but where the dependence vanishes with an increas-
ing lattice distance between the random variables. We relax most restrictions which are usually
made in the context of nonparametric regression on dependent data. Most notably, the design
distribution (which is the distribution of the X(s)) does not need to be known and is not restricted
to a bounded domain. Furthermore, the distribution does not need to admit a density w.r.t. the
Lebesgue measure as it is for instance assumed in Hallin et al. (2004). Li (2016) assumes in the
spatial wavelet regression model that the X(s) admit a density which is known. We do not do this
here. Additionally, we do not require the error terms in the regression model to be bounded or
sub Gaussian; we develop our results here for a general class of error terms which satisfies a cer-
tain condition on the tail distribution. In addition in order to show that the estimator is consistent
in the L2-sense, we do not need a bounded regression function.
In this paper we establish general consistency results for our nonparametric regression estimators
and we derive rates of convergence. Since our assumptions on the distribution of the regressor X
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and on the error terms ε are less restrictive than usual, we obtain, however, a sub-optimal rate of
convergence, when compared to the results of Stone (1982). We shall discuss this further in the
corresponding parts of the article.
The remainder of the paper is organized as follows: we give the notation and definitions which
we use throughout the article in Section 2. In Section 3 we present the main results: we give a
general consistency theorem for our nonparametric estimator and derive a rate of convergence
theorem. In Section 4, we give numerical applications and make the comparison with i.i.d. data.
The proofs of our theorems are presented in Section 5. Appendix A and Appendix B contain
certain deferred proofs and further background material which proves to be useful in the broader
context of random fields. Furthermore, we provide in a supplemental Krebs (2016b) some tech-
nical results concerning our simulation procedure.
2. Notation and Definitions
We work on a probability space (Ω,A,P) which is equipped with a generic random field Z. Z
is Rd-valued and is indexed by ZN , for both N, d ∈ N+. This means Z = {Z(s) : s ∈ ZN } and
Z(s) : Ω→ Rd is Borel-measurable for each s ∈ ZN . The random field Z is stationary (or homo-
geneous) if for each translation t ∈ ZN and for each collection of finite points s1, . . . , sn the joint
distribution of {Z(s1 + t), . . . , Z(sn + t)} coincides with the joint distribution of {Z(s1), . . . , Z(sn)},
i.e.,
L (Z(s1 + t), . . . , Z(sn + t)) = L (Z(s1), . . . , Z(sn)) .
We denote by ‖ · ‖p the Euclidean p-norm on RN and by dp the corresponding metric for p ∈
[1,∞] with the extension dp(I, J) ≔ inf{dp(s, t), s ∈ I, t ∈ J} for subsets I, J of RN . Further-
more, write s ≤ t for s, t ∈ RN if and only if for each 1 ≤ k ≤ N the single coordinates satisfy
sk ≤ tk. We denote the indicator function of a set A by 1{A} and abbreviate for a subset I of ZN
by F (I) = σ{Z(s) : s ∈ I} the σ-algebra generated by the Z(s), s ∈ I.
As a measure of spatial dependence we use the α-mixing coefficient. This coefficient is intro-
duced by Rosenblatt (1956); in the spatial context, it is given for k ∈ N as
α(k) ≔ sup
I,J⊆ZN ,
d∞(I,J)≥k
sup
A∈F (I),
B∈F (J)
|P(A ∩ B) −P(A)P(B)| (2.1)
The random field Z is strong spatial mixing if α(k) → 0 for k → ∞. Furthermore, the random
field is strong spatial mixing with exponentially decreasing mixing coefficients if there are c0 and
c1 in R+ such that the α-mixing coefficients can be bounded as α(k) ≤ c0 exp(−c1k). Note that
there exist even stronger measures of dependence, we do not need these here. A comprehensive
survey on dependence measures is given in Bradley (2005).
We denote by eN ≔ (1, . . . , 1)
T the N-dimensional vector whose entries are equal to 1. For an
N-dimensional cube in ZN that is spanned by two points a, b ∈ ZN , a ≤ b, we write [a..b] = {s ∈
Z
N : a ≤ s ≤ b}. For instance, let n = (n1, . . . , nN)T ∈ NN+ then we define the observation domain
In as
In ≔ [eN ..n] =
{
s ∈ ZN : eN ≤ s ≤ n
}
.
The observation domain is indexed by a sequence (n(k) : k ∈ N+) ⊆ NN which is increasing in
the sense that n(k) ≤ n(k + 1). This sequence has the additional properties that
inf
k∈N+
min{ni(k) : i = 1, . . . ,N}
max{ni(k) : i = 1, . . . ,N} > 0 (2.2)
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and
lim
k→∞
max{ni(k) : i = 1, . . . ,N} = ∞. (2.3)
Assumption (2.3) on the sequence n(k) is obviously needed for a consistent estimator. Assump-
tion (2.2) is technical and ensures that certain constants exist in the large deviation inequalities
which we derive in Appendix A.
In order to estimate the coefficients of the hard thresholding estimator, we need a set of func-
tions which is orthonormal w.r.t. to the empirical measure µn = |In|−1∑s∈In δX(s) for a sample of
predictor variables {X(s) : s ∈ In}, In ⊆ ZN . Therefore define the empirical scalar product by
〈 f , g〉n ≔
1
|In|
∑
s∈In
f (X(s))g(X(s)) =
∫
R
d
f g dµn.
The support of a function f : Rd → R is supp f ≔ {x ∈ Rd : f (x) , 0}.
We summarize our regularity assumptions (on a generic random field Z) in a condition which we
shall use throughout the rest of this article
Condition 2.1. Let d ∈ N+. Z =
{
Z(s) : s ∈ ZN
}
is anRd-valued random field such that
(1) each Z(s) has the same distribution µ onRd.
(2) Z is strong spatial mixing with exponentially decreasing mixing coefficients; denote the
generic constants which give the bound on the mixing coefficients from (2.1) by c0 and c1.
The assumption on the exponential decay of the mixing rates is quite common, compare for in-
stance Li (2016). It is shown in the case of time series by Davydov (1973) or Withers (1981) that
exponentially decreasing α-mixing coefficients are guaranteed under mild regularity conditions.
In the following we assume that there are constants κ0, κ1 and τ such that the tail of the error
terms ε(s) is bounded for all z ≥ 0 as
P(|ε(s)| > z) ≤ κ0 exp (−κ1 zτ) , for some κ0, κ1, τ > 0. (2.4)
The error terms are sub Gaussian if (2.4) is satisfied for a τ ≥ 2. Kohler (2008) derives a rate of
convergence for sub Gaussian error terms in a regression model with i.i.d. data. We shall in the
following give a bound for the general case where τ > 0.
3. Nonlinear Hard Thresholded Regression
We outline in detail the estimation procedure in the first part of this section. In the second part,
we present the results.
3.1. The Estimation Procedure
We estimate the conditional mean function m with the nonlinear hard thresholding estimator
which belongs to the class of sieve estimators (cf. Grenander (1981)). Let there be given a
sequence of linear spaces Fk with functions gi : Rd → R such that,
Fk =
 K
∗∑
i=1
aigi : ai ∈ R
 , Fk ⊆ Fk+1 and ⋃
k∈N+
Fk is dense in L2(µ). (3.1)
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The dimension of the linear spaces K∗ ∈ N+ depends on the index k ∈ N+ and is defined for
each particular case.
In particular, in this paper we shall consider a sequence Fk generated by Haar wavelets in d-
dimensions, cf. Benedetto (1993): let ξ0 = 1[0,1) be a Haar scaling function on the real line R
together with the Haar mother wavelet ξ1 = 1[0,1/2) − 1[1/2,1). Define the diagonal matrix M by
M ≔ 2 diag(1, . . . , 1) ∈ Rd×d. Set |M| ≔ det(M) = 2d. Denote the mother wavelets as pure
tensors by
Ψv ≔ ξv1 ⊗ . . . ⊗ ξvd for v ∈ {0, 1}d \ {0}. (3.2)
The scaling function is given by
Φ ≔ Ψ0 ≔
d⊗
i=1
ξ0. (3.3)
One can show that Φ and theR-linear spaces V j ≔
〈
Φ(M j · −γ) : γ ∈ Zd
〉
generate a multireso-
lution analysis of L2(λd) and that the functionsΨv, v , 0, form an orthonormal basis in the sense
that
L2(λd) = V0 ⊕
⊕
j∈N
W j
 =⊕
j∈Z
W j
whereW j =
〈
|M| j/2Ψv
(
M j · −γ
)
: γ ∈ Zd, v ∈ {0, 1}d \ {0}
〉
.
Furthermore, this wavelet family is dense in L2(µ˜) for each probability measure µ˜ on B(Rd), (a
proof is given in Krebs (2016a)).
We come to the construction of the function space from (3.1): let j0 and j1 be two integers. Here
j0 is the coarsest resolution and j1 is the finest resolution for the wavelets in the function space.
The finest resolution j1 is a function of k and increases with the sample size, we precise this
below. Define the rescaled and shifted father and the mother wavelets by
Φ j0,γ ≔ |M| j0/2Φ
(
M j0 · −γ
)
and Ψv, j,γ ≔ |M| j/2Ψv
(
M j · −γ
)
,
for v = 1, . . . , 2d − 1 and j ≥ j0. Now, consider theR-linear spaces
Fk ≔
{ ∑
γ∈A j0 ,k
a j0,γ Φ j0,γ +
2d−1∑
v=1
j1(k)−1∑
j= j0
∑
γ∈A j,k
bv, j,γΨv, j,γ : a j0,γ, bv, j,γ ∈ R,
j = j0, . . . , j1 − 1, v = 1, . . . , 2d − 1, γ ∈ A j,k
}
,
(3.4)
together with the index sets A j,k ⊆ Zd. These index sets are given by
A j,k ≔
{
−2 j− j0wk, . . . , 2 j− j0wk − 1
}d
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for a non decreasing sequence (wk : k ∈ N+) ⊆ N+. Note that with the definitions of the A j,k
we have that the father wavelets cover the cube 2− j0[−wk,wk)d which has dyadic edges for each
j ≥ j0, i.e., ⋃
γ∈A j,k
suppΦ j,γ = 2
− j0[−wk,wk)d =: Dk, j ≥ j0. (3.5)
If the distribution of the X(s) is bounded, it suffices to take a constant sequence such that⋃
γ∈A j0 ,k suppΦ j0,γ covers the domain of the distribution. Otherwise, we choose wk as increas-
ing; we precise this in the subsequent theorems.
In the following, we give a construction of d-dimensional wavelets which are orthonormal w.r.t.
the empirical measure for d ≥ 1. Therefore, we first consider in a short example on how design
adapted wavelets can be constructed in one dimension, cf. Delouille et al. (2001). Let I =
[a, b) ⊆ R be a finite interval and let I j,1, . . . , I j,2 j be a dyadic partition of [a, b) for each j ≥ 0,
i.e.,
I j,γ =
[
a +
b − a
2 j
(γ − 1), a + b − a
2 j
γ
)
for γ = 1, . . . , 2 j.
Then, define the father and the mother wavelets for j ≥ 0 and γ ∈
{
1, . . . , 2 j
}
as
ϕ j,γ ≔ µn(I j,γ)
−1/2
1{I j,γ} and
ψ j,γ ≔ µn(I j,γ)
−1/2 (µn(I j+1,2γ+1)1/2ϕ j+1,2γ − µn(I j+1,2γ)1/2ϕ j+1,2γ+1) .
The ϕ j,γ and the ψ j,γ are both orthonormal. Additionally the mother wavelets ψ j,γ are balanced
w.r.t. the empirical measure, which means that
∫
R
ψ j,γ dµn = 0 for a sample X1, . . . , Xn ⊆ R.
Next, we outline in detail how to construct orthonormal and balanced wavelets in L2(µn) for
higher dimensional data. However, these wavelets no longer fulfill the usual scaling equations
which are satisfied in the case of the Lebesgue measure because the empirical measure µn onR
d
is not a product measure if d > 1 and a partition of Rd into Cartesian products of intervals in
general does not satisfy that each partition element contains the same number of sample points.
As the father wavelets partition Rd, we can use the following construction: let there be given a
cubeC = C1 × . . .×Cd where the Ci = [ai, bi) ⊆ R are finite intervals. Let the family of standard
Haar wavelets {Ψk : k ∈ {0, 1}d} from Equations (3.2) and (3.3) be translated and rescaled such
that Φ = Ψ0 = 1{C}.
Let ι be an enumeration of the index set {0, 1}d as follows,
ι(0) = (0, . . . , 0), ι(1) = (1, 0, . . . , 0), ι(2) = (0, 1, 0, . . . , 0), . . . , ι
(
2d − 1
)
= (1, . . . , 1).
The enumeration ι defines a linear ordering of the 2d basis functions, e.g., the first basis function
is the one with index ι(1), the last one is the one with index ι
(
2d − 1
)
.
Define the first function on C by f0 ≔ µn(C)
−1/2
1{C}. Denote the left half of an interval Ci by
CL
i
≔ [ai, (ai+bi)/2) and the right half byC
R
i
≔ [(ai+bi)/2, bi). Furthermore set C−i ≔
∏
j,iC j.
Define the second function which is the first balanced (and orthonormal) wavelet as
f1 ≔
√√
µn
(
CR
1
×C−1
)
µn
(
CL
1
× C−1
)
µn(C)
1
{
CL1 × C−1
}
−
√√
µn
(
CL
1
×C−1
)
µn
(
CR
1
× C−1
)
µn(C)
1
{
CR1 ×C−1
}
. (3.6)
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Assume that w.r.t. µn the functions f0, . . . , fu are orthonormal and that f1, . . . , fu are additionally
balanced w.r.t. µn for 1 ≤ u ≤ 2d − 1. Then the function f˜u+1 which one obtains from the
Gram-Schmitt rule
f˜u+1 ≔ Ψι(u+1) − 〈Ψι(u+1), fu〉n fu − . . . − 〈Ψι(u+1), f1〉n f1 − 〈Ψι(u+1), f0〉n f0
is balanced (and orthogonal to 〈 f0, . . . , fu〉). If f˜u+1 is not zero w.r.t µn, normalize this function
and obtain fu+1. If one repeats this step until u = 2
d − 1, one obtains K˜ ≤ 2d − 1 balanced and
orthonormal wavelets f1, . . . , fK˜ . The index K˜ gives the total number of wavelets and can be
smaller than 2d − 1 because some wavelets can be zero in L2(µn).
Note that each of these functions is constant on a subcube
CS =
d×
i=1
C
S i
i
with S ∈ {L,R}d. Hence, executing the same procedure on CS , one obtains a new set of
K˜S ≤ 2d − 1 orthonormal and balanced wavelets, call them g1, . . . , gK˜S . The gi are orthogo-
nal to f1, . . . , fK˜ , too, because the latter are constant on the domain of the gi. Consequently, if
one repeats this procedure (ad infinitum) one can construct a wavelet family onC (and its dyadic
subcubes) which is orthonormal.
In the last step, we consider a fixed resolution index j0 and choose the partition of R
d which is
given by the collection of cubes of {Cγ, γ ∈ Zd}, where each Cγ = 2− j0[γ, γ + eN) is a dyadic
subcube. We choose the wavelet family on entire Rd which is orthonormal w.r.t. the empirical
measure µn. We denote this family for a fixed j0 by{
f0, j0,γ, fv, j,γ : v = 1, . . . , 2
d − 1, j ≥ j0, γ ∈ Zd
}
.
In particular, the following equality for the father wavelets is true
f0, j0,γ = 1
{
2− j0[γ, γ + eN)
}
µn
(
2− j0[γ, γ + eN)
)−1/2
= µn
(
2− j0[γ, γ + eN)
)−1/2
/2 j0d/2 Φ j0,γ.
Then, upon replacing Φ j0,γ and Ψv, j,γ by the orthonormal counterparts f0, j0,γ and fv, j,γ, we have
for the function spaces from Equation (3.4) the equality
Fk =
〈
f0, j0,γ, fv, j,γ : v = 1, . . . , 2
d − 1, j = j0, . . . , j1 − 1, γ ∈ A j,k
〉
in L2(µn) a.s. (3.7)
Thus, this space is spanned by at most K∗(k) = (2 · 2 j1(k)− j0 wk)d wavelets.
Kohler (2008) constructs an alternative orthonormal basis with Haar wavelets, which has as well
the property that the functions are balanced w.r.t. µn, however, each function vanishes on a larger
set than our corresponding function.
We introduce some extra notation which will help us to precise the rates of convergence given
below. We have from (3.5) and by the definition of the index set A j,k that the support of the father
wavelets (and of the mother wavelets) from the function space Fk is Dk = ⋃γ∈A j0 ,k suppΦ j0,γ =
2− j0[−wk,wk)d. We define inductively for Dk sets of partitions ∏u for 1 ≤ u ≤ umax, where the
maximal index umax is given by
umax ≔ 1 + (2wk)
d[(2d( j1− j0) − 1)/(2d − 1)]. (3.8)
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The reason for this definition is explained in the next lines. Each
∏
u contains a family of parti-
tions of Dk as follows: set
∏
1 ≔ {suppΦ j0,γ : γ ∈ A j0,k}. Hence,
∏
1 contains a single partition.
Let
∏
1, . . . ,
∏
u be constructed. Then pi ∈
∏
u+1 if and only if there is a partition pi
′ of Dk in
∏
u
and a dyadic cube C such that
pi = pi′ \ {C} ∪
{
C
u1
1
× . . .Cud
d
: ui ∈ {L,R}
}
and each element of the partition pi can be written as E1 × . . . × Ed where the Ei are intervals of
a length greater or equal than 2− j1 . This means
∏
u+1 consists of all partitions of
∏
u which are
refined by partitioning exactly one element into 2d equivolume cubes and each partition element
has a diameter w.r.t. the ∞-norm of at least 2− j1 . Note that umax is the maximal index such that∏
u+1 contains finer partitions than
∏
u for all u < umax. Additionally,
∏
umax
contains a single
partition, namely,
∏
umax
= {suppΦ j1,γ : γ ∈ A j1,k}.
We denote the functions which are constant w.r.t. a partition pi ∈ ∏u for some 1 ≤ u ≤ umax by
Fc ◦ pi. This finishes our construction of the function space Fk with orthonormal wavelets.
In the following, we consider again the more general case that the collections Fk are given as the
linear span of K∗ functions g1, . . . , gK∗ as in (3.1). We apply the Gram-Schmitt orthonormaliza-
tion algorithm to the functions g1, . . . , gK∗ as in (3.6). Thus, we obtain as in the special case for
the Haar wavelets a set of functions f1, . . . , fK˜ ∈ Fk such that
Fk = 〈 f1, . . . , fK˜〉 in L2(µn) a.s.
Note that some functionsmight be zero w.r.t. the empirical measure, so K˜ ≤ K∗ a.s. Furthermore,
these (random) functions satisfy per construction for each 1 ≤ u ≤ K∗ the relation
〈 f1, . . . , fu〉 = 〈g1, . . . , gu〉 in L2(µn),
For such an orthonormal system we consider the following estimation procedure: set J ≔
{1, . . . , K˜} and define the |In| × K˜-matrix which contains in column j the function f j evaluated at
the sample data X(s), s ∈ In:
D ≔
(
f j(X(s))
)
s∈In, j∈J
.
By construction |In|−1DTD = I is the identity matrix. Then define the estimates of the coefficients
of the regression function as the projection of Y over f j in the empirical norm
a∗ =
1
|In|D
TY ⇔ a∗j =
1
|In|
∑
s∈In
f j(X(s))Y(s).
Let (λk : k ∈ N) ⊆ R+ be a sequence which converges to zero, we call this sequence the (hard)
thresholding sequence. Define the nonlinear thresholded estimator mk,J∗ by
J∗ ≔
{
j ∈ J : |a∗j | > λk
}
and m
k,Ĵ ≔
∑
j∈Ĵ
a∗j f j for Ĵ ⊆ J.
Hence, mk,J∗ =
∑
j∈J∗ a∗j f j is the linear combination which consists of exactly those functions f j
whose estimated contribution in terms of a∗
j
exceeds the thresholding value λk. One can show
with elementary reasoning that hard thresholding corresponds to L0-penalized least squares, cf.
8
Kohler (2003): define the penalizing term for a subset Ĵ of J as penk(Ĵ) ≔ λ
2
k
|Ĵ|. Then, mk,J∗
satisfies the relation
1
|In|
∑
s∈In
|mk,J∗(Xs) − Ys|2 + penk(J∗) = min
Ĵ⊆J
 1|In|
∑
s∈In
|m
k,Ĵ
(Xs) − Ys|2 + penk(Ĵ)
 .
In the following, we write for short mk ≔ mk,J∗ for the minimizing function. Define for L > 0
the truncation operator as TL(y) ≔ max(min(y, L),−L). Let {βk : k ∈ N+} be a real-valued,
non decreasing truncation sequence which converges to infinity. In order to make the estimator
robust in regions of Rd where the data {X(s) : s ∈ In} is sparse, we consider the truncated hard
thresholding least-squares estimator
mˆk ≔ Tβk mk. (3.9)
Furthermore, for a function f ∈ Fk, which has a unique representation w.r.t. the orthonormalized
functions { f1, . . . , fK˜ } in L2(µn), we consistently extend the definition of the penalizing term and
write penk( f ) for the number of nonzero coefficients in this representation multiplied by λ
2
k
.
Then, penk( f ) is stochastic and bounded by K
∗(k) λ2
k
.
3.2. Consistency and Rate of Convergence - Results
The estimator mˆk is consistent under the conditions in the next theorem:
Theorem 3.1 (Consistency). Assume the random field {X(s), Y(s) : s ∈ ZN } satisfies Condi-
tion 2.1 and Equation (1.1) for some functions m and ς in L2(µ). Let n(k) be an increasing
sequence in NN which defines the observation domain and which satisfies (2.2) and (2.3). Let
the function classes be given as linear spaces which are as in (3.1). In particular, if the spaces
are given by (3.4) and (3.7) and if the distribution of the X(s) is unbounded, let limk→∞ wk = ∞.
If both
K∗(k) λ2k → 0 and β2k K∗(k) log βk
N∏
i=1
log ni(k)
/  N∏
i=1
ni(k)
1/(N+1) → 0 as k → ∞,
then the estimator mˆk is weakly universally consistent in the sense that
lim
k→∞
E
[ ∫
R
d
|mˆk − m|2 dµ
]
= 0.
Note that if the function spaces are given by (3.4) and (3.7), then K∗(k) = (2 j1(k)− j0(k)+1wk)d.
Moreover, if in addition {Y(s) : s ∈ ZN } is stationary and if in addition for some positive δ > 0
β2k (log k)
1+δ
N∏
i=1
log ni(k)
/  N∏
i=1
ni(k)
1/(N+1) → 0 as k → ∞,
then the nonlinear wavelet estimator mˆk is strongly universally consistent in the sense that
lim
k→∞
∫
R
d
|mˆk − m|2 dµ = 0 a.s.
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Under the condition that the error terms are exponentially decreasing as in (2.4), we can further
derive a rate of convergence theorem both for the general linear space and for the wavelet system.
Theorem 3.2 (Rate of convergence). Let Condition 2.1 be satisfied for the random field (X, Y).
Furthermore, let the regression function m and the conditional variance function ς2 be essentially
bounded. Set B ≔ ‖m‖∞ and βk :≡ B for all k ∈ N+. Assume the error terms ε(s) fulfill the tail
condition (2.4) for some parameters κ0, κ1 and τ. Assume additionally the thresholding sequence
λk and the growth of the basis functions satisfy the relations
K∗(k) λ2k → 0 and (K∗(k))1+2/τ
 N∏
i=1
log ni(k)
3+4/τ / |In(k)|1/(N+1) → 0 as k → ∞.
Consider a sequence of function spaces satisfying (3.1). Then there is a constant C ∈ R+ which
only depends on B, ‖ς‖∞, the lattice dimension N, the bound on the mixing coefficients and the
parameters of the tail distribution of the error terms such that the L2-error satisfies for all k ∈ N+
E
[ ∫
R
d
|mˆk − m|2 dµ
]
≤ 4 min
1≤u≤K∗(k)
λ2ku + inff∈Fk :
f=
∑u
i=1 aigi
∫
R
d
| f − m|2 dµ

+ C (K∗(k))1+2/τ
 N∏
i=1
log ni(k)
3+4/τ / |In(k)|1/(N+1).
(3.10)
In the particular case the sequence of function spaces satisfy (3.4) and (3.7), the bound from
(3.10) can be refined as
E
[ ∫
R
d
|mˆk − m|2 dµ
]
≤ 4 min
1≤u≤umax
{
λ2k
(
(2d − 1)(u − 1) + (2wk)d
)
+ min
pi∈∏u inff∈Fc◦pi
∫
R
d
| f − m|2 dµ
}
+ C
(
2 · 2 j1− j0wk)
)d(1+2/τ)  N∏
i=1
log ni(k)
3+4/τ / |In(k)|1/(N+1).
Note that we consider in (3.10) the infimum over the linear combinations with the deterministic
functions gi, this means that the approximation error, i.e., the first term in (3.10), is deterministic.
The same is true for the special case of the Haar wavelet system.
Under the more severe restriction of a bounded regression function m and bounded error terms,
the rate of convergence of mˆk can be improved. We only state the result for the general function
spaces from (3.1). The application to the orthonormal wavelet system from (3.4) and (3.7) is
straightforward.
Theorem 3.3. Let the conditions of Theorem 3.2 be satisfied. Additionally, let the error terms
ε(s) be essentially bounded by B′ ∈ R+, i.e., |ε(s)| ≤ B′ for all s ∈ ZN . Set βk = B + ‖ς‖∞ B′.
Then there is a constant C ∈ R+ which only depends on B, B′, ‖ς‖∞, the lattice dimension N and
the bound on the mixing coefficients such that the estimator mˆk satisfies for all k ∈ N+
E
[ ∫
R
d
|mˆk − m|2 dµ
]
≤ 4 min
1≤u≤K∗(k)
λ2ku + inff∈Fk:
f=
∑u
i=1 aigi
∫
R
d
| f − m|2 dµ

+C K∗(k)
 N∏
i=1
log ni(k)
3 / |In(k)|1/(N+1).
(3.11)
10
We see that the estimation error which is the second term on the r.h.s. of (3.10) resp. (3.11)
decreases at a rate of (K∗(k))1+2/τ
(∏N
i=1 log ni(k)
)3+4/τ / |In(k)|1/(N+1) where τ converges to infinity
in the case of bounded error terms, note that K∗(k) depends on the data dimension d. Hence, an
increase in the tail parameter τ influences the rate positively because the conditional variance is
reduced. In particular, for sub Gaussian error terms, this means that the estimation error decreases
at a rate of at least the squared number of basis functions divided by the sample size raised to
1/(N+1) modulo some logarithmic terms which cannot be avoided. Below, we shall give a more
detailed discussion on the influence of the lattice dimension N, in particular, in the light of the
findings which have been made in other research articles.
The approximation error depends on the smoothness of the regression function. If we impose
smoothness assumptions on m, we can derive a rate of convergence. We give two examples
of application for the isotropic Haar basis: we choose an (L, r)-Hölder continuous regression
function m which means there is an L ∈ R+ and r ∈ (0, 1] such that
|m(x) − m(y)| ≤ L ‖x − y‖r∞ for all x, y in the domain of m.
Corollary 3.4 (Rate of convergence for Hölder continuous functions). Let the conditions of
Theorem 3.2 be satisfied for the function spaces which are constructed from the orthonormal
wavelet system as given in (3.4) and (3.7). Let m be (L, r)-Hölder continuous. Furthermore,
assume that the Euclidean norm of X is integrable w.r.t. the probability measure P for some
γ ∈ R+, i.e., ‖X‖γ2 . Let C0,C1,C2 ∈ R+ be constants. Set
R˜(n) =
 N∏
i=1
log ni
3+4/τ /|In|1/(N+1)
and define the parameters as
wk =
⌊
C0 exp
{
− 2r
2rd(1 + 2/τ) + γ(2r + d(1 + 2/τ))
log R˜(n(k))
}⌋
,
λ2k = C1 exp
{
2rd + (2r + d)γ
2rd(1 + 2/τ) + γ(2r + d(1 + 2/τ))
log R˜(n(k))
}
and j1(k) =
C2 − γ
2rd(1 + 2/τ) + γ(2r + d(1 + 2/τ))
log R˜(n(k))
log 2
.
Then the rate of convergence is at least
E
[ ∫
R
d
|mˆn − m|2 dµ
]
= O
(
R˜(n(k))2rγ / [2rd(1+2/τ)+γ(2r+d(1+2/τ))]
)
.
If the distribution of X is bounded and if
λ2k = C1 exp
{
2r + d
2r + d(1 + 2/τ)
log R˜(n(k))
}
and j1(k) =
C2 − 1
2r + d(1 + 2/τ)
log R˜(n(k))
log 2
,
the estimator achieves a rate of at least O
(
R˜(n(k))2r / [2r+d(1+2/τ)]
)
.
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Proof. The proof is achieved by computing the approximation error, we choose j0 = 0 as the
roughest resolution: there is a function f ∈ Fk (from Equations (3.4) and (3.7)) which is piece-
wise constant on dyadic d-dimensional cubes of edge length 2− j1 with values
f (x) = m (x∗(γ)) for x ∈
[
(γ1, . . . , γd)/2
j1 , ((γ1, . . . , γd) + eN)/2
j1
)
and x∗(γ) ∈
[
(γ1, . . . , γd)/2
j1 , ((γ1, . . . , γd) + eN)/2
j1
)
∩ dom(m)
where γi ∈ Z for i = 1, . . . , d.
In case of an unbounded distribution of X, the domain of f is the cube [−wk,wk)d and in case of a
bounded distribution, f is supposed to be defined on the entire domain of X. The approximation
error is at most∫
B
| f − m|2 dµ ≤ sup
dom( f )
| f − m|2 + ‖m‖2∞P(‖X‖∞ ≥ wk) ≤ L2 2−2 j1(k) r + ‖m‖2∞E
[
‖X‖γ∞
] /
w
γ
k
.
If the distribution is bounded the second term on the RHS in the last expression is zero. The
growth rates of j1, λk and wk equalize the asymptotic rates of the error terms in both cases.
Corollary 3.4 reveals that the lattice dimension N and the data dimension d influence the rate of
convergence negatively whereas the parameters τ and r have a positive influence. The role of the
lattice dimension N is discussed below. The effect of the data dimension d is the well-known
curse of dimensionality. The positive impact of the parameter τ is clear because an increase in τ
controls the tail growth of the error terms. Similarly, an increase in r means a smoother regres-
sion function which can be better approximated by a piecewise constant function.
We discuss in detail the influence of the lattice dimension N. Therefore, we first sum up clas-
sical results for i.i.d. data which are the most comparable to the case where N = 1: Stone
(1982) shows that the optimal rate of convergence for (L, r)-Hölder continuous functions is in
O
(
n−2r/(2r+d)
)
. In the classical case for a Hölder continuous regression function which is defined
on a bounded domain and for an i.i.d. sample of n observations the L2-risk decreases essentially
at a rate of n−2r/(2r+d) times a logarithmic factor: Kohler (2008) considers a multivariate set-up for
an i.i.d. sample {X1, . . . , Xn} ⊆ [0, 1]d, a bounded regression function m and sub Gaussian error
terms. This corresponds to our scenario of bounded X(s) and a decay rate for the error terms
of at least τ ≥ 2. For the hard thresholding sequence λn = C
√
log n/n Kohler obtains a rate of
(log n/n)2r/(2r+d) which is nearly optimal. Delouille et al. (2001) investigate the soft thresholding
estimator for adaptive wavelets in the case of one-dimensional data. They require the existence
of a compactly supported one-dimensional density for the distribution of X and the existence of
all moments of the error terms. For an adaptive soft thresholding estimator and an i.i.d. sample,
they investigate a similarly defined rate of convergence (w.r.t. the empirical distribution) which
in O
(
(log n/n)2r/(2r+1)
)
. Li (2016) investigates a wavelet estimator for a Besov function m in a
very similar regression model for spatial data (X, Y) as we do. However, he additionally assumes
that the distribution of the X(s) admits a compactly supported positive density which is known.
Given these restrictions, the rate of convergence is again optimal modulo a log-loss.
In all three cases this log-loss is the result of the increasing complexity of the sieves. Birgé and Massart
(1997) consider penalized nonparametric density estimation with sieve estimators for i.i.d. data.
They show that under appropriate penalizing assumptions the log-loss can be avoided for a spe-
cial class of Besov functions. Baraud et al. (2001) study penalized nonparametric regression
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function estimation for a β-mixing observation sequence ((Xi, Yi) : 1 ≤ i ≤ n) where the re-
gressors Xi are multidimensional, identically distributed and admit a density w.r.t. the Lebesgue
measure and Yi = m(Xi) + εi. As in the present model (1.1) the error terms are assumed to be
independent of the data Xi. Baraud et al. (2001) consider a rate of convergence w.r.t. the empir-
ical 2-norm defined by the design points X1, . . . , Xn and the structure of the approximation error
differs somewhat. They achieve for the estimation error a rate which is in O(n−1) under a certain
requirement on the decay of the β-mixing coefficients. However, note that the assumption of
β-mixing data is stricter than the assumption of α-mixing data.
In the present case of dependent data on a lattice the rates are different for general N without
further restrictions: consider for the rest of the discussion the best case where the approxima-
tion error is zero. Firstly, let additionally the error terms and the support of the distribution of
the X(s) be both bounded. This implies that the number of basis functions K∗(k) can be chosen
as constant and we see from Equations (3.10) and (3.11) that the best rate which is possible is
in O
( (∏N
i=1 log ni(k)
)3 / |In(k)|1/(N+1)) independent of the data dimension d. If additionally in this
case N = 1, then for a sample of n data points this means that the rate is at most (log n)3/n1/2. This
corresponds to the findings made by Modha and Masry (1996) who investigate the nonparamet-
ric regression model for stationary times series under minimal assumptions. In particular, they
obtain for a one-dimensional times series X = (Xk : k ∈ Z) a rate of convergence of
√
log n/n.
Secondly, assume that we are still in the best case where the approximation error is zero but that
the error terms are unbounded, our rate shows two further correction factors which come from
the dependence relations: instead of d we have d(1 + τ)/τ which is larger and additionally the
exponent is multiplied by the standard correction factor which depends on the lattice dimension
N. Consider the case N = 2, let the distribution of the X(s) be bounded and let τ ≥ 2: for the
canonical sequence n(k) ≔ keN , we achieve a rate of
(
(log k)6/k2/3
)2r/(2r+2d)
for a sample of size
k2. The main reason for the sub-optimal rate is due to the fact that we allow for a variety of prob-
ability distributions of the X(s) and of dependence structures within the lattice. The dependence
in our model can spread in every dimension of the lattice, hence, observing data on an additional
lattice dimension can become more and more redundant. The technical reason for the worse
rate of convergence of our estimator is the asymptotic decay of the Bernstein type inequalities
for dependent data which we obtain and are presented in Appendix A. These can be compared
with results of White and Wooldridge (1991) and Valenzuela-Domínguez et al. (2016). The in-
equalities are derived under minimal assumptions on the distribution of the random field and
consequently, only guarantee a slower rate which reflects the effective size of a dependent sam-
ple and not its nominal size.
We conclude this section with another example for piecewise (L, r)-Hölder continuous regression
functions which means that there is a finite partition
⋃S
i=1 Ui of the domain of m such that m is
(L, r)-Hölder continuous on each Ui, 1 ≤ i ≤ S .
Corollary 3.5. Let the same conditions be satisfied as in Corollary 3.4. Additionally assume that
X takes values in a bounded domain D = [−w,w]d, for some w ∈ N+. The regression function m
is bounded by B and is piecewise (L, r)-Hölder continuous such that for all j ≥ 0 the condition
#
{
γ ∈ {−2 jw, . . . , 2 jw − 1}d : m is not Hölder continuous on 2− j[γ, γ + en)
}
≤ C2(d−1) j (3.12)
is satisfied for some constant C. Assume that the distribution of the X(s) admits a density g
which is essentially bounded. Define for some C0,C1 ∈ R+ the thresholding sequence and the
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resolution by
λ2k = C0 exp
{
1 ∧ 2r + d
1 ∧ 2r + d(1 + 2/τ) log R˜(n(k))
}
, j1 =
C1 − 1
1 ∧ 2r + d(1 + 2/τ)
log R˜(n(k))
log 2
.
Then, the L2-error is in O
(
R˜(n(k))1∧2r / [1∧2r+d(1+2/τ)]
)
.
Proof. The proof is similar: let there be given a resolution j1 and fix the roughest resolution
as j0 ≔ 0 which correspond to a partition pi of the cube [−w,w]d. Define f as in the proof of
Corollary 3.4. Denote by Ddc( j1) the set of dyadic cubes of edge length 2
− j1 which contain points
where m is not continuous. Then the approximation error for a resolution up to j1 is at most∫
D
| f − m|2 dµ ≤ L22−2 j1r +
∫
Ddc( j1)
| f − m|2 dµ ≤ L22−2 j1r + (2B)2 ‖g‖∞ 2− j1d C2(d−1) j1 ,
here we use the regularity condition on the discontinuities from (3.12). The definitions of j1 and
λk equalize the individual error terms.
Before we discuss this result, consider the requirement in Equation (3.12): if d = 1, then (3.12)
requires the number of discontinuities to be finite. Next, let d ≥ 2. We consider the boundary
∂U of one such partitioning element U ∈ {Ui : i = 1, . . . , S }. Therefore ∂U is a finite union
of smooth hypersurfaces, ∂U =
⋃T
t=1 Ht, where each Ht can be represented as the graph of a
C1-function: pick one such hypersurface H which has w.l.o.g. the following representation and
location inRd
H = {(x−d, h(x−d)) : x−d ∈ B} ⊆ [0, 1]d, where x−d ≔ (x1, . . . , xd−1) and B ⊆ [0, 1]d−1
and h : B → R such that ∇h can be extended to a continuous function on B. Let there be given
the dyadic partition pi j of the unit cube [0, 1]
d in 2d j equivolume dyadic subcubes of edge length
2− j. Consider a partition element 2 ∈ pi j which lies in the plane where the d-th dimension is
zero and intersects with B, i.e., 2 ∩ B , 0. Then the number of partition elements 2˜ ∈ pi j which
intersect with the image of 2 ∩ B under h is bounded: indeed, use the "steepest ascent times
longest path" approach which yields a maximal "height". Divide this number by the edge length
of the cubes, this yields the approximate number of these partitioning elements. More formally
and more precisely,∣∣∣∣{2˜ ∈ pi j : 2˜ ∩ {(2 ∩ B) × h(2 ∩ B)} , ∅}∣∣∣∣
≤
(
2− j
√
d − 1 · max
x∈B
‖∇h(x)‖2
) /
2− j + 1 ≤ C
for a constant C which is independent of j ∈ N+. Hence, the total number of partition elements
2˜ ∈ pi j which intersect with H is in O(2(d−1) j). Consequently, the total number of partition
elements which intersect with ∂U is in O(2(d−1) j) as required in (3.12).
In light of this interpretation of the condition in (3.12), Corollary 3.5 illustrates that given there
are discontinuities, an increase in the smoothness increases the rate of convergence only as long
as r < 1/2, otherwise, if r ≥ 1/2, the negative impact at the borders ∂Ui is too prominent and
dominates the approximating property on the parts of D where m is smooth.
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4. Simulation Examples
In the first part of this section we introduce an algorithm to simulate a Markov random field
{(X(v), Y(v)) : v ∈ V} on a graph G = (V, E) with a finite set of nodes V . In the second part we
give a simulation example in the case where the graph is a finite regular lattice in two dimensions.
4.1. The Simulation Procedure
We compute with the simulated random field the penalized least squares estimator as it is defined
in Section 3 and compare its performance to the same estimator which is computed with an
independent reference sample. Here an independent reference sample means a sample (Xi, Yi)
of the same size and with the same marginal distributions as the random field (X(v), Y(v)), i.e.,
L(Xi, Yi) = L(X(v), Y(v)) for v ∈ V and i = 1, . . . , |V |.
The main idea for the simulation procedure dates back at least to Kaiser et al. (2012) and is based
on the concept of concliques which has the advantage that simulations can be performed faster
when compared to the Gibbs sampler; an introduction to Gibbs sampling offers Brémaud (1999).
We start with the definition of concliques:
Definition 4.1 (Concliques, cf. Kaiser et al. (2012)). LetG = (V, E) be an undirected graph with
a countable set of nodes V and let C ⊆ V . If all pairs of nodes (v,w) ∈ C × C satisfy {v,w} < E,
the set C is called a conclique. A collection C1, . . . ,Cn of concliques that partition V is called a
conclique cover; the collection is a minimal conclique cover if it contains the smallest number of
concliques needed to partition V .
Let now (Ω,A,P) be a probability space and let (S ,S) be a state space. Let Y = {Y(v) : v ∈ V}
be a collection of S -valued random variables. Then the family
{
P(Y(v) ∈ · | Y(w),w ∈ I \ {v}) }
is a full conditional distribution of Y.
Suppose that G is a graph whose nodes are partitioned into a conclique cover C1, . . . ,Cn. Let
Y = (Y(v) : v ∈ V) be a Markov random field on G which takes values in (S ,S) with a full
conditional distribution
{
Fv (Y(v) ∈ A | Y(w),w ∈ Ne(v)) : v ∈ V
}
and an initial distribution µ0.
Note that the joint conditional distribution of a conclique Y(Ci) given its neighbors which are
contained in Y(C1), . . . , Y(Ci−1), Y(Ci+1), . . . , Y(Cn) factorizes as the product of the single condi-
tional distributions due to the Markov property. This means that we can simulate the stationary
distribution of the Markov random field with a Markov chain (under mild regularity conditions).
Algorithm 4.2 (Simulation of Markov random fields with concliques, Kaiser et al. (2012)).
Simulate the starting values according to an initial distribution µ0 and obtain the vector of
Y (0) =
(
Y (0)(C1), . . . , Y
(0)(Cn)
)
. In the next step, given a vector Y (k) =
(
Y (k)(C1), . . . , Y
(k)(Cn)
)
,
simulate for i = 1, . . . , n the concliques Y (k+1)(Ci) given the (k+1)-st simulation of the neighbors
in Y (k+1)(C1), . . . , Y
(k+1)(Ci−1) and k-th simulation of the neighbors in Y (k)(Ci+1), . . . , Y (k)(Cn) with
the specified full conditional distribution. Repeat this step, until the maximum iteration number
is reached.
The following example treats the multivariate normal distribution on a graph and can be found in
Cressie (1993). Let G = (V, E) be a finite graph and {Y(v) : v ∈ V} be multivariate normal with
expectation α ∈ R|V | and covariance Σ ∈ R|V |×|V | in that Y has the density
fY (y) = (2pi)
− d
2 det(Σ)−
1
2 exp
{
−1
2
(y − α)TΣ−1(y − α)
}
.
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Then for a node v we have using the notation P for the precision matrix Σ−1
Y(v) | Y(−v) ∼ N
α(v) − (P(v, v))−1∑
w,v
P(v,w)
(
y(w) − α(w)
)
, (P(v, v))−1
 .
Since P = Σ−1 is symmetric and since we can assume that (P(v, v))−1 > 0, Y is a Markov random
field if and only if for all nodes v ∈ V
P(v,w) , 0 for all w ∈ Ne(v) and P(v,w) = 0 for all w ∈ V \ Ne(v).
Cressie (1993) investigates the conditional specification
Y(v) | Y(−v) ∼ N
α(v) + ∑
w∈Ne(v)
c(v,w)
(
Y(w) − α(w)), τ2(v) (4.1)
where C =
(
c(v,w)
)
v,w is a |V | × |V | matrix and T = diag(τ2(v) : v ∈ V) is a diagonal matrix
such that the coefficients satisfy the necessary condition τ2(v)c(w, v) = τ2(w)c(v,w) for v , w
and c(v, v) = 0 as well as c(v,w) = 0 = c(w, v) if v,w are no neighbors. This means P(v,w) =
−c(v,w)P(v, v), i.e., Σ−1 = P = T−1(I −C). If I −C is invertible and (I −C)−1T is symmetric and
positive definite, then the entire random field is multivariate normal with Y ∼ N
(
α, (I −C)−1T
)
.
With this insight it is possible to simulate a Gaussian Markov random field using concliques with
a consistent full conditional distribution. In particular, it is plausible in many applications to use
equal weights c(v,w) (cf. Cressie (1993)): we can write the matrix C as C = ηH where H is the
adjacency matrix of G, i.e., H(v,w) is 1 if v,w are neighbors, otherwise it is 0. We know from
the properties of the Neumann series that I − C is invertible if (h0)−1 < η < (hm)−1 where h0 is
the minimal and hm the maximal eigenvalue of H.
4.2. A Numerical Example
We can simulate a d-dimensional Markov random field Z = (Z1, Z2, . . . , Zd) on a graph G with
the ansatz of Cressie (1993). The marginals of the single components {Zi(v) : v ∈ V} are standard
normally distributed and the components Z1, . . . , Zd can be dependent among each other.
We give an example where we choose a lattice in two dimensions; the edge length is 40 such
that there are 1600 observations in total. We run on this lattice a Markov chain of M1 = 1000
iterations for the simulation of a three-dimensional random field Z = (Z1, Z2, Z3). Therefore we
use a Gaussian copula to simulate Z1 and Z2 as dependent and Z3 as independent. The correlation
of Z1 and Z2 is approximately 0.7.
The parameter η which describes the dependence within a random field Zi is chosen for all three
components as η = 0.25. Note that |η| ≈ 0.25means a strong dependencewhereas η ≈ 0 indicates
independence. In this case the admissible range for η is very close to (−0.257, 0.257). Note that
the interval (−0.25, 0.25) is the corresponding parameter space for a lattice wrapped on a torus.
The influence of the parameter η is as follows: if η is positive and an observation Z(v) > 0, then
Z(v) increases the expectation of Z(w) for all w ∈ Ne(v), see Equation (4.1). Conversely, if η is
negative, a positive observation Z(v) decreases the expectation of its neighbors Z(w).
In the next step, we construct a two-dimensional random field (X1, X2) from Z = (Z1, Z2, Z3) and
a one-dimensional random field with error terms ε. For the error terms, we choose the indepen-
dent component Z3, thus, these are standard normally distributed. For (X1, X2) we retransform
(Z1, Z2) as follows:
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(a) We retransform each Zi with the inverse distribution function of the standard normal distribu-
tion to the interval [-1,1] and obtain Xi, hence, there remains a correlation between X1 and X2.
(b) We retransform Zi as in (a), additionally, we transform linearly all X2 which are less than 0.1
onto [0, 0.5] and the remaining X2 onto [0.5, 1], i.e.,
X2  
0.5
0.1
X2 1{X2 < 0.1} +
(
0.5 − 0.1
1 − 0.1 +
1 − 0.5
1 − 0.1 X2 1{0.1 ≤ X2}
)
. (4.2)
Hence, in (a) the marginals of (X1, X2) are approximately uniformly distributed on [−1, 1] and
the correlation of X1 and X2 is approximately 0.68. In (b) the lower half of [−1, 1]2 contains
approximately only 10% of the data and the upper half 90%. The correlation of X1 and X2 is
approximately 0.65. The scatterplot of the two random fields is given in Figure 1.
The regression functions are given as
m1(x) ≔ 4 + 6x
2
1 − 4x22 and m2(x) = m1(x)1{‖x‖2 ≤ 0.5} − m1(x)1{‖x‖2 > 0.5}.
All in all, we consider four different set-ups of the kind Y(v) = mi(X(v))+ε(s). For the estimation
procedure, we choose our Haar basis from (3.4) and (3.7).
Now, let there be given a simulated random field (X(v), Y(v) : v ∈ V). We want to compare the
estimator of the regression functionmwhich is obtained from this randomfield with the estimator
which is obtained from an independent reference sample {(Xi, Yi) : i = 1, . . . , |V |} of the same
size. Therefore, we need to compute the L2-error
∫
R
d (mˆ − m)2 dµ in both cases. Usually, when
computing the L2-error, one partitions the data in a learning and in a test sample. The learning
sample should comprise approximately 80% of the data, cf. Kohler (2008). Then the estimator is
computed from the learning sample and the L2-error is computed from the test sample. However,
since we want to compare the estimator from the dependent setting with the independent setting,
we proceed in a different way. Namely, we compute for both estimators the L2-error with a
second independent sample of X by Monte Carlo integration: let mˆk be the estimator obtained
from the random field resp. the independent sample for a certain threshold λ. Denote the second
independent sample by {X′
i
: i = 1, . . . , |V |}. Then the L2-error is approximately,
L2(mˆk) ≈ |V |−1
|V |∑
i=1
∣∣∣mˆk(X′i ) − m(X′i )∣∣∣2 .
We point out the advantage of this method: if the law of the X(s) cannot be given analytically,
then numerical integration is unavoidable. However, in order to compare the estimators, there is
the need for a neutral testing sample. This is the second independent reference sample X′.
This step is repeated M2 = 1000 times and yields for a given threshold λ an approximate mean
and standard deviation of the L2-error. Then we choose the threshold λ which minimizes the
L2-error in the mean. The results are given in Table 1: the first table contains the results for the
random field, the second those of the independent reference sample.
For the independent samples the design distribution of X has in both cases correlations which
match those of the respective dependent samples.
Note that in all cases the hard thresholding value λ = 0.08 yields the best fit. Furthermore, the
L2-error measure for independent samples is always better than for the corresponding dependent
samples. The reason is the choice of η which is here maximal and means a strong dependence
within the lattice. We remark that further simulations show that a minor decrease in η influences
very positively the distribution of the L2-error which then corresponds almost to that of the
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independent reference samples in all four cases.
Figures 2 and 3 depict the best fit in each case for the dependent sample: one finds that the
regression estimator is able to adapt both to the local smoothness of the underlying regression
function and to the design distribution. This is quite pronounced for the second distribution where
the fourth quadrant of [−1, 1]2 is only sparsely covered with data. In this area the estimator is in
both cases nearly constant.
Estimates on two-dimensional lattice
λ (a) with m1 (b) with m1 (a) with m2 (b) with m2
0.0
2.109 2.021 0.628 0.566
(0.502) (0.328) (0.176) (0.112)
0.04
1.962 1.923 0.450 0.444
(0.485) (0.324) (0.153) (0.106)
0.08
1.914 1.901 0.333 0.379
(0.469) (0.320) (0.108) (0.087)
0.12
2.074 2.067 0.421 0.489
(0.482) (0.343) (0.110) (0.091)
0.16
2.263 2.269 0.509 0.621
(0.499) (0.364) (0.125) (0.096)
0.20
2.471 2.455 0.589 0.727
(0.489) (0.361) (0.139) (0.103)
Independent reference estimates
λ (a) with m1 (b) with m1 (a) with m2 (b) with m2
0.0
1.998 1.900 0.564 0.501
(0.426) (0.281) (0.091) (0.046)
0.04
1.855 1.800 0.388 0.376
(0.419) (0.279) (0.082) (0.042)
0.08
1.788 1.758 0.253 0.285
(0.411) (0.281) (0.043) (0.027)
0.12
1.944 1.904 0.332 0.385
(0.422) (0.285) (0.039) (0.032)
0.16
2.133 2.111 0.417 0.520
(0.432) (0.299) (0.039) (0.039)
0.20
2.329 2.294 0.483 0.632
(0.446) (0.307) (0.053) (0.041)
Table 1: L2-error of regression problems 1 - 4 based on 1000 simulations. For the dependent sample we run 1000
iterations of the MCMC algorithm of Kaiser et al. (2012). The estimated mean and in brackets the estimated standard
deviation for a resolution j = 5. The threshold λ ≈ 0.08 is optimal in all cases. Note that the estimator from the
dependent sample performs less well than the estimator from the independent reference sample both the mean and the
standard deviation are bigger.
5. Proofs
We write A, Ai, A˜i resp. C, Ci and C˜i for constants whose values are not necessarily the same.
18
Proof of Theorem 3.1. We have with the defining property of m and the properties of the condi-
tional expectation for an independent observation (X′(eN), Y′(eN))
E
[
|mˆk(X′(eN)) − Y′(eN)|2
∣∣∣ X(In(k)), Y(In(k)) ]
= E
[
|mˆk(X′(eN)) − m(X′(eN))|2
∣∣∣ X(In(k)), Y(In(k)) ] +E [ |m(X′(eN)) − Y′(eN)|2 ] .
Thus,∫
R
d
|mˆk − m|2 dµ = E
[
|mˆk(X′(eN)) − Y′(eN)|2
∣∣∣ X(In(k)), Y(In(k)) ] −E [ |m(X′(eN)) − Y′(eN)|2 ] .
SinceE
[
|m(X′(eN)) − Y′(eN)|2
]
is constant for all k and a−b = (√a−
√
b)(
√
a+
√
b), it suffices
to prove that the following terms vanish for k → ∞
0 ≤
{
E
[
(mˆk(X
′(eN)) − Y′(eN))2 | X(In(k)), Y(In(k))
]1/2 − inf
f∈Fk ,
‖ f ‖∞≤βk
E
[
( f (X(eN)) − Y(eN))2
]1/2 }
+
 inff∈Fk ,‖ f ‖∞≤βkE
[
( f (X(eN)) − Y(eN))2
]1/2 −E [ (m(X(eN)) − Y(eN))2 ]1/2
 =: T1,k + T2,k. (5.1)
The second term T2,k in (5.1) converges to zero in the mean (resp. a.s.): this follows immediately
with the reverse triangle inequality and the denseness assumption on the function spaces from
(3.1); in the case of Haar wavelet spaces from (3.4) we need here that the sequence (wk : k ∈ N)
converges to infinity if the distribution of the X(s) is not bounded in order to guarantee the
denseness.
The first term T1,k in (5.1) can be bounded in the following way (cf. again Kohler (2003))
T1,k ≤ 2E
[
(Y(eN) − YL(eN))2
]1/2
+ 2
 1|In(k)|
∑
s∈In(k)
(Y(s) − YL(s))2

1/2
+max
Ĵ⊆J
penk(Ĵ)
+ 2 sup
f∈TβkFk
∣∣∣∣∣∣∣∣
 1|In(k)|
∑
s∈In(k)
| f (X(s)) − YL(s)|2

1/2
−
(
E
[
| f (X(eN)) − YL(eN)|2
])1/2∣∣∣∣∣∣∣∣ .
Evidently, penk(Ĵ) = O
(
λ2
k
K∗
)
→ 0 by assumption. For a.s. convergence of the entire term T1,k,
we need the ergodicity of the random field {Y(s) : s ∈ ZN }. This is guaranteed if the random field
Y is strong mixing and stationary by Theorem Appendix B.4, Hence, we have a.s. 1|In(k)|
∑
s∈In(k)
(Y(s) − YL(s))2

1/2
→ E
[
(Y(eN) − YL(eN))2
]1/2
as k → ∞
and E
[
(Y(eN) − YL(eN))2
]1/2 → 0 as L → ∞.
Consequently, it remains to show that
S k ≔ sup
f∈TβkFk
∣∣∣∣∣∣∣∣
 1|In(k)|
∑
s∈In(k)
| f (X(s)) − YL(s)|2

1/2
−
(
E
[
| f (X(eN)) − YL(eN)|2
])1/2∣∣∣∣∣∣∣∣→ 0, (5.2)
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in the mean (resp. a.s.). For the convergence in the mean of (5.2), use the fact that (
√
a−
√
b)2 ≤
|a − b|, thus, together with Hölder’s inequality on probability spaces, the mean of S k satisfies
E [ S k ] ≤ E
 sup
f∈TβkFk
∣∣∣∣∣∣∣∣
 1|In(k)|
∑
s∈In(k)
| f (X(s)) − YL(s)|2
 − (E [ | f (X(eN)) − YL(eN)|2 ])
∣∣∣∣∣∣∣∣

1/2
,
and apply Theorem Appendix A.7 to the RHS. In case of a.s.-convergence, use again the re-
lation | √a −
√
b| ≤ √|a − b| and the continuity of the square root function. Hence, Theo-
rem Appendix A.7 applies in this case, too. In detail, we have for the tail distribution for ε > 0
fix
P
 sup
f∈TβkFk
∣∣∣∣∣∣∣∣
 1|In(k)|
∑
s∈In(k)
| f (X(s)) − YL(s)|2
 − (E [ | f (X(eN)) − YL(eN)|2 ])
∣∣∣∣∣∣∣∣ > ε

≤ A˜1HTβkFk
(
ε
128βk
)
exp
− A˜2ε
(∏N
i=1 ni(k)
)1/(N+1)
β2
k
∏N
i=1 log ni(k)

≤ A1 exp
A2K∗ logβk − A3
(∏N
i=1 ni(k)
)1/(N+1)
β2
k
∏N
i=1 log ni(k)
 ,
where in the last inequality we use that the vector space dimension of Fk is at most K∗. The
constants A˜i, Ai depend on the lattice dimension, the bound on the mixing coefficients and ε > 0.
One finds that (5.2) converges to zero in the mean if
β2k K
∗ log βk
N∏
i=1
log ni(k)
/  N∏
i=1
ni(k)
1/(N+1) → 0 as k → ∞.
a.s.-convergence of the term in (5.2) follows with an application of the first Borel-Cantelli
Lemma if additionally, for some positive δ > 0
β2k (log k)
1+δ
N∏
i=1
log ni(k)
/  N∏
i=1
ni(k)
1/(N+1) → 0 as k → ∞.
Lemma 5.1 (Variant of Lemma 1 in Kohler (2008)). Let f ∈ Fc ◦ pi for a partition pi ∈ ∏u for
1 ≤ u ≤ umax. Then for fix ω ∈ Ω there are balanced wavelets f j1 , . . . , f jv ∈ Fk which depend on
this ω ∈ Ω, such that Fc ◦ pi = 〈 f j1 , . . . , f jv〉 in L2(µn) and v ≤ |pi| = (2d − 1)(u − 1) + (2wk)d.
Proof. The proof follows with induction on 1 ≤ u ≤ umax = 1+ (2wk)d(2( j1− j0)d − 1)/(2d − 1) and
the definition of the set systems
∏
u. If u = 1, then
∏
1 only contains the partition
pi = {suppΦ j0,γ : γ ∈ A j0,k} = {2− j0[γ, γ + eN) : γ ∈ A j0,k}.
For the inductive step, u → u + 1, let pi ∈ ∏u+1 be a partition and pi′ ∈ ∏u the corresponding
predecessor partition which satisfies the relationship
pi =
(
pi′ \ {A}) ∪ {Au1
1
× . . . × Aud
d
: ui ∈ {L,R}, i = 1, . . . , d}.
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By construction, in L2(µn) the following equality is true
Fc ◦ {Au11 × . . . × Audd : ui ∈ {L,R}, i = 1, . . . , d} =
〈
1{Au1
1
× . . . × Aud
d
} : ui ∈ {L,R}, i = 1, . . . , d
〉
=
〈
1{A}, f ′1 , . . . , f ′2d−1
〉
,
where the f ′
i
are the orthonormal balanced wavelets on A from our construction and 1{A} ∈
Fc◦pi′. By the inductive step, Fc◦pi′ =
〈
f j1 , . . . , f jv
〉
for certain wavelets f js from the constructed
orthonormal system with v ≤ |pi| = (2d − 1)(u − 1) + (2wk)d. Hence, Fc ◦ pi can be represented
with (2d − 1)u + (2wk)d elements as
Fc ◦ pi =
〈
f j1 , . . . , f jv , f
′
1 , . . . , f
′
2d−1
〉
.
This finishes the proof.
Proof of Theorem 3.2. Let (X′(In(k)), Y′(In(k))) be an i.i.d. ghost sample on an enlarged probability
space with the same marginal distributions as the observations (X(s), Y(s)) for the given sequence
of index sets In(k) from (2.2) and (2.3). Let the truncation sequence be given by βk ≡ B. We define
the empirical norms for a real valued function f onRd
‖ f ‖k ≔
|In(k)|−1 ∑
s∈In(k)
f (X(s))2

1/2
and ‖ f ‖′k ≔
|In(k)|−1 ∑
s∈In(k)
f (X′(s))2

1/2
.
Additionally, write ‖ · ‖ for the L2(µ)-norm: ‖ f ‖2 =
∫
R
d f
2 dµ. The L2-error decomposes in three
terms∫
R
d
|mˆk − m|2 dµ =
{
‖mˆk − m‖2 − 2
(
(‖mˆk − m‖′k)2 + penk(mk)
)}
+ 2
{
‖mˆk − m‖2k + penk(mk)
}
+ 2
{
(‖mˆk − m‖′k)2 − ‖mˆk − m‖2k
}
=: T1,k + T2,k + T3,k.
We investigate the terms Ti,k separately. We start with T1,k: note that mˆk ∈ TBFk, consequently,
P
(
T1,k > t
)
= P
(
‖mˆk − m‖2 − 2
(
(‖mˆk − m‖′k)2 + penk(mk)
)
> t
)
≤ P
sup
f∈Fk
‖TB f − m‖2 − 2
(
(‖TB f − m‖′k)2 + penk( f )
)
> t

≤ P
(
∃ f ∈ TBFk : E
[
( f (X(eN)) − m(X(eN)))2
]
− 1|In(k)|
∑
s∈In(k)
(
f (X′(s)) − m(X′(s)))2
>
1
2
(
t +E
[
( f (X(eN)) − m(X(eN)))2
]) )
,
(5.3)
here we can omit the penalizing term because penk( f ) ≥ 0. Apply Lemma Appendix A.9 to
Equation (5.3) with the parameters α = β = t/2 and δ = 1/2:
(5.3) ≤ 14HTBFk
(
t/4
20B
)
exp
(
− t/2 |In(k)|
2568 B4
)
≤ C1 exp
(
C2 K
∗ log(B2/t) −C3 t |In(k)|/B4
)
,
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where we use that both logHTBFk
(
t/4
20B
)
≤ C1V(TBFk)+ log
(
C2B
2
t
)
and V(TBFk)+ ≤ VF +k ≤ K∗ +
1. The constants C1,C2,C3 do not depend on In(k), K
∗, t or B. Hence, we choose vk ≔
K∗ |In(k)|−1
(∏N
i=1 log ni(k)
)2
and the expectation of the first term can be bounded by
E
[
T1,k
] ≤ vk + ∫ ∞
vk
P
(
T1,k > t
)
dt = O
K∗
 N∏
i=1
log ni(k)
2 /|In(k)|
 . (5.4)
We study the second term T2,k: therefore define the function which minimizes the penalized sum
of squares
m∗k ≔ argmin
f∈Fk
 1|In(k)|
∑
s∈In(k)
( f (X(s)) − m(X(s)))2 + penk( f )
 .
We compute the conditional expectation of T2,k given the data X(In(k)) and use the pointwise
inequality |mˆk − m| ≤ |mk − m| which is true because both mˆk and m are bounded by B,
1
2
E
[
T2,k | X(In(k)) ]
≤ E
[
‖mk − m‖2k + penk(mk) | X(In(k))
]
≤ E
[
‖mk − m‖2k + penk(mk) − 2
(∥∥∥m∗k − m∥∥∥2k + penk(m∗k)) ∣∣∣∣ X(In(k)) ]
+ 2
(∥∥∥m∗k − m∥∥∥2k + penk(m∗k))
≤ vk +
∫ ∞
vk
P
(
‖mk − m‖2k + penk(mk) > 2
(∥∥∥m∗k − m∥∥∥2k + penk(m∗k)) + t ∣∣∣∣ X(In(k))) dt
+ 2 inf
f∈Fk
 1|In(k)|
∑
s∈In(k)
( f (X(s)) − m(X(s)))2 + penk( f )
 ,
(5.5)
for vk > 0 and where we use the continuity properties of a conditional distribution function as
well as the defining property of m∗
k
. Set V2(mk |m∗k) ≔
∥∥∥mk − m∗k∥∥∥2k + penk(mk) and consider the
conditional distribution in Equation (5.5): one can show with elementary calculations, cf. the
proof of van de Geer (2001) Theorem 2.1 that by the definitions of mk and m
∗
k
for given data
X(In(k)) = x(In(k)) ≔ {xs : s ∈ In(k)} ⊆ Rd the inclusion{
‖mk − m‖2k + penk(mk) > 2
(∥∥∥m∗k − m∥∥∥2k + penk(m∗k)) + t}
⊆
 1|In(k)|
∑
s∈In(k)
ς(X(s)) ε(s)
(
mk(x(s)) − m∗k(x(s))
)
≥ V2(mk|m∗k)/12 and V2(mk |m∗k) ≥ t

is true. Hence, the conditional distribution from Equation (5.5) can be bounded as
P
(
‖mk − m‖2k + penk(mk) > 2
(∥∥∥m∗k − m∥∥∥2k + penk(m∗k)) + t)
∣∣∣∣∣∣
X(In(k))=x(In(k))
≤ P
 1|In(k)|
∑
s∈In(k)
ς(x(s)) ε(s)
(
mk(x(s)) − m∗k(x(s))
)
≥ V2(mk |m∗k)/12 and V2(mk|m∗k) ≥ t

∣∣∣∣∣∣∣∣
X(In(k))=x(In(k) )
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≤
∞∑
l=0
P
(
1
|In(k)|
∑
s∈In(k)
ς(x(s)) ε(s)
(
mk(x(s)) − m∗k(x(s))
)
≥ 2
2lt
12
and V2(mk|m∗k) ∈
[
22lt, 22(l+1)t
) )∣∣∣∣∣∣
X(In(k))=x(In(k))
≤
∞∑
l=0
P
(
∃ f ∈ Fk : 1|In(k)|
∑
s∈In(k)
ς(x(s)) ε(s)
(
f (x(s)) − m∗k(x(s))
)
≥ 2
2lt
12
and V2( f |m∗k) ≤ 22(l+1)t
)∣∣∣∣∣∣
X(In(k))=x(In(k) )
.
(5.6)
Thus, it suffices to show that (5.6) can be bounded suitably. Define for δ > 0 the functions classes
Gk,l(δ) ≔ T√|In(k) | 2l+1 √δ
{
f − m∗k : f ∈ Fk, V2( f |m∗k) ≤ 22(l+1)δ
}
.
The function class Gk,l(t) corresponds to the functions used in (5.6). Note that we can truncate
the functions at ±√|In(k)| 2l+1 √t because the admissible f ∈ Fk fulfill | f (X(s)) − m∗k(X(s))| ≤√|In(k)| 2l+1√t. Set
R(n) ≔ |In|1/(N+1)
/ N∏
i=1
log ni for n ∈ NN+ .
Now we are able to apply Lemma Appendix A.10 to the probabilities in the sum in (5.6) (with
K ≔ 2l
√
t)
(5.6) =
∞∑
l=0
P
 sup
g∈Gk,l(t)
 1|In(k)|
∑
s∈In(k)
ς(x(s)) ε(s)g(xs) >
22lt
12

 (5.7)
≤
∞∑
l=0
inf
D1>0
HGk,l(t)
 (22l t/12)2
8 · 22lt |In(k)|1/2 2l+1
√
t

·
{
C1D
1−τ
1 (2
2l t)−1 exp
(
−C2Dτ1
)
+C1 exp
(
−C2 2
2lt
D1
R(n(k))
)}
+
∞∑
l=0
inf
D2>0
{
C1D
1−τ/2
2
(22l t)−1 exp
(
−C2Dτ/22
)
+C1 exp
(
−C2 2
2lt
D2
R(n(k))
)}
,
(5.8)
the constants C1 and C2 only depend on the lattice dimension N, the bound on the mixing coef-
ficients and the tail parameters κ0, κ1, τ. The covering number of this function classes Gk,l(δ) can
be bounded with help of the Vapnik-Chervonenkis dimension of Fk
HGk,l(δ)
 (22l δ/12)2
8 · 22lδ |In(k)|1/22l+1
√
δ
 = HGk,l(δ)  2l√δ2304|In(k)|1/2
 ≤ (C |In(k)|)2VG+k (δ) ≤ (C |In(k)|)2(K∗+2)
because Gk,l(δ) ⊆ T√|In(k) |2l+1 √δ
〈
Fk,m∗k
〉
and the R-linear space
〈
Fk,m∗k
〉
has a vector space di-
mension of at most K∗ + 1; the bound can then be deduced from Proposition Appendix A.3.
Note that Equation (5.8) is summable over the index l for all D1,D2 ∈ R+ which are independent
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of l. We have again for suitable constants (which only depend on the lattice dimension N, the
bound on the mixing coefficients and the tail parameters)
(5.8) ≤ (C1 |In(k)|)2(K∗+2) · inf
D1>0
{
D1−τ1 t
−1 exp
(
−C2Dτ1
)
+ exp
(
−C2 t R(n(k))
D1
)}
+C1 · inf
D2>0
{
D
1−τ/2
2
t−1 exp
(
−C2Dτ/22
)
+ exp
(
−C2 t R(n(k))
D2
)}
.
(5.9)
Set the parameter Di for each t such that the asymptotic growth rate of the two exponential terms
are equal inside each factor of curly brackets of (5.9), i.e.
D1 ≔ t
1/(1+τ)
|In(k)|1/(N+1)/ N∏
i=1
log ni(k)
1/(τ+1) and D2 ≔ D(1+τ)/(1+τ/2)1 .
In particular, we find
∫ ∞
vk
exp
(
−C2 tτ/(1+τ) R(n(k))τ/(1+τ)
)
dt ≤ C (1 + τ)
τ
v
1/(1+τ)
k
exp
(
−C2 (vk R(n(k)))τ/(1+τ)
)
R(n(k))τ/(1+τ)
. (5.10)
In addition, we have D1−τ
1
t−1 = t−2τ/(1+τ) R(n(k))(1−τ)/(1+τ), hence, this factor is decreasing in t.
Define
vk ≔
K∗
 N∏
i=1
log ni(k)
2

(1+τ)/τ /
R(n(k)).
If we combine (5.9) with (5.10), we find that the integral from vk to ∞ over the integrand in the
first line of (5.9) decreases at a speed which is asymptotically in
O
(K∗( N∏
i=1
log ni(k))
2)(1+τ)/τ/R(n(k))
 .
In the same way, by formally replacing τ with τ/2, one finds that the integral over the integrand
in the second line in (5.9) is in O
(
(K∗(
∏N
i=1 log ni(k))
2)(2+τ)/τ/R(n(k))
)
. With this reduction, we
can estimate the integral in Equation (5.5) as∫ ∞
vk
P
(
‖mk − m‖2k + pen(mk) > 2
(∥∥∥m∗k − m∥∥∥2k + pen(m∗k)) + t ∣∣∣∣ X(In(k))) dt
≤ C (K
∗(
∏N
i=1 log ni(k))
2)(2+τ)/τ
R(n(k))
,
where the constant C only depends on the lattice dimension N, the bound on the mixing coeffi-
cients and the tail parameters. Hence, the expectation of T2,k is bounded by
E
[
T2,k
]
≤ 4E
 inff∈Fk
 1|In(k)|
∑
s∈In(k)
| f (X(s)) − m(X(s))|2 + penk( f )

 +C (K∗(
∏N
i=1 log ni(k))
2)(2+τ)/τ
R(n(k))
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≤ 4 inf
f∈Fk
{∫
R
d
| f − m|2 dµ +E [ penk( f ) ]} +C (K∗(∏Ni=1 log ni(k))2)(2+τ)/τ
R(n(k))
(5.11)
≤ 4 min
1≤u≤K∗
 inff∈Fk ,
f=
∑u
i=1 aigi
∫
R
d
| f − m|2 dµ + uλ2k
 +C (K
∗(
∏N
i=1 log ni(k))
2)(2+τ)/τ
R(n(k))
.
Especially in the case of the wavelet system we can bound (5.11) slightly better if we use
Lemma 5.1:
(5.11) ≤ 4 min
1≤u≤umax
{
λ2k
(
(2d − 1)(u − 1) + (2wk)d
)
+ min
pi∈∏u inff∈Fc◦pi
∫
R
d
| f − m|2 dµ
}
+ C
(2 · 2 j1− j0wk)d
 N∏
i=1
log ni(k)
2

(2+τ)/τ /
R(n(k)),
where umax = 1 + (2wk)
d[(2d( j1− j0) − 1)/(2d − 1)] is the maximum index of the sets of parti-
tions given in Equation (3.8). We consider the third term. Define the function class Gk ≔{
g f ≔ ( f − m)2 : f ∈ TBFk
}
. Let f1, . . . , fv be an ε˜-cover of TBFk w.r.t. the L1-norm of the em-
pirical measure of the points (x1, . . . , xu) ⊆ Rd. As both m and the functions f in TBFk are
bounded by B, we have that the functions in Gk are bounded by 4B2. Furthermore, the functions
g fi (x) ≔ ( fi(x) − m(x))2 (i = 1, . . . , v) are a 4Bε˜-cover of Gk w.r.t. the L1-norm of the empirical
measure induced by x1, . . . , xu ⊆ Rd. Indeed, let f ∈ TBFk be in the neighborhood of f j and
denote by g f resp. g f j the corresponding functions, then
1
u
u∑
i=1
∣∣∣ g f (xi) − g f j(xi) ∣∣∣ = 1u
u∑
i=1
∣∣∣ ( f (xi) − m(xi))2 − ( f j(xi) − m(xi))2 ∣∣∣
≤ 4B
u
u∑
i=1
∣∣∣ f (xi) − f j(xi) ∣∣∣ ≤ 4B ε˜.
Consequently, HGk (t/4) ≤ HTBFk (t/(16B)) and with Lemma Appendix A.8, we obtain for the
distribution of T3,k the following inequalities
P
(
(‖mˆk − m‖′k)2 − ‖mˆk − m‖2k > t
)
≤ P
 sup
f∈TBFk
∣∣∣∣∣∣∣∣ 1|In(k)|
∑
s∈In(k)
( f (X′(s)) − m(X′(s)))2 − 1|In(k)|
∑
s∈In(k)
( f (X(s)) − m(X(s)))2
∣∣∣∣∣∣∣∣ > t

≤ HTBFk
(
t
16B
)
sup
j
P
(∣∣∣∣∣∣ 1|In(k)| ∑
s∈In(k)
( f j(X
′(s)) − m(X′(s)))2
− 1|In(k)|
∑
s∈In(k)
( f j(X(s)) − m(X(s)))2
∣∣∣∣∣∣> t2
)
≤ C1 exp
(
C2K
∗ log(B2/t) −C3R(n(k)) t/B2
)
, (5.12)
for suitable constants C1,C2,C3 ∈ R+ which only depend on the lattice dimension N, the bound
on the mixing coefficients. Here, we use VTBF +k ≤ K∗ + 1. Hence, the expectation of the first
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term is bounded as
1
2
E
[
T3,k
] ≤ vk +C1 exp (C2 K∗ log(1/vk)) ∫ ∞
vk
exp (−C3tR(n(k))) dt
= O
K∗
 N∏
i=1
log ni(k)
2 /R(n(k))
 .
All in all, T1,k and T3,k are both negligible and the asymptotic properties are determined by
T2,k.
Proof of Theorem 3.3. The proof can be carried out in the same way as the proof of Theorem 3.2.
The bounds on the terms T1,k and T3,k do not change, both terms are inO
(
K∗
(∏N
i=1 log ni(k)
)2 /
R(n(k))
)
.
The second term can be treated in the same way until Equation (5.7). Here use Theorem
Appendix A.7 to obtain constants
(A.11) ≤
∞∑
l=0
C1
C2√|In(k)| √t2l+122lt
2(K
∗
+2)
exp
(
−C322l t R(n(k))
)
≤ C1
C2√|In(k)|√
t
2(K
∗
+2)
exp (−C3tR(n(k))) .
With this bound it is straightforward to show
E
[
T2,k
] ≤ 4 inf
f∈Fk
{∫
R
d
| f − m|2 dµ +E [ penk( f ) ]} +C K∗
(∏N
i=1 log ni(k)
)2
R(n(k))
and we are back in Equation (5.11). In this case, the constant C only depends on the lattice
dimension N and the bound on the mixing coefficients. This finishes the proof.
Supplementary Material
A supplement Krebs (2016b) gives further technical results for the simulation procedure which
is used in Section 4.
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Appendix A. Exponential inequalities for dependent sums
We start with a definition of the covering number:
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Definition Appendix A.1 (ε-covering number). Let
(
R
d,B(Rd)
)
be endowed with a probability
measure ν and let G be a set of real valued Borel functions on Rd and let ε > 0. Every finite
collection g1, . . . , gN of Borel functions on R
d is called an ε-cover of G w.r.t. ‖ · ‖Lp(ν) of size N
if for each g ∈ G there is a j, 1 ≤ j ≤ N, such that
∥∥∥g − g j∥∥∥Lp(ν) < ε. The ε-covering number of
G w.r.t. ‖ · ‖Lp(ν) is defined as
N
(
ε,G, ‖ · ‖Lp(ν)
)
:= inf
{
N ∈ N : ∃ ε − cover of G w.r.t. ‖ · ‖Lp(ν) of size N
}
.
Evidently, the covering number is monotone: N
(
ε2,G, ‖ · ‖Lp(ν)
)
≤ N
(
ε1,G, ‖ · ‖Lp(ν)
)
if ε1 ≤ ε2.
The covering number can be bounded uniformly over all probability measures for a class of
bounded functions under mild regularity conditions. Thus, the following covering condition is
appropriate for many function classes G.
Condition Appendix A.2 (Covering condition). G is a class of uniformly bounded, measurable
functions f : Rd → R such that ‖ f ‖∞ ≤ B < ∞ and for all ε > 0 and all N ≥ 1 the following is
true:
For any choice z1, . . . , zM ∈ Rd the ε-covering number of G w.r.t. the L1-norm of
the discrete measure with point masses 1
M
in z1, . . . , zM is bounded by a determin-
istic function depending only on ε and G, which we shall denote by HG(ε), i.e.,
N
(
ε,G, ‖ · ‖L1(ν)
)
≤ HG(ε)., where ν = 1M
∑M
k=1 δzk .
Denote by G+ :=
{{
(z, t) ∈ Rd × R : t ≤ g(z)} : g ∈ G} the class of all subgraphs of the class
G. Condition Appendix A.2 is satisfied if the Vapnik-Chervonenkis dimension of G+ is at least
two, i.e.,VG+ ≥ 2 and if ε sufficiently small:
Proposition Appendix A.3 (Bound on the covering number, Haussler (1992)). Let [a, b] ⊂ R
be a finite interval. Let G be a class of uniformly bounded real valued functions g : Rd 7→ [a, b]
such thatVG+ ≥ 2. Let 0 < ε < (b − a)/4. Then for any probability measure ν on B(Rd)
N
(
ε,G, ‖ · ‖Lp(ν)
)
≤ 3
(
2e(b − a)p
εp
log
3e(b − a)p
εp
)VG+
.
In particular, in the case that G is an r-dimensional linear space, we haveVG+ ≤ r + 1.
The Bernstein inequality fromValenzuela-Domínguez et al. (2016) from TheoremAppendix A.4
puts us in position to formulate the inequality which yields upper bounds on probability of the
event of the type supg∈G
∣∣∣∣∣∣∣ 1|In|
∑
s∈In
g(Z(s)) −E [ g(Z(eN)) ]
∣∣∣∣∣∣∣ > ε
 . (A.1)
Of course, (A.1) is not an event for general function classes, however, we assume that the function
classes in the present context are sufficiently regular such that (A.1) isA-measurable.
Theorem Appendix A.4 (Bernstein inequality for spatial lattice processes). Let Z := {Z(s) : s ∈
Z
N } be a real-valued random field defined onZN . Let Z be strong mixing with mixing coefficients
{α(k) : k ∈ N+} such that each Z(s) is bounded by a uniform constant B and has expectation zero
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and the variance of Z(s) is uniformly bounded by σ2. Furthermore, put α¯k :=
∑k
u=1 u
N−1α(u). Let
P(n),Q(n) be non-decreasing sequences in NN
+
which are indexed by n ∈ NN
+
and which satisfy
for each 1 ≤ i ≤ N
1 ≤ Qi(ni) ≤ Pi(ni) < Qi(ni) + Pi(ni) < ni.
Furthermore, let n˜ := |In| = n1·. . .·nN , P˜ := P1(n1)·. . .·PN(nN) and q := min {Q1(n1), . . . ,QN(nN)}
as well as p := max {P1(n1), . . . , PN(nN)}. Then for all ε > 0 and β > 0 such that 2N+1BP˜eβ < 1
P

∣∣∣∣∣∣∣∑
s∈In
Z(s)
∣∣∣∣∣∣∣ > ε
 ≤ 2 exp {12√e2N n˜P˜α(q)P˜
/
[n˜(2N+1)]
}
· exp
{
−βε + 23Nβ2e
(
σ2 + 12B2γα¯p
)
n˜
}
,
(A.2)
where γ is a constant which depends on the lattice dimension N.
Proof. A proof can be found in Valenzuela-Domínguez et al. (2016).
We can formulate the following extension of the above Bernstein inequality
Theorem Appendix A.5. Let {Z(s) : s ∈ I} be a strong mixing random field with E [Z(s) ] = 0
and E
[
Z(s)2
]
≤ σ2 < ∞. Furthermore, assume that the tail distribution is bounded by
P(|Z(s)| > z) ≤ κ0 exp (−κ1zτ) (A.3)
for κ0, κ1, τ > 0. Then, for any B > 0, we have with the notation from Theorem Appendix A.4
P

∣∣∣∣∣∣∣∑
s∈In
Z(s)
∣∣∣∣∣∣∣ > ε
 ≤ 12ετ κ0κ− 1τ1 Γ (τ−1, κ1Bτ) |In| + 2 exp
{
12
√
e2N
n˜
P˜
α(q)P˜
/
[n˜(2N+1)]
}
· exp
{
−1
3
βε
}
· exp
{
23Nβ2e
(
σ2 + 48B2γ α¯p
)
n˜
}
where Γ denotes the upper incomplete Γ function.
Proof. A proof can be found in Valenzuela-Domínguez et al. (2016).
We give two results which are immediate consequences of TheoremsAppendix A.4 and Appendix A.5:
Proposition Appendix A.6. Let the real valued random field Z satisfy Condition 2.1 (1) and
(2). The Z(s) have expectation zero and are bounded by B. Let n ∈ NN
+
be such that both
min
1≤i≤N
ni ≥ e2 and min{ni : i = 1, . . . ,N}
max{ni : i = 1, . . . ,N} ≥ C
′,
for a constant C′ > 0. There are constants A1, A2 ∈ R+ which depend on the lattice dimension
N, the constant C′ and the bound on the mixing coefficients but not on n ∈ NN
+
and not on B such
that for all ε > 0
P

∣∣∣∣∣∣∣∑
s∈In
Z(s)
∣∣∣∣∣∣∣ > ε
 ≤ A1 exp
−A2ε B−1
 N∏
i=1
ni
−N/(N+1)  N∏
i=1
log ni
−1
 .
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Proof. A proof can be found in Valenzuela-Domínguez et al. (2016).
Theorem Appendix A.7 (A uniform concentration inequality). Let Z be a random field on
(Ω,A,P) which satisfies Condition 2.1 (1) and (2). Let G be a set of measurable functions
g : Rd → [0, B] for B ∈ [1,∞) which satisfies Condition Appendix A.2. Let n ∈ NN
+
be such that
both
min
1≤i≤N
ni ≥ e2 and min{ni : i = 1, . . . ,N}
max{ni : i = 1, . . . ,N} ≥ C
′,
for a constant C′ > 0. Then given that (A.1) is measurable[A |B(Rd)], for any ε > 0
P
sup
g∈G
∣∣∣∣∣∣∣ 1|In|
∑
s∈In
g(Z(s)) −E [ g(Z(eN)) ]
∣∣∣∣∣∣∣ > ε

≤ A1 HG
(
ε
32
) exp
(
−A2 ε
2 |In|
B2
)
+ exp
− A3 ε |In|
B
(∏N
i=1 ni
)N/(N+1) ∏N
i=1 log ni


where the constants A1, A2 and A3 only depend on the lattice dimension N, C
′ and on the bound
on the mixing coefficients given by c0, c1 ∈ R in Condition 2.1 (2).
Since in practice, we shall use the bound given in Theorem Appendix A.7 on an increasing
sequence (n(k) : k ∈ N) ⊆ NN
+
and on increasing function classes Gk whose essential bounds
Bk increase with the size of the index sets In(k), it is possible to omit the first factor in the above
theorem under certain conditions: let a sequence of function classes Gk with bounds Bk and a
sequence (εk : k ∈ N+) ⊆ R+ be given such that
lim
k→∞
εk |In(k)|
/ Bk
 N∏
i=1
ni(k)
N/(N+1) N∏
i=1
log ni(k)
 = ∞,
then the above equation reduces to
P
sup
g∈Gk
∣∣∣∣∣∣∣∣ 1|In(k)|
∑
s∈In(k)
g(Z(s)) −E [ g(Z(eN)) ]
∣∣∣∣∣∣∣∣ > εk

≤ A1 HGk
(
εk
32
)
exp
− A2 εk |In(k)|
Bk
(∏N
i=1 ni(k)
)N/(N+1)∏N
i=1 log ni(k)

with new constants A1, A2 ∈ R+.
Proof of Theorem Appendix A.7. We assume the probability space to be endowed with the i.i.d.
random variables Z′(s) for s ∈ In which have the same marginal laws as the Z(s). We write for
shorthand
S n(g) :=
1
|In|
∑
s∈In
g(Z(s)) and S ′n(g) :=
1
|In|
∑
s∈In
g(Z′(s)).
Thus, we can decompose
P
sup
g∈G
∣∣∣S n(g) −E [ g(Z(eN)) ]∣∣∣ > ε
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≤ P
sup
g∈G
∣∣∣S n(g) − S ′n(g)∣∣∣ > ε2
 +P sup
g∈G
∣∣∣S ′n(g) −E [ g(Z′(eN)) ]∣∣∣ > ε2
 (A.4)
and apply Theorem 9.1 from Györfi et al. (2002) to second term on the right-hand side of (A.4)
which is bounded by
P
sup
g∈G
∣∣∣S ′n(g) −E [ g(Z′(eN)) ]∣∣∣ > ε2
 ≤ 8HG ( ε
16
)
exp
(
− |In|ε
2
512B2
)
. (A.5)
To get a bound on the first term of the right-hand side of (A.4), we apply for fix ω ∈ Ω Condition
Appendix A.2 to the set {Z(s, ω), Z′(s, ω) : s ∈ In}. Let g∗k(ω) for k = 1, . . . ,H∗ := HG
(
ε
32
)
be
chosen as in Condition Appendix A.2, possibly with some redundant g∗
k
(ω) for H˜(ω) < k ≤ H∗
where H˜(ω) is the number of non-redundant functions. Note that H∗ is deterministic. Define the
random sets for k = 1, . . . ,H∗ by
Uk(ω) :=
g ∈ G : 12|In|∑
s∈In
∣∣∣∣g(Z(s, ω)) − g∗k(Z(s, ω))∣∣∣∣ + ∣∣∣∣g(Z′(s, ω)) − g∗k(Z′(s, ω))∣∣∣∣ < ε32
 ,
note that some Uk(ω) might be redundant for H˜(ω) < k ≤ H∗. This implies that for each ω ∈ Ω
we can write G = U1(ω) ∪ . . . ∪ Uk(ω), consequently,
P
sup
g∈G
∣∣∣S n(g) − S ′n(g)∣∣∣ > ε2
 = P ( max
1≤k≤H∗
sup
g∈Uk
∣∣∣S n(g) − S ′n(g)∣∣∣ > ε2
)
≤ E
 H˜∑
k=1
1{
supg∈Uk |S n(g)−S ′n(g)|>
ε
2
}
 ≤ H
∗∑
k=1
P
(
sup
g∈Uk
∣∣∣S n(g) − S ′n(g)∣∣∣ > ε2
)
. (A.6)
In the following we suppress the ω-wise notation; let now g ∈ Uk be arbitrary but fix, then
|S n(g) − S ′n(g)| ≤ 2
ε
32
+ |S n(g∗k) − S ′n(g∗k)|. (A.7)
Thus, using Equation (A.7), we get for each summand in (A.6)
P
(
sup
g∈Uk
∣∣∣S n(g) − S ′n(g)∣∣∣ > ε2
)
≤ P
(∣∣∣S n(g∗k) − S ′n(g∗k)∣∣∣ > 7ε16
)
≤ P
(∣∣∣∣S n(g∗k) −E [ g∗k(Z(eN)) ]∣∣∣∣ > 7ε32
)
+P
(∣∣∣∣S ′n(g∗k) −E [ g∗k(Z′(eN)) ]∣∣∣∣ > 7ε32
)
. (A.8)
The second term on the right-hand side of (A.8) can be estimated using Hoeffding’s inequality,
we have
P
(∣∣∣∣S ′n(g∗k) −E [ g∗k(Z′(eN)) ]∣∣∣∣ > 7ε32
)
≤ 2 exp
{
−98 |In| ε
2
322 B2
}
. (A.9)
We apply the Bernstein inequality for strong spatial mixing data from Theorem Appendix A.4
to the first term of Equation (A.8). We obtain for the first term on the right-hand side of (A.8)
with Proposition Appendix A.6
P
(∣∣∣∣S n(g∗k) −E [ g∗k(Z(eN)) ]∣∣∣∣ > 7ε32
)
≤ 2A1 exp
− A2ε|In|
B
(∏N
i=1 ni
)N/(N+1)∏N
i=1 log ni
 . (A.10)
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And all in all, using that HG
(
ε
16
)
≤ HG
(
ε
32
)
and with the help of Equation (A.5), and Equations
(A.9) and (A.10) plugged in (A.8) and that again in (A.6) we get the result - using the notation
n˜ =
∏N
i=1 ni
P
sup
g∈G
∣∣∣∣∣∣∣ 1|In|
∑
s∈In
g(Z(s)) −E [ g(Z(eN)) ]
∣∣∣∣∣∣∣ > ε

≤ 8HG
(
ε
16
)
exp
(
− ε
2 |In|
512B2
)
+ 2HG
(
ε
32
) exp (−98ε2 |In|322B2
)
+ A1 exp
− A2ε |In|
B n˜N/(N+1)
∏N
i=1 log ni

≤ (10 + 2A1)HG ( ε
32
) exp (− ε2512 |In|B2
)
+ exp
− A2ε |In|
B n˜N/(N+1)
∏N
i=1 log ni
 .
This finishes the proof.
It follow the lemmata which we need for the proof of Theorem 3.2:
Lemma Appendix A.8 (Large deviations of strong mixing samples from independent samples).
Let the random field Z satisfy Condition 2.1 (1) and (2). Furthermore, let Z′ be an i.i.d. ghost
sample with the same marginals as Z. Let G be a class of functions g : Rd → R which are
uniformly bounded by B ∈ R+ and fulfill Condition Appendix A.2. Let n ∈ NN+ be such that both
min
1≤i≤N
ni ≥ e2 and min{ni : i = 1, . . . ,N}
max{ni : i = 1, . . . ,N} ≥ C
′,
for a constant C′ > 0. Then, there are constants 0 < A1, A2 < ∞ which only depend on N, C′
and the bound on the mixing coefficients such that for all ε > 0
P
sup
g∈G
∣∣∣∣∣∣∣ 1|In|
∑
s∈In
g(Z(s)) − 1|In|
∑
s∈In
g(Z′(s))
∣∣∣∣∣∣∣ > ε
 ≤ A1 HG (ε4
)
exp
−A2ε
(∏N
i=1 ni
)1/(N+1)
B
∏N
i=1 log ni
 .
Proof of Lemma Appendix A.8. Let g1, . . . , gN∗ be an ε/4-covering of G with respect to the L1-
norm of the empirical measure induced by (Z(In), Z
′(In)) ⊆ Rd. Then
P
sup
g∈G
∣∣∣∣∣∣∣ 1|In|
∑
s∈In
g(Z(s)) − 1|In|
∑
s∈In
g(Z′(s))
∣∣∣∣∣∣∣ > ε

≤ HG
(
ε
4
)
sup
1≤ j≤N∗
P

∣∣∣∣∣∣∣ 1|In|
∑
s∈In
g j(Z(s)) − 1|In|
∑
s∈In
g j(Z
′(s))
∣∣∣∣∣∣∣ > ε2
 .
The claim follows now with an application of Proposition Appendix A.6.
LemmaAppendix A.9 (Modified version of Theorem 11.4 of Györfi et al. (2002)). Let (X(i), Y(i) :
i = 1, . . . , n) be an independent sample for the regression problem from Equations (1.1). Assume
that the regression function m is essentially bounded, ‖m‖∞ ≤ B < ∞, for B ≥ 1. Let F be a
function class where each element fulfills f : Rd → R and ‖ f ‖∞ ≤ B. Then given that α, β, γ > 0
and 0 < δ ≤ 1/2
P
(
sup
f∈F
E
[
| f (X(eN)) − m(X(eN))|2
]
− 1|In|
∑
s∈In
{
| f (X(s)) − m(X(s))|2
}
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≥ δ
(
α + β +E
[
| f (X(eN)) − m(X(eN))|2
]) )
≤ 14HF
(
β δ
20B
)
exp
{
−δ
2(1 − δ)α |In|
214 (1 + δ) B4
}
.
Proof. One can deduce the claim from the proof of Theorem 11.4 of Györfi et al. (2002).
Lemma Appendix A.10 (Large deviations for heteroscedastic noise). Let the random field
ε = {ε(s) : s ∈ ZN } fulfill Condition 2.1 (1) and (2), have zero means and satisfy the tail
condition
P(|ε(s)| > z) ≤ κ0 exp(−κ1zτ) for constants 0 < κ0, κ1, τ < ∞.
Let the function class G fulfill Condition Appendix A.2 for functions g : Rd → R and ‖g‖∞ ≤ B;
B ≥ 1. Let ς : Rd → R+ be essentially bounded. Let n ∈ NN+ be such that both
min
1≤i≤N
ni ≥ e2 and min{ni : i = 1, . . . ,N}
max{ni : i = 1, . . . ,N} ≥ C
′,
for a constant C′ > 0. Let {xs : s ∈ In} be points inRd where In = {s : eN ≤ s ≤ n}. Furthermore,
let K ∈ R+. Then for two constants A1, A2 ∈ R+ which depend on N, C′, the bound on the mixing
coefficients and the tail parameters κ0, κ1, τ but which are independent of B, K, δ and n
P
sup
g∈G
∣∣∣∣∣∣∣ 1|In|
∑
s∈In
ς(xs)ε(s) g(xs)
∣∣∣∣∣∣∣ > δ

≤ inf
D1>0
HG
(
δ2
8K2B
) A1D1−τ1 δ−1 exp (−A2Dτ1) + A1 exp
−A2δ
(∏N
i=1 ni
)1/(N+1)
D1
∏N
i=1 log ni


+ inf
D2>0
A1 ‖ς‖2∞ K−2D1−τ/22 exp (−A2Dτ/22 ) + A1 exp
−A2 ‖ς‖
−2
∞ K
2
(∏N
i=1 ni
)1/(N+1)
D2
∏N
i=1 log ni

 .
Proof. We use the extended Bernstein inequality for unbounded random variables from Theo-
rem Appendix A.5: here we can bound Γ (1/τ, c1B
τ) by c0(c1B
τ)−1+1/τ exp(−c1Bτ) for a suitable
constant c0 ∈ R+ which depends on τ but not on B and on c1. We apply Theorem Appendix A.5
to a random field W which has zero means and fulfills the tail condition P(|W(s)| > z) ≤
κ0 exp(−κ1zτ): there are suitable constants A1, A2 ∈ R+ which only depend on κ0, κ1, τ, the lattice
dimension N and the bound on the mixing coefficients but not on n and δ such that
P

∣∣∣∣∣∣∣∑
s∈In
W(s)
∣∣∣∣∣∣∣ > δ |In|
 ≤ infD>0 A1D1−τδ−1 exp (−A2Dτ) + A1 exp
−A2δ
(∏N
i=1 ni
)1/(N+1)
D
∏N
i=1 log ni
 .
Furthermore, let there be given an δ˜-covering of G w.r.t. the L1-norm induced by the empirical
measure |In|−1∑s∈In δxs which we denote by {g1, . . . , gN∗ }, for some N∗ ∈ N+. Then, any function
g in the δ˜-neighborhood of a covering function g j satisfies√
|In|−1
∑
s∈In
|g(xs) − g j(xs)|2 ≤
√
|In|−1
∑
s∈In
|g(xs) − g j(xs)| 2B ≤
√
2B δ˜.
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I.e., {g1, . . . , gN∗} is a
√
2B δ˜-covering w.r.t. the 2-norm. This means the δ-covering number w.r.t.
the 2-norm is bounded by HG
(
δ2/2B
)
. Let now K ∈ R+ be given, then the desired probability is
bounded by:
P
sup
g∈G
∣∣∣∣∣∣∣ 1|In|∑
s∈In
ς(xs) ε(s) g(xs)
∣∣∣∣∣∣∣ > δ

≤ P
sup
g∈G
∣∣∣∣∣∣∣ 1|In|∑
s∈In
ς(xs) ε(s) g(xs)
∣∣∣∣∣∣∣ > δ and ‖ς‖
2
∞
|In|
∑
s∈In
ε(s)2 ≤ K2

+P
‖ς‖2∞|In|
∑
s∈In
ε(s)2 > K2
 .
(A.11)
Let there be given a (δ/(2K))2/(2B)-covering of G with respect to the L1-norm of the measure
|In|−1∑s∈In δxs which is an δ/(2K)-covering w.r.t. the corresponding 2-norm. Observe that the
random field ε2 = {ε(s)2 : s ∈ ZN } fulfills the tail condition with τ/2.
Furthermore, P (|ς(xs) ε(s) g(xs)| > z) ≤ P
(
|ε(s)| > (‖ς‖∞ B)−1z
)
, so for these random variables
the constants in tail condition changes somewhat. Altogether, we can bound (A.11) as follows:
apply the δ/(2K)-covering {g1, . . . , gN∗} and the Cauchy-Schwarz inequality to the first term in-
side the first probability, then
(A.11) ≤ HG
(
(δ/2K)2
2B
)
sup
1≤ j≤N∗
P

∣∣∣∣∣∣∣ 1|In|
∑
s∈In
ς(xs)ε(s) g j(xs)
∣∣∣∣∣∣∣ ≥ δ2
 +P
 1|In|
∑
s∈In
ε(s)2 >
K2
‖ς‖2∞

≤ inf
D1>0
HG
(
δ2
8K2B
) A1D1−τ1 δ−1 exp (−A2Dτ1) + A1 exp
−A2δ
(∏N
i=1 ni
)1/(N+1)
D1
∏N
i=1 log ni


+ inf
D2>0
A1 ‖ς‖2∞ K−2D1−τ/22 exp (−A2Dτ/22 ) + A1 exp
−A2 ‖ς‖
−2
∞ K
2
(∏N
i=1 ni
)1/(N+1)
D2
∏N
i=1 log ni


where the constants A1, A2 are independent of B, K, n, δ and the Di but depend on the lattice
dimension, the bound on the mixing coefficients and the tail parameters κ0, κ1 and τ. This finishes
the proof.
Appendix B. Ergodic theory for spatial processes
In the next lines, we give a review on important concepts of ergodicity when dealing with random
fields on subgroups of the discrete group ZN . For further reading consult Tempelman (2010).
Definition Appendix B.1 (Dynamical systems and ergodicity). Let (Ω,A,P) be a probability
space and (G,+) a locally compact, abelian Hausdorff group which fulfills the second axiom of
countability. We write for x, y ∈ G arbitrary x − y for x + (−y) and −y is the +-inverse of y.
Furthermore, let ν be a Haar measure on B(G), i.e. for all x ∈ G and for all Borel sets B ∈ B(G)
we have ν(B) = ν(x + B).
A family of bijective mappings {Tx : Ω → Ω, x ∈ G} is called a flow if it fulfills the following
three conditions
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1. Tx is measure-preserving, i.e. P(A) = P(TxA) for all A ∈ A and for all x ∈ G,
2. Tx+x′ = Tx ◦ Tx′ and Tx ◦ T−x = IdΩ for all x, x′ ∈ G,
3. the map G ×Ω ∋ (x, ω) 7→ Txω is measurable[B(G)⊗ A |A].
Let T = {Tx : x ∈ G} be a flow in (Ω,A,P), then the quadruple (Ω,A,P, T ) is called a dynamical
system. The dynamical system is called ergodic if the invariant σ-field I := {A ∈ A : A =
TxA∀x ∈ G} is trivial[P], i.e. if for all A ∈ I we have P(A) ∈ {0, 1}.
Let now Γ ≤ ZN be a subgroup and Z = {Z(s) : s ∈ Γ} be a stationary random field on (Ω,A,P)
where each Z(s) takes values in the measure space (S ,S). Let ν be the counting measure onB(Γ).
Set PZ := P{Z(s):s∈Γ} for the probability measure on ⊗s∈ΓS induced by the finite dimensional
distributions of Z and define on the path space (×s∈ΓS ,⊗s∈ΓS,PZ) the family of translations
Tt : ×s∈ΓS → ×s∈ΓS ,
(
z(s) : s ∈ Γ
)
7→
(
z(s + t) : s ∈ Γ
)
for t ∈ Γ,
which is a flow because Z is stationary. Then Z is called ergodic if and only if the quadruple
(×s∈ΓS ,⊗s∈ΓS,PZ , T ) is ergodic.
The next result is an extension of Birkhoff’s celebrated ergodic theorem it can be found in
Tempelman (2010)
Theorem Appendix B.2 (Ergodic theorem, Tempelman (2010)). Let (Ω,A,P, T ) be a dynam-
ical system. Furthermore, let {Wn : n ∈ N} ⊆ G be an increasing sequence of Borel sets of G
such that 0 < ν(Wn) < ∞ for all n ∈ N which fulfills both
lim
n→∞
ν(Wn ∩ (Wn − x))
ν(Wn)
= 1 for all x ∈ G and sup
n≥0
ν(Wn −Wn)
ν(Wn)
< ∞,
where Wn −Wn := {x − y : x, y ∈ Wn}. Then, for an integrable random variable X ∈ L1(P)
lim
n→∞
1
ν(Wn)
∫
Wn
X(Txω)ν( dx) = E [ X | I ] (ω) for P-almost everyω ∈ Ω.
Proof. Confer Tempelman (2010) Chapter 6, in particular Proposition 1.3 and Corollary 3.2.
We are now prepared to state a well-known and useful result, cf. Hannan (2009) Theorem IV.2
and the discussion thereafter for a treatment of one-dimensional stochastic processes.
Proposition Appendix B.3 (Stationarity and mixing imply ergodicity). Let 0 , Γ ≤ ZN be a
subgroup and let the probability space (Ω,A,P) be endowed with the stationary process Z =
{Z(s) : s ∈ Γ} for which each Z(s) takes values in (S ,S) and which fulfills the strong mixing
condition from Equation (2.1). Then Z is ergodic.
Proof. Let A ∈ I be an T -invariant set of paths of Z, it suffices to show that P(A) ∈ {0, 1}, i.e.
PZ(A) = PZ(A ∩ TxA)→ PZ(A)PZ(TxA) = PZ(A)2 as x→ ∞.
Let ε > 0 be given and let A, B ∈ ⊗k∈ΓS be two sets of paths of Z. Then by Carathéodory’s
extension theorem there are m, n ∈ Z such that there are Am ∈ ⊗ k∈Γ,
k≤m·eN
S and Bn ∈ ⊗ k∈Γ,
k≥n·eN
S with
the property that both
PZ(A△Am) < ε
5
and PZ(B△Bn) < ε
5
.
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Furthermore, by the strong mixing property from Equation (2.1) there is an x∗ = r ·eN ∈ ZN such
that for x ≥ x∗, x ∈ Γ we have
|PZ(Am ∩ TxBn) −PZ(Am)PZ(TxBn)| < ε
5
.
Consequently, we have for all x ≥ x∗∣∣∣∣P(Z ∈ A, Z ∈ TxB) −P(Z ∈ A)P(Z ∈ TxB)∣∣∣∣
≤ P(Z ∈ A \ Am, Z ∈ TxB) +P(Z ∈ Am, Z ∈ TxB \ Bn)
+
∣∣∣∣P(Z ∈ Am, Z ∈ TxBn) −P(Z ∈ Am)P(Z ∈ TxBn)∣∣∣∣
+P(Z ∈ Am)P(Z ∈ TxB \ Bn) +P(Z ∈ A \ Am)P(Z ∈ TxB) < ε.
The main result in this section is the following one which generalizes Birkhoff’s one-dimensional
ergodic theorem
Theorem Appendix B.4. Let 0 , Γ ≤ ZN be a nontrivial subgroup and {Z(s) : s ∈ Γ} be a
homogeneous strong mixing random field on (Ω,A,P) for some dimension N ∈ N+. Let (n(k) :
k ∈ N) ⊆ NN be an increasing sequence such that eN ≤ n(k) ≤ n(k + 1) for which at least one
coordinate converges to infinity. Then the sequence of index sets In(k) := {z ∈ Γ : eN ≤ z ≤ n(k)}
is admissible in the sense of Theorem Appendix B.2. In particular, we have
1
|In(k)|
∑
s∈In(k)
Z(s)→ E [Z(eN) ] a.s. as k → ∞.
Proof. Since any subgroup of ZN is isomorphic to Zu for 0 ≤ u ≤ N, u ∈ N, it suffices to
consider the case Γ = ZN , N ∈ N+. In this case one computes easily that the regularity condi-
tions of Theorem Appendix B.2 are satisfied. The conclusion follows then from this theorem in
combination with Proposition Appendix B.3.
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Figure 1: Simulated scatterplot of the two 2-dimensional distributions. The first distribution (top) is symmetric. The
second from Equation 4.2 (bottom) has little support in the fourth quadrant.
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Figure 2: True regression function m1 (top) and estimates mˆk with uniform data X (middle) and nonuniform data (bottom).
Note that the partition which is chosen depends on the data and on the local smoothness of the function. In particular,
this is quite pronounced in the bottom figure in the fourth quadrant, i.e., 0 ≤ X1 ≤ 1 and −1 ≤ X2 ≤ 0.
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Figure 3: True regression function m2 (top) and estimates mˆk with uniform data X (middle) and nonuniform data (bottom).
Again, the partition depends on the data and on the local smoothness of the function.
39
