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Abstract
Most applications of Bayesian Inference for parameter estimation and model selection in astrophysics
involve the use of Markov Chain Monte Carlo (MCMC) techniques. In this work, we introduce Variational
Inference as an alternative to solve these problems, and compare how the results hold up to MCMC methods.
Variational Inference converts the inference problem into an optimization problem by approximating the
posterior from a known family of distributions and using Kullback-Leibler divergence to measure closeness.
Variational Inference takes advantage of fast optimization techniques, which make it ideal to deal with large
datasets and also makes it trivial to parallelize. As a proof of principle, we apply Variational Inference
to four different problems in astrophysics, where MCMC techniques were previously used. These include
measuring exoplanet orbital parameters from radial velocity data, tests of periodicities in measurements of
Newton’s constant G, assessing the significance of a turnover in the spectral lag data of GRB 160625B , and
estimating the mass of a galaxy cluster using weak gravitational lensing. We find that Variational Inference
is much faster than MCMC for these problems.
Keywords: methods: approximate bayesian inference — techniques: MCMC, Variational Inference
1. Introduction
Monte Carlo Markov Chains (MCMC) is the most common method for inference and for sampling multi-
modal probability distributions (Hastings, 1970; Gelfand and Smith, 1990; Hogg and Foreman-Mackey, 2017;
Sharma, 2017). Following the increasing usage of Bayesian analysis in astronomy, MCMC techniques are
now widely used (starting with Christensen et al. 2001) for a variety of problems ranging from parameter
estimation, model comparison, evaluating model goodness of fit, and forecasting for future experiments.
This is because it is usually not possible to analytically calculate the multi-dimensional integrals needed for
computing the Bayesian posteriors and numerical evaluation of these integrals can easily get intractable.
Also, almost all numerical optimization techniques run into problems while maximizing the Bayesian pos-
terior, when the number of free parameters is large. For this reason, there has been an unprecedented
rise in the usage of MCMC techniques in astrophysics. However, MCMC techniques are not tied only to
Bayesian methods. They have also been used in frequentist analysis, for sampling complex multi-dimensional
likelihood needed for parameter estimation (for eg. (Wei et al., 2017)). That said, the ubiquity of MCMC
methods in Astronomy has been driven by the increasing usage of Bayesian methods. Applications of MCMC
to a whole slew of astrophysical problems has been recently reviewed in Sharma (2017). Although a large
number of MCMC sampling methods have been used, the most widely used MCMC sampler in Astrophysics
is Emcee (Foreman-Mackey et al., 2013).
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Although, MCMC has evolved into one of the most important tools for Bayesian inference (Robert and
Casella, 2011), there are problems for which we cannot easily use this approach, especially in the case of
large datasets or models with high dimensionality. Variational Inference (Jordan et al., 1999) provides a
good alternative approach for approximate Bayesian inference and has been the subject of considerable
research recently (Blei et al., 2017). It provides an approximate posterior for Bayesian inference faster than
simple MCMC by solving an optimization problem. Ranganath et al. (2014) and Kucukelbir et al. (2016)
compare the convergence rates for Variational Inference against other sampling algorithms. They both show
that Variational Inference convergences much faster in less number of iterations even when the Metropolis-
Hastings algorithm doesn’t converge. Furthermore, it is sometimes difficult to assess the convergence of
MCMC (Hogg and Foreman-Mackey, 2017).
In this work, we introduce Variational inference and as proof of principle, demonstrate its usage as
an alternative to MCMC in astronomy for some of the most widely used applications, such as parameter
estimation and model comparison. We then apply Variational Inference to some problems from literature,
where MCMC techniques have been applied before. Previously, this technique has been used in Astrophysics
for estimating the uncertainties in parameters through Bayesian neural networks for the problem of Singular
Isothermal Ellipsoid plus external shear and total flux magnification (Perreault Levasseur et al., 2017). Apart
from MCMC, particle swarm optimization (Prasad and Souradeep, 2012; Weerathunga and Mohanty, 2017)
and Convolutional Neural networks (Hezaveh et al., 2017) have been recently used for parameter estimation
in astrophysics.
The outline of this paper is as follows. In Section 2, we present a brief overview of Variational Inference
and our implementation of it. In Sect. 3, we discuss a specific implementation of Variational Inference called
Automatic Differentiation Variational Inference. In Section 4, we explain how Variational Inference can be
used for parameter estimation and model comparison. Application to ancillary problems in astronomy are
outlined in Sect. 5. We conclude in Sect. 6. For some of the applications, we also provide code snippets
to help the reader run Variational Inference on their favorite problem. The code for all the analysis in this
manuscript can also be found on a github link provided at the end of this manuscript.
2. Overview of Variational Inference
We first start with a brief primer on Bayesian modeling and parameter inference and then explain how
Variational Inference can be applied to this. Bayes Theorem in general terms is given as,
p(θ|D) = p(D, θ)
p(D)
=
p(D|θ)p(θ)
p(D)
, (1)
where p(θ) is the prior belief on the parameter θ, p(D|θ) is known as the likelihood, which models the
probability of observing the data D given θ. p(θ|D) called posterior probability, is the conditional probability
of θ given D, which can be interpreted as the posterior belief over the parameters after evidence or data D is
observed. p(D) is termed as the marginal likelihood or model evidence, which is obtained by integrating out
θ from the numerator term in Eq. 1. All the conditional probabilities in Eq. 1 are implicitly conditioned on
the model m. Hence the marginal likelihood p(D) provides the probability that the model m will generate
the data irrespective of its parameter values and is a useful quantity for model selection.
Bayesian models treat the parameters as a random variable and impose prior knowledge about the
parameter through the prior. Inference in the Bayesian model amounts to conditioning on the data and
computing the posterior P (θ|D). This computation is intractable for models where the prior and likelihood
take different functional forms (non-conjugates). In these cases, computation of the marginal likelihood is
also intractable.
The central idea behind Variational Inference is to solve an optimization problem by approximating the
target probability density. The target probability density could be the Bayesian posterior or the likelihood
from frequentist analysis. The first step is to propose a family of densities and then to find the member
of that family, which is closest to the target probability density. Kullback-Leibler divergence is used as a
measure of such proximity and has been introduced in Kullback and Leibler (1951).
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For this purpose, we then posit a family of approximate densities (variational distribution) Q. This is a
set of densities over the parameters. Then, we try to find the member of that family q(θ) ∈ Q called the
variational posterior that minimizes the Kullback-Leibler (KL) divergence to the exact posterior,
q∗(θ) = arg min
q(θ)∈Q
KL(q(θ)||p(θ|D)) (2)
The KL divergence is defined as,
KL(q(θ)||p(θ|D)) = E[log q(θ)]− E[log p(θ|D)], (3)
where all the expectations are with respect to q(θ). We can see in (4) that KL divergence depends on the
posterior log p(θ|D) which is intractable to compute. We can expand the conditional using (1) and re-write
KL divergence as,
KL(q(θ)||p(θ|D)) = E[log q(θ)] + E[log p(D)]− E[log p(D, θ)]
= log p(D) + E[log q(θ)]− E[log p(D, θ)]. (4)
The expected value of the log evidence with respect to the variational posterior is the log evidence term
itself, and is independent of the variational distribution. Hence, minimizing the KL divergence term is
equivalent to minimizing the second and third terms in (4). Equivalently, one could estimate the variational
posterior by maximizing the variational lower bound (also known as evidence lower bound or ELBO (Blei
et al., 2017)) with respect to q(θ).
ELBO(q(θ)) = E[log p(D, θ)]− E[log q(θ)] (5)
ELBO can be viewed as a lower bound to the evidence term by re-arranging terms in (4).
log p(D) = KL(q(θ)||p(θ|D)) + ELBO(q(θ)). (6)
The KL divergence between any two distributions is a non-negative quantity and hence, log p(D) ≥ ELBO(q(θ)).
Again, we can see that as the evidence term is independent of the variational distribution, maximizing ELBO
will results in minimizing the KL divergence between the variational posterior and the actual posterior. Ex-
panding the joint likelihood in (5), the variational lower bound can be rewritten as:
ELBO(q(θ)) = E[log p(D|θ)]− E[log q(θ)] + E[log p(θ)]
= E[log p(D|θ)]−KL(q(θ)||p(θ)). (7)
The first term in (7), which can be seen as the data fit term, will result in selecting a variational posterior,
which maximizes the likelihood of observing the data. While the second term can be seen as the regularization
term, which minimizes the KL divergence between the variational posterior and the prior. Thus, ELBO
implicitly regularizes the selection of the variational posterior and trades-off likelihood and prior in arriving
at a proper choice of the variational posterior. The log evidence term in (6) and hence the variational lower
bound (ELBO) are implicitly conditioned on the hyper-parameters of the model. The hyper-parameters
can be learned by maximizing the variational lower bound. Typically, the variational parameters and the
hyper-parameters are learned alternatively by maximizing the variational lower bound.
Variational Inference converts Bayesian inference into an optimization problem through the maximization
of the variational lower bound. Hence, convergence is guaranteed in Variational Inference, as is the case of any
optimization problem, to a local optimum and if the likelihood is log-concave then to a global optimum. On
the other hand, there is no simple and reliable way to judge the convergence of MCMC (Hogg and Foreman-
Mackey, 2017). Another important feature of Variational Inference is that it is trivial to parallelize. It can
handle large datasets with ease without compromising on the model complexity with the use of stochastic
variational inference(Hoffman et al., 2013). In the case of some specific likelihoods and variational families,
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ELBO cannot be computed in closed form as the computations of required expectations are intractable. In
these settings, either one resorts to model specific algorithms(Jaakkola and Jordan, 1996; Blei and Lafferty,
2007; Braun and McAuliffe, 2010) or generic algorithms that require model specific calculations(Knowles
and Minka, 2011; Wang and Blei, 2013; Paisley et al., 2012).
Recent advances in variational inference use “black box” techniques to avoid model specific lower bound
calculations (Ranganath et al., 2014; Kingma and Welling, 2013; Rezende et al., 2014; Salimans and Knowles,
2014; Titsias and La´zaro-Gredilla, 2014). These ideas were leveraged to develop automatic differentiation
variational inference techniques (ADVI) (Kucukelbir et al., 2016) that works on any model written in the
probabilistic programming systems such as Stan (Carpenter et al., 2016) or PyMC3 (Salvatier et al., 2016) 1.
3. Automatic Differentiation Variational Inference
Variational inference algorithm requires model specific computations to obtain the variational lower
bound. Typically, Variational Inference requires the manual calculation of a custom optimization objective
by choosing a variational family relevant to the model, computing the objective function and its derivative,
and running a gradient-based optimization. Automatic Differentiation variational Inference (ADVI) auto-
mates this by building a ”black-box” variational inference technique, which takes a probabilistic model and
a dataset as inputs and returns posterior inferences about the model’s latent variables through the following
approach.
• ADVI applies a transformation on the latent variables θ to obtain real-valued latent variables ζ, where
ζ = T (θ). This ensures that all the latent variables lie on a real co-ordinate space, and allows ADVI
to use the same variational family q(ζ;φ) (for e.g. Gaussian where q(ζ;φ) = N (ζ;µ,Σ)) on all the
models. This transformation changes the variational lower bound and the joint likelihood p(D, θ) is
written in terms of ζ as p(D, ζ) = p(D, T−1(ζ))|JT−1(ζ)|, where | · | represents the determinant. Here,
JT−1(ζ) is the Jacobian of the inverse of the transformation T . The variational lower bound takes the
following form under this transformation.
ELBO(q(ζ;φ)) = Eq(ζ;φ)[log p(D, T−1(ζ)) + log|JT−1(ζ)|]− Eq(ζ;φ)(log q(ζ;φ)) (8)
• The variational objective (ELBO) as a function of the variational parameters φ (for instance mean
µ and covariance Σ of a Gaussian) can be optimized using gradient ascent. However, one cannot
apply automatic differentiation directly on the ELBO due to unknown expectation. To push the
gradients inside the expectation, ADVI applies elliptical standardization. Consider a transformation
Sφ, which absorbs the variational parameters φ and converts the non-standard Gaussian ζ into a
standard Gaussian η, η = Sφ(ζ). For instance, η = L
−1(ζ − µ), where L is the Cholesky factor for the
covariance Σ. The expectation in the variational lower bound can be written in terms of the standard
Gaussian q(η) = N (η; 0, I) and the variational lower bound becomes:
ELBO(q(ζ;φ)) = EN (η;0,I)[log p(D, T−1(S−1φ (η))) + log |JT−1(S−1φ (η))|]− EN (η;0,I)(log q(ζ;φ)) (9)
• The variational lower bound 9 has expectations independent of φ, and hence the gradient of ELBO
with respect to φ can be calculated by pushing the gradient inside the expectations. For instance , the
gradient with respect to the mean parameter µ is,
∇µELBO(q(ζ;φ)) = EN (η;0,I)[∇θ log p(D, θ)∇ζT−1(ζ) +∇ζ log|JT−1(ζ)]. (10)
The gradients inside the expectations are computed using automatic differentiation while the expec-
tation with respect to the standard Gaussian is computed using Monte Carlo sampling.
These transformations allow ADVI to automatically calculate gradients and use gradient ascent methods,
which are guaranteed to converge to a local minimum. ADVI requires the model to be differentiable with
respect to all the latent variables which is generally true for most the Astrophysical problems.
1We have used the ADVI implementation in PyMC3 for our case studies
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4. Parameter Estimation and Model Selection
Once we have approximated the posterior (or the likelihood in case of frequentist parameter estimation),
we can draw samples from the variational posterior over the parameters. We estimate the parameters using
the mean of these samples for each of the priors. In certain cases, we consider the variational distribution
family parameterized by mean, and we learn the variational posterior by maximizing the variational lower
bound with respect to the mean. In these cases, we can directly make use of the mean rather than sampling
from the variational posterior. We can obtain confidence/credible intervals at a given confidence level for
parameters by defining the intervals as standard deviations from the mean of variational posterior (Jaakkola
and Jordan, 2000). The PyMC3 library provides methods to sample from the variational posterior and also
provides the mean values of parameters.
A major challenge in statistical modeling is choosing a proper model, which generates the observations.
In a Bayesian setting, one could use a posterior probability over the models in choosing the right model.
Consider two models M1 and M2 with a prior probability over them denoted by p(M1) and p(M2). The
probability of these models generating the observations irrespective of the parameter values is given by the
evidence (marginal likelihood) p(D |M1) and p(D |M2). Combining the prior and the likelihood, one could
obtain the posterior over the models p(M1 | D) and p(M2 | D).
As seen before the evidence term is computed by evaluating the integral over the parameter likelihood
and prior:
p(D | M) =
∫
p(D | θ,M)p(θ | M)dθ
This is independent of θ and represents a normalization constant associated with the posterior. The evidence
term provides the probability of generating the data by some model M . It implicitly penalizes models with
high complexity through the Bayesian Occam’s Razor (Murphy, 2013). Complex models (models with large
number of parameters) will be able to generate a wider set of observations but with a lower probability for
each set of observation, since p(D | M) over observation sets should sum to 1. While simpler models will
be able to generate only a fewer set of observations with a higher probability to each set of observations.
For given set of observations D, one could choose an appropriate model based on the complexity involved
in generating D. If D is simple, we will choose a simple model. Simple models will be able to provide high
likelihood values p(D | θ,M) for a large number of parameter values θ and the prior value p(θ | M) also
takes higher values as the parameter space is small. When the model complexity increases the prior over
the parameters p(θ | M) take a lower value. Also, a complex model will give a high likelihood value only for
few parameter values. For a large number of parameter values, it will not be able to model simple data sets.
The evidence term p(D | M) is intractable for non-conjugate cases, and variational inference provides
a lower bound to the evidence term, ELBO, which can act as a proxy to the evidence. Even when we can
calculate the evidence term, for even slightly complex models the integration becomes difficult to solve as
we increase the dimensionality of the parameter space. We often have to resort to approximations to the
evidence in order to perform model selection. Variational Inference provides us with the ELBO term in its
optimization step and as seen in Equation 6, it is directly related to the evidence term. In our model selection
problems, we consider this lower bound approximation to the evidence term obtained using the variational
inference approach. The validity for ELBO to be used as selection criterion is explored for mixture models in
Ueda and Ghahramani (2002); McGrory and Titterington (2007) and in general by Bernardo et al. (2003).
5. Examples
As a proof of principle, we now apply ADVI to four different problems from astronomy, particle astro-
physics, or gravitation, where MCMC techniques were previously used. We also compare the computational
costs using Variational Inference over MCMC. In future works, we shall also apply this technique to cos-
mological parameter estimation by replacing the MCMC engine of parameter estimation pipelines such as
CosmoMC (Lewis and Bridle, 2002) and CosmoSIS (Zuntz et al., 2015) with ADVI.
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Figure 1: Left: Radial velocity as a function of time for a star in a binary system. The orange line is the best fit obtained
using ADVI and the green line is obtained from Metropolis MCMC. Right: The posterior probability distribution of parameters
obtained using ADVI. The corresponding plots for the same data using MCMC can be found in Fig. 8 of Sharma (2017).
5.1. Exoplanet Discovery Using Radial Velocity Data
Our first example is related to exoplanets. The presence of a planet or a companion star results in
temporal variations in the radial velocity of the host star. By analyzing the radial velocity data, one can
draw inferences about the ratio of masses between the host and the companion, and orbital parameters like
the period and eccentricity. For this purpose, a MCMC package has been designed called Exofit (Balan
and Lahav, 2009), which enables the retrieval of the orbital parameters of exoplanets from radial velocity
measurements. We now apply the ADVI techniques mentioned earlier to this problem.
The first step involves defining a model and imposing priors on the latent variables. We follow the model
defined in Section 2.2 of Balan and Lahav (2009). The equations used for the analysis are now discussed.
The radial velocity of a star of mass M in a binary system with companion of mass m in an orbit with time
period T , inclination I and eccentricity e is given by:
v(t) = k[cos(f + ω) + e cosω] + v0, (11)
where
k =
(2piG)1/3m sin I
T 1/3(M +m)2/3
√
1− e2 . (12)
In Eqs 11 and 12, v0 is the mean velocity of the center of mass of the binary system, T is the orbital period
of the planet, and ω is the angle of the pericenter measured from the ascending point. If di is the observed
radial velocity data, the likelihood function is given by (Balan and Lahav, 2009):
P (D|θ,M) = A exp
N∑
i=1
[
(di − vi)2
2(σ2i + s
2)
]
, (13)
where A = (2pi)−N/2
[
N∏
i=1
(σ2i + s
2)−1/2
]
. Here, s is an additional systematic term, which is estimated by
maximizing the likelihood of Eq. 13. The choice of priors for each of the above parameters can be found in
Table 1. PyMC3 allows us to easily place these priors on model variables and define our model.
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Parameter Priors
T (days) Jeffery’s
k(ms−1) Mod. Jeffery’s
V (ms−1) Uniform
e Uniform
ω Uniform
s(ms−1) Mod. Jeffery’s
Table 1: The assumed prior distribution of various parameters and their boundaries. It is similar to choice of priors given by
Balan and Lahav (2009).
The code snippet for its implementation in PyMC3 is shown below:
with pm.Model() as model:
K_mu = np.ptp(rv) / 2 - 2 * rv_err.mean()
log_K = pm.Normal(’log_K’, mu=np.log(K_mu), sd=0.2)
def jefferys(val,tmin = 0.2, tmax = 15000):
return -tt.log( val * tt.log(tmax/tmin))
P = pm.DensityDist(’P’,jefferys,testval=350.)
def length_logp(x):
return pm.Normal.dist(mu=0, sd=0.1).logp(0.5 * tt.log(tt.sum(x ** 2)))
phi_vec = pm.DensityDist(’phi_vec’, length_logp, shape=2, testval=[1., 1.])
phi = pm.Deterministic(’phi’, tt.arctan2(phi_vec[0], phi_vec[1]))
e = pm.Beta(’e’, alpha=1, beta=20, testval=0.01)
w_vec = pm.DensityDist(’w_vec’, length_logp, shape=2, testval=[1., 1.])
w_vec = w_vec / tt.sqrt((w_vec ** 2).sum())
w = pm.Deterministic(’w’, tt.arctan2(w_vec[1], w_vec[0]))
rv0 = pm.Normal(’rv0’, mu=rv.mean(), sd=2)
rv_trend = pm.Normal(’rv_trend’, mu=0, sd=3)
n = 2 * np.pi / P
K = pm.Deterministic(’K’,tt.exp(log_K))
t0 = pm.Deterministic(’t0’, (phi + w) / n)
M = n * t - (phi + w)
E = Kepler()(M, e)
f = 2 * tt.arctan2(tt.sqrt(1 + e) * tt.tan(0.5 * E), tt.sqrt(1 - e))
trend = rv0 + rv_trend * t / 365.25
mod = trend + K * (w_vec[0] * (tt.cos(f) + e) - w_vec[1] * tt.sin(f))
jitter = pm.HalfNormal(’jitter’, sd=0.01)
err_scale = pm.HalfNormal(’err_scale’, sd=1)
sd = tt.sqrt((err_scale * rv_err) ** 2 + jitter ** 2)
pm.Normal(’y’, mu=mod, sd=sd, observed=rv)
Now we can use ADVI to fit the model to our observations and generate parameter estimates similar to
MCMC traces generated by Exofit.
with model:
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params = pm.fit(n=50000,method=’advi’)
trace = pm.sample_approx(params)
The data for this purpose has been obtained from Sharma (2017). We find that Variational Inference
converges to a solution within the acceptable ranges of accuracy in about 15 seconds, while Metropolis-
Hastings MCMC algorithms takes around 1.5 minutes and this time difference increases exponentially, as
we add more data or increase the model complexity. The results and approximated posterior are shown in
Fig. 1 and agree with the corresponding results from Sharma (2017). (cf. Figure 8 of Sharma (2017).)
5.2. Testing the Periodic G Claim
Anderson et al. (2015) have argued for a periodicity of 5.9 years in the CODATA measurements of
Newton’s gravitational constant G, which also show strong correlations with similar variations in the length
of the day. These results have been disputed by Pitkin (2015) using Bayesian inference as well as by Desai
(2016) using frequentist analysis, who argued that the data for G can be explained without invoking any
sinusoidal modulations. Pitkin (2015) tested this claim by performing Bayesian model selection using samples
generated from MCMC and found from the Bayesian Odds ratio that the data favored a constant value of G
with some extra noise over a periodic modulation of G by a factor of e30. We performed model selection using
ADVI and PyMC3 on the data provided by Pitkin (2015) to compare the accuracy of Variational Inference
approach.
We compute the Bayesian evidence for all the four hypotheses considered by Pitkin using the same
notation as in Pitkin (2015) and compare them as follows:
1. H1 - the data variation can be described by Gaussian noise given by the experimental errors and an
unknown offset;
2. H2 - the data variation can be described by Gaussian noise given by the experimental errors, an un-
known offset and an unknown systematic noise term;
3. H3 - the data variation can be described by Gaussian noise given by the experimental errors, and
unknown offset, and a sinusoid with unknown period, phase and amplitude
4. H4 - the data variation can be described by Gaussian noise given by the experimental errors, an
unknown offset, an unknown systematic noise term, and a sinusoid with unknown period, phase and
amplitude
The general model used is
mi(A,P, φ0, Ti, t0) = A sin (φ0 + 2pi(Ti − t0)/P ) + µG
where A is the sinusoid amplitude, P is the period, φ0 is the initial phase, t0 is the initial epoch and µG is an
overall offset. The details of the model and assumptions can be found in Pitkin (2015). We have assumed a
Gaussian likelihood and uniform prior for all the parameters. Following the model defined by Pitkin (2015),
we perform model selection using the ELBO calculated during the optimization step in Variational Inference.
Our results can be found in Table 2 and also favor H2 over H3.
Hi ELBO
H1 232.2
H2 364.6
H3 238.9
H4 362.5
Table 2: ELBO values for the four hypotheses (i represents rows and j represents columns) computed using Variational
inference. This result hugely favors H2 but disagrees over the relative evidence between H3 and H4).
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Following the model defined by Pitkin (2015), we perform model selection using the ELBO calculated
during the optimization step in Variational Inference. Our results can be found in Table 2.
with pm.Model() as hyp_1:
muG = pm.Uniform(’muG’, lower=muGmin, upper=muGmax)
y,sigma_y,time = data
mu = [muG] * len(y)
y_obs = pm.Normal(’y_obs’,mu=mu,sd=sigma_y,observed=y)
approx1 = pm.fit(n=100000,method=’advi’)
trace1 = pm.sample_approx(approx1)
elbo_1 = - approx1.hist[-1]
with pm.Model() as hyp_2:
muG = pm.Uniform(’muG’, lower=muGmin, upper=muGmax)
sigmasys = pm.Uniform(’sigmasys’,lower=sigmasysmin,upper=sigmasysmax)
mu = [muG]*len(y)
y,sigma_y,time = data
sd = np.sqrt(sigma_y**2 + sigmasys**2)
y_obs = pm.Normal(’y_obs’,mu=mu,sd=sd,observed=y)
approx2 = pm.fit(n=100000,method=’advi’)
trace2 = pm.sample_approx(approx2)
elbo_2 = - approx2.hist[-1]
with pm.Model() as hyp_3:
y,sigma_y,time = data
muG = pm.Uniform(’muG’, lower=muGmin, upper=muGmax)
A = pm.Uniform(’A’, lower=Amin,upper=Amax)
P = 5.90
phi = 0
mu = muG + A * np.sin(phi + 2 * np.pi * time / P)
y_obs = pm.Normal(’y_obs’,mu=mu,sd=sigma_y,observed=y)
approx3 = pm.fit(n=100000,method=’advi’)
trace3 = pm.sample_approx(approx3)
elbo_3 = - approx3.hist[-1]
with pm.Model() as hyp_4:
y,sigma_y,time = data
muG = pm.Uniform(’muG’, lower=muGmin, upper=muGmax)
sigmasys = pm.Uniform(’sigmasys’,lower=sigmasysmin,upper=sigmasysmax)
A = pm.Uniform(’A’, lower=Amin,upper=Amax)
P = 5.90
phi = 0
mu = muG + A * np.sin(phi + 2 * np.pi * time / P)
sd = np.sqrt(sigma_y**2 + sigmasys**2)
y_obs = pm.Normal(’y_obs’,mu=mu,sd=sd,observed=y)
approx4 = pm.fit(n=100000,method=’advi’)
trace4 = pm.sample_approx(approx4)
elbo_4 = - approx4.hist[-1]
5.3. Statistical significance of spectral lag transition in GRB 160625B
Wei et al. (2017) have detected a spectral lag transition in the spectral lag data of GRB 1606025B, which
they have argued could caused by violation of Lorentz invariance (LIV). Ganguly and Desai (2017) perform
a frequentist model comparison test to ascertain the statistical significance of this claim for a transition from
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positive to negative time lags and showed the significance of this detection is about 3σ to 4σ, depending on
the specific model used for LIV.
For this analysis, Wei et al. (2017) have fit these observed lags to a sum of two components: an assumed
functional form for the intrinsic time lag due to astrophysical mechanisms and an energy-dependent speed
of light due to quadratic and linear LIV models (See Eqns. 2 and 5 of Wei et al. (2017)). Using the same
equations, we first carry out parameter estimation using Variational Inference and our best-fit model can
be found in Fig. 2. Again, a Gaussian likelihood and uniform prior was used for this analysis. Furthermore,
we complement the studies in Wei et al. (2017); Ganguly and Desai (2017) by performing Bayesian model
selection using ADVI by fitting a variational family on each of the three models, and use the ELBO calculated
in the optimization step of Variational Inference to perform model selection as defined in Section 4. The
confidence intervals for our parameters can be found in Fig. 2. The ELBO values (cf. Table 3) also
significantly favor the n = 2 LIV model.
Hi ELBO
Hn=1 −63.575
Hn=2 −41.275
Hnull −47.147
Table 3: ELBO values for n=1 LIV model, n=2 LIV model, and the null hypothesis (no LIV).
Figure 2: Left: Marginalized parameter constraints of the linear (n = 1) LIV fit for the spectral lag energy data Right:
Marginalized parameter constraints of the linear (n = 2) LIV fit for the spectral lag energy data. Both plots were generated
using the corner.py module Foreman-Mackey (2016). The corresponding parameter constraints obtained using MCMC can be
found in Figs.3 and 4 from Wei et al. (2017).
5.4. Estimating the mass of a galaxy cluster with weak lensing
The propagation of light is affected by the gravitational field it passes through along its way from
the observer. This effect is called gravitational lensing (Schneider et al., 1992). Usually, we can only
measure the distortion in the image of an object compared to its true intrinsic shape and is usually known
as weak lensing. Hoekstra et al. (2013) outline how the mass of galaxy clusters can be obtained using
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weak lensing as well as the use of MCMC to estimate parameters of the virial mass log10M200 and the
concentration parameter c. Variational Inference and Metropolis-Hastings MCMC were used to calculate the
parameters for a test dataset. The dataset was downloaded from this url:http://www.usm.uni-muenchen.
de/people/jweller/Teaching/Numprak/Lensingprofile/halo5.tab. This catalog has been randomly
sampled from the shear map of a simulated galaxy cluster from simulations done in Becker and Kravtsov
(2011), who used mock galaxy clusters from cosmological simulations to study the bias and scatter in mass
measurements of clusters. These simulations were created using an Adaptive Refinement Tree (Kravtsov
et al., 1997) and using cosmological parameters from WMAP7 cosmological results. More details on these
simulations and the identification of galaxy cluster halos can be found in Becker and Kravtsov (2011). A
corresponding cookbook for computing the cluster masses using MCMC has also been made available at
https://owncloud.physik.uni-muenchen.de/index.php/s/NqqGb1OslXEIy80#pdfviewer, wherein more
details of the equations used can be used, and which we use for reconstructing the mass and concentration
parameter. We have used a Gaussian likelihood and uniform priors.
As seen from the earlier examples, Variational Inference is a faster alternative to MCMC and it also
accounts for the intrinsic error by adding a random noise term to the model. For this example, while
Metropolis-Hastings MCMC (using a single core) required more than eleven hours to converge, Variational
Inference obtained similar results in about fifteen minutes. Since sampling from the chosen variational family
requires constant time, we could then sample parameters easily for the given data. The parameter estimates
for the galaxy cluster mass can be found in Fig. 3.
Figure 3: Parameter estimates using Variational Inference for estimating the mass and concentration parameter of a simulated
galaxy cluster with weak lensing along, with confidence intervals, generated using Corner python module.
6. Conclusions
In this work, we have introduced Variational Inference, and outlined how it can be used for Bayesian
and frequentist parameter estimation by maximizing the posterior/frequentist likelihood. We have also
explained how this method can be used to compute the Bayesian evidence, which is needed for Bayesian
model comparison. Variational Inference has a strong theoretical foundation and with the rise of probabilistic
programming frameworks such as PyMC3 and the development of generic Variational Inference methods
such as Automatic Differentiable Variational Inference (ADVI), it presents a viable alternative to sampling
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based approaches such as MCMC. Although the usage of MCMC is ubiquitous for a variety of problems in
astrophysics, Variational Inference has not received much attention in the astrophysics community.
As a proof of principle, we apply ADVI to four problems in astrophysics and gravitation from literature
involving parameter estimation or model comparison. We also describe its implementation using PYMC3 and
provide code snippets for some of the examples. These include determination of orbital parameters from
exoplanet radial velocity data, tests of periodicities in the measurements of G, looking for a turnover in
spectral lag data from GRB 160625B, and in determination of galaxy cluster mass using weak lensing. Our
results are comparable to the same obtained using MCMC.
The results obtained for both the parameter estimation problem and model selection problem were
comparable with the MCMC results. Furthermore, in all cases, we obtained significant speedup when
compared with Metropolis-Hasting sampler. This is especially important when dealing with large datasets
and highly complex models as the time required for convergence in MCMC approach grows exponentially,
while Variational Inference reduces the problem to an optimization problem, which performs very well in
these conditions. The Markov Chains guarantee producing (asymptotically) exact samples from the target
density, but they do not deal well with large datasets. Furthermore, it is not easy to gauge convergence of
MCMC (Hogg and Foreman-Mackey, 2017). Variational Inference provides a viable alternative to MCMC
sampling by being significantly faster and given the proper choice of priors, only sacrificing slightly in
accuracy. The Variational Inference algorithm is sensitive to the choice of priors and they can be treated
like another hyperparameter.
These four examples of parameter estimation/model comparison from different domains of astrophysics
provide proof of principles demonstration of application of Variational Inference, for which MCMC techniques
were previously used. In future works, we shall apply Variational Inference to cosmological parameter
estimation. The code for all the examples given here is available at https://gist.github.com/sponde25.
Note Added: After this work was completed and when the manuscript was in preparation, another
recent work on application of Variational Inference to astronomy has been submitted to arXiv (Regier et al.,
2018). In this work, both MCMC and Variational Inference has been applied to construct catalogs from
imaging data using Bayesian inference and by calculating the posterior. The authors find that Variational
Inference is much faster than MCMC, but MCMC better quantifies uncertainty.
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