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Abstract In this work, we propose a 3D fully convo-
lutional architecture for video saliency detection that
employs multi-head supervision on intermediate maps
(referred to as conspicuity maps) generated using fea-
tures extracted at different abstraction level. More specif-
ically, the model employs a single encoder and features
extracted at different levels are then passed to mul-
tiple decoders aiming at predicting multiple saliency
instances that are finally combined to obtain final out-
put saliency maps. We also combine the hierarchical
features extracted from the model’s encoder with a do-
main adaptation approach based on gradient reversal at
multiple scales in order to improve the generalization
capabilities on datasets for which no annotations are
provided during training. The results of our experiments
on standard benchmarks, namely DHF1K, Hollywood2
and UCF Sports, show that the proposed model out-
performs state-of-the-art methods on most metrics for
supervised saliency prediction. Moreover, when tested
in an unsupervised settings, it is able to obtain per-
formance comparable to those achieved by supervised
state-of-the-art methods.
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1 Introduction
Video saliency detection is the task of emulating human
gaze fixation when perceiving dynamic scenes, and it
is typically carried out by estimating spatio-temporal
saliency maps from an input video sequence. Saliency
detection, in general, can be seen as the upstream pro-
cessing step of multiple applications that include object
detection [13], behavior understanding [27,30], video
surveillance [26,44,14,62] and video captioning [35,53,
6]. Existing video saliency detection methods generally
apply single-image saliency estimation on individual
frames, and combine the results with recurrent layers
to temporally model frame-level features. However, the
two separate analysis stages in these models make them
unable to fully capture spatio-temporal features simul-
taneously. Recently, 3D fully convolution models have
been gained momentum to address this limitation by
progressively aggregating spatio-temporal cues, achiev-
ing state-of-the-art performance on standard bench-
marks. For example, TASED-Net [34] adopts a standard
Fig. 1 SalGradNet overview
encoder-decoder architecture, as largely used in seman-
tic segmentation tasks [42,1,36], that learns a compact
spatio-temporal representation, and feeds it to a decoder
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subnetwork to perform saliency prediction. While these
models work well, saliency prediction is constrained by
the aggregated representation learned at the model’s
bottleneck, causing it to learn too task and dataset—
specific representations that limit their generalization
capabilities. Following the success of 3D convolutional
architectures, in this paper we propose a model for video
saliency prediction — SalGradNet — that, instead of us-
ing a compact spatio-temporal representation as in [34]
for predicting visual saliency, generates multiple saliency
maps by using features learned at different abstraction
levels and then combines them in a multi-head supervi-
sion manner. We refer to the intermediate saliency maps
as conspicuity maps as the employed architecture recalls
the multi-scale model proposed in [17]. Using represen-
tations extracted at different abstraction levels (from
shallow to deeper) allows the model to learn both generic
(and more dataset-independent) and dataset-specific fea-
tures obtaining the twofold objective to enhance the
performance a specific dataset and to improve adapta-
tion capabilities. Our approach takes inspiration from
DVA [59], but extends it to the video domain by learning
spatio-temporal cues for predicting visual saliency. More
specifically, SalGradNet, shown in Fig. 1, is a 3D fully
convolution network that employs an ensemble of multi-
ple prediction models, each producing a conspicuity-like
map at a specific abstraction level, for better saliency
estimation.
As an additional contribution, we tackle the problem
of generalization for video saliency detection. Indeed,
state-of-the-art methods lack domain adaptation capa-
bilities and require a mandatory fine-tuning step to
perform well on datasets that they were not trained
on. As the deep learning community is moving to build
more generalizable models, we argue that this holds,
even more so, for saliency detection research, given its
fundamental nature in an artificial vision pipeline. To
address this issue, our saliency detection network is pro-
vided with a multi-scale domain adaption mechanism,
based on gradient reversal [10], that forces the model to
learn domain-independent features. In particular, each
abstraction level of SalGradNet is provided with a gradi-
ent reversal layer that prevent the learned representation
from becoming dataset-specific.
We carry out extensive experiments testing SalGrad-
Net on multiple video saliency benchmarks (DHF1K
[55], UCF Sports [31,46], Hollywood2 [32]) obtaining
state-of-the-art performance and outperforming existing
models. We also test the domain adaptation capabilities
of SalGradNet to datasets for which no annotations were
available during training. Our model shows remarkable
results, achieving performance comparable to state-of-
the-art models that, instead, are trained (or fine-tuned)
on those datasets in a standard supervised fashion.
2 Related work
Saliency detection has been long investigated in AI and
computer vision research. In general, saliency models
can be categorized in: visual saliency prediction ap-
proaches that attempt to predict the fixation points of
a human observer; and salient object detection methods
that, instead, focus on assessing the saliency of pixels
w.r.t. objects of interest. Saliency detection methods
can be further categorized according to whether they
process still images (static saliency) or videos (dynamic
saliency).
Static saliency detection has been researched for
decades. Initial models, biologically-inspired [17] and
employing hand-crafted features, were followed by re-
cent CNN-based attempts [16,38,59] that yield supe-
rior performance, rapidly becoming state-of-the-art for
static saliency detection. CNN-based static methods
rely mainly on image classification models as backbone,
and employ encoder-decoder architectures with different
strategies to combine extracted features, from aggrega-
tion in a bottleneck to skip connection to deep super-
vision. Compared to saliency models for still images,
saliency prediction in videos is an even more complex
problem, due to the presence of the temporal dimension
and to the additional computational effort it requires.
Static saliency models have been adapted to dynamic
saliency by using them in frame-by-frame mode, but
these models are outperformed by the dynamic models
that jointly process the temporal dimension. In recent
years, a common strategy has been to extend static
saliency models to the video scenario by incorporating
motion features [57,45,48]. For example, [57] proposes
a two-model architecture to exploit spatio-temporal fea-
tures: the first module performs frame-level saliency
prediction; the second module, instead, takes pairs of
frames with saliency predicted by the first module, and
generates a dynamic saliency map. [45] basically em-
ploys the same architecture as [57] and self-attention,
through non-local operations [58]. SalEMA [28], instead,
proposes a standard 2D encoder-decoder architecture, to
which a recurrence module is added in the bottleneck to
integrate temporal information provided by the previous
frames.
Motion cues have been also included in saliency de-
tection models through either recurrent neural networks
applied to spatial feature encodings or convolutional
recurrent networks. OM-CNN [19] is a dual-stream net-
work that extracts spatial and temporal features using
YOLO [41] and FlowNet [8], whose respective objectness
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and motion features are then combined via a two-layer
ConvLSTM. In ACLNet [55], the authors propose a sim-
ilar strategy, where static saliency detection is provided
by an attention module that perform a global spatial
operation on learned features. These features are then
given to a ConvLSTM to model temporal information.
The recent SalSAC model [60], leveraging the success
of self-attention for saliency prediction [7,56], proposes
an architecture with a shuffled attention mechanism on
multi-level features for better modeling spatial saliency.
Correlation features between multi-level features and
shuffled attention on the same features are provided to
a ConvLSTM for learning temporal cues.
With the recent availability of a large-scale saliency
benchmark, i.e., DHF1K [55], 3D fully-convolutional
models [3,34], jointly extracting spatial and temporal
features, have been proposed. RMDN [3] processes video
clips with a 3D convolutional neural network based on
C3D [50], and then employs LSTMs to enforce temporal
consistency among the segments. TASED-Net [34] is
a 3D fully-convolutional network, based on a standard
encoder-decoder architecture, for video saliency detec-
tion without any additional feature processing steps.
Similarly to the above approaches, our SalGradNet
model is a 3D fully-convolutional network extending
the multi-abstraction level analysis, proposed in [59]
for static saliency, to the video domain by learning
spatio-temporal cues. SalGradNet also performs domain
adaption to generalize across datasets without the need
to be fine-tuned. Indeed, in all prediction tasks, shifts
in train and test distributions may lead to a signifi-
cant degradation of the model’s performance. Trying
to train a predictor capable of handling these shifts is
commonly referred to as domain adaptation. Among
the different domain adaption settings1, we focus on
unsupervised domain adaptation, which is the task of
aligning features extracted from the model across source
and target domains, without any labelled samples from
the latter. Several techniques have been proposed, such
as regularizing the maximum mean discrepancy [29],
minimizing correlation [47], or adversarial discriminator
accuracy [12,51]. An effective approach to transfer the
feature distribution from source to target domains is
proposed in [11] through the use of Gradient Reversal
Layer, treating domain invariance as a binary classifi-
cation problem. This approach addresses domain adap-
tation by adversarially forcing a model to solve a given
task while learning features that are non-discriminative
across datasets. In SalGradNet we apply this strategy on
multi-level features (unlike typical single-branch usage),
in order to support the generalization of the saliency
1 An extensive review of domain adaptation approaches is
out of the scope of this paper and can be found in [40,54]
prediction task to datasets for which no annotations are
available during training. While unsupervised domain
adaptation has been applied to image classification [52,
11], face recognition [20], object detection [49], seman-
tic segmentation [64] and video action recognition [25]
(among others), our work is, to our knowledge, the first
to deal with domain adaptation on video saliency predic-
tion. It is worthwhile to note that this is technically and
fundamentally different from unsupervised saliency de-
tection [63] that, instead, attempts to predict saliency by
exploiting large unlabelled or weakly-labelled samples.
3 Method
3.1 Architecture overview
The proposed architecture is a fully-convolutional multi-
branch encoder-decoder network for saliency prediction,
illustrated in Fig. 2. An input sequence of consecutive
video frames is first processed by a feature extraction
path, which computes spatio-temporal features at differ-
ent scales and abstraction levels. The extracted features
serve as input to separate network branches that esti-
mate a set of conspicuity maps at the corresponding
points in the model, while at the same time providing
skip paths to ease gradient flow during training. At the
output of the model, conspicuity maps are combined to
predict the saliency map for the last frame in the input
sequence.
Our model is trained in a supervised way on a source
dataset, for which saliency annotations are available.
Additionally, each conspicuity subnetwork forks to a
domain classification path, that is trained to classify
whether an input video sequence (more precisely, the
corresponding features at that abstraction level) is taken
from the source domain or from a target domain, for
which saliency annotations are not available and which
cannot be employed for training through direct supervi-
sion. In order to perform adaptation between the source
domain and the target domain, we apply the gradient
reversal technique: the basic idea is to train the feature
extraction layer, shared by the conspicuity networks
and the domain classifiers, in an adversarial way, so
the shared features computed by the model cannot be
indicative of the input image’s domain. The goal of this
approach is to force the model to learn features that are
both discriminative and predictive — saliency-wise — as
well as domain-invariant, in order to achieve satisfactory
results even on the target domain, on which the model
is not trained in a supervised way.
At inference time, saliency maps are predicted for
each frame by applying the model in a sliding window
fashion, as in [34]; the saliency map St at time t is
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Fig. 2 A detailed illustration of our proposed SalGradNet architecture.
predicted from a sequence Vt = {It−T+1, . . . , It}, where
It is the video frame at time t. To predict the first
T − 1 frames, we reverse the chronological order of the
corresponding input clips: each St for 1 ≤ t ≤ T − 1 is
predicted from the sequence Vt = {It+T−1, . . . , It}. As
a final post-processing step, we apply a Gaussian filter
(σ = 5) for smoothing the output saliency map.
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In the following, we describe each of the components
of our architecture. For brevity, detailed information on
each layer in the model are provided in appendix A.
3.2 Feature extractor
The input to the model is a sequence of consecutive video
frames, represented as a tensor of size C × T ×H ×W ,
where C is the number of input channels (e.g., C = 3
for RGB frames), T is the length of an input sequence,
and H and W define the spatial size of each frame. The
first processing step of our model is a feature extractor
that performs spatio-temporal encoding of the input
sequence, and that employs S3D [61] as a backbone.
The feature extractor is pre-trained on the Kinetics
Dataset [21] for action recognition. The S3D backbone
is a 3D convolutional neural network based on I3D [5],
replacing 3D convolution with spatial and temporal
separable 3D convolution: in detail, S3D replaces spatio-
temporal kt × k × k filters with a cascade of a spatial
1×k×k filter and a temporal kt×1×1, where kt and k
are the filter sizes in time and space, respectively. These
operations are similar to depth-wise separable convolu-
tions, but applied to the temporal dimension instead
of the feature dimension. This architecture combines
the advantages of spatio-temporal feature extraction
with the higher computational efficiency and lower com-
plexity of separable convolutions, yielding hierarchies of
features that provide improved performance with respect
to the I3D model from which it is inspired.
More in detail, our feature extractor receives an input
video clip of T = 16 consecutive frames of size H = 128
and W = 192, and progressively reduces the dimensions
of the feature maps through 3D max pooling to 2×4×6
(time × height × width), while increasing the number
of channels to 1024. However, in order to exploit the full
potential of the learned hierarchical representations, we
select feature maps at different levels of the extractor,
corresponding to different abstraction details, in order to
build a skip architecture able to capture multi-headed
saliency responses. In our implementation, we select
feature maps from the S3D backbone at the output of
the second, third and fourth pooling layers and at the
input of the last average pooling layer.
3.3 Conspicuity networks
As shown in previous works [59], both low and high-
level features are important and complementary in the
estimation of visual attention; for this reason, we design
our architecture to process and fuse the multi-level in-
formation provided by the feature extractor. The idea
is to learn several conspicuity maps from the partial
information produced at different levels of the feature
extraction stack, thus pushing those feature maps to
encode saliency-relevant information from the very first
layers of the model.
Each conspicuity network in the model processes one
of the spatio-temporal feature blocks extracted from the
previous module and returns a single-channel saliency
map, encoding the conspicuity of spatial locations at
that level of abstraction. In detail, since each subnetwork
predicts a single saliency map corresponding to the
last frame in the input video sequence, the temporal
dimension is gradually removed from the input feature
maps, by applying a cascade of spatially point-wise
convolutions (i.e., with kernel 3×1×1 and stride 2×1×1)
that halve the temporal dimension at each step. The
number of needed point-wise convolutions varies for each
conspicuity network, depending on the size of the input
feature maps.
After that, the (now purely spatial) set of feature
maps is processed by a stack of 2D convolutional layers,
interleaved with bilinear upsampling blocks, each of
which doubles the spatial size of the feature maps until
the original resolution of each frame is recovered.
3.4 Saliency prediction
The four conspicuity maps produced by the above sub-
networks are also combined to produce the saliency
map for the last frame of the input sequence. In detail,
we concatenate the conspicuity maps into a 4× 128×
192 tensor (channels × height × width). Conspicuity
information at each spatial location of the above tensor
is locally combined by means of a pixel-wise convolution
with logistic activation into a single-channel saliency
map, that is the final prediction of the model.
At training time, the whole model (feature extractor,
conspicuity networks and saliency predictor) is trained
supervisedly on the source dataset in order to minimize
the Kullback-Leibler (KL) divergence, which has shown
to perform well in saliency tasks [34,16], between the
predicted saliency map and conspicuity maps, and the
correct target. It should be noted that computing KL
loss for the maps generated by the conspicuity networks
is significantly different from the concept of deep super-
vision, as instead claimed in [59], since the predictions
are not done at different network’s depths, but all at the
same level with different abstraction information. This
means that the maps generated by the model’s branches
do not encode coarse to fine saliency information, rather
they are meant to assess global saliency using different
set of features: from the most generic ones (in the shallow
layers) to the most dataset-specific ones (in the deeper
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layers) This explains why we opt for referring to each
branch as conspicuity network given the architectural re-
semblance to the hierarchical biologically-inspired model
proposed in [23]. More formally, given the predicted out-
put saliency map St, the four conspicuity maps Ct,i
with i = 1, 2, 3, 4 and the ground-truth map Gt for a
given target frame, our multi-head saliency loss Ls is
computed as follows :
Ls (St,Ct,Gt) =
4∑
j=1
∑
i
Gt,i log
Gt,i
Ct,j,i
+
∑
i
Gt,i log
Gt,i
St,i
(1)
where index i iterates over all pixels, index j iterates
over the four conspicuity maps, Gt,i , St,i and Ct,i,j are
corresponding pixels of, respectively, the ground truth
map, the output saliency map and the j-th conspicuity
map .
3.5 Domain adaptation
In addition to training the model in a supervised way on
the source domain, we also encourage the feature extrac-
tor to generalize over the target domain, on which no
saliency annotation is available. Unsupervised domain
adaptation [11] is carried out by training a domain classi-
fier to distinguish between features of the source domain
from features computed from videos domain, while at
the same time training the feature extractor to maximize
the domain classification loss. This approach can be im-
plemented by training the classifier in a standard way,
i.e., by minimizing the negative log-likelihood loss, and
inserting a gradient reversal layer (GRL) at the output
of the layer whose features should be adapted and right
before the domain classifier, so that model parameters
before that point are updated towards the direction of
increasing classification loss, while the classifier is still
updated to minimize its own error.
A gradient reversal layer has no associated param-
eters and can be simply implemented as a layer that
changes the sign of the gradient w.r.t. loss that it re-
ceives from the following layer, before backpropagating
it to the previous layer, optionally scaling it by a λ
parameter.
In our model, we integrate domain adaptation by
inserting, in all of the conspicuity subnetworks, a branch
with a gradient reversal layer and a domain classifier
after the temporal-dimension removal layer (see Fig. 2).
More formally and generally, given an input video clip
Vt with associate binary domain label d ∈ {0, 1} (source
or target, respectively), we compute a set of associated
domain classification losses {Ld,1, . . . ,Ld,C} from C do-
main classifiers attached to the conspicuity networks.
If we indicate by dˆi the probability of the input being
from the target domain estimated by the i-th classifier,
the corresponding negative log-likelihood loss is defined
as:
Ld,i
(
d, dˆi
)
= −d log dˆi − (1− d) log
(
1− dˆi
)
(2)
The overall loss for domain classification is simply
computed as the sum of the individual contributions,
since the interaction between saliency prediction and do-
main adaptation is controlled by the λ hyperparameter
in the gradient reversal layers:
Ld =
C∑
i=1
Ld,i (3)
During training, we alternately pass a batch of videos
from the source domain and a batch of videos from
the target domain: on the former, we compute and
backpropagate both the saliency prediction loss Ls and
the domain classification loss Ld (with target d = 0); on
the latter, we can only compute and backpropagate the
domain classification loss Ld (with target d = 1), since
no saliency annotation is available on the target domain.
Minimizing the domain classification loss has the effect
to train the classifiers to better discriminate between
the source and the target domains, while at the same
time adversarially training the feature extractor (and
the initial temporal-removal layers in the conspicuity
networks) to produce features that confuse the classifier,
and hence that are domain-independent.
Architecturally, each domain classifier consists of a
stack of 1×1 spatial convolutions aimed at reducing the
number of features, followed by fully-connected layers,
the last of which provides binary classification prediction
of the input video’s domain.
The presence of the gradient reversal layer ensures
that the distribution at the output of the feature extrac-
tor block is similar for the target and source domains,
while being at the same time informative for the saliency
prediction task.
4 Experimental Results
4.1 Datasets
In this section we review the datasets used in our exper-
iments:
– DHF1K [55] consists of 1,000 high-quality videos
with a large diversity of scenes, objects, types of
motion, complexity of backgrounds; the length of
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the videos varies between 186 and 1558 frames, for
a total of around 600,000 frames, each annotated
with fixation points from 17 observers. The dataset
is split into 600/100/300 videos for training, vali-
dation and test sets, respectively. The training set
contains about 350,000 frames. While the annota-
tions for train and validation sets are available, test
annotations are not released. The dataset curators
run the benchmark web platform where the results of
the saliency networks on the test set are published.
– LEDOV [18]: a large-scale eye tracking dataset in-
cluding 538 videos and 179,336 frames in total. It
provides videos of daily action, sports, social activ-
ity and art performance. These videos are selected
from different publicly available sources. Following
the original indication of the author, the dataset
is divided into 461 videos for training, 36 videos
for validation, and the remain 41 for test. Eye gaze
data from 32 participants are acquired using a Tobii
TX300 eye tracker.
– UCF Sports [31] contains 150 videos taken from
the UCF Sport Action Dataset [46]. This dataset was
initially designed for action recognition, with human
gaze annotations collected later. Videos are selected
from broadcast television channels such as the BBC
and ESPN, and they include 10 actions, such as div-
ing, swinging, walking, horse riding, skateboarding,
etc. Fixations are collected from 16 subjects, who
had been directed towards a task-driven observation,
since they had to identify the action that occurred
in the video. The dataset is split into 103 videos for
training, and the remaining 47 for test, for a total of
around 6,500 frames for training and 3,000 frames
for test. The length of the videos varies between 20
and 140 frames.
– Hollywood2 [33]: this dataset contains 6,659 video
sequences and derives, like UCF Sports, from a
dataset for action recognition [31]. The videos are
collected from 69 Hollywood movies divided into 33
training movies and 36 test movies, with 12 cate-
gories of actions, such as eating, driving a car, an-
swering the phone, kissing, running. Eye gaze data
are collected from 19 subjects. Although it is a very
large dataset, its content is limited to human actions
in movie scenes and, as for UCF Sports, the annota-
tions are collected in a task-driven way. The whole
set of videos is split into 3,100 clips for training and
3,559 clips for testing; most of them are shorter than
16 frames, which represents the minimum length for
a clip to be employed by our model. However, as
commonly done in other works [9,34] we only use a
subset of these two splits, discarding all clips that
are shorter than 16 frames: we use 1,904 clips for
training, and 2,373 for testing, for a total of around
210,000 and 236,000 frames, respectively.
Fig. 3 provides some statistics about the training
splits of the datasets employed for supervised learning
of video saliency: 1) UCF Sports is the smallest one
in terms of available videos and average number of
frames per video, thus it seems to be unsuitable for
models with high capacity as they likely overfit it; 2)
Hollywood2, instead, contains the highest number of
videos but the majority has a very short number of
frames (see the bottom-right histogram in Fig. 3), thus
it may disadvantage methods modelling temporal cues;
3) DHF1K appears to be the most balanced in terms of
videos and number of frames per videos.
4.2 Training procedure
In our experiments, the S3D backbone is pre-trained
on Kinetics400 [21]. After evaluating different training
approaches and different hyperparameter configurations
in order to find the best combination, the networks are
trained for 2500 iterations, using Adam as optimizer [22]
with learning rate of 10−3 and weight decay of 2× 10−7.
The λ parameter of the gradient reversal layers during
training gradually varies from 0 to 1:
λ =
2
1 + e−10·p
− 1 (4)
where p linearly goes from 0 to 1 according to the for-
mula:
p =
current_iteration
total_iterations
(5)
During training, sequences of T = 16 consecutive frames
are randomly sampled from the dataset’s videos, and
each frame is spatially resized to 128×192. We employed
a batch size of 200, although for memory limitations
we forward batches of 8 samples at each time, which
accumulating gradients and updating the model’s param-
eters every 25 such forward steps. For practical purposes
(e.g. see Eq. 5), each “iteration” consists in processing a
full batch of 200 samples. When training with domain
adaptation, we also forward a batch of samples from
the source domain and one of samples from the target
domain, and use them to update the domain classifier
only.
To evaluate performance, we use each dataset’s own
training/test split when available, with 10% of the train-
ing data used as validation split. An exception is repre-
sented by DHF1K, since ground-truth annotations for
the test set are not provided for blind assessment: in
this case, when comparing to state-of-the-art methods
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Fig. 3 Statistics of the training sets of DHF1K, Hollywood and UCF Sports.
(Tab. 1), we report the test accuracy as computed by the
dataset curators; when internally comparing our model
with and without domain adaptation (Tab. 3 to 7), we
employ the original validation set as test set, due to the
large number of experiments and to the time required
for obtaining performance metrics on the curators’ test
set (about five days).
Every 100 iterations a validation step is performed:
the model processes all videos in the dataset’s validation
set in sliding-window fashion. For inference on the test
set, we employ the model’s parameters that yielded the
best validation accuracy.
To compare the results obtained by the models, we
use five commonly used evaluation metrics for video
saliency prediction: Normalized Scanpath Saliency (NSS),
Linear Correlation Coefficient (CC), Area under the
Curve by Judd (AUC-J), Shuffled-AUC (s-AUC) and
Similarity (SIM). An extensive review of these metrics
can be found in [4]. Higher scores on each metric mean
better performance.
4.3 Video saliency detection performance
We first test the performance of our model in the su-
pervised scenario (i.e., without enabling the domain
adaptation branches) on the DHF1K test benchmark, to
evaluate its capabilities in the saliency prediction task.
Tab. 1 shows the performance of our approach compared
to the state of the art. SalGradNet, without domain
adaptation (referred in Table 1 to as SalGradNetw/o DA),
outperforms all state-of-the-art methods on three out
of five metrics (NSS, AUC-J, CC), while obtaining the
second best value in another metric (SIM) and the third
best value in the remaining metric (s-AUC). In particu-
lar, SalGradNetw/o DA outperforms on four out of five
metrics UNISAL [9], which is currently ranked first in
the DHF1K competition available at https://mmcheng.
net/videosal/. However, this comparison deserves an
additional discussion. UNISAL [9] is characterized by
using MobileNetV2 [43] as backbone and employing re-
current connections; most importantly, UNISAL, unlike
to our model, is designed to be very dataset-oriented,
with several layers that perform dataset-specific opera-
tions, while our approach is completely dataset-agnostic.
Moreover, UNISAL employs spatial priors (even those,
dataset-specific), limiting its generalization capabilities
to new unseed data. In our work, we instead choose not
to use priors at all, since we believe that the performance
gain that is obtained by using priors is only related to
biases in most common datasets, thus reducing the gen-
eralization capabilities of a model when employed in
an uncontrolled scenario or where no human operator
controls the camera’s field of view. Excluding UNISAL
from the comparison, SalGradNet outperforms by large
margin, on all the five employed metrics, the second-
best method, i.e., SalSAC [60]. Comparing SalGradNet
with TASED-Net [34], which also employs S3D [61] as
backbone, it is possible to notice that SalGradNet sig-
nificantly outperforms TASED-Net in almost all metrics
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using only half of the frames employed by TASED-Net
(16 versus 32). TASED-Net slightly outperforms Sal-
GradNet only on s-AUC, a metric that is unaffected by
center bias and that measures performance at the periph-
eral areas of the image, where a larger temporal context
may allow to better capture the motion of an object.
The better performance obtained by our method w.r.t
TASED-Net [34] demonstrates that using the conspicu-
ity networks indeed is useful to achieve more accurate
saliency assessment.
NSS CC SIM AUC-J s-AUC
GBVS [15] 1.474 0.283 0.186 0.828 0.554
STSConvNet [2] 1.632 0.325 0.197 0.834 0.581
Deep Net [39] 1.775 0.331 0.201 0.855 0.592
SALICON [16] 1.901 0.327 0.232 0.857 0.590
OM-CNN [19] 1.911 0.344 0.256 0.856 0.583
DVA [59] 2.013 0.358 0.262 0.860 0.595
SalGAN [37] 2.043 0.370 0.262 0.866 0.709
ACLNet [55] 2.354 0.434 0.315 0.890 0.601
SalEMA [28] 2.574 0.449 0.466 0.890 0.667
STRA-Net [24] 2.558 0.458 0.355 0.895 0.663
TASED-Net [34] 2.667 0.470 0.361 0.895 0.712
SalSAC [60] 2.673 0.479 0.357 0.896 0.697
UNISAL [9] 2.776 0.490 0.390 0.901 0.691
Oursw/o DA 2.781 0.497 0.406 0.901 0.699
Table 1 Comparison of SalGradNet with other state-of-the-
art methods on the test set of DHF1K. Oursw/o DA (i.e.,
SalGradNet without domain adaptation) outperforms all state-
of-the-art methods on three out of five metrics (NSS, AUC-J,
CC), while obtaining the second best value in another metric
(SIM) and the third best value in the remaining metric (s-
AUC).
We also test our model on Hollywood2 and UCF
Sports to prove the effectiveness of the solutions adopted.
In these cases, we use our model pre-trained on DHF1K,
then fine-tuned on each specific dataset. The results are
reported in Table 2 showing that our model achieves a
good generalization capability, as it ranks among the
three best methods. The different performance behav-
ior of our model when tested on DHF1K (where it
ranked first) and on Hollywood2 and UCF sports lies in
the nature of these datasets. Indeed, both Hollywood2
and UCF sports are task-oriented saliency benchmarks,
while DHF1K is a free-viewing one: this suggests that
in Hollywood2 and UCF sports, saliency maps are more
concentrated towards the objects of interest, while in
DHF1K saliency maps are more spread across the video
sequences, as also observed in [9]. Moreover, UCF sports
is a much smaller dataset than DHF1K, leading to a
quicker overfitting of our model, and Hollywood2 con-
tains shorter video sequences than DHF1K, thus reduc-
ing the impact that spatio-temporal cues may have on
saliency prediction. An overview of the dataset statis-
tics confirming these claims is provided in the previous
section and shown in Fig. 3.
Hollywood2 test
Method AUC-J SIM CC NSS
SALICON 0.856 0.321 0.425 2.013
DVA 0.886 0.372 0.482 2.459
ACLNet 0.913 0.542 0.623 3.086
SalEMA 0.919 0.487 0.613 3.186
STRA-Net 0.923 0.536 0.662 3.478
TASED-Net 0.918 0.507 0.646 3.302
SalSAC 0.931 0.529 0.670 3.356
UNISAL 0.934 0.542 0.673 3.901
Oursw/o DA 0.927 0.558 0.668 3.426
UCF Sports test
Method AUC-J SIM CC NSS
SALICON 0.848 0.304 0.375 1.838
DVA 0.872 0.339 0.439 2.311
ACLNet 0.897 0.406 0.510 2.567
SalEMA 0.906 0.431 0.544 2.638
STRA-Net 0.910 0.479 0.593 3.018
TASED-Net 0.899 0.469 0.582 2.920
SalSAC 0.926 0.534 0.671 3.523
UNISAL 0.918 0.523 0.644 3.381
Oursw/o DA 0.913 0.493 0.594 3.001
Table 2 Comparison of SalGradNet with other state-of-the-
art method on Hollywood2 and UCF Sports datasets. In bold
the best results, in italics the second-best results.
4.4 Domain adaption performance
To assess the performance of our hierarchical domain
adaptation approach, we run experiments selecting dif-
ferent combinations of datasets to be used as source do-
main (used in a supervised way during training), target
domain (used in an unsupervised way during training)
and test dataset (never seen during training). During
these experiments, the models with both GRL and with-
out domain adaption are trained in parallel by providing
the same input sequence to avoid any evaluation bias.
Tab. 3-7 show the results of our experiments, report-
ing the performance achieved by our model when not
performing domain adaptation (as described in the pre-
vious section) and when integrating the gradient reversal
branches at each conspicuity subnetwork.
Based on our experiments, two main patterns of
results can be identified, depending on whether DHF1K
is employed as source domain and not.
In the first case (see Tab. 3, 4 and 5), it can be
noticed that the employment of gradient reversal layers
consistently improves performance over all test datasets,
compared to the base model that is simply trained on
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the source dataset. It is interesting to highlight that this
improvement is noticeable both when the test dataset is
different from the source and target datasets (i.e., never
seen during training, in either supervised or unsuper-
vised way) and when the test dataset is DHF1K itself.
This shows that domain adaptation can also act as a
regularization objective to encourage the model to learn
more general features, see Fig. 4. Furthermore, when
using LEDOV as target dataset for domain adaptation,
the performance gain is higher than the one with UCF
Sports and Hollywood2 as target datasets, and this is
due again to the characteristics of these two datasets
(less scene variability and shorter video duration than in
LEDOV) that limit the regularization effects obtained
by the hierarchical gradient reversal layers. Despite the
results shown in Table 1 and Table 3 are obtained with
different DH1K dataset splits (i.e., the former reports
the results on the DHF1K test split while the latter
on the validation split using the training procedure de-
scribed in Sect. 4.2), it can be noticed that our approach
empowered with hierarchical GRL yields performance
comparable to those of the state of the art methods
while trained supervisedly.
When DHF1K is employed as target domain (see
Tab. 6 and 7), the use of gradient reversal layers degrades
performance. A possible interpretation of this discrep-
ancy can be attributed to the specific characteristics of
Hollywood2 and UCF Sports, as already mentioned in
the previous section. Indeed, the limited variability of
spatio-temporal features from videos in Hollywood2, as
shown by the significantly shorter duration of videos
reported in Fig. 3, may be the cause of why it becomes
harder for the model to move clustered features and al-
low for learning more general representations. Similarly,
when UCF Sports is used as source domain, the small
size of the dataset makes it easier for the model to focus
on the supervised saliency prediction task (on which
it can easily achieve a low training loss), rather than
minimizing the domain adaptation loss.
5 Ablation Studies
To validate the importance and effectiveness of the de-
sign choices made for the design and training of the
network, we explore some model variants (without do-
main adaptation) on the validation set of the DHF1K:
1. We first investigate how the number of video frames
fed into the model affects the performance. Due to
the hardware architecture used, it is not possible
to try with a frame number greater than T = 16;
therefore, we compute the results with T = 8 and
T = 16 number of frames as input to the model.
source: DHF1K - target: LEDOV
→ testing on DHF1K
Model AUC-J NSS CC SIM
No GRL 0.903 2.685 0.483 0.364
GRL 0.906 2.715 0.486 0.365
source: DHF1K - target: LEDOV
→ testing on UCF Sports
Model AUC-J NSS CC SIM
No GRL 0.889 2.494 0.536 0.442
GRL 0.900 2.584 0.555 0.452
source: DHF1K - target: LEDOV
→ testing on Hollywood2
Model AUC-J NSS CC SIM
No GRL 0.922 3.011 0.622 0.502
GRL 0.926 3.066 0.623 0.505
Table 3 Domain adaptation with source: DHF1K, target:
LEDOV; evaluation on DHF1K, UCF Sports and Hollywood2.
Best results in bold.
source: DHF1K - target: UCF Sports
→ testing on DHF1K
Model AUC-J NSS CC SIM
No GRL 0.905 2.724 0.489 0.370
GRL 0.904 2.727 0.489 0.373
source: DHF1K - target: UCF Sports
→ testing on UCF Sports
Model AUC-J NSS CC SIM
No GRL 0.880 2.483 0.537 0.442
GRL 0.893 2.514 0.539 0.448
source: DHF1K - target: UCF Sports
→ testing on Hollywood2
Model AUC-J NSS CC SIM
No GRL 0.925 3.020 0.621 0.501
GRL 0.925 3.104 0.626 0.511
Table 4 Domain adaptation with source: DHF1K, target:
UCF Sports; evaluation on DHF1K, UCF Sports and Holly-
wood2. Best results in bold.
2. As for the conspicuity networks, we evaluate the
performance of our network in different configura-
tions, adding the different Conspicuity-Nets one at a
time, without domain adaptation and, at this stage,
without multi-head loss.
3. Finally, we evaluate the performance of our full
model when applying the multi-head loss on all con-
spicuity maps.
Thus, the Baseline configuration refers to the net-
work in a simple encoder-decoder configuration, i.e.,
without the conspicuity maps and multi-head loss. More
specifically, in the baseline model, the feature extractor
remains unchanged, but only the final feature map is
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Fig. 4 Effect of GRL on dataset features. t-SNE visualization of the features extracted at the end of the Feature Extractor
(Feature 4 in Fig. 2) of SalGradNet when trained it without GRL (left image) and with GRL (right image). Source dataset:
DHF1K, target detaset: LEDOV. When using multi-scale GRL, learned features across dataset become more spread out leading
to better generalization capabilities.
source:DHF1K - target: Hollywood2
→ testing on DHF1K
Model AUC-J NSS CC SIM
No GRL 0.905 2.700 0.484 0.367
GRL 0.905 2.737 0.483 0.370
source: DHF1K - target: Hollywood2
→ testing on UCF Sports
Model AUC-J NSS CC SIM
No GRL 0.896 2.522 0.543 0.440
GRL 0.893 2.534 0.542 0.444
source: DHF1K - target: Hollywood2
→ testing on Hollywood2
Model AUC-J NSS CC SIM
No GRL 0.925 3.062 0.624 0.504
GRL 0.925 3.101 0.632 0.510
Table 5 Domain adaptation with source: DHF1K, target:
Hollywood2; evaluation on DHF1K, UCF Sports and Holly-
wood2. Best results in bold.
used. Subsequently, the extracted features are given as
input to a temporal convolution to reduce the temporal
dimension to 1 and then the prediction is computed
using a 2D decoder. The temporal convolution and the
decoder are identical to those of the Conspicuity-net 4.
The model variants and their performance (com-
puted on the DHF1K validation set) are reported in
Table 8. The results show that: a) more input frames
yields better prediction accuracy; b) each conspicuity
net makes its own contribution to improving the final
performance; c) multi-head loss on conspicuity maps
slightly enhances saliency prediction.
Overall, these results clearly verify the effectiveness
of all important design features in SalGradNet.
source: UCF Sports - target: DHF1K
→ testing on UCF Sports
Model AUC-J NSS CC SIM
No GRL 0.901 2.803 0.588 0.489
GRL 0.905 2.756 0.579 0.478
source: UCF Sports - target: DHF1K
→ testing on DHF1K
Model AUC-J NSS CC SIM
No GRL 0.880 2.237 0.405 0.325
GRL 0.877 2.160 0.392 0.309
source: UCF Sports - target: DHF1K
→ testing on Hollywood2
Model AUC-J NSS CC SIM
No GRL 0.899 2.468 0.517 0.433
GRL 0.899 2.427 0.509 0.423
Table 6 Domain adaptation with source: UCF Sports, target:
DHF1K; evaluation on UCF Sports, DHF1K and Hollywood2.
Best results in bold.
6 Conclusion
In this work, a new fully convolutional network, SalGrad-
Net, for video saliency prediction is proposed. SalGrad-
Net takes as input a video clip and predicts the frame-
by-frame saliency map by exploiting, for the prediction
on each frame, the temporal information extracted from
a fixed number of previous frames (T = 16). SalGradNet
uses a multi-head encoder-decoder architecture: in the
encoding path, 3D feature extraction layers simultane-
ously aggregate spatio-temporal cues from a sequence of
T frames. The encoded features are then provided to the
conspicuity networks, that act at different points of the
encoder to generate 4 different conspicuity maps, each
representing spatio-temporal information at different
abstraction levels. These maps finally contribute to the
12 G. Bellitto∗ et al.
source: Hollywood2 - target: DHF1K
→ testing on Hollywood2
Model AUC-J NSS CC SIM
No GRL 0.929 3.235 0.661 0.528
GRL 0.927 3.139 0.653 0.520
source: Hollywood2 - target: DHF1K
→ testing on DHF1K
Model AUC-J NSS CC SIM
No GRL 0.892 2.466 0.444 0.337
GRL 0.891 2.461 0.444 0.338
source: Hollywood2 - target: DHF1K
→ testing on UCF Sports
Model AUC-J NSS CC SIM
No GRL 0.884 2.476 0.538 0.442
GRL 0.884 2.411 0.529 0.434
Table 7 Domain adaptation with source: Hollywood2, target:
DHF1K; evaluation on Hollywood2, DHF1K and UCF Sports.
Best results in bold.
AUC-J SIM NSS CC
Baseline (T=8) 0.895 0.340 2.466 0.449
Baseline (T=16) 0.895 0.342 2.588 0.467
+ Consp-net3 0.892 0.373 2.623 0.475
+ Consp-net2 0.902 0.373 2.700 0.484
+ Consp-net1 0.904 0.378 2.743 0.491
Full model 0.904 0.394 2.780 0.491
Table 8 Comparison of various SalGradNet (without
DA) configurations. The Baseline configuration refers to
the network in a simple encoder-decoder configuration, i.e.,
with Conspicuity-net 4 only. The full model includes all four
conspicuity networks with multi-head loss on conspicuity and
saliency maps, defined in Equation 5, and T = 16 input frames.
prediction of the saliency map on the last frame of the
processed video.
The designed model outperforms state-of-the-art
methods over the standard DHF1K benchmark on most
metrics for saliency prediction. This, jointly with the per-
formed ablation studies, demonstrates the effectiveness
of the devised conspicuity-based approach. Furthermore,
the model is able to generalize well, as showed by the per-
formance obtained on two other datasets, Hollywood2
and UCF-Sports.
In terms of domain adaptation, SalGradNet, when en-
hanced with hierarchical gradient reversal layers, shows
performance comparable to state-of-the-art models trained
in a supervised manner. This is remarkable and demon-
strates the effectiveness of the proposed model. It should
be noted that, in general, domain adaptation perfor-
mance depends on the datasets employed as source and
target, since small datasets with limited variability, such
as Hollywood2 and UCF Sports, tend to reduce the
advantage that our solution brings when generalizing
to datasets unseen or whose annotations were not used
during training.
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Appendices
A Detailed input-output sizes of Conspicuity-nets
.
Conspicuity-net 1
type kernel/(stride) Activation Batch Norm Input shape Output shape Description
Decoder 1
Conv3D 3× 1× 1/(2, 1, 1) ReLU Yes 192× 8× 16× 24 192× 4× 16× 24 temporal convolution
Conv3D 3× 1× 1/(2, 1, 1) ReLU Yes 192× 4× 16× 24 192× 2× 16× 24 temporal convolution
Conv3D 3× 1× 1/(2, 1, 1) ReLU Yes 192× 2× 16× 24 192× 1× 16× 24 temporal convolution
Conv2D 3× 3/(1, 1) ReLU Yes 192× 16× 24 128× 16× 24
SepConv2D 3× 3/(1, 1) ReLU Yes 128× 16× 24 128× 16× 24
Upsample — — — 128× 16× 24 128× 32× 48 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 128× 32× 48 64× 32× 48
SepConv2D 3× 3/(1, 1) ReLU Yes 64× 32× 48 64× 32× 48
Upsample — — — 64× 32× 48 64× 64× 96 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 64× 64× 96 3× 64× 96
SepConv2D 3× 3/(1, 1) ReLU Yes 3× 64× 96 3× 64× 96
Upsample — — — 3× 64× 96 3× 128× 192 bilinear
Conv2D 1× 1/(1, 1) Sigmoid No 3× 128× 192 1× 128× 192
Domain adaptation branch 1
GRL — 192× 16× 24 192× 16× 24 domain adaptation
Feature Reduction block
Conv2D 1× 1/(1, 1) ReLU Yes 192× 16× 24 64× 16× 24 channel-reduction
Conv2D 1× 1/(1, 1) ReLU Yes 64× 16× 24 32× 16× 24 channel-reduction
Conv2D 1× 1/(1, 1) ReLU Yes 32× 16× 24 4× 16× 24 channel-reduction
Domain Classification
Linear — ReLU Yes 1536 512 fully connected layer
Linear — ReLU Yes 512 128 fully connected layer
Linear — ReLU Yes 128 32 fully connected layer
Linear — — No 32 2 fully connected layer
Table 1 Detailed input-output sizes of Conspicuity-net 1
16
Conspicuity-net 2
type kernel/(stride) Activation Batch Norm Input shape Output shape Description
Decoder 2
Conv3D 3× 1× 1/(2, 1, 1) ReLU Yes 480× 4× 8× 12 480× 2× 8× 12 temporal convolution
Conv3D 3× 1× 1/(2, 1, 1) ReLU Yes 480× 2× 8× 12 480× 1× 8× 12 temporal convolution
Conv2D 3× 3/(1, 1) ReLU Yes 480× 8× 12 256× 8× 12
SepConv2D 3× 3/(1, 1) ReLU Yes 256× 8× 12 256× 8× 12
Upsample — — — 256× 8× 12 256× 16× 24 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 256× 16× 24 128× 16× 24
SepConv2D 3× 3/(1, 1) ReLU Yes 128× 16× 24 128× 16× 24
Upsample — — — 128× 16× 24 128× 32× 48 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 128× 32× 48 64× 32× 48
SepConv2D 3× 3/(1, 1) ReLU Yes 64× 32× 48 64× 32× 48
Upsample — — — 64× 32× 48 64× 64× 96 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 64× 64× 96 3× 64× 96
SepConv2D 3× 3/(1, 1) ReLU Yes 3× 64× 96 3× 64× 96
Upsample — — — 3× 64× 96 3× 128× 192 bilinear
Conv2D 1× 1/(1, 1) Sigmoid No 3× 128× 192 1× 128× 192
Domain adaptation branch 2
GRL — 480× 8× 12 480× 8× 12 domain adaptation
Feature Reduction block
Conv2D 1× 1/(1, 1) ReLU Yes 480× 8× 12 64× 8× 12 channel-reduction
Conv2D 1× 1/(1, 1) ReLU Yes 64× 8× 12 4× 8× 12 channel-reduction
Domain Classification
Linear — ReLU Yes 384 64 fully connected layer
Linear — ReLU Yes 64 16 fully connected layer
Linear — — No 16 2 fully connected layer
Table 2 Detailed input-output sizes of Conspicuity-net 2
17
Conspicuity-net 3
type kernel/(stride) Activation Batch Norm Input shape Output shape Description
Decoder 3
Conv3D 3× 1× 1/(2, 1, 1) ReLU Yes 832× 2× 4× 6 832× 1× 4× 6 temporal convolution
Conv2D 3× 3/(1, 1) ReLU Yes 832× 4× 6 512× 4× 6
SepConv2D 3× 3/(1, 1) ReLU Yes 512× 4× 6 512× 4× 6
SepConv2D 3× 3/(1, 1) ReLU Yes 512× 4× 6 512× 4× 6
Upsample — — — 512× 4× 6 512× 8× 12 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 512× 8× 12 256× 8× 12
SepConv2D 3× 3/(1, 1) ReLU Yes 256× 8× 12 256× 8× 12
SepConv2D 3× 3/(1, 1) ReLU Yes 256× 8× 12 256× 8× 12
Upsample — — — 256× 8× 12 256× 16× 24 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 256× 16× 24 128× 16× 24
SepConv2D 3× 3/(1, 1) ReLU Yes 128× 16× 24 128× 16× 24
Upsample — — — 128× 16× 24 128× 32× 48 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 128× 32× 48 64× 32× 48
SepConv2D 3× 3/(1, 1) ReLU Yes 64× 32× 48 64× 32× 48
Upsample — — — 64× 32× 48 64× 64× 96 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 64× 64× 96 3× 64× 96
SepConv2D 3× 3/(1, 1) ReLU Yes 3× 64× 96 3× 64× 96
Upsample — — — 3× 64× 96 3× 128× 192 bilinear
Conv2D 1× 1/(1, 1) Sigmoid No 3× 128× 192 1× 128× 192
Domain adaptation branch 3
GRL — 832× 4× 6 832× 4× 6 domain adaptation
Feature Reduction block
Conv2D 1× 1/(1, 1) ReLU Yes 832× 4× 6 128× 4× 6 channel-reduction
Conv2D 1× 1/(1, 1) ReLU Yes 128× 4× 6 16× 4× 6 channel-reduction
Domain Classification
Linear — ReLU Yes 384 64 fully connected layer
Linear — ReLU Yes 64 16 fully connected layer
Linear — — No 16 2 fully connected layer
Table 3 Detailed input-output sizes of Conspicuity-net 3
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Conspicuity-net 4
type kernel/(stride) Activation Batch Norm Input shape Output shape Description
Decoder 4
Conv3D 3× 1× 1/(2, 1, 1) ReLU Yes 1024× 2× 4× 6 1024× 1× 4× 6 temporal convolution
Conv2D 3× 3/(1, 1) ReLU Yes 1024× 4× 6 512× 4× 6
SepConv2D 3× 3/(1, 1) ReLU Yes 512× 4× 6 512× 4× 6
SepConv2D 3× 3/(1, 1) ReLU Yes 512× 4× 6 512× 4× 6
Upsample — — — 512× 4× 6 512× 8× 12 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 512× 8× 12 256× 8× 12
SepConv2D 3× 3/(1, 1) ReLU Yes 256× 8× 12 256× 8× 12
SepConv2D 3× 3/(1, 1) ReLU Yes 256× 8× 12 256× 8× 12
Upsample — — — 256× 8× 12 256× 16× 24 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 256× 16× 24 128× 16× 24
SepConv2D 3× 3/(1, 1) ReLU Yes 128× 16× 24 128× 16× 24
Upsample — — — 128× 16× 24 128× 32× 48 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 128× 32× 48 64× 32× 48
SepConv2D 3× 3/(1, 1) ReLU Yes 64× 32× 48 64× 32× 48
Upsample — — — 64× 32× 48 64× 64× 96 bilinear
Conv2D 3× 3/(1, 1) ReLU Yes 64× 64× 96 3× 64× 96
SepConv2D 3× 3/(1, 1) ReLU Yes 3× 64× 96 3× 64× 96
Upsample — — — 3× 64× 96 3× 128× 192 bilinear
Conv2D 1× 1/(1, 1) Sigmoid No 3× 128× 192 1× 128× 192
Domain adaptation branch 4
GRL — 1024× 4× 6 1024× 4× 6 domain adaptation
Feature Reduction block
Conv2D 1× 1/(1, 1) ReLU Yes 1024× 4× 6 512× 4× 6 channel-reduction
Conv2D 1× 1/(1, 1) ReLU Yes 512× 4× 6 64× 4× 6 channel-reduction
Conv2D 1× 1/(1, 1) ReLU Yes 64× 4× 6 16× 4× 6 channel-reduction
Domain Classification
Linear — ReLU Yes 384 64 fully connected layer
Linear — ReLU Yes 64 16 fully connected layer
Linear — — No 16 2 fully connected layer
Table 4 Detailed input-output sizes of Conspicuity-net 4
