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Abstract
In papers by Yor, a remarkable class (Σ) of submartingales is introduced, which, up to techni-
calities, are submartingales (Xt)t≥0 whose increasing process is carried by the times t such that
Xt = 0. These submartingales have several applications in stochastic analysis: for example, the
resolution of Skorokhod embedding problem, the study of Brownian local times and the study
of zeros of continuous martingales. The submartingales of class (Σ) have been extensively stud-
ied in a series of articles by Nikeghbali (part of them in collaboration with Najnudel, some
others with Cheridito and Platen). On the other hand, stochastic calculus has been extended
to signed measures by Ruiz de Chavez [12] and Beghdadi-Sakrani [2]. In [5], the authors of the
present paper have extended the notion of submartingales of class (Σ) to the setting of Ruiz
de Chavez [12] and Beghdadi-Sakrani [2], giving two different classes of stochastic processes
named classes
∑
(H) and
∑
s(H) where from tools of the theory of stochastic calculus for signed
measures, the authors provide general frameworks and methods for dealing with processes of
these classes. In this work, we first give some formulas of multiplicative decomposition for
processes of these classes. Afterward, we shall establish some representation results allowing
to recover any process of one of these classes from its final value and the last time it visited
the origin.
Keywords
Stochastic calculus for signed measures; zeros of continuous martingales; class
∑
; class
∑
(H);
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1 Introduction
From stochastic calculus for signed measures, we have introduced in [5], two new classes of stochastic
processes:
∑
(H) and
∑
s(H). The motivation came from the study of processes of the form:
X = N +A (1)
where A is a non-decreasing and continuous stochastic process such that dAt is carried by the set of ze-
ros of some stochastic process. The equation (1) has played a capital role in many probabilistic studies.
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For instance: the family of Aze´ma-Yor martingales, the resolution of Skorokhod embedding problem, the
Skorokhod reflection equation, the study of Brownian local times and the study of zeros of continuous mar-
tingales [1]. A large class containing several stochastic processes satisfying (1) is the class
∑
. The class
∑
has been introduced by Yor [14] and studied in a series of articles [10], [3], [11], [6], [7], [8] and [9].
The interest of the present work lies in results established in [11] and [3]. In [11], the multiplicative
decomposition formulas have been given for submartingales of
∑
class. In [3], some representation results
allowing to recover any process of
∑
class from its final value and the last time it visited the origin have
been established. More precisely, these formulas are of the form:
Xt = E[X∞1{L≤t}|Ft] (2)
where, X is a process of
∑
, X∞ = limt→∞Xt and L = sup{t ≥ 0;Xt = 0}. These kind of results are useful.
For instance, from these results, a general framework to study last passage times, suprema and drawdowns
of class
∑
is given in [3]. Theses results have also played an important role in [6], [7], [8] and [9] to establish
a remarkable class of σ− finite measures.
Inspired by these works, the aim of this paper is to establish multiplicative decomposition and represen-
tation results for
∑
(H) and
∑
s(H) classes.
The paper is organized as follows: in Section 2, we shall give a brief summary of stochastic calculus for
signed measures and definitions of classes
∑
,
∑
(H) and
∑
s(H). In Section 3, some results on multiplicative
decomposition of
∑
(H) and
∑
s(H) classes are provided. Finally, in Section 4, we establish representation
results allowing us to write the processes of
∑
(H) and
∑
s(H) classes as in Equation (2).
2 Stochastic calculus for signed measures
We start by giving some notations that will be used throughout this paper. Consider a measure space
(Ω,F∞,Q), where Q is a bounded signed measure. Let P be a probability measure on F∞ such that
Q << P. We shall always use the following notations:
• Dt =
dQ|Ft
dP|Ft
where F is a right continuous filtration completed with respect to P such that F∞ = ∨tFt.
We shall consider that D is continuous in this paper. Note also that D is a uniformly integrable
martingale (see Beghdadi-Sakrani [2]).
• H = {t : Dt = 0}.
• g = supH .
• g = 0 ∨ g.
• γt = 0 ∨ sup{s ≤ t,Ds = 0}.
• If X is an adapted process with respect to (Ft), we shall denote X˜ := X.+g.
• Throughout this paper, E denotes the expectation with respect to the probability measure P.
Note that g and g are not stopping times with respect to the filtration (Ft)t≥0. Then, we shall denote
(Fgt ), the smallest right continuous filtration containing (Ft) for which g and g are stopping times. Hence,
the filtration (Fgg+t) is well defined and will be denoted (Ft+g).
The class of stochastic processes
∑
plays an important role in this work. We recall its definition in what
follows.
Definition 2.1. We say that a stochastic process X is of class
∑
if it decomposes as X = N +A, where
1. N is a ca`dla`g local martingale,
2. A is an adapted continuous finite variation process starting at 0,
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3.
∫ t
0
1{Xu 6=0}dAu = 0 for all t ≥ 0.
Definition 2.2. A stochastic process X is said of class D if
{Xτ : τ <∞ is a stopping time} is uniformly integrable.
Now, we shall recall some results of stochastic calculus for signed measures. P.A. Meyer suggested to
use signed measures in order to generalize the Paul Le´vy’s Theorem. This generalization was established by
Ruiz de Chavez in [12] and completed by Beghdadi-Sakrani in [2]. The basis of stochastic calculus for signed
measure theory have been established in both papers cited above. Note that the authors of [12] and [2] did
not use the same definition of martingale with respect to a signed measure. A martingale with respect to a
signed measure was defined in [12] as follows.
Definition 2.3. We consider a measure space (Ω,F∞,Q), where Q is a bounded signed measure. Let P
be a probability measure on F∞ such that Q << P. (Ft)t≥0 is a right continuous filtration, completed with
respect to P such that F∞ = ∨tFt and Dt =
dQ|Ft
dP|Ft
. We say that a (Ft)t≥0− adapted process X is a (Q,P)−
martingale if:
1. X is a P− semi martingale.
2. XD is a P− martingale.
X is said (Q,P)− local martingale (or uniformly integrable (Q,P)− martingale) if DX is a P− local mar-
tingale (or uniformly integrable P− martingale ).
Note that it is only due to assumption 1) that we can use usual stochastic calculus on the class of processes
defined above. The class of stochastic processes
∑
(H) was defined from Definition 2.3 as follows:
Definition 2.4. Let X be a non-negative P− semimartingale which decomposes as:
Xt =Mt +At.
We say that X is of
∑
(H) class if:
1. M is a ca`dla`g (Q,P)− local martingale, with M0 = 0;
2. A is a continuous nondecreasing process, with A0 = 0;
3. the measure (dAt) is carried by the set {t : Xt = 0} ∪H.
Now, we recall the definition of martingale with respect to a signed measure used in [2]. In the next
definition, we shall take P = |Q|, where Q is a signed measure such that |Q|(Ω) = 1.
Definition 2.5. Let X be an adapted process with respect to the filtration F .
1. X is called a Q− martingale if: E[|Xt|] < +∞, ∀t ≥ 0 and Q(XT ) = Q(X0) for any bounded stopping
time T .
2. X is called uniformly integrable Q− martingale if XD is a P− martingale which is uniformly integrable
.
3. X is a Q− local martingale if DX is a P− local martingale.
Remark that we can not apply stochastic calculus on Q− martingales, because a Q− martingale is
not necessarily a P− semimartingale. But, there exists a relation between the two above definitions of a
martingale with respect to a signed measure. It is given in the next proposition.
Proposition 1. Let P
′
be a probability measure on F∞ such that Q << P
′
. If, X is a (Q,P
′
)− martingale,
then X is a Q− martingale.
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Proof. See Proposition 1.1 of [2].
The theory of stochastic calculus for signed measures which allows us to deal with Q− martingales was
established in [2]. Now, we recall some results of this theory. We begin by quoting the following proposition
of Azema and Yor [1].
Proposition 2. Let (Vt)t≥0 be a (Fg+t)t≥0− optional process. There exists a unique (Ft)t≥0− optional
process (Ut)t≥0 which vanishes on H such that ∀t ≥ 0, Ug+t = Vt and U0 = V0 on {g = 0}. That defines a
function ρ : V 7−→ U .
ρ is linear, nonnegative and preserves products.
Proof. (See Azema and Yor [1])
Now, we shall recall the definition of stochastic integral with respect to a signed measure Q.
Definition 2.6. Let X be a uniformly integrable Q− martingale (resp. finite variation under Q) and h, a
progessive process such that:∫ t
0 h
2
g+sd〈Xg+.〉s < +∞, ∀t ≥ 0 (resp.
∫ t
0 |hg+s||dXg+s| < +∞). We define the stochastic integral of h with
respect to X under the signed measure Q by:
Q
∫ t
0
hsdXs = ρ
(∫ .
0
hg+sdX˜s
)
t
. (3)
Remark 2.1. A process X is said nondecreasing (resp. finite variation) under Q when the process X˜· = X·+g
is non-decreasing (resp. finite variation) under P.
We note [X ]Q = ρ([X˜ ])..
Theorem 3. If X is a uniformly integrable Q− martingale, then [X ]Q is the unique process adapted, right
continuous, nondecreasing on [g,+∞[ and null on H such that X2 − [X ]Q is a Q− local martingale.
Proof. (See S.Beghdadi-Sakrani [2])
Now, we recall the Itoˆ’s Theorem for signed measures.
Theorem 4. Let X := (X1, . . . , Xd) be a vector of d right continuous Q− semimartingales and F ∈
C2(Rd,R). Then F (X) is a right continuous Q− semimartingale and for any t ≥ 0,
F (Xt) = F (Xγt) +
∑
i
Q
∫ t
0
∂F
∂xi
(Xs)dX
i
s +
1
2
∑
i,j
Q
∫ t
0
∂2F
∂xi∂xj
(Xs)d[X
i, Xj ]Qs (4)
Proof. (See Beghdadi-Sakrani [2])
In what follows, we recall Tanaka’s formulas for signed measures that we established in [5].
Theorem 5. Let X be a right continuous Q− semimartingal. For all real a, we have:
|Xt − a| = |Xγt − a|+Q
∫ t
0
sgn(Xs − a)dXs +Q L
a
t (X) (5)
(Xt − a)
+ = (Xγt − a)
+ +Q
∫ t
0
1{Xs>a}dXs +
1
2
QL
a
t (X) (6)
(Xt − a)
− = (Xγt − a)
− −Q
∫ t
0
1{Xs≤a}dXs +
1
2
QL
a
t (X) (7)
where QL
a
t (X) = ρ
(
La. (X.+g)
)
t
and (Lat (X.+g))t≥0 is the classical semimartingale local time of (Xt+g)t≥0.
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Proof. (See [5])
Now, we recall the definition of class of stochastic processes
∑
s(H).
Definition 2.7. Let (Xt)t≥0 be a non-negative process which decomposes as:
Xt = Nt +At.
We say that (Xt)t≥0 is a stochastic process of the
∑
s(H) class if:
1. (Nt)t≥0 is a ca`dla`g, uniformly integrable Q− martingale vanishing on H;
2. (At)t≥0 is a process which is continuous on ]g,∞[ and null on H such that: A˜t = Ag+t is non-
decreasing;
3. the measure (dA˜t) is carried by the set {t : X˜t = 0}.
We conclude this section with the following results which constitute our little contribution in stochastic
calculus for signed measures.
Theorem 6. Let K be a continuous, uniformly integrable (Q,P)− martingale with respect to (Ft)t≥0 which
vanishes on H and at zero. Let (Lt)t≥0 be the local time of K at zero under P. And let (QLt)t≥0 be the local
time of K at zero under Q (i.e QLt is the process defined in Theorem 5). Then, the process, (QLt − Lt)t≥0
is a uniformly integrable (Q, (Ft)t≥0)- martingale. More precisely for all t ≥ 0,
QLt − Lt = Iγt . (8)
where It =
∫ t
0 sgn(Ks)dKs,
Proof. Since K is a continuous (P, (Ft)t≥0)− semimartingale vanishing at zero, we obtain from Tanaka
formula:
|Kt| =
∫ t
0
sgn(Ks)dKs + Lt.
Furthermore, from Proposition 1, K is also a uniformly integrable Q− martingale. Hence, according to
Theorem 3.4 of [5] one gets:
|Kt| = |Kγt |+ Q
∫ t
0
sgn(Ks)dKs + QLt.
But |Kγt | = 0 since K vanishes on H . Then, it follows that:
|Kt| = Q
∫ t
0
sgn(Ks)dKs + QLt.
Consequently, the following identity holds:∫ t
0
sgn(Ks)dKs + Lt = Q
∫ t
0
sgn(Ks)dKs + QLt.
Therefore, we obtain:
QLt − Lt =
∫ t
0
sgn(Ks)dKs − Q
∫ t
0
sgn(Ks)dKs.
But, thanks to Proposition 2 of [12],
∫ ·
0
sgn(Ks)dKs is a uniformly integrable (Q,P)− martingale with
respect to (Ft)t≥0. Then, it is also a uniformly integrable Q− martingale with respect to (Ft)t≥0. And from
Proposition 2.3 of [2], Q
∫ ·
0
sgn(Ks)dKs is a uniformly integrable (Q, (Ft)t≥0)− martingale. Consequently,
(QLt − Lt)t≥0 is a uniformly integrable (Q, (Ft)t≥0)− martingale. Since K is, at the same time, a P−
5
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semimartingale and a uniformly integrable Q− martingale, it follows from Proposition 2.3 of [2] that the
stochastic process (It)t≥0 is well defined and that
Q
∫ t
0
sgn(Ks)dKs = It − Iγt .
Then, we obtain that,
QLt − Lt = Iγt .
This completes the proof.
Lemma 1. Let (Mt)t≥0 be a non-negative (Q, (Ft)t≥0)− martingale which is uniformly integrable, with
Mt = 1, ∀t ∈ H. And let (Ct)t≥0 be a right continuous and adapted process which is non-decreasing under
Q such that: ∀t ∈ H, Ct = 1. Then, we have:
E(M∞C∞) = 1 +E
(∫ +∞
g
MsdCs
)
. (9)
Proof. By definition, DM is a uniformly integrable (P, (Ft)t≥0)− martingale which vanishes on H . Hence,
thanks to [1, Theorem 3.2] (Quotient Theorem) , it follows that: M˜ = M·+g is a uniformly integrable
(P, (Ft+g)t≥0)− martingale, with M˜0 = 1. Furthermore, we have C˜ = C·+g is a continuous and non-
decreasing process which is adapted with respect to (Ft+g)t≥0, with, C˜0 = 1. Then, according to Lemma
2.2 of [11], one gets that:
E(M˜∞C˜∞) = 1 +E
(∫ +∞
0
M˜sdC˜s
)
,
= 1 +E
(∫ +∞
g
MsdCs
)
.
But M˜∞ =M∞ and C˜∞ = C∞. Consequently, we obtain:
E(M∞C∞) = 1 +E
(∫ +∞
g
MsdCs
)
.
This ends the proof.
Theorem 7. Let K be a continuous uniformly integrable (Q, (Ft)t≥0)− martingale such that Kg = 0. Let
us take Kt = supγt≤s≤tKs and Xt = Kt −Kt. Then, for any locally bounded borel function f , the process
f(Kt)Xt − Q
∫ t
0
f(Ks)dKs
is (Q, (Ft)t≥0)− local martingale.
Proof. Let P
′
= |D∞|E|D∞|
P. Since K is a continuous uniformly integrable (Q, (Ft)t≥0)− martingale, it follows
that DX is a continuous uniformly integrable (P, (Ft)t≥0)− martingale null on H = {t ≥ 0; |Dt| = 0}.
Hence, we can apply the Quotient Theorem ( [1, Theorem 3.2]) on process DX (between P and P
′
) and to
obtain that
Dt+gKt+g
|Dt+g|
= sgn(Dt+g)Kt+g, for all t > 0
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is a continuous uniformly integrable (P
′
, (Ft+g)t≥0)− martingale. But D is a continuous process and for all
t > 0, Dt+g 6= 0. Hence, sgn(Dt+g) = cste. Consequently, Kt+g is a uniformly integrable (P
′
, (Ft+g)t≥0) -
martingale. Furthermore, we have:
Kt+g = sup
g≤s≤t+g
Ks = sup
s≤t
Ks+g,
and K0 = Kg = 0. Then, X·+g is a submartingale of class
∑
. Therefore, for any locally bounded borel
function f , the process,
f(Kt+g)Xt+g −
∫ t
0
f(Ks+g)dKs+g
is a (P
′
, (Ft+g)t≥0)− local martingale. This implies that:
ρ(f(K ·+g)X·+g)t − Q
∫ t
0
f(Ks)dKs,
is a (Q, (Ft)t≥0)− locale martingale. Remark furthermore that for all t ∈ H ,
Xt = Kt −Kt = Kt −Kt = 0.
Consequently,
ρ(f(K·+g)X·+g)t = f(Kt)Xt.
This completes the proof.
3 Multiplicative decompositions on classes
∑
(H) and
∑
s(H)
In this section, we shall give some formulas of multiplicative decomposition on stochastic processes of
∑
(H)
and
∑
s(H) classes. Beforehand, we give the following proposition.
Proposition 8. Let X = N +A be a continuous process of
∑
(H) class. Then, |XD| is a submartingale of
class
∑
.
Proof. Firstly, note that D is a continuous P− martingale. This implies that DX is a continuous P- semi-
martingale since X is also a P- semimartingale. Then, thanks to Tanaka formula, it follows that,
|XtDt| =
∫ t
0
sgn(DsXs)d(DsXs) + L
0
t ,
L0t being the local time of the semimartingale DX at zero. But we can write DtXt as follows
DtXt = DtNt +
∫ t
0
AsdDs +
∫ t
0
DsdAs.
One gets that
|XtDt| =
∫ t
0
sgn(DsXs)d(DsNs) +
∫ t
0
sgn(DsXs)AsdDs +
∫ t
0
sgn(DsXs)DsdAs + L
0
t .
But dA is carried by H ∪ {t;Xt = 0} = {t;DtXt = 0}. This allows us to see that
∫ t
0 sgn(DsXs)DsdAs = 0
since sgn(DsXs) = 0 on {t;DtXt = 0}. So, we obtain
|XtDt| =
∫ t
0
sgn(DsXs)d(DsNs) +
∫ t
0
sgn(DsXs)AsdDs + L
0
t .
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By definition, (L0t ) is a continuous and non-decreasing process which vanishes at zero and dL
0
t is carried by
{t;DtXt = 0}. Note also that
∫ t
0
sgn(DsXs)d(DsNs) is a P− local martingale since DN is also a P− local
martingale. It is the same for
∫ t
0
sgn(DsXs)AsdDs; which completes the proof.
A direct consequence of the above Proposition gives us the multiplicative decomposition of the process
DX , X being a stochastic process of the
∑
(H) class.
Corollary 1. Let X = N+A be a continuous process of
∑
(H) class. Then, there exists a unique continuous
P− local martingale M which is strictly positive such that M0 = 1 and
|Dt|Xt =
Mt
It
− 1,
where It = infs≤tMs. Precisely the martingale M is given by:
Mt = (1 + |Dt|Xt) exp(−L
0
t ),
L0t being the local time of DX at zero.
Proof. It follows from Proposition 8 that |D|X = |DX | is a submartingale of class
∑
. It suffices to apply
[11, Proposition 2.4] to conclude.
Now, we shall give the main results of this section on the
∑
(H) class.
3.1 Multiplicative decomposition in
∑
(H)
Proposition 9. Let M be a positive, continuous (Q,P)- local martingale with M0 = 1. Then,
Xt =
Mt
It
− 1
is a process of
∑
(H) class, with It = infs≤tMs.
Proof. An application of Itoˆ formula gives us:
Xt =
∫ t
0
dMs
Is
+
∫ t
0
Msd
(
1
Is
)
.
But
Ms = Is + IsXs.
Then, we obtain that:
Xt =
∫ t
0
dMs
Is
+
∫ t
0
Isd
(
1
Is
)
+
∫ t
0
XsIsd
(
1
Is
)
.
Remark that we have also:
Xt
Mt
=
1
It
−
1
Mt
and that
1
It
= sup
s≤t
(
1
Ms
)
.
This means that d
(
1
Is
)
is carried by {t;Xt = 0}. This implies that∫ t
0
XsIsd
(
1
Is
)
= 0.
8
F. EYI-OBIANG et al
Then, it follows that:
Xt =
∫ t
0
dMs
Is
+
∫ t
0
Isd
(
1
Is
)
.
Which can also be written as follows:
Xt =
∫ t
0
dMs
Is
+ log
(
1
It
)
.
Thanks to Proposition 2 of [12],
(∫ t
0
dMs
Is
)
t≥0
is a (Q,P)− locale martingale. We have also that(
log
(
1
It
))
≥0
is a continuous, non-decreasing process which vanishes at zero. Furthermore, d
(
log
(
1
It
))
is
carried by H ∪ {t;Xt = 0} since d
(
1
It
)
is carried by {t;Xt = 0}. Consequently, X is a process of
∑
(H)
class.
Corollary 2. Let X = N +A be a continuous and nonnegative semimartingale which vanishes on H. Then,
the following assertions are equivalent:
1. X is a process of
∑
(H) class;
2. there exists a unique continuous and positive (Q,P)− local martingale M such that M0 = 1 and
Xt =
Mt
It
− 1,
where It = infs≤tMs. Precisely, the (Q,P)− local martingale M is given by
Mt = (1 +Xt) exp(−At).
Proof. (1)⇒ (2) Thanks to Theorem 2.1 of [5], we have that for any locally bounded Borel function f ,(
f(At)Xt −
∫ At
0
f(x)dx
)
t≥0
is a (Q,P)− local martingale. Take f(x) = exp (−x). It follows that, (exp(−At)Xt + exp(−At)− 1)t≥0 is a
(Q,P)− local martingale. This implies thatM = (exp(−At)Xt+exp(−At))t≥0 is a (Q,P)− local martingale.
It is easy to see that M is a positive process such that M0 = 1. Now, we put Ct = exp(At). It follows that
Mt =
(1 +Xt)
Ct
.
This is equivalent to write that:
Xt
Mt
= Ct −
1
Mt
.
Remark that dCt = CtdAt is carried by H ∪ {t ≥ 0;Xt = 0}. But X vanishes on H . Then, dCt is carried by
{t ≥ 0;Xt = 0}. This means that dCt is carried by {t ≥ 0;
Xt
Mt
= 0}, since ∀t ≥ 0, Mt 6= 0. So, by applying
Skorokhod’s Lemma, we obtain that:
Ct = sup
s≤t
(
1
Ms
)
=
1
It
.
Then,
Xt
Mt
=
1
It
−
1
Mt
.
Consequently,
Xt =
Mt
It
− 1.
(2)⇒ (1) follows from a direct application of Proposition 9.
9
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Now, we shall give the main result of this section on the multiplicative decomposition of stochastic
processes of the
∑
s(H) class.
3.2 Multiplicative decomposition in
∑
s
(H)
Theorem 10. Let X be a continuous and non-negative stochastic process which is adapted with respect to
the filtration (Ft)t≥0. Then, the following are equivalent:
1. X is a process of
∑
s(H) class;
2. there exists a positive uniformly integrable (Q, (Ft)t≥0)− martingale M , with Mt = 1 ∀t ∈ H, such
that
Xt =
Mt
Jt
− 1, (10)
where Jt = infγt≤s≤tMs.
And this (Q, (Ft)t≥0)− martingale is given by Mt = (1 +Xt) exp(−At).
Proof. (1) ⇒ (2) Let X = N + A be a process of
∑
s(H) class. It follows from Proposition 3.2 of [5] that:
X·+g = N·+g +A·+g is a submartingale of
∑
class. Then, from [11, Proposition 2.4], we have:
Xt+g =
M
′
t
I
g
t
− 1,
whereM
′
t = (1+Xt+g) exp(−At+g) and I
g
t = infs≤tM
′
s. Now, let Yt =
Mt
Jt
−1, whereMt = (1+Xt) exp(−At)
and Jt = infγt≤s≤tMs. Thanks to Theorem 3.3 of [5], we have that for any locally bounded Borel function
f , f(At)Xt − Q
∫ t
0
f(As)dAs is a uniformly integrable Q− martingale with respect to the filtration (Ft)t≥0.
By taking f(x) = exp(−x), one gets that exp(−At)Xt − Q
∫ t
0
exp(−As)dAs is a uniformly integrable Q−
martingale with respect to (Ft)t≥0. But from Proposition 2.3 of [2], we have:
Q
∫ t
0
exp(−As)dAs =
∫ t
γt
exp(−As)dAs = exp(−Aγt)− exp(−At).
Since A vanishes on H , it follows that:
Q
∫ t
0
exp(−As)dAs = 1− exp(−At).
This implies that:
exp(−At)Xt − Q
∫ t
0
exp(−As)dAs = (1 +Xt) exp(−At)− 1 =Mt − 1.
Then, M is a positive uniformly integrable (Q, (Ft)t≥0)− martingale, with Mt = 1 for all t ∈ H . On the
other hand, we have
Yt+g =
Mt+g
Jt+g
− 1.
But Mt+g = M
′
t and Jt+g = infg≤s≤t+gMs = infs≤tMs+g. Therefore, Jt+g = I
g
t . Consequently, Xt+g =
Yt+g. This implies that ρ(X·+g)t = ρ(Y·+g)t. But by definition, X vanishes on H . Then, Xt = ρ(Y·+g)t.
Furthermore, we have ∀t ∈ H , Jt = Mt = 1. Hence, Y also vanishes on H . Consequently, ∀t ≥ 0, Xt = Yt,
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since X and Y are continuous. This means that Xt =
Mt
Jt
− 1.
(2)⇒ (1) Now, we suppose that Xt =
Mt
Jt
− 1. It follows, from Theorem 2.2 of [2], that:
Xt = Q
∫ t
0
dMs
Js
+ Q
∫ t
0
Msd
(
1
Js
)
.
Then, by using the fact that Ms = Js +XsJs in the last equality, we get:
Xt = Q
∫ t
0
dMs
Js
+ Q
∫ t
0
Jsd
(
1
Js
)
+ Q
∫ t
0
XsJsd
(
1
Js
)
.
Thanks to Proposition 2.3 of [2], we have:
Q
∫ t
0
Jsd
(
1
Js
)
=
∫ t
γt
Jsd
(
1
Js
)
= log
(
1
Jt
)
− log
(
1
Jγt
)
.
Hence,
Q
∫ t
0
Jsd
(
1
Js
)
= log
(
1
Jt
)
,
since Jγt =Mγt = 1. But we also have that:
Q
∫ t
0
XsJsd
(
1
Js
)
= ρ
(∫ ·
0
Xs+gJs+gd
(
1
Js+g
))
t
and
Xt+g =
Mt+g
Jt+g
− 1 =
Mt+g
infs≤tMs+g
− 1.
Then, it follows that:
Xt+g
Mt+g
=
1
infs≤tMs+g
−
1
Mt+g
= sup
s≤t
(
1
Ms+g
)
−
1
Mt+g
.
This means that, d
(
1
Js+g
)
is carried by {s ≥ 0;Xs+g = 0}. Consequently,∫ t
0
Xs+gJs+gd
(
1
Js+g
)
= 0.
Then,
Q
∫ t
0
XsJsd
(
1
Js
)
= 0.
So, it follows that:
Xt = Q
∫ t
0
dMs
Js
+ log
(
1
Jt
)
.
Remark that log
(
1
J·
)
is a non-decreasing process under Q vanishing on H . Since M is a uniformly inte-
grable Q− martingale, it follows thanks to Proposition 2.3 of [2] that Q
∫ ·
0
dMs
Js
is a uniformly integrable Q−
martingale with respect to (Ft)t≥0. Therefore, X is a stochastic process of
∑
s(H) class.
In what follows, we give some corollaries of Theorem 10.
11
F. EYI-OBIANG et al
Corollary 3. Let K be a continuous, uniformly integrable (Q, (Ft)t≥0)− martingale which vanishes on H.
Then, there exists a uniformly integrable (Q, (Ft)t≥0)− martingale M which is positive, with Mt = 1 for all
t ∈ H, such that(
QLt − log
(
1
Jt
))
t≥0
is a uniformly integrable (Q, (Ft)t≥0)− martingale. With, Jt = infγt≤s≤tMs.
Proof. From Proposition 3.2 of [5], we have,
|Kt| = Q
∫ t
0
sgn(Ks)dKs + QLt.
Then, |K| is a process of
∑
s(H) class. And from Theorem 10, it follows that:
|Kt| =
Mt
Jt
− 1,
where, Mt = (1 + |Kt|) exp(−QLt). But from Theorem 2.2 of [2], it follows that:
|Kt| = Q
∫ t
0
dMs
Js
+ log
(
1
Jt
)
.
Hence,
QLt − log
(
1
Jt
)
= Q
∫ t
0
dMs
Js
− Q
∫ t
0
sgn(Ks)dKs.
Consequently,
(
QLt − log
(
1
Jt
))
t≥0
is a uniformly integrable (Q, (Ft)t≥0)− martingale. The proof is now
complete.
Corollary 4. Let K be a continuous, uniformly integrable (Q, (Ft)t≥0)− martingale which vanishes on H.
Then, there exists a positive, uniformly integrable (Q, (Ft)t≥0)− martingale M , with Mt = 1 for all t ∈ H
such that:
QLt = log
(
1
Jt
)
. (11)
Where, Jt = infγt≤s≤tMs.
Proof. Thanks to Corollary 3, there exists an (Ft)t≥0− adapted, continuous, uniformly integrable Q− mar-
tingale M such that Mt = 1 for all t ∈ H and for which the process(
QLt − log
(
1
Jt
))
t≥0
is a uniformly integrable (Q, (Ft)t≥0)− martingale. This means that(
Dt
(
QLt − log
(
1
Jt
)))
t≥0
is an (Ft)t≥0− adapted, uniformly integrable P− martingale. By an application of Quotient Theorem, it
follows that
(
QLt+g − log
(
1
Jt+g
))
t≥0
is a uniformly integrable (P, (Ft+g)t≥0)− martingale. But
QLt+g − log
(
1
Jt+g
)
= Lt − log
(
1
infg≤s≤t+gMs
)
,
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L being the local time of the P− martingale (Kt+g)t≥0 which is (Ft+g)t≥0− adapted. Remark that(
Lt − log
(
1
infg≤s≤t+g Ms
))
t≥0
is also a continuous process with finite variations which vanishes at zero.
Consequently,
Lt − log
(
1
infg≤s≤t+gMs
)
= 0.
This means that:
Lt = log
(
1
infg≤s≤t+gMs
)
.
Then, it follows that:
ρ(L·)t = ρ
(
log
(
1
infg≤s≤·+gMs
))
t
.
Hence,
QLt = ρ
(
log
(
1
infg≤s≤·+gMs
))
t
.
Since Jt =Mt = 1 on H , log
(
1
Jt
)
= 0 for all t ∈ H . Consequently, ∀t ≥ 0,
QLt = log
(
1
Jt
)
.
This ends the proof.
Corollary 5. Let K be a continuous uniformly integrable (Q,P)− martingale which vanishes on H and
is adapted to the filtration (Ft)t≥0. Then, there exists a uniformly integrable (Q, (Ft)t≥0)− martingale M
which is positive, with Mt = 1 ∀t ∈ H, such that
(
Lt − log
(
1
Jt
))
t≥0
is a uniformly integrable (Q, (Ft)t≥0)−
martingale. Here, L is the local time of K at zero and Jt = infγt≤s≤tMs.
Proof. Thanks to Theorem 6, (Lt − QLt)t≥0 is a uniformly integrable Q− martingale with respect to the
filtration (Ft)t≥0. But, from Corollary 4, there exists a uniformly integrable (Q, (Ft)t≥0)− martingale M
which is positive such that Mt = 1, ∀t ∈ H , and QLt = log
(
1
Jt
)
. Consequently,
(
Lt − log
(
1
Jt
))
t≥0
is a
uniformly integrable (Q, (Ft)t≥0)− martingale.
4 Representation results in
∑
(H),
∑
s(H)
In this section, we establish some representation formulas of stochastic processes of the
∑
(H) and
∑
s(H)
classes. These results are similar to the ones obtained for stochastic processes of the class
∑
in [3]. More
precisely, we give some formulas that allow us to recover any stochastic process of
∑
(H) class (or
∑
s(H)
class) from its final value and the last time it visited the origin. In other words, the goal in this section is to
show that
Xt = E[X∞1{Γ≤t}|Ft] (12)
where Γ = sup {t ≥ g;Xt = 0} and X is a stochastic process of
∑
(H) class or
∑
s(H) class. It is difficult to
obtain it directly because here, X is not necessarily a submartingale with respect to the probability measure
P. The case where X is taken in
∑
s(H), X is not even a semimartingale. Thus, to overcome this difficulty,
we will use the following remark:
Remark 4.1. Let Γ = sup {t ≥ g;Xt = 0}. One has
Γ = g + L
where g = sup {t ≥ 0;Dt = 0} and L = sup {t ≥ 0;Xt+g = 0}.
13
F. EYI-OBIANG et al
Note that throughout this section, we shall assume that g < ∞. Remark that this assumption implies
that g = g.
4.1 Representation formulas of processes of class
∑
(H)
The following lemma gives us a relation between the
∑
(H) class and the class
∑
. This lemma allows us to
prove the main results of this subsection.
Lemma 2. Let X be an (Ft)− adapted process of
∑
(H) class which vanishes on H such that dAt+g is
carried by {t : Xt+g = 0}. Then, X·+g is a submartingale of the class
∑
with respect to (Ft+g)t≥0.
Proof. We have Xt+g = Nt+g +At+g. Since X vanishes on H , one has: Xg = 0. Hence, it follows that:
Xt+g = Xt+g −Xg = (Nt+g −Ng) + (At+g −Ag).
But A
′
· = A·+g − Ag is an increasing and nonnegative process with A
′
0 = 0. Furthermore, dA
′
t = dAt+g is
carried by {t : Xt+g = 0}. Since N is a (Q,P)− local martingale, we obtain, thanks to Theorem 4.2.1 of [1],
that N·+g is a (P, (Ft+g))− local martingale. Thus, N·+g −Ng is a (P, (Ft+g)t≥0)− local martingale which
vanishes at zero. Consequently, X·+g is a submartingale of
∑
class.
Now, we shall give the main results of this subsection.
Theorem 11. Let X be an (Ft)t≥0− adapted process of class
(∑
(H)
)
which vanishes on H, such that
dAt+g is carried by {t : Xt+g = 0}. Let f : R −→ R be a Borel function and Γ = sup{t ≥ g;Xt = 0}.
Assume that the following condition holds:
• (Nt −Nγt)t≥0 is a uniformly integrable Q− martingale.
Then, there exist random variables X∞, N∞, A∞ such that Xt+g −→ X∞,
(Nt+g −Ng) −→ N∞, (At+g − Ag) −→ A∞ as t goes to ∞ almost everywhere on {L < ∞}. Moreover, for
all stopping time T <∞:
f(AT −AγT )XT = E[f(A∞)X∞1{Γ≤T}|FT ]. (13)
In particular, for all stopping time T <∞:
XT = E[X∞1{Γ≤T}|FT ]. (14)
Proof. Thanks to Lemma 2, X·+g = (N·+g−Ng)+(A·+g−Ag) is a submartingale of
∑
class, with (A·+g−Ag)
its nondecreasing part and (N·+g − Ng) its martingale part. Since (Nt −Nγt)t≥0 is a uniformly integrable
(Q, (Ft)t≥0)− martingale, the process (Dt(Nt −Nγt))t≥0 is a uniformly integrable (P, (Ft)t≥0)− martingale.
Hence, proceeding in the same way as in the proof of Theorem 7, we get that N·+g − Ng is a uniformly
integrable (Ft+g)t≥0− martingale. Therefore, according to Corollary 3.2 of [3], one has:
f(AT+g −Ag)XT+g = E[f(A∞)X∞1{L≤T}|FT+g]
for every stopping time T <∞. It follows that:
ρ(f(A·+g −Ag)X·+g)T = ρ(E[f(A∞)X∞1{L≤·}|F·+g])T .
Let Yt = f(At −Aγt)Xt. The process Y vanishes on H because X is null on H . Furthermore, ∀ t ≥ 0,
Yt+g = f(At+g −Ag)Xt+g.
Then,
ρ(f(A·+g −Ag)X·+g)T = f(AT −AγT )XT
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for every stopping time T . Now, let Zt = E[f(A∞)X∞1{g+L≤t}|Ft]. Remark that the process Z also vanishes
on H and ∀ t ≥ 0,
Zt+g = E[f(A∞)X∞1{L≤t}|Ft+g].
Hence, we obtain:
Zt = ρ(E[f(A∞)X∞1{L≤·}|F·+g])t.
Consequently, for every stopping time T ,
f(AT −AγT )XT = E[f(A∞)X∞1{g+L≤T}|FT ].
In particular, when f ≡ 1, we obtain that:
XT = E[X∞1{g+L≤T}|FT ].
This completes the proof.
Theorem 12. Let X = N + A be a process of class
(∑
(H)
)
which vanishes on H, such that dAt+g is
carried by {t : Xt+g = 0}. Let f : R −→ R be a Borel function and Γ = sup{t ≥ g;Xt = 0}. Then, the
following assertions hold:
1. If X·+g is of class D, then there exist integrable random variables X∞, N∞, A∞ such that Xt+g −→
X∞, (Nt+g − Ng) −→ N∞, (At+g − Ag) −→ A∞ as t → ∞ almost surely as well as in L
1 and for
every stopping time T ,
f(AT −AγT )XT = E[f(A∞)X∞1{Γ≤T}|FT ]. (15)
2. If q : R −→ R − {0} is a Borel function such that q(A·+g − Ag)X·+g is of class D, then there exist
random variables X∞, N∞, A∞ such that Xt+g −→ X∞, (Nt+g −Ng) −→ N∞, (At+g −Ag) −→ A∞
as t→∞ almost everywhere on {L <∞}. Moreover, for all stopping time T <∞,
f(AT −AγT )XT = E[f(A∞)X∞1{Γ≤T}|FT ]. (16)
In particular, in both cases, one has that for all stopping time T <∞,
XT = E[X∞1{Γ≤T}|FT ]. (17)
Proof. Since X vanishes on H , we have Xg = 0. Then, we obtain that X·+g = (N·+g −Ng) + (A·+g − Ag).
From Lemma 2, X·+g is a process of class
∑
. Then, according to Theorem 3.1 of [3], the following hold:
1. IfX·+g is of class D, then there exist integrable random variablesX∞, N∞, A∞ such thatXt+g −→ X∞,
(Nt+g −Ng) −→ N∞, (At+g −Ag) −→ A∞ almost surely as well as in L
1 and for every stopping time
T ,
f(AT+g −Ag)XT+g = E[f(A∞)X∞1{L≤T}|FT+g].
2. If q : R −→ R − {0} is a Borel function such that q(A·+g − Ag)X·+g is of class D, then there exist
random variables X∞, N∞, A∞ such that Xt+g −→ X∞, (Nt+g −Ng) −→ N∞, (At+g −Ag) −→ A∞
almost everywhere on {L <∞} where L = sup{t ≥ 0;Xt+g = 0} and for all stopping time T <∞,
f(AT+g −Ag)XT+g = E[f(A∞)X∞1{L≤T}|FT+g].
In both cases, we obtain:
ρ(f(A·+g −Ag)X·+g)T = ρ(E[f(A∞)X∞1{L≤·}|F·+g])T .
Then, we proceed in the same way as in Theorem 11 to conclude the proof.
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4.2 Representation formulas of processes of class
∑
s
(H)
We shall begin this subsection by giving the following lemma which gives a representation formula of a
uniformly integrable Q− martingale null on H .
Lemma 3. Let M be a uniformly integrable (Q, (Ft))− martingale which vanishes on H. Then, on {g <∞}
and for every stopping time T , the following holds:
MT = E[M∞1{g≤T}|FT ]. (18)
Proof. By definition, DM is a uniformly integrable P− martingale with respect to (Ft)t≥0 and vanishes
on H . Hence, proceeding in the same way as in the proof of Theorem 7, we get that M·+g is a uniformly
integrable martingale with respect to (Ft+g)t≥0. Then, for M∞ = limt→∞Mt+g, we have:
MT+g = E[M∞|FT+g],
for every stopping time T . Now, remark that the process defined by
Yt = E[M∞1{g≤t}|Ft] vanishes on H . Furthermore, for every t ≥ 0,
Yt+g = E[M∞|Ft+g].
Then, ∀ t ≥ 0,
Yt = ρ(E[M∞|F·+g])t.
Consequently, for every stopping time T ,
MT = E[M∞1{g≤T}|FT ].
This completes the proof.
Next Corollary is a direct application of Lemma 3 and Theorem 3.3 of [5].
Corollary 6. Let X be a process of
∑
s(H) class and f : R+ −→ R+ be a locally bounded Borel function.
Then Mft = f(At)Xt −Q
∫ t
0
f(As)dAs is a uniformly integrable Q− martingale. Furthermore, on {g <∞},
we have:
f(AT )XT −Q
∫ T
0
f(As)dAs = E[M
f
∞1{g≤T}|FT ], (19)
for every stopping time T.
Now, we shall establish representation formulas of processes of
∑
s(H) class. We get these results in two
distinct ways. In the first one, we exploit the relationship between
∑
s(H) class and the class R+ of [1]. In
the second one, we shall exploit the link with class
∑
. Let us recall the definition of the class R+.
Definition 4.1. Let Y be a non-negative process. We will say that Y is a process of class R+ if:
• the random set {t ≥ 0;Yt = 0} is closed;
• Y admits the decomposition of the form Y = N + A, where N is a right continuous martingale which
is uniformly integrable and A is a continuous nondecreasing process which is adapted and integrable
such that dAt is carried by {t ≥ 0;Yt = 0};
• P[Y∞ = 0] = 0.
Now, we give the relationship between
∑
s(H) and R+.
Lemma 4. Let X be a stochastic process of
∑
s(H) class such that P[X∞ = 0] = 0. Then, the stochastic
process X·+g is an element of class R+.
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Proof. Let X = N + A be a stochastic process of
∑
s(H) class. Since N is a right continuous, uniformly
integrable (Q, (Ft)t≥0)− martingale. It follows by Quotient Theorem that N·+g is a right continuous, uni-
formly integrable P− martingale with respect to the filtration (Ft+g)t≥0. Furthermore, by definition, A·+g
is a continuous nondecreasing process such that dAt+g is carried by {t ≥ 0;Xt+g = 0}. This achieves the
proof.
The following theorem gives one of the main results of this subsection.
Theorem 13. Let X be an integrable stochastic process of
∑
s(H) class such that P[X∞ = 0] = 0. Let
Γ = sup{t ≥ g;Xt = 0}. Then, for every stopping time T ,
XT = E[X∞1{Γ≤T}|FT ]. (20)
Proof. Lemma 4 allows to claim that X·+g is a stochastic process of class R+ with respect to the filtration
(Ft+g)t≥0. Hence, for every stopping time T , one has:
XT+g = E[X∞1{L≤T}|FT+g].
This implies that
ρ(X·+g)T = ρ(E[X∞1{L≤·}|F·+g])T .
Since X vanishes on H , it follows that,
XT = ρ(E[X∞1{L≤·}|F·+g])T .
Now, let Yt = E[X∞1{g+L≤t}|Ft]. Remark that Y vanishes on H . Furthermore, one has
Yt+g = E[X∞1{L+g≤t+g}|Ft+g]
= E[X∞1{L≤t}|Ft+g].
Then,
Yt = ρ(E[X∞1{L≤·}|F·+g])t.
Consequently, X ≡ Y since those are ca`dla`g processes. Therefore, for every stopping time T ,
XT = E[X∞1{g+L≤T}|FT ].
Now, we shall exploit a relationship between the
∑
s(H) class and the class
∑
to prove the last main
results of this section.
Theorem 14. Let X be a process of
∑
s(H) class and f : R −→ R be a Borel function. Let
Γ = sup {t ≥ 0;Xt = 0}. Then, the following assertions hold:
1. If X˜ is of class D, then there exist integrable random variables X∞, N∞, A∞ such that X˜t −→ X∞,
N˜t −→ N∞, A˜t −→ A∞ as t→∞ almost surely as well as in L
1 and for all stopping time T
f(AT )XT = E[f(A∞)X∞1{Γ≤T}|FT ]. (21)
2. If q : R −→ R − {0} is a Borel function such that q(A˜)X˜ is of class D, then there exist random
variables X∞, N∞, A∞ such that X˜t −→ X∞, N˜t −→ N∞, A˜t −→ A∞ as t → ∞ almost everywhere
on {L <∞} and
f(AT )XT = E[f(A∞)X∞1{Γ≤T}|FT ]; (22)
for all stopping time T <∞.
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In particular, in both cases one has
XT = E[X∞1{Γ≤T}|FT ]. (23)
Proof. From Proposition 3.2 of [5], X˜ is of class
(∑)
. Then, according to Theorem 3.1 of [3], the following
hold:
1. If X˜ is of class D, then there exist integrable random variables X∞, N∞, A∞ such that X˜t −→ X∞,
N˜t −→ N∞, A˜t −→ A∞ as t→∞ almost surely, as well as in L
1, and
f(A˜T )X˜T = E[f(A∞)X∞1{L≤T}|Fg+T ].
2. If q : R −→ R−{0} is a Borel function such that q(A˜)X˜ is of class D, then there exist random variables
X∞, N∞, A∞ such that X˜t −→ X∞, N˜t −→ N∞, A˜t −→ A∞ as t → ∞ almost everywhere on
{L <∞}, and
f(A˜T )X˜T = E[f(A∞)X∞1{L≤T}|Fg+T ].
In particular, in both cases, one has
X˜T = E[X∞1{L≤T}|Fg+T ].
Now, define Yt := E[f(A∞)X∞1{L+g≤t}|Ft] and Zt = E[X∞1{L+g≤T}|FT ]. We have for every t ≥ 0,
Yt+g = E[f(A∞)X∞1{L≤t}|Ft+g] = f(At+g)Xt+g;
and
Zt+g = E[X∞1{L≤t}|Ft+g] = Xt+g.
Furthermore, the processes X , Y and Z vanish on H . Then, in both cases, it follows from Proposition 3.1
of [1] that:
f(AT )XT = E[f(A∞)X∞1{L+g≤T}|FT ]
and
XT = E[X∞1{L+g≤T}|FT ].
This achieves the proof.
Theorem 15. Let X be a process of
∑
s(H) class and f : R −→ R be a Borel function. There exist random
variables X∞, N∞, A∞ such that X˜t −→ X∞, N˜t −→ N∞, A˜t −→ A∞ almost everywhere on {L <∞} and
f(AT )XT = E[f(A∞)X∞1{Γ≤T}|FT ], (24)
for all stopping time T <∞. In particular,
XT = E[X∞1{Γ≤T}|FT ], (25)
for all stopping time T <∞.
Proof. From Proposition 3.2 of [5], X˜ is of class
(∑)
. Since N is a uniformly integrable Q− martingale,
it follows from Quotient Theorem of [1] that N˜ is a uniformly integrable martingale. Then according
to Corollary 3.2 of [3], there exist random variables X∞, N∞, A∞ such that X˜t −→ X∞, N˜t −→ N∞,
A˜t −→ A∞ almost everywhere on {L <∞} and
f(A˜T )X˜T = E[f(A∞)X∞1{L≤T}|Fg+T ],
for all stopping time T <∞. In particular,
X˜T = E[X∞1{L≤T}|Fg+T ]
for all stopping time T <∞. Then we proceed in the same way as in Theorem 14 to conclude.
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Remark 4.2. If X satisfies the assumptions of Theorem 15, then there exists a random variable X∞ such
that Xt −→ X∞ almost everywhere on {L <∞}, and one has
Xt = E[X∞1{Γ≤t}|Ft], (26)
for all t ≥ 0.
Theorem 16. Let X be a process of
∑
s(H) class and f : R+ −→ R+ be a locally bounded Borel function
such that the process f(A˜)X˜ is of class D and f(A˜t)X˜t −→ 1 almost surely. Let F (x) =
∫ x
0
f(y)dy and
Γ = sup {t ≥ g;Xt = 0}.
1. If F (∞) <∞, then, ∀t ≥ 0, At = 0 and f(0)Xt = 1Hc(t).
2. If F (∞) = ∞, then L < ∞, A˜L = A∞ < ∞ and Xt −→ X∞ almost surely for some random variable
X∞ > 0. Moreover, for every stopping time T , one has
f(AT )XT = P[Γ ≤ T |FT ]. (27)
Proof. From Proposition 3.2 of [5], it follows that X˜ is a process of class
∑
. Then thanks to Theorem 3.10
of [3] ( or Theorem 3.8 of [4]), we have
• If F (∞) <∞, then A˜t = 0 and f(0)X˜t = 1 for all t ≥ 0.
• If F (∞) = ∞, then L < ∞, A˜L = A∞ < ∞ and X˜t −→ X∞ almost surely for a random variable
X∞ > 0. Moreover, for every stopping time T one has
f(A˜T )X˜T = P[L ≤ T |Fg+T ].
Since A and X vanish on H , it follows that:
• if F (∞) <∞, then At = ρ(A˜·)t = 0 and f(0)Xt = 1Hc(t) for all t ≥ 0;
• if F (∞) = ∞, then L < ∞, A˜L = A∞ < ∞ and X˜t −→ X∞ almost surely for some random variable
X∞ > 0. Moreover, for every stopping time T one has
f(AT )XT = ρ(P[L ≤ ·|Fg+·])T .
If we take Yt = P[L + g ≤ t|Ft], Y will vanish on H , and for all t ≥ 0, Yt+g = P[L ≤ t|Fg+t]. Then, by
uniqueness,
f(AT )XT = P[g + L ≤ T |FT ].
This completes the proof.
Theorem 17. Let X be a process of
∑
s(H) class and f : R+ −→ R+ be a Borel function for which there
exists an increasing sequence (an)n∈N in (0,∞) such that f1[0,an] is bounded for all n ∈ N, and f(x) = 0
for all x ≥ a := limn→∞ an. Let F (x) =
∫ x
0
f(y)dy and assume that the process f(A˜)X˜ is of class D and
f(A˜t)X˜t −→ 1 almost surely. Let Γ = sup {t ≥ g;Xt = 0}. Then,
1. If F (a) <∞, then At = 0 and f(0)Xt = 1Hc(t), ∀t ≥ 0.
2. If F (a) = ∞, then L < ∞, A˜L = A∞ < a and Xt −→ X∞ almost surely for some random variable
X∞ > 0. Moreover, for every stopping time T one has
f(AT )XT = P[Γ ≤ T |FT ]. (28)
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Proof. From Proposition 3.2 of [5], it follows that X˜ is a process of class
∑
. Then thanks to Theorem 3.9
of [4], we have
• If F (a) <∞, then A˜t = 0 and f(0)X˜t = 1 for all t ≥ 0.
• If F (a) = ∞, then L < ∞, A˜L = A∞ < a and X˜t −→ X∞ almost surely for some random variable
X∞ > 0. Moreover, for every stopping time T , one has
f(A˜T )X˜T = P[L ≤ T |Fg+T ].
Then, we proceed in the same way as in Theorem 16 to conclude the proof.
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