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TRANSFORMATION OF CONCRETE, ABSTRACT AND EMOTIONAL 
CONCEPTS INTO PRODUCT FORM IN THE DESIGN PROCESS 
SUMMARY 
The transition of abstract concepts into concrete forms is a difficult property to 
achieve for designers, it is also a challenging issue for researchers to analyze and 
later describe. This thesis represents a design cognition study focused on the 
embodiment of concepts with varying emotional content (i.e., concrete, abstract and 
emotional) into product form. It is aimed at identifying differences in terms of 
cognitive processing among these three states during the initial part of the design 
process and during the creation of a new product by professional designers. A mixed-
methods approach was used including both qualitative and quantitative approaches, 
and retrospective protocol analysis was used as a primary source of data analysis. 
Twelve professional designers were recorded and interviewed while in the process of 
transforming concrete, abstract, and emotional concepts, expressed via single words 
and various design briefs, into form, in their natural design environments. The data 
set was analyzed in light of recent cognitive literature that outlines the theoretical and 
processing differences across these three types of concepts. Findings give significant 
insights for understanding and describing cognitive processes engaged in by 
designers while embedding intangible properties into form. Results were discussed 
with reference to models of cognition and design. Interestingly, the ways in which 
the concreteness or emotionality of a concept is processed in the verbal domain is 
directly related to the ways in which designers move from their conceptual 
understandings to actual forms derived from those concepts.  The correspondences 
are many and quite often, statistically reliable. Thus, one might conclude that 
designers first transform a verbal label into a possible pictorial image or form after 
considering their mental representations of those concepts, and then, with an image 
in mind, they begin their sketches and/or verbalizations regarding those images.  
Clearly, the use of contextual memory plays a role in the development of those ideas 
that are then transposed into actual drawings. Knowledge generated by the current 
work may contribute to future research focused on generalizing these results to other 
types of design tasks, as well as towards the development of tools and instructional 
methods that might capitalize on what we know about the various characteristics of 
abstract, concrete, and emotional concepts in order to facilitate their embodiment or 
transformation into form.  Likewise, measures of creativity and related skills could 
also be examined in terms of their impact on the ease with which images are 







TASARIM SÜRECİNDE SOMUT, SOYUT VE DUYGUSAL İÇERİKLİ 
ÇEŞİTLİ KAVRAMLARIN ÜRÜN BİÇİMİNE DÖNÜŞTÜRÜLMESİ 
ÖZET 
Soyut kavramların ürün biçiminde somutlaştırılması tasarımcılar açısından 
gerçekleştirilmesi zor olduğu kadar araştırmacıların analiz etmesi ve daha sonra 
tanımlayabilmesi açısından da oldukça zor bir konudur. Bu tez, tasarımcıların çeşitli 
duygusal içeriklere sahip soyut kavramları ürün biçiminde somutlaştırması eylemini 
bilişsel olarak betimlemeyi amaçlar. Ayrıca, kavramın soyut, somut ya da duygusal 
içerikli olması halindeki zihinsel aktivitelerin benzerlik ve farklılıklarını ortaya 
koymayı hedefler. Bu amaçlar doğrultusunda tasarımcının kavramsal tasarım 
aşamasındaki bilişsel aktivitelerini niteliksel ve niceliksel olarak tanımlamaya 
yönelik bir deney yürütülmesi kararlaştırılmıştır.  
Soyut bir kavramdan yola çıkarak ürün formu geliştirme üzerine yapılan iki pilot 
çalışmanın analiz bulgularına dayanarak bir deney tasarlanmıştır. 1,5 saatlik deney, 
endüstriyel tasarım alanında aktif olarak çalışan 13 tasarımcı ile her biri kendi 
çalışma ortamlarında ayrı ayrı gerçekleştirilmiştir. Tasarımcıya verilen tasarım ve 
raporlama görevlerinin her biri 15’er dakika sürmüş ve ardı ardına altı oturum 
şeklinde gerçekleşmiştir. Her tasarımcının tasarım görevini alması itibariyle başlayan 
düşünme, eskiz yapma ve biçim oluşturma süreci dijital bir kamera yardımı ile 
kaydedilmiştir. Çevresel değişkenlerin olabildiğince sabitlenmesi adına, deneysel 
süreçte her katılımcı için aynı prosedür uygulanmıştır. Katılımcılardan özetle, soyut 
somut ve duygusal kelimelerle ifade edilen kavramlarla bir parfüm şişesi 
tasarlamaları istenmiştir. Türkçe Kelime Sıklığı Sözlüğü (Göz, 2003) referans 
alınarak, frekans ve kelime uzunluğu eşit olacak şekilde oluşturulan listeden seçilen 
kelimeler “kestane”, “kederli” ve “sadakat”tir. Bu kelimelerin seçimi sırasında (1) 
somut ve soyut kelimeler duygusal bileşenler içermemesi, (2) duygu kelimeleri 
olumsuz değere sahip olması şartı aranmıştır. Her katılımcıya toplamda üç aynı 
tasarım görevi verildiği için (duygu kavramı için bir tasarım iş tanımı, somut kavram 
için bir tasarım iş tanımı ve soyut kavram için bir tasarım iş tanımı), tasarım işi sırası, 
katılımcılar arasında, Latin Karesi Deneyi kullanılarak dengelenmiştir. Deney 
prosedürü psikolojik araştırma etik ilkeleri ve protokolleriyle uyumlu olarak 
hazırlanmış ve yürütülmüştür.  
Araştırmada nitel ve nicel araştırma metodlarının bir arada kullanıldığı bir yaklaşım 
benimsenmiş, veri analizinde ise birincil yöntem olarak retrospektif protokol analizi 
yöntemi kullanılmıştır. Protokol analizi bilişsel tasarım süreçlerinin incelenmesinde 
en sık kullanılan yöntemlerden biridir. Bu yöntem, düşünme süreçlerini sözel 
raporların toplanmasıyla inceleyen, nitel veriden nicel veri elde edilmesine olanak 
sağlayan bir psikolojik araştırma yöntemidir. Ardışık üç tasarım işi sonucunda 12 
tasarımcının 20.227 kelimelik protokol kaydı analiz için uygun bulunmuştur. 
Protokoller çalışmanın video kayıtları, çizimler ve gözlem bulguları olmak üzere üç 
tip veriden oluşmaktadır. Verileri yorumlamak ve analiz etmek için, hem eskizler 
hem de sözel protokoller (sözlü ve görsel veriler) eş zamanlı olarak analiz edilmiştir. 
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Sözel ve görsel veriler birlikte değerlendirilerek zaman kodlaması yapılmış ve (1) ilk 
resimsel betimleme için geçen süre, (2) yazılı ya da resimsel ilk görsel betimleme 
için geçen süre, (3) her bir tasarım görevi için harcanan toplam süre, (4) her bir 
tasarım görevinde üretilen alternatif ürün biçimi sayısı analiz bulgusu olarak 
değerlendirilmiştir. Tüm görsel veriye, videoda görünme sırasına göre bir numara 
verilmiştir ve gösterilen ilk görüntü, son görüntünün oluştuğu ana kadar 
tanımlanmıştır ve buna çalışmanın her bir adımı için harcanan toplam süre de 
dahildir. Bununla birlikte, deneklerin sözel raporları çözümlenmiş ve protokol analizi 
metodu doğrultusunda analiz birimlerine ayrılmıştır. Bu birimler araştırma amaçları 
doğrultusunda, tasarım bilgi işleme teorisi referans alınarak oluşturulan kodlama 
şeması aracılığıyla kodlanmıştır. Kodlama şemasındaki temel kategoriler, (1) bilginin 
edinimi, (2) bilginin temsili, (3) bilginin dönüşümü olarak tanımlanmıştır. Bu analiz, 
mevcut nitel verinin nicel analizine olanak sağlamış ve tasarım sürecinde üç farklı 
kelime grubunun karşılaştırılmasına imkan vermiştir. 
Deneysel çalışmada elde edilen veri seti konunun birçok farklı açıdan analizine 
olanak sağlamaktadır. Bu tez çalışmasında mevcut veri (1) soyut kavramları ürün 
formunda somutlaştırma sürecini anlamak ve tanımlamak, (2) soyut, somut ve 
duygusal kelimelerle ifade edilen kavramları tasarlama sürecinde karşılaştırmak ve 
(3) soyut, somut ve duygusal kavramların işlenme süreçlerinin analizlerinde 
kullanılan çeşitli bilişsel teorileri (imgelem oluşturabilme/ gözde canlandırılabilirlik 
ve bağlamın bulunabilirliği) tasarım çalışmaları alanında uygulamak ve 
karşılaştırmak amaçları doğrultusunda kullanılmıştır. 
Bulgular, soyut kavramları biçime dönüştürürken tasarımcıların kullandığı zihinsel 
süreçlerin anlaşılması ve tanımlanmasına ilişkin önemli bilgiler verir. Tasarımcıların 
sözel kavramları bilgi ve deneyimlerine bağlı olarak yaptıkları çağrışımlar ile 
resimsel temsillere dönüştürdükleri, zihinde canlandırılan bu temsilleri de eskizlerle 
dışa vurarak ürün biçimine dönüştürme sürecini başlattıkları gözlemlenmiştir. Bu 
süreç üç kavram tipi genelinde teorik ve işleyiş olarak benzerlik gösterse de, soyut, 
somut ve duygusal kavramlar genelinde, zihindeki bilişsel işlenme farklılıkları 
tasarım sürecinde de izlenmektedir. Bu bağlamda, bir kavramın somutluğu veya 
duygusal içerikli olması, sözel alanda işlenme şekli ile tasarımcıların kavramsal 
çıkışlı biçim oluşturma süreçleri ile doğrudan benzerlikler göstermekte olduğu 
sonucuna varılabilir. Tasarım süreçlerinin izlendiği üç kavram tipinde istatistiksel 
olarak anlamlı farklılıklar bulunmuştur. Tasarımcılar somut ve soyut kavramlı 
tasarım görevlerinde daha fazla çağrışım, geri çağırma ve tarama gibi zihinsel 
işlemler gerçekleştirirken, soyut kavramlı tasarım görevinde daha fazla dönüştürme 
zihinsel işlemi gerçekleştirmiştir. Bu, somut ve duygusal kavramların mevcut 
bağlamları içinde kolaylıkla ilişkilendirilebildiklerini ve görselleştirilebildikleri 
göstermektedir. Soyut kavramlar da ise çağrışım kuvvetinin azalmasına bağlı olarak 
somutlaştırılırken daha fazla dönüşüm geçirmektedir. Tasarımcıların soyut 
kavramlarla çalışırken daha çok zorlandığını fakat sonuç ürün formundan memnun 
oldukları gözlemlenmiştir. Somut kavramda ise zihinde canlanan imge, farklı form 
geliştrememe endişesi doğurmuştur. Somut kavramlı tasarım görevinde yapılan 
çağrışım zihinsel işlevinin fazla olması bu bağlamda da açıklanabilir. 
Mevcut çalışma ile öğrenilen bilgiler, diğer tasarım çalışmalarında bu sonuçların 
genelleştirilmesine ilişkin olarak ileride yapılacak araştırmalara katkı sağlayabilir.  
Aynı zamanda soyut, somut ve duygusal kavramların somutlaştırılması veya biçime 
dönüştürülmesini kolaylaştırmak için bu kavramlarla ilgili bilinen özelliklerden 
faydalanabilecek olan araçların ve eğitim yöntemlerinin geliştirilmesine de katkı 
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sağlayabilir. Benzer şekilde yaratıcılık ve ilgili beceri ölçüleri aynı zamanda, zihinde 
resimsel temsillere ulaşma kolaylığı ve bu resimsel temsilleri nesne biçimlerine 
dönüştürme kolaylığı açısından da incelenebilir, bu da tasarım çözümlerinde daha 
fazla yaratıcılığı doğurur. 
Suh, tasarımı “soyut kavramların ürün formunda somutlaştırılması” olarak 
tanımlamaktadır (1990). Soyut kavramların somut formlara dönüşümü tasarımcılar 
açısından gerçekleştirilmesi zor olduğu kadar araştırmacıların analiz etmesi ve daha 
sonra tanımlayabilmesi açısından da oldukça zor bir konudur. Mevcut indeksli 
yayınlar referans alındığında soyut kavramların somutlaştırılması bağlamında 
yürütülen çalışmanın benzerine rastlanmamıştır.  Bu nedenle elde edilen veriler 
tasarım araştırmaları ve bilişsel psikoloji alanlarındaki bilgi birikimine katkı 







1.  INTRODUCTION 
1.1 Research Title 
The current thesis titled “Transformation of concrete, abstract and emotional 
concepts into product form in the design process” is a basic design research, 
designed to contribute to the field of cognitive design studies by exploring the 
embodiment of concepts with varying emotional content into product form. 
1.2 Background and Motivation 
Designing a product is a goal directed thinking process by which problems are 
analyzed, explicit and implicit objectives are defined and adjusted, and proposals for 
solutions are assessed (Roozenburg & Eekels, 1995). When a designer starts to 
design a new product, this thinking process is aimed towards integrating the needs 
and demands the prospective users of the product may have. “In contrast to the world 
of nature, human life is frequently inspired and motivated by dreams and aspirations 
rather than just practicality” (Heskett, 2005, p. 25). The objective demands 
(technical, functional, etc.) and the subjective demands such as aesthetic quality, 
emotional expressiveness, attractiveness and other experiential factors, some of 
which are hard or impossible to express, are equally important. In design practice, 
the designer has to balance objective and subjective properties. Since products are 
nowadays often similar in technical characteristics, quality, and price (Dumaine, 
1991), subjective qualities of products have gained a significant role in the design 
process. The decision of purchase frequently depends on the users’ first feelings 
about the considered product (Bonnardel & Marmeche, 2004; Desmet, 2002; 
Holbrook & Corfman, 1985), which is intentionally or unintentionally created by the 
designer. Krippendorf (2006) reveals a new era of design emerging from the 
transition from technology-centered to user-centered design, as designing the 
interaction, meaning and experience. Thus, it is important for designers to design 
products that can provide opportunities for the experience of emotions by building 
the physical emotional context and entity. 
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However “transition from abstract concepts to concrete descriptions” in Suh’s (1990) 
definition of design or “how patterns of meaning can be expressed through or 
attached to forms” as Heskett (2005, p. 25) probes, is a very difficult property to 
achieve because while tangible aspects of design are understood and available for 
designers, intangible aspects are not. Roozenburg and Eekels (1995) state this 
challenge as:  
The most important step in designing is not to predict the properties of a product already 
thought up, but the preceding step of conceiving of the form of that product. In a rather 
poignant contrast to this stands the fact that the transition form to function much scientific 
knowledge and methods are available, while transition function to form depends largely on 
the creative abilities and insight of the designer (Roozenburg & Eekels, 1995, p.3) 
As the transition of abstract concepts into concrete forms is a difficult property to 
achieve for designers, it is also a challenging issue for researchers to analyze and 
later describe. Visualization and embodiment of emotional and abstract concepts in 
the mind is an important area of investigation in cognitive studies (Damasio, 1994; 
Niedenthal, 2007; 2008; Niedenthal, Winkielman, Mondillon & Vermeulen, 2009). 
Van Rompay and Hekkert (2001) interpreted this challenge as lacking the ability to 
bridge a gap between the verbal, conceptual domain and the visual, material domain.   
Design is customarily taken to be a high-level cognitive ability. Design cognition 
research as a domain of investigation focuses on understanding and describing how 
designers actually think, reason, judge and make decisions. It studies the processes 
and structures concerning the manner in which designers think, reason, and act in a 
variety of different ways, drawing from their experiences, representations, and 
knowledge (Visser, 2010).  
Many empirical and computational studies are focused on design cognition (e.g., 
Akın, 1986, 1995, 1998, 2001; Christensen, 2005; Cross, 1990, 1997, 2001, 2006; 
Dorst & Cross, 2001; Eastman, 1969; Goel, 1995; Goldschmidt, 1989, 1991, 1994; 
Kavakli & Bayazit, 1994; Kavakli, 2002, Liikkanen & Perttula, 2006, 2009, 2010; 
Liikanen, 2010; Llyod & McDonell, 2009; Purcell & Gero, 1998; Rogers, 2012) but 
there is to date very little research that touches on the embodiment process in the 
early design stages including the conceptual phase (e.g., Goel, 1995; Van Rompay, et 
al., 2005; Visser, 2006, 2009, 2010; Liikkanen, 2010; Saakes, 2010). These 
subjective processes of “the design process” are often described in tacit dimensions: 
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individual insight, experience, creativity, intuition, etc. These concepts which are 
studied in the field of cognitive psychology concerning the mental processes of 
human perception, memory, attention, language, problem solving and knowledge 
representation are vague and difficult to quantify. This thesis aims to qualitatively 
and quantitatively understand designers’ cognitive activities while embodying 
abstract and emotional concepts into product form.  
The research follows a designer-oriented approach and the problem domain was 
identified as the early design stages or conceptual design phase. The “front edge 
phase” as defined by Goldschmidt and Weil (1998), is the phase of designing in 
which a solution to a design problem is sought at a preliminary, sketchy level.  Since 
the conceptual design is basically a creation process, one has more freedom to 
generate and explore ideas without being constrained by the parameters that exist at 
later design stages. On the other hand, studies showed that designers have a 
significant role in guiding the design process to achieve innovative design solutions, 
and approximately 75% of the final costs of a product is determined during 
conceptual design (e.g., Bedworth, Henderson & Wolfe, 1991; Hundal, 1993, Ou-
Yang & Lin, 1997; Suh, 1990; Ullman, 2002). A better understanding of how 
cognitive processes inform designing activity in the early design stages would help 
designers, design teams, and design companies to manage the product development 
process more efficiently, in this manner enhancing the quality of the end product.  
1.3 Research Objectives and Significance of the Study 
The objective of the thesis is to understand and later describe designers’ cognitive 
activities during the initial part of the design process and creation of a new product- 
in the phase of translating emotional, abstract and concrete concepts to form. This 
phase can also be defined as embedding intangible/subjective properties to the 
product form. The specific aims are as follows: 
(1) To gain a better understanding as to how designers transform concepts 
that are emotional and non-emotional into product form from a cognitive 
perspective; 
(2) To compare the ways in which emotional and non-emotional concepts 
drive the design process specifically via the use of design briefs, oral 
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protocols, and sketches so as to determine the similarities and differences in 
the ways in which designers mentally represent those concepts and transform 
them into form;  
(3) To explore related cognitive hypotheses in a simulated real life task, 
through an interdisciplinary collaboration, in addition to stimulating future 
research questions regarding cognition, emotion, and design. 
These seem to be valuable contributions both from the perspective of design research 
and from the perspective of cognitive science in general. As design issues are getting 
more complex and challenging, areas like applied social and behavioral sciences 
merge into design practice and research. Additionally, designers require an 
understanding of human cognition and emotion, sensory and motor systems, and 
sufficient knowledge of the scientific method, statistics and experimental design. In 
addition, the experimental methods of the social and behavioral sciences are not well 
suited for the issues faced by design practitioners. Design needs to develop its own 
experimental methods and science (Norman, 2010). Design cognition can be studied 
scientifically because most models of design assume that designing is a process. 
Through design cognition studies, development of a scientific understanding of 
design can be achieved, which is crucial for establishing a science of design. This 
requires empirical data from design processes to find and test models of designing 
activity. Therefore, the overall problem of understanding the relationship between 
design entities and cognitive processes is very important to develop new methods 
and tools suitable for design that supports design researchers and design education, to 
assist designers adopting experience-centered design behavior.  
From a cognitive science perspective, such studies on design cognition offer new 
data to support theories on understanding human cognitive process; as experience, 
knowledge and representation play a central role in the activity of design. There are a 
number of theoretically developed areas of cognitive psychology, which are used to 
facilitate the theoretical enterprise in the design problem solving area. “Conversely it 
would also appear that research in the area of design problem solving, because of the 
particular characteristics of design problems, could make significant contributions to 
expanding our understanding of working memory, imagery and creative synthesis.” 
(Gero & Purcell, 1998, p. 430). 
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The initial phase of the design process, generally defined as ‘conceptual design 
phase’, occurs when the designer initially tries to understand the design problem, sets 
the problem space for following processes from his point of view and generates 
preliminary solutions. It has a vast amount of ideas, problems, creativity, complexity 
and ambiguity and little amounts of knowledge and understanding. Currently, design 
researchers study the conceptual design phase from two dominant paradigms: 
information-processing and reflection-in-action. The significance of such studies is 
in providing a new perspective toward the conceptual design process that is not a 
pure information-processing nor a pure reflection-in-action approach (Tang, 2002). 
It is important to note that all of the methods, findings, and interpretations in the 
current study reflect the conceptual design phase, and therefore, cannot be 
generalized to the whole design process. 
1.4 Research Questions 
The research question that was formulated as: 
• How do concepts possessing abstract and emotional content transform into 
product form in the design process? 
gave rise to another question: 
• Are there any differences between transforming an abstract concept and a 
concrete concept into product form? 
and if there are: 
• What are the cognitive differences between transforming an abstract concept, 
an emotional concept or a concrete concept into product form? 
The present work focuses on how abstract and emotional concepts are embodied as 
product form and, will identify the differences in terms of cognitive processing 
among these three states during the initial part of the design process and the creation 
of a new product. 
1.5 Research Method 
To study designers’ cognitive activities while they are in the process of transforming 
abstract, concrete and emotional concepts to form, a mixed method approach was 
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adopted as a methodology and retrospective protocol analysis is used as a primary 
source of data analysis.  
Twelve designers, who are professionally active and contributing to the industrial 
design field were recorded and interviewed while in the process of transforming 
concrete, abstract, and emotional concepts, expressed via single words and various 
design briefs, into form, in their natural design environments. They were asked to 
design a perfume container with three varying concepts selected as: 
• Chestnut for the concrete concept, 
• Loyalty for the abstract concept, 
• Aggrieved for the emotional concept. 
In between the sessions, participants were given portions of a demographic 
questionnaire and a creativity test “The Abbreviated Torrance Test for Adults- 
ATTA” (Goff & Torrance, 2002) in order to be able to provide a value for a measure 
of creativity on the overall sample of participants.  
Based on a survey carried out by Gero (2010) there are four primary techniques 
currently available for studying designers’ cognitive behavior: survey instruments; 
input-output experiments; protocol analyses; and fMRI-based cognitive neuroscience 
techniques. Protocol analysis is the most efficient and common technique that has 
been used to study design cognition (e.g., Akın 1979; Atman et al. 1999; Atman & 
Bursic 1998; Christensen & Schunn 2007; Cross et al. 1996; Gero & McNeill 1998; 
Kavakli & Gero 2002; McDonnell & Lloyd 2009; Purcell & Gero 1998; Purcell et al. 
1996; Suwa & Tversky 1997; Suwa et al. 1998; Suwa et al. 2000; Tang & Gero 
2002). 
Protocol analysis is the experimental investigation of the contents of a thought 
process (Ericsson & Simon, 1993), which is used principally as a means for 
“inferring thought process and heeded information from behavior” (Green, 1995). 
Akın (1986) states that “a protocol is recorded behavior of the problem solver which 
is usually represented in the form of sketches, notes, video or audio recordings.” (p. 
54). Protocol studies are generally accepted as an important source of data on 
participants’ cognitive processes in specific tasks. The term is used to describe a 
methodology where individuals under a range of circumstances are used as a source 
of data. Under these special conditions, the participant is asked to report his /her 
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thinking as the task is being carried out or retrospectively after the task has been 
completed.  
The data that constitute these verbal reports are qualitative in nature, that standard 
statistical procedures cannot be directly applied. The data must usually be 
transformed through coding of individual segments prior to analysis, which allows 
the researcher to apply statistical techniques. In these respects, verbal protocol 
analysis is not an entirely qualitative approach- it also lends itself to quantitative 
analysis (Green, 1995).  
Retrospective protocol analysis as used within the current study is adapted from the 
research of Suwa and Tversky (1997). The mixed method was designed based on 
conducting cognitive experiments and the known requirements involved in designing 
protocol experiments. Details will be identified in chapter 3. 
1.6 Thesis Structure 
The remainder of this thesis consists of 4 chapters. It is structured as follows: 
Chapter 2 provides a literature review of the related work as the theoretical 
background for the thesis. Existing design thinking approaches relevant to design 
cognition is analysed. 
Chapter 3 presents the research method used in the study. It introduces the 
experimental process including retrospective protocol analysis method adopted for 
the thesis, design of the experiment, selection of the design task, the participants and 
the procedure of the experiment as well as the methods used for data gathering and 
exploration of the raw data. Preliminary evaluation of the collected data allowed 
constructing a theoretical framework for protocol coding.    
Chapter 4 describes visual and verbal data processing and presents the results of data 
analysis. 
Chapter 5 summarizes and discusses the research results of the experimental study. 
Additionally, it gives conclusions of the thesis, limitations of the research and 
suggestions for future investigation.  
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2.  LITERATURE REVIEW 
2.1 Introduction  
The current thesis draws upon three fields of research: design theory, cognitive 
science, and design cognition. Whilst the problem domain is design, the approach is 
cognitive. In design theory and methodology research, models that describe design 
process and design research methods are reviewed. In cognitive science research, 
related cognitive models, theories and experimental methods are investigated. In 
design cognition research, the existing design theories and approaches in 
understanding designers’ cognitive processes are reviewed.  
The fields to be studied are derived from the scope of the thesis and a logical relation 
is formed as shown in the Figure 2.1. Sub-areas were investigated with-in these 
research areas. 
 
Figure 2.1 :Fields of research within the scope of the thesis. 
This chapter presents a review of the critical literature for constructing a theoretical 
framework, designing the experimental process and providing an up-to-date basis for 
comparative discussion. 
2.2 Theoretical Accounts of Design 
2.2.1 Designers 
The human mind is exquisitely tailored to make sense of the world. Given the 
slightest clue, it provides explanation, rationalization and understanding (Norman, 
1998).  
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Cross (2006) states the central concern of design as the conception and realization of 
new things. The ability to create new things – to design, is an activity in the human 
rational system that allows human beings to mould their environment and to suit their 
material and spiritual needs (Archer, 1973). Relevant to Archer’s definition, in 
Simon’s rather abstract definition of design, is the ability to change existing 
situations into preferred ones (1979). Recently, Liikkannen (2010) suggested that 
design is “an intentional human activity attempting to create something novel and 
desired, regardless of the exact physical outcome” (p. 17).  
Although it is clear that everyone can posses some level of design ability, 
professional designers are expected to have highly developed design skills. Cross 
(2006) summarizes these skills as “comprising abilities of resolving ill-defined 
problems, adopting solution-focused cognitive strategies, employing abductive or 
appositional thinking and using non-verbal modeling media”. While Cross-’s 
approach corresponds to a more analytical view, Krippendorff (1989) indicates that 
designers invent ideas for intervening in the human interfaces with artifacts. This 
definition corresponds to the shifting abilities of designers as “social actors” (e.g., Er 
& Kaya, 2008; Manzini, 2007; Press & Cooper, 2003). As the discipline of design 
has focused more strongly on studying context than forms (Bürdek, 2005), designers 
have become involved in complex social and political issues as behavioral scientists 
(Norman, 2010).  
Accordingly, the International Council of Societies of Industrial Design- ICSID 
(2004) defines design as “a creative activity whose aim is to establish the multi-
faceted qualities of objects, processes, services and their systems in whole life-
cycles” moreover, “a central factor of the innovative humanization of technologies 
and the crucial factor of cultural and economic exchange”. Thus, the role of designer 
is to resolve structural, organizational, functional, technological, social problems 
considering global, social, and cultural ethics. 
From the cognitive perspective, designers’ general behavior during the design 
process is about conceptualization, imagination, and interpretation. In cognitive 
psychology, design has been considered as problem solving (e.g., Newell, 1969; 
Reitman, 1965; Rittel & Webber, 1973; Simon, 1969, 1973) and the designer as an 
“information processor” (Fallman, 2003).  
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Designers first analyze, understand and refine the design problem, then decompose 
the design requirements. Subsequently they generate concepts to satisfy these 
requirements based on their design knowledge and experience. The generated 
concepts need to be assessed. Throughout this process, design problem, 
requirements, and generated concepts are re-defined, analyzed and synthesized 
repeatedly until a satisfactory solution is achieved.  
Different designers may get different design solutions for the same problem based on 
their design knowledge, experience and design approach, as well as environmental, 
emotional and cultural factors (e.g., Cross, 2006; Ullman, 1992; Zeng, 2004). 
Therefore, studying designer as a matter of subject, researchers categorize designers 
upon their professional, educational, cultural, experiential backgrounds, being an 
individual designer or a design team member, even considering gender. Change of 
conditions may change a designer’s point of view, perception of the problem, level of 
satisfaction with generated ideas, forms or meanings, and lead to unique solutions.   
2.2.2 Design activity and description of design problem 
In the design studies literature, definitions of design and the design problem vary in 
different design thinking approaches and different design disciplines. Although there 
are several design thinking approaches that investigate design activity from different 
angles, there are basically two main ones: 
• Design as an activity of human problem solving, introduced by Simon (1969), 
the information-processing view, 
• Design as a reflective activity, the reflection-in-action view, as opposed to 
“problem solving” vision, introduced by Schön. Design as a reflective 
practice, doing and thinking are complementary. Doing extends thinking in 
the tests, moves, and probes of experimental action, and reflection feeds on 
doing and its results, each feeding the other, and setting boundaries for the 
other (Schön, 1995, p. 280). 
They serve a fundamental base for studying designing activity and the design 
process. Liikkanen (2010) interprets and relabels Fallman’s (2003) “categorization of 
design approaches” in the following chart shown in Table 2.1. 
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Table 2.1 : Fallman’s three accounts of design (Liikkanen, 2010). 
 
The information-processing view 
“Designing” is most commonly defined as a form of complex problem solving 
(Simon, 1969). This definition corresponds to Fallman’s rational perspective, 
describing the design process as a disciplined application of methods, enabling 
designers to produce solutions to design problems. It requires analysis of the problem 
and synthesis of a solution. The design process was regarded as a reasoning 
mechanism without the presence of sketches. The approach is widely encountered in 
engineering design tradition, such as “design is an application of scientific and 
engineering knowledge to the solution of technical problems” (Pahl & Beitz, 2007). 
In this view, it is assumed that design methods can be learned and applied to all 
design problems. 
The reflection-in-action view 
According to the reflective or situated account, instead of solving problems, 
designers examine and interpret the design situation. The designer, depending on his 
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intuition, knowledge and experience, constructs the design situation by setting the 
dimensions of the problem space, examining it from multiple perspectives and 
creating the moves to find solutions (Schön, 1995; Schön & Wiggins, 1992). The 
design process is a conversation between designers and the design representations, 
and the interaction between cognitive actions and the artifacts to be designed is 
emphasized. In this view, it is assumed that a designer’s skills are intuitive and tacit. 
Fallman’s (2003) third account of design is “inspirational- romantic”. In this 
perspective, design activity is considered as a creative process and cannot be 
approached scientifically or turned into a method. 
As summarized above, there were still several different perspectives of 
understanding of the design process. Every model had its own characteristics to 
describe designing, but the two paradigms, information processing and reflection-in-
action, elicit essential parts of the whole design process, and have been used in 
establishing a fundamental understanding of the design process. Although there are 
many studies discussing these models, it is argued that the design process is a 
mixture of many processes (Tang, 2001; Tang et al., 2011). In terms of information-
processing theory, the design process requires more information from the external 
world than from internal mental needs. In terms of the reflection-in-action view, the 
design process requires more internal cognitive abilities than obtaining information 
from external worlds. In practice, a designer requires both thinking styles to solve a 
design problem.  
In cognitive psychology and the design cognitive literature, design is commonly 
studied within the rational account of design, from the perspective of information-
processing view.  The process orieneted approach focuses on describing the design 
process in terms of general taxonomy of problem-solving thus, more suitable for 
examining and comparing the results from different designers and design cases 
(Dorst & Dijkhuis, 1995; Gero, 2010). Although there is some uncertainty as to 
whether design is a special case of problem solving or a completely distinct mode of 
thinking (Lawson, 1997; Cross, 2006), the distinctive characteristics of design are 
almost commonly agreed upon. Design problems are often considered as ill-defined 
(Reitman, 1965) or wicked (Rittel & Webber, 1973), ill-structured (Newell, 1969; 
Simon, 1969, 1973), and open-ended. They are not problems for which all necessary 
information is available to the problem solver. The designer analyzes the problem, 
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sets the boundaries and suggests possible solutions. And the solution to a design 
problem is evaluated via example and analogy during the process of design and 
usually defined culturally, through insight and experience (Akın, 1986). 
In problem-solving theory, the problem space is a representation of a set of possible 
states and the solution space incorporates all the solutions that achieve the 
requirements expressed by the problem space. According to this view, design 
problems are ill-defined problems because the representation of the problem space 
and the possible operations over the problem space, as well as the evaluation 
function or the stopping criteria for the solution space are not given in the task but 
are part of the design process (Alexiou et al., 2009). In addition, designing involves 
defining the problem and finding appropriate problems, together with the solution 
(Cross, 2007; Dorst & Dijkhuis, 1995; Dorst & Cross, 2001). The designer has to re-
structure and re-define them. Design problems are also regarded to be open-ended 
since there is not a single, optimal solution, but instead a variety of potential 
solutions, which satisfy different criteria or constraints to varying degrees. Simon 
(1969) defined the process as “satisficing” rather than optimising. The unique 
difference of a design problem is that it requires subjective interpretation of the 
problem requirements and defined criteria for evaluation, in other words selection 
among the evolving constraints and multiple propositions about the vague goal state. 
(Alexiou et al., 2009; Dorst, 2006). Proposing the same view, Harfield (2007) argues 
that the design problems should be thought of as design goals, the definition of the 
design problem is introduced by the designer in the process of developing the 
‘problem’.  
Although design has been considered as problem solving in cognitive psychology, 
the recent neuro-cognitive experiments and findings of Alexiou et al. (2009) suggest 
that design thinking and problem solving involve distinct cognitive functions. There 
is a more extensive neural network involved in the activity of understanding and 
resolving design tasks than the network involved in problem-solving tasks. Both 
tasks require the generation of new schemata and alternative solutions but in design 
tasks, as observed, different brain areas process together to carry out semantic 
operations, evaluate means and ends of appropriate responses and representations, 
support resolution of conflicts, and modulate decision making under uncertainty 
(Alexiou et al., 2009). Additionally, the generation of alternatives takes effective part 
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in defining the conditions of satisfaction. The activity of generating conditions of 
satisfaction stimulates emotional engagement. This supports the idea noted before as 
different designers can generate different design solutions for the same design 
problem (e.g., Ullman, 1992; Zeng, 2004; Cross, 2006). Thus, designer as an object 
of study is a crucial domain for understanding the design process. 
2.2.3 Design process and conceptual design phase 
There are numbers of different design models developed and broadly accepted as 
good representations of product design process. The following section summarizes 
some of these models that are more integrated with cognitive aspects of design, 
considering the scope of the thesis. 
In a typical design process, as reviewed in the design research literature, there are 
four major stages: analysis of the design problem, conceptual design, embodiment 
design and detailed design (e.g., Hales, 1993; Ulrich & Eppinger, 1995; Cross, 2000; 
Yao, 2007; Howard, Culley & Dekoninck, 2008). While the terminology varies 
among different researchers, this traditional linear categorization remains congruent 
and the most dominant in both rational and creative accounts. It must also be noted 
that as the design process involves designers’ perception of the product, problem 
space and its environment, these stages may be modified, changed or skipped.  
Designers first identify the environmental components and their interaction with the 
product. Considering these interactions, problem scope and problem space is 
identified, and product requirements are generated. This stage can be called analysis 
process, mostly requiring search of information internally and externally. Ahmed, 
Blessing, and Wallace (1999) state that 50% of the whole design process is spent in 
handling information, as acquiring, representing, and transforming. 
The product requirements lead to a synthesis process where various solution concepts 
are proposed and later developed. The conceptual design phase consists of 
generating, selecting and refining new ideas. Then, designers evaluate the possible 
solutions and screen proposed solution concepts against design requirements, 
business analysis, technical constraints, etc., according to his/her knowledge and 
experience. These processes of synthesis and evaluation continue until a final design 
























































Kryssanov et al. (2001) claim that synthesis and evaluation are the basic design 
processes for all design problems and they are iterative in nature (Dorst & Cross, 
2001; Kryssanov et al. 2001; Liikkanen, 2010). Howard, Culley and Dekoninck 
(2008) analyzed, various grouped design process models highlighting the 
commonalities and differences between the phases they contain (see in Table 2.2). 
Then, they compared them to creative process models from the psychology literature. 
According to their comparisons, the conceptual design stage and the embodiment 
design stage contains the three phases of the creative process: analysis, generation, 
and evaluation. Following the embodiment stage, in a detailed design stage, 
designers develop a detailed design of the product and the product components to 
serve as a basis for the manufacturing/ implementation phase. 
 
Figure 2.2 : The FBS framework (Gero & Kannengiesser, 2004). 
These linear models usually lack the creative processes. Gero’s function, behavior 
and structure model of design (FBS) addresses this gap. Gero and Kannengiesser 
(2004) proposed a more complex design process model (Figure 2.2), relating design 
to function, behavior and structure. The model suggests that functions are set within 
the analysis of the task stage, the behavior of the design is formed in the conceptual 
design stage and the structure is established during the embodiment stage. This 
framework represents the design process as a set of distinct transformation processes. 
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The processes depicted in the FBS framework are: 
1. Formulation (process 1) transforms the design requirements, expressed in 
function (F), into behavior (Be), 
2. Synthesis (process 2) transforms the expected behavior (Be) into a solution 
structure (S), 
3. Analysis (process 3) derives the ‘actual’ behavior (Bs) from the synthesized 
structure (S), 
4. Evaluation (process 4) compares the behavior derived from structure (Bs) 
with the expected behavior to prepare the decision if the design solution is to 
be accepted, 
5. Documentation (process 5) produces the design description (D) for 
constructing or manufacturing the product, 
6. Reformulation type 1 (process 6) addresses changes in the design state space 
in terms of structure variables are evaluated to be unsatisfactory, 
7. Reformulation type 2 (process 7) addresses changes in the design state space 
in terms of behavior variables are evaluated to be unsatisfactory, 
8. Reformulation type 3 (process 8) addresses changes in the design state space 
in terms of function variables are evaluated to be unsatisfactory. 
It is suggested that a design description is never transformed directly from the 
function but is a result of a series of processes. These processes are a consequence of 
transforming one issue into another (Kan & Gero, 2009). 
The model combines the rational linear models (as a disciplined application of 
methods) with designers’ cognitive processes as behavior, as an additional variable. 
Thus, it is regarded as adopting a cognitive approach for modeling the design 
process. There are also several studies integrating the product design process and the 
creative thinking process.  
Cognitive psychology has a long tradition in modeling various problem-solving 
branches. Akın’s work is a significant example from the architectural design field. 
Akın (1986) describes the design process as a kind of particular activity that includes 
many types of ambiguous behaviors, divergent judgments for design problems, and 
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intuitive processes. He has applied the theory of information processing system, 
proposed by Newell and Simon in 1972, to the design process and developed a 
model. Akın’s model of ‘design information processing system’- DIPS, in its most 
general form, functions on two sources of information: the problem being studied 
and the solution being developed (Figure 2.3). The receptors facilitate the acquisition 
of the information needed from the environmental sources, and the effectors encode 
information developed internally. The processor transforms the acquired information 
with the assistance of memory. There are three key processes in this model: 
‘acquisition of information’, ‘representation of information’ and, ‘transformation of 
information’ (Akın, 1986).  
 
Figure 2.3 : Design information-processing system (Akın, 1986). 
It is considered that this model describes the process consistent with design research 
and cognitive science. Thus, in the current thesis, the DIPS model is used as a major 
structure for constructing the coding scheme of the protocol analysis. The model will 
be discussed further in section 2.4. 
Another interesting attempt to describe the design process is ‘seeing-moving-seeing’ 
process, where both ‘seeing’ and ‘moving’ are equally important for developing 
design ideas (Schön & Wiggins, 1992). Designers generate sketches or models, 
observe the outcome and employ different kinds of ‘seeing’; therefore, they 
considered the design as a process of discovery. 
While it is possible to analyze the overall design process within the scope of the 
research aims, this thesis specifically focused in the initial part of designing activity. 
During the early design process, the ideas are preliminary and abstract. The 
conceptual design process can be considered as one in which the designer passes 
through an abstract problem domain and employs various methods to develop the 
problem description (Simon, 1973). Due to the nature of conceptual design, these 
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methods facilitate generating ideas rather that solving the design problem. The initial 
and early stages include gathering and management of product requirements, 
definition of the design problem, specification of product requirements, idea 
generation, concept generation, concept evaluation, and embodied initial product 
ideas. Therefore, the design process in the conceptual design phase is a mapping 
between the product requirements and the product description.  
Conceptual design is commonly seen to be one of the most important phases of the 
product design process because the decisions made at this stage strongly bear upon 
all subsequent phases of product design (Roozenburg & Eekels, 1995; Suh, 1990; 
Ullman, 2002). Concurrently idea generation, screening and evaluations leading to 
creative design can be made easily and less expensively in conceptual design phase 
(Yao, 2007). 
Conceptual design is the phase when the designer initially tries to understand the 
design problem and sets the situation for the following processes. The features of this 
process are various and rich. Although this can be followed throughout the whole 
design process, conceptual designing is the period having the richest range of ideas, 
problems, and creativity. Ulrich and Eppinger (2004) state that conceptual design 
includes internal and external search, creative problem solving, and systematic 
exploration of various solution fragments. Designers generate and evaluate concepts 
for identified design problems. The potential solutions developed during conceptual 
design are evaluated in mind by forming images of the product ideas (Roozenburg & 
Eekels, 1995). Those initial ‘forms’ created are the object of this thesis. The 
conceptual design stage is an important area for investigating designers’ cognitive 
processes where synthesis-analysis cyclical loops take place repeatedly.  
2.3 Literature Reflecting the Cognitive Perspective into the Current Study 
2.3.1 Architecture of human memory 
Regardless of the type of problem engaged in, the cognitive processes used in 
solving problems have to be consistent with the architecture of the human mind. As 
this topic has a considerable amount of literature, citing some basic theories and 
findings of a few significant works will serve the purpose of this thesis. 
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Having a mind means that an organism forms neural representations which can 
become images, be manipulated in a process called thought, and eventually influence 
behavior by helping predict the future, plan accordingly, and choose the next action. 
The factual knowledge required for reasoning and decision making comes to mind in 
the form of images such as visual images, sound images, tactual images, scent 
images, etc. There are various image types that are constructions of the human mind; 
perceptual images acquired from varied sensory modalities, recalled images occurred 
as a conjured up remembrance of things past, and images of things that have not yet 
happened but intended to have happen (Damasio, 2005). They all constitute the 
memory, a lifetime record of past experiences, the experience of what is happening 
right at this moment and the possible future. As Gazzaniga (2000) states, “everything 
in life is memory”, in a minimalistic terminology. 
Goldstein (2008) defines memory as “the processes involved in retaining, retrieving, 
and using information about stimuli, images, events, ideas, and skills after the 
original information is no longer present” (p. 136). The modal model of memory 
proposed by Atkinson and Shiffrin (1965; 1968; 1969) provide the basic principles of 
memory and has had a huge influence on memory research. There are three major 
structural features of this model as shown in the Figure 2.4: sensory memory, short-
term memory (STM) and long-term memory (LTM). 
 
Figure 2.4 : Flow diagram for the modal model of memory (Goldstein, 2008). 
The arrows in the diagram represent the information copied from one part to another, 
without affecting its status in the original store (Atkinson & Shiffrin, 1969). Sensory 
memory is an initial stage that holds all incoming information for seconds or 
fractions of seconds before it is transferred to the short-term store. Sperling’s (1960) 
iconic memory term for visual stimuli and Darwin et al.’s (1972) echoic memory 
term for auditory stimuli correspond to the sensory memory stage of Atkinson and 
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Shiffrin’s model. This large but rapidly fading store (Haber, 1983) is important for 
(1) collecting information to be processed; (2) holding the information briefly while 
initial processing is going on; and (3) filling in the blanks when stimulation is 
irregular (Goldstein, 2008). The information copied to the short- term stores decays 
and is lost in a period of 30 seconds or less while portions of it transferred to the 
long-term stores permanently.  
Newell and Simon (1972) and Posner (1973) functionally demonstrate short-term 
memory and long-term memory as a dual system. LTM processes as an archive of 
knowledge worth remembering. STM interfaces LTM with the external environment 
and serves as a temporary storage of information for cognitive processes (Akın, 
1986). Regardless of the structural relationship between the two memories, 
functionally they seem to be distinct from each other and their information handling 
capacities are significantly different.  
Goldstein (2008) defines short-term memory as “our window to the present”. 
Whatever is being thought right at this moment or remembered at a particular 
moment in time involves STM. STM can hold a limited amount of information for a 
short period of time. Most of the incoming information finally lost, only 5-8 items or 
chunks are held for 15-30 seconds (Goldstein, 2008). Atkinson and Shiffrin (1969) 
summarize the importance of STM as follows: 
The STM serves a number of useful functions. On the one hand, it decouples the memory 
system from the external environment and relieves the system from the responsibility of 
moment-to-moment attention to environmental changes. On the other hand, STM provides a 
working memory in which manipulations of information may take place on a temporary 
basis. Because STM is a memory store in which information can be maintained if desired, it 
is often used as the primary memory device in certain types of tasks; in these tasks the 
information presented for retention is maintained in STM until the moment of test and then 
emitted. 
The contents of STM is eventually stored in and later retrieved from long-term 
memory. LTM is an archive of information about past experiences and knowledge 
learned. The process of getting information into LTM is called “encoding” 
(Goldstein, 2008).  Thus, LTM stores the encoded information along with all that is 
learned up to that point in time. LTM is also called permanent memory, which seems 
to have an infinite capacity (once learned) to store information (Anderson, 1990). As 
long as encoding and occasional rehearsal take place, the LTM seems to handle very 
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large amounts of information and increase the span of STM (Ericsson et al., 1980). 
LTM coordinates with working memory to create the ongoing experiences. While 
Atkinson and Shiffrin (1969) associate LTM with computer memory in terms of 
storage and content-location based search process, in a more recent work, Anderson 
(1990) claims that human memory is adapted to solve different kinds of storage 
problems than what a computer has been designed to. 
The information contained in LTM must become available in STM to be retrieved, 
with ease, when needed. This demonstrates the important role of STM as the memory 
component responsible for packaging incoming information. The access to call 
information from LTM is called search. This search process is guided by a set of 
search cues associated with the desired information and this search set is sampled for 
retrieving items (Unsworth & Engle, 2007). Recent research on memory, indicates 
that memory for emotional stimuli is generally enhanced as compared to neutral 
stimuli. Personal events experienced are retrieved more easily and vividly than less 
emotionally charged events (Dolcos et al., 2005; La Bar & Phelps, 1998). 
Encoding and producing new information is based on the ability to access long-term 
memory with the stimulation of the external environment, and efficiently retrieve the 
contents from it. Liikkanen (2010) states that the creative process is limited by the 
capacity of working memory and properties of long-term memory. This means, as 
STM can only hold limited items active at a limited amount of time, to produce a 
good idea, the right items need to be activated simultaneously. In addition, this 
activation needs to be spread enough to activate and bring together divergent items. 
Therefore, understanding the architecture of human memory, memory search 
processes and human information processing is crucial to predict the behavior of 
designers, while solving design problems. This simplified overview provides a brief 
introduction for understanding information processing and Akın’s information 
processing model of design (Section 2.4), which is used as a major structure for data 
analysis conducted for the thesis. A far more detailed account of human memory and 
information processing can be found in Newell and Simon’s (1972), Loftus and 
Loftus’s (1976) and Goldstein’s (2008) work. 
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2.3.2 Associative nature of memory organization 
Research on human memory shows that there is still a lot more work to do to 
investigate the process of how the brain accesses stored information. However, many 
cognitive and neuroscientific experiments confirm that certain inputs, generated by 
sensory experiences or internally generated from thought or imagination, activate 
memory traces through associative links.  
A human being’s perception of the environment is built upon his/her knowledge and 
incoming sensory information. The sensory input is linked to memory via analogies, 
and once an analogy has been found, it elicits the activation of the representations 
associated with that input. This activation of related items provides focused 
predictions on what else is highly likely to be relevant in that specific situation. 
Regardless of whether oriented internally and externally, the primary role of these 
predictions is to guide our actions, thoughts and imaginative processes (Bar, 
Aminoﬀ, Mason, & Fenske, 2007; Kverega, Ghuman & Bar, 2007). The proposed 
account by Bar (2007) integrates three main components: associations, analogies and 
predictions. To describe the associative nature of memory, functional coherence of 
these key components in one unifying framework will make the underlying cognitive 
structure of this thesis more explicit. 
 
Figure 2.5 : A minimalistic depiction of brain’s associative processing (Bar, 2007). 
In this framework, Bar (2007) suggests that the brain is proactive in nature. Rather 
than waiting to be activated by sensations, it is constantly generating predictions, and 
accessing information in memory, that helps interpret the sensory environment. The 
basic information is first extracted from a perceptual input. This input, external, 
sensory or generated by thought processes, is connected with an analogous 
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representation in memory (shown as “A” in Figure 2.5). This link activates related 
representations (B, C, D). The linked stored representations selectively activate the 
associations that are relevant in the specific context (Bar et al., 2007).  
This process of extracting the information from an experienced situation, using it to 
derive analogies and mapping this new input to a representation in memory is 
traditionally called recognition, classification, or memory retrieval (Atkinson & 
Shiffrin, 1968; Gillund & Shiffrin, 1984; Ratcliff, 1978). 
2.3.3 Semantic memory and theory of spreading activation 
Semantic memory is defined as one’s mental storehouse of knowledge about the 
world and forms the foundation of one’s ability to both understand and produce 
language (McNamara & Holbrook, 2003). Semantic memory contains a) information 
concerning a concept’s identity, spelling, and pronunciation; b) dense information 
regarding a concept’s meaning; and c) information about other words with similar 
meanings. This information corresponds to the features that define concepts and a 
concept’s meaning.  It is generally accepted that representations of word forms and 
their corresponding concepts are located within separate, but connected, lexical and 
semantic networks. While words are represented in lexical networks, concepts are 
represented within semantic memory (Anderson, 1983; Collins & Loftus, 1975; 
McClelland & Rumelhart, 1985; McNamara, 1992; Seidenberg & McClelland, 
1989). Semantic memory is metaphorically depicted as a dictionary, encyclopedia, or 
thesaurus of knowledge (Katz & Fodor, 1963; Lyons, 1968; McKoon & Ratcliff, 
1979; Smith, 1978).  
Semantic memory serves as a basis for processing information in a variety of 
memory tasks (Tulving & Donaldson, 1972). In a more comprehensive aspect, 
Collins and Quillian (1969) define semantic memory as a highly structured network 
of concepts, words and images capable of making inferences and generalization. 
Inferential reasoning, application of rules and formulas, use of algorithms and 
utilization of information stored in semantic memory (Tulving & Donaldson, 1972). 
Thus, semantic memory enables a person to know something he did not learn. De 
Houwer and Randell (2004) claimed that the evaluative information is indeed stored 
within the semantic system and the activation of this information underlies automatic 
evaluation.   
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The reviewed literature indicates that knowledge is represented in a semantic 
network in which units of representation, called “nodes” or, alternatively, 
“concepts,” “categories,” “traces,” or “processors,” store and transform information 
in propositional form. These concepts within the semantic network could be 
represented as either holistic units (Anderson, 1983; Collins & Loftus, 1975; 
McNamara, 1992) or distributed units (Moss, Hare, Day, & Tyler, 1994; Plaut, 
1995). Collins and Loftus (1975) claimed that these nodes share connections with 
other nodes of similar meaning and concepts are connected to each other through 
learned associations. For example, the node APPLE may become connected to the 
node RED because RED is a strongly associated property of the concept APPLE. 
Thus, when a word is read or heard, activation automatically spreads from the 
semantic representation (node) of that word to the representations (nodes) of 
semantically associated neighbors (Anderson, 1983; Collins & Loftus, 1975; Neely, 
1977; Posner & Snyder, 1975). The more features two concepts have in common, the 
more connections exist between the two nodes via these properties (Hutchison, 
2003).  
 
Figure 2.6 : A schematic representation of spreading activation in memory 
(Anderson, 1983). 
In contrast with the holistic models, distributed models of semantic memory suggest 
that the units of a network are not whole words but highly interconnected features. 
Certain features of a word represent a particular concept. In this manner, the 
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knowledge of a concept is distributed over many different features and each feature 
is contained in the knowledge of multiple concepts (Hutchison, 2003). In these 
models, thinking of a concept assists the processing of related concepts because the 
structural features of the two concepts are similarly related. 
Spreading activation theory explains the processes of automatic (occurring quickly 
and unintentionally) and associative priming that is seen as a fundamental 
mechanism of memory retrieval by several theorists (e.g., Anderson, 1983; Collins & 
Loftus, 1975; McNamara, 1992). The model demonstrates how words are accessed 
within long-term memory (Figure 2.8). According to the model, concepts are 
connected via nodes, and nodes are linked by pathways. The strength of the 
connection is represented by the distance between the nodes. 
In Anderson’s (1983) illustration in Figure 2.6, the units in working memory/STM 
are referred to as sources of activation, these units and elements are also part of units 
in LTM. Activation can spread from the elements of focused units throughout LTM 
via associative links. 
In Neely’s (1970) description of spreading activation theory, the “units and 
elements” in Anderson’s (1983) description are defined as logogens — memory 
structures containing information stored about events with which a person has had 
considerable experience. The logogens stored in LTM are fed by visual and auditory 
feature detectors and are activated whenever the number of features feeding into 
them exceeds some threshold value. The logogens for semantically related words are 
assumed to be located nearer one another in long-term memory than are the logogens 
for semantically unrelated words. When a stimulus activates its logogen, and this 
activation spreads to semantically related logogens. This spreading activation process 
is fast, occurs unconsciously and does not affect the retrieval of information stored in 
semantically unrealted logogens (Neely, 1977). 
McNamara and Altarriba (1988) grouped common principles of the spreading 
activation theory as: (a) retrieving a memory amounts to activating the relevant trace 
in the memory representation; (b) activation of a memory trace spreads to all traces 
to which it is connected; (c) the amount of activation arriving at a memory trace is 
inversely related to its distance from a source of activation, and (d) the time required 
to retrieve a memory trace is inversely related to its activation level, more active 
traces are retrieved faster than less active traces. 
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Collins and Loftus’s (1975) concept of spreading activation model suggests when a 
concept (e.g., FIRE ENGINE) is activated, this activation spreads not only to directly 
associated concepts (e.g., RED), but also to indirectly related concepts (e.g., ROSES) 
as can be seen in Figure 2.7. All directly or indirectly related concepts are 
interconnected via links in a semantic network. 
 
Figure 2.7 : Spreading activation model of Collins and Loftus (1975). 
In more recent research, Spruyt, Hermans, Houwer, and Eelen (2002) found that 
pictures produce more semantic priming than words. They stated that pictures, as 
opposed to words, may have special access to the semantic system. This special 
access to the system potentially makes pictures more effective than words as primes. 
Pictures may be more effective as targets because they have to activate their concept 
nodes in the semantic system before they can be named. Previously, Glaser and 
Glaser (1989) also claimed that pictures have privileged access to a semantic 
network as compared to words because words must first access the lexical system 
before they can access the semantic system. It is argued that these findings are highly 
related with the sketching behavior of designers and will be discussed in chapter 5. 
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2.3.4 Theory of information processing 
Many information-processing theories (IPT) have been proposed to symbolically 
represent, measure and understand human problem solving behavior (Simon, 1978). 
The knowledge produced through IPT, consists of methods of examining and 
describing problem-solving behavior through physiological and psychological 
experiments. 
An early model of information processing proposed by Newell and Simon (1972) 
defined IPS as a system consisting of a Memory containing symbol structures, a 
Processor, Effectors, and Receptors. According to this view, all information 
processing can be divided between two theoretical entities; data structures and 
operations on data structures. As shown in Figure 2.8, receptors gather information 
from the environment and contain individual symbols. Information can have any 
form; in this aspect, it is represented as a symbol. This symbol corresponds to the 
meaning of the information that signals encode, that stand for objects and other 
symbols and their relations. As information does not exist in tangible form, it is 
always encoded into a signal (Akın, 1986). Information unrelated to the problem may 
also be present at the time of encoding.  
The information processor constantly processes information according to some 
procedure or algorithm. Akın (1986) describes it as a symbol manipulator that: a) 
converts the information provided by receptors into a code that is internally 
consistent with the symbol structures of the system, b) transforms internal symbols 
and their relations, and c) converts internal symbols into code that can be transmitted 
to the external world or the environment by effectors. When a system processes the 
input signal and produces an output signal, information processing is performed. 
 
Figure 2.8 : Information processing system (Newell & Simon, 1972). 
One of the basic issues of the human information processing approach is how 
information is stored in memory and retrieved from there. It is suggested that 
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information processing is stopped when a good solution is found. This is explained 
with the limited capacity of working memory for processing information (Prabha, 
Connaway, Olszewski and Jenskin, 2007). As individuals are limited in how much 
information they can process, the pieces of information are packed into “chunks”, 
psychologically defined units of prepackaged information (Akın, 1986). Chunking 
mechanisms can override working memory limitations. As these limitations affect 
human information processing, it also affects the design process during 
conceptualization (Bilda & Gero, 2007). 
2.3.5 The distinctiveness of emotion, abstract and concrete words 
The current section represents an overview of the representation of emotion/ 
emotion-laden words, distinctiveness of emotion, abstract and concrete words, and 
distinctiveness of emotional and neutral words. 
 
Figure 2.9 : A sample representation of verbal and imaginal system (Altarriba & 
Bauer, 1998). 
Words whose meaning denoted a material object were classified as concrete words 
(e.g., table, car, apple) and words whose meanings referred to something independent 
from a material object were classified as abstract words (e.g., freedom, time, soul). 
According to dual coding theory of Pavio (1971; 1986), there are two functionally 
independent yet interconnected representational systems: verbal and imaginal. The 
verbal system processes verbal information, whereas the imaginal system processes 
nonverbal information, typically in the form of a picture or image
representations are differentially available in memory contingent on the concreteness 
of the words. Both concrete and abstract words are represented in the verbal system, 
but only concrete words are connected to the imaginal system. 
is produced, both the verbal (logogen) and the imaginal (imagen) systems are 
activated. Since the image provides an additional means through which concrete 
words can be stored and retrieved, concrete words are more likely to be recalled
remembered better than abstract words that lack representation in the imaginal 
system (Altarriba et al., 1999).
The context availability hypothesis emphasizes the ease with which a context or 
circumstance can be recalled for a particular word 
Harnishfeger, & Stowe, 1988; Schwanenflugel, 
states that it is easier to retrieve a context in which a concrete word appears than to 
retrieve a context in which an abstract word appears. For example, the context 
availability hypothesis would say that it is easier to think of a context for the w
chestnut (concrete) but much more difficult to retrieve a context for the word 
(abstract). Context availability ratings are measured with a cont
(Figure 2.10). Participants are asked to rate words on whether or not they ca
associated with a context or circumstance in which the word would appear. If the 
word can easily be associated with a certain context or circumstance, it would get a 
high rating. If it takes longer and is more difficult to think of a context, it would
low rating (Altarriba et al., 1999)
Figure 2.10 : Context availability scale and rating instructions 
Imageability can be defined as the facility to evoke a mental image by a referent. 
With the aid of imageab
 (Figure 2.9
When a concrete word 
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difficult or easy it is to form a mental image of those words (Altarriba et al., 1999; 
Altarriba & Bauer, 2004; Kousta et al., 2011). Measures of imageability
used to evaluate the influence of images on memory performance and ease of word 
recognition (Balota et al., 2004
concreteness; for most words, the two measures are quite similar, although there are 
some exceptions. The sample word ‘armadillo’ was given by Bird, Franklin and 
Howard (2001), which generate
apparently reflecting a lack of personal exposure to armadillos.
Figure 2.11 : Imageability scale and rating instructions 
Emotions are essentially difficult to define and often depend upon the type of 
research one is conducting.  In fact, it is even more difficult to construct a theory of 
emotion representation because there is no clear definition for the word “emotion” or 
for determining what is to count as an emotion (Ortony, Clore & Foss, 1987). 
Emotions may be conceptualized as subjective, personal feelings (Plutchik & 
Kellerman, 1989). 
Emotion words are often adjectives and are described as words that label an 
emotional state or feeling (e.g., 
words are often nouns that elicit or represent
There are two particular dimensions of emotion words
refers to whether a word is positive or negative
Arousal or activation has been defined as an invigorating response to stimulation 
(Duffy, 1957). Two large databases of emotion words developed 
and arousal components of emotional words,
Berezowski, 1986) and Affective Norms 
Besides providing useful data studying the two main dimensions of emotion words, 
these guides allow a numerical comparison of positive 
 have 
; Paivio, 1971). Imageability is closely related to 





happy, sad, angry, fear), whereas emotion-laden 
 an emotion (e.g., death, cancer, kiss
, valence and arousal. Valence 
, as to say pleasant or unpleasant
considering valance 
 The Dictionary of Affect (Whissell 
for English Words (Bradley & Lang, 1999). 







In studies that have examined differences between concrete and abstract word types, 
emotion words have often been included in the abstract word category. However, 
some recent studies stated that emotion words likely belong in a separate word 
category (e.g., Altarriba & Bauer, 2004; Altarriba, Bauer, & Benvenuto, 1999; 
Kensinger & Corkin, 2003). Altarriba et al.’s (1999) work indicates that there is a 
difference between all three word types on each of these scales. For both the context 
availability scale and the imageability scale, concrete words received the highest 
ratings, followed by emotion, and then by abstract words.  As hypothesized, emotion 
words were rated as being easier to image and as being easier to access an 
appropriate context for than abstract words. Emotion words were rated lower than 
concrete words on the imageability and context availability scales. Although emotion 
words have often been included in the abstract stimuli in the literature, when rated on 
concreteness, imageability, and context availability, they are different from abstract 
and concrete words. The results across studies indicate that concepts represented by 
emotion words are more imageable and are easier to think of a context for than 
abstract words. 
Altarriba et al. (1999) also examined the number of word associations for concrete, 
abstract, and emotion words. Once again, the results revealed that the mean number 
of associations for the three word types were significantly different from one another.  
Emotion words revealed the highest mean number of associations, followed closely 
by abstract words.  Concrete words revealed the least mean number of associates. In 
terms of semantic representation, it is suggested that emotion words are connected to 
more words in the lexicon and have more synonyms as compared to abstract words. 
For example the word happy has synonyms such as delighted, pleased, glad, while 
the abstract word hour does not have many synonyms (Altarriba & Bauer, 2004). 
Studies focusing on negative or positive dimensions of word types also suggest that 
negative emotional words are better recalled and recognized than neutral words 
(Kensinger & Corkin, 2003; Manning & Julian, 1975), a phenomenon known as the 
emotional memory enhancement effect. Emotion words seem to have a unique 
quality that results in greater source memory for emotional items as compared to 
neutral items. It is proposed that emotion words play a critical role in memory 
retrieval (Kensinger & Corkin, 2003). 
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In addition to this line of research, neuro-imaging techniques have also been used to 
investigate which areas of the brain are responsible for processing emotional 
information. Beauregard, Chertkow, Bub, Murtha, Dixon, and Evans (1997) 
conducted neuro-imaging studies to examine which areas of the brain were involved 
in viewing words.  Specifically, participants viewed concrete, abstract and emotion 
words.  Results indicated that all words produced activation of cerebral blood flow in 
the left temporal lobe.  However, emotion words also elicited activation in the 
orbital, midline, and limbic brain structures of the frontal lobes.  This suggests that 
emotion words are processed differently than both concrete and abstract words.  
These results suggest that emotion words may act differently than both concrete 
words and abstract words in a range of cognitive paradigms. They have their own set 
of distinct properties and they should be considered a separate word class (Altarriba 
& Bauer, 2004; Altarriba, Bauer, & Benvenuto, 1999). 
2.3.6 Embodiment of emotion concepts in the mind 
Emotion concepts are fundamental for an understanding of the social world, as they 
help individuals interpret the attitudes, behaviors, and intentions of other individuals 
(Niedenthal, Winkielman, Mondillon & Vermeulen, 2009). Individuals hold 
considerable knowledge about emotions, why and when they occur. They also have 
the ability to describe their own emotions in detail. These descriptions reveal 
important similarities across individuals and some cultures (e.g., Bower, 1981; Lang, 
1984; Scherer, Wallbott, Matsumoto, & Kudoh, 1988; Feldman, 1995; Russell, 1991; 
Damasio, 1999). However, the representation and embodiment of emotion concepts 
is still unclear. 
Niedenthal summarizes the semantic network models of emotion in his 2008 work 
as: 
Emotions impose organizational structure on information stored in the semantic network. 
Each emotion or affective state is represented by a central organizing node. Nodes that 
represent beliefs, antecedents, and physiological patterns associated, for instance, with fear 
are linked to the fear node in memory. When an emotion is experienced, the relevant node in 
the network is activated. Activation then spreads to associated nodes, making those ideas 
more likely to come to mind and to influence subsequent information processing. Conversely, 
activation of associated information in the emotion network can also generate the emotion 
itself. Emotion knowledge is represented as feature lists and that such lists are represented in 
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word like entries. For example, a feature list representation of the state of anger might look 
like this: anger [frustration, fists clenched, face red, yelling, cursing]. Therefore, the contents 
of the anger concept have redescribed these different features of the emotional state (p. 
1121). 
Emotional information processing involves reactivating parts of the neural states 
when one experienced that emotion or processed a particular emotional cue (Lang, 
1979). Knowledge of emotion concepts involves simulation of previously 
experienced emotional states relevant to the concept, which is enough to support 
conceptual processing. Niedenthal et al.’s (2009) experiments demonstrated that 
using emotional information stored in memory involves embodiment These theories 
are studied under the label “theories of embodied cognition” and they claim that 
using knowledge is a lot like re-living past experience. In this regard, experiencing 
an emotion, perceiving an emotional stimulus, and retrieving an emotional memory 
all involve highly overlapping mental processes. 
In the context of the present work, an important venue in this research area is the fact 
that there are universal facial expressions associated with certain emotions (Turner & 
Ortony, 1992). Some basic emotions such as; happiness, surprise, fear, anger, disgust 
and sadness can be recognized from facial expressions by all healthy human beings, 
regardless of their cultural background (Russell, 1994). Shaver, Schwartz, Kirson, 
and O'Connor (1987) have shown that facial expressions are diagnostic features of 
emotion concepts. An associative network account of the grounding of emotion 
concepts would therefore predict a spread of activation to the word smile (for 
instance) by the activation of the word delight. As research findings suggest that 
embodied simulation is involved in perception of facial expression of emotion 
(Niedenthal, 2007), Niedenthal et al. (2009) also showed that exposure to the 
emotion concepts have produced facial expressions through automatic spread of 
activation. 
2.4 Description of the Cognitive Design Process as an Information-Processing 
Model 
Akın (1986) states that IPT constitutes a viable paradigm for the study of design. 
This approach focuses on describing design processes in terms of a general 
taxonomy of  problem-solving, i.e. problem-states, operators, plans, goals, strategies, 
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and so on (e.g. Akin, 1993; Chan, 1990; Eastman, 1970; Purcell et. al, 1994).  He has 
suggested several assumptions to define the point of his model. This section provides 
a brief review of the information processing system for design (DIPS) that employs 
the information processing theory (IPT), proposed by Newell and Simon (1972). 
As noted before, it is accepted that design is a form of problem-solving where 
decisions are made towards the achievement of objectives. Depending on the 
knowledge acquired by the cognitive system and the context of the problem, different 
situations may lead to different behaviors. Although designers’ knowledge and 
behaviors may vary, their basic information processing abilities such as encoding, 
manipulation, and recall of information, are essentially similar to the abilities 
observed in different problem-solving tasks. This does not mean that the information 
processing functions of all individuals are identical, regardless of their backgrounds. 
The temporal interface between the ever-changing context in a problem and the 
knowledge of the problem- solver form the unique behaviors that result each time a 
problem is encountered (Akın, 1986).  
Simon (1969) points out the distinction between natural sciences and design as: 
The natural sciences are concerned with how things are. Design on the other hand is 
concerned with how things ought to be, with devising artifacts to attain goals. We might 
question whether the forms of reasoning that are appropriate to natural science are suitable 
also for design (p. 58).  
Although this may seem to be an insignificant distinction at first, its implications for 
design knowledge are significant. Scientists are concerned with the truth of a given 
hypothesis. Their task is clear. They can measure success and failure. On the other 
hand, designers are concerned with the truth of a hypothesis that predicts what ought 
to be. They have an open-ended context within which to test this hypothesis. In brief, 
the hypothesis becomes a future state or a prediction giving rise to the possibility of 
future context yet to be determined. Additionally, the objective of the design problem 
and the design itself has a dialectic relationship, forcing designers to solve not only 
the problem at hand but also the problem of how to solve it, simultaneously (Akın, 
1986). Designers usually face a problem without clearly defined objectives, methods, 
or evaluation criteria (see section 2.2.2).  
However, there are also things that are common in many design problems and 
designers, which allow the application of normative methods and knowledge. These 
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things have to do with designers’ cognitive mechanisms, information-processing 
capacity and shared culture (Akın, 1986). 
In developing DIPS, Akın has been motivated by these assumptions and examined 
design at various levels of abstraction. Fundamentally, DIPS operates on two 
environmental sources of information: problem being studied and solution being 
developed. The processing structure of receptors, effectors and processors has been 
previously summarized in section 2.2.3 and 2.3.4 as; 
• Receptors: facilitate the acquisition of the information, 
• Effectors: encode information developed internally in the environment, 
• Processor: transform the information acquired with the assistance of memory, 
forming the design knowledge. 
The general attributes of DIPS is schematized in Figure 2.12, under three topics, 
external environment, design processes and organization of memory. 
 
Figure 2.12 : Design information processing system in detail (Akın, 1986).  
Eastman (1978) classifies the “environment” of the design problem in several 
categories: 
• Background information, is defined as the general design knowledge, part of 
the culture of design shared by designers such as tacit knowledge gained by 
similar experiences or documented facts in standard books, archives, etc., 
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• Problem definition, is the needs and resources formed by the client and the 
designer, 
• Problem structure, is the designer’s formulation of the problem definition, 
• Preliminary design and production documents are the necessary 
communicative records for the clients and other professionals who take part 
in the design process. 
These categories representing the design problem environment aids designer’s 
memory as well as the communication with the design shareholders (Akın, 1986). 
From the information processing point of view, these representations are called 
“external memories” or “extended knowledge state” (Newell & Simon, 1972, p. 
585). The extended knowledge state is explained as a form of memory that is not 
immediately accessible to the designer that has to be processed before it can be 
accessed. That is, the designer has to search to find and select the required 
information from books, electronic media, people, and the physical environment. 
Basically, they extend the capacity of the designer’s memory such as Post-it notes, to 
overcome the limitations of working memory. In DIPS model, this aspect is called 
information acquisition and will be reviewed in the following sections as one of the 
three basic processes of cognitive design activity: (a) acquisition of information, (b) 
representation of information, and (c) the transformation process. 
2.4.1 Search of information in design 
Search is an essential concept to describe problem solving, to navigate through the 
problem space, structuring the problem and finding the goal. From the cognitive 
perspective, acquisition of information or search of information in designing activity 
is comprised of both an internal and external search. Internal search corresponds to 
the designer’s own memory; relying on LTM. In most cases, designers frequently use 
their own memory as a primary source for information before trying external sources 
(Akın, 1986). When internal memory is not sufficient, designers start searching 
external information sources as books, drawings, interviews, documents, etc., Akın 
(1986) describes the acquisition phase in three main units:  
• Visual search, includes search of all visual material as sketches, text 
documents, 2D and 3D images and photographs, physical world around, etc., 
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• Verbal search, is essential to gain new information not documented 
previously or that cannot be directly available. Verbal search includes formal 
or informal interviews and surveys with clients, users and design team 
members throughout the whole design process. 
• Search of memory contents corresponds to the designer’s internal search 
process. The information stored in LTM must become available in STM to be 
processed, this access is called search. The LTM search is guided by a set of 
temporal, contextual and categorical cues. These cues are used for retrieving 
items (Unsworth & Engle, 2007). 
Search of information starts with the designer’s decision to examine the contents of 
external memory and internal memory to retrieve the desired information. This 
retrieval process is followed by verification of the presence of desired data. If a 
successful acquisition is accomplished, representation of the information process to 
encode new information begins. If the desired information acquisition fails, the 
information needs to be transformed to be retrieved or advanced inferences need to 
be done through an information projection process (Akın, 1986). Recent research 
explains the information projection process as idea production; it is assumed that 
retrieved memory contents cannot vary extraordinarily, thus, memory search itself is 
not enough to produce new information (Nijstad, 2000; Nijstad & Stroebe, 2006). 
This process is also followed by the representation of information.  
2.4.2 Representation of information design 
Once the desired information is acquired, it must be represented internally or 
externally to be able to operate on them. The term “representation”, as used here, 
refers to all behavior aimed at encoding of information, such as writing, drawing, 
marking, learning, memorizing, etc. These behaviors all assist memory retention, 
increasing the capacity of STM to hold more information, and supply the data a 
designer needs for guiding his subsequent behavior. Furthermore, Akın (1986) states 
that representations evoke design ideas by providing stimuli with which to react as 
they are for assisting memory and recall. Often, these reactions are critical in refining 
or further developing design ideas. Akın (1986) labels multiple modes of information 
representation as: (a) written text or spoken word, (b) graphics, and (c) memory 
systems (LTM and STM). 
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Writing, talking or covert speech, play an important representation tool especially in 
the early conceptual development stage. Verbal activity is used for exploring and 
understanding the design problem. While understanding the conceptual issues 
relevant to the design problem could be associated to covert speech, externalization 
of this speech in written form acts as an external memory aid (Purcell & Gero, 1998). 
Preliminary design ideas, identified user needs, technical attributes of material, 
descriptions for graphical representations, etc., are best represented through verbal 
activity (Akın, 1986).  
A major external representation effort is representing ideas graphically. Preliminary 
sketches, abstract diagrams, sketch plans and sections, perspectives, 2 and 3 
dimensional drawings, detailed production drawings, models and all other graphic 
representations are tools of graphical communication for the designer, aiding him 
throughout the design process. These pictorial representations, used in the early 
design process, embody abstract ideas, highlight conflicts and possibilities, as well as 
enabling designers to generate concepts, test alternative solutions and facilitate 
problem solving (Akın, 1978; Doe, Gross; Neiman & Zimring, 2000; Gross, Ervin, 
Anderson & Fleischer, 1988; Ullman, Wood & Craig, 1990). Goel (1995) asserts that 
designers use relatively unstructured sketches in the early design phases, but more 
structured specific representations in the latter stages. Sketches are non-verbal 
representation tools that designers use to externalize their design thinking, making 
the images in his mind visible. Arnheim (1993) claims that “they supply designer 
with tangible images of what his or her mind is trying out in the dimness of its own 
freedom” (p. 19). There is a considerable amount of research about sketching activity 
in design theory literature and cognitive studies (e.g., Arnheim, 1993; Freguson, 
1992; Goel, 1995; Goldschmidt, 1991, 1994, 2003; Kavaklı & Gero, 2001; 
Macomber & Yang, 2011; McGown, Green, & Rodgers, 1998, 2000; Purcell & 
Gero, 1998; Suwa, Purcell & Gero, 1998; Ullman, Wood & Craig, 1990; Yang, 
2003). 
There are other instances where no manual representation takes place, yet the 
information is encoded in memory to be recalled later. Internal representation refers 
to packaging, addressing, and storing of information in LTM. During the design 
process, the designer evaluates the success of ideas, manipulates their form, and 
generates new forms while interacting with his representations. Each representation 
 41
constitutes a completely new stimulus for the designer. These representations are 
stored, recalled, and encoded directly in the designer’s LTM (Akın, 1986). The 
results of recent research on the role of drawing and sketching behaviour of designers 
indicate that cognitive activities involve mental synthesis of forms, imagery, 
analogical reasoning, associative processing and mainly reinterpretation and the 
accessing of different types of knowledge (verbal-conceptual and visuo-spatial 
working memory pools) in LTM (Goel, 1995; Goldschmidth, 1994; Kurtoglu, 
Campbell & Linsey, 2009; Nijstad & Stroebe, 2006; Purcell & Gero, 1998; Shah & 
Miyake, 1996; Suwa &Teversky, 1997; Visser, 2009).  
Memory is associative, and all pieces of information are connected; thus, associative 
thinking is considered a very important process in memory retrieval, represention of 
information and the process of turning retrieved memory contents into new ideas 
(Liakannen, 2009; Nijstad, 2000; Nijstad & Stroebe, 2006). The associative nature of 
memory organization and associative thinking process was previously discussed in 
sections 2.3.2 and 2.3.3. 
It is also claimed that the internal representations are generated from material in 
long-term memory through essentially an analogical reasoning process, based on 
imagery (Goldschmidth, 1994, 1995; Purcell & Gero, 1998). The following sections 
will review the imagery and analogical reasoning process from the perspective of 
design thinking.  
2.4.2.1 Visual mental imagery 
It is hypothesized that people think either in sentences or in pictures. Although, 
neither language nor pictures are sufficent to represent the contents of thought (as 
most thought is not available to concious inspection), mental imagery has been a 
field of interest since the past 30 years of active cognitive and neuroscientific 
research (e.g., Borst, Ganis, Thompson & Kosslyn, 2012; Finke, 1979; Kosslyn, 
1994; Paivio, 1971; Pylyshyn, 1979, 1981, 2003; Roland & Gulyas, 1994).  
Mental imagery is the human ability to imagine and reason with visuo-spatial 
information. Visual mental imagery plays an important role in cognitive functions 
such as learning, memory, reasoning and creative problem solving. Imagery is used 
to identify properties of imaged objects, that allows for retrieval of information from 
LTM. “Visual mental imagery typically occurs when a representation of the type 
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created during the initial phase of perception is present but the stimulus is not 
actually being perceived; such representations preserve the perceptible properties of 
the stimulus and ultimately give rise to the subjective experience of perception” 
(Borst, Ganis, Thompson & Kosslyn, 2012). Despite the fact that, accessing 
information from a mental image is very different from accessing information from a 
visual scene, they both share many properties of actual perception. In this sense, 
imagined objects can be ‘interpreted’ much like physical objects (Finke, 1990). 
Arnheim (1993) claims that mental images derive from optical percepts but they 
offer a freedom in their dealings with space. As long as a person’s visual imagination 
is sufficiently concrete, mental images can be displayed with ease from any angle 
and distance.  Thus, mental representations rely on images that remain in memory as 
abstractions from the multiplicity of individual experiences.  
The types of knowledge accessed from words and images are different. Words 
prompt access to conceptual and prepositional knowledge while images draw upon 
perceptually based knowledge – knowledge about materials, forms and precedents 
(Brandimonte & Gerbino, 1996). Pylyshyn (2003) argued that the difference between 
pictoral and other forms of reasoning depends on thinking about how something 
looks and thinking about what it means. If verbal activity and imagery do access 
different types of knowledge then, in a design context, it explains the designers’s 
interplay between the two, as in the process of searching the form and meaning.  
An external representation of the designer (a sketch or a drawing) is a reflection of 
the guiding inner representation (imagery). As stated by Goldschmidt (1992), it is a 
dialectic process between mental percept and the optical percept, the imagination and 
the sketch. In the design research literature, visual mental imagery is identified as an 
important cognitive ability that faciliates the design process. 
2.4.2.2 Analogical design thinking 
Goldschmidt (1994), based on protocol analysis of a number of protocols, states that 
images are generated from material in long-term memory through essentially an 
analogical reasoning process. Analogy making, in a simplistic sense, is defined as 
“mapping the novel input to similar representations in memory” (Bar, 2007). Figure 




Figure 2.13 : A simplified mechanism for analogy (Bar, 2007).  
Analogical reasoning involves accessing and transferring previously acquired 
knowledge of objects, attributes and relations to support current problem solving and 
decision making activities. Information is first extracted from a perceptual input, and 
is then used to derive analogies linking the input with the most similar 
representations in memory. The linked stored representations in turn selectively 
activate the associations that are relevant in the specific context (Bar, 2007).  
2.4.3 Transformation processes in design 
In DIPS of Akın, the information that is acquired and represented is transformed into 
new information. A design solution is developed after many rounds of 
transformation. In other words, a designer starts with searching information that 
leads him to a set of internal and external representations, and performs 
transformations on these representations to develop a final solution (Akın, 1986). 
Information transformation is formed through three primitive processes: projection of 
information, confirmation of information, and regulation of control.  
Projection of information is defined as transforming a given piece of information into 
a different format, through inference making. As new information is encoded, the 
 44 
designer examines and evaluates what has been accomplished in relation to the 
intended design goals. “During the act of inference-making the designer takes a 
given piece of information, adds to it what he knows, and arrives at new or modified 
information” (Akın 1986, p. 49). 
Confirming the consistency of new information with respect to a designer’s 
knowledge is identified as confirmation of information. The process of encoding new 
information requires that its consistency or potential conflict with existing 
information be examined. Otherwise, the designer is forced to work with conflicting 
and inconsistent information (Akın, 1986). 
The open-ended nature of design problems makes it necessary to narrow the scope of 
search space during the design process. Therefore, regulation of control constitutes 
an essential part of the design process. Regulation behavior deals directly with the 
question of “what to do next?” with respect to the task being performed.  By 
regulating control over his behavior, the designer uses, his resources effectively, that 





3.  METHOD  
3.1 Literature Review of the Research Methods Used in the Current Study 
This thesis is a basic design research study on exploring the initial designing 
processes of professional designers while they are in the process of transforming 
abstract, emotional and concrete concepts to form in their natural design 
environment. A mixed method approach, based on the known requirements involved 
in designing protocol experiments, was proposed as a methodology. 
In this section, a review of the research methods used within this thesis is presented 
which includes the understanding of basic research, literature reviews for gathering 
the descriptive data, design of the retrospective protocol analysis experiment, verbal 
and visual data collection and analysis, demographic questionnaires, a creativity 
measurement task (ATTA), as well as highlights from cognitive science 
experimentation. 
3.1.1 Basic research 
Stokes (1997), in his analysis of basic research, starts with the ancient Greeks, 
tracing from German idealist philosophers the idea of the purity of the search for 
knowledge that is untainted by practical goals.  Calvert (2006) states that basic 
research is often used in science policy to refer to research that is directed solely 
toward acquiring new knowledge rather than any more practical objective. Also, she 
argues that basic research is an important constituent of a broader ideology about 
what research should be and that it is intricately tied up with the image that is 
projected about what it is to be a scientist. The understanding of basic research that 
derives from the internalist and positivist conception of science, stresses the 
importance of autonomy where it was presumed that scientists could be completely 
autonomous and free from external influences in their research (Elzinga & Jamison, 
1995).  
The term "basic research" is thought of as a flexible and ambiguous concept and is 
termed in various ways that try to satisfy political masters as well as the research 
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endeavor (Pielke, 2010), such as ‘pure research’, ‘translational research’, ‘boundary 
research’ or ‘discovery research’. Basic research involves a search for general 
principles. These principles are abstracted and generalized to cover a variety of 
situations and cases. Basic research generates theory on several levels. This may 
involve macro level theories covering wide areas or fields, midlevel theories 
covering specific ranges of issues or micro level theories focused on narrow 
questions. Truly general principles often have broad application beyond their field of 
origin, and their generative nature sometimes gives them surprising predictive power 
(Friedman, 1997).  
In the 1980s, the emphasis on scientists to demonstrate the economic potential of 
their work meant that university presidents redefined basic to have an applied 
dimension and was more accessible to industry. Scientists, not surprisingly, try to use 
this wealth creation agenda as a way to obtain increased funds for their own research. 
This was interpreted as a decline in the importance of basic research (Calvert, 2006). 
Today, there has been considerable concern about the future of basic research 
because of purported changes in the nature of knowledge production and increasing 
pressures on scientists to demonstrate the social and economic benefits of their work. 
Nichols (2010) quotes from the polymath Johann Wolfgang von Goethe who once 
said of science: “To one man it is the highest thing, a heavenly goddess; to another it 
is a productive and proficient cow, who supplies them with butter.” Nichols (2010) 
asks whether the cow would have starved if the goddess was forgotten and adds that 
the justification for both curiosity-driven and mission oriented research in the future 
will rest on a deeper rethinking of goals and processes. 
3.1.2 Verbal protocol analysis method 
From the beginnings of psychology as a science, investigators, impelled by the 
difficulties of relying wholly on external observation in studying mental processes, 
have questioned participants about their experiences, thought processes, and 
strategies. With the emergence of behaviorism, the untestable assumptions of 
trustworthiness and privileged access were rejected as unscientific, and verbal reports 
were treated like any other kind of observable behavior. Later, when information-
processing accounts were given of human performance in different tasks, these 
accounts essayed to reproduce all aspects of observable behavior. Verbal reports, in 
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this view, were produced by the same cognitive processes that produce more 
traditional performance data, such as speed button presses or sequence of eye 
fixations (Ericsson & Simon, 1993). 
Verbal protocol analysis is the experimental investigation of the contents of a 
thought process (Ericsson & Simon, 1993). It is used principally as a means for 
“inferring thought process and heeded information from behavior” (Green, 1995). 
According to Newell and Simon “protocols are recordings of subject’s problem-
solving behavior which can be subsequently analyzed to identify the invariance in 
subject’s patterns of behavior” (1972). Akın (1986) states, “a protocol is recorded 
behavior of the problem solver which is usually represented in the form of sketches, 
notes, video or audio recordings.”  Protocol studies are generally accepted as an 
important source of data on participant’s cognitive processes in specific tasks.  
Verbal protocol analysis (or sometimes just ‘protocol analysis’) or the “think aloud 
protocol” is the term used to describe a methodology where individuals under a range 
of circumstances are used as a source of data. Under these special conditions, the 
participant is asked to report his /her thinking as the task is being carried out or 
retrospectively after the task has been completed. As talking while thinking may not 
be common for most people, participants usually receive warm-up tasks to get started 
with the method (Liikkanen, 2010). The data that constitute these verbal reports are 
qualitative in that standard statistical procedures cannot be directly applied. The data 
must usually be transformed through coding of individual segments prior to analysis 
that allows the researcher to apply statistical techniques. In these respects, verbal 
protocol analysis is not an entirely qualitative approach- it also lends itself to 
quantitative analysis (Green, 1995).  
Protocol analysis is composed of six major steps after designing the experimental 
task:  
1. Data collection; recording the experiment in an appropriate way, 
2. Data transcription; transcribing the recorded data into texts, 
3. Exploration (Pre-processing); analyzing the raw data and constructing a 
theoretical framework of the data (this framework determines what can be 
found out from the protocols), creating information categories derived from 
the theories, 
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4. Segmenting the protocol data; breaking the transcribed text into segments in 
which each segment represents one coherent statement about a single topic or 
designers’ intentions. Segmentation facilitates the analysis process because 
encoding is based on a single segment.  
5. Encoding; coding the pre-processed segments into the terminology of the 
theoretical model. Each protocol study has its own coding scheme for 
achieving its research purpose. Categorization of the segments is crucial to 
the quality of data and as it is heavily coder dependent, several coders who 
independently apply the same coding scheme are used.  
6. Analysis; analyzing and making interpretations of the encoded data (Ericsson 
& Simon, 1993). 
There are several ways that the thought process can be collected. The two major 
approaches are concurrent and retrospective verbal reports. Concurrent 
(simultaneous) reports are generated while the participant is working on the task. 
Participants generate think aloud verbalizations, without changing the sequence of 
their thoughts, and slowing down only moderately due to the additional 
verbalization. For brief solution processes the recalled sequence of thoughts can be 
reported retrospectively with high accuracy, with only the effect that memory for 
reported information is strengthened. In retrospective verbal reports, the participants 
are asked to recall the thinking process immediately after finishing the task (Ericsson 
& Simon, 1993). Corresponding to concurrent and retrospective protocols, in design 
research, two types of protocol studies were developed: (i) process and (ii) content 
oriented (Dorst & Dijkhuis, 1995). Generally, concurrent protocol studies focused on 
the process-oriented aspects of designing, being largely based on the view of 
information processing proposed by Simon (1992). They therefore could be regarded 
as ones using process-oriented methods to understand the design activities (i.e., 
Eastman, 1969; Eckersley, 1988; Chan, 1990; Gero & McNeill, 1998). In contrast, 
retrospective protocol studies were mostly used to study the cognitive content of the 
design process. They were grounded on the view of reflection-in-action proposed by 
Schön (1983). Accordingly, they were regarded as using content-oriented methods to 
understand the internal cognitive behaviors such as the meaning of designers` 
drawings and actions (i.e., Suwa & Tversky, 1997; Suwa, et al., 1998; Suwa, et al., 
2000). This approach is suggested as more suitable for examining the ways in which 
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designers cognitively interact with their own sketches. However, “the lack of a 
general taxonomy of the contents of designers' actions has been the drawback of the 
content-oriented approach; making it difficult to compare results from different 
designers” (Suwa et al., 1998). Although this general categorization was made based 
on the previous work, it is important to note that there is a limited methodological 
discussion to compare two different types of protocols in design studies (i.e., Gero & 
Tang, 2001). Therefore, the application of the methodology highly depends on the 
design and the requirements of the experiment. 
Verbal reports, even from a small number of participants, can serve as evidence for 
the existence of certain cognitive structures and processes, an important first step 
towards gaining evidence for generality and generalizability (Ericsson & Simon, 
1993). Various protocol studies have been used in different disciplines to study 
human cognitive activities including mechanical engineering, software, electrical, 
industrial, interior, and architecture design, as well as studying human cognitive 
activities in cognitive, social, educational and behavioral psychology research areas. 
Studies in these areas have shown that this method has been accepted as a prevailing 
approach for elucidating the cognitive process of humans in different areas (Yao, 
2007).  
Ericsson and Simon (1993) in their book have reviewed major advances in verbal 
reports over the past decade, including new evidence on how giving verbal reports 
affects subjects’ cognitive processes, and on the validity and completeness of such 
reports. They have also summarized the central issues covered in the book and have 
provided an updated version of their information-processing model, explaining 
verbalization and verbal reports. They have described new studies on the effects of 
verbalization, interpreting the results of these studies and showing how their theory 
can be extended to account for them. They also addressed the issue of completeness 
of verbally reported information, reviewing the new evidence in three particularly 
active task domains. They concluded by citing recent contributions to the techniques 
for encoding protocols, raising general issues, and proposing directions for future 
research.  
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3.1.3 Review of the protocol studies in design 
Protocol analysis is used as a major technique in design studies for investigating 
designers’ cognitive activities and problem solving behavior during the design 
process (e.g. Akin, 1995; Cross et al., 1996; Eastman, 1970; Eckersley, 1988; Gero 
& McNeil, 1998; Goldschmidt, 1991; Jiang & Yen, 2009; Suwa & Tversky, 1997; 
Suwa et al., 1998; Gero & Purcell, 1998; Tang, Lee & Gero, 2011). Through 
protocol analysis, researchers have identified design creativity and cognitive process 
of designers (Cross et al., 1996). “It is complementary to the experimental research in 
attempting to investigate directly cognitive processes involved in design thinking, 
instead of revealing causal relations between variables” (Liikkanen, 2010). 
Protocol studies in design research started with Eastman (1970). He used concurrent 
protocols to investigate representational language in intuitive design. Since then, 
many protocol studies have been conducted in various design disciplines including 
mechanical engineering, software design, electronic engineering, industrial design, 
architecture, interior design and interaction design. In architecture, Omer Akin has 
conducted many studies using protocol analysis methodology  (e.g., Akın 1986, 
1995, 2001; Akın & Akın, 1998). His book Psychology of Architectural Design 
provides fundamental theoretical structure towards understanding cognitive design 
process (1986). In industrial design, Nigel Cross has analyzed the cognitive activities 
and abilities of designers through protocols and other studies (Cross et al., 1996). His 
work has been summarized in his book, Designerly Ways of Knowing (Cross, 2006). 
Kees Dorst (1995) has also conducted important research using protocols and 
summarized the new directions in protocol analysis (e.g., Dorst 1995; Dorst & 
Dijkhuis, 1995; Dorst & Cross, 2001; Dorst, 2006). In electronic engineering, Gero 
and McNeil (1998) developed a methodology using protocol analysis to investigate 
design processes in terms of distinguishing behaviors of different designers.  Kavaklı 
and Gero (2001) found differences in a cognitive action balance between experts and 
novices through protocol analysis of verbal reports. Cross, Christiaans, and Dorst 
organized the Delft Protocol Workshop in 1994 and gathered top design researchers 
in the analysis of recordings of design sessions using the protocol analysis method. 
The book from the workshop, Analysing Design Activities, has been much cited by 
the design research community (Cross et al., 1997). Suwa et al. (1997; 1998; 2000) 
used protocol studies to reveal perceptual interactions between a designer and his 
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own sketches. In the 10th year of the Delft Protocol Workshop, McDonnell and Lloyd 
invited leading design researchers to re-analyze the same data set. They applied their 
research expertise to show how analyzing design meetings can increase the 
understanding of design as a social process (McDonnell & Llyod, 2009).  
Currently, important research groups in studying designers’ cognitive processes 
using protocol analysis include Engineering Design Center at Cambridge University; 
Center for Design Research at Stanford University; IMPACT lab at the University of 
Southern California; Design Lab at Concordia University; and Key Center of Design 
Computing and Cognition at the University of Sydney, etc.  
The existing protocol studies have advanced the understanding of how protocol 
analysis methodology is used to analyze designers’ cognitive processes and problem 
solving behaviors.  
3.1.4 Requirements for retrospective protocol analysis experiments 
In protocol studies, the design of the task, experimental set-up, interpretation of the 
protocol data and construction of the theoretical framework affect the outcome 
directly. Thus, most of the protocol studies are developed based on specific domains, 
individual design problems, and the researcher’s experience (Yao, 2007). Ericsson 
and Simon (1993) state that at a current level of understanding, an analyses of heeded 
information revealed in a protocol, in the context of a task analysis, is a more fruitful 
approach to protocol analysis of cognitive processes than is an encoding and analysis 
in terms of task independent general processes. 
In the ideal case, the retrospective report is given by the participant immediately after 
the task is completed while the information is still in STM and can be directly 
reported or used as retrieval cues. Since retrospective protocols involve the retrieval 
of LTM, charatctersitics of human memory may impair the results. It is important 
that there is no delay between task completion and reporting, as working memory is 
accessed; otherwise, the participants may have forgotten some of the things that they 
thought during the task or they may have generate data rather than recalling from 
memory. To aid participants in retrieving their thinking processes, Suwa and Tversky 
(1997) conducted retrospective protocol analysis using videotapes that recorded the 
preceding design sessions in order to enhance the retrieval process. In the case of the 
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current experimental study, the participants were shown their own recorded design 
tasks as retrieval cues, adopted from Suwa and Tversky (1997). 
The protocol analysis experiment should be designed objectively to ensure the 
reliability and validity of the analysis. Ericsson and Simon (1993) summarized the 
requirements for designing protocol analysis experiments in their book, Protocol 
Analysis: Verbal Reports as Data. 
1. Before the experiment takes place, the objective of the experiment should 
clearly be defined. As a designer’s thinking process has vast freedom, using a 
designer’s activities as dependent upon the task avoids the collected data’s 
lack of aimed content.  
2. After the objective of the experiment has been determined, the experimental 
process should be designed. The researcher must identify all the details of the 
experiment. The details of the experimental process include the formulation 
of the task, flow of the experiment, selection of the participants, and data 
gathering procedures. The experimental participants should have design 
problem solving skills and relevant design experience. The task must be 
suitable for the experimental setting and the objectives.  
3. The experimental setting and the procedure should be arranged in an 
appropriate way that participants’ thinking and reporting processes are not 
inferred. The experimental procedure and data gathering methods should be 
developed to reduce the limitations of the protocol analysis experiments. 
4. Before the start of the experiment, the participants should be sufficiently 
informed about the task. It is advised to hold warm-up think aloud tasks to 
make sure that participants can talk and think aloud comfortably. A general 
instruction is given “to report everything you can remember about your 
thoughts during the last problem” before starting the experiment. It is 
important that the participants verbalize only their thinking process briefly, 
not describing the process of solving the problem.  
5. The experimenter is generally had to be present during the experiment 
without distracting the participants. The experimenter monitors 
verbalizations by reminding the participants to speak, taking the form of 
“keep talking” or “what are you thinking about?”. These reminders are given 
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after 15 sec to 1 min pauses. In some studies, the experimenter also observes 
the content of the verbalizations and when necessary, asks the subject to 
explain what he/she means. 
6. After the experiment is conducted and the data are collected, concurrently or 
retrospectively, recorded data are transcribed into texts. Transcriptions may 
be usable by investigators of different theories; thus, they should not rely on 
theoretical assumptions. All information that is important to subsequent 
encoding into the language of different theories should be preserved in the 
transcript. In speech, several aspects of recorded verbalizations, such as 
pauses, are not easily transcribed. It is important to make a theoretically 
sound and indisputable abstraction from the raw protocol that allows reliable 
coding. Only the durations of longer pauses need to be recorded, since this 
may indicate periods when the participant is not following the instructions to 
verbalize. 
7. The verbal transcript is first segmented into individual statements (assertions, 
prepositions). Each segment constitutes one instance of a general process. 
Although the usual procedure is to determine segments prior to encoding, in 
some studies segmenting and encoding is done simultaneously. Under the 
assumptions of the information processing model, the appropriate cues for 
segmentation are pauses, intonation, contours, as well as syntactical markers 
for complete phrases and sentences. 
8. Preprocessed segments are encoded into the terminology of the theoretical 
model and coding categories. The theory chosen influences the way the data 
are encoded and analyzed. Thus, theoretical assumptions and presuppositions 
underlying the data analysis should be made explicit. The coding scheme 
should be developed according to the research problem and objectives and it 
is a critical part in analyzing the protocol data. The coding scheme is allowed 
to evolve during the analysis. 
9. The data analysis process should be not only objective and reproducible, but 
it should remain constant from one protocol to another. This determines the 
validity and reliability of the analysis. Encodings are often evaluated by tests 
of reliability, defined as agreement between different persons encoding 
independently of each other. Some researchers apply a strict inter-coder 
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reliability criterion that codings should be significantly related, and that the 
difference between coders should be non-significant for each coding variable.  
10. Finally, the results based on the encoded data need to be further analyzed 
depending on the aims of the study. This analysis may include frequency of 
occurrence measures, time-based measures, appropriate statistical tests, etc. 
In this fashion, the qualitative data typically in the form of words are 
transformed into numerical data. Quantification of designers’ cognitive 
processes can be used to verify the objective of the experiment. 
3.1.5 Limitations of protocol analysis experiments 
Despite the accepted potential and validity of protocol analysis to help in revealing 
the cognitive abilities of designers (Ericsson & Simon, 1993, Cross et al., 1996), 
some reviewers argued against the efficiency and generalizability of the method 
(Gero, 2010; Gero et al., 2012). “The lack of any common approach to the analysis 
of protocols has limited the utility of the results”, generalizing and comparing the 
results across different designers, in terms of gender, expertise, education, etc., and 
design situations (in terms of different design disciplines, design problems, designing 
tools, etc.) (Gero, 2010; p. 193). 
Evaluating the protocol analysis method is not the purpose of this research. Rather, 
the major criticisms were reviewed to minimize the limitations in appropriate 
conditions. Goldschmidt and Weil (1998) summarized the limitations of the protocol 
studies as follows: 
1. Thinking aloud alters regular cognitive processes. Previous work has claimed 
that talking aloud concurrently may interfere with participants' perception 
during their sketching activities (Lawson, Lloyd & Scott, 1995). Some 
researchers prefer retrospective verbalization to avoid this constraint.  
2. Cognitive operations cannot be reflected in verbal expressions because of 
differences in modality and speed. Cognitive processes can only be observed 
within the existing availabilities of monitoring technologies. Additionally, 
there is no alternative approach for studying designers where non-verbal data 
as sketches are also produced and is a portion of the data to be processed. 
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3. It is only practical to record relatively short durations of work (a few hours 
at most). Designing is a process that evolves slowly over periods of time that 
may be quite long. Therefore, the process of designing cannot be captured 
using protocol analysis. This is a valid criticism and should not be 
underestimated. The experimental tasks have to be designed considering the 
issues involved in reproducing cognitive processes experimentally, to 
maintain the reliability and consistency of the data (Ericsson & Simon, 1993). 
4. Protocol analysis is a labor-intensive research methodology and therefore, it 
is not suitable for large quantities of data. As mentioned previously, the 
appropriate method should be selected depending on the characteristics of the 
problem and the purpose of the research, to sustain the reliability and validity 
of the verbal reports. 
5. Inter-rater reliability concerning coding is typically low. This is a familiar 
problem in experimental psychology. The perceptive differences of the raters 
who do not share the same microculture may be one of the reasons for this 
problem (Ericsson & Simon, 1993). The suitable design of the category 
scheme and agreeable encoding criteria minimize this weakness. In addition, 
it is sometimes solved by increasing the number of raters, which allows 
evaluating the consistency rates among the raters (as performed in this thesis, 
intercoder reliability calculation; see section 4.2.3). Most analyses of protocol 
data are carried out by investigators who have had extensive experience with 
cognitive processes and their verbalization for the task under study. Its 
validity depends at least partly on the consensus of the judges/raters (Ericsson 
& Simon, 1993). 
6. Occurrence of selective recall effects decreases the reliability of the verbal 
reports (Ericsson & Simon, 1993). Participants may tend to selectively report 
what is relevant to the retrieval cues given in the reporting task and/or what is 
relevant to their purposes and intentions while reporting, neglecting other 
thoughts which might have occurred during the design session (Suwa & 
Tversky, 1997). Researchers adopted task-dependent processes to minimize 
this effect. Ericsson and Simon (1993) state that an analysis of the heeded 
information revealed in a protocol, in the context of a task analysis, is a more 
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fruitful approach to protocol analysis of cognitive processes than encoding 
and analysis in terms of task independent general processes.  
To summarize, besides the clear limitations of protocol analysis, this method is 
accepted to be the most appropriate to study design behavior and design thinking 
(Cross, Dorst & Christiaans, 1996). However, no research methodology is 
“universal” in the sense that it is suitable for every purpose and under all 
circumstances (Goldschmidt & Weil, 1998). 
3.1.6 An overview of the research of Suwa and Tversky 
In the current study, Suwa and Tversky’s (1997) experimental procedure was 
adopted in order to minimize selective recall effects that has been reported as the 
limitations of retrospective protocol analysis method (Ericsson & Simon, 1993). This 
subsection briefly describes their experimental procedure. 
In their research, Suwa and Tversky (1997) focused on how freehand sketches as 
external representations are essential for forming design ideas in early design 
processes through examining the patterns designers see in their sketches. They 
explored this in a protocol analysis of retrospective reports. Expert architects and 
advanced students in an architectural department participated. The experiment 
consisted of two tasks, a design task and a report task, respectively. In the design 
task, each participant worked on designing an art museum according to the given 
design brief, for 45 minutes. Participants were expected to use freehand sketches as a 
tool for designing. The design sessions were videotaped and participants were not 
interrupted by the experimenter during the design task. Following the design tasks, 
report task sessions were held. The participants were asked to recall and report what 
they had been thinking of during the design task, while they have been watching their 
own videotapes. This time, the experimenter was allowed to interrupt the task if the 
participant skipped reporting an obvious portion of the sketch. 
While Ericsson and Simon (1993) suggest concurrent protocols in tasks lasting more 
than 10 seconds, Suwa and Tversky (1997) did not employ concurrent verbalization 
because it has been argued that talking aloud concurrently may interfere with 
participants' perception during their sketching activities (e.g., Ericsson & Simon, 
1993; Gero & Tang, 2001; Lloyd, 1995). As they had aimed to reveal the perceptual 
interactions between a designer and his own sketches this would have undermined 
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their research. On the other hand, they haven’t ignored the selective recall effect 
(Ericsson & Simon, 1993). The selective recall effect is described as “participants’ 
tendency to selectively report what is relevant to the retrieval cues given in the 
reporting task and/or what is relevant to their purposes and intentions while 
reporting, neglecting other thoughts which might have occurred during the design 
session” (Suwa & Tversky, 1997). In order to minimize this effect, they have 
differentiated the method by adding “memory cues” to the retrospective reporting by 
showing the participants the videotapes of their own design task sessions. That 
procedure allowed them to review their sketching behavior and provide the visual 
cues for the recalling process of what they have thought, while they were drawing 
including their hesitations, returns, redrawings, etc. It was reported that those visual 
cues had helped the participants remember their thoughts, relevant or irrelevant 
(Suwa & Tversky, 1997).  
During the report task sessions, while watching their design sessions, the participants 
were allowed to stop the tape until they had finished telling about that portion of the 
recording. In addition, the experimenter was allowed to interfere if the participant 
had skipped reporting a certain portion of the design process. The report task 
sessions were also recorded and videotaped (see Suwa and Tversky, 1997 for further 
explanation of the study).  
3.1.7 Torrance test of creativity- ATTA 
The abbreviated Torrance Test of Creativity for Adults (ATTA) is a tool for 
measuring creativity by quantifying both figural and verbal creative strengths, 
developed by Torrance and Goff (2002). It is a shortened version of Torrance Test of 
Creative Thinking (TTCT) founded by Torrance (1966). In the current study, the 
ATTA was administrated to be able to examine the data in terms of participants’ 
creativity scores. 
The ATTA is composed of three open-ended activities in the form of verbal and 
figural tests (see Appendix A). There are three minutes permitted per activity. 
• Activity 1 asks the respondent to assume that he/she could walk on air or fly, 
and then to identify the troubles he or she might encounter. 
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• Activity 2 presents two incomplete figures and asks the respondent to draw 
pictures with these figures and attempt to make the pictures as unusual as 
possible (Figure 3.1). 
• Activity 3 presents a group of triangles and asks the respondent to see how 
many pictures or objects they can draw using the triangles. 
Each activity on the test is based on research linking the required ability to creativity 
(Torrance, 1966; 1974). The instructions are designed to motivate the participants to 
give unusual, detailed responses. Responses to the verbal and figural tests of the 
ATTA are expressed in two different modalities—written for the verbal and drawn 
responses for the figural. Verbal responses measures richness and colourfulness of 
imagery, emotional expressiveness, future orientation, sense of humour and 
provocative remarks. On the other hand, through figural responses, openness of 
images, unusual visualization, expression of feelings and emotions, abstractness of 
titles, articulateness in creating context, colorfulness of imagery, movement or sound 
effects are evaluated as measures of different creative abilities (Goff & Torrance, 
2002). 
 
Figure 3. 1: A sample activity from ATTA (Goff & Torrance, 2002). 
Torrance based his scoring of the TTCT on Guilford’s (1956) four divergent thinking 
factors: (a) fluency, the number of relevant responses; (b) flexibility, the number of 
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different categories or shifts in responses; (c) originality, the number of unusual yet 
relevant ideas as determined by statistical infrequency; and (d) elaboration, the 
number of details used to extend a response (1990).  
3.2 Design of the Current Experimental Study 
The current experimental study was designed to explore the embodiment processes 
of varying concepts into product form. The experiment has been conducted under 
controlled conditions along with the appropriate research methods. To provide a 
reliable and valid analysis, the experiment was designed to meet several criteria and 
developed after a pilot study was conducted in light of the relevant literature. Some 
features of the experiment design are highlighted as follows:  
• Protocol analysis experiment was chosen as the primary source of data gathering. 
Because, protocol studies originated from introspection methods, they are 
regarded as the most applicable and prevalent to reveal the cognitive abilities of 
designers (Cross, Christiaans, & Dorst, 1996; Cross, 2007). 
• There are two major approaches in protocol analysis to collect protocol data, 
concurrent verbalization and retrospective verbal report. As mentioned before, 
both methods have their advantages and disadvantages. The primary goal of the 
experiment was to compare cognitive design processes in three different given 
concepts; emotional, abstract, and concrete. Thus, three identical design tasks had 
to be given and processed in a limited amount of time. Considering the “duration 
of the experiment”, retrospective verbalization was chosen as the data collection 
method. 
• As it has been stated before, in retrospective reports, designers might recall their 
design process partially and selectively (Ericsson & Simon, 1993). In order to 
minimize this effect, in the report session, the experimenter showed the recorded 
movie of the design session to the participants. 
• When studying human cognitive processes, experiment regulations and ethical 
issues are considered such as applying intervening tasks or informing the 
participants with consent forms (see Appendix B). 
• The procedure was identical for every participant. 
 60
• The scope of this research is constrained by the conditions under which the 
product design process occurs. Therefore, the procedure of setting up the 
experiment, selection of the design problem, and selection of designers as 
participants are refined in accordance with the real life design process itself.  
3.2.1 Experiment overview and flow of the experiment chart 
Transformation of varying emotional, abstract and concrete concepts in the 
conceptual design process was examined using a design-and-report-task, which was 
held in six sessions of 15 minutes each. The design of the experiment was formulated 
considering the characteristics of the research question and protocol analysis 
methodology. The sessions were recorded by video cameras, capturing the sketching 
and drawing behavior of each designer. Each participant received three design briefs, 
in total—one for each of the three concepts mentioned previously (i.e., concrete, 
abstract, emotion). Ten minutes of intervening tasks including demographic 
questionnaires were administered in between the design tasks. Additionally, the 
ATTA was applied in order to be able to provide a value for a measure of creativity 
on the overall sample of participants. The procedure was identical for every 
participant. Duration of the complete experimental process was 140 minutes.  
Table 3.1: Flow chart of the experiment and the counterbalanced order of the tasks. 
 
The flow chart of the experiment is shown in the Table 3.1. The experiment was held 
in the following order; 
1. Participant signing the informed consent form (see Appendix B), 
2. Participant performs the ATTA test of 10 minutes, 








































































































































3. Participant is given a practise task (warm-up task), to understand the protocol 
analysis method, 
4. Participant receives the first design task, Design Task I, of 15 minutes, 
5. Participant performs the first report task, Report Task I, min. 15 minutes, 
6. Participant receives the first intervening task, 10 minutes, 
7. Participant receives the second design task, Design Task II, of 15 minutes, 
8. Participant performs the second report task, Report Task II, min. 15 minutes, 
9. Participant receives the second intervening task, 10 minutes, 
10. Participant receives the third design task, Design Task III,  of 15 minutes, 
11. Participant performs the third report task, Report Task III, min. 15 minutes, 
12. Participant receives the debriefing form. 
A more detailed experimental procedure will be explained in section 3.2.4. 
3.2.2 Participants 
In human related experiments, sample size and selection of the sample group 
representing the research domain have significant impacts on the research findings. 
A greater sample size can give greater statistical power to find significant 
differences. However, while it is quite difficult to determine the best sample size, in 
the design research area, researchers had to conduct experiments with relatively 
small groups of participants. The reasons may be the duration of conducting a design 
experiment, limited availability of participants with certain requirements and the time 
and labor-intensive process of analyzing large amounts of protocol data.   
In the current research, criteria for selecting the participants include: 
• Participants should have a professional background and experience in  
industrial product design, 
• Participants should have basic training in design related areas, and understand 
what is expected in performing a design task, 
• Participants should be able to have sufficient communication skills in 
Turkish, 
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• Participants should be professionally active and should be contributing to the 
industrial design field. 
As maintained by the criteria, thirteen designers were selected randomly to 
participate in the experiment. Twelve of them are used in data processing. The 
minimum number of participants was set by the counter-balanced order of the design 
tasks.  
Participants have different areas of specialization, including furniture, jewelry, 
glassware, yachts, footwear, packaging, and household appliances. Table 3.2 shows 
the detailed information chart of the participants based on demographic 
questionnaires and ATTA scores. Their duration of practice averaged 12 years 
(ranging from 2 years to 37 years). Five participants were male and seven were 
female with a mean age of 35 years (ranging from 25 years to 56 years). The 
creativity measures, defined by the ATTA test, vaired between high and low. 
Table 3.2 : Participant information chart based on demographic data. 
 





1 F 32 JEWELRY 
FURNITURE
PHD (IND. DESIGN, 
ART HISTORY) 10 YEARS 82
2 F 44 SHOE HOISERY 
JEWELRY
MA (FASHION & 
TEXTILE DESIGN) 15 YEARS 53





PHD (IND. DESIGN) 37 YEARS 74
13 M 33 INDUSTRIAL MSC (IND. DESIGN) 6 YEARS 70





BA (IND. DESIGN) 10 YEARS 77
8 F 29 JEWELRY ART MFA (DESIGN) 6 YEARS 69
9 M 27 HOUSEHOLD APPLIANCES BSC (IND. DESIGN) 5 YEARS 80
10 M 33 INDUSTRIAL 
EDUCATION PHD (IND. DESIGN) 10 YEARS 69
11 F 37 SHOE TEXTILE MA (FASHION & TEXTILE DESIGN) 16 YEARS 74
12 M 47 YATCH MSC (DESIGN ENG.) 26 YEARS 73
Participant 
NO




The participants contributed the experiment voluntarily. It is important to note that 
the participants were informed about the general aim of investigating the cognitive 
design process, but were not informed in advance about the specific aim of exploring 
the cognitive processing differences across varying concepts. Thus, they were naive 
about the purpose of the experiment.  
All participants completed all three design and report tasks individually and in their 
natural designing environment, in various design offices, design agencies, and 
companies, located in Istanbul. The participants used their own hand designing tools. 
They were asked to sign an informed consent form to be videotaped and recorded 
during the task. 
3.2.3 The design task brief 
The design task brief developed for this research was created to be appropriate for 
the research problem—a basic product design project focusing on the concept and 
appearance of the product, not too large, and feasible to complete in the available 
time.  Design briefs instructed the participant to design a perfume container with 
three different given concepts of emotional-“aggrieved”, abstract- “loyalty” and 
concrete- “chestnut” nature. The perfume container was chosen especially for its 
potentially, minimal complexity in terms of overall form and form dominant 
structure. Thus, the designer could work towards constructing the form without being 
distracted by complex aspects of product design. The subject of the design problem 
“perfume container” was inspired from the Project III- “A Scent Container” Design 
project, which was held in 2003-fall semester at ITU, Department of Industrial 
Product Design (Er et al., 2004).  
In order to select the three specific concepts stated above, various lists of words were 
constructed.  As reviewed in chapter 2, words whose meaning denoted a material 
object were classified as concrete words. Multidimensional scaling and factor 
analytic studies suggest that emotional experiences consist of both a valence 
(pleasant or unpleasant) and an arousal (low, medium, or high) component (Russell, 
1980; 1991; Russell & Bullock, 1985). Therefore, words whose meanings were 
affective and had pleasantness or unpleasantness and arousal components were 
classified as emotion words. Words whose meanings referred to something 
independent from a material object that were not classified as an emotion word were 
designated as abstract words (Altarriba & Bauer, 2004). Referred to this data, a list 
of abstract, concrete, and emotion words, matched in terms of word frequency (how 
frequent a word is used in a language) and word length (see Appendix C), were 
generated and classified for further selection from the Turkish Word Frequency 
Dictionary database (Göz, 2003). Ultimately, the criteria for choosing the final three 
words were:  
• Concrete and abstract words should not contain any emotion components 
(i.e., neutral in terms of valence and arousal), 
• Emotion words should be negatively valenced. Negative stimuli tend to 
capture attention and affect cognitive processing more than neutral or positive 
stimuli. In many situations, results for positive stimuli are equivalent to those 
for neutral stimuli (McKenna & Sharma, 1995; Montalan et al., 2011; Pratto 
& John, 1991). 
• The three words should be matched on word frequency and word length—
variables that have been known to affect overall cognitive processing of word 
stimuli (Altarriba & Basnight-Brown, 2011). 
 
Figure 3.2 : Design briefs with varying concepts of emotional, concrete, and 
abstract. 
DESIGN BRIEF- EMOTION 
Design a perfume container with the given concept “AGGRIEVED”.  
This is a form oriented design task. So it is important not to focus on design and product features (such 
as brand identity, intended market, dimension limitations, manufacturing processes, etc.) but to focus 
on the overall  concept. 
You will have 15 minutes for completing your design sketches. 
You will be given one sheet A3 drawing paper and may use any of your own hand drawing tools, 
whatever you typically use. 
 
DESIGN BRIEF- CONCRETE 
Design a perfume container with the given concept “CHESTNUT”.  
This is a form oriented design task. So it is important not to focus on design and product features (such 
as brand identity, intended market, dimension limitations, manufacturing processes, etc.) but to focus
on the overall  concept. 
You will have 15 minutes for completing your design sketches. 
You will be given one sheet A3 drawing paper and may use any of your own hand drawing tools, 
whatever you typically use. 
 
DESIGN BRIEF- ABSTRACT 
Design a perfume container with the given concept “LOYALTY”.  
This is a form oriented design task. So it is important not to focus on design and product features (such 
as brand identity, intended market, dimension limitations, manufacturing processes, etc.) but to focus 
on the overall  concept. 
You will have 15 minutes for completing your design sketches. 
You will  be given one sheet of A3 drawing paper and may use any of your own hand drawing tools, 
whatever you typically use. 
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The words selected: chestnut (in Turkish “kestane”), aggrieved (in Turkish “kederli”) 
and loyalty (in Turkish “sadakat”) all have the same frequency value and match in 
word length. As the experiment was conducted in Turkish, all the materials were 
prepared in Turkish.  
The design task brief was prepared as easily understandable, practical and suitable 
for designers with different levels of practice. Yet, it is challenging enough to 
stimulate the research objective. The briefs were formulated as shown in Figure 3.2. 
As each participant was presented with a total of three identical design briefs, one for 
an emotion concept, one for a concrete concept, and one for an abstract concept, the 
order of these briefs was counterbalanced across participants using a Latin Square 
Design. In psychological experiments, when every participant is run under all 
experimental conditions, those conditions are typically counterbalanced to minimize 
order effects (Bradley, 1958). In the design of such experiments, Latin Squares (row-
column design) are used in which each condition is preceded by a different condition 
in every row and in every column. This implies that the briefs were presented in an 
alternate order. This was a matrix with three columns (representing three concepts) 
and twelve rows (representing twelve participants). The order of the tasks was 
counterbalanced between participants, so that there was no systematic bias in the 
order that particular effects might be encountered (Table 3.1). For more detailed 
discussion of the general use of Latin Squares to eliminate unwanted experimental 
effects, see Grant (1948). 
3.2.4 Experimental procedure 
At the beginning of each experimental session, each of the 12 participants were given 
an experimental session package. The package cantained the consent form, 
demographic questionnaires, the ATTA test, the debriefing form, and three design 
task/report task briefs. The experiment was conducted in the following order (see 
Table 3.1): 
1. The participants read the consent form (Appendix B), and signed it, 
2. After consenting to participate voluntarily, the participants were given a 
general brief about the experimental procedure. To create the most possible 
equal conditions for the participants, they were instructed that once the study 
began, they would not be permitted to ask any questions of the experimenter.  
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3. The experimenter followed the experiment with an experiment log sheet 
(Table 3.1) 
4. Then, 10 minutes of the ATTA task was held. While the participants were on 
the ATTA task, the experimenter set the digital camera to record the entire 
process and set a laptop computer in front of the participant to be used in the 
report task session (see Figure 3.3).  
5. Before starting the design tasks, a practice task for understanding the “think 
aloud protocol” was held (Ericsson & Simon, 1993). It was important to 
make sure that participants understood the method and what they would be 
doing prior to the start of the design and report tasks. Thus, no time limit was 
given for this step. 
6. Next, each participant received his/her first design brief. After reading it, the 
first design task with a given concept was started. It was important that all the 
participants were given an equal amount of time, so the experimenter 
reminded participants that they had 15 minutes for each activity. The 
participants were given one A3 sheet per task and they were allowed to use 
their own hand drawing tools.  The camera was set to record starting with the 
first design task. Figure 3.3 shows the participant in a “loyalty concept” 
design task session, in his work environment, using his own design tools. 
 
Figure 3.3 : A design task session for the “loyalty” concept. 
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7. After completing this task, the experimenter turned the camera off and 
transferred the recording to the laptop computer.  
8. The camera was set on again to record the corresponding report task that 
participants engaged in, as they viewed their performance on this particular 
design task. Adopting Suwa and Tversky’s (1997) experimental procedure, 
participants’ drawing, writing, verbal reports and even visual clues were 
completely recorded and tracked. Monitoring screen activities allowed 
understanding participants’ general actions, intentions and decision-making 
process. The report task began simultaneously with the screening of the 
participant’s own designing session. In Figure 3.4, a participant can be seen 
reporting her design session while watching her design process. The report 
tasks took approximately 15 minutes depending on the reporting detail of the 
participant. The experimenter encouraged the participant to ‘tell more’ if 
needed. However, the experimenter provided an equal amount of time for 
each task across participants in order to maintain consistency throughout the 
study. 
 
Figure 3.4 : The experiment set-up in the report task session. 
9. This two-step process was performed for each design concept; emotional, 
abstract and concrete, in a counterbalanced order.  
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10. The three design and report tasks were divided by intervening tasks. Portions 
of demographic questionnaires (see Appendix D) were given as intervening 
tasks in between the three design and report tasks.  It is supposed that 
repeatedly carried out tasks may cause participants to adopt some undesirable 
strategy. Participants might, for example relate concepts and adopt the same 
design strategy that may affect differentiation among three concepts. Thus, 
intervening tasks are designed for distracting participants from carry-over 
effects. The intervening tasks of 10 minutes, were also considered as rest 
periods. On the other hand, they increased the total amount of time needed to 
carry out the experiment. 
11. At the end of the experiment, each participant was given a debriefing form, 
thanked, and dismissed from the session. 
12. In order to create the same conditions for every participant, the 
experimenter’s behavior was previously designed. The experimenter treated 
participants equally following the experimental procedure flow chart (see 
Appendix E). 
With the procedure adopted, it is proposed that the participants’ thinking and 
cognitive processes during the design tasks were not interfered with; and the 
retrospective reports truly represented the participants’ cognitive behavior during 
solving the given design problem. 
The general procedure of the experiment in this research is tabulated in Table 3.5 
below. 
 
Figure 3.5 : The general procedure of the experiment. 
Design Task
Retrospective Report Task




4.  DATA ANALYSIS AND FINDINGS 
Protocols consisted of two kinds of data—video recordings of the tasks and of the 
drawings. To interpret and analyze the data, both sketches and verbal protocols 
(verbal and visual data) were analyzed in tandem. This procedure followed the dual 
mode model by Akın (1986).  This chapter presents the findings in terms of verbal 
protocol analysis results, visual data analysis results, and additional findings and 
observations, respectively. 
4.1 Exploration of the Data and Preliminary Findings 
After the experiment was conducted, the protocol data were collected and organized 
for data processing and analysis. The term “data” is usually used to denote the factual 
information employed for testing theories. Data properly gathered must be accepted 
by all scientists, and the same data might be explained in several different ways. It is 
advised that theoretical commitments should not be made in the process of gathering 
and recording data. It is important to preserve the optimum distance between data 
and theory, so that data can be used to test theories with a minimum of bias (Ericsson 
& Simon, 1993). Thus, in the process of data gathering, minimal essential theoretical 
statements were made.  
Each experimental process produced a set of raw protocol; three A3 size drawings 
(visual data), three portions of design task video recordings (visual data), three 
portions of report task audio and video recordings (verbal reports), data collected 
from intervening tasks (protocol data are supported by the demographic 
questionnaires and creativity measures), and informal interviews with the 
participants. 
It is previously mentioned that the visual recordings of the design task sessions were 
used in the report task sessions by the participants. They were also taken as a 
reference for report task transcriptions for understanding participants’ intentions and 
actions while reporting their design problem solving process. Thus, both drawings 
and the video recordings were evaluated together as the visual data. The visual data 
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consist of 36 sheets of drawings (three A3 sheets per participant) and 7 hours 56 
minutes 22 seconds of video recordings of the design task sessions. These were 
analyzed to identify the visual data such as number of alternatives drawn for each 
concept, time codes, image associations, etc.  
The audio recordings of the report sessions formed the major data of the experiment. 
Here again, the video recordings of the design task sessions were taken as a reference 
for understanding the participants’ intensions. The duration of audio recordings is 7 
hours 16 minutes and 56 seconds long. Verbal protocol data were processed, in 
accordance with Ericsson and Simon’s (1993) protocol analysis method, in the 
following steps:  
1. Contents of the audio recordings were transcribed into written text, which 
formed the verbal protocol data of 20.227 words. 
2. The transcription step was reviewed along with visual recordings to reveal 
unreported depictions. 
3.  A pre-evaluation of the quality of the overall raw data was performed 
(Participant #5 is eliminated due to poor design quality). 
4. Demographic questionnaires were evaluated. 
5. The ATTA tests were scored. SPSS analysis done between the ATTA scores 
of participants revealed that there are three significantly different groups, in 
terms of creativity levels. Although these measures were not used in the 
current study, it is possible to compare participants and theories in terms of 
creativity measure as a future research. 
6. Preliminary inspection of the raw data has revealed insights to theoretical 
motivation. A framework was projected from the models of the design 
process (theory based, based on the previous literature review) and from 
direct observation of the protocols (data based). 
7. Major information categories emerged and a coding scheme was developed. 
8. Verbal protocols were segmented. The segmentation is to divide the 
transcribed text into “units of thought”.  
9. Non-informative and irrelevant segments were eliminated. 
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10. The segments were then encoded into the categories of theoretical motivation 
using the coding scheme.  
11. Encoding was performed independently by two coders. The agreement 
between coders passed the Inter-rater Reliability Test across all transcripts. 
The reliability calculation is done using an online utility, Reliability 
Calculator for 2 Coders (Url-1). 
12. The encoded data were used to further analyze and interpret cognitive 
activities of the participants. 
In protocol analysis, after data inspection, it is necessary to project a theoretical 
framework both from observations of the tasks and from relative theories. This 
framework outlines what is going to be explored and enables constructing major 
coding categories. This is likely the most important step of the analysis process 
because the theoretical framework and the chosen information categories influence 
the way in which the protocols were encoded and analysed (Ericsson & Simon, 
1993). Each protocol study has its own coding scheme for achieveing its research 
purpose. Here, major information categories emerged from the prominent outcomes 
of the raw data. By investigating protocol data from 12 participants, it was found that 
the data dealt with the following common issues: 
• Participants started creating metaphors, associations and context immediately 
after the concept was given, mostly through associative thinking and 
analogical reasoning, 
• Recall and retrival processes were enhanced with taking verbal notes as 
memory cues besides drawing small portions of sketches in the search phase, 
• Participants usually re-defined and constructed the concept based on their 
search of memory contents, 
• Participants retrieved and recalled memories based on their self-experiences, 
• Participants tended to create a story, or a scenario to concretize abstract 
concepts, 
• Participants started drawing as soon as they had captured a concrete visual 
representation of the given concept that could be transformed into a three- 
dimensional form, 
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• Mental representations were activated through association processes or direct 
perception from the sketches, 
• All the participants refused designing something negative for the emotion 
concept at first,  
• For the emotion concept, it was observed that participants tended to retrieve 
more self-concerned memories, compared to the abstract and concrete 
concepts, 
• Participants’ self aesthetic concerns directed the decision making process in 
this specific design task,  
• Although it is instructed in design briefs “not to focus on technical features”, 
participants had producibility, usability, and feasibility concerns, 
• It was observed that participants’ area of specializations influenced their 
design approach, 
• It was observed that participants’ social, cultural, and educational background 
influenced the final design solutions as they directly affect the recall and 
retrieval process. There are significant overlaps of design outcomes between 
participants. 
 
Figure 4.2 : Sample analysis of the design process flow. 
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The observed design process is described with a sample analysis, from Participant 
8’s “Aggrived Concept” drawing, in Figure 4.1. 
The participant started searching memory contents until she found the first relevant 
image. Her first association was “down-necked” and represented it with a form head 
part facing downwards (Image 1). While representing the image, search processes 
continued both verbally and visually. Second assosciation was a “tear-drop”. In 
addition, while drawing it (Image 2) she thought of a teardrop falling from 
somewhere high (Images 3 and 4). She tried to acquire more information and went 
back to the idea “down-necked” and this time, she associated it with a human figure 
(Image 5). At the same time, she was trying to define the problem, analyse the inputs 
of the problem and synthesize it with the acquired information related to the concept. 
She thought about the perfume container, recalled information on how it is used, how 
it functions, usage scenario etc., and wrote down “pist”. This could be seen as 
recalling the perfume usage experience. Then, she combined the concept “aggrieved” 
with those ideas. She generated a new idea “when you use this perfume, you are no 
longer unhappy!”. She represented it in Image 6 and decided that this could be an 
advertisement phrase. Relating those ideas with portions of her previous sketches, 
combining “being unhappy”, “human”, “falling down”, she made another 
association, “commiting a suicide”. There she represented it in Image 7. She tried 
finding a satisfactory representation combining the latest association with the 
“container” concept (Images 8 and 9). Search, representation and transformation 
processes continued until a satisfactory solution was assessed. Finally, she drew her 
final form in more detail, showing lid, proportions, etc. (Images 10 and 11). 
Based on these preliminary findings, a scheme showing information categories to 
analyze the data was developed. Table 4.1 summarizes the outline of the verbal and 
visual data analysis coding scheme. At this point, there are three sub-classes for 
analyzing visual data and five for verbal data. However, as Ericsson and Simon 
stated, the coding scheme was allowed to evolve during the analysis (1997).  
It has previously been cited that different encodings can be applied to the same 
protocol data based on various theoretical motivations. Thus, although these 
information categories have emerged, only the ones concerning the design process 
will further be analysed within this thesis. The coding scheme was further developed 
into a detailed structure to understand cognitive processing of different word types in 
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the conceptual design process.  The following sections (4.2 and 4.3) will briefly 
introduce verbal and visual data processing and findings, under the selected coding 
categories. 
Table 4.1 : Information Categories for visual and verbal data. 
 
4.2 Verbal Data Processing 
While processing the verbal data, each participant’s protocol dataset was processed 
to draw comparisons with the theoretical motivation of attempting to understand 
cognitive processing differences across our three word types based on previous 
findings. There are generally three steps in protocol data analysis after the protocols 
are transcribed: segmenting the transcribed text, encoding protocols by the coding 
scheme, and interpreting the encoded protocols.  
4.2.1 Transcription 
Once the experiment is conducted, the first step is to transcribe the audio recordings 
into raw protocols. Thus, all the words reported by the participants during the report 
task sessions were transcribed into text documents. While transcribing, some 
inconsistent and non-informative information was removed. Also, some annotations 
were added to explain existing non-verbal intentions with the aid of design task 
sessions’ visual recordings. Some examples of processed transcript are shown below. 
“...as a reference to the classic perfume bottle I needed that (showing the lid on the 
screen)...” 
VISUAL DATA VERBAL DATA
1. Number of alternatives drawn for 
each concept
1. Word Association Tasks; number of 
associations for each concept, total 
produced associations, unique associations
2. Time codes 2. Number of verbalization, word count for 
each concept
* time starts drawing 3. Design processing model (DIPS);
* time starts writing * Acquisition, Representation and 
* total amount of time spent Transformation Comparisons
* first concrete image drawn 4. cognitive dissonance (how often)
3. context availability and imageability 
scales
5. emotional memory enhancement effect 
(how often)
 75
 “…from this point on (the decision of lifting the container part up) new thoughts 
have sprung in; as I saw where the container part will be, I have started considering 
how the perfume will be dispensed. Somehow, I think I have made a decision here 
and I liked it (showing the form she liked)...”  
Those annotations in paranthesis were referred from the pointing gestures of 
participants followed from visual recordings. The visual recordings of the report 
tasks enabled us to clarify what was being indicated. 
“...teardrop is not formed with only one drop. I consider this as a part of the form. 
Also, as a general style, I have a routine to place a notch, I look for an incongruity. 
Vice versa, it becomes so ordinary. It is my subjective design approach...” 
The underlined section of the text was removed due to its irrelevancy with the design 
process. In retrospective reports, it is important that the participant reports his/her 
problem solving process rather then explaining how the problem is solved. Thus, all 
the irrelevant and improper data are removed from the transcribed text. 
The transcription step is revised by another researcher to crosscheck the accurancy 
and consistency of the transcripts. 
4.2.2 Segmentation 
Segmenting the protocols is defined as the first step of the analysis. Segments are the 
small units of information heeded and determined prior to encoding. Although the 
usual procedure is to determine segments prior to encoding, some investigators 
segment and encode simultaneously (Ericsson & Simon, 1993).  The purpose of 
segmentation is to assist the analysis process because encoding is based on a single 
segment. On the other hand, one segment might belong to more than one 
predetermined coding category, depending on the theoretical motivations of different 
studies. While there are no exact criteria for segmentation, one way is to divide 
protocols based on verbalization events such as pauses, intonations, as well as 
syntactic markers for complete phrases and sentences (Ericsson & Simon, 1993). 
Another way used for segmentation is to divide the protocols based on the 
participants’ intentions (e.g., Gero & McNeill, 1998; Goldschmidt, 1991; Suwa & 
Tversky 1997). A single segment sometimes consists of one sentence, and sometimes 
of many. 
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In the current protocol study, the latter approach was considered. Under the 
assumption of design information processing model (DIPS), the appropriate cue for 
segmenting is based on separating ideas. A segment was defined as “every single, 
unique, coherent idea”- an idea unit. Transciripts were divided by idea units. 
Therefore, designers’ cognitive activities during the design process are divided into 
separate design idea units. As these units also contained environmental components 
and designers’ irrelevant thoughts, they were re-eliminated and discarded before the 
encoding process. Here again, designers’ actions in the video recordings were used 
as a reference for segmentation. A segmented transcript section is tabulated in Table 
4.2. 
Table 4.2 : Segmented protocol example. 
 
It is important that each segment is verbalized independently of those that go before 
and after it; therefore, each segment could be coded independently, without attention 
to the context. 
4.2.3 Coding scheme design and encoding 
Encoding is the most critical step to analyze protocol data.  It is defined as “the 
problem of making choices”. Preprocessed segments are encoded into the 
information categories derived from theoretical models adopted (Ericsson & Simon, 
1993). “A coding scheme is the collection of the codes used to represent the design 
process. It is postulated as a representational system to describe, understand, explain, 
and even predict the cognitive activities during the design process” (Tang, 2002). 
Each protocol has its own coding scheme for achieving its research purpose with 
different degrees of complexity (Tang, 2001) and they are mostly related to 
Participant #7- Report Task #2 (CHESTNUT)
SegP7RT2-1
The first thing emerged about a chestnut is not a 
chestnut, it’s a squirrel. 
SegP7RT2-2 I do not know why, trees… the chestnut tree appears in 
my mind. 
SegP7RT2-3
In this neighborhood there are lots of wild chestnuts, 
chestnut trees. 
SegP7RT2-4
Suddenly, I went back to my childhood, I remembered 
the times that we picked and threw the chestnuts to 
each other in Yıldız Park.
Seg. No Protocols
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information processing theory (e.g., Akin, 1986; Chan, 1990; Eastman, 1970; Gero & 
Mc Neill, 1998). As opposed to process-oriented views, coding schemes to 
understand the role of sketches were also proposed (e.g., Suwa & Tversky, 1997; 
Suwa et al., 1998). 
Current cognitive research literature grew out of a very prominent tradition including 
an information processing approach to the encoding, storage, and retrieval of 
information in human memory. As proposed by Broadbent (1958) and later 
popularized by Atkinson and Shiffrin (1969), the notion that one takes in information 
from the environment, processes part of that information after filtering, uses the 
information in current consciousness otherwise known as working memory, and later 
transforms that knowledge into long term memories served as the basis of the 
cognitive movement for many decades.  This conceptualization of how humans 
perceived and processed information provided a model or theory that was testable, 
made predictions and hypotheses possible, and guided research on memory and 
cognition in both basic and applied spheres. The focus in this way of conceptualizing 
human architecture was to find a way of taking something abstract—the notion that 
we have mental representations—and providing a framework within which to 
generate testable questions and advance theories of human cognition in a more 
“concrete” fashion. 
The coding scheme utilized for this research was established by Akın in 1986. The 
concept of information categories is the basis for the present scheme. As described 
earlier, information processing in human cognition has become a reference in 
obtaining the major categorization, allowing to make quantitative comparisons across 
different design tasks. The coding scheme is modified considering the aim of the 
study, comparing the cognitive processing differences of design activity across 
concepts with varying emotional content as emotional, abstract and concrete, and 
revised with the help of a pilot study.  
A three-category coding scheme was asopted for comparing the tasks. The categories 
are the primitive design processes of DIPS already reviewed in section 2.4, 
acquisition of information (searching one’s own memory), representation of 
information (all behavior aimed at encoding the information acquired) and 
transformation of information (the information acquired used in a way to assist 
developing a design solution). Designers’ intentions are interpreted within this 
 78
perspective for each segment. To codify the data in this form a set of operationally 
defined rules of data transcription are necessary. Therefore, the following criteria 
have been developed and tabulated in Table 4.3 as a reference for the coders. 
Table 4.3 : Encoding rules of data transcription. 
 
Acquisition of information (Ai) state criteria. When the participant visually or 
verbally examines an external source, simply remembers a general fact from 
memory, searches his own memory contents (recall or retrieve information, recalls a 
memory, remembers an experience), makes associations or creates metaphors, or 
visually examines his own drawings, it is assumed that he/she is acquiring 
information. Encoded as “Ai”. 
Representation of information (Ri) state criteria. When the subject mentions writing, 
drawing, memorizing or any form of representing the piece of information, it is 
assumed that he/she is representing information. Encoded as “Ri”. 
Transformation of information (Ti) state criteria. When the participant transforms a 
given piece of information into a different format by projecting new information 
Criteria Coding Category





inspects own drawings for new information
remembers a general fact
writes
draws
projects a new information
verifies a new information
comments on correctness of information
creates a design solution
solves a problem
defines a new problem
comments on his/her liking
comments on his/her satisfaction
makes decisions
creates a context
regulates control on the overall process
When a participant Acquisition (Ai)
When a participant Representation (Ri)
When a participant Transformation (Ti)
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through inference, interpolation or deduction, or confirms newly acquired 
information’s consistency against existing information, comments on the 
validity/correctness of information, or regulates control over behavior to narrow the 
scope of the search space, it is assumed that he/she is transforming the information. 
This can also be described as a solution state. Encoded as “Ti”. 
According to the defined coding criteria, the segmented protocols from three design 
briefs of 12 participants were encoded. Any segment that met one of these criteria 
was coded as an Ai state, Ri state or Ti state. Table 4.4 shows a sample of a 
participant’s protocol. The first column of the table shows the segment number with 
participant number and task name (For example “SegP3RT1-5” refers to Participant 
3, Report Task 1, Segment 5). The second column contains the transcription of the 
verbalizations. The next three columns show the presence of activity, and 
information states of the design process, including Acquisition, Representation or 
Transformation. The complete encoding of Participant 3 can be found in Appendix 
F.  
Table 4.4 : A sample encoding from participant 3’s protocol. 
 
With these criteria, it is expected that any coder shall encode the transcripts. In the 
ideal situation, multiple coders would encode the entire protocol, so that the accuracy 
of encoding could be evaluated. Therefore, the coding of 12 participants has been 
done by two coders independently and checked by the researcher two times to ensure 
the consistency of the encoding. Encoding results and the agreement between coders 
SB3- RT1 (AGGRIEVED)
Ai Ri Ti
SegP3RT1-1 In the beginning an aggrieved, unhappy person. X
SegP3RT1-2 Afterwards he/she is not really unhappy but more hesitant. Little 
a like hopeless. 
X
SegP3RT1-3 Depressed. X
SegP3RT1-4 That’s why first I thought about some stuff. A sulky face, down faced … X
SegP3RT1-5 That’s at first why I didn’t want so many standing objects in this form … I wanted something like... X
SegP3RT1-6
Meanwhile when I say perfume bottle it isn’t supposed to be a 
classic bottle, it doesn’t have to have an atomizer, it doesn’t have 
to have a point of “phisst”. 
X X
SegP3RT1-7 That bottle can be a pool, just a container. X
SegP3RT1-8 You can only dip your finger and apply the perfume to your body 
with your finger. X
SegP3RT1-9 That’s why I tried an open form; with the top part open … the 
body... X X





was calculated using an online tool; intercoder reliability calculator (ReCal2). 
ReCal2 calculates percent agreement and three other realiability coefficients for 
nominal data, for two coders. The results revealed that the codings were significantly 
related for each coding variable, across the 36 tasks (see Url-1 for further 
information). 
4.2.4 Analysis and results 
The information processing oriented coding scheme allowed analyzing the 
transformation process of abstract, concrete, and emotional concepts into product 
form during the conceptual design phase. Also, differences in terms of cognitive 
processing among these three word types were introduced, since this was the primary 
objective of this study.  
Cognitive design processes were identified within the categories of DIPS, acquisition 
of information, representation of information, and transformation. Findings suggest 
that, bearing a closer assemblance to Gero and Kannengiesser’s (2004; 2007) 
“situated FBS framework”, rather than being a linear process, patterns of creative 
design occurs in a cyclic fashion. Acquisition through memory recall and retrieval 
produced questions, associations, metaphors, context, analogies, corresponding 
acquired knowledge and mental images (either verbal or visual); representation 
through writing and drawing produced realizations, explanations, questions, analysis, 
image associations, visual context, embodiment and stimulation for acquisition; 
transformation through the process of turning retrieved memory contents into new 
ideas produced problem definitions, explanations, suggestions, new concepts, 
problem solutions, new questions  embodiments, representations and stimulations for 
acquisition.  
Once the entire verbal protocol data set had been processed and encdoded for each 
individual participant, number of total segments (TS) used in each concept and 
number of each design process state (Ai/Ri/Ti) were calculated. Considering that 
each participant’s loquaciousness may differ, Ai to TS, Ri to TS and Ti to TS ratios 
were determined. The measures were used for computing means and statistically 
comparing the number of information states produced across the three concepts (see 
Table 4.5). Statistical analyses were performed for each information state 
individually.  
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Table 4.5 : Encoding outcomes of the verbal protocol data. 
 
 “Acquisition of information” state comparisons 
As can be seen in Table 4.6, findings suggest that participants performed more 
searching memory and retrieval operations in concrete and emotion contexed design 
processes.  
Table 4.6 : Descriptive statistics for acquisition state. 
 Mean Std Deviation N 
Ai-Abstract 0.461 0.113 12 
Ai- Concrete 0.469 0.116 12 
Ai- Emotion 0.464 0.107 12 




Ai Ri Ti Ai/TS Ri/TS Ti/TS
Participant 1 48 36 16 34 0,75 0,33 0,71
Participant 2 45 22 16 37 0,49 0,36 0,82
Participant 3 54 26 20 37 0,48 0,37 0,69
Participant 4 55 18 23 47 0,33 0,42 0,85
Participant 6 34 15 13 29 0,44 0,38 0,85
Participant 7 50 19 19 36 0,38 0,38 0,72
Participant 8 26 9 8 21 0,35 0,31 0,81
Participant 9 50 21 19 37 0,42 0,38 0,74
Participant 10 39 17 14 30 0,44 0,36 0,77
Participant 11 46 25 15 29 0,54 0,33 0,63
Participant 12 28 11 12 17 0,39 0,43 0,61
Participant 13 52 27 15 39 0,52 0,29 0,75
5,53 4,33 8,95
Participant 1 51 30 23 28 0,59 0,45 0,55
Participant 2 52 28 23 35 0,54 0,44 0,67
Participant 3 46 25 20 18 0,54 0,43 0,39
Participant 4 29 9 13 18 0,31 0,45 0,62
Participant 6 32 19 11 24 0,59 0,34 0,75
Participant 7 38 19 17 24 0,50 0,45 0,63
Participant 8 48 19 18 33 0,40 0,38 0,69
Participant 9 34 22 16 22 0,65 0,47 0,65
Participant 10 34 12 14 25 0,35 0,41 0,74
Participant 11 65 20 23 52 0,31 0,35 0,80
Participant 12 38 17 15 25 0,45 0,39 0,66
Participant 13 42 17 14 32 0,40 0,33 0,76
5,63 4,91 7,91
Participant 1 57 25 24 37 0,44 0,42 0,65
Participant 2 46 21 19 38 0,46 0,41 0,83
Participant 3 73 39 31 48 0,53 0,42 0,66
Participant 4 41 13 19 34 0,32 0,46 0,83
Participant 6 51 30 17 35 0,59 0,33 0,69
Participant 7 35 12 11 26 0,34 0,31 0,74
Participant 8 34 16 10 24 0,47 0,29 0,71
Participant 9 48 22 20 33 0,46 0,42 0,69
Participant 10 40 16 14 28 0,40 0,35 0,70
Participant 11 36 18 11 23 0,50 0,31 0,64
Participant 12 30 11 12 25 0,37 0,40 0,83









































This may be due to the fact that concrete words are readily associated to a context 
and emotional information is recalled or recognized better than neutral information 
(Kessinger & Corkin, 2003). Thus, more information was available for acquisition. 
Although it appears that numerically, there were a greater number of idea units 
reported in the acquisition state when working with the concrete concept (M = 0.469) 
followed by the emotion concept (M = 0.464) and then the abstract concept (M = 
0.461), this difference failed to reach significance (p > .05). 
“Representation of information” state comparisons 
The results of an analysis of variance (ANOVA) indicated that there was a difference 
between concrete, abstract, and emotion concepts in terms of representing ideas for 
each design task. Participants were able to represent more for the concrete concept 
(M = 0.408) followed by the emotion concept (M = 0.377) and then the abstract 
concept (M = 0.361), though this difference failed to reach significance, p > .05 (see 
Table 4.7). 
Table 4.7 : Descriptive statistics for representation state. 
 Mean Std Deviation N 
Ri-Abstract 0.361 0.0414 12 
Ri- Concrete 0.408 0.0485 12 
Ri- Emotion 0.377 0.0545 12 
However, the difference between concrete and abstract concepts was statistically 
significant (see Figure 4.2). A greater number of idea units were reported for the 
concrete concepts as compared to the abstract concepts (M = 0.408 vs. M= 0.361; 
t(22) = 2.528, p < .05).   
 
Figure 4.2 : Representation of information state comparison results. 
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These results showed that concrete concepts more easily call to mind some form of 
representation as compared to the abstract concepts. Numerically, emotion concepts 
tended to act like concrete concepts. They are often more picturable than abstract 
concepts, as, say, the expression of emotion on a human face (Barrett, Lindquist & 
Gendron, 2007; Ekman, 1991), likely due to the similarities that have been reported 
in the literature regarding the ease with which these concepts appear to lead to the 
formation of mental images (see e.g., Altarriba et al., 1999). No significant 
differences emerged within this state for the other comparisons of note (e.g., concrete 
vs. emotion; abstract vs. emotion). 
“Transformation of information” state comparisons 
Perhaps most important was the finding that during the stage of processing that 
directly involved the transformation of information. More transformations were 
required for the abstract concept (M = 0.746) task and the emotion concept (M = 
0.714) task than for the concrete concept (M = 0.659) task (see Table 4.8).  
Table 4.8 : Descriptive statistics for transformation state. 
 Mean Std Deviation N 
Ti-Abstract 0.746 0.0808 12 
Ti-Concrete 0.659 0.109 12 
Ti-Emotion 0.714 0.0776 12 
A significant difference emerged between the abstract and the concrete concepts (M 
= 0,746 vs. M = 0.659; t(22) = 2.212, p < .05).  
 
Figure 4.3 : Transformation of information state comparison results. 
This outcome suggests that participants needed to operate more transformation 
processes to embody the abstract concept, produce a three-dimensional form and 
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reaches to a design solution as compared to the concrete concept (see Figure 4.3). No 
significant differences emerged between the abstract and emotion concepts or 
between the concrete and emotion concepts. 
4.3 Visual Data Processing 
To interpret and analyze the visual data, both sketches and verbal protocols (verbal 
and visual data) were analyzed in tandem. Each participant’s protocol dataset was 
processed and time coded in order to draw comparisons with the theoretical 
motivation of attempting to understand cognitive processing differences across our 
three word types, as per previous findings (Altarriba et al., 1999; Altarriba, & Bauer, 
2004). 
 
Figure 4.4 : Sample analysis of the visual material. 
As can be seen in Figure 4.4, the following topics were examined: 
• amount of time spent to represent the first image to be drawn (i.e., the time 
during which the participant generates the first external representation as a 
pictorial image, after receiving the design brief), 
• amount of time spent for the first representation either visual or verbal (i.e., 
the time during which the participant generates the first external 
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representation whether it is a meaningful visual representation (a pictorial 
image) or a meaningful verbal representation (a written explanation/ text/ 
word) after receiving the design brief), 
• total amount spent for each design task, 
• number of product alternatives produced in each design task. 
Time coding was accomplished via the use of the video recordings. All sketches were 
numbered in the order of their appearance, identifying the first image presented up to 
the point when the final image was formed, including the total time spent on each 
phase of the task as shown in the sample drawing from a participant in Figure 4.4. 
The complete set of participants’drawings can be found in Appendix G. 
4.3.1 Analysis and interpretation of results 
The entire visual material in the form of drawings produced in each task was 
analyzed as shown above. Time coding the data led to quantitative analysis and 
allowed comparisons with cognitive theories. 
In Table 4.9, time coding calculations and measures are presented. Every “first” 
representation of the participants on each task was identified, with the aid of 
drawings and recordings.  The first column of the table shows the participant number 
in the order of the analysis. Then, next three columns label the first image 
represented in the “LOYALTY” concept (both verbal and pictoral), representation 
time of the first image (both verbal and pictoral) and representation time of the first 
pictoral image, in sequence. The following three columns present the same analysis 
for the “CHESTNUT”concept and in the last three columns; the measures are listed 
for the“AGGRIEVED” concept design task. To give an example, Participant 3’s first 
representation was verbal; she recalled “faithfulness” at the 10th second. Her first 
image representation was “two piece bodies”, and she drew it at the 57th second. The 
data allowed us to identify the first image associations as well as conducting the 
following analysis.   
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Table 4.9 : Visual data analysis findings. 
 
 
4.3.1.1 Mean Amount of Time to Produce a First Representation as a Drawing 
As can be seen in Table 4.10, individuals were fastest to begin sketching concrete 
concepts, followed by emotion concepts, and finally abstract concepts.  
Table 4.10 : The mean amount of time (in seconds) to produce the first drawing. 
 
The results of an analysis of variance (ANOVA) indicated that there was a difference 
between concrete, abstract, and emotion concepts in terms of the mean amount of 
time taken to produce a first pictorial representation as a drawing, though this 
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First Representation (as a meaningful image, verbal or pictoral)
First Representation    
(time in seconds)
First Representation  
(time in seconds)
First Representation     
(time in seconds) 
Mean Std Deviation N
Abstract 98.25 89.83 12
Concrete 38.25 43.15 12
Emotional 71.41 87.66 12
Descriptive Statistics
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abstract concepts (M = 98.3) and concrete concepts (M = 38.3) was statistically 
significant, t(11) = 2.10, p < .05. No other comparisons yielded significant 
differences.  In line with the work of Altarriba et al. (1999) and Altarriba and Bauer 
(2004), it is quite clear that concrete words, because they naturally refer to objects 
that are highly imageable and can readily be placed into contexts, incite a designer to 
transfer concept to form much more quickly than was the case for the other two 
concept types.  As one might expect, abstract words—words that are not typically, 
easily associated to an actual object and quite often do not easily bring to mind an 
associated context, prompt the designer to take more time in deciding how to execute 
a first sketch or actual representation.  While numerically, emotion concepts fall 
somewhere in between these two word types, they actually lie closer to abstract 
words, indicating that while they are often pictureable as, say, the expression of 
emotion on a human face (Ekman, 1992; Barrett, Lindquist & Gendron, 2007). These 
emotion concepts, when attempting to be transformedd to form, bear a closer 
resemblance to abstract words, in the mental representations of these word types.  
4.3.1.2 Mean Amount of Time to Produce a First Representation  
Table 4.11 shows the mean amount of time taken to produce a first representation 
(i.e., first verbal recall or drawing). When a verbal description appears as a first 
representation, both the emotional concept task and the concrete concept task are first 
processed much more quickly than the abstract task. Each of the first two tasks more 
easily call to mind some form of representation (picture or verbal description), as 
compared to the latter task (i.e., a sad human face image was recalled and announced 
just as fast as the chestnut image, as shown in Figures 4.5 and 4.6). These data also 
suggest that verbal representations generated by an associative recall of an emotion 
word (i.e., grief, sadness) were expressed just as fast as the pictorial representations 
of the word chestnut (see e.g., Figure 4.7). 





Mean Std Deviation N
Abstract 62.25 66.49 12
Concrete 27.92 37.09 12




Figure 4.5 : Sample sketches of the ‘aggrieved concept’ container. 
 
 
Figure 4.6 : Sample sketches of the ‘chestnut concept’ container. 
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Figure 4.7 : Sample sketches of the ‘aggrieved concept’ container. 
The results of an analysis of variance (ANOVA) indicated that there was a 
significant difference between concrete, abstract, and emotion concepts in terms of 
the mean amount of time taken to produce a first representation, F(2, 33) = 4.51, p < 
.05. Planned comparisons revealed that there was a significant difference between the 
mean time spent producing an initial response for the concrete concepts (M = 27.92 
seconds), as compared to the abstract concepts (M = 62.25 seconds), t(11) = 2.06, p < 
.05. Likewise, there was a significant difference between the mean time spent 
producing an initial response for the emotion concepts (M = 25.08 seconds) as 
compared to the abstract concepts t(11) = 2.40, p < .05.  
As noted earlier, concrete concepts and emotion concepts tended to take about an 
equal amount of time to initiate response, likely due to the similarities that have been 
reported in the literature regarding the ease with which these concepts appear to lead 
to the formation of mental images (see e.g., Altarriba et al., 1999).  Thus, the current 
work is the first, to our knowledge, to examine the representation of the concept 




4.3.1.3 Mean Amount of Time Spent on Each Task 
As can be seen in Table 4.12, participants finalized the concrete concept task fastest 
followed by the emotion concept task, and finally the abstract concept task. As it was 
easier to form an image for the concrete concept (i.e., they already had the form of a 
chestnut in memory), the participants finalized the product faster in that particular 
task.  
Table 4.12 : The mean amount of time (in seconds) spent on each task. 
 
The results of an analysis of variance (ANOVA) indicated that there was a 
significant difference between concrete, abstract, and emotion concepts in terms of 
the mean amount of time spent in each of the three design tasks, in total, F(2, 33) = 
3.14, p < .05. Planned comparisons revealed that there was a significant difference 
between the overall time spent on working with the concrete concepts (M = 738.58 
seconds) as compared to the abstract concepts (M = 833 seconds), t(11) = 2.57, p < 
.05.  While there was a trend towards finding a difference between the concrete 
concepts and the emotion concepts (M = 810.25 seconds), the effect was only 
marginally significant, t(11) = 1.63, p < .10.   
Overall, it appears that concrete concepts are somewhat easier to work with in terms 
of overall time to completion, followed by emotion concepts and then, abstract 
concepts, respectively.   
Clearly, the ability to construct an image and a context for concrete items leads to 
their ease of access and in the ability to translate that concept into form, followed by 
emotion concepts which in turn, have been rated higher in imageability as compared 
to abstract concepts (see e.g., Altarriba et al., 1999).  Thus, theoretical predictions 
one might make about the cognitive processing of these three concepts as they are 
transformed into form are borne out by the current set of data. 
Descriptive Statistics
Mean Std Deviation N
Abstract 833 104.50 12
Concrete 738.58 175.14 12
Emotional 810.25 139.13 12
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4.4 Additional Findings 
4.4.1 Word association data analysis and results 
In terms of cognitive experiments, the abilities of recognition and association are the 
fundamental types of behaviour displayed during the design process. As can be 
followed from the illustrated description of the schematic cognitive design processes 
of the concrete, abstract and emotional concepts, respectively, in Figure 4.8, 
participants recalled semantic associations to help determine the context and 
objectives of the design tasks to reach a final design proposal (e.g. the blue spherical 
perfume container for the “chestnut concept”).  
As soon as the participant reads the verbal concept, he/she immediately starts to 
search memory and retrieve information for the priming word in order to construct a 
meaning whether flatly literal, metaphorical, analogical or suggestive. The mental 
representations are activated through association processing or direct perception. 
During this imaginative process of the participants, the distinctive behavior was 
association generation. Using these associates, properties of the concept were 
identified on the path towards triggering an image to be represented. The given 
verbal stimulus in the form of a "word" activates the concept of that word and all the 
related images due to the spread of activation—a basic mechanism in the theory of 
spreading activation (e.g., Anderson, 1983; Collins & Loftus, 1975; McNamara, 
1992). This occurs in working memory the stage just prior to long term memory in 
the information processing approach of human memory (Atkinson & Shiffrin, 1969; 
Broadbent, 1958).  
As can be followed from the illustration: 
• chestnut image,  chestnut kebap, chestnut kebap cart , thorns of the chestnut, 
Taksim in winter were activated when the word “chesnut” was given as a 
design concept, 
•  sad smiley, cry, tear drop, to die, suicide, unhappy person were activates 
when the word “aggrieved” was given as a design concept, 
• being loyal, trust, love, two entities, dog were activated when the word 






Figure 4.8 : An illustrated example of the cognitive design processes of the three 
concepts. 
Association chains generated during the design process for each concept provided us 
the free-associations data. The data were collected for the primes but not for the 
target words (e.g., chestnut-chestnut kebap accepted association chain, chestnut-
chestnut kebap- winter- beyoğlu not accepted associative chain, thus winter and 
beyoğlu were excluded). Twelve participants generated 106 unique associations for 
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the emotion concept, 69 unique associations for the concrete concept and 66 unique 
associations for abstract concept. The associations provided by the participants are 
presented in Appendix H. Associated words are listed in the decreasing order, the 
higher percentage rate; the more participants provided that association to the 
stimulating concept. 
Table 4.13 : Descriptive statistics for number of associations produced in each 
concept. 
 Mean Std Deviation N 
Abstract 9.5 4.945 12 
Concrete 10.58 4.358 12 
Emotion 12.67 5.565 12 
Table 4.13 shows the computed mean associations for each of the three word types. 
It was found that, on average, emotion words have the mean highest association (M = 
12.67) followed by concrete words (M = 10.58), and then by abstract words (M = 
9.5). Planned comparisons revealed that the mean associations between emotion and 
abstract words and between emotion and concrete were significantly different from 
one another (M = 12,67 vs. M = 9,5; t(11) = 2.562, p < .05 and M = 12,67 vs. M = 
10,58; t(11) = 2.538, p < .05). The mean number of associations for concrete and 
abstract words was not significantly different. 
 
Figure 4.9 : Number of associations across three concepts statistical results. 
The findings indicate that participants produced more associatively related words for 
the emotion concept. The particular emotion experienced through an event changes 
from person to person, creating varying contexts for that particular emotion, resulting 
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in a higher number of different associations. It has been argued that each emotion or 
affective state is represented by a central organizing node that represents beliefs, 
antecedents, and physiological patterns associated (for instance, fear is linked to the 
fear node in memory). When an emotion is experienced or associated, information in 
the emotion network is activated, the relevant node in the network is activated. 
Activation then spreads to associate nodes, making those ideas more likely to come 
to mind and to influence subsequent information processing (see Barsalou, 
Niedenthal, Barbey, & Ruppert, 2003; Niedenthal, 2008). Again, this process occurs 
in working memory. This argument can be interpreted as emotion words activate 
many different nodes compared to the other word types. Based on this outcome, it is 
hypothesized that emotional concepts may lead to divergent ideation processes as 
designers generate more unique associations for emotional stimuli. 
It should also be noted that the verbal associative process is enhanced by image 
associations. When the designer starts sketching and embodying ideas, the 
represented images can be seen from different points of view and in different 
contexts (Gero, 1998), enabling image association activations. For example, as 
quoted below, Participant 8 reports that after drawing the down-necked human 
figure, a flower image was activated.  
“...I imagined a man figure that collapsed down, put his hands on his head and put 
his elbows on his knees. The bending position of his body is similar to the curving 
neck of the flower...” 
4.4.2 Observed findings 
The findings resulting from observations of the tasks, qualitative analyses, and 
further comparisons on the data set are as follows (with quotations from designers 
included): 
Observed similar behavior  
Through analysis of the conceptual design process, designers’ general design 
behavior while embodying ideas was observed as follows. They retrieved as many 
associations as possible relavant to the given concept (chestnut, loyalty and 
aggrieved), generated diverse form representations emerging from those associations 
and then evaluated and revised those forms. If the designers found that acquired 
represented images were not meaningful and relevant, it was not used further in the 
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process. However, they might stimulate memory retrival to acquire more 
associations.  
Although diverse ideas were considered at the early phase, just one of them was 
generally selected as the main idea and developed. It is assumed that there is a 
critical moment when designers settle on a prominent form, which is developed into 
a final design proposal. The decision moment of the prominent form was usually the 
synthesis of inspiring concept and design brief requirements.  
As designers tried to embody a form, they tried to capture every single concrete 
visual representation of the given concept that could be transferred or transformed 
into a 3-dimensional form. Through this transformation process, the object concept 
‘container’ as described in the design brief, acted as a priming concept directing the 
recall process. As a result, when the concept and retrieved context was not associated 
with the ‘container’, it took more time to generate a representative image to be 
embodied as a form. 
 ‘I again imagine a sphere … as there is a container concept here; spontaneously I 
think of voluminous forms, I mean I imagine 3-dimensional forms. It is something 
that you can put things into, the natural structure of the chestnut also has this…’ [for 
the concrete concept chestnut, Participant 3] 
‘...I imagined a weeping willow, I felt it’s an unhappy tree....I started drawing from 
the trunk because this is going to be a perfume container...’ [for the emotion concept 
aggrieved, Participant 1] 
‘...loyalty reminds me of two pieces, two bodies.... Now I drew the two spheres here, 
these symbolize the two individuals for me...’ [for the abstract concept loyalty, 
Participant 3] 
On this specific experimental design process, the selection of the final form among 
alternative forms higly depends on relevancy and conditions of satisfaction. It is 
observed that designers searched for the intended meaning should be perceived by 
the user. It was also important that designers favored the outcome and fulfilled their 
aesthetic concerns.  
‘...you may guess which is the container and which is the lid, but here I lifted up the 
weight of the structure up ... Now you can feel that hovering state. And also I didn’t 
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want the gender of the parts to be easily read instead, I wanted the user to read the 
male part as female and the female part as male...’ [Participant 1] 
‘...I finalized it in a more geometric form. (Erasing the sketch again) I’m erasing it 
because I didn’t like it, I will slim it...’ [Participant 9] 
‘...I am saying teardrops but what I did, looks just like an ordinary drop on the 
perfume bottle. It doesn’t create that grief feeling that I wanted. It doesn’t satisfy 
me...’ [Participant 7] 
‘...That’s why I decided on a triangle form right away, I like geometrical forms...’ 
[Participant 2] 
‘… Anyone who sees the perfume bottle should say “aaaaa this is chestnut!”...’ 
[Participant 8] 
Another observed outcome is the differing behavior between expert and novice 
designers. It is assumed that expert designers came up with high quality ideas much 
more quickly than the novices did. Novices who lack the experience tend to overlook 
deep features of products that are more easily seen by those with more experience. 
While professional experience influences cognitive processing, it also follows that 
their cultural, social and educational background plays a crucial role. As designers 
shared similar memories, knowledge or a particular background, similar image 
associations were retrieved and represeneted, resulting in contingent alike 
embodiments (see Appendix H). It can be seen that, as hypothesized, chestnut-like 
forms emerged in the chestnut concept, attached two-piece forms were produced in 
the loyalty concept and down-necked bottles were designed in the aggrieved concept. 
Another interesting observation is, the more they drew, the more they made 
associations and represented alternative forms. In design research and practice, it is 
commonly argued that designers think about the design solution during, or via, the 
process of formulating an external representation. This assumption was followed in 
the experiment. When designers made more external representations, they retrieved 
more information, generated more ideas, transformed more information into new 
information as product form, and as a cyclic process, represented more. 
There are also some findings concerning the behavioral changes due to the 
experimental procedure. One of them is, after reporting their own design sessions, 
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some participants had realized that they had their own unique design methodology. 
The report task sessions allowed them to observe and recall their own design process. 
Moreover, representing it verbally with an introspective approach created greater 
self-awareness.  
As previously mentioned, the three design and report tasks were divided by 
intervening tasks in which 10 minutes were given. The aim was to isolate cognitive 
activation between different design tasks. However, this increased the overall time 
needed to carry out the experimental session, causing the effects of tiredness. 
Compared to the first two tasks, behavioral changes in participants were observed in 
the latter task. Some of them tended to ask the time remaining as a sign of tiredness 
and boredom. This is understandable considering the duration of the experiment. 
Counter balancing the tasks was meant to reduce these undesirable effects. 
‘... What shall something joyful be like? I’m sketching without knowing what to 
do…I am thinking, I think I got tired…’ [Participant 7, at the last task, emotion 
concept] 
‘...I reminded myself that I didn’t need to consider these functional properties. I do 
not have the energy or time to draw the thorns all over the surface...’ [Participant 10, 
at the last task, chestnut concept] 
Additionally, the balance between complexity and time is an important point for 
discussion in this experiment. What seems to emerge from the participants’ 
responses is that the tasks were complex enough to require thinking in typical design 
terms and the timing was sufficient for the participants to formulate one solution, 
albeit perhaps not the most complete or satisfactory one. The consensus seems to be 
that most real-life design tasks would be more complex and would require a longer 
time to solve; but the experimental tasks presented to the participants were typical in 
a minimalist way, and thus appropriate for the purposes of this investigation. 
Observed distinct behavior  
Through analysis of the conceptual design process, designers’ design behavior that 
showed differences across three word types was observed as follows.  
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While working on the chestnut concept, designers tended to draw the chestnut image 
right away. However, while developing the form, he/she tried to ‘deny’ the chestnut  
image to create something unique.  
‘I want to move my mind away from the real chestnut image in my mind, I start 
taking notes of what chestnut reminds me of; winter, fire, thorns, inner-outer, cold, 
paper bags…’ [Participant 1] 
‘…along the way I’m telling myself that I do not want to use the image of chestnut 
directly…’ [Participant 7] 
 ‘...I want to think of something different, some alternative ways of thinking about a 
chestnut...I just thought of a candied chestnut...’ [Participant 6] 
Additionally, in general, the designers were not satisfied with the final form they 
developed, thinking that they lacked the ability to come up with a creative form. The 
challenge for doing something unique was considered and mentioned especially on 
the concrete concept task. Ending up with a chestnut looking form was seen as 
something undesirable. 
‘...I had trouble with chestnut concept...I didn’t like the outcome because I could not 
get away from the image of chestnut. I have the image in front of me, and I have to 
look from far away and this was very hard...’ [Participant 3] 
Working on the chestnut concept, designers tended to consider tactile properties 
much more readily, such as texture, color, smell, etc., particularly as compared to the 
other two types of concepts. 
‘...I thought of the shape and I drew. I drew something half-opened like a cross-
sectional view because we always see it as it is divided and broken. These things that 
I drew here is to tell myself that it is a cavity … Because of its texture, it is 
something that we do not want to touch; but on the other hand, I think that it is the 
shell of the chestnut.’ [Participant 6] 
‘...I can give both the color and texture of a chestnut to the first bottle...’ [Participant 
13] 
‘...in order to give rise to a chestnut smell, I remember that the chestnut has to be 
processed...’ [Participant 9] 
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‘...for example, the serrated structure reminds me of its texture, how can I give that 
texture to the form, may be with choosing the right material…’ [Participant 12] 
While designing for emotion concept, designers envisioned a context/situation that 
could elicit the intended emotion. The context was created by recalling an 
encountered experience or an imagined experience. 
‘...I’m trying to give an aggrieved condition to this portion of liquid. The liquid falls 
from somewhere high... it is like committing a suicide… it is so unhappy, now it is 
jumping down from there…’ [Participant 8] 
‘...When I think of what grief takes a person to, I think of “gallows tree” image. A 
person who hanged himself and has a stool under him/her in caricature form. Grief is 
a feeling that can even take you to commit suicide if you feel like you cannot deal 
with it. At the final point of grief, one can decide to end his/her life...’ [Participant 
13] 
Designers were more interested in bodily aspects of the emotion. Thus, for the 
aggrieved concept, the most common first representation is an unhappy face and 
down-necked person which led designers to try tilting the neck of their form at some 
point in the design process.  
‘In the beginning, an aggrieved, unhappy person. Afterwards he/she is not really 
unhappy but more hesitant. Little like hopeless. Depressed. That’s why first I thought 
about a sulky face, down faced, down necked…’ [Participant 3] 
‘...I thought of aggrieved, I thought an aggrieved bottle… if it is an aggrieved bottle 
it is simply down necked...’ [Participant 6] 
‘…I started to think of a human being… aggrieved person, unhappy, down 
headed/necked…’ [Participant 8] 
‘...I imagined a man figure that collapsed down, put his hands on his head and put his 
elbows on his knees...’ [Participant 9] 
‘…grief makes a person unhappy, being unhappy, down-necked, being in a state of 
down-necked…’ [Participant 11] 
‘On the other hand the one I’m working on, it doesn’t seem aggrieved anymore, it 
occurs to me that in order to represent the grief I need a human integrated to it and I 
wrote down “+ human” here. I supposed that grief belongs to a human being… if 
 100
there is no viewer that tree cannot be aggrieved. I need an aggrieved, a very 
abstracted human figure… an aggrieved silhouette, his shoulders close to his head, 
neck downwards… And I drew this figure right beside the tree I liked...’ [Participant 
1] 
While working on the emotion concept, designers created a greater number of 
different associations, as compared to the other concepts such as unhappy, tear, 
sorrow, autumn, lonely, desperate, faded, etc. Thus, the final product solutions were 
more creative and showed considerable diversity, as compared to the abstract and 
concrete concepts.   
As the emotion concept aggrieved is often associated with pain, so a tactile property 
was often used as a design measure, similar to the chestnut concept. 
‘Grief hurts you inside, aches you. Then I thought of something and started to draw. 
Grief may have a bitter smell, but I can also create the bitter form. I saw the form and 
started to draw… I drew that and created a texture with small sharp triangles. It is a 
texture such that when I hold, it hurts…’ [Participant 8] 
For the loyalty concept, the most common association was ‘two people, man and 
woman, two pieces’. Thus, the final product was a two-pieced container in 8 out of 
12 participants (67%). 
‘There appear two characters in front of my eyes. I cannot think of loyalty as 
singular. I cannot think of it as a single-sided thing either. If there is one, there 
should be the other one, as well.’ [Participant 3] 
‘...The first couple of things occurred are: couple relations, dilemmas and the sense 
of being in two pieces…’ [Participant 2] 
‘...I thought that making two objects that are interlaced ... One of these objects 
defines purity, loyalty, transparency and complete attachment.  The other one 
represents being withdrawn...’ [Participant 6] 
‘First, I think the concept of loyalty between couples, between two people. I think 
loyalty as an attachment of two, as support given, given in any condition...’ 
[Participant 9] 
When the concept was abstract or emotional, to access a mental image, designers 
tended to create metaphors, associations, and context. They felt more ‘free’ to act, 
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and allowed themselves to be more introspective. Thus, they became more involved 
with the process, creating scenarios, and stories. They were more satisfied with the 
final product in terms of creativity. 
‘The abstract concepts that I named as difficult was easier at this stage, supposing 





5.  DISCUSSIONS AND CONCLUSIONS 
5.1 Summary of the Research Results and General Discussion 
The current study explored the cognitive processes of designers while embodying 
abstract, emotional, and concrete verbal concepts into product form. It is basic 
research, aimed acquiring new knowledge rather than any practical objective. A 
mixed method approach was adopted and retrospective protocol analysis method was 
used as a primary source of data analysis. This work is known to be the first to, 
qualitatively and quantitatively, examine how designers transform verbal, conceptual 
domain to visual, material domain. Therefore, it provides several novel contributions 
to the design cognition literature.  
The design process as an information processing paradigm 
First, the current study examined how verbal concepts possessing abstract and 
emotional content transformed into product form during the initial part of the design 
process. Transforming a set of verbal data into form through conceptual design 
activities, in the early design stages, is largely a memory based activity involving 
distinct cognitive operations and processes.  
Current cognitive research literature grew out of a very prominent tradition including 
an information processing approach to the encoding, storage, and retrieval of 
information in human memory. As proposed by Broadbent (1958) and later 
popularized by Atkinson and Shiffrin (1969), the notion that one takes in information 
from the environment, processes part of that information after filtering, uses the 
information in current consciousness otherwise known as working memory, and later 
transforms that knowledge into long term memories served as the basis of the 
cognitive movement for many decades. This conceptualization of how humans 
perceived and processed information provided a model or theory that was testable, 
made predictions and hypotheses possible, and guided research on memory and 
cognition in both basic and applied spheres. The focus in this way of conceptualizing 
human architecture was to find a way of taking something abstract—the notion that 
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we have mental representations—and providing a framework within which to 
generate testable questions and advance theories of human cognition in a more 
“concrete” fashion. Therefore, the general taxonomy of information processing 
theory allowed many design cognition researchers (e.g. Akın, 1998; Chan, 1990; 
Eastman, 1970; Purcell et. Al, 1994)  to adopt process-oriented approaches. Within 
this perspective, a coding scheme was used containing the basic notions of the 
information processing approach that allowed making comparisons across different 
design tasks and designers.  
The analysis of the verbal and visual protocol data reveals that the cognitive 
processes of transforming an abstract concept into a proposed form include,  
i. search of memory contents, recall and retrieval of the acquired 
knowledge/information, 
ii. deriving analogies, mapping information retrieved with stored representations 
in memory,  
iii. contextual associative processing, activating associations by these 
representations in the relevant context, 
iv. generating new information and providing new ideas  
regardless of the context, either emotional, abstract or concrete. In short, an 
information processing approach. 
Considering the design cognition literature, these findings suggest that the situated 
account (process- oriented view) and the reflective account (content-oriented view) 
co-exist. In terms of information-processing theory, the design process requires more 
information from the external world and was regarded as a pure reasoning 
mechanism without the presence of cognitive actions and sketches. In terms of 
reflective account the design process requires more internal cognitive abilities than 
obtaining information from external worlds. Designers make decisions related to 
their own perception of problems (situations) and have conversations with their 
drawings to find solutions. In practice, a designer seems to require both thinking 
styles to solve a design problem. As Tang (2002) suggested, the design process the 
features described by informationprocessing and reflection-in-action theories occur 
alternatively, and thus neither one can describe the design process completely. In the 
 105
current study, both theoretical accounts were used while describing the cognitive 
design process specified in the research objectives. 
Understanding these cognitive processes during the complex nature of design activity 
is crucial for contributing to design knowledge, developing methods and theories to 
support design activity and providing significant insights to design cognition (Cross, 
2007; Gero & Purcell, 1998; Hasirci & Demirkan, 2007; Liikkanen & Perttula, 2006; 
2010; Shah, Kulkarni & Vargas Hernandez, 2000).  
Quantitative comparisons of the cognitive design process across the three word types 
Second, the current study compared the ways in which abstract, emotional and 
concrete concepts drive the design process. The coding scheme was developed to 
draw comparisons with the theoretical motivation of attempting to understand 
cognitive processing differences across the three word types (i.e., concrete, abstract 
and emotional). The data set was coded using the categories of DIPS. Results of the 
analysis suggest that, rather than being a linear process, patterns of creative design 
occur in a cyclic fashion. Acquisition through memory recall and retrieval produced 
questions, associations, metaphors, context, analogies, corresponding acquired 
knowledge and mental images (either verbal or visual); representation through 
writing and drawing produced realizations, explanations, questions, analysis, image 
associations, visual context, embodiment and stimulation for acquisition; 
transformation through the process of turning retrieved memory contents into new 
ideas produced problem definitions, explanations, suggestions, new concepts, 
problem solutions, new question embodiments, representations and stimulations for 
acquisition. These three information states of the design process showed some 
significant differences across the three word types. Findings suggest that participants 
performed more memory searching and retrieval operations in concrete and emotion 
design processes [C(Ai)>E(Ai)>A(Ai)]. This may be due to the fact that concrete 
words are readily associated to a context and emotional information is recalled or 
recognized better than neutral information (Kessinger & Corkin, 2003). The results 
of an analysis of variance indicate that there was a difference between concrete, 
abstract, and emotion concepts in terms of representing ideas for each design task 
[C(Ri)>E(Ri)>A(Ri)]. A greater number of idea units were reported for the concrete 
concept as compared to the abstract concept (M = 0.408 vs. M= 0.361; t(22) = 2.528, 
p < .05). These results showed that concrete concepts more easily call to mind some 
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form of representation as compared to the abstract concepts, as expected.  
Numerically, emotion concepts tended to act like concrete concepts. They are often 
more picturable than abstract concepts, as, say, the expression of emotion on human 
face (Barrett, Lindquist & Gendron, 2007; Ekman, 1991), likely due to the 
similarities that have been reported in the literature regarding the ease with which 
these concepts appear to lead to the formation of mental images (see e.g., Altarriba et 
al., 1999). Evidently, the most important finding was during the stage of processing 
that directly involved the transformation of information. More transformations were 
required in the abstract concept and emotion concept tasks than the concrete concept 
task [A(Ti)>E(Ti)>C(Ti)]. A significant difference emerged between the abstract and 
the concrete concepts (M = 0,746 vs. M = 0.659; t(22) = 2.212, p < .05). This 
outcome suggests that participants needed to operate more transformation processes 
to embody the abstract concept, produce a three-dimensional form and reach a design 
solution as compared to the concrete concept. 
Imageability and context availability of abstract concepts in the design process 
Third, the current study allowed exploration related to a cognitive hypothesis, 
(imageability and context availability) in a simulated real life design experiment. The 
verbal and visual protocol data set was analyzed in light of recent cognitive literature 
that outlines the theoretical and processing differences across the three types of 
concepts under study. Interestingly, the ways in which the concreteness or 
emotionality of a concept is processed in the verbal domain, is directly related to the 
ways in which designers move from their conceptual understandings to actual forms 
derived from those concepts. The correspondences are many and typically, 
statistically reliable. Individuals were fastest to begin sketching for concrete 
concepts, followed by emotion concepts, and finally abstract concepts. The results of 
an analysis of variance indicated that there was a difference between concrete, 
abstract, and emotion concepts in terms of the mean amount of time taken to produce 
a first pictorial representation as a drawing. The difference between abstract 
concepts and concrete concepts was statistically significant (M = 98.3 vs. M = 38.3; 
t(11) = 2.10, p < .05). In line with the work of Altarriba et al. (1999) and Altarriba 
and Bauer (2004), it is quite clear that concrete words, because they naturally refer to 
objects that are highly imageable and can readily be placed into contexts, incite a 
designer to transfer concept to form much more quickly than was the case for the 
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other two concept types. As one might expect, abstract words—words that are not 
typically, easily associated to an actual object and quite often do not easily bring to 
mind an associated context, prompt the designer to take more time in deciding how 
to execute a first sketch or actual representation. While numerically, emotion 
concepts fall somewhere in between these two word types, they actually lie closer to 
abstract words, indicating that while they are often pictureable as, say, the expression 
of emotion on a human face (Barrett et al., 2007; Ekman, 1992). These emotion 
concepts, when attempting to be translated to form, bear a closer resemblance to 
abstract words, in the mental representations of these word types. When a verbal 
description appears as a first representation, both the emotional concept task and the 
concrete concept task are first processed much more quickly than the abstract task. 
Each of the first two tasks more easily call to mind some form of representation 
(picture or verbal description), as compared to the latter task (i.e., a sad human face 
image was recalled and announced just as fast as the chestnut image). These data also 
suggest that verbal representations generated by the associative recall of an emotion 
word were expressed just as fast as the pictorial representations of the word chestnut. 
The results of an analysis of variance indicated that there was a significant difference 
between concrete, abstract, and emotion concepts in terms of the mean amount of 
time taken to produce a first representation, either verbal or pictoral (F(2, 33) = 4.51, 
p < .05). As noted earlier, concrete concepts and emotion concepts tended to take 
about an equal amount of time to initiate response, likely due to the similarities that 
have been reported in the literature regarding the ease with which these concepts 
appear to lead to the formation of mental images (see e.g., Altarriba et al., 1999).  
Thus, the current work is the first, to our knowledge, to examine the representation of 
the concept types—concrete, abstract, and emotion—in the context of product 
design. Participants finalized the concrete concept task fastest followed by the 
emotion concept task, and finally the abstract concept task. The results of an analysis 
of variance indicate that there was a significant difference between concrete, abstract, 
and emotion concepts in terms of the mean amount of time spent in each of the three 
design tasks, in total, (F(2, 33) = 3.14, p < .05). Planned comparisons revealed that 
there was a significant difference between the overall time spent on working with the 
concrete concepts (M = 738.58 seconds) as compared to the abstract concepts (M = 
833 seconds), t(11) = 2.57, p < .05. It appears that concrete concepts are somewhat 
easier to work with in terms of overall time to completion, followed by emotion 
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concepts and then, abstract concepts, respectively. Clearly, the ability to construct an 
image and context for concrete items leads to their ease of access and in the ability to 
translate that concept into form, followed by emotion concepts which in turn, have 
been rated higher in imageability as compared to abstract concepts (see e.g., 
Altarriba et al., 1999).  
Associative processing in retrieving information on concepts and images 
Fourth, the current work provided grounds to compare three concepts in terms of 
associative processing throughout the conceptual design phase. Association 
generation, both verbal and pictoral, was observed as the distinctive simultaneous 
behavior. Verbal associations lead accessing conceptual knowledge while picture 
associations drawn lead accessing more perceptually-based knowledge. Properties of 
the concepts were identified on the path towards triggering an image to be 
represented. The given verbal stimulus in the form of a "word" activates the concept 
of that word and all the related images due to the spread of activation—a basic 
mechanism in the theory of spreading activation (e.g., Collins & Loftus, 1975; 
Anderson, 1983; McNamara, 1992). Twelve participants generated 106 unique 
associations for the emotion concept (e.g., sad, unhappy, cry, tear, human, sorrow, 
etc.), 69 unique associations for the concrete concept (e.g., thorny, core, cavity, 
chestnut kebap, shell, etc.) and 66 unique associations for abstract concept (e.g., two 
person, man and woman, attachment, trust, dog, etc.). The associations data indicate 
that participants produced more associatively related words for the emotion concept 
(M = 12,67 vs. M = 9,5; t(11) = 2.562, p < .05 and M = 12,67 vs. M = 10,58; t(11) = 
2.538, p < .05). The particular emotion experienced through an event changes from 
person to person, creating varying contexts for that particular emotion, resulting in a 
higher number of different associations. As discussed earlier, each emotion or 
affective state is represented by a central organizing node that represents beliefs, 
antecedents, and physiological patterns of association. When an emotion is 
experienced or associated, information in the emotion network is activated, the 
relevant node in the network is activated. Activation then spreads to associated 
nodes, making those ideas more likely to come to mind and to influence subsequent 
information processing (see Barsalou, Niedenthal, Barbey, & Ruppert, 2003; 
Niedenthal, 2008). This argument can be interpreted as emotion words activate many 
different nodes compared to the other word types. Based on this outcome, it is 
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hypothesized that emotional concepts may lead to divergent ideation processes as 
designers generate more unique associations for emotional stimuli. This hypothesis 
was also supported by the visual data. Apparently, the final design proposals of the 
emotion concept task seem to be unique as compared to the two other tasks. While 
designers mostly suggested two-piece bodies for the loyalty concept, abstracted 
chestnut-like forms for the chestnut concept, many different alternative forms were 
represented in theemotion concept task as down-necked bottle forms, teardrop like 
forms, sad human face looking bodies or gravestone like forms.  
Conclusions 
In a more general sense, it can be concluded that that designers first translate a verbal 
label into a possible pictorial image or form after considering their mental 
representations of those concepts, and then, with an image in mind, they begin their 
sketches and/or verbalizations regarding those images. Those concrete images 
retrieved, supply the designer during the development of the actual structure. The use 
of contextual memory—memory for the circumstances and settings in which those 
concepts were learned and/or experienced—plays a role in the development of those 
ideas that are then transposed into actual drawings. Experiential information 
contributes to the representation of both concrete and abstract words. Emphasizing 
the crucial importance of internal (mental) representations, Visser (2009; 2010) 
proposed that design activity is the construction of external and internal 
representations that designers then ultimately produce. Knowledge learned and 
gained through experience, as the basis of these representations, is a key element in 
design creativity (Visser, 2006). The majority of the participants, in the current 
study, evaluated their aggrieved concept final design as creative. The images recalled 
and represented in the emotional concept task were also shown to produce the 
greatest diversity. The participants’ predictions that their emotional experiences 
should be unique, made participants think that their design must also be novel and 
unique. 
The basic framework of the cognitive design process related to embodiment consists 
of the transformation of representations. This transformation process is cyclic, until a 
designer reaches a satisfying solution. The findings are also consistent with the idea 
generation model that Liikkanen and Perttula (2009) suggested in their recent work. 
In their model, idea generation is treated as a cue, and this cue, in turn, stimulates a 
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context-dependent memory search process. After receiving the verbal concept (as a 
keyword) participants started retrieving internal information in order to generate a 
first representation. This process was fastest for the chestnut concept, not only 
because the image of a chestnut can be most quickly recalled, but also because the 
concept cued the container itself—another, concrete entity. Context availability of 
concepts leads designers through an associative process, generating new ideas and 
imagining the product form precisely in specific, realistic, and meaningful contexts.  
These activities, therefore, greatly increase the likelihood that a designer will come 
upon a satisfactory, final product form. 
In summary, observations from the entire set of design sessions reveal that the design 
processes do not follow a specific routine, but rather vary from one designer to 
another. The varying behaviors that occured during tasks may be a function of the 
design approach taken or the three different design tasks. Although the contents of 
design episodes vary, there may still be a fundamental pattern of behavior. Different 
designers with different backgrounds, experiences and creative abilities use the 
similar cognitive processes while translating verbal concepts as product form, 
regardless of the context (i.e., concrete, abstract and emotional). The differences are 
alike with the cognitive processing of the three word types. It is possible to suggest 
that the differences in the word processing affect the design process at the following 
points: 
1. ease of idea generation  
2. alternative form development 
3. conditions of satisfaction 
4. duration of the design process 
5. creativity measures. 
5.2 Contributions and Future Work 
The traditional design process begins with a brief or a concept. These concepts can 
be received through a design brief, conceptual research, trend analysis or just in the 
form of design inspiration. Regardless of the source, these verbal concepts are 
embodied as product form, which may be seen as the most difficult phase of the 
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design process. The current study is known to be the first to, qualitatively and 
quantitatively, examine how designers transform the verbal, conceptual domain into 
the visual, material domain, in the conceptual design phase. It is important to note 
that all of the methods, findings, and interpretations in the current study reflect the 
conceptual design phase, and therefore, cannot be generalized to the whole design 
process. 
The results seem to be valuable both from the perspective of design research and 
from the perspective of cognitive science in general. 
In design research, knowledge generated by the current work may contribute to 
future research focused on generalizing these results to other types of design tasks, as 
well as towards the development of tools and instructional methods that might 
capitalize on what is known about the various characteristics of abstract, concrete, 
and emotional concepts in order to facilitate their embodiment or transformation into 
form.  
Designers play an active and important role in guiding the design process to achieve 
design breakthrough and innovation. To understand design creativity, it is important 
how designers know, perceive, make decisions, and construct behavior in the design 
process and, investigate what factors could affect a creative design. A good design 
methodology can inspire designers’ creativity and help designers deliver innovative 
design solutions. Future research should explore measures of creativity and related 
skills in terms of their impact on the ease with which images are accessed and are 
converted into object forms leading to greater creativity in design solutions. 
Most practical disciplines, such as architecture and engineering, have a body of basic 
knowledge and theory about what the practice is and does that can serve as a 
platform, a starting point, for any student or researcher. The absence of a similar 
basis in design is one of the greatest problems it faces. Many design students acquire 
knowledge in an unstructured manner through learning-by-doing (Heskett, 2005, p. 
48). Gaining a better understanding of  the cognitive processes of designing activity 
is crucial for contributing to design knowledge, and developing methods and theories 
to support design activity (Cross, 2007; Gero & Purcell, 1998; Hasirci & Demirkan, 
2007; Have & van den Toorn, 2012; Liikkanen & Perttula, 2006; 2010; Shah, 
Kulkarni & Vargas Hernandez, 2000). Today, industrial product design is more 
human-centered than ever and industrial designers require the understanding of 
 112
human cognition, emotion and sufficient knowledge of the scientific method 
(Norman, 2012). Such effort placed on the understanding of cognitive processes 
helps establishing a science of design that will facilitate educators and practioners to 
develop design-centered practises. Furthermore, modelling such a transformation 
process from abstract concepts to form will contribute to our knowledge of the 
developmental aspects of design training, skill development and will inform teaching 
practices. 
Finally, another interesting avenue for future research would be exploring gender 
differences using the current paradigm. 
From a cognitive science perspective, the current study offers new data to support 
emotion word processing theories. ‘There are a number of theoretically developed 
areas of cognitive psychology which are used to facilitate the theoretical enterprise in 
the design problem solving area… Conversely, it would also appear that research in 
the area of design problem solving, because of the particular characteristics of design 
problems, could make a significant contribution to expanding our understanding of 
working memory, imagery and creative synthesis.’ (Gero & Purcell 1998, p. 430). 
The current work represents a strong step towards making just such a contribution, as 
designers clearly performed their tasks differently depending on the concreteness, 
imageability, and emotional nature of the concepts they were attempting to transform 
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 The title of this study is: Translation of varying concepts of concrete, abstract and emotional 
content into product form in the design process. Deniz Leblebici-Basar (researcher) from I.T.Ü, is conducting 
a doctoral research, investigating designers’ cognitive activities during the initial part of the design process and 
the creation of new products. 
 
The project involves participants performing a design task.  Participants will be given a set of design 
briefs with three concepts of varying emotional context. The design task is to design 3 perfume bottles with given 
concepts. For each concept, 15 minutes of designing time and 10 minutes of reporting time will be given. 
Participants will be recorded visually while performing. The experiment will be held in the participant’s natural 
working environment, using their own hand designing tools (papers, markers, brushes, etc.). Between the design 
sessions, participants will be asked to complete portions of a demographic questionnaire. 
 
Although the information provided by you on the demographic questionnaires and recordings may lead 
to the ability to identify you, all records will be kept confidential and locked within the confines of the research 
laboratory and your name will never been linked to your data.  Each participant will be assigned a random subject 
number, as they participate in the task.  After a period of 5 years, all materials associated with this project will be 
shredded and discarded.  There is only one session full involved in this study, taking approximately 140 minutes. 
 
 We do not anticipate any risk in your participation other than what is typical in your own workplace 
setting.  The methods and materials have been carefully chosen to reduce any discomfort or risk. The benefit 
associated with this experiment is that you will be able to experience the experimental process and engage in 
actual research conditions. In addition, others may ultimately benefit from the knowledge obtained from this 
research. 
 
 Your name will only appear on this Consent Form, and will not be associated with any of the data that 
will be collected during the study.  In addition, the questionnaires will be kept separate from the Consent Forms 
and will not require any confidential or personal identifying information.   
 
 Contact Information: Deniz Leblebici-Başar, denizleblebici@itu.edu.tr.  One copy of this document will 
be kept separate from the research records of this study.   
 
 Your participation in this project is voluntary.  Even after you agree to participate in the research or 
sign the informed consent document, you may decide to leave the study at any time without penalty or loss of 
benefits to which you may otherwise have been entitled. 
 
 You may choose not to answer any questions and may refuse to complete any portions of the research 






 I have read, or been informed of, the information about this study.  I hereby consent to participate in the 
study.  By signing below, you are providing your consent to participate in this study. Additionally, you are 






____________________________ ___________________________ __________ 
Printed Name    Signature    Today’s Date 
 
Figure B.1 : Informed Consent Form. 
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APPENDIX C: A selection of the words matched in word length and frequency 
from the Turkish Word Frequency Database 
 
Table C.1 : A selection of the words matched in word length and frequency from the 








EMOTION CONCRETE ABSTRACT EMOTION CONCRETE ABSTRACT
282 istek-5 şaşkın-6 ibadet-6
278 korku-5 polis-5 izin-4 45 dehşet-6 yumruk-6 cenaze-6
meslek-6 teşhis-6
276 fikir-5 39 çılgın-6 otoyol-6 saygın-6
hızlı-5 36 nefret-6 mendil-6 tetkik-6
200 sürücü-6 hadise-6
198 sıkıntı-7 37 sinirli-7 okyanus-7 hakikat-7
195 tehlike-7 cemiyet-7
164 siyaset-7 hasret-6 benzin-6 bencil-6
163 yiyecek-7 şefkat-6 rüşvet-6
161 heyecan-7 gerginlik-9 havaalanı-9 muhalefet-9
160 iktidar-7 24 huzursuz-8 hoparlor-8 sindirim-8
152 fabrika-7 kimsesiz-8
151 gelenek-7 merhamet-8
132 fırın-5 resmi-5 24 öfkeli-6 kuşlar-6 feryat-6
130 merak-5 lider-5 mutsuz-6 terlik-6 mecbur-6
129 saray-5 minder-6
128 sebze-5 nefes-5 22 ürkek-5 tilki-5 mafya-5
tabak-5 19 hüzünlü-7 bilezik-7 armağan-7
127 garip-5 yalan-5 kelebek-7 istisna-7
sakin-5 iletken-7
engel-5 kızgınlık-9 kalorifer-9 yaratılış-9
101 ağrı-4 mutsuzluk-9 sonsuzluk-9
100 omuz-4 17 umutsuz-7 bisküvi-7 aksiyon-7
99 deli-4 güvercin-7 karmaşa-7
98 alem-4 şampuan-7 üretken-7
92 felsefe-7 15 kuşkulu-7 eldiven-7 nasihat-7
91 korkunç-7 sınırlı-7 sosyete-7
90 sıradan-7 14 kederli-7 kestane-7 sadakat-7
89 mobilya-7 şemsiye-7 cehalet-7
83 lamba-5 aktif-5 12 depresif-8 madalyon cahillik-8
etkin-5 kırılgan-8
82 kuşku-5 rönesans-8
79 tuhaf-5 pasta-5 tarif-5 9 stresli-7 traktör-7 uğursuz-7
73 özlem-5 sahil-5 irade-5 çekirge-7 hararet-7
biber-5 zarafet-7
endişe-6 gömlek-6 akıllı-6 7 huysuz-6 kaplan-6 kapris-6
şaşkın-6 ibadet-6 kılçık-6 minnet-6
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 Participant Number:…….. 




3. Place of Birth: 
………………………………………………………………………………… 
4. Are you an in-house or freelance designer? 
…………………………………………………………………………………
………………………………………………………………………………… 





6. Next question is about what kind of design work you do and percentage of 
time you engage in each activity. 
_____I’m usually given a design brief and a design concept.________%_ 
_____I’m usually given a design brief but I create my design 
concept._______%_ 
_____I create my design brief and my design concept.____________%_ 
_____None of above_______%_ 










































The next set of questions is about your designing process: 
11. How long does it usually take from the time you have been given a design 




12. What is the percentage of time you spend on the initial creation phase 

























15. How do you describe the development process from an abstract concept into 










16. Think of a recent product that you have designed with an emotional concept 
such as fear, joy, love, etc. What were the physical properties of that product 










17. Think of a recent product that you have designed with an abstract concept 
such as chance, chaos, culture, etc. What were the physical properties of that 












Thank you ☺ 
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APPENDIX E: Experimental procedure flow checkbox 
 
 
PROCEDURES TO DO DURING THE EXPERIMENTAL SESSION 
 
GETTING READY FOR THE EXPERIMENTAL SESSION 
 MAKE SURE YOU HAVE THE VIDEO CAM, TIMER, EXTRA SD CARDS, A3 DRAWING PAPERS 
AND EXPERIMENTAL SESSION PACKAGE. 
 EXPERIMENTAL SESSION PACKAGE CONTAINS: CONSENT FORMS, DEMOGRAPHIC 
QUESTIONNAIRES, ATTA TESTS, AND DESIGN TASK/REPORT TASK BREIFS. 
 MAKE SURE YOU HAVE SUBJECT INFO SHEET, LOG SHEET AND TASK PROCEDURE 
SCRIPTS. 
 FILL OUT THE LOG SHEET, SUBJECT INFO SHEET. 
 FILL OUT THE DEMOGRAPHIC INFO SHEET SUBJECT NUMBER. 
DURING THE EXPERIMENT 
 ASK PARTICIPANTS TO TURN OF THEIR CELL PHONES AND HAVE THEIR HAND DRAWING 
TOOLS READY. 
 ASK PARTICIPANTS TO READ AND SIGN THE INFORMED CONSENT FORM AND COLLECT 
THE FORM. 
 REMIND PARTICIPANTS THAT YOU ARE NOT ALLOWED TO TALK DURING THE TASKS, 
WE MAY HAVE BREAK BETWEEN THE TASKS. 
 GIVE THE SUBJECTS ATTA TESK. EXPLAIN EACH SESSION OF THE TASK ACCORDING TO 
THE TEST INSTRUCTIONS.  THIS TASK IS TIMED 15 MINUTES. 
 PERFORM THE “THINK ALOUD” PRACTISE TASK AND MAKE SURE THEY UNDERSTAND THE 
PROCEDURE. 
 SET THE CAMERA AND GIVE THE PARTICIPANTS DESIGN TASK I BRIEF AND SET THE 
TIMER FOR 15 MINUTES. MAKE SURE THAT TASK IS TIMED FOR 15 MINUTES AND REMIND 
THIS TO THE PARTICIPANT. 
 TURN THE CAMERA OFF. TRANSFER THE RECORDING TO THE COMPUTER.  
 RESET THE CAMERA AND BEGIN THE REPORT TASK. REPORT TASKS ARE TIMED FOR 15 
MINUTES. REMIND THE TIMING TO THE PARTICIPANT. IF PARTICIPANT MISSES 
INFORMATION ASK TO “TELL MORE”. 
 TURN THE CAMERA OFF. 
 INTERVENING TASKS ARE TIMED FOR 10 MINUTES. 
 REPEAT THE DESIGN TASK II AND  TASK III WITH THE PREVIOUS ORDER. 
 ALL THE TASKS ARE TIME LIMITED, SO REMIND THEM TO BE AS FAST AS POSSIBLE. 
END OF THE EXPERIMENT 
 ONCE THE PARTICIPANT FINISHES, GIVE THE DEBRIEFING FORM. 
 MAKE SURE YOU HAVE THE LOG SHEET, DEMOGRAPHIC QUESTIONNAIRES ARE FILLED, 
EXPERIMENT PACKAGE AND THE SUBJECT INFO SHEET FILLED. 
 MAKE SURE YOU SAVE ALL THE RECORDED DATA ON THE SUBJECT FILES TO A DISK. 
 
Figure E.1 : Experimental procedure flow chart. 
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APPENDIX F: Design brief in Turkish 
 
TASARIM İŞ TANIMI-DUYGUSAL KAVRAM 
 “KEDERLİ” kavramından yola çıkarak bir parfüm kabı tasarlamanız beklenmektedir. 
Bu, biçim odaklı bir çalışmadır. Kavramsal tasarım sürecine odaklanmanız ve ürünün teknik 
özellikleri, hedef kitlesi, üretim kısıtlamaları, marka kimliği, vs. gibi diğer tasarım 
beklentilerini göz ardı etmeniz önemlidir. 
Tasarlama süresi 15 dakikadır. 
Her bir tasarım görevi için bir adet A3 eskiz kâğıdı verilecektir. Kendi eskiz araç gereçlerinizi 
kullanabilirsiniz. 
  
TASARIM İŞ TANIMI-SOMUT KAVRAM 
 “KESTANE” kavramından yola çıkarak bir parfüm kabı tasarlamanız beklenmektedir. 
Bu, biçim odaklı bir çalışmadır. Kavramsal tasarım sürecine odaklanmanız ve ürünün teknik 
özellikleri, hedef kitlesi, üretim kısıtlamaları, marka kimliği, vs. gibi diğer tasarım 
beklentilerini göz ardı etmeniz önemlidir. 
Tasarlama süresi 15 dakikadır. 
Her bir tasarım görevi için bir adet A3 eskiz kâğıdı verilecektir. Kendi eskiz araç gereçlerinizi 
kullanabilirsiniz. 
 
TASARIM İŞ TANIMI-SOYUT KAVRAM 
 “SADAKAT” kavramından yola çıkarak bir parfüm kabı tasarlamanız beklenmektedir. 
Bu, biçim odaklı bir çalışmadır. Kavramsal tasarım sürecine odaklanmanız ve ürünün teknik 
özellikleri, hedef kitlesi, üretim kısıtlamaları, marka kimliği, vs. gibi diğer tasarım 
beklentilerini göz ardı etmeniz önemlidir. 
Tasarlama süresi 15 dakikadır. 








SegP3RT1-1 In the beginning an aggrieved, unhappy person. X
SegP3RT1-2 Afterwards he/she is not really unhappy but more hesitant. Little 
a like hopeless. X
SegP3RT1-3 Depressed. X
SegP3RT1-4 That’s why first I thought about some stuff. A sulky face, down faced … X
SegP3RT1-5 That’s at first why I didn’t want so many standing objects in this form … I wanted something like... X
SegP3RT1-6
Meanwhile when I say perfume bottle it isn’t supposed to be a 
classic bottle, it doesn’t have to have an atomizer, it doesn’t have 
to have a point of “phisst”. 
X X
SegP3RT1-7 That bottle can be a pool, just a container. X
SegP3RT1-8 You can only dip your finger and apply the perfume to your body 
with your finger. X
SegP3RT1-9 That’s why I tried an open form; with the top part open … the 
body... X X
SegP3RT1-10 By the way I am still chasing that unhappy sensation. X
SegP3RT1-11 But I converted it into a bottle form because I couldn’t deal with 
that open form. X X
SegP3RT1-12 Maybe it should only give you the feeling of that sulky face I 
thought of at the beginning. X
SegP3RT1-13 But I can’t say that I am completely satisfied with this either (shows the sketch). X
SegP3RT1-14 I am still searching for that: melting feeling, in other words 
grief... X
SegP3RT1-15
I thought of myself in an aggrieved mood. When you are 
aggrieved you don’t feel like doing anything, you don’t want to 
stand up. You generally sit or lie down. You don’t have the 
energy. 
X
SegP3RT1-16 So I thought the bottle should not have any energy. X
SegP3RT1-17
I imagined a woman here. Maybe it should be in the form of a 
woman. Because she is depressed … she can be a depressed 
woman. 
X X
SegP3RT1-18 I thought whether I can reflect that unhappiness in the body of a 
woman but I immediately gave up on that. 
X X
SegP3RT1-19 Then… I made some sketches here. They were not so defined 
either. X
SegP3RT1-20 Then I started noting down what comes to my mind; withdrawn, 
sorrow, sad, bitter, down faced. X X
SegP3RT1-21 Grief, what is grief?  X
SegP3RT1-22
First, I wrote down grief/ sadness. By looking at the word I wrote 
down I thought of “grief”. I wanted that word to be in front of me. 
I thought on this a little bit. What am I thinking? 
X X
SegP3RT1-23 I am trying to understand what grief means for me. X
SegP3RT1-24 I am still thinking about a “face” … I am still focused on face. I 
could not focus on other things yet. X
SegP3RT1-25 I started to turn it into a bottle form… X
SegP3RT1-26
I am doing this because to do it otherwise is very hard for me. I 
have trouble in terms of form, abstract form. 
SegP3RT1-27
That’s why due to my practice I think of this perfume bottle as 
having a system with a screw at the opening, screw cap. But I am 
trying to pull myself away from that. 
X X
SegP3RT1-28 Then I let my hand be free and try to catch flowing forms. But I am 
not really satisfied with the forms I drew. X X
SegP3RT1-29 Then I think of tear drops … I draw some tear drops. X X
SegP3RT1-30 Maybe I can use those in some form; at least I can make some 
engravings and give my bottle a meaning. X






SegP3RT1-31 I don’t want my bottle to stand vertically, X
SegP3RT1-32 to have very sharp lines. X
SegP3RT1-33 Just like this… just like you have dropped it down from a higher 
place. Maybe I want it to be like a huge tear drop... X X X
SegP3RT1-34
But I am going to abandon that idea very quickly as well. I 
played with the teardrop form a little to possibly to catch 




That’s not what I wanted to catch. I don’t know what I want to 
catch either. I am looking for it there. Can my purpose be… to 
catch that sad face feeling? 
X X
SegP3RT1-36 Or things I have done do not demonstrate that sad face in my 
mind. X X
SegP3RT1-37
I am saying teardrops but what I did, looks just like an ordinary 
drop on the perfume bottle. It doesn’t create that grief feeling 
that I wanted. It doesn’t satisfy me. 
X X
SegP3RT1-38
In fact, I haven’t defined this grief word in my mind yet. What is 
grief? I am looking for that. I am looking for grief. X
SegP3RT1-39 There is that unhappy and wavy mouth on the first face I drew …I 
am trying to define the face. X X
SegP3RT1-40
I thought of an idea and imagined if I could give that unhappy 
face feeling by wrapping a string around the bottle … but that 
was one of the ideas that I immediately gave up. 
X X X
SegP3RT1-41 Then I drew a goblet, a cup … then I drew a circle inside …while 
drawing the circle I thought of a withdrawn person. X X
SegP3RT1-42
That circle inside is me (shows the circle) and I am drawing its 
boundaries…  grief; like a withdrawn person, I have a starting 
point there and it is that a withdrawn person does not want to 
talk about anything going on in his life. 
X X X
SegP3RT1-43
I am not so unhappy with this form but I didn’t like it either, I 
couldn’t relate it to a perfume bottle. I don’t believe that this 
stands for the concept.
X
SegP3RT1-44 I am moving on with the idea of being withdrawn. I am trying to 
draw something like a fetus position. Being withdrawn… X X




Should this be a fetus or while I see this movement in two 
dimensions can I give this feeling in 3 dimensions? I had such 
concerns then. So I started to play with the lines. 
X X
SegP3RT1-47 Then I put a normal classic perfume atomizer to it... I was not 
happy with this…
X X X
SegP3RT1-48 I am struggling to give it that movement. The feeling of being 
withdrawn like leaning down. X X
SegP3RT1-49
I write down what I am looking for under the word grief, the 
things that come to my mind; being withdrawn, grief, 
unhappiness... I’m thinking there… These are the points I have 
followed up on until now but I am not happy. 
X X
SegP3RT1-50 I am following that withdrawn feeling. I thought of moving on 
starting from the sphere with that withdrawn feeling. X X
SegP3RT1-51 I again draw a sphere form. I drew this form lying downwards… X
SegP3RT1-52 so I drifted away from grief and started to look for another form… X
SegP3RT1-53 instead of connecting these two from the sides I extended them 
and it became like twisted like someone held it and twisted it. X X
SegP3RT1-54 Like they have taken it, squeezed it and made it unhappy … At first, when I saw the form I liked it. X X
SegP3RT1-55 Then I tried to turn it into a perfume bottle but the top part did 
not suit it at all. It turned exactly like a bottle. X X X
SegP3RT1-56 Since I wanted it to focus on form, I only put a point there. I left it 
like this and decided to solve the atomizer detail afterwards. X X
SegP3RT1-57 Then I started to play with the form and I am continuously 
thinking of: Can I give it that twisted feeling? X X
SegP3RT1-58 I am placing such a line there that it is like twisted … It was 
twisted from the bottom, squeezed, and squeezed at the center. X X
SegP3RT1-59
And I tried to combine everything a bit… I am trying to combine 
that squeezed form at the center and that grief, depression that 






I am trying to draw it a little larger to try whether or not I can do 
something by collapsing this form but at the same time I don’t 
want the form to lose its elegancy. 
X X
SegP3RT1-61
I tried drawing a couple of forms on top of one another. For 
example, I try very sharp lines at the edges, it seems very clear to 




I wonder whether the desired effect would be created if those 
lines were drawn with that deformation … But I am not satisfied 
with this either. 
X
SegP3RT1-63 I cross out the ones that I was not satisfied with so that I do not 
have to reconsider them again. X
SegP3RT1-64 What am I thinking here? I am still thinking how can I combine 
all of these ideas. X X
SegP3RT1-65 There is an incomplete part in the form that makes me unsatisfied. 
It is still so upright or clean. X
SegP3RT1-66 A sad person would not have such energy or be so shiny. That 
shininess bothers me. 
X X
SegP3RT1-67 That’s why I tilt it. Maybe that form should be tilted; the same 
twisted feeling should be given in a horizontal position. X X
SegP3RT1-68 But I cannot get the effect I want when I tilt it. I played with it a 
little at that position. X X
SegP3RT1-69 What I am looking for is not that tilted and ruined… In fact, I still 
want it to be upright.I don’t like tilted forms so much… X
SegP3RT1-70 I think I am looking for patterns on it… I thought of … the bottle 
of Lovegrove. It has the water effect on the surface X
SegP3RT1-71 but I am more after the surface deformation on a squeezed 
object… X X
SegP3RT1-72 I am trying to find ways to demonstrate this. But I cannot draw it just like the way I want. X X
SegP3RT1-73 I am trying to expand a few forms. I am always coming to that 
same point over and over again. X
SegP3RT1-74
I am going to add surface twist effects on the upper surface of the 
twisted bottle that I liked and I am going to matte and finalize it. X X
Total Seg:73 39 31 48
SB3- RT2 (LOYALTY)
Ai Ri Ti
SegP3RT2-1 First, I write down what loyalty means for me. X
SegP3RT2-2 It means attachment. X
SegP3RT2-3 It means a very hard thing, trust. You have to trust. You trust 
someone who is loyal. X
SegP3RT2-4 Without loyalty there is no trust. X
SegP3RT2-5 It means a relationship of two people. First, I think about that… X
SegP3RT2-6 And I chose the relationship of two persons as my originating 
point. There appear two characters in front of my eyes. X
SegP3RT2-7
I cannot think of loyalty as singular. I cannot think of it as a 
single-sided thing either. If there is one there should be the other 
one, as well. When one part is loyal and the other is not, I cannot 
consider this as loyalty. 
X X
SegP3RT2-8 That’s why it should be together, both two people and trust … I 
am thinking of this over and over again. X X
SegP3RT2-9
First, I am looking for forms that lean on one another. Just like if 
I pull one of them the other will fall down. X X X
SegP3RT2-10
First, I was stuck on that. I focused on it for a long time. I tried to 
add some aesthetic lines to this form but it is not just like I 
wanted it to be. I worked on it a little … 
X
SegP3RT2-11
I am not so sure about the loyalty of this form, I mean I built the 






SegP3RT2-12 It is more like a support to prevent the other one from falling 
down…. It is more like supporting one another. 
X X
SegP3RT2-13
After that I tried to think of it on the basis of a relationship 




That is not fully loyalty either. I also deal with this idea for a 
while…  And I am thinking… X
SegP3RT2-15 I lose my focus because since loyalty makes me think of things from my life I lose my concentration … I had a very hard time concentrating. 
SegP3RT2-16 I always think of this; going away and coming back … X
SegP3RT2-17 I always think of a form that cannot exist without the other one. A form that cannot stand alone … X X
SegP3RT2-18
But this form (shows the form) stands alone, the other one the one 
like a tube cannot stand alone… It is not like loyalty either … 
Because only one of them cannot stand still, the other one can 
exist alone. 
X X




Right there I cannot do anything. I constantly think of loyalty. 
What it means to me. I even cannot find anything to write down. I 
cannot define loyalty in words… 
X
SegP3RT2-21
I thought of a sphere. When you drop the sphere it rolls.  It stops 
only when it comes on top of the other one, it is fixed on it but the 
form below is still independent from the sphere. 
X X X
SegP3RT2-22 I contradict myself again … Ok; sphere is loyal to the platform 
below but does not have any relation with the sphere on top. X
SegP3RT2-23 There is only a hole inside of it. Maybe that sphere fills that hole 
in his life but it has nothing to do with loyalty. X X
SegP3RT2-24
It is kind of a need. It is like “it needs the sphere”. I will work on 




Loyalty has a meaning for me. Something I use as a shelter, in 
other words even if it drifts away from me, it shall eventually 
come back to me. It shall not stop by at any other place. It shall 
not stay at any other place. I know that wherever it goes it shall 
always return to me. 
X X
SegP3RT2-26 That’s why I think of two different masses in two different places. X X
SegP3RT2-27 Even if the bond between them is fragile they can come back to 
each other at any time. X
SegP3RT2-28 But I cannot visualize it. I cannot express it as a form. I start to 
make some sketches like trying to find it. X
SegP3RT2-29
What I want in that sphere is like “wrangling”. Like something 
elastic all the time… Like you pull, it pulls it and then lets it 
come back…
X X
SegP3RT2-30 I am stuck to that sphere... I am stuck to its softness as a form but I 
could not evolve it... 
X
SegP3RT2-31 Just then I thought of something else… Something more 
integrated… Maybe it can be a more closed form. X
SegP3RT2-32
I am drawing that I am trying to find a form that becomes one 
when closed. I draw that form but I am not satisfied with it 
either…  It doesn’t create the loyalty feeling either… 
X X X




I cannot find a reason not to separate them from one another. 
Why are they together? It is like they are together since I put 
them on top of one another. 
X
SegP3RT2-35
I am thinking… I am thinking if I can approach another point of 
view. Because what I tried to hold on to did not make me happy 
yet. Where else can I start from…? Can I find something else 
about loyalty? 
X X
SegP3RT2-36 What I drew up to now originates from needing one another. But 
it is not what I want to look for.  X
SegP3RT2-37 Then I like that integrated form. Maybe by playing with that form 
I can find something… X X
SegP3RT2-38
I draw a two way arrow, I think of something that shall always 
come back even if it goes away. That is what loyalty means to me. X X
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SegP3RT2-39 It is not important to be far away from one another. I think what 
is essential is knowing that you are with me. X X
SegP3RT2-40 I am trying to demonstrate that but I cannot find the key point. X
SegP3RT2-41 I am having a hard time concentrating on this issue…. It is not so 
defined in my head. I cannot define it somehow. 
SegP3RT2-42 After that, when I think  that I must do something, I turn towards 
what I have… I only have that form at hand. X
SegP3RT2-43 I am running out of time. X
SegP3RT2-44
I have to focus on that form. I don’t have the data to seek another 
form. My mind cannot produce such data. I continue with what I 
have at hand.
X
SegP3RT2-45 Here, I said the sphere needs that stand below. The one above 
can stand alone. That was what disturbed me then. X X
SegP3RT2-46
That’s why I re-drew the sphere and I try to draw the object on 
top of it in such a way that when you lift the ball it should fall 
down as well. It should be troubled with that condition. 
X X X
SegP3RT2-47 I am trying to find such a form. I am drawing it a little bit. I am 
refining it... X X
SegP3RT2-48 Then I think of this… Can this container fall due to the weight of 
the sphere? 
X
SegP3RT2-49 When I realized that I drew something else. I drew the same thing 
in more details... X
SegP3RT2-50
But the one below still stands like a form that is independent. 
Even though it is round, it has a wide surface… Maybe it shall 
shake a little but it shall still stand up, it has such a base. 
X
SegP3RT2-51
That’s why I think  of something. I open a hole on it. It shall be the 
perfume bottle with the liquid inside it. It shall be such a bottle 
that when the balance is off it cannot be used for the purpose it 
was intended for… That’s why I opened huge holes on it. 
X X
SegP3RT2-52 But these are forms that still need one another and that are why 
they are together. 
X X
SegP3RT2-53 But loyalty is not such a thing. In case of loyalty you should not 
be together because of need… X
SegP3RT2-54 I am trying to find two forms that do not have to support each 
other yet that still stand with each other with their own will. X
SegP3RT2-55
While thinking of these something has just popped up! It’s just a 
sphere. That sphere can go and roll to anywhere. But it only 
stays with the other one because it wants to be with that other 
sphere… It stands there because it wants to… 
X X
SegP3RT2-56 There is nothing that ties it to there. It is just a simple sphere … X X
Total Seg: 54 26 20 37
SB3- RT3 (CHESTNUT)
Ai Ri Ti
SegP3RT3-1 First, I write down chestnut, ‘Chestnut’. X
SegP3RT3-2
I immediately think of chestnut in paper bags. In fact I do not 
drift away from this idea. Because I liked it and I first thought of 
paper bag… 
X X
SegP3RT3-3 There are many chestnuts in it. X
SegP3RT3-4 And I think  of the form of chestnut. X X
SegP3RT3-5 What kind of chestnut? X
SegP3RT3-6 It has a woodier surface at the bottom and it has thinner layers 
on top… I think of that. X
SegP3RT3-7 Then I draw a paper bag to see if I can see something from there. I 
draw it to see the chestnut in the paper bag. X X
SegP3RT3-8 I am not trying to find a form or a perfume bottle right now. 
SegP3RT3-9 I placed my chestnuts inside the paper bag… X X
SegP3RT3-10 hot fumes are coming from inside… X
SegP3RT3-11 I note down that ‘hot’ image as well. I don’t know if I can use this 
or not. 
X
SegP3RT3-12 I didn’t have a very long thinking process for this. 
SegP3RT3-13 I don’t have much information about chestnut other than its form 






SegP3RT3-14 I think of its taste… X
SegP3RT3-15
I think of Istiklal Street… I think of chestnuts I bought while 
walking on Istiklal Street. I always connect it with such a 
memory. 
X
SegP3RT3-16 I cannot stop the tune of “Chestnut, horn beam, mast...” song in 
my head. X
SegP3RT3-17 I cannot think  of anything that may turn it into an abstract form… For example, I draw a bottle just like a chestnut X




I am drawing the wooden layer at the bottom of the chestnut like 
it is a basement, like something that shall support that form. X X X




Suddenly I thought of a chestnut with a score. That you have to 
score a chestnut to eat it… you have to score the chestnut in 
order to open it. 
X
SegP3RT3-22 So I draw a chestnut with a scratch.  X
SegP3RT3-23 There is the main chestnut inside that shell. X
SegP3RT3-24 First, I draw the shell… X
SegP3RT3-25 and I thought of a very basic thing… it could be a package.  I 
imagined the shell as the outer part of it. X
SegP3RT3-26 And the inner part as the bottle itself, the real fruit of the chestnut 
is the bottle itself… X X
SegP3RT3-27
After that I thought it should be something young. It should be 
something young, I always have this in my mind, if it shall be a 
package as a chestnut, and it should be for the youth. I imagine 
older people would not like this… it would be something more 
appealing for us… 
X X
SegP3RT3-28
then it can be something fun. From there I go to fun stuff … 
whether the package should be opened by cracking it? Or by 
tearing it? 
X X
SegP3RT3-29 I think of the material inevitably. X
SegP3RT3-30 I am satisfied here and I mark it as liked it. I placed this idea 
aside, as a cute idea. An idea that you can work  on. X X
SegP3RT3-31 I draw the peeled form of the chestnut… X X
SegP3RT3-32 Maybe the bottle is in a horizontal position. X
SegP3RT3-33
At the same time I try to push myself to look at a chestnut from a 
different point of view. I do not directly think of the chestnut but I 
think of what else can be done. But I cannot drift away from the 
chestnut image.… 
X
SegP3RT3-34 For example I thought of ‘horse chestnut’ … Another chestnut 
not the classic one we know. X
SegP3RT3-35 I draw this not being sure it was a ‘horse chestnut’… I do not 
know it well. Just to push myself. X
SegP3RT3-36
Right then I even told myself I wish there was internet so that I 
could search for “chestnut” and maybe some other ideas would 
come to my mind. 
X
SegP3RT3-37
There were some round fruits I remembered… was it called ‘horse 
chestnut’? Like pine cone, the outer part is small. I thought of 
those… I think these were it. 
X X
SegP3RT3-38 I started to draw something like these. X
SegP3RT3-39 If this horse chestnut is applied to a material it can be a bottle. X
SegP3RT3-40 But the previous chestnut idea is more appealing to me. X
SegP3RT3-41 While drawing this I am just thinking if I push myself can I catch 
something else. X X
SegP3RT3-42
I am thinking “should a concept be so well defined”. Because 
this seemed very defined to me. I am having a hard time 
digressing from that concrete form. I could not draw a different 
form. I couldn’t erase it from my mind and draw something else. 
X X
SegP3RT3-43 I noted down the horse chestnut idea as well. I said that’s it. X
SegP3RT3-44 Then this ‘chestnut’ looked extremely like a ‘chestnut’ to me… 1
SegP3RT3-45 I am thinking of what I can do… X
SegP3RT3-46
I can abstract this fruit form with geometric lines. Using various 
arcs I can achieve a form almost like a circle but the upper part 
shall be like a cone… 
X X
SegP3RT3-47 I thought I may place the package and the container side by side. X
SegP3RT3-48 As a conclusion, I thought I couldn’t differentiate it as a unique 
object. X
Total Seg: 46 25 20 18
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APPENDIX H: Complete set of drawings 
 




Figure H.2 : “Chestnut Concept” drawings of Participants 3 and 4.
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Figure H.5 : “Chestnut Concept” drawings of Participants 10 and 11. 
 154
 
Figure H.6 : “Chestnut Concept” drawings of Participants 12 and 13. 
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Figure H.9 : “Loyalty Concept” drawings of Participants 6 and 7. 
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Figure H.10 : “Loyalty Concept” drawings of Participants 8 and 9. 
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Figure H.12 : “Loyalty Concept” drawings of Participants 12 and 13. 
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Figure H.14 : “Aggrieved Concept” drawings of Participants 3 and 4. 
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Figure H.17 : “Aggrieved Concept” drawings of Participants 10 and 11. 
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APPENDIX I: Concepts, their associations and the percentage rates 




Participant number ASSOCIATIONS N %
1,2,3,6,7,9,11,13 two (pieces/parts/things/bodies/froms) 8 12 0,66667
1,2,3,7,11,13 man and woman 6 12 0,5
1,2,3,4,7,13 to be loyal 6 12 0,5
1,2,3,9,7,11 two people 6 12 0,5
1,6,7,9,11 two things nested 5 12 0,41667
1,3,7,13 relationship 4 12 0,33333
3,6,9,12 attachment 4 12 0,33333
6,3,8,9 together 4 12 0,33333
1,10,12 down to earth 3 12 0,25
2,3,7 couple relations 3 12 0,25
2,6,10 disloyalty 3 12 0,25
3,6,11 trust 3 12 0,25
1, 10 harmony 2 12 0,16667
1, 6 people 2 12 0,16667
1,12 serious 2 12 0,16667
1,3 going back and forth 2 12 0,16667
1, 3 difficult situation 2 12 0,16667
3,11 trustworthy 2 12 0,16667
6,7 transparency 2 12 0,16667
8, 9 continuity 2 12 0,16667
9, 10 to support the other 2 12 0,16667
10, 13 honest 2 12 0,16667
1 woman 1 12 0,08333
1 two things fitted 1 12 0,08333
1 balance 1 12 0,08333
1 two pieces in harmony 1 12 0,08333
1 dog 1 12 0,08333
1 duality 1 12 0,08333
1 risky 1 12 0,08333
1 reverse relation 1 12 0,08333
2 dilemma 1 12 0,08333
2 triangle 1 12 0,08333
2 threesome entity 1 12 0,08333
2 three pieces 1 12 0,08333
2 a third entity 1 12 0,08333
3 to know that you are together 1 12 0,08333
4 death of nature 1 12 0,08333
4 being loyal to nature 1 12 0,08333
6 fidelity 1 12 0,08333
6 purity 1 12 0,08333
6 desire to be together 1 12 0,08333
6 respect 1 12 0,08333
6 love 1 12 0,08333
8 permanance 1 12 0,08333
9 couple 1 12 0,08333
9 to back-up the other 1 12 0,08333
10 abide by 1 12 0,08333
10 variance 1 12 0,08333
10 stable 1 12 0,08333
10 stand-by 1 12 0,08333
10 betrayer 1 12 0,08333
11 my husband 1 12 0,08333
11 a personal choice 1 12 0,08333
11 unknown 1 12 0,08333
11 to be on watch 1 12 0,08333
11 precious 1 12 0,08333
11 obey 1 12 0,08333
11 tranquillity 1 12 0,08333
13 undetachable 1 12 0,08333
13 never separating 1 12 0,08333
13 being loyal to God 1 12 0,08333








Participant number ASSOCIATIONS N %
3-4-7-8-9-11 chestnut form 6 12 0,5
1-6--8-9-12 thorny 5 12 0,416667
2-11-12-13-9 core 5 12 0,416667
2-3-6-9-11 baking 5 12 0,416667
3-4-8-10-12 horse chestnut 5 12 0,416667
1-7-9-10 chestnut tree 4 12 0,333333
1-2-3-13 inner -outer 4 12 0,333333
2-3-6-8 shell 4 12 0,333333
3-7-9-12 package 4 12 0,333333
3-9-10-11 scored 4 12 0,333333
2-6-9 cracked shell 3 12 0,25
1-6-11 outer shell 3 12 0,25
1-9-11 cavity 3 12 0,25
2-7-12 circular form 3 12 0,25
4-11-13 tip of the chestnut 3 12 0,25
7-12-13 texture of  the chestnut 3 12 0,25
1-6 inner shell 2 12 0,166667
1-10 chestnut kebap 2 12 0,166667
1-3 paper bags 2 12 0,166667
2-7 shiny 2 12 0,166667
2-13 brown color 2 12 0,166667
3-6 fruit 2 12 0,166667
6-11 smell 2 12 0,166667
7-10 wild chestnut 2 12 0,166667
7-9 patch of the cehstnut 2 12 0,166667
9-12 chestnut candy 2 12 0,166667
1 leaf 1 12 0,083333
1 cold 1 12 0,083333
1 chestnut carts in istanbul 1 12 0,083333
1 cold weather 1 12 0,083333
1 winter 1 12 0,083333
1 fire 1 12 0,083333
1 chestnut bundles 1 12 0,083333
1 serrated 1 12 0,083333
1 chestnut bunches 1 12 0,083333
2 layered shell 1 12 0,083333
2 nostalgia 1 12 0,083333
2 family feeling 1 12 0,083333
2 redness 1 12 0,083333
3 chestnut in the paper bags 1 12 0,083333
3 woody surface 1 12 0,083333
3 thinner shell 1 12 0,083333
3 hot fumes 1 12 0,083333
3 hot 1 12 0,083333
3 taste 1 12 0,083333
3 istiklal street 1 12 0,083333
3 a song 1 12 0,083333
4 uncracked chestnut 1 12 0,083333
6 satiny 1 12 0,083333
6 well protected 1 12 0,083333
6 sweet 1 12 0,083333
6 innocent 1 12 0,083333
6 dense 1 12 0,083333
6 fragile 1 12 0,083333
7
 squirrel 1 12 0,083333
7 a memory from childhood 1 12 0,083333
7 two pieces 1 12 0,083333
7 two different textures 1 12 0,083333
7 smooth surface 1 12 0,083333
9 thorny shell 1 12 0,083333
9 on the stove 1 12 0,083333
9 chestnut ice cream 1 12 0,083333
9 the quills 1 12 0,083333
10 chestnut game 1 12 0,083333
10 chestnuts on the tree 1 12 0,083333
11 detached shell 1 12 0,083333
11 amorphous structure 1 12 0,083333
12 color of the chestnut 1 12 0,083333










ASSOCIATIONS N % ASSOCIATIONS N %
1-2-6-7-8-9 human 6 12 0,5 3 melted 1 12 0,08333
1-8-9-10 neck downwards 4 12 0,33333 3 woman 1 12 0,08333
2-3-6-13 feeling 4 12 0,33333 3 being withdrawn 1 12 0,08333
3-6-9-13 collapsed 4 12 0,33333 3 twisted 1 12 0,08333
2-3-7-9 grief 4 12 0,33333 3 not shiny 1 12 0,08333
8-11-9-10 sad 4 12 0,33333 4 disorder 1 12 0,08333
1-6-13 shoulders downwards with heavy load 3 12 0,25 4 turn grief into smth positive 1 12 0,08333
2-3-4 my grief 3 12 0,25 6 thoughtful 1 12 0,08333
7-9-13 sadness 3 12 0,25 6 desperate 1 12 0,08333
9-11-12 black 3 12 0,25 6 negative mood 1 12 0,08333
1-13 facial expression 2 12 0,16667 6 twinge 1 12 0,08333
1-11 trees 2 12 0,16667 6 unhappy mouth 1 12 0,08333
1-11 aggrieved person 2 12 0,16667 6 squeezing the soul 1 12 0,08333
2-6 pulling you down 2 12 0,16667 7 joy 1 12 0,08333
2-3 reduces your energy 2 12 0,16667 7 happiness 1 12 0,08333
2-3 unhappy person 2 12 0,16667 8 very sad 1 12 0,08333
3-7 tears 2 12 0,16667 8 so lonely 1 12 0,08333
3-7 tear drop 2 12 0,16667 8 forgotten 1 12 0,08333
3-9 unhappy face 2 12 0,16667 9 story of the rose and the nightingale 1 12 0,08333
4-6 chaos 2 12 0,16667 9 tilt of the neck 1 12 0,08333
4-6 despression 2 12 0,16667 9 happy face 1 12 0,08333
6-9 hands on the forehead 2 12 0,16667 9 strengthless 1 12 0,08333
6-7 cry 2 12 0,16667 9 dark colors 1 12 0,08333
7-11 joyful 2 12 0,16667 9 depressive colors 1 12 0,08333
8-10 drop 2 12 0,16667 9 fragile 1 12 0,08333
8-9 slump down 2 12 0,16667 9 touchy 1 12 0,08333
9-11 faded flower 2 12 0,16667 9 to be powerless to resist 1 12 0,08333
3-7 sorrow 2 12 0,16667 10 faith 1 12 0,08333
1 glance 1 12 0,08333 10 unknown 1 12 0,08333
1 autumn 1 12 0,08333 10 ignorance 1 12 0,08333
1 melancholy 1 12 0,08333 10 insufficiency 1 12 0,08333
1 deep sleep 1 12 0,08333 10 falling on the water and creating waves 1 12 0,08333
1 a song by Sezen Aksu 1 12 0,08333 11 dramatic 1 12 0,08333
1 spicy scents 1 12 0,08333 11 faded tree 1 12 0,08333
1 mountains 1 12 0,08333 11 withered branch 1 12 0,08333
1 fogy mountains 1 12 0,08333 11 not standing straight 1 12 0,08333
1 defoliation of trees 1 12 0,08333 11 hollow 1 12 0,08333
1 weeping willow 1 12 0,08333 11 hurts you inside 1 12 0,08333
1 triangle 1 12 0,08333 11 soul ache 1 12 0,08333
2 constantly carrying on you 1 12 0,08333 11 pain 1 12 0,08333
2 dispel grief 1 12 0,08333 11 lost of joy 1 12 0,08333
2 down mood 1 12 0,08333 12 stable 1 12 0,08333
2 cracked 1 12 0,08333 12 grave stone 1 12 0,08333
2 worn feeling 1 12 0,08333 12 end of grief 1 12 0,08333
2 dried 1 12 0,08333 12 death 1 12 0,08333
2 torn down 1 12 0,08333 13 frowning brows 1 12 0,08333
2 facing your grief 1 12 0,08333 13 face 1 12 0,08333
3 hesitant 1 12 0,08333 13 scaffold 1 12 0,08333
3 desparete 1 12 0,08333 13 lost 1 12 0,08333
3 depressed 1 12 0,08333 13 lacking 1 12 0,08333
3 sulky face 1 12 0,08333 13 rejection 1 12 0,08333
3 down -faced 1 12 0,08333 13 smiley 1 12 0,08333
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