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Introduction
To fully elucidate how proteins perform their function, it is required to measure them as they work, i.e. along a reaction path that often involves a series of intermediates and extends several orders of time. Key steps of protein function often take place in the microsecond to millisecond time range 1 , in particular backbone conformational changes and proton transfers reactions in membrane proteins. X-ray crystallography, arguably the pillar of structural biology, provides static (time-averaged) electron densities from well-diffracting protein crystals, notoriously difficult to grow with membrane proteins 2 . A 3D atomic model can be built based on electron densities, although rarely including the location of hydrogen atoms. Remarkable progress in time-resolved X-ray crystallography, relying either on Laue diffraction 3 or on femtosecond X-ray pulses 4 , adds the time dimension to the high structural information inherent to X-ray crystallography 5 . But setting aside technical and analytical challenges, the crystal lattice can impair backbone conformational changes and alter protein dynamics, an unavoidable shortcoming of methods based on protein crystals 5 . Consequently, dynamical aspects of proteins are still best covered by optical methods, as pioneered by flash photolysis 6, 7 , although with the general drawback of limited structural insight.
Fourier transformed infrared spectroscopy (FT-IR) combines the temporal resolution of optical spectroscopies with a valuable sensitivity to protein structure, the last feature exploited in innumerable static structural and functional investigations on membrane proteins [8] [9] [10] [11] . In particular, FT-IR difference spectroscopy has proven to be an ideal tool to study tiny spectral changes as a protein transits from one metastable state to another [12] [13] [14] [15] [16] [17] [18] [19] .
Studies on protein dynamics, other than at the single molecule level 20, 21 , require a triggering process for synchronization. A reaction is conveniently initiated fast and not invasively using light as trigger, as done in the study of proteins with cyclic photoreactions. A major challenge associated with time-resolved studies is the attainment of sufficient time resolution while maintaining good spectral resolution and appropriate signal-to-noise ratio. Also essential is to cover a sufficiently broad spectral and temporal range. Time-resolved step-scan FT-IR spectroscopy excels in all of these aspects 22 , with published examples covering spectral ranges as wide as 3,900-850 cm -1 and dynamics extending ~9 orders of time, with up to 3.5 cm -1 spectral and 30 nsec temporal resolution [23] [24] [25] [26] [27] [28] .
Fourier-transform IR spectrometers show reduced noise and improved photometric accuracy over dispersive ones 29 time the mobile mirror of the interferometer requires to complete a scan. With the step-scan technique, in contrast, the time dependence of the dynamic event is decoupled from the scan duration of the interferometer. Briefly, the mobile mirror moves in discrete steps rather than continuously scanning to complete a scan. At each of these steps the (mobile) mirror is held fixed and a transient is recorded. Thus, the time-resolution is limited by the rise time of the mercury-cadmium-telluride (MCT) detector, which is typically in the range of 10-100 nsec. In practice, the large dynamic range of the interferogram (containing an intense signal in the centerburst and small signals in the wings), requires for proper digitalization an analog/digital converter (ADC) with as many as 16-24 bits, leading to sampling rates not higher than ~200 kHz (5 µsec) 30 . Nanosecond time-resolution can be accomplished by measuring only the changes in the interferogram, for which a 8-12 bit ADC is sufficient 23, [31] [32] [33] . Technical aspects 30, 34, 35 and applications [36] [37] [38] of time-resolved step-scan have been discussed in detail elsewhere.
The purpose of the current contribution is to provide a protocol describing the practicalities of time-resolved step-scan FT-IR spectroscopy on photosensitive membrane proteins. Here, the performance of the technique is shown for two sampling methods: transmission and attenuated total reflection (ATR). The use of ATR allows working in the presence of excess water, which not only ensures full hydration conditions for the protein but also allows acute control of the sample pH and ionic strength 49, 50 .
Step-scan experiments are illustrated on two selected systems: bacteriorhodopsin and channelrhodopsin-2.
The light-driven proton pump bacteriorhodopsin (bR) has been the subject of numerous biophysical studies for over forty years 39, 40 , making it the best-understood membrane protein so far. Among the numerous techniques applied to the study of bR functionality FT-IR spectroscopy has arguably exerted one of the largest impacts. Namely, FT-IR spectroscopy has been key to resolve the groups involved in proton transfer across the membrane as accounted elsewhere 13, 41, 51 .
Channelrhodopsin (ChR) is the first light-gated ion channel found in nature 42, 43 . Light excitation of ChR leads to the transient opening of an ion channel. Its discovery settled the way for the development of optogenetics, where molecular processes are controlled by light 44, 45 . ChR belongs, as bR, to the family of microbial rhodopsins but in contrast to bR, much less is known about its functional mechanism 52 . ChR2 combines its function as an ion channel with proton-pumping activity 46, 47 . Recently, we applied time-resolved step-scan FT-IR spectroscopy to resolve intraprotein proton transfer reactions and the dynamics of protein backbone conformation changes in ChR2 48 .
Protocol

General Aspects of Sample and Instrument Preparation
1. Use a commercial FT-IR spectrometer equipped for time-resolved step-scan measurements. For best results place the FT-IR spectrometer on top of a vibration-decoupled table. 2. Evacuate the optics compartment to a few mbar. Purge the sample compartment with dry air or nitrogen. 3. Place an IR transparent material opaque to visible radiation in front of the MCT detector of the FT-IR spectrometer. This precaution is essential to prevent artifacts from the exciting laser pulse during step-scan experiments. Note: We use a germanium (Ge) window of 25 mm diameter. Its high refractive index causes undesirable intensity loses, largely avoided using a Ge filter with antireflecting coating. 4. Cool down the MCT detector dewar with liquid nitrogen. Note: The use of photovoltaic MCT detectors is preferred over photoconductives because of their linear response and, thus, superior photometric accuracy and baseline reliability 31, 53 . 5. Pre-concentrate the sample used for the experiments to at least 2 mg protein/ml in a buffer of low (<20 mM) ionic strength to prevent formation of salt crystals while drying the protein suspension to form a homogenous protein film. For samples that sediment, wash/ concentrate them by applying ultracentrifugation (e.g., membrane proteins in a liposomes or in cell membrane patches). Use centricons of proper cutoff for proteins that do not sediment (e.g., detergent solubilized membrane proteins). 6. For optimum results use: a) protein preparations as pure and active as possible; b) lipid/protein ratios ≤ 3 in weight for proteins in cell membrane patches or reconstituted in liposomes; c) detergent/protein ratios ≤ 1 in weight for detergent solubilized proteins. Avoid the use of detergents or lipids whose vibrational bands overlap with those of the protein (e.g., CHAPS).
Preparation of Attenuated Total Reflection Experiments on Bacteriorhodopsin
1. Mount the ATR accessory into the sample compartment of the FT-IR spectrometer. Note: We use a ZnSe/diamond ATR with 5 active reflections. Avoid semiconductor materials such as germanium or silicon as internal reflection element (IRE) of the ATR accessory, as their optical properties are affected by the exciting visible laser. 2. Measure a broad-range (approx. 4,000-800 cm -1 ) energy spectrum at 4 cm -1 resolution of the clean IRE surface by conventional rapid-scan FT-IR spectroscopy. Use this spectrum as a reference spectrum to compute absorption spectra at a later stage. 3. Cover the IRE surface of the ATR with 20 μl of the buffer used later to rehydrate the sample (e.g., 4 M NaCl and 100 mM NaPi at pH 7.4).
Measure the IR absorption of the buffer. 4. Remove the buffer, and rinse the IRE surface with water. Avoid touching the surface. Remove residual liquid from the IRE surface by an intense air flow. 5. Spread ~3 μl of bacteriorhodopsin (bR) in purple membranes (~6 mg protein/ml in deionized water) on top of the IRE surface (~0.2 cm 2 area).
Dry the protein suspension under a gentle stream of dry air until a film is attained. 6. Measure the absorption spectrum of the dry film (see Figure 1 ). 7. Gently add 20-40 μl of a buffer of high ionic strength to rehydrate the dry film (e.g., 4 M NaCl and 100 mM NaPi at pH 7.4). Note: The high ionic strength prevents excessive swelling of the membrane film, allowing to retain as much protein as possible close to the probed surface ( Figure 2 ). 8. Cover the ATR holder with a lid to prevent water evaporation. Optionally, place a cover-jacket connected to a circulatory bath set to 25 °C for temperature control. For proteins with long photocycles (>seconds), temperature control might increase baseline stability. 9. Measure an absorbance spectrum. Estimate the percentage of sample remaining near the surface after rehydration of the film by subtracting the absorption spectrum of the buffer (Figure 3 ).
Performing Transmission Experiments on Detergent-solubilized Channelrhodopsin-2
1. Add 10 μl of ChR2 (~10 mg protein/ml) dissolved in 5 mM NaCl, 5 mM HEPES (pH 7.4) and decyl-maltoside (DM) at the center of a BaF 2 window of 20 mm diameter. Spread it with the help of the micropipette tip to a 6-8 mm diameter (protein surface density of ~ 200 μg/cm 2 ). 2. Form a film using a gentle flow of dry air. For best results ensure that the film is homogeneous and has a diameter roughly matching the size of the IR beam at the largest aperture. 3. Hydrate the film by adding 3-5 μl of a mixture of glycerol/water distributed in 3-5 drops around the dry film, and tightly close it with a second window using a flat silicone O-ring of ≥1 mm thickness. Note: The ratio of the glycerol/water mixture controls the relative humidity between the windows 54 . For hydroscopic samples use a 3/7 or 2/8 glycerol/water ratio (w/w). The glycerol/water drops should never be in direct contact with the protein film. 4. Insert the BaF 2 sandwiched windows in a holder. Prevent straight light from reaching the detector by covering the sample window with an IR opaque material, such as paper, with a hole matching the size of the hydrated film. Place the holder in the sample compartment. 5. Control the temperature of the holder to 25 °C by a thermostatic jacket connected to a temperature controlled circulatory bath. 6. Measure an absorption spectrum. Ensure that the maximum absorption in the amide I region (~1,700-1,620 cm -1 ) is in the range of 0.6-1.0. 7. Estimate the mass and molar ratio of protein/detergent/water from the absorption spectrum of the hydrated film ( Figure 5 ) using reference extinction coefficient spectra for water, DM, and representative membrane proteins (Figure 6 ). 8. Wait until the hydration level stabilizes before performing step-scan experiments (≥1 hr).
Adjustment and Synchronization of the Exciting Laser
For experiments on bR use the second harmonic emission of a pulsed Nd:YAG laser (λ = 532 nm) to trigger the photocycle. For experiments involving ChR2, use an excitation of λ = 450 nm as provided by an optical parametric oscillator (OPO) driven by the third harmonic (λ = 355 nm) of a Nd:YAG laser. Ensure that the laser pulse is sufficiently short (~10 nsec) to minimize secondary photo-excitation. Note: The energy of the laser pulses should be as constant as possible. In our setup, the laser intensity fluctuates ≤10% around the mean value, as confirmed by measuring a reflex of the laser by a photodiode connected to a transient recorder and integrating the response (Figure 8 ).
1. Couple the laser to the sample. Adjust the energy density of the laser at the sample to 2-3 mJ/cm 2 per pulse using a power-meter.
1. For the ATR setup, use an optical fiber placed atop of the ATR lid. 2. For transmission experiments, use mirrors to bring the laser to the sample and, if required, lenses to either collimate or diverge the laser beam to a diameter slightly above the sample film size.
2. Synchronize the laser pulse with data recording by the spectrometer. Use the Q-switch sync-out TTL pulse of the electronics of the Nd:YAG laser to trigger the spectrometer. Set the excitation rate of the Nd:YAG laser to 10 Hz for bR and 0.25 Hz for ChR2, respectively. 3. Use a pulse delay generator (PDG) to control the laser excitation rate if the repetition rate of the Nd:YAG laser is not easily adjustable.
1. Connect the lamp sync-out of the Nd:YAG laser to the PDG external trigger input. The PDG provides a ~190 μsec delayed TTL pulse output to the Q-switch sync-in input of the Nd:YAG laser to trigger the lasing. Gate the PDG to accept an external trigger only after certain period of time since the last accepted trigger (100 msec for bR or 4 sec for ChR2).
Time-resolved
Step-scan Preparations and Settings 1. Place a low pass optical filter in the optical path. To perform time-resolved step-scan measurements in the 1,800-850 cm -1 spectral range, use a filter opaque above 1,950 cm -1 and with good transmission (>50-80%) below 1,800 cm -1 (Figure 7 ).
2. Change the detector from AC to DC-coupled mode. Note: After this adjustment the interferogram signal will no longer oscillate around zero but around a value known as the DC-level. 3. Use the largest possible beam aperture of the spectrometer for higher photon flux and, thus, better signal-to-noise, but within the linearity limits of the detector. 4. Bring the DC-level of the interferogram to zero and readjust the electronic gain to make better use of dynamic range of the analog digital converted (ADC). Achieve DC-level offset by applying a voltage bias to the signal provided by the pre-amplifier. Note: This option is included in modern FT-IR spectrometers. Otherwise, a home-made external device can be used instead, placed between the preamplifier and the ADC 38 . Care is then needed to ensure that the electronics of such device are fast and linear. 5. Start the step-scan menu of the FT-IR spectrometer. Set the target spectral bandwidth for the step-scan measurement to 1,975.3-0 cm -1 . Adjust the spectral bandwidth to a fraction of the He-Ne laser wavenumber (1/8 th in the present case), slightly exceeding the cutoff of the optical filter. 6. Disable any high-pass electronic filter to prevent distortions of the kinetics at later times. A low-pass electronic filter can be beneficial when its cutoff frequency is in the order or above the sampling rate of the ADC (reduces noise aliasing). 7. Set the spectral and phase resolution to 8 cm -1 and 64 cm -1
, respectively. Set the interferogram acquisition mode to single-side forward. With these options one interferogram requires about 500 points. 8. Set the sampling rate of the ADC to the highest available in the spectrometer (e.g., 160 kHz, or 6.25 μsec). Set the "trigger for experiment" to "External", i.e., the laser is the master. Set the number of linearly-spaced data points to be recorded: 7,000 for bR (up to 42 msec) and 20,000 for ChR2 (up to 125 msec). Note: Longer time-scales can be covered without overflowing the ADC memory using a quasi-logarithmically time-spaced external TTL pulses from a wave generator to trigger data acquisition 38 , or by using two parallel transient recorders as substitutes of the internal ADC 
Data Processing
1. Confirm the status of the sample by comparing the light-induced IR difference spectrum obtained from the first and the last measurement.
Consider discarding any measurements where the intensity of the difference spectrum drops below 60% of the first measurement. 2. Average the recorded interferograms.
1. Using the OPUS software from the FTIR spectrometer select the time-resolved interferograms to average and add them to the "Spectrum Calculator". 2. Click "=" to obtain the average of the interferograms.
Note: When the phase of the interferogram is constant during the measurement it is indifferent to average interferograms or singlechannel spectra. A constant phase can be confirmed by computing and comparing the phase spectrum for the first and the last recorded interferogram.
3. Perform the Fourier transform of the averaged time-resolved interferograms to obtain averaged time-resolved single channel spectra. 1. Using the same software as in step 6.2.1, select the averaged time-resolved interferogram and click the icon for "interferogram to spectra". Use the Mertz phase-correction method, a zero-filling factor of 2 (two digital points per instrumental resolution), and an apodization function (e.g., triangle, Blackmann-Harris 3-terms, etc.). 2. Click the bottom "convert" to transform the time-resolved interferogram into time-resolved spectra.
4. Export the time-resolved single channel data as a "data point table" or a "matlab" file using the "save as" icon in the OPUS software. Continue the data processing in an external program. 1. Average the single channel spectra before the laser, and convert the time-resolved single channel data to time-resolved absorption difference spectra. 2. Compute a vector for the expected noise standard deviation in the difference spectra as a function of wavenumber (Figure 12) , using the noise standard deviation, ε, and mean, S 0 (ν), of the 100 single channel spectra preceding the laser: ε / S 0 (ν). The value of ε is estimated subtracting consecutive single channel spectra and calculating the standard deviation corrected by √2. 3. Remove spectral regions too noisy to be of use (e.g., above 1,825 cm -1 and below 850 cm -1 ). 4. Perform a quasi-logarithmically averaging (e.g., 20 spectra/time decade). The appearance of the data will improve and the number of spectra will be reduced from ~10 4 to ~10 2 without any significant information lost (Figure 9 ). The dry film was rehydrated with excess of 4 M NaCl, 100 mM NaPi at pH 7.4 ( Figure 3) . The hydration level and effective protein concentration in the volume probed by the evanescent wave can be deduced from the scaling factor needed to digitally remove absorption bands from water. The optimum scaling factor was 0.87, meaning that in this case the buffer occupies 87% and the sample 13% of the volume near the surface. Taking into account protein and lipid density and the lipid/protein ratio in purple membranes (see above), we can deduce an effective protein concentration of 125 mg/ml in the volume probed by the evanescent wave. We can deduce from the hydration level that, in this particular case, the sample film thickness expanded ~6 times upon rehydration, from ~1 to ~6 μm. For a 45° incident angle, typical for our and for most ATR arrangements, the penetration depth of the evanescent field (d p ) for a hydrated protein film varies between 0.3 and 0.6 μm in the 1,800-850 cm . Because the evanescent field is almost insensitive to the sample located two times above d p
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, we infer that the amount of protein used in the ATR experiment could be in principle reduced 5x without any significant loss of signal.
When using buffers of lower ionic strength the film expands more, and the amount of protein in the volume probed by the evanescent field is reduced (Figure 2) . The exact dependence between film swelling and the ionic strength of the buffer will depend, among other factors, on the nature of the lipids. For instance, a similar film swelling as obtained here for bR in purple membrane using 4 M NaCl was obtained for a membrane protein reconstituted in polar E. coli lipids using just 0.1 M NaCl 62 . If the sample occupies less than 5% of the probed volume consider re-doing the hydration step using a buffer of higher ionic strength. Film swelling after hydration requires some time to reach stabilization (Figure 4) . For bR in purple membrane the process is monoexponential, with a time constant of 12 min: it takes no more than 30-60 min to have a stable rehydrated film Figure 5 shows an IR absorption spectrum of a hydrated film of ChR2 obtained by transmission. Here, hydration was achieved by exposing the dry film to an atmosphere of controlled humidity provided by a mixture of glycerol/water. The spectrum can be decomposed into contributions from water, detergent and protein. We could estimate the amount of each of them using extinction coefficient spectra, scaled to fit the experimental spectrum. For water we took the extinction coefficient spectrum from the literature 63 , and for DM we measured it from a 100 mg/ ml solution (Figure 6) . We also used extinction coefficients for two representative membrane proteins: the mitochondrial ADP/ATP carrier 64 and bR (Figure 7) . The scaling factor indicates a water and DM mass surface density of 260 μg/cm 2 and 200 μg/cm 2 in the film, respectively. The remaining absorption ( Figure 5 , red line) comes mainly from the protein, estimated to be at a surface density of 250 μg/cm 2 using the amide II extinction coefficient from two different membrane proteins (see Figure 6) . The molar ratio for protein/detergent/water was calculated to be 1/60/2000 using a molecular mass of 35 kDa, 480 Da, and 18 Da, respectively.
A 3D plot from typical time-resolved step-scan FT-IR experiment on bR is presented in Figure 10A , obtained by ATR and involving 200 min of data acquisition. Spectra can be extracted at specific times, for instance when the L, M and N intermediates of the bR photocycle are expected to reach their highest population (Figure 11) . Their spectral features have been described extensively 13, 41, 65 and will be not discussed further
here. Figure 12 shows time-traces at some selected wavenumbers. Namely, the rise of the kinetics at 1,762 cm -1 (t 1/2 ~60 μsec) reports on the dynamics of Asp85 protonation from the retinal Schiff base 66 , and its decay to zero indicates its deprotonation upon ground-sate recovery 67 . The negative rise of the kinetics at 1,740 cm -1 (t 1/2 ~1 msec) reports on the deprotonation of Asp96 side chain, the proton donor to the Schiff base 68 . The decay of the intensity to zero reports on its reprotonation from the cytoplasm 67 . The dynamics of protein conformational changes can be probed by absorption changes in the amide I and amide II region, which reaches a maximal change at ~3 msec at room temperature 67, 69 .
The application of SVD to spectroscopic problems has been reviewed before 55, 56 . Briefly, SVD factorizes the experimental data, arranged into a matrix A, as: A = U S V T . This factorization can be modified to account for the noise dependence on wavenumber and to penalize fluctuations/ drifts in the baseline 57 . The columns of U and V contain orthonormal spectra and time-traces vectors for each SVD component, respectively. S is a diagonal matrix containing the so-called singular values. The (abstract) spectro-temporal components in U and V appear in decreasing relevance to describe the experimental data in the least-square sense, quantified by their associated singular value. Figure 13A shows the singular values as a function of the component number, and reproduces the first eight columns/components of U (abstract spectra, Figure  13B ) and V (abstract time-traces, Figure 13C ). The signal is concentrated in the first five components (as expected for a photocycle containing five intermediate states), with components above largely dominated by random noise and other sources of errors. The experimental data was reconstructed using only the first five columns of U and V, and the first five columns and rows of S. The data reconstructed by SVD represents the best least-square approximation of the experimental data to a matrix of rank five. The reconstructed data shows improved quality ( Figure  10B) . Namely, the noise is largely reduced, as well as some barely noticeable fluctuations and drifts in the baseline (common in time-resolved step-scan spectroscopy 
Discussion
One of the first aspects that needs consideration when performing time-resolved step-scan FT-IR experiments on a protein is the preparation of a sample in a suitable form for IR spectroscopy. The IR absorption from substances other than the protein of interest needs to be reduced, especially that from water. The most common approach is to evaporate the bulk water of the sample to form a film. The film can be rehydrated either by adding some droplets of an aqueous solution or by exposing the film to an atmosphere of controlled humidity. We have shown how in both cases it is possible to estimate the hydration level obtained by means of IR absorption spectroscopy (see Figure 3 and Figure 5 ). Although the obtained hydration levels might appear low compared to those in solution, they are actually close to those found in living cells 70 , making the study of hydrated films of proteins functionally relevant. Besides water, it is also important to know and to control the amount of lipid or detergent in the sample. Both should be kept low enough to have a reduced spectroscopic impact in the IR absorption, but high enough to preserve the integrity and functionality of the protein of interest.
Time-resolved step-scan spectroscopy is only straightforwardly applicable to proteins showing reversible reactions that can be triggered reproducibly by light (but see progress in coupling step-scan with rapid buffer exchange) 71 . In step-scan the reaction needs to be reproducible for at least ~500x, the minimum number to complete an interferogram covering the 1,800-850 cm -1 region at 8 cm -1 resolution. In practice, however, additional data averaging is generally required to push the noise level down. For 200 co-additions/mirror position (10 5 repetitions of the reaction) a 6.25 μsec resolution absorbance difference spectrum can display a noise standard deviation between 2 x 10 -5 and 2 x 10 -4 for an ATR and between 5 x 10 -6 and 3 x 10 -5 for a transmission experiment (Figure 15 ). Thanks to its higher photon throughput, transmission allows for ~7 lower noise levels than ATR, a key aspect for successfully studying samples giving weak absorption changes such as ChR2. On the other hand, ATR requires 5 to 25 times less sample than a transmission experiment.
The application of time-resolved step-scan FT-IR spectroscopy is problematic for proteins displaying slow photocycles: recording an interferogram by step-scan can become unpractical long. Some solutions have been presented for dealing with such cases 72, 73 , often based on using multiple exchangeable samples to speed up measurements at the cost of increased protein consumption and experimental complexity 27, 74 . In some instances it is possible to circumvent this problem by exciting the sample before the photocycle is strictly completed. For ChR2, with a photocycle requiring after photo-excitation 60 sec for 99% recovery, the recovery at 4 sec is already of 80% 48 . With an excitation efficiency of 10% per laser pulse, 98% of ChR2 molecules are in the dark state 4 sec after photo-excitation, making possible to perform experiments at a laser repetition rate to 0.25 Hz.
Data processing is a final technical aspect required to attain the best possible results. Logarithmic averaging reduces noise and, also important, reduces the size of the data without distortions, a feature essential for posterior data analysis using singular value decomposition or global fitting. Logarithmic averaging is, however, not very successful in averaging out fluctuations in the time-traces caused by oscillations in the mobile mirror and other 1/f noise sources during the measurements (Figure 9 ). These fluctuations in the baseline can exceed the noise in the millisecond range and corrupt the quality of the data. Singular value decomposition takes advantage of the redundancy of the data to reduce the noise, and with some modifications 57 it can reduce as well fluctuations in the baseline.
