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Abstract. In the review we describe a relation between the Heisenberg spin chain
model on pseudospheres and light–like cones in pseudo–Euclidean spaces and vir-
tual billiards. A geometrical interpretation of the integrals associated to a family
of confocal quadrics is given, analogous to Moser’s geometrical interpretation of
the integrals of the Neumann system on the sphere.
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1. Introduction
In the paper we round up our study of geometry of discrete (contact) integrable
systems with constraints starting with the Heisenberg system in pseudo–Euclidean
spaces Ek,l (see [14]) and continued with billiard system within ellipsoid [16], i.e,
virtual billiard system within quadrics in Ek,l [18].1
It is well known that the Heisenberg system on a sphere can be seen as a square
root of the ellipsoidal billiard [23, 28], as well that it can be seen as a Ba¨cklund trans-
formation of the Neumann system [25]. For the latter, Moser gave a nice geometrical
2010 Mathematics Subject Classification. 70H06, 37J35, 37J55, 70H45.
Key words and phrases. discrete systems with constraints, contact integrability, billiards, Neu-
mann and Heisenberg systems.
1A draft of Section 2 of the current paper is given as the Section 5 in the first arXive version of
[18] [arXiv:1510.04037v1].
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interpretation of integrability (e.g., see [22]). We feel that it would be interesting to
formulate analogous pseudo-Euclidean statements. In this sense we compiled a review
paper, with some additional analysis concerning mostly the light–like case. We note
that integrable discretizations are usually considered for complexified objects. Here we
work within real domains. For example, the Moser–Veselov skew hodograph mapping
naturally follows from the requirement that a quadratic generating function defines a
symplectic mapping for real objects (see Lemma 2.1). As an example we obtain the
symplectic billiard mapping for the ellipsoid recently introduced in [2] (see Example
2.1).
We consider the Heisenberg model on a pseudosphere (light–like cone)
Sn−1c = {q ∈ Ek,l | 〈q, q〉 = c}, c = ±1, 0
in a pseudo–Euclidean space (Ek,l, 〈·, ·〉) of signature (k, l), k + l = n (see [14]). It is
defined as a discrete Lagrangian system given by the action functional
S[q] =
∑
L(qk, qk+1), L(qk, qk+1) = 〈qk, Jqk+1〉,
where q = (qk), k ∈ Z is a sequence of points on Sn−1c and J = diag(J1, . . . , Jn),
detJ 6= 0. In the Euclidean case the functional defines the energy of a spin chain of
the Heisenberg model, see Veselov [28].
The equations of the stationary configuration have the form
(1.1)
∂L(qk, qk+1)
∂qk
+
∂L(qk−1, qk)
∂qk
= EJqk+1 + EJqk−1 = λkEqk, k ∈ Z,
where2
E = diag(τ1, . . . , τn), τi = 1, i = 1, . . . , k, τi = −1, i = k + 1, . . . , n.
The multipliers
(1.2) λk = 2〈J−1qk, qk−1〉/〈J−2qk, qk〉
are determined by the constraints 〈qk, qk〉 = c, and they are defined outside the singular
set 〈J−2qk, qk〉 = 0.
The equations (1.1), (1.2) determine the symplectic mapping
Φ: Pc → Pc, Φ(qk−1, qk) = (qk, qk+1)
with respect to the 2-form Ω =
∑
i τiJidQi ∧ dqi, where
Pc(q,Q) : 〈q, q〉 = c, 〈Q,Q〉 = c, c = ±1, 0,
〈q, J−1Q〉 6= 0, 〈q, J−2q〉 6= 0, 〈Q, J−2Q〉 6= 0
(see [14]).3 It is a completely integrable discrete Hamiltonian system. For J2j 6= J2i ,
the integrals can be written in the form
(1.3) fi(qk−1, qk) = c · τi(qk−1)2i +
∑
j 6=i
τiτj((Jqk)j(qk−1)i − (qk−1)j(Jqk)i)2
J2i − J2j
,
i = 1, . . . , n, with the relation
∑
i fi ≡ c2 among them. Furthermore, on the light–like
cone, the mapping Φ leads to an integrable contact system as well (see [14]).
2We hope that it will be clear from the context when k denotes the discrete time, and when the
signature of the metric.
3Actually, the function 〈qk, J
−1qk+1〉 is the first integral [14], and so the condition
〈qk, J
−1qk+1〉 6= 0 is invariant of the dynamics, while 〈J
−2qk, qk〉 6= 0 is not. If 〈J
−2qk+1, qk+1〉 = 0,
by definition the flow stops. In this sense, in the codomain of Φ we should take the manifold defined
without the assumption 〈Q, J−2Q〉 6= 0.
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Outline and results of the paper. In the Euclidean case, there is a remarkable
relation between the ellipsoidal billiard and the Heisenberg spin chain model established
by the use of so the called skew hodograph mapping (see Moser and Veselov [23]).
Recently, in [15], a simple observation concerning generating functions for systems with
constraints (see Theorem 2.1) is used for another interpretation of the skew-hodograph
mapping. Following [15], we establish analogous relation between virtual billiards
and the pseudo–Euclidean Heisenberg model, which also includes the symmetries of
the system (Theorem 2.2, Section 2). As a by-product, we obtain the symplectic
billiard within ellipsoid given in [2] (Example 2.1), as well as a ”big” n × n–matrix
representations of the virtual billiard flow (Theorem 2.3, Section 2).
Further, in Sections 3 and 4, as a straightforward generalization of the Euclidean
case (see [25]), we consider a discrete Legendre transformation of the Heisenberg model
and define the associated 1:2 symplectic correspondence on the domains M±1 of the
cotangent bundle of pseudospheres Sn−1±1 (Theorem 3.2), i.e, the domain M0 of the
cotangent bundle of a light–like cone Sn−10 (Theorem 4.1). The small 2 × 2–matrix
representations for the systems are also given (Theorems 3.4, 4.2).
We show that the Heisenberg model on M±1 is a Ba¨cklund transformation (Theo-
rem 3.4) of the integrable variant of the Neumann system in pseudo–Euclidean spaces
described in Theorem 3.1. On the other hand, the Heisenberg model on M0 has a one-
parameter family of invariant hypersurfaces Σκ. The restriction of the correspondence
to Σκ is a natural example of completely integrable contact system (Theorem 4.3).
Motivated by Moser’s geometric interpretation of the integrals of the Neumann
system on a sphere (see [22]), in section 5 we consider the following pseudo–confocal
family of quadrics in Ek,l
(1.4) Qc,λ : 〈(U − λI)−1x, x〉 =
n∑
i=1
τix
2
i
Ui − λ = c, λ 6= Ui, i = 1, . . . , n,
where Ui = J
2
i , i = 1, . . . , n. In the light–like case, to a given trajectory {qk | k ∈ Z}
we associate a sequence of planes
πk = span {qk, Jqk}, k ∈ Z.
Then, if πk is tangent to a cone Q0,λ∗ from the pseudo–confocal family (1.4) for a
certain k, then it is tangent to Q0,λ∗ for all k ∈ Z. In the case c = ±1, instead of
planes, to a trajectory {qk | k ∈ Z} we associate sequence of lines
lk = Jqk + span {qk}, k ∈ Z
with the same property (Theorem 5.1). Further, under the condition U1 < U2 < · · · <
Un, we estimate the number of (real) quadrics tangent to planes πk (lines lk) for a
generic trajectory {qk | k ∈ Z} (Theorem 5.3).
2. Heisenberg model and billiards
2.1. Generating functions for systems with constraints. In what follows,
we will use the following simple observation (see [15]). Consider (2n−2m)–dimensional
submanifoldsM ⊂ R2n(x, p) andN ⊂ R2n(X,P ), defined by the constraints of the form
M : fi(x) = 0, fm+i(p, x) = 0, i = 1, . . . ,m,
N : Fi(X) = 0, Fm+i(P,X) = 0, i = 1, . . . ,m.
We suppose that M and N are symplectic submanifolds with respect to the canonical
symplectic forms, that is
det({fi, fj}) 6= 0|M , det({Fi, Fj}) 6= 0|N , i, j = 1, . . . , 2m,
4 BOZˇIDAR JOVANOVIC´ AND VLADIMIR JOVANOVIC´
where {·, ·} are the canonical Poisson bracket (e.g., see [25]).
Theorem 2.1. If a graph Γφ of the diffeomorphism φ : M → N can be given by
(2.1) p =
∂S(x,X)
∂x
+
m∑
i=1
λi
∂fi
∂x
, P = −∂S(x,X)
∂X
−
m∑
i=1
Λi
∂Fi
∂X
,
for certain Lagrange multipliers λi,Λi, then φ is symplectic. Similarly, if (2.1) defines
a diffeomorphism φ : M → N , then φ is symplectic.
2.2. Virtual billiards. Let
(2.2) Qn−1 =
{
x ∈ Ek,l | 〈A−1x, x〉 = c} , c = ±1, 0
be a (n− 1)–dimensional quadric, where
A = diag(a1, . . . , an), detA 6= 0.
A point x ∈ Qn−1 is singular if the induced metric is degenerate at x, i.e., if a pseudo–
Euclidean normal A−1x at x is light–like: 〈A−2x, x〉 = 0.4
The virtual billiard mapping φ : (xk, yk) 7→ (xk+1, yk+1) is defined by:
xk+1 = xk + µkyk = xk − 2 〈A
−1xk, yk〉
〈A−1yk, yk〉 yk,(2.3)
yk+1 = yk + νkA
−1xk+1 = yk + 2
〈A−1xk+1, yk+1〉
〈A−2xk+1, xk+1〉A
−1xk+1,(2.4)
where the multipliers µk, νk are determined from the conditions that the ”impact”
points xk belong to the quadric (2.2) and that the outgoing and incoming directions
at xj+1 have the same norms: 〈yk+1, yk+1〉 = 〈yk, yk〉.
Geometrically (2.4) means that yk 7→ yk+1 is the billiard reflection at xk+1 ∈ Qn−1
in the pseudo–Euclidean space Ek,l, but µk in (2.3) can be less then zero as well. Thus,
the segments xk−1xk and xkxk+1 determined by 3 successive points of the mapping
(2.3), (2.4) may be either on the same side of the tangent plane TxkQ
n−1 (the usual
billiard reflection at xk), or on the opposite sides of TxkQ
n−1. Such configurations were
studied in [3, 4, 6, 12].
The system is defined outside the singular set
(2.5) Σ = {(x, y) ∈ R2n | 〈A−2x, x〉 = 0 ∨ 〈A−1x, y〉 = 0 ∨ 〈A−1y, y〉 = 0},
and if (xk+1, yk+1) is singular, the flow stops. The lines lk = {xk+syk | s ∈ R} contain-
ing segments xkxk+1 of a given virtual billiard trajectory are of the same type: they are
all either space–like (〈yk, yk〉 > 0), time–like (〈yk, yk〉 < 0) or light–like (〈yk, yk〉 = 0).
Also, the function 〈A−1xk, yk〉 is the first integral of the system.
Consider the submanifold of the symplectic linear space R2n(x, y)
Mc,h = {(x, y) ∈ R2n\Σ | φ1 = 〈A−1x, x〉 = c, φ2 = 〈y, y〉 = h},
where we take the symplectic form ∑
i
τidyi ∧ dxi
4The matrix A used here, corresponds to the matrix EA used in [18].
HEISENBERG MODEL IN PSEUDO–EUCLIDEAN SPACES II 5
obtained from the canonical symplectic form on R2n(x, p) after the identification p =
Ey. Since {φ1, φ2} = 4〈A−1x, y〉 6= 0|Mc,h , it follows that Mc,h is a symplectic sub-
manifold of R2n(x, y) and the mapping φ is a symplectic transformation of Mc,h (see
Theorem 2.1, [18]5).6
The Hamiltonian and contact integrability of the virtual billiard dynamics is de-
scribed in [18]. In the case when EA is positive definite, c = +1, this is a billiard
system within ellipsoid Qn−1 in the pseudo-Euclidean space (see [19, 5]).
For c = 0, the dynamics (2.3), (2.4) induces a well defined dynamics of the lines
span {xk}, i.e, the points pk = [xk] ∈ Qn−2 of the (n− 1)–dimensional projective space
P(Ek,l) outside the singular set
Ξ = {[x] ∈ P(Ek,l) | 〈A−2x, x〉 = 0},
where Qn−2 is the projectivization of the cone (2.2) within P(Ek,l). A sequence {pk}
is a billiard trajectory within the quadric Qn−2 in the projective space P(Ek,l) with
respect to the metric induced from the pseudo–Euclidean space Ek,l. In particular, for
the signature (n, 0) and the condition
0 < a1, a2, . . . , an−2, an−1 < −an,
and the signature (n− 1, 1) with the condition
(2.6) , 0 < a1, a2, . . . , an−2, an−1 < an,
we obtain ellipsoidal billiards on the sphere and the Lobachevsky space, respectively
(see [18, 15]).
2.3. The skew hodograph mapping and quadratic generating functions.
There is a remarkable relation between the ellipsoidal Euclidean billiards and the
Heisenberg system established by the use of the so called skew hodograph mapping
(see Moser and Veselov [23]). In [15], the skew-hodograph mapping is interpreted as
a symplectic transformation with a quadratic generating function for a system with
constraints. Here, we shall give analogous mapping for virtual billiards, which also in-
clude the symmetries of the system. Another construction, related to pluri-Lagrangian
systems, that associate generating functions to the billiard system within ellipsoid is
recently given in [26].
For the Euclidean case when Qn−1 is an ellipsoid, we have the following character-
isation of quadratic generating functions.
Lemma 2.1. A quadratic generating function S(x,X) = 〈Bx,X〉, detB 6= 0,
defines a symplectic transformation ψ : M1,1 → M1,1 within a real domain only if
|BTA1/2| = |BA1/2| = 1, where | · | is the operator norm of the matrix.
The proof of Lemma 2.1 is given in the Appendix. Apart from the obvious solu-
tion B = A−1/2 of the stated necessary conditions that leads to the skew-hodograph
mapping (see [15]), we have a family of solutions related to the symmetry of the el-
lipsoid Qn−1. Namely, let R ∈ O(n) be an orthogonal matrix that commute with
A : AdR(A) = A. Then we can take B = RA
−1/2 = A−1/2R.
The above construction can be considered in pseudo–Euclidean spaces as well,
provided A is positive definite. Recall that if some of the eigenvalues of the matrix
5In Theorem 2.1, [18] a direct proof in terms of the induced Dirac–Poison brackets on Mc,h is
given for c = 1, but the same proof applies for c = 0 and c = −1.
6Here, as in the third footnote we note that for the codomain of φ we should consider the variety
Mc,h without the assumptions 〈A
−2x, x〉 6= 0, 〈A−1y, y〉 6= 0.
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A are the same, we deal with virtual billiards with symmetries and the corresponding
dynamics is integrable in a noncommutative sense (see [18]). The set of all symmetries
R ∈ O(k, l) : AdR(A) = A
(RERT = E, RAR−1 = A) is isomorphic to O(k1, l1)×· · ·×O(kr , lr). If all eigenvalues
of A are distinct, the only symmetries are
R ∈ Zn2 ⊂ O(k, l), i.e, R = diag(±1, . . . ,±1),
and the system is integrable in the usual commutative sense.
Let
B = RA−1/2,
where R ∈ O(k, l) is a symmetry of the quadric. Consider the symplectic manifold
Mc,c, c = ±1, 0 and the generating function
S(x,X) = 〈Bx,X〉 = 〈RA−1/2x,X〉.
The equations (2.1) become
Ey = BTEX + λEA−1x = RTA−1/2EX + λEA−1x,(2.7)
EY = −EBx− ΛEA−1X = −ERA−1/2x− ΛEA−1X,(2.8)
where 〈A−1x, x〉 = c, 〈A−1X,X〉 = c. We have four real values for (λ,Λ) given by
λ = 0 or λ = −2〈A−1x,R−1A−1/2X〉/〈A−2x, x〉,
Λ = 0 or Λ = −2〈A−1X,RA−1/2x〉/〈A−2X,X〉.
For λ = 0, Λ 6= 0, the relations (2.7), (2.8) define the symplectic mapping ψR : Mc,c →
Mc,c given by
X = RA1/2y,(2.9)
Y = −RA−1/2(x + µy), µ = −2〈A−1x, y〉/〈A−1y, y〉.(2.10)
Let I be the identity n× n–matrix.
Theorem 2.2. (i) The mapping ψR commute with the virtual billiard mapping
φ. In other words, let (xk, yk) be a solution of (2.3), (2.4) with 〈yk, yk〉 = c. Then
(x′k, y
′
k) = ψR(xk, yk), is a solution of (2.3), (2.4) with 〈y′k, y′k〉 = c. Moreover, ψ2R =
−R2 ◦ φ :
x′′k = −R2xk+1, y′′k = −R2yk+1.
(ii) Let (xk, yk) be a trajectory of the mapping ψ = ψI. Then qk = yk is a solution
of the Heisenberg model (1.1) on Sn−1c with J = A
1/2. Conversely, if J is positive
definite and qk is a solution of the Heisenberg system (1.1) on S
n−1
c , then
xk = (−1)kJq2k, x˜k = (−1)kJq2k+1
are billiard trajectories within the quadric 〈A−1xk, xk〉 = c, where A = J2.
Proof. (i) Let (xk, yk) be a solution of (2.3), (2.4) with 〈yk, yk〉 = c and let
(x′k, y
′
k) = ψR(xk, yk) = (RA
1/2yk,−RA−1/2xk+1).
Then with k replaced by k + 1 we obtain, respectively,
x′k+1 = x
′
k + µ
′
ky
′
k,
y′k+1 = y
′
k + ν
′
kA
−1x′k+1,
where µ′k = −νk, ν′k = −µk+1.
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Further, we have
x′′k = RA
1/2y′k = −RA1/2RA−1/2xk+1 = −R2xk+1,
y′′k = −RA−1/2x′k+1 = −RA−1/2RA1/2yk+1 = −R2yk+1.
(ii) The second statement follows from the relations
yk+2 = −A−1/2(xk+1 + µk+1yk+1)
= −A−1/2(A1/2yk + µk+1yk+1)
= −yk − µk+1A−1/2yk+1. 
For ψ = ψI, we have the following commutative diagram
(2.11) Pc
∆
//
Φ

Mc,c
φ
//
ψ

Mc,c
ψ

Pc
∆
// Mc,c
φ
//Mc,c
where ∆: Pc →Mc,c is a symplectomorphism x = Jq, y = Q, J = A1/2.
Also, since ψ2 = −φ, if qk is periodic with period 4N (respectively, 4N + 1, 4N +
2, 4N+3), then xk, x˜k are periodic with period 2N (respectively, 8N+2, 4N+2, 8N+6).
Figure 1. 6–periodic trajectory of the Heisenberg model (green lines)
and the corresponding 6–periodic space–like trajectory of the virtual
billiard for c = 1 (blue lines) in E1,1.
In the signature (n − 1, 1) the statement relates the ellipsoidal billiard on the
Lobachevsky space and the Heisenberg system on the light–like cone Sn−10 with the
matrix A given by (2.6) (see [15]).
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Example 2.1. As an example of a system with symmetry, consider the billiard
within ellipsoid
Q2n−1 : 〈A−1z, z¯〉 = |z1|
2
a1
+ · · ·+ |zn|
2
an
= 1
in the Euclidean space R2n ∼= Cn, z = (z1, . . . , zn) (in [13] we studied the reduction
of symmetries of the given billiard with additional Hook’s potential). In the complex
notation we have
M1,1 = {(z,v) ∈ C2n | 〈A−1z, z¯〉 = 1, 〈v, v¯〉 = 1}.
Note that for ai 6= aj , i 6= j, we have O(2)n (i.e, U(n)n) symmetry of Q2n−1 and
the symplectic mapping (2.9), (2.10) reads
zk+1 = RA
1/2vk,(2.12)
vk+1 = −RA−1/2(zk + µkvk), µk = −2ℜ〈A−1zk, v¯k〉/〈A−1vk, v¯k〉,(2.13)
where
R = (eiθ1 , . . . , eiθn).
In particular, for R = (i, . . . , i) = iE we obtain ψ2iE = φ, that is (2.12), (2.13)
is exactly the square root of the billiard. This mapping coincides with the symplectic
billiard mapping for the ellipsoid Q2n−1 introduced in [2]. More precisely, after setting
k + 1 instead k in (2.12), we get
zk+2 = iA
1/2vk+1 = iA
1/2(−iA1/2)(zk + µkvk) = zk − µkiA−1/2zk+1.
Thus, {zk} is a trajectory of a symplectic billiard within the ellipsoid Q2n−1 (corre-
sponding to the ellipsoid (18) in [2], where we set ai instead of a
2
i ).
2.4. The (n×n)–matrix representation of the virtual billiards. Motivated
by the Lax representation for elliptical billiards with the Hooke’s potential (Fedorov
[9], see also [24]), a ”small” 2×2 matrix representation for the virtual billiard mapping
is given in [16]. On the other hand, in [14] we presented the following ”big” n × n–
matrix representation of the Heisenberg system, a modification of the n × n matrix
representation given in [23]. Let
F = diag(1, . . . , 1, i, . . . , i),
where the first k components are equal to 1, and the last n− k components are equal
to the imaginary unit i (F 2 = E). The equations (1.1) imply the discrete Lax repre-
sentation
(2.14) Lk+1(λ) = Ak(λ)Lk(λ)A
−1
k (λ),
where
Lk(λ) = J
2 + λFqk−1 ∧ FJqk − c · λ2Fqk−1 ⊗ Fqk−1,
Ak(λ) = J − λFqk ⊗ Fqk−1.
Note that in the light–like cone case, the L–matrix is linear in λ. Also, if J2j 6= J2i ,
the integrals obtained from the matrix representation can be written in the form (1.3).
In the Euclidean case, the skew hodograph mapping relates n × n matrix repre-
sentations of the Heisenberg model and the elliptic billiard [23]. Although we have an
analog of the skew hodograph mapping only for A > 0, the modification of the matrix
representation for the Heisenberg model from the Euclidean to the pseudo–Euclidean
spaces (2.14) suggests the following matrix representation for virtual billiards.
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Theorem 2.3. The virtual billiard mapping (2.3), (2.4) implies the discrete Lax
representation
Lk+1(λ) = Ak(λ)Lk(λ)A−1k (λ),
where
Lk(λ) = A− λFxk ∧ Fyk−1 − c · λ2Fyk−1 ⊗ Fyk−1,
Ak(λ) = A− λ(Fxk ⊗ Fyk−1 − Fyk ⊗ Fxk)− c · λ2Fyk ⊗ Fyk−1.
The proof is given in the Appendix.
3. Ba¨cklund transformation of the Neumann system
3.1. Continuous limit and the Neumann system. FollowingMoser and Veselov
[23], by taking J(ǫ) = I+ 1
2
ǫ2U , qk = q(t0 + kǫ) for small ǫ, from (1.1) we obtain the
equation for q(t)
(3.1) (I+
1
2
ǫ2U)(2q + ǫ2q¨) ≈ λq,
that is
q¨ ≈ −Uq + µq, µ = (λ− 2)ǫ−2.
The last equation in the case c = ±1 describes the Neumann system on a pseudo-
sphere. This is the Lagrangian system with the Lagrangian
L(q, q˙) =
1
2
〈q˙, q˙〉 − 1
2
〈Uq, q〉,
subjected to the constraint 〈q, q〉 = c, c = ±1, where
U = diag(U1, . . . , Un).
Indeed, the associated Euler–Lagrange equation on the tangent bundle TSn−1c realized
by equations
(3.2) 〈q, q〉 = c, 〈q, q˙〉 = 0,
reads
(3.3) q¨ = −Uq + µq, µ = −1
c
(〈q˙, q˙〉 − 〈Uq, q〉).
In the case of the light–like cone c = 0, the Lagrangian L is degenerate, since all points
of Sn−10 are singular.
We will show that the cotangent bundle formulation of the Heisenberg model
provides a Ba¨cklund transformation of the Neumann system. The construction is a
straightforward generalization of the discretization of the Neumann system presented
by Suris [25].
Firstly, we need a Hamiltonian formulation of the Neumann flow. Consider the
realization of the cotangent bundle T ∗Sn−1c as a submanifold of R
2n(q, p) endowed
with the canonical symplectic form ω = dp ∧ dq:
(3.4) T ∗Sn−1c : ϕ1 = 〈q, q〉 = c, ϕ2 = 〈q, Ep〉 = 0.
This is a symplectic submanifold for c = ±1, since {ϕ1, ϕ2} = 2〈q, q〉 = c 6= 0 at
T ∗Sn−1c . Moreover, the restriction ω|T∗Sn−1c coincides with the canonical symplectic
form on T ∗Sn−1c . The induced Poisson–Dirac bracket reads
(3.5) {f1, f2}D = {f1, f2} − {ϕ1, f1}{ϕ2, f2} − {ϕ2, f1}{ϕ1, f2}{ϕ1, ϕ2} .
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The equation
(3.6) p =
∂L
∂q˙
+ λEq = Eq˙ + λEq
with constraints (3.2) and (3.4) implies λ = 0 and q˙ = Ep. Thus, the Legendre
transformation of L(q, q˙) yields the Hamiltonian function
(3.7) H(q, p) =
1
2
〈p, p〉+ 1
2
〈Uq, q〉.
The equations (3.3) are equivalent to the Hamiltonian equations with constraints
q˙ =
∂H
∂p
− µ∂ϕ1
∂p
− ν ∂ϕ2
∂p
= Ep− νq,(3.8)
p˙ = −∂H
∂q
+ µ
∂ϕ1
∂q
+ ν
∂ϕ2
∂q
= −EUq + µEq + νp,(3.9)
where the multipliers µ, ν, determined from the conditions ϕ˙1 = ϕ˙2 = 0 are given by
µ = − 1〈q, q〉 (〈p, p〉 − 〈Uq, q〉) , ν = 0.
Let
(3.10) Qλ(x, y) = 〈(λI − U)−1x, y〉 =
∑
i
τixiyi
λ− Ui .
Theorem 3.1. The Neumann flow (3.8), (3.9) implies the matrix representation
(3.11)
d
dt
Lq,p(λ) = [Lq,p(λ),Aq,p(λ)],
with 2× 2 matrices depending on the parameter λ
Lq,p(λ) =
( −Qλ(q, Ep) −Qλ(q, q)
c+Qλ(p, p) Qλ(q, Ep)
)
, Aq,p(λ) =
(
0 1
µ− λ 0
)
.
The system is completely integrable. For Ui 6= Uj, i 6= j, from the expression
(3.12) detLq,p(λ) = Qλ(q, q)(c+Qλ(p, p))−Qλ(q, Ep)2 =
n∑
i=1
fi(q, p)
λ− Ui ,
we obtain a complete set of integrals
(3.13) fi(q, p) = c · τiq2i +
∑
j 6=i
τiτj(τjpjqi − τiqjpi)2
Ui − Uj ,
where {fi, fj}D = 0, i, j = 1, . . . , n, and
∑
i fi ≡ 1.
A ”big” n × n matrix representation and integration of equations (3.3) in the
signature (n− 1, 1), i.e, of the Neumann system in the Lobachevsky space is given by
Veselov (see Appendix B, [27]). A generalization of the Neumann system to the Stiefel
varieties, as well as its integrable discretization, is given in [10] and [11], respectively.
3.2. Discrete Legendre transformation for c = ±1. Following [23, 28, 25],
we consider the associated discrete cotangent bundle dynamics of the Heisenberg sys-
tem. Let Mc, c = ±1, be a domain within T ∗Sn−1c defined by the inequalities
(3.14) Dc(q, p) = 〈J−2Ep, q〉2 − 〈J−2q, q〉(〈J−2p, p〉 − c) > 0, 〈J−2q, q〉 6= 0.
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Theorem 3.2. The relations Ψ defined by
Q =EJ−1p+ µJ−1q,(3.15)
P =− EJq + µEQ,(3.16)
where µ is the solution of the quadratic equation
(3.17) 〈J−2q, q〉µ2 + 2µ〈J−2Ep, q〉+ 〈J−2p, p〉 − c = 0,
define 1 : 2 symplectic correspondence Ψ: Mc →Mc (c = ±1).
Proof. Consider a transformation of T ∗Sn−1c defined by constraints (3.4) and the
generating function given by the discrete Lagrangian:
S(q,Q) = 〈JQ, q〉.
The equations (2.1) read
p = EJQ + λEq,(3.18)
P = −EJq − ΛEQ,(3.19)
where the Lagrange multipliers λ = Λ = −〈JQ, q〉/c are determined from the con-
straints 〈Eq, p〉 = 〈EQ,P 〉 = 0.
Let L1 : Pc(q,Q)→ T ∗Sn−1(q, p), L2 : Pc(q,Q)→ T ∗Sn−1(Q,P ) be the mappings
defined by (3.18) and (3.19), respectively. They can can be seen as a discrete analogue
of the Legendre transformation (3.6). Let
Nc = L1(Pc) = L2(Pc).
We have that Dc(q, p) is greater then zero on Nc:
Dc = 〈J−2Ep, q〉2 − 〈J−2q, q〉(〈J−2p, p〉 − c)
= 〈J−2q, JQ+ λq〉2 − 〈J−2q, q〉(〈J−1Q+ λJ−2q, JQ+ λq〉 − c)
= 〈J−1q,Q〉2 > 0,
since 〈J−1q,Q〉 6= 0 at Pc. Thus, Nc is a subset of Mc.
Vice versa, assume (q, p) ∈ Mc. The relation (3.18), can be rewritten into the
form (3.15), where µ is unknown multiplier. From the constraint 〈Q,Q〉 = c we get the
equation (3.17) determining µ as a two-valued function of (q, p)
µ(q, p) =
−〈J−2Ep, q〉 ±
√
Dc(q, p)
〈J−2q, q〉 .
As a result we obtain two points Q1 and Q2 such that (q, p) = L1(q,Q1) = L1(q,Q2),
and Mc = Nc.
Therefore, according to Theorem 2.1, we get a two-valued symplectic transforma-
tion
Ψ: Mc(q, p)→Mc(Q,P )
such that Ψ(q, p) = L2(L
−1
1 (q, p)). 
Since all equations are algebraic, we have that (3.16), (3.15) is a symplectic 1:2
correspondence on T ∗Sn−1c for complexified objects with Dc = 0 defining the set of
branch points. Note that the discriminant 4Dc is the first integral of (3.16), (3.15). It
can be verified directly. Also it follows from the Lax representation (3.23) given below.
Namely,
Dc = − detLk|λ=−ǫ−2 .
Recall that the commutative diagram (2.11) relates the Heisenberg system with
the virtual billiard dynamics. Now we have:
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Lemma 3.1. The following diagram is commutative
Pc(q,Q)
L1
//
L2
&&
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
Φ

Mc(q, p)
Ψ

Pc(q,Q)
L1
//Mc(Q,P )
in the sense that two-valued map Ψ satisfies Ψ(q, p) = L1
(
Φ
(
L−11 (q, p)
))
.
Lemma 3.1 is a direct corollary of the definition of discrete Legendre transforma-
tions (3.18), (3.19) and the equation of the stationary configuration (1.1). For the
completeness of the exposition the proof is included in the Appendix.
As a result, for c = ±1, we refer to the correspondence
qk+1 = EJ
−1pk + µkJ
−1qk,(3.20)
pk+1 = −EJqk + µkEqk+1, k ∈ Z,(3.21)
µk =
(− 〈J−2Epk, qk〉 ±√Dc(qk, pk))/〈J−2qk, qk〉
as the Heisenberg model on Mc. If 〈J−2qk+1, qk+1〉 = 0, by definition the flow stops.
By subtracting (3.20) and (3.21), where we set k instead of k + 1, we obtain the
equation of stationary configuration (1.1) with the Lagrange multipliers (1.2) and µk
related by
λk = µk + µk−1, k ∈ Z.
By using the integrals (1.3), Lemma 3.1 and the equation (3.20) we get:
Theorem 3.3. The Heisenberg system (3.20), (3.21) is completely integrable with
a complete set of integrals
(3.22) fi(q, p) = c · τiq2i +
∑
j 6=i
τiτj(τjpjqi − τiqjpi)2
J2i − J2j
,
where {fi, fj}D = 0, i, j = 1, . . . , n, and
∑
i fi ≡ 1.
3.3. Ba¨cklund transformation. Usually, a Ba¨cklund transformation for a sys-
tem of differential equations is a mapping which takes solution into solutions, or in
the framework of integrable systems, the symplectic mapping which preserves Liouville
folliation [25]. We saw that the Moser–Veselov choice J(ǫ) = I+ 1
2
ǫ2U for small ǫ ap-
proximates the Neumann dynamics (3.3). However, it does not preserve the foliation
given by (3.13). Instead, as in the Euclidean case (see [25]), we take
J(ǫ) =
1
ǫ
√
I+ ǫ2U =
1
ǫ
I+
1
2
ǫU + . . .
Then, from (1.1), by taking qk = q(t0+kǫ), ǫ ≈ 0, we again obtain (3.1) with λ replaced
by ǫλ. Therefore, the Heisenberg system with J(ǫ) = 1ǫ
√
I+ ǫ2U is also a discretization
of the Neumann system on the pseudosphere Sn−1c . On the other hand
1/(J2i (ǫ)− J2j (ǫ)) = 1/(Ui − Uj)
and the integrals (3.22) reduce to the integrals (3.13). Therefore, the corresponding
Heisenberg model is a Ba¨cklund transformation of the Neumann system. Moreover, we
have the following Lax representation depending on the parameter ǫ.
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Theorem 3.4. Let J2(ǫ) = U + ǫ−2I. The Heisenberg system (3.20), (3.21) on
Mc, c = ±1, implies the matrix equations with a spectral parameter λ
Lk+1(λ) =Mk(λ)Lk(λ)Mk(λ)−1,(3.23)
where
Lk(λ) =
( −Qλ(qk, Epk) −Qλ(qk, qk)
c+Qλ(pk, pk) Qλ(qk, Epk)
)
,
Mk(λ) =
( −µk 1
µ2k − λ− ǫ−2 −µk
)
, c = ±1,
and Qλ id given by (3.10).
4. Light–like cone and contact integrability.
4.1. Discrete Legendre transformation for the light–like case. Instead of
ϕ2, for a description of the cotangent bundle of the light–like cone S
n−1
0 we use the
function ϕ3 = 〈p, q〉:
T ∗Sn−10 : ϕ1 = 〈q, q〉 = 0, ϕ3 = 〈q, p〉 = 0.
Then {ϕ1, ϕ3} = 2〈Eq, q〉 6= 0, for q 6= 0. Denote the new Dirac–Poisson bracket
by {·, ·}0D. Repeating the arguments from the previous section, by taking S(q,Q) =
〈q, JQ〉 for a generating function, we get the discrete Legendre transformations:
L01 : P0(q,Q)→ T ∗Sn−10 (q, p), p = EJQ −
〈EJQ, q〉
〈Eq, q〉 Eq,
L02 : P0(q,Q)→ T ∗Sn−10 (Q,P ), P = −EJq +
〈EJQ, q〉
〈EQ,Q〉 EQ,
and the 1:2 symplectic correspondence
Ψ: M0 →M0
given by
Q =EJ−1p+ µJ−1q,
P =− EJq + µ˜EQ,
where
µ =
(−〈J−2Ep, q〉 ±√D0(q, p))/〈J−2q, q〉, µ˜ = 〈EJQ, q〉/〈EQ,Q〉,
and M0 is a subset of T
∗Sn−10 defined by the inequalities (3.14) for c = 0.
Lemma 3.1 also applies, which together with the integrals (1.3) implies the following
statement.
Theorem 4.1. The Heisenberg system on M0
qk+1 = EJ
−1pk + µkJ
−1qk,(4.1)
pk+1 = −EJqk + µ˜kEqk+1, k ∈ Z,(4.2)
is completely integrable. The complete set of first integrals is
(4.3) fi(q, p) =
∑
j 6=i
τiτj(τjpjqi − τiqjpi)2
J2i − J2j
,
where {fi, fj}0D = 0, i, j = 1, . . . , n, and
∑
i fi ≡ 0.
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Again, if 〈J−2qk+1, qk+1〉 = 0, by definition the flow stops. Now, the Lagrange
multipliers (1.2) of stationary configuration (1.1) and the correspondence (4.1), (4.2)
are related by
λk = µk + µ˜k−1, k ∈ Z,
and we have an analog of Theorem 3.4.
Theorem 4.2. Let U = J2. The Heisenberg system (4.1), (4.2) on M0 implies the
matrix equations with a spectral parameter λ
(4.4) Lk+1(λ) =Mk(λ)Lk(λ)Mk(λ)−1,
where
Lk(λ) =
( −Qλ(qk, Epk) −Qλ(qk, qk)
Qλ(pk, pk) Qλ(qk, Epk)
)
, Mk(λ) =
( −µk 1
µkµ˜k − λ −µ˜k
)
,
and Qλ id given by (3.10).
Remark 4.1. Obviously, the constraint ϕ3 = 0 can be used for the Heisenberg
systems on T ∗Sn−1±1 as well, but ϕ2 = 0 is more appropriate for a continuous Neumann
system (3.3). Namely, the equation
p =
∂L
∂q˙
+ λEq = Eq˙ + λEq
with constraints ϕ1 = c, ϕ3 = 0 and (3.2) implies λ = −〈Eq˙, q〉/〈Eq, q〉 and
q˙ = Ep− 〈Ep, q〉〈q, q〉 q.
Thus, in this case, the Legendre transformation of L(q, q˙) yields the Hamiltonian
function
H(q, p) =
1
2
〈p, p〉 − 1
2
〈Ep, q〉
〈q, q〉 +
1
2
〈Uq, q〉,
having the extra term 〈Ep, q〉/2〈q, q〉.
4.2. Contact integrability. The next statement is a cotangent variant of The-
orems 2.1 and 3.3 given in [14].
Theorem 4.3. (i) The Heisenberg system (4.1), (4.2) satisfies the invariant rela-
tion
〈Eqk, pk〉+ 〈Eqk+1, pk+1〉 = 0.
(ii) The restriction of the correspondence (4.1), (4.2) to the invariant manifold
Σκ ⊂M0 : ϕ2(q, p) = 〈Eq, p〉 = ±κ, κ > 0
is a completely integrable discrete contact system, with respect to the contact form
θ = pdq|Σκ .
Proof. The statement follows from Theorems 2.1, 3.3 of [14] and Lemma 3.1.
For the completeness of the exposition, we present a direct proof in the Appendix. 
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5. Geometric interpretation of the integrals
Theorem 5.1. (i) If a sequence of planes
(5.1) πj = {s1Epj + s2qj | s1, s2 ∈ R}, j ∈ Z
determined by a trajectory {(qj , pj) | j ∈ Z} of the Heisenberg model (4.1), (4.2) is
tangent to a cone Q0,λ∗ from the pseudo–confocal family (1.4) for a certain j, then it
is tangent to Q0,λ∗ for all j ∈ Z.
(ii) If a sequence of lines
(5.2) lj = {Epj + sqj |, s ∈ R}, j ∈ Z
determined by a trajectory {(qj , pj) | j ∈ Z} of the Heisenberg model (3.20), (3.21) is
tangent to a quadric Qc,λ∗ from the pseudo–confocal family (1.4) for a certain j, then
it is tangent to Qc,λ∗ for all j ∈ Z.
Proof. (i) Let πI , I = (i1, . . . , ir), 1 ≤ i1 < i2 < · · · < ir ≤ n be the Plu¨cker
coordinates of a r–dimensional subspace π in Rn. Then π is tangent to a nondegenerate
cone K = {∑i bix2i = 0} if and only if∑I bi1 · · · bik π2I = 0 (see Fedorov [8]). For r = 2,
π = span {x, y} the condition reduces to
(5.3)
(∑
i
bix
2
i
)(∑
i
biy
2
i
)− (∑
i
bixiyi
)2
= 0.
Thus, by taking bi = τi/(Ui − λ∗), we get that πj = span {Epj, qj} is tangent to
Q0,λ∗ if and only if
(5.4) Qλ∗(qj , qj)Qλ∗(Epj , Epj)−Qλ∗(qj , Epj)2 = 0.
On the other hand, from Theorem 4.2 we have that (5.4) is the integral of the system
equal detLj(λ∗). Therefore, if πj is tangent to Q0,λ∗ , it is tangent to Q0,λ∗ for all
j ∈ Z.
(ii) For c = ±1, we consider (n+ 1)–dimensional space Rn+1(x0, x1, . . . , xn). The
plane π˜j = span {(0, qj), (1, Epj)} is tangent to the cone
Kc,λ∗ : cx20 +
τ1x
2
1
λ∗ − U1 + · · ·+
τnx
2
n
λ∗ − Un = 0
if and only if
detLj(λ∗) = Qλ∗(qj , qj)(c+Qλ∗(Epj , Epj))−Qλ∗(qj , Epj)2 = 0.
Here Lj(λ) is given by Theorem 3.4 with ǫ =∞. Thus, as in item (i), if π˜j is tangent
to Kc,λ∗ , it is tangent to Kc,λ∗ for all j ∈ Z. Now, the statement follows from the
identities
Qc,λ∗ ∼= Kc,λ∗ ∩ {(x0, x1, . . . , xn) ∈ Rn+1 |x0 = 1},
lj = Epj + {sqj | s ∈ R} ∼= π˜j ∩ {(x0, x1, . . . , xn) ∈ Rn+1 |x0 = 1}. 
Obviously, item (ii) holds for the continious Neumann system (3.8), (3.9) as well,
by replacing {(qj , pj) | j ∈ Z} by a trajectory {(q(t), p(t)) | t ∈ R}. For the Euclidean
case it is proved by Moser (e.g., see [22]). The above proof is taken from [10], where
it is given for the Neumann systems on Stiefel varieties.
Let us assume
U1 < U2 < · · · < Un.
In the case of the Euclidean space (k = n), it is well known that outside coordinates
hypeplanes through q ∈ En it pass exactly n, i.e., n − 1 quadrics from the confocal
family (1.4), for c = ±1 and c = 0, respectively. They define ellipsoidal coordinates,
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i.e., together with r =
√
〈q, q〉 so called sphero–conical coordinates in En. Suppose
0 < k < n.
Theorem 5.2. For c = 1 through a generic point in Ek,l pass n quadrics from the
pseudo-confocal family (1.4), for c = −1 pass n or n − 2, and for c = 0 exactly n− 1
quadrics.
Proof. For c = 1 and A = EU , the confocal family (1.4) corresponds to the
confocal family studied in [18]. Consider the confocal family (1.4) written in the form
(5.5) c+Qλ(q, q) = c+
k∑
i=1
q2i
λ− Ui −
n∑
i=k+1
q2i
λ− Ui =
cλn + · · ·
(λ− U1) · · · · (λ− Un) = 0.
From limλ→Ui± q
2
i /(λ− Ui) = ±∞ we see that there exist at least n− 2 solutions
ζ1 ∈ (U1, U2), . . . , ζk−1 ∈ (Uk−1, Uk), ζk+1 ∈ (Uk+1, Uk+2), . . . , ζn−1 ∈ (Un−1, Un)
of (5.5) outside coordinates hyperplanes.
Next, from
(5.6) Qλ(q, q) =
λn−1〈q, q〉+ · · ·
(λ− U1) · · · · (λ− Un) ∼
〈q, q〉
λ
, λ→ ±∞,
and
, lim
λ→U1−
q21/(λ− U1) = −∞, lim
λ→Un+
−q2n/(λ− Un) = −∞,
it follows that in the case c = 1 there are two additional solutions ζ0 ∈ (−∞, U1) and
ζn ∈ (Un,∞).
Further, for c = 0 and 〈q, q〉 < 0, from (5.6), we have a solution ζ0 within (−∞, U1),
while for 〈q, q〉 > 0 we have a solution ζn ∈ (Un,∞). 
Theorem 5.3. For c = 1 and a generic trajectory {(qj , pj) | j ∈ Z}, the sequence
of lines (5.2) is tangent to n− 1 quadrics from the pseudo–confocal family (1.4), while
for c = 0, the sequence of planes (5.1) is tangent to n− 2 cones Q0,λ. For c = −1 and
a generic trajectory {(qj , pj) | j ∈ Z}, the sequence of lines (5.2) is, depending on the
initial position, tangent to n− 1 or n− 3 quadrics.
Proof. According to Theorem 5.1, we need to estimate the number of the real
zeros of the equation Lj(λ) = 0. To simplify the notation, in what follows we will omit
the index j and use p, q, L(λ), instead of pj , qj , and Lj(λ).
Recall the equation (3.12) and rewrite it as
(5.7) Qλ(q, q)(c+Qλ(Ep,Ep))−Qλ(q, Ep)2 =
n∑
i=1
fi(q, p)
λ− Ui =
Pc(λ)∏
i(λ− Ui)
,
where fi are the integrals (3.13) and Pc(λ) is a polynomial of degree n− 1 for c = ±1
and n− 2 for c = 0. Thus, the maximal number of quadrics Qc,λ is n− 1 (for c = ±1),
i.e, n− 2 (for c = 0). Due to relations
f1 + · · ·+ fn = c2, U1f1 + · · ·+ Unfn = −〈Ep, q〉2 (for c = 0),
the leading terms of polynomials Pc(λ) are given by
(5.8) P±1(λ) = λ
n−1 + · · · , P0(λ) = −〈Ep, q〉2λn−2 + · · · .
Firstly, let us assume c = 〈q, q〉 = −1, q1 . . . qn 6= 0. As in the proof of Theorem
5.2, there are n− 1 solutions
ζ0 ∈ (−∞, U1), . . . , ζk−1 ∈ (Uk−1, Uk), ζk+1 ∈ (Uk+1, Uk+2), . . . , ζn−1 ∈ (Un−1, Un)
of the equation Qλ(q, q) = 0.
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The left hand side of (5.7) is negative at the ends of all n− 3 intervals
(5.9) (ζ0, ζ1), (ζ1, ζ2), . . . , (ζk−2, ζk−1), (ζk+1, ζk+2), . . . , (ζn−2, ζn−1),
which contain U1, U2, . . . , Uk−1, Uk+2, . . . , Un−1, respectively. Owing to
(5.10) lim
λ→Ui±
fi
λ− Ui = (±sgnfi) · ∞,
we see that each interval in (5.9) contains a solution of detL(λ) = 0.
In the case c = 〈q, q〉 = 1, with U1 and (ζ0, ζ1) replaced by Un and (ζn−1, ζn), we
get the existence of n− 3 solutions of detL(λ) = 0. On the other side, from (5.8) we
get the asymptotic expansion
n∑
i=1
fi(q, p)
λ− Ui ∼
1
λ
, λ→ ±∞,
leading to a solution within (ζn,∞) as well. Since the polynomial P1(λ) has real
coefficients, degree n− 1, and n− 2 real zeros (none of the given zeros is of multiplicity
greater then 1), it has an additional real zero.
For the case c = 〈q, q〉 = 0 we proceed analogously. As in the proof of Theorem
5.2, there are n− 2 solutions
ζ1 ∈ (U1, U2), . . . , ζk−1 ∈ (Uk−1, Uk), ζk+1 ∈ (Uk+1, Uk+2), . . . , ζn−1 ∈ (Un−1, Un)
of the equation Qλ(q, q) = 0. The left hand side of (5.7) is negative at the ends of all
n− 4 intervals
(5.11) (ζ1, ζ2), . . . , (ζk−2, ζk−1), (ζk+1, ζk+2), . . . , (ζn−2, ζn−1),
that contain U2, U3, . . . , Uk−1, Uk+2, . . . , Un−1. From (5.10), we obtain that each inter-
val in (5.11) contains a solution of detL(λ) = 0. Moreover, due to (5.8), we have the
asymptotic expansion
n∑
i=1
fi(q, p)
λ− Ui ∼ −
〈Ep, q〉2
λ2
, λ→ ±∞
implying that there exist ζ0 < U1 and ζn > Un, such that the left hand side of (5.7) is
less then zero.
Therefore, the equation detL(λ) = 0 has n− 2 real solutions. 
Remark 5.1. The signatures (1, n− 1) and (n− 1, 1) should be treated separately,
however for c = 1, c = 0, and c = −1 and the signature (1, n− 1) the conclusions are
the same. Suppose c = −1 and k = n− 1. Now the left hand side of (5.7) is negative
at the ends of intervals
(ζ0, ζ1), (ζ1, ζ2), . . . , (ζn−3, ζn−2)
that contain U1, U2, . . . , Un−3, Un−2, so we get n − 2 real solutions of detL(λ) = 0.
Again, since P−1(λ) has n− 2 real zeros, it has the additional real zero: the sequence
of lines (5.2) is tangent to n− 1 quadrics Q−1,λ for a generic initial conditions.
Remark 5.2. If we assume c = −1 and that the value of the integal fk is less then
zero or the value of fk+1 is greater then zero, then the sequence of lines (5.2) is tangent
to n − 1 quadrics Q−1,λ. Indeed, then, from (5.10), there exists ζk ∈ (Uk, Uk+1) with
detL(ζk) < 0. Since
Uk ∈ (ζk−1, ζk) and Uk+1 ∈ (ζk, ζk+1) (for k < n− 1),
there exist two additional real solutions of detL(λ) = 0.
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Remark 5.3. Note that one can consider a symmetric Heisenberg model, i.e.,
Neumann system on Sn−1c as well, when some of Ui are mutually equal:
U1 = · · · = Uρ1︸ ︷︷ ︸
ρ1
< Uρ1+1 = · · ·Uρ1+ρ2︸ ︷︷ ︸
ρ2
< · · · < Un−ρr+1 = · · · = Un︸ ︷︷ ︸
ρr
,
ρ1 + · · ·+ ρr = n. Then the set of all symmetries R ∈ O(k, l) : AdR(U) = U is either
O(ρ1)× · · · ×O(ρr), or
O(ρ1)× · · ·O(ρp−1)×O(kp, lp)×O(ρp+1)× · · · ×O(ρr), kp + lp = ρp.
Similarly like in the case of virtual billiard dynamics [18], the systems are integrable
in a noncommutative sense and the phase spacesMc, c = ±1, 0 are foliated on invariant
(N − 1)–dimensional isotropic varieties, where
N = r + ♯{s | ρs > 1, s = 1, . . . , r}.
Further, some additional careful analysis is needed in order to estimate the number
of real caustics and their maximal number is N − 1 for c = ±1 and N − 2 for c = 0.
6. Appendix
Proof of Lemma 2.1. Let S(x,X) = 〈Bx,X〉, where B is a nonsingular matrix.
The equations (2.1) become
y = BTX + λA−1x, Y = −Bx− ΛA−1X,(6.1)
where 〈A−1x, x〉 = 1, 〈A−1X,X〉 = 1.
From the constraints 〈y, y〉 = 1, 〈Y, Y 〉 = 1, we get that λ and Λ are solutions of
the equations
1 = 〈BTX,BTX〉+ 2λ〈A−1x,BTX〉+ λ2〈A−2x, x〉,(6.2)
1 = 〈Bx,Bx〉 + 2Λ〈A−1X,Bx〉+ Λ2〈A−2X,X〉.(6.3)
One can easily see that if
max
ξ∈Qn−1
|BT ξ| = max
ξ∈Sn−1
|BTA1/2ξ| > 1, max
ξ∈Qn−1
|Bξ| = max
ξ∈Sn−1
|BA1/2ξ| > 1,
then there exists (x,X) ∈ Qn−1 × Qn−1 such that the discriminant of (6.2), respec-
tively (6.3), is less then zero. On the other hand, if maxξ∈Sn−1 |BTA1/2ξ| ≤ 1 and
maxξ∈Sn−1 |BA1/2ξ| ≤ 1, the discriminants are greater then zero and we have real mul-
tipliers as functions on Qn−1 × Qn−1(x,X). Further, if the above relations define the
mapping ψ : M1,1 →M1,1, we have
X = (BT )−1y − ν(ABT )−1x,(6.4)
Y = −Bx− µA−1X = −Bx− µA−1((BT )−1y − ν(ABT )−1x),(6.5)
for some multipliers ν, µ, now functions on M1,1(x, y). From (6.4) and the constraint
〈A−1X,X〉 = 1, we get
ν2〈A−1(ABT )−1x, (ABT )−1x〉 − 2ν〈(BTA)−1y, (ABT )−1x〉+ |(BTA1/2)−1y|2 = 1.
Again, if
max
ξ∈Sn−1
|(BTA1/2)−1ξ| = max
ξ∈Sn−1
1/|BTA1/2ξ| > 1,
there exists (x, y) ∈ M such that the discriminant of the above quadratic equation is
less then zero. Thus, in that case, (6.1) defines a dynamics for complexified objects
only. Therefore, we obtain the necessary condition |BTA1/2| = 1. A similar analysis
for (x, y) to be expressed as functions of (X,Y ), leads to the condition |BA1/2| = 1. 
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Proof of Theorem 2.3. We have
AkLk = A2 + λK1 + λ2K2 + λ3cK3 + λ4c2K4,
Lk+1Ak = A2 + λS1 + λ2S2 + λ3c S3 + λ4c2S4,
where
K1 =Fyk ⊗AFxk − Fxk ⊗AFyk−1 +AFyk−1 ⊗ Fxk −AFxk ⊗ Fyk−1,
K2 =− c Fyk ⊗AFyk−1 − cAFyk−1 ⊗ Fyk−1 + 〈yk−1, xk〉Fxk ⊗ Fyk−1
− 〈yk−1, yk−1〉Fxk ⊗ Fxk + 〈xk, yk−1〉Fyk ⊗ Fxk − 〈xk, xk〉Fyk ⊗ Fyk−1,
K3 =〈yk−1, yk−1〉Fxk ⊗ Fyk−1 − 〈yk−1, yk−1〉Fyk ⊗ Fxk,
K4 =〈yk−1, yk−1〉Fyk ⊗ Fyk−1,
and
S1 =Fyk ⊗AFxk+1 − Fxk+1 ⊗AFyk +AFyk ⊗ Fxk −AFxk ⊗ Fyk−1,
S2 =− c Fyk ⊗AFyk − cAFyk ⊗ Fyk−1 + 〈yk, xk〉Fxk+1 ⊗ Fyk−1
− 〈xk+1, xk〉Fyk ⊗ Fyk−1 − 〈yk, yk〉Fxk+1 ⊗ Fxk + 〈xk+1, yk〉Fyk ⊗ Fxk,
S3 =〈yk, yk〉Fxk+1 ⊗ Fyk−1 − 〈xk+1, yk〉Fyk ⊗ Fyk−1
+ 〈yk, xk〉Fyk ⊗ Fyk−1 − 〈yk, yk〉Fyk ⊗ Fxk,
S4 =〈yk, yk〉Fyk ⊗ Fyk−1.
It is evident that K4 = S4. From (2.3), (2.4) we obtain
K1 − S1 =Fyk ⊗AFxk − Fxk ⊗AFyk−1 +AFyk−1 ⊗ Fxk
− Fyk ⊗AF (xk + µkyk) + F (xk + µkyk)⊗AFyk −AFyk ⊗ Fxk
=(AFyk−1 −AFyk) ∧ Fxk = −νk−1AFA−1xk ∧ Fxk = 0,
K2 − S2 =c
(
Fyk ⊗ (AFyk −AFyk−1) + (AFyk −AFyk−1)⊗ Fyk−1
)
+ 〈yk−1, xk〉Fxk ⊗ Fyk−1 − 〈yk−1, yk−1〉Fxk ⊗ Fxk
+ 〈xk, yk−1〉Fyk ⊗ Fxk − 〈xk, xk〉Fyk ⊗ Fyk−1
− 〈yk, xk〉F (xk + µkyk)⊗ Fyk−1 + 〈xk + µkyk, xk〉Fyk ⊗ Fyk−1
+ 〈yk, yk〉F (xk + µkyk)⊗ Fxk − 〈xk + µkyk, yk〉Fyk ⊗ Fxk,
that is,
K2 − S2 =c
(
νk−1Fyk ⊗ Fxk + νk−1Fxk ⊗ Fyk−1
)
+ 〈yk−1 − yk, xk〉Fxk ⊗ Fyk−1 + 〈xk, yk−1 − yk〉Fyk ⊗ Fxk
=c
(
νk−1Fyk ⊗ Fxk + νk−1Fxk ⊗ Fyk−1
)
+ 〈−νk−1A−1xk, xk〉Fxk ⊗ Fyk−1 + 〈xk,−νk−1A−1xk〉Fyk ⊗ Fxk = 0,
and
K3 − S3 =〈yk−1, yk−1〉Fxk ⊗ Fyk−1 − 〈yk−1, yk−1〉Fyk ⊗ Fxk
− 〈yk, yk〉F (xk + µkyk)⊗ Fyk−1 + 〈xk + µkyk, yk〉Fyk ⊗ Fyk−1
− 〈yk, xk〉Fyk ⊗ Fyk−1 + 〈yk, yk〉Fyk ⊗ Fxk = 0. 
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Proof of Lemma 3.1. Let L−11 (q, p) = {(q,Q1), (q,Q2)},(Qi, Q¯i) = Φ(q,Qi),
(Qi, Pi) = L2(q,Qi), (Qi, P¯i) = L1(Qi, Q¯i), i.e.,
p = EJQi − 1
c
〈JQi, q〉Eq,
Pi = −EJq + 1
c
〈JQi, q〉EQi,
Q¯i = −q + 2 〈J
−1q,Qi〉
〈J−2Qi, Qi〉J
−1Qi,
P¯i = EJQ¯i − 1
c
〈JQ¯i, Qi〉EQi, i = 1, 2.
Now, Lemma follows from the identity
P¯i = −EJq + 2 〈J
−1q,Qi〉
〈J−2Qi, Qi〉EQi −
1
c
〈−Jq + 2 〈J
−1q,Qi〉
〈J−2Qi, Qi〉Qi, Qi〉EQi
= −EJq + 1
c
〈JQi, q〉EQi = Pi. 
Proof of Theorem 4.3. (i) From (4.1) and (4.2) we have
〈Eqk+1, pk+1〉 =〈J−1pk + µkEJ−1qk,−EJqk + µ˜kEqk+1〉
=− 〈Eqk, pk〉 − µk〈qk, qk〉+ µkµ˜k〈J−1qk, qk+1〉+ µ˜k〈J−1pk, Eqk+1〉
=− 〈Eqk, pk〉+ µ˜k〈EJ−1pk + µkJ−1qk, qk+1〉
=− 〈Eqk, pk〉+ µ˜k〈qk+1, qk+1〉 = −〈Eqk, pk〉.
(ii) Consider the graph Γκ of the correspondence Ψ|Σk :
Γκ ⊂ Σκ(q, p)× Σκ(Q,P ) ⊂ R2n(q, p)× R2n(Q,P )
Note that the generating function S = 〈q, JQ〉 of the mappings L01, L02 satisfies
S = ±κ|Γκ , i.e, dS|Γκ = 0. Therefore,
PdQ− pdq = −dS + µ˜EQdQ+ µEqdq = µ˜
2
d〈Q,Q〉+ µ
2
d〈q, q〉 = 0|Γκ .
Thus, the Heisenberg system restricted to Σκ preserves the 1-form θ = pdq|Σκ :
(Ψ|Σκ)∗θ = θ.
The Hamiltonian flow of ϕ2 = 〈Ep, q〉 with respect to the Dirac–Poisson bracket
{·, ·}0D equals
X =
∑
i
qi∂/∂qi − pi∂/∂pi.
The submanifold Σκ is a contact manifold with respect to θ, if and only if θ(X) 6= 0
on Σκ (e.g., see [21]). We have θ(X) = ϕ2 = ±κ. Therefore, Σκ is a contact manifold
with respect to θ for κ 6= 0 with the Reeb vector field Z = ± 1κX .
Next, since {ϕ2, fi}0D = 0, i = 1, . . . , n, where integrals fi are given by (4.3), from
{fi, fj}0D = 0, using the theorem on isoenergetic integrability (see [17]), we get that the
restrictions of fi|Σκ commute with respect to the Jacobi bracket on (Σκ, θ). We have
two relations ∑
i
fi|Σκ = 0,
∑
i
J2i fi|Σκ + κ2 = 0,
and there are n− 2 independent integrals on Σκ. Thus, the mapping Ψ is a completely
integrable contact 1:2 correspondence (see [20, 18]). 
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