In this paper, we present a digital holographic particle image velocimetry (DHPIV) technique with a spatio-temporal derivative method for velocity measurement in 3D space and the results of evaluating on its measurement accuracy. In this technique, hologram patterns are observed as digital images using an electronic camera, such as CCD or CMOS, and image reconstruction is carried out on a personal computer. Since an in-line observation system is utilized in conventional digital holography, a numerically reconstructed image is considerably enlarged in the depth direction and its depth resolution is extremely low; hence, the measurement accuracy in the depth direction is inaccurate in a digital holographic measurement. To overcome this difficulty, we apply a spatio-temporal derivative method to this technique for the detection of particle displacement along the z-axis. In a numerical simulation, measurement accuracy is evaluated for a multi particle model and a cubic cavity flow model. Furthermore, we examine the effect of noise on displacement measurement accuracy for numerically constructed noisy hologram patterns.
Introduction
Particle image velocimetry (PIV) has been widely used as one of the most useful tools for flow measurement for recent two decades. In PIV, the velocity of fluid flow is measured by tracking each tracer particle or particle pattern in flow visualization images captured with an electronic video camera. The recent development of a video device and a digital processor has made it possible to obtain finer and more accurate results of velocity vectors in a 2D measurement. However, fluid flow inherently has an unsteady structure in three-dimensional space; thus, it is strongly required to develop a foolproof 3D-PIV technique to quantitatively understand the structure of threedimensional flow.
Holography is a perspective solution to the problem described above, and a new idea has been introduced for recent 10 years to holography to digitally reconstruct images from a hologram image captured with an electronic still or video camera, which is called digital holography. Due to the development of an image device and a digital processor, digital holography has been applied to certain flow measurements (1) - (7) . One is digital holographic particle image velocimetry (DHPIV) that enables us to evaluate the velocity field in 3D space. The authors applied digital holography to the measurement of air bubbly flow (8) , and Okamoto et al. (9) and Ikeda et al. (10) also measured the velocity of a jet impinging on a flat plate by digital holography using a high-speed camera. However, the authors pointed out that the measurement accuracy of particle position in the depth direction was not so high that the result-ing velocity component in the depth direction obtained by tracking the particle position in 3D space time step by time step was not reliable.
In this paper, a new algorithm for improving the measurement accuracy of velocity vectors based on DHPIV is presented. The measurement accuracy is evaluated in a numerical simulation for a particle model and a cubic cavity flow model.
Digital Holography

1 Recording and reconstruction
Digital holography is a technique of holography in which hologram patterns are obtained with an electronic camera, and its image reconstruction is numerically carried out on a digital computer. In the same manner as conventional holography, an object can be reconstructed only in focus due to a large depth of field. Furthermore, since the development of a hologram is not required in digital holography, the procedure is suitable for on-line measurement. Figure 1 shows hologram recording and image reconstruction in digital holography for multiphase flow measurement. An expanded laser beam illuminates objects, air bubbles in this case, from the right, and the resulting hologram patterns of interference fringes are recorded with a CCD or CMOS camera and stored on a personal computer as a digital image with the 3D spatial information of the objects. An in-line-type optical layout is used so that interference fringes can be resolved on a digital image. Image reconstruction is performed by numerically solving the Fresnel diffraction formula for the input information of hologram pattern I, expressed by Eq. (1), as follows:
h(x z ,y z ,z; I(x,y))
where z denotes the spatial coordinate perpendicular to a hologram plane and originating from the plane and (x, y) and (x z , y z ) are the Cartesian coordinates on hologram and image planes, respectively. λ is the wavelength of illumination light and j is the imaginary unit. The light amplitude h can be computed for any depth coordinate z, and image reconstruction is performed at the depth interval ∆z for a certain depth range. Hence, the light intensity I z is given by Figure 2 shows an example of a digital hologram for air bubbly flow and its reconstructed image at the depth coordinate z = 125.0 mm. We can observe in Fig. 2 (b) that the dark shades of some objects of air bubbles are focused on the reconstructed image, while only some coaxial interference fringes are slightly visible on a hologram image with a low contrast.
2 Detection of particle position
PIV algorithms can be classified into two groups: one is a pattern-tracking-based method and the other is a particle-tracking-based method. Although some DH-PIV algorithms developed by Meng et al. (11) and Shen and Runjie (12) belong to the former method, the latter method seems to be popular in 3D PIV and the present method provides us with velocity vectors at detected particle positions in the same manner as the latter method. In the particle-tracking-based method, particle positions provide measuring positions in 3D space, so the positions must be accurately measured prior to velocity measurement. For determining the particle positions in the reconstructed volume of light intensity, our previous papers presented some estimators and criteria for the detection of particle positions, for example, the particle position was defined as the position where the reconstructed light intensity is locally minimum. In this study, a 3D template (13) is employed for obtaining particle images in the 3D volume of the reconstructed light intensity. The template is numerically constructed for a single particle using a numerical hologram in which 100 particles are recorded and then by overlapping reconstructed images for 100 particles to obtain the volume of the averaged light intensity for a single particle. The size of the 3D template is set to be 5 × 5 pixels in the x -y plane and 1.0 mm in the depth direction (11 slices for the depth interval ∆z = 0.1 mm). Using the 3D template, particle positions are determined under the conditions that the cross-correlation coefficient between a local candidate and the 3D template is larger than 0.7 and that a local peak of the cross-correlation coefficient exists.
The accuracy of particle position measurement is evaluated in a numerical simulation. The spatial resolution of the numerical hologram is 512×512 pixels and the size of one pixel is set to be 7.4 µm/pixel in this test. One hundred particles with a constant diameter of 0.03 mm are randomly positioned in the x -y plane for the discrete depth coordinates z = 10, 11, 12, 13 and 14 mm. For the numerical hologram, image reconstruction is performed in the depth range from z = 9.0 mm to 15.0 mm at the interval ∆z = 0.1 mm. Table 1 shows the RMS errors of detected particle positions in the x, y and z coordinates. N d denotes the number of detected particles in this table. All the particles are not detected. This is due to the reconstructed particle image being slightly deformed owing to partly lost interference fringes near the boundary of the hologram image and overlapping interference fringes. Table 2 shows a comparison of error frequencies for particle positions in the depth direction, −0.1, 0.0 and 0.1 mm. It is observed from these tables that the in-plane positions x and y are ac- Table 1 RMS error in particle detection   Table 2 Error for particle detection along z-axis curately measured; however, certain errors in the detected positions in depth are produced.
3 Difficulties in DHPIV
Let us consider the algorithm of tracking the particle positions measured, as described in section 2.2, time step by time step. In this paper, the particle displacements along the x, y (pixel) and z (mm)-axes are denoted by δx t , δy t and δz t (mm), respectively, as
where ∆x and ∆y are the sizes of one pixel in the x and y directions (mm/pixel), and ∆z is the depth interval for image reconstruction (mm). Subscripts 1 and 2 express the first and second time steps, respectively. Figure 3 shows a typical example of an image reconstruction for a single particle. The y -z slice passing through the coaxial center of the reconstructed particle image is also shown in this figure. It is easily observed that the particle image indicated by the dark part is considerably enlarged along the z-axis, which induces the measurement error of particle position in the depth direction, as shown in Table 1 . Hence, the particle displacement in the depth direction cannot be accurately measured using Eq. (5). The authors often use the depth interval ∆z = 0.1 mm for saving memory resource and computation time, which corresponds to about 10-fold size of one pixel for a standard CCD device. Even if the given depth interval ∆z is 0.01 mm, the measurement accuracy of the particle-tracking-based method is not improved, as shown in the next section, since the enlargement of the particle image in the depth direction is not suppressed. On the other hand, an in-plane displacement can be accurately measured in the same manner as 2D PIV or PTV, and the error is expected to be dependent on the size of one pixel. In this study, the new technique described in section 3 is employed to reduce the measurement error of the particle displacement in the depth direction to that of the in-plane particle displacement. Figure 4 (a) shows the reconstructed light intensity distributions in the y -z plane passing through the true particle positions for the two numerical holograms with a short time interval. In this figure, it is assumed that a particle moves along the z-axis at the given time interval. By considering the absolute subtraction between the two images, the temporal changes in reconstructed light intensity are obtained, as shown in Fig. 4 (b) . A spatio-temporal derivative method, which is also called the gradient-based method, enables the estimation of the spatial shift of the light intensity distribution by computing the spatial derivatives of light intensity in Fig. 4 (a) and the temporal derivative demonstrated in Fig. 4 (b) . In PIV, the spatio-temporal derivative method has often been employed for subpixel analysis (14) , and then, it is used in the present method for evaluating the velocity component along the z-axis around each measuring point determined by the method described in section 2.2 to improve the accuracy of the velocity component by DHPIV. Figure 5 shows the concept of the spatio-temporal derivative method. The abscissa expresses each spatial coordinate, and the ordinate, the reconstructed light intensity. Representing the light intensity distribution at the time t with the arbitrary function f (x,y,z,t) and assuming that the function f does not change with a spatial shift (δx, δy, δz) for a short time interval ∆t, we obtain f (x,y,z,t) = f (x + δx,y+ δy,z + δz,t +∆t).
1 Measurement principle
Since the RHS of Eq. (6) can be expanded using the results of Talor series expansion with respect to δx, δy, δz and ∆t, the fundamental equation for the spatio-temporal derivative method can be derived by neglecting the terms of high order in the Talor expansion
In Eq. (7), δx/∆t, δy/∆t and δz/∆t denote the velocity components along x, y and z, respectively. Partial derivative terms can be approximated by a finite difference method; hence, we have three unknowns of velocity components in Eq. (7). For obtaining the three unknowns, a system of fundamental equations on several pixels in a local area is solved by using a least-squares method, in which a least-squares solution is determined in such a manner that the sum of squares defined in Eq. (8) is minimum,
Hence, the solution can generally be expressed by
The gradient-based method requires that an objective function has a long wavelength as compared with the spatial shift of the function and is suitable for the particle image in the volume of the reconstructed light intensity in DHPIV, because the image is considerably enlarged along the z-axis. In this paper, the spatial and temporal derivative terms are approximated with a central difference and a forward difference, respectively, for simplicity.
2 Procedure
The procedure for measuring three velocity components in 3D space with the present method is described in this section. Since velocity is computed as (displacement)/(time interval) in PIV, we will show the procedure for the displacement measurement of tracer particles. The particle positions are first determined by examining the dark parts in the reconstructed volume of light intensity and then considering the centroid for each dark part, as described in section 2.2. Secondly, all the particles are identified in the two holograms captured at a certain time interval to roughly estimate the tentative in-plain displacements of each particle in the x -y plane, δx t and δy t , using Eqs. (3) and (4). Such particle identification is carried out using self-organizing maps (SOM) (15) in a neural network model. Please note that the velocity vector cannot be accurately measured from the tentative displacement because the measurement accuracy of particle position is not very high, particularly in the z-coordinate. Finally, the displacement along the z-axis, δz, is measured again using a spatio-temporal method for two local regions around (x 1 , y 1 ) at t 1 and (x 2 , y 2 ) at t 2 . Equation (9) also provides δx and δy representing subpixel displacements, which should be added to the displacement vectors estimated using Eqs. (3) and (4) . In this paper, only the displacement δz is computed to improve the measurement accuracy of the velocity component in the depth direction, and δx and δy are set to be zero, because the accuracy of the in-plane displacement is considerably higher than that of the out-of-plane displacement in the digital holographic method.
3 Performance test for uniform flow
In this section, performance test results are shown for the simplest model of uniform flow to examine the effects of the number of particles and the image boundary on measurement accuracy. It is assumed in this multiparticle model that fluid flows uniformly along the zaxis that is perpendicular to the hologram plane and particle positions are set in a plane parallel to the hologram plane. This indicates that multiscattering does not occur in this case, because the particles are illuminated in the zdirection. Figure 7 shows an example of a reconstructed image for the number of particles N p = 100 at the same coordinate in the depth direction as the true particle depth z = 100.0 mm. This image is composed of 512 × 512 pix- els with a 256 gray-level resolution, and the size of one pixel is 7.4 µm × 7.4 µm. Deformed and blurred particle images are observed in the region near the image boundary. This is due to the lack of some interference fringes for the particles near the boundary, which may affect the accuracy of 3D velocity measurement based on the present method. To examine the effect of lacking interference fringes, a performance test is carried out to evaluate the error of displacement measurement by the present method for the cases with the number of particles N p = 50, 100, 150 and 200. The depth range for image reconstruction is z = 95.0 -105.0 mm, and the particle positions are detected using a 3D template of the particle image, the size of which is 5 pixel × 5 pixel × 1.0 mm. The true displacement along the z-axis is set to be 0.01 mm, and the depth interval for image reconstruction is 0.1 mm in the present method. Furthermore, the local size for the least-squares method shown in Fig. 5 is the same as the template size around a measuring point. Figure 8 shows the velocity vectors measured by the present method for N p = 100. It is found that the vectors are parallel to the z-axis, and their sizes are nearly constant, since the uniform displacement along the z-axis is given for all the particles in this test. Table 3 Detected error in particle displacement (mm) Table 3 shows the measured number of particles, and RMS and maximum errors for four different given numbers of particles. Columns (a) and (b) represent the results obtained by the present method and the algorithm of tracking the particle positions measured with the method described in section 2.2, respectively. Image reconstruction is carried out with the depth interval ∆z = 0.01 mm for the latter method to make the displacement resolutions in the depth direction of the two methods comparable. The RMS and maximum errors increase with increasing number of particles N p . This may be induced by overlapping interference fringes that deform reconstructed particle images. The measurement accuracy of the present method is higher than that of the particle-tracking-based method. In particular, the maximum error of the particle tracking method is larger than the depth interval ∆z = 0.01 mm. Figure 9 shows the correlation between the error in the detected velocity and the in-plane particle position, which is obtained by statistically averaging the displacement error in each local area of 49 × 49 pixels at the interval of 25 pixels for 50 different hologram images with N p = 200. Although the error is relatively high near the boundary, it is only 0.002 -0.004 mm; hence, it can be considered that the inplane position does not markedly affect the measurement accuracy.
4 Performance evaluation for DHPIV
A performance test was also carried out for the flow in a cubic cavity to numerically determine the feasibility of the present method for DHPIV. In the cubic cavity flow, the upper wall moves along the z-axis with the unit veloc- ity, while the side walls and bottom are stationary. Then, a circulating flow is induced in the cavity, as shown in Fig. 10 . The velocity distribution in the cavity is given by numerically simulated results (16) for the Reynolds number 1 000, obtaining a time series holograms. Particle positions are randomly set in the cavity. Image reconstruction is carried out in the depth range from 9.0 mm to 15.0 mm with the depth interval ∆z = 0.1 mm. The time interval for capturing holograms is 0.5 ms. The other parameters are the same as those in section 3.3. Figure 11 shows a comparison of the displacement vectors projected in the y -z plane between the true and measured results for N p = 200. In Fig. 11 (b) , the circulating flow is clearly observed in the x-direction, though the hologram plane is expressed by x -y coordinates and the circulating flow cannot be observed with an ordinary 2D photographic technique. Table 4 shows a summary of the measured number of particles N d and the RMS and maximum errors for the four different numbers of particles N p = 50, 100, 150 and 200. In the same manner as that in Table 3 , columns (a) and (b) express the results obtained by the present method and particle-tracking-based method. The latter results are obtained for the depth interval ∆z = 0.01 mm, which do not include the effect of mistracking particles, because track- Table 4 Detected error in depth displacement (mm) ing is completely carried out by SOM in this test. The ratio of the RMS error to the maximum velocity is 8% and that to the average velocity is 87% for N p = 200, and the random error may be dominant in the present method, because the error distribution is similar to the normal distribution with the average 0. On the other hand, the ratios of the RMS error to the maximum and average velocities are 33% and 360%, respectively. The maximum error is larger than the depth interval for image reconstruction ∆z; hence, it can be considered that the measurement accuracy of the present method is higher than that of the particle-tracking-based method. It should be noted that the particle-tracking-based method is not the same as the so-called PTV and that the particle position is tracked time step by time step without mistracking. Figure 12 shows the correlation between the displacement along the z-axis and the RMS error for the performance test results indicated in Fig. 11 . This figure includes all the results for N p = 50, 100, 150 and 200. In this figure, the error steeply increases at the particle displacement of 0.13 mm. For a displacement smaller than 0.1 mm, the RMS error is nearly constant at 0.01 mm, which corresponds to one-tenth of the depth interval ∆z. Since the RMS error does not decrease for ∆z smaller than 0.1 mm, the present method has a few limitations in determining measurement accuracy and the error is estimated to be about 0.01 mm.
5 Effect of noise
Finally, in this section, the effect of hologram noise on the measurement accuracy is discussed. To determine such an effect, the Gaussian noise generated with a Gaussian random number is added to the hologram pattern for the cubic cavity flow model in section 3.4. The Gaussian noise is distributed around the average 0 with the standard deviation σ = 10 -40, and σ is given by 5, 10, 15 and 20% of the gray level at the hologram background 200 in this test. Table 5 shows the RMS error in the depth displacement detection for the case with N p = 200. For σ = 20%, the ratio of the RMS error to the maximum displacement is 13% and that to the average displacement is 150% and the measurement error increases with increasing σ. Therefore, it can be considered that the present method based on a spatio-temporal derivative method provides us with more accurate results; however, this method is considerably affected by the noise. Therefore, for highly accurate measurement, a good hologram without noise is required in a hologram observation.
Conclusions
In this study, we used a digital holographic particle image velocimetry (DHPIV) technique with a spatiotemporal derivative method for velocity measurement in 3D space and evaluating the measurement accuracy by Table 5 RMS error in depth displacement detection numerical simulation. Numerical results for a multiparticle model and a cubic cavity flow model showed that the measurement accuracy of the present method for the velocity component in the depth direction was considerably higher than that of a simple particle-tracking-based method. Furthermore, we examined the effect of noise on the displacement measurement accuracy for noisy hologram patterns numerically constructed. The reliability of the present method should be experimentally confirmed further as the next step of this research.
