We consider statistical models where functional data are artificially contaminated by independent Wiener processes in order to satisfy privacy constraints. We show that the corrupted observations have a Wiener density which determines the distribution of the original functional random variables, masked near the origin, uniquely, and we construct a nonparametric estimator of that density. We derive an upper bound for its mean integrated squared error which has a polynomial convergence rate, and we establish an asymptotic lower bound on the minimax convergence rates which is close to the rate attained by our estimator. Our estimator requires the choice of a basis and of two smoothing parameters. We propose data-driven ways of choosing them and prove that the asymptotic quality of our estimator is not significantly affected by the empirical parameter selection. We examine the numerical performance of our method via simulated examples.
Introduction
Data privacy is an important feature of a database, where the collected data are transformed and released so as to make it difficult to identify individuals participating in a study. Various privatisation methods are in use, resulting in different privacy constraints of which a popular one is differential privacy. We refer to Wasserman and Zhou (2010) for a statistical introduction of differential privacy. The privatisation mechanism typically has an impact on the statistical analysis of the data, and one of the research directions in statistical privacy is to find ways of ensuring differential privacy while keeping as much of the information as possible from the original database (see e.g. Hall et al., 2013 in the functional data context and Karwa and Slavkovi, 2016 in the setting of synthetic graphs).
One simple way of ensuring differential privacy is to contaminate the data artificially with additive random noise; see for example Wasserman and Zhou (2010) . In the functional data context, Hall et al. (2013) propose a data release mechanism where the observed functional data are contaminated by adding to each function a random Gaussian process (one per functional observation) that is independent of the original data. Proposition 3.3 in Hall et al. (2013) roughly says that the data can be made differentially private whenever the scaling noise factor of the Gaussian process is sufficiently large.
In this paper, we show that if the Gaussian process is a Wiener process and the value of the raw data is masked at the origin, then the contaminated data are differentially private, but they also have a density. This contrasts with the usual functional data setting where the assumption that all measures which are admitted to be the true image measure of functional random variables are dominated by a known basic measure seems very hard to justify. There exists no canonical basic measure such as the Lebesgue measure for finite-dimensional Euclidean data or the Haar measure for data in general locally compact groups. As a result, inference and descriptive summaries of functional data are often based on pseudo-densities. See for example Delaigle and Hall (2010) and Ciollaro et al. (2016) . Recently, Lin et al. (2018) considered the estimation of densities for functions which lie in a dense subset S of the Hilbert space L2(D), where D is a finite interval. There, S is defined as the (non-closed) linear hull of an orthonormal basis of L2(D) and does not contain the functional data contaminated by Wiener processes that we consider. Privacy issues for functional data are also discussed in the recent work of Mirshani et al. (2017) . Therein, the authors also deduce the existence of a Gaussian density for fixed functional observations, but nonparametric estimation of that density is not studied.
By contrast, with the privatisation process we propose, the privatised functional data have a Radon-Nikodym derivative (thus a true, non pseudo, density) with respect to the Wiener measure. Exploiting the fact that the contaminating distribution is usually known in this context, we consider statistical inference from such privatised functional data.
To our knowledge, most existing nonparametric approaches for estimating a Wiener density are motivated by diffusion processes. Although these do not include the type of functional data we consider, some of these methods can be applied in our context. See for example Dabo-Niang (2004a) , who suggests an orthogonal series estimator, Dabo-Niang (2002 , 2004b and Ferraty and Vieu (2006) , who propose a kernel density estimator (see also Prakasa Rao, 2010a , for a generalisation in the case of diffusion processes), and Prakasa Rao (2010b) and Chesneau et al. (2013) who construct a wavelet estimator. See also Baíllo et al. (2011) for a parametric context where the data and the reference measure are Gaussian. However these methods either suffer from slow logarithmic convergence rates, or are derived under abstract assumptions that seem hard to justify in our context, or seem difficult to implement in practice. We propose a fully data-driven estimator which has fast polynomial convergence rates under simple conditions. Although our estimator is motivated by the privacy setting we consider, our results can be extended to more general cases of functional data which have a Wiener density. This paper is organised as follows. In Section 2 we introduce our statistical model and show that the Wiener density exists and determines uniquely the image measure of the raw functional random variables masked near zero. Moreover we prove that the privacy constraints are fulfilled when the noise level is sufficiently large. In Section 3 we construct a nonparametric orthonormal series estimator of the Wiener density and propose data-driven procedures for choosing the basis (Section 3.4) and the smoothing parameters (Section 3.5). In Section 4 we derive an explicit upper bound for the mean integrated squared error of our estimator and show that it achieves polynomial convergence rates under intuitive tail restrictions and metric entropy constraints on the measure of the original data. Functional data problems in which such fast rates are available are rare; usually the achievable rates are only logarithmic or sub-polynomial; see e.g. Dabo-Niang (2004a), Mas (2012) and Meister (2016) . Finally, we derive a lower bound on the mean integrated square error under our intuitive conditions and we show that choosing the parameters in a data-driven way does not significantly deteriorate the asymptotic performance of our procedure (thus we establish a weak adaptivity result). Numerical simulations are provided in Section 5. The proofs are deferred to supplement.
Model, data and applications 2.1 Model and data
We observe functional data Y1, . . . , Yn defined on [0, 1], without loss of generality, and which, for reasons such as differential privacy constraints discussed in Section 1, have been intentionally contaminated by additive random noise. Specifically, we assume that Yj = Xj + σWj , j = 1, . . . , n ,
where the random functions Xj and Wj, j = 1, . . . , n, are totally independent. Here, Xj represents the jth function of interest, which is corrupted by a standard Wiener process Wj with a deterministic scaling factor σ > 0. Unlike typical measurement error problems where contamination is due to imprecise measurement or unavoidable perturbation, here the data are contaminated artificially and we can assume that σ is known. We assume that the Xj 's take their values in C0,0([0, 1]) where C 0,ℓ ([0, 1]) denotes the set of ℓ times continuously differentiable (or just continuous when ℓ = 0) functions f defined on [0, 1] that are such that f (0) = 0. The Xj 's have an unknown probability measure PX on the Borel σ-field B(C0,0([0, 1])) of C0,0([0, 1]) where we equip the space C0,0([0, 1]) with the supremum norm · ∞ . Throughout we use the notation Vj = σWj, and we use V , W , X and Y to denote a generic function that has the same distribution as, respectively, the Vj 's, Wj's, the Xj 's and the Yj's. Critically here, the functional data Xj are assumed to satisfy Xj (0) = 0. Indeed, since Wj(0) = 0, then Yj(0) = Xj (0) and if the value of Xj at zero is not masked, then individuals can be identified from Yj(0). In practice, if the raw data do not satisfy Xj (0) = 0, they can be pre-masked at zero before the contamination step, for example by replacing Xj by Xj = Xj − Xj(0) or Xj = Xj w where w is a smooth function such that w(0) = 0 and w(1) = 1.
Density of contaminated data and differential privacy
In this section, we show that the Yj's have a well defined density with respect to the scaled Wiener measure, and that this density characterises the distribution of the Xj 's uniquely. Finally, we show that the contamination process ensures differential privacy.
To ensure existence of a density, we need the following assumption, which we assume throughout this work:
Under Assumption 1, using Girsanov's theorem (Girsanov, 1960) , for any Borel measurable mapping ϕ from C0,0([0, 1]) to [0, 1], we have
so that, by integration by parts, we have, a.s.,
Applying the factorization lemma to this conditional expectation, we deduce that there exists a Borel measurable mapping fY : C0,0([0, 1]) → R such that fY (V ) is equal to the right hand side of (2.2) almost surely. This implies that fY is the density of PY with respect to PV . Thus the contaminated Yj's have a density fY . The next theorem establishes its connection with the measure of the Xj 's.
Theorem 2.1. The functional density fY in (2.2) characterises the probability measure PX uniquely.
We deduce from this theorem that inference about PX (e.g. goodness-of-fit tests or classification problems; see Section 2.3) can be performed via fY . To use this result in practice, it remains to see whether we can estimate fY nonparametrically using the data Y1, . . . , Yn. This is what we study in Section 3. Throughout we use the notation ·, · for the inner product of L2([0, 1]), · 2 for the corresponding norm, and we make the following assumption:
Assumption 2
For some constant CX,1 ∈ (0, ∞), we have that X ′ 2 ≤ CX,1 a.s. .
The following proposition shows that if the scaling factor σ is large enough, the contaminated data are privatised. For the definition of (α, β)-privacy we refer to Hall et al. (2013) ; in our setting this criterion means that 
Applications
The existence of a density for contaminated data has important practical applications. One of them is goodness-of-fit testing. Goodness-of-fit tests for functional data have been considered in e.g. Bugni et al. (2009) . In our context, using the observed i.i.d. contaminated functional data Y1, . . . , Yn, the problem consists in testing the null hypothesis H0 : X1 ∼ PX versus the alternative H1 : X1 ∼ PX for some fixed probability measure PX on B(C0,0([0, 1])). According to Theorem 2.1, H0 is equivalent to the claim that Y1 has the functional density fY = d(PX * PV )/dPV . Using the estimator fY of fY that we introduce in Section 3, a testing procedure could be based on
where ρ is a threshold parameter. In Theorem 4.1 we derive an upper bound on the mean integrated squared error of our estimatorfY . Using the Markov inequality, we deduce that the test can attain any given significance level α > 0 if we select ρ larger or equal to the ratio of this upper bound and α. While this gives some insights about ρ, this upper bound does not provide a data-driven rule for selecting ρ in practice.
The latter is a difficult problem; for example, it requires deriving the asymptotic distribution of the fully data-driven estimator. This goes beyond the scope of this paper and we leave this issue open for future research. Another interesting application is classification, which, in our context, can be expressed as follows. We observe training contaminated data pairs (Yi, Ii), i = 1, . . . , n, where Yi = Xi + Vi, the Xi's come from two distinct populations Π0 and Π1 and the class label Ii = k if Xi comes from population Π k , for k = 0, 1. The Vi's are Wiener processes independent of the Xi's, and are identically distributed within each population, but the scaling noise parameter σ need not be the same for the two populations. Using these data, the goal is to classify in Π0 or Π1 a new random curve Y = X + V , where X comes from either Π0 or Π1, but whose class label is unknown.
It is well known in general classification problems that the optimal classifier is the Bayes classifier which, adapted to our context, assigns a curve to Π1 if E(I|Y = y) > 1/2 and to Π0 otherwise. In the case where the probability measures PY,0 and PY,1 of the Yi's that originate from, respectively, Π0 and Π1, have well defined densities fY,0 and fY,1, the Bayes classifier can be expressed as: assign Y to Π1 if π1fY,1(Y ) > π0fY,0(Y ), and to Π0 otherwise, where π k = P (I = k). In the particular Gaussian case, Baíllo et al. (2011) showed that these densities are well defined and showed how to estimate them.
In our case the Yi's are generally not Gaussian but they have functional densities f Y,k = dP Y,k /dPV , for k = 0, 1. Since PX,0 = PX,1 implies that fY,0 = fY,1 (see Theorem 2.1), these densities can be used for classification of X from observations on Y in the optimal Bayes classifier. There, in practice we classify Y in Π1 if π1fY,1(Y ) ≥ π0fY,0(Y ) and in Π0 otherwise, where for k = 0, 1,f Y,k denotes the estimator of f Y,k from Section 3 constructed from the training data Yi for which Ii = k.
There exist many other classification procedures for functional data, often based on pseudo-densities or finite dimensional approximations. However, 
Methodology
In this section we consider the problem of estimating the functional density fY nonparametrically.
Existing methods
Nonparametric estimation of a density for stochastic processes whose probability measure has a Radon-Nikodym derivative with respect to the Wiener measure has been considered by several authors. In Dabo-Niang (2002 , 2004b , the author proposes to use a kernel density estimator; see also Prakasa Rao (2010a) . This estimator is simple but it suffers from slow logarithmic convergence rates, which are reflected by its practical performance. A wavelet estimator with polynomial convergence rates was proposed by Prakasa Rao (2010b) 
Using results from Cameron and Martin (1947) , the author notes that, as K → ∞, the Fourier-Hermite series (Ψ k 1 ,...,k K ) 0≤k 1 ≤K,...,0≤k K ≤K , where, for x ∈ C0([0, 1]),
forms an orthonormal basis of the Hilbert space of all square-integrable C0([0, 1])valued random variables with respect to the Wiener measure. Motivated by this, the author proposes to estimate the Wiener density fT of functional data T1, . . . , Tn (that have a Wiener density) bŷ
3) where K is a smoothing parameter. This estimator is very attractive for its simplicity. However, a drawback is that the rates derived by Dabo-Niang (2004a) are logarithmic. In the next two sections, using a two-stage approximation approach (first a sieve approximation of fY and then an estimator of the approximation), we are able to introduce a different regularisation scheme which involves two parameters. This increases the flexibility of the estimator, which, as we shall see, enables us to obtain polynomial convergence rates. Moreover we provide data-driven choices of the basis and the threshold parameters.
Finite-dimensional approximation of f Y
Recall from (2.2) that for V = σW with W a standard Wiener process, we have
and that our goal is to estimate fY from data Y1, . . . , Yn. Instead of directly expressing fY in the Fourier-Hermite basis at (3.2), we first construct a sieve approximation of fY , and then (see Section 3.3) we express our sieve approximation in the Fourier-Hermite basis.
Using the notation β ′
where the infinite sums should be understood as mean squared limits. Truncating the sums to m terms, with m ≥ 1 an integer, this suggests that we can approximate fY
and where PX,m denotes the measure of (β ′ X,1 , . . . , β ′ X,m ). The following lemma shows that, as long as m is sufficiently large, f
Since ΓX is a self-adjoint and positive-semidefinite Hilbert-Schmidt operator, the upper bound in Lemma 3.1(b) is finite for any orthonormal basis {ϕj }j of L2([0, 1]), and converges to zero as m → ∞. Indeed, Assumption 2 guarantees that j,
If X (and hence X ′ ) is centered then ΓX coincides with the covariance operator of X ′ .
Estimating the sieve approximation of f Y
Next we show how to estimate f 
Let gσ denote the N (0, σ 2 Im)-density, with Im the m×m-identity matrix, let L2,g σ (R m ) denote the Hilbert space of Borel measurable functions f :
It is easy to deduce from (3.5) that
and it can be proved that f
). Finally, for U a functional random variable independent of Y1, . . . , Yn which has a density with respect to PV , we define our estimator of fY (U ) bŷ
where K ≥ 0 is a truncation parameter and 0 ≤ ωK(x) ≤ 1 a continuous function defined on [0, K]. The term ωK (k1 + · · · + km) 1{k1 + · · · + km ≤ K} prevents the ki's from being too large, which controls the variability of the estimator. Using wavelet terminology, the function ωK dictates whether the ki's are chosen by a soft or a hard rule. Specifically, a hard rule corresponds to ωK ≡ 1: here all ki's summing to at most K are given equal weight and as K increases, new indices appear and play as big a role as older ones. For a soft rule, ωK (x) is taken to be a smooth decreasing function of x, e.g. ωK(x) = 1 − x/(K + 1); as K increases, new indices start playing a role but have less weight than former ones. A major difference between (3.8) and Dabo-Niang's (2004a) estimator at (3.3) is our regularisation scheme: because of the two-step construction of our estimator (sieve approximation followed by basis expansion), we do not use all the indices (k1, . . . , kK ) ∈ {0, . . . , K} K . Instead we use (k1, . . . , km) ∈ {0, . . . , K} m such that k1 + . . . + km ≤ K, and we assign a weight ωK(k1 + . . . + km) to each group of m indices. As we will see in the next sections, our use of a second parameter m and the restriction we put on k1 +. . .+km drastically improve the quality of the estimator, both theoretically and practically. Moreover, in Section 3.4, we introduce a data-driven way of choosing the basis {ϕj } j∈N used to construct the coefficients β ′ Y j ,k and β ′ U,k .
Choosing the ϕ j 's
To compute our estimator in practice, we need to choose the basis {ϕj }j used in (3.1). Lemma 3.1(b) implies that if we take the ϕj 's equal to the eigenfunctions of ΓX , ordered such that the sequence of corresponding eigenvalues (λj)j decreases monotonically, then
This bound decreases monotonically as m increases, which gives an indication that the first m terms of the basis capture some of the main characteristics of fY . Of course, in practice ΓX is unknown and thus the ϕj 's are unknown. Thus we need to estimate ΓX, but a priori this does not seem to be an easy task because, up to some mean terms, ΓX is the covariance function of the first derivative X ′ of X. If we could observe X ′ 1 , . . . , X ′ n , we could use standard covariance estimation techniques such as those in Hall and Hosseini-Nasab (2006), Mas and Ruymgaard (2015) and Jirak (2016) . However we only observe the contaminated Yj's. If the Yj 's were differentiable, we could take their derivative and estimate ΓX and its eigenfunctions as in the references just cited. However they are not differentiable and we cannot take such a simple approach.
Instead, we propose the following approximation procedure. Let {ψj }j denote an orthonormal basis of L2([0, 1]), and recall that ϕ ℓ denotes the eigenfunction of ΓX with eigenvalue λ ℓ , where λ1 ≥ λ2 ≥ · · · . In the supplement we show that, for all
where ϕ ℓ,j = ϕ ℓ , ψj . If we take the ψj 's to be continuously differentiable and such that ψj (0) = ψj (1) = 0, for example if {ψj }j is the Fourier sine basis, then for j, k = 1, 2, . . ., we have
. We propose to approximate ϕ ℓ by M j=1φ ℓ,j ψj, with M a large positive integer, wherê ϕ ℓ,j denotes an estimator of ϕ ℓ,j . Next we show how to computeφ ℓ,1 , . . . ,φ ℓ,M from our data. First, combining (3.10) and (3.11 
where R k,ℓ is a remainder term resulting from the truncation of the sum to M terms. Let IM and M denote, respectively, the M ×M -identity matrix and the M ×M -matrix whose components are defined by M j,k , j, k = 1, . . . , M , and let
Thus, v ℓ is also the eigenvector of M corresponding to its ℓth largest eigenvalue. Of course, M is unknown but it can be estimated bŷ
For ℓ = 1, . . . , M , letv ℓ denote the M unit eigenvectors ofM (ordered so that the corresponding eigenvalues decrease monotonically). We propose to estimate Φ ℓ bŷ
Choosing the parameters M, m and K
To compute the estimator at (3.8) in practice, we need to choose three parameters: M , the parameter used in Section 3.4 to construct the basis functions ϕj employed to compute the projections in (3.1), m, a parameter which dictates the dimension of our approximation of fY by f
[m] Y at (3.5), and K, the truncation parameter of our orthogonal series expansion at (3.8) . Having theφj 's close to the eigenfunctions of ΓX is likely to give better practical performance, but it is not necessary for the consistency of our estimator. This suggests that the choice of M is not crucial and we take M = 20. By contrast, m and K are important smoothing parameters which influence consistency and need to be chosen with care. We suggest choosing (m, K) by minimising the cross-validation (CV) criterion
defined in the same way as the estimator at (3.8), except that it uses only the data Y1, . . . , Yi−1, Yi+1, . . . , Yn. To compute the integral at (3.14) we generate a large sample (we took a sample of size 10000 in our numerical work) of Vj 's from PV and approximate the integral by the mean of the |fY (Vj)| 2 's.
As in standard nonparametric density estimation problems, our cross-validation criterion can have multiple local minima and the global minimum is not necessarily a good choice. In case of multiple local minima, we choose the one that produces the smallest value of m + K. Moreover, when minimising CV (K, m) we discard all pairs of values (K, m) for which more than 50% of thef
For the non discarded (K, m)'s, we replace each negativef 
Theoretical properties
In this section we derive theoretical properties of our estimator. For simplicity we derive our results in the case where the weight function ωK in (3.8) is equal to 1. Similar results can be established for a more general weight function, but at the expense of even more technical proofs. In Section 4.1 we derive an upper bound on the mean integrated squared error of our estimator which is valid for all n. Next, in Section 4.2 we derive asymptotic properties of our estimator.
Finite sample properties
In the next theorem, we give an upper bound on the mean integrated squared error
of the estimator at (3.8) in the case where the orthonormal basis {ϕj }j and the parameters m and K are deterministic. Our result is non asymptotic and is valid for all n.
Theorem 4.1. Under Assumptions 1 and 2 and the selection ωK ≡ 1, we have
, and where Hm,K denotes the linear hull of the H k 1 ,...,km 's for which k1 +· · · +km ≤ K.
In Theorem 4.1, V represents a variance term while B represents a bias term which depends on smoothness properties of f 
Asymptotic properties
Next we derive asymptotic properties of our density estimator. For this, we need an additional assumption which will be used when dealing with the term D from Theorem 4.1:
Assumption 3
There exist constants CX,2, CX,3 ∈ (0, ∞) and γ > 0 such that
For example, if X1 is centered and {ϕj }j is the principal component basis with eigenvalues λ1 ≥ λ2 ≥ · · · discussed in Section 3.4, then Assumption 3 is satisfied as soon as ∞ j=1 exp(C ′ X,3 j γ ) · λ 2 j < ∞ for some C ′ X,3 > CX, 3 . In this case, Assumption 3 can be interpreted as an exponential decay of the eigenvalues of ΓX; concretely Assumption 3 is satisfied if there exist some C ′′ X,3 > C ′ X,3 > CX,3 and some C ′′′ X,3 > 0 such that λj ≤ C ′′′ X,3 exp(−C ′′ X,3 j γ /2) for all integer j ≥ 1. The next theorem establishes an upper bound on the convergence rates of the mean integrated squared error of our estimatorf
as the sample size n tends to infinity.
We establish the upper bound uniformly over the class FX = FX CX,1, CX,2, CX,3, γ, {ϕj }j of all admitted image measures of X1 such that Assumptions 1 to 3 are satisfied for some deterministic orthonormal basis {ϕj }j of L2([0, 1]). The next three theorems consider functions in this class, which implies that they are derived under Assumptions 1 to 3.
Theorem 4.2. Assume that γ ∈ (0, 1) and select the weight function ωK ≡ 1 and the parameters K and m such that K = Kn = ⌊γ(log n)/ log(log n)⌋, m = mn = ⌊ CM · log n 1/γ ⌋, for some finite constant CM > 2/CX,3. Then our estimatorf [m,K] satisfies lim sup
Theorem 4.2 shows that the risk of our estimator converges to zero faster than O(n −γ ′ ) for any γ ′ < γ < 1. In particular, our estimator achieves polynomial convergence rates, which is usually impossible in problems of nonparametric functional regression or density estimation. In standard problems of that type where the data range over an infinite-dimensional space, only logarithmic or sub-algebraic rates can usually be achieved (see e.g. Mas, 2012 , Chagny and Roche, 2014 and Meister, 2016 . In our case the dimension of the data is infinite as well; however the density fY forms an infinite-dimensional Gaussian mixture and its smoothness degree is sufficiently high to overcome the difficulty caused by high dimensionality.
The next theorem provides an asymptotic lower bound for the problem of estimating fY nonparametrically. For simplicity we restrict to the case where CX,1 = 1. We learn from the theorem that, in this problem, no nonparametric estimator can reach the parametric squared convergence rate n −1 . This is significantly different from the simpler problem of nonparametric estimation of one-dimensional Gaussian mixtures, where the parametric rates are achievable up to a logarithmic factor (see Kim, 2014) . Note that the upper bound in Theorem 4.2 is usually larger than the lower bound in Theorem 4.3, although the two bounds are very close to each other for γ close to 1. Rather than our estimator being suboptimal, we suspect that our lower bound is not sharp enough. Deriving the exact minimax rates seems a very challenging open problem for future research.
As is standard in nonparametric estimation problems requiring the choice of smoothing parameters, Theorem 4.2 was derived under a deterministic choice of m and K. Next we establish an asymptotic result in the case where (m,K) is chosen by crossvalidation as at (3.14) , where minimisation is performed over the mesh G = ⌊log n⌋, . . . , ⌊(log n) 1/γ 0 ⌋ × 1, . . . , ⌊(log n)/ log(log n)⌋ , for some constant γ0 ∈ (0, γ). The following theorem shows that the convergence rates from Theorem 4.2 can be maintained at least in a weak sense. , where ωK ≡ 1 and (m,K) is selected by crossvalidation over the mesh G at (4.1), satisfies
for all γ ∈ [γ0, 1) and d > 0.
Simulation results
To illustrate the performance of our density estimation procedure, we performed simulations in different settings. For a grid of T = 101 points 0 = t0 < t1 < . . . < tT = 1 equispaced by ∆t = 1/(T − 1), we generated data In each case we also computed the estimator of Dabo-Niang (2004a) with our adaptive basis of ϕj 's, which we denote by DN. We chose K by minimisation of the cross-validation criterion at (3.14) , replacing there our estimator by this estimator and (m, K) by K. As for our estimator, each time the selected value of K produced a negative estimator for a new curve v, we replaced, for that curve v, K by the largest value smaller or equal to K which produced a positive estimator.
We also considered the kernel density estimator of Dabo-Niang (2004b), which requires the choice of a bandwidth. To choose it in practice we considered several versions of cross-validation and a nearest-neighbour bandwidth version of the estimator. However we encountered major numerical issues with denominators getting too close to zero and did not manage to obtain reasonable results. Therefore we do not consider this estimator in our numerical work.
The results of our simulations are summarised in Table 1 where, for each case and each sample size n we present 10 4 times the median and the first and third quartiles of the squared error SE = {fY (V ) − fY (V )} 2 computed for the 200 × 10 4 V values. As expected by the theory, both estimators improved as sample size increased, and overall our estimator worked significantly better than Dabo-Niang's (2004a) estimator. In Table 2 , for our estimator and that of Dabo-Niang (2004a), we also show the average time (in seconds and averaged over 10 simulated examples) required to compute one density estimator and its associated data-driven smoothing parameters. Recall that our estimator requires the choice by CV of two smoothing parameters m and K whereas that of Dabo-Niang (2004a) requires to choose one smoothing parameter K. It is unsurprising then that our estimator requires longer computational time: this is the price to pay for the additional accuracy brought by choosing, in a data-driven way, two parameters instead of one.
Proofs

Side results
To prove (3.10), note that since ϕ ℓ ∈ L2([0, 1]), we can write ϕ ℓ = ∞ j=1 ϕ ℓ,j ψj .
Multiplying both sides of this equality by ψ k and taking the integral we obtain (3.10).
To prove (3.11), note that, using Fubini's theorem and integration by parts, we
where we used the fact that
In order to provide a more general/ abstract view of a major step (6.17) in the proof of Theorem 4.3, we mention that the supremum of a statistical risk E θ θ − θ 2 over all θ ∈ Θ is estimated from below by a Bayesian risk with respect to some a-priori distribution Q on the parameter space Θ. Therein Θ is a subset of a separable Hilbert space with the norm · . Moreover impose that the data distribution has the density f (θ; ·) with respect to some dominating σ-finite measure µ on the action space Ω. In order to calculate the smallest Bayesian risk, consider the classical argument that
where ·, · denotes the inner product associated with · and the integrals inside the inner product may be understood as Bochner integrals. Putting
the last term in (6.1) vanishes so thatθ is the Bayes estimator of θ with respect to Q and · 2 . Thus the minimal Bayesian risk (Bayesian risk ofθ) equals
This corresponds to the lower bound on the minimax risk which is applied in (6.17).
Proof of Theorem 2.1
Since the measure PV of V1 is known, we can identify the measure PY from the Radon-Nikodym derivative fY = dPY /dPV . Suppose there exist two measures PX andPX , each of which is a candidate for the true measure of X1, and both of which lead to the same measure PY of Y1 = X1 + V1. Consider the functional characteristic functions ψX ,ψX and ψY , defined by
for any t ∈ L2([0, 1]). It follows from the independence of X1 and V1 that ψX (t) · ψV (t) = ψY (t) =ψX (t) · ψV (t) for all t ∈ L2([0, 1]). Since ψV does not vanish anywhere, the above equality implies that ψX =ψX . Now, for u ∈ [0, 1], we put t(u) = t h (u) = h −1 2 m −1 j=1 τj · K (u − j/2 m )/h , where m > 0 is integer, the τj's are real coefficients, and for a bandwidth parameter h ∈ (0, 2 −m ] and a kernel function K : R → R, which is non-negative, continuous, supported on the interval [−1, 1] and integrates to one.
For any fixed m and τj , j = 1, . . . , 2 m − 1, we have lim h→0
τj · x(j/2 m ), for any x ∈ C0([0, 1]). By dominated convergence it follows that ψX (t h ) =ψX (t h ) tend to the characteristic functions of the random vector
at τ = (τ1, . . . , τ2m−1) under the probability measure PX andPX , respectively, as h ↓ 0. Since τ can be chosen to be any vector in R 2 m −1 , the above mentioned characteristic functions are equal. It is well known that the characteristic function of any random vector in R 2 m −1 determines its distribution uniquely so that the distributions of X The countable set Q = m∈N {k/2 m : k = 1, . . . , 2 m − 1} is dense in the interval [0, 1]. Hence the following events coincide:
Therefore we obtain that
The corresponding equality holds true for the measurePX .
Combining (6.2) and (6.3) we deduce that
for any s ∈ C0([0, 1]). The system of the sets
is stable with respect to intersection and generates the Borel σ-field B(C0,0([0, 1])). Therefore, by the uniqueness theorem for measures, we conclude that PX =PX .
Proof of Proposition 2.1
Let x andx be two realizations of the functional random variable X. Thanks to Assumptions 1 and 2, we may impose that x(0) =x(0) = 0 and that max{ x ′ 2, x ′ 2} ≤ CX,1. For any t1, . . . , tn ∈ [0, 1] we introduce the vector F = x(tj) −x(tj) T j=1,...,n and the matrix M = EW (tj)W (t k ) j,k=1,...,n . According to Proposition 7 in Hall et al. (2013) , in order to prove privacy it suffices to show that M −1/2 F ≤ σα/c(β), where we may put c(β) = 2 log(2/β) according to Proposition 3 in Hall et al. (2013) . Without any loss of generality we assume that t1 ≤ · · · ≤ tn since (P M P T ) −1/2 (P F ) 2 = F T M −1 F = M −1/2 F 2 , for any n × n-permutation matrix P . Then,
Writing ∆j = (Fj − Fj−1)/(tj − tj−1) if tj > tj−1 and x ′ (tj) −x ′ (tj) if tj = tj−1; and Yj = ∆j − ∆j+1, where we set F0 = t0 = 0 and ∆n+1 = 0, we consider that for all integer k = 1, . . . , n so that M Y = F , where Y = (Yj) T j=1,...,n . We deduce that the left hand side of the above system of equations equals
x ′ (t)−x ′ (t) dt for j = 1, . . . , n, the Cauchy-Schwarz inequality in L2([0, 1]) yields that (6.4) has the upper bound
which completes the proof of the proposition.
Proof of Lemma 3.1: (a) Expanding X ′ 1 in the orthonormal basis {ϕj }j we get
where the infinite sums should be understood as mean squared limits.
Since, for any integer m, Am is a subset of the σ-field generated by V1, we have that
holds true almost surely. Applying, to the last term in (6.5), the fact that
for all δ ∼ N (0, 1) and t ∈ R, we deduce that 
Using Fubini's theorem, we get
Using (6.6) again we deduce that
and that cov exp
Plugging these equalities into (6.8) we conclude that
Let X2 denote an independent copy of X1. Then (6.9) satisfies
where we used the mean value theorem and the Cauchy-Schwarz inequality.
Proof of Theorem 4.1
Let V ∼ PV denote a functional random variable which is independent of X1, . . . , Xn and W1, . . . , Wn, and let β ′ V,j = 1 0 ϕj (t) dV (t). Sincef 
a.s., by Lemma 3.1(a), we have
Yn and Parseval's identity with respect to the orthonormal basis of the H k 1 ,...,km in L2,g 1 (R m ), we get
Since, from (3.7),
Using the fact that the Hermite polynomials form an Appell sequence (see e.g. Appell, 1880) we deduce that 12) using the orthonormality of the H k 1 ,...,km with respect to ·, · g 1 . Using elementary arguments from combinatorics, we also have # (k1, . . . , km) ∈ N0 : k1 + · · · + km ≤ K = K + m K .
Combined with (6.12), this implies that the first term in (6.11) is bounded from above by V. Combining this with the other derivations above completes the proof of the theorem.
Proof of Theorem 4.2
The next lemma gives an upper bound on the term B defined in Theorem 4.1. It will be used to prove the theorem. = Tm,K + Rm,K where Rm,K is a remainder term that will be treated below, and
(Assumption 2 guarantees integrability of the above terms). Now Tm,K (σ·) is an mvariate polynomial of degree ≤ K, so that Tm,K (σ·) is contained in the linear subspace Hm,K of L2,g 1 (R m ). It follows from there that
(6.13)
Next, using the Lagrange representation, the remainder term Rm,K has the following upper bound:
so that, by Jensen's inequality,
(6.14)
Conditionally on X ′ 1 , the random variable m j=1 β ′ X 1 ,j · β ′ V,j /σ 2 is normally distributed with mean 0 and variance κ 2 m = m j=1 β ′ X 1 ,j 2 /σ 2 . Thus, the right hand side of (6.14) can be expressed as
where δ ∼ N (0, 1) and X ′ 1 are independent. Thus (6.14) has the following upper bound:
1
where we have used Assumption 2, which guarantees that κm ≤ CX,1/σ; the fact that Eδ 2(K+1) = Γ(K + 3/2)2 K+1 / √ π and Minkowski's inequality.
Proof of Theorem 4.2. Since Assumption 2 holds, we can apply Theorem 4.1. First we consider the variance term V. Using Stirling's approximation, we have
since m ≥ K for n sufficiently large. We deduce that lim sup
Using Lemma 6.1, an upper bound for log B is given by const. · K − K log K, where the constant is uniform over all PX ∈ FX , so that The assumption CM > 2/CX,3 guarantees that D is asymptotically negligible.
Proof of Theorem 4.3
We define
respectively. Note that P (n) Y,θ is the measure of the observed data. For details on the proof of (6.17), see Section 6.1.
By Lemma 3.1 and Equation (3.7), the L2(PV )-inner product of f Y,θ ′ and f Y,θ ′′ equals
for all θ ′ , θ ′′ ∈ {−1, 1} K sinceX coincides with the vector (β ′ X 1 ,1 , . . . , β ′ X 1 ,m ) from (3.1). Note that ·, · exp represents an inner product on the linear space of all finite signed measures Q on B(R m ) such that the support of the measure |Q| is included in the m-dimensional closed unit ball around 0. By a slight abuse of the notation we write fK, f K ′ exp for the corresponding inner product of the signed measures which are induced by the functions fK and f K ′ . We show that the fK form an orthogonal system with respect to this inner product; precisely we have that
if K and m − K tend to infinity as n → ∞. Combining (6.18), (6.19) and the fact that the θK's are centered random variables we deduce that the first term in (6.17) equals
where · exp stands for the norm which is induced by ·, · exp and the measure S on B(R m ) is defined by
The second term in (6.17) is
where, here, θ ′ and θ ′′ denote two independent copies of θ. There we have used the fact that
where θ(K, ±) denotes the vector θ with θK replaced by ±1; hence,
Together with (6.20) this implies that the right hand side of (6.17) equals
Using (6.21) and the fact that E θ f (n)
by the Cauchy-Schwarz inequality. The Hellinger affinity between the densities f Y,θ(K,+) and f Y,θ(K,−) is bounded from below by the corresponding χ 2 -distance, i.e.
where χ 2 (f, g) = (f − g) 2 /f dPV . We refer to the book of Tsybakov (2009) for an intensive review on these information distances. We deduce that
Equipped with this inequality and (6.18) we consider that
Combining this with (6.19), (6.22) and (6.23) we obtain that
Now we take m = ⌊(DM log n) 1/γ ⌋ and K = ⌊DK (log n)/ log(log n)⌋ for some constants DM , DK > 0. Whenever −DM CX,3 − 2DK (1/γ − 1) − DK < −1, the inequality (6.24), together with (6.16), yields that
We may choose DK = γ/(2 − γ) and DM > 0 arbitrarily close to 0, which completes the proof of the theorem.
Proof of Theorem 4.4
The proof follows a usual structure of adaptivity proofs for cross-validation techniques, see e.g. Section 2.5.1 in the book of Meister (2009) for a related proof in the field of density deconvolution.
Let (mn, Kn) be defined as in the statement of Theorem 4.2 and define the set
, fY ) .
Using the notation g 2 P V = |g(x)| 2 dPV (x), for any g ∈ L2(PV ), we need to prove that limn→∞ sup P 
k∈K(m,K) E Ξ(1, m, k) · Ξ(i, m, k), K(m, K) = k ∈ N m 0 : k1 + · · · + km ≤ K , Ξ(j, m, k) = H k β ′ Y j ,1 /σ, . . . , β ′ Y j ,m /σ and Ξ(j, m, k) = Ξ(j, m, k) − E Ξ(j, m, k).
The first terms of both sides of the inequality at (6.26) can be represented as follows, using the orthonormality of the H k 's: Here we have used the fact that E H 2 k 1 ,...,km (β ′ Y 1 ,1 /σ, . . . , β ′ Y 1 ,m /σ) ≥ 1, which comes from the first lines of (6.12).
In order to bound (6.27), we also need an upper bound for E∆ 2 4 (m, K, mn, Kn), which involves ∆1 to ∆3. For ∆1 we have E ∆1(m, K) 2 = 2 n(n − 1) k,k ′ ∈K(m,K) cov Ξ(1, m, k), Ξ(1, m, k ′ ) 2 = 2 n(n − 1) k,k ′ ∈K(m,K) · H k , f
[m]
with m = max{m, mn} and K m (m, K) = k ∈ K(m, K) : k l = 0, ∀l > m .
Here we have used the fact that H0 ≡ 1 and E f 1 , . . . , β ′ V 1 ,m ) a.s., which follows from Lemma 3.1(a). Applying the Cauchy-Schwarz inequality and Parseval's identity, we get that the right hand side of (6.30) has the following upper bound:
H k · f · max H 4 k g 1 : k ∈ K(m, K) . (6.33)
In order to bound the terms (6.29), (6.32) and (6.33), we need some technical results. Using the explicit sum representation of the Hermite polynomials we write
for any k ∈ N0 and any even integer ℓ > 0. Furthermore we have
where we used (6.6) and Assumption 2. Applying these results to (6.29), (6.32) and (6.33) and recalling (6.28), we deduce that (6.27) has the upper bound , for some global finite constant D0 > 0, so that (6.27) converges to zero uniformly over PX ∈ FX. This completes the proof of the theorem.
