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Abstract
Using similar assumptions as in Revuz and Yor’s book [9] we prove the exist-
ence and uniqueness of the solutions of SDEs with Lipschitz coefficients, driven by
continuous, model-free price paths. The main tool in our reasonings is a model-free
version of the Burkholder-Davis-Gundy inequality for integrals driven by model-free,
continuous price paths.
MSC: 60H20, 91G99
1 Introduction
The main purpose of this paper is to prove the existence and uniqueness of solutions
of differential equations driven by typical, model-free price paths. Roughly speaking,
there are such (continuous or càdlàg) paths, representing possible evolution of prices
of several financial assets, that do not allow to obtain infinite wealth by risking small
amount and trading these assets. From pioneering works of Vovk [11], [12], [13], [14]
it is well known that (typical) model-free price paths reveal many properties of local
martingales. For example, it is possible to define quadratic variation as well as model-
free version of stochastic integral with respect to càdlàg model-free price paths (whose
downward jumps satisfy some mild growth condition) [6], [14]. The case of continuous
price paths is understood much better than the case of càdlàg paths. For example,
for continuous paths there exists a model-free version of the Dambis, Dubins-Schwarz
theorem [13], [10], they also possess local times [7].
However, even in the space of continuous price paths there are still many topics
which need to be understood better. One of such topics is the existence and unique-
ness of solutions of differential equations driven by continuous, model-free price paths.
The first results in this direction are proven in [1] even for Hilbert space-valued pro-
cesses but under the assumption that one can also trade the difference ‖S‖2− < S >
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and the measure d < S > is majorized by the Lebesgue measure dt multiplied by
some constant. ‖·‖ denotes here the norm in the Hilbert space and < S > denotes the
quadratic variation process of the coordinate process S but defined in a different way
than the usual tensor quadratic variation of a Hilbert space-valued semimartingale,
see [1, Remark 2.4],
Our approach is different. We introduce outer expectation EZ of a process Z :
[0, T ] × Ω → [0,+∞], where Ω is the space of all continuous functions ω : [0, T ] →
R
d (representing possible evolutions of prices of d financial assets), which may be
interpreted as the superhedging cost of not only the terminal value of Z, i.e. ZT ,
but of any value Zτ , where τ is a stopping time such that τ ∈ [0, T ]. Unfortunately,
with our definition we obtain higher superhedging prices than those in [1], or even
in the “standard” approach, where one looks only at the terminal values, however,
the definition we use allow us to obtain a model-free version of the Burkholder-
Davis-Gundy inequality (BDG inequality in short) for integrals driven by model-free,
continuous price paths in a very direct way, from the pathwise version of the BDG
inequality proven in [2].
In this paper we will consider the following differential (or rather integral) equation
driven by continuous price paths ω ∈ Ω:
Xt (ω) = X0 (ω) +
ˆ t
0
K (s,X (ω) , ω) dAs +
ˆ t
0
F (s,X (ω) , ω) dSs (ω) , (1)
where A : [0, T ]×Ω→ R is a continuous, finite-variation process, S : [0, T ]×Ω→ Rd
is the coordinate process, St (ω) = ω (t), (Ft)t∈[0,T ] is the natural filtration of S,
X0 : Ω → Rd is F0-measurable, K : [0, T ] × (Rd)[0,T ] × Ω → Rd and F : [0, T ] ×
(Rd)[0,T ] × Ω → Rd × Rd are non-anticipating (the definition of non-anticipating
functionals and formal statement of all assumptions is given in Sect. 4), and Lipschitz
in the sense that there exists L ≥ 0 such that for all t ∈ [0, T ], x, y : [0, T ]→ Rd and
ω ∈ Ω
|K (t, x, ω)−K (t, y, ω)|+ |F (t, x, ω)− F (t, y, ω)| ≤ L sup
s∈[0,t]
|x (s)− y (s)| , (2)
where | · | denotes the Euclidean norm on Rd.
The first integral in (1) is understood as the standard Lebesgue-Stieltjes integral,
while the second as the model-free Itô integral, see [8], [10].
Condition (2) is sufficient for our purposes. The same condition is used in [9,
Chapt. IX, Sect. 2] but it differs from those used in [1].
This paper is organized as follows. In the next section we introduce necessary
definitions and notation. In the third section we present and prove a model-free
version of the BDG inequality and in the last section we apply this inequality and
Picard’s iterations to prove the existence and uniqueness of the solution of (1).
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2 Definitions and notation
Let d = 1, 2, . . ., T > 0 and Ω be the space of continuous functions ω : [0, T ] → Rd
and let
St (ω) =
(
S1t (ω) , S
2
t (ω) , . . . , S
d
t (ω)
)
:= ω (t) =
(
ω1 (t) , ω2 (t) , . . . , ωd (t)
)
, t ∈ [0, T ] ,
denote the the coordinate process. F = (Ft)t∈[0,T ] is the natural filtration of S. In
the sequel, by saying that a process X : [0, T ]×Ω→ Rd is adapted we will mean that
it is adapted to F .
Stopping times τ : Ω → [0, T ] ∪ {+∞} with respect to F and the corresponding
σ-algebras Fτ are defined as usual.
A process G : [0, T ] × Ω → Rd is a simple process (simple strategy) if there exist
stopping times 0 = τ0 ≤ τ1 ≤ . . . and Fτl-measurable, bounded functions gl : Ω→ Rd,
such that for every ω ∈ Ω, τl (ω) = τl+1 (ω) = . . . ∈ [0, T ] ∪ {+∞} from some
l ∈ {1, 2, . . .} and
Gt (ω) = g0 (ω) 1{0} (t) +
+∞∑
l=0
gl (ω) 1(τl(ω),τl+1(ω)] (t) . (3)
For such G we define the corresponding integral process (G · S) : [0, T ]× Ω→ R,
(G · S)t(ω) :=
∞∑
l=0
gl(ω) · (Sτl+1(ω)∧t(ω)− Sτl(ω)∧t(ω))
=
∞∑
l=0
gl(ω) · Sτl(ω)∧t,τl+1(ω)∧t(ω)
which is well-defined for all ω ∈ Ω and all t ∈ [0, T ]; here, for u, v ∈ [0, T ] we denote
Su,v := Sv − Su and “ · ” denotes the inner product on Rd.
The family of simple strategies will be denoted by G. For λ > 0 a simple strategy
G will be called (strongly) λ-admissible if (G · S)t(ω) ≥ −λ for all ω ∈ Ω and all
t ∈ [0, T ]. The set of strongly λ-admissible simple strategies will be denoted by Gλ.
Definition 1. Vovk’s outer measure P¯ of a set A ⊆ Ω is defined as the minimal
superhedging price for 1A, that is
P¯(A) := inf
{
λ > 0 : ∃(Gn)n∈N ⊆ Gλ s.t. ∀ω ∈ Ω lim inf
n→∞
(λ+(Gn·S)T (ω)) ≥ 1A(ω)
}
.
A set A ⊆ Ω is called a null set if it has outer measure zero. A property (P ) holds
for typical price paths if the set A where (P ) is violated is a null set.
Remark 2. In the recent book [10] Vladimir Vovk and Glenn Shafer consider also
properties, which may hold up to some time t and as soon as they cease to hold, a
trader may become infinitely rich. Such property E ⊂ [0, T ] × Ω holds with instant
enforcement and its complement Ec is called instantly blockable. For precise defin-
itions we refer to [10, Chapt. 14]. Any instantly blockable property of t and ω is
evanescent in the sense that its projection onto Ω is a null set.
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Next, we define a special sequence of partitions called the Lebesgue partitions
generated by ω ∈ Ω. The nth (n = 0, 1, 2, . . .) Lebesgue partition pin(ωi) of [0, T ]
generated by ωi is defined for each i = 1, ..., d as: pin0
(
ωi
)
= 0 and for k = 0, 1, . . . ,
pink+1(ω
i) =
{
inf
{
t ∈ [pink (ωi), T ] : ∣∣ωi(t)− ωi (pink (ωi))∣∣ = 2−n} if pink (ωi) ≤ T,
+∞ if pink (ωi) = +∞.
By convention inf ∅ = +∞. Similarly, replacing ωi by ωi+ωj we define the Lebesgue
partitions pin(ωi + ωj) generated by ωi + ωj for each i, j = 1, ..., d.
Next, we define the sequence of Lebesgue partitions generated by ω ∈ Ω as:
pin0 (ω) := 0 and for k = 0, 1, . . . ,
pink+1(ω) := min

t > pink (ω) : t ∈
d⋃
i=1
pin(ωi) ∪
d⋃
i,j=1,i 6=j
pin(ωi + ωj)

 .
It is well known (see [14]) that for t ∈ [0, T ] and a typical price path ω ∈ Ω there
exists the continuous limit
[Si, Sj ]t(ω) := lim
n→+∞
∞∑
k=1
Sipin
k
∧t,pin
k+1∧t
(ω)Sjpin
k
∧t,pin
k+1∧t
(ω), (4)
and this convergence is uniform in [0, T ].
We will use the following notation: [S]t :=
(
[Si, Sj ]t
)d
i,j=1
and
|[S]|t :=
d∑
i=1
[Si, Si]t. (5)
Let G ∈ G be given by (3). The quadratic variation process of the real integral
process (G · S) is defined as
[(G · S)]t (ω) : =
∞∑
l=0
d∑
i,j=1
gil (ω)g
j
l (ω) ·
([
Si, Sj
]
τl+1∧t
(ω)− [Si, Sj]
τl∧t
(ω)
)
=
∞∑
l=0
d∑
i,j=1
gil (ω)g
j
l (ω)
[
Si, Sj
]
τl∧t,τl+1∧t
(ω)
=
d∑
i,j=1
ˆ t
0
GisG
j
s (ω) d
[
Si, Sj
]
s
(ω)
=
ˆ t
0
G⊗2s d [S]s (ω) . (6)
For any process G : [0, T ]× Ω→ Rm (m = 1, 2, ...) let us define
G∗t := sup
s∈[0,t]
|Gs|
(where |·| is the Euclidean norm on Rm). We have the following estimate.
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Lemma 3. Let G ∈ G, Q ≥ 0 and GQ : [0, T ]× Ω→ Rd be defined as
GQt := Gt1[0,Q] (|[S]|t) .
Then GQ ∈ G and for any t ∈ [0, T ][(
GQ · S)]
t
≤ d (G∗t )2Q.
Proof. Using the inequality
∣∣d[Si, Sj ]∣∣ ≤ 12d[Si, Si] + 12d[Sj , Sj ] (which follows from
d[Si−Sj, Si−Sj] ≥ 0, d[Si+Sj, Si+Sj] ≥ 0) and [(GQ·S)]t =
∑d
i,j=1
´ t
0 G
i
sG
j
s1[0,Q] (|[S]|t) d[Si, Sj ]s,
we obtain
[(
GQ · S)]
t
≤
d∑
i,j=1
ˆ t
0
(G∗t )
21[0,Q] (|[S]|s)
1
2
(
d[Si, Si]s + d[S
j , Sj ]s
)
= (G∗t )
2
ˆ t
0
1[0,Q] (|[S]|s)
d∑
i,j=1
1
2
(
d[Si, Si]s + d[S
j , Sj ]s
)
= (G∗t )
2
ˆ t
0
1[0,Q] (|[S]|s) dd |[S]|s
= d(G∗t )
2 (Q ∧ |[S]|t) ≤ d(G∗t )2Q.
A useful tool which we aim to establish is a model-free version of the BDG in-
equality. It will be formulated for the outer expectation E which is defined as follows.
Let T [0, T ] be the family of stopping times τ such that 0 ≤ τ ≤ T. For any process
Z : [0, T ] ×Ω→ [0,+∞] we define
EZ = inf
Ω˜
inf
{
λ > 0 : ∃Hn ∈ Gλ s.t. ∀ω ∈ Ω˜ ∀τ ∈ T [0, T ] lim inf
n→+∞
(λ+ (Hn · S)τ ) (ω) ≥ Zτ (ω)
}
(7)
where the first infimum is over all subsets Ω˜ ⊂ Ω of typical price paths, that is all Ω˜
such that P¯
(
Ω \ Ω˜
)
= 0.
It is straightforward to verify that the introduced outer expectation E is countably
subadditive, monotone and positively homogeneous.
By H we denote the family of processes G ∈ G such that
E
√
[(G · S)] < +∞.
Remark 4. The outer expectation of non-negative processes which we have just in-
troduced is not the same as the outer expectation of variables introduced by Vovk in
[13], where one looks only at the value of λ + (Hn · S) at the terminal time. How-
ever, similar definitions to ours already exist in literature in the context of pricing
American options, see for example [5, Sect. 3].
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Remark 5. Vladimir Vovk (personal communication) noticed that the first infimum
in (7) would not be needed if it was over sets Ω˜ which are complements of evanescent
sets (see Remark 2) since in this case for any ω ∈ Ω \ Ω˜ and any λ˜ > 0 we have a se-
quence of simple strategies H˜n ∈ G
λ˜
such that for any t > 0, lim infn→+∞
(
λ˜+
(
H˜n · S
)
t
)
=
+∞. Using these strategies (and Hn) it is easy for any λ > EZ to construct strategies
H¯n ∈ Gλ for which lim infn→+∞
(
λ+
(
H¯n · S)
τ
)
(ω) ≥ Zτ (ω) holds for all ω ∈ Ω .
In fact, in the sequel we will use the set Ω˜ where the convergence in (4) holds
uniformly, which is a complement of an evanescent set, see [10, Chapt. 14]. It
is even possible to prove that the convergence in (4) holds uniformly with instant
enforcement, see [10, Chapt. 14].
3 Model-free version of the BDG inequality
In this section we establish the following model-free version of the BDG inequality:
Theorem 6. For any G ∈ H
E (G · S)∗ ≤ c1E
√
[(G · S)], (8)
where c1 ≤ 6.
Proof. Let us recall the pathwise BDG inequalities of Beiglblöck and Siorpaes ([2]):
if for real numbers x0, x1, . . . , e0, e1, . . . and m = 0, 1, . . . we define
x∗m := max
0≤k≤m
|xk| , [x]m := x20 +
m−1∑
k=0
(xk+1 − xk)2 , (e · x)m :=
m−1∑
k=0
ek (xk+1 − xk)
then for any p ≥ 1 there exist positive constant cp < +∞ and numbers fp0 , fp1 , . . .
such that fpk , k = 0, 1, . . . depends only on x0, x1, . . . , xk,
fpk = f
p
k (x0, x1, . . . , xk) ,
and such that for any N = 0, 1, . . . one has
(x∗N )
p ≤ cp
√
[x]pN + (f
p · x)N . (9)
Moreover, for p = 1 one has c1 ≤ 6, supk≥0
∣∣f1k ∣∣ ≤ 2 and the following estimate also
holds
x∗N ≥
√
[x]N +
(
f1 · x)
N
. (10)
Let now G ∈ H and (3) be its representation. Let (σnm)m≥0 be a non-decreasing
rearrangement of (pink )k≥0∪ (τl)l≥0, where (pink )k≥0 is the nth Lebesgue partition (n =
1, 2, . . .). For n = 1, 2, . . . and ω ∈ Ω we define xn0 = 0 and for m = 0, 1, . . .
xnm+1 = x
n
m +Gσnm∧T (ω) · Sσnm∧T,σnm+1∧T (ω)
6
(to ease notation we write σnm, σ
n
m+1 instead of σ
n
m(ω), σ
n
m+1(ω)). Let us notice that
for ω ∈ Ω we have
Gt (ω) = G0 (ω)1{0} (t) +
+∞∑
m=0
Gσnm(ω)∧T (ω)1(σnm∧T,σnm+1∧T ]
(t)
and for ω ∈ Ω˜
lim
n→+∞
∞∑
m=0
d∑
i,j=1
Giσnm∧T (ω)G
j
σnm∧T
(ω)Siσnm∧t,σnm+1∧t(ω)S
j
σnm∧t,σ
n
m+1∧t
(ω) = [G · S]t (ω) ,
(11)
where Ω˜ is the set of typical paths, for which the quadratic variation along the se-
quence of Lebesgue partitions exist and the convergence in (4) is uniform.
Moreover, by the definition of σnm,∣∣∣Sσn
m+1∧t
(ω)− Sσnm∧t(ω)
∣∣∣ ≤ √d2−n.
Let us now define the simple strategy Φn which just after time σnm ∧ T attains the
position
Φnm := f
1
m (x
n
0 , x
n
1 , . . . , x
n
m)Gσnm∧T ,
i.e.
Φnt (ω) = Φ
n
0 (ω)1{0} (t) +
+∞∑
m=0
Φnm (ω)1(σnm∧T,σnm+1∧T ]
(t) .
For t ∈ [0, T ] by mn (t) we denote the unique m = 0, 1, . . . such that
σnm < t ≤ σnm+1.
We estimate∣∣∣(Φn · S) t(ω)− (f1 · xn)mn(t)
∣∣∣ = ∣∣∣f1mn(t)Gσnmn(t)(ω)
∣∣∣ ∣∣∣St (ω)− Sσn
mn(t)
(ω)
∣∣∣
≤
√
d · 2−n2 sup
s∈[0,t]
|Gs(ω)| , (12)
where we used the fact that supk≥0
∣∣f1k ∣∣ ≤ 2.
Let now λ0, λ1, λ2 and λ3 be finite reals such that
λ0 > λ1 > λ2 > λ3 > E
√
[(G · S)]
and let Hn be a sequence of λ3-admissible strategies such that
∀ω ∈ Ω¯ ∀τ ∈ T [0, T ] lim inf
n→+∞
(λ3 + (H
n · S)τ ) ≥
√
[(G · S)] τ . (13)
Now let us define
ηn := inf

t ∈ [0, T ] :
∣∣∣∣∣∣∣([(G · S)]t)
1
2 −

 ∞∑
m=0
d∑
i,j=1
Giσnm∧TG
j
σnm∧T
Siσnm∧t,σnm+1∧tS
j
σnm∧t,σ
n
m+1∧t


1
2
∣∣∣∣∣∣∣
≥ λ1 − λ2} ,
7
ρn := inf {t ∈ [0, T ] : c1λ0 + (c1 (Hn · S)t + (Φn · S)t) ≤ 0}
and let us consider the strategy
Ψnt := (c1H
n
t +Φ
n
t ) · 1[0,ηn∧ρn] (t) .
Directly from the definition it follows that Ψn is c1λ0-admissible. Moreover, for ω ∈ Ω˜
the convergence in (11) is uniform in [0, T ]. We have P¯
(
Ω \ Ω˜
)
= 0 and for each
ω ∈ Ω˜, ηn (ω) → +∞ as n → +∞. Thus for each ω ∈ Ω˜ and τ ∈ T [0, T ] by (13),
by the estimate [(G · S)] τ ≥ [(G · S)] σn
mn(τ)
, (12), the definition of ηn and by (9), for
sufficiently large n we have
c1λ0 + (c1H
n · S)τ∧ηn (ω) + (Φn · S)τ∧ηn (ω)
= c1 (λ0 − λ2) + c1λ2 + (c1Hn · S)τ (ω) + (Φn · S)τ (ω)
≥ c1 (λ0 − λ2) + c1 ([(G · S)] τ (ω))
1
2 + (Φn · S)τ (ω)
≥ c1 (λ0 − λ2) + c1
(
[(G · S)] σn
mn(τ)
(ω)
) 1
2
+ (Φn · S)σn
mn(τ)
(ω)− 2 · 2−n
√
d sup
s∈[0,τ ]
|Gs(ω)|
≥ c1 (λ0 − λ2) + c1

mn(τ)−1∑
m=0
d∑
i,j=1
GiσnmG
j
σnm
Siσnm,σnm+1S
j
σnm,σ
n
m+1


1
2
− c1 (λ1 − λ2)
+ (Φn · S)σn
mn(τ)
(ω)− 2 · 2−n
√
d sup
s∈[0,τ ]
|Gs(ω)|
= c1 (λ0 − λ1) + c1
(
[xn]mn(τ)
) 1
2 +
(
f1 · xn)
mn(τ)
− 2 · 2−n
√
d sup
s∈[0,τ ]
|Gs(ω)|
≥ c1 (λ0 − λ1) + (xn)∗mn(τ) − 2 · 2−n
√
d sup
s∈[0,τ ]
|Gs(ω)|
≥ (G · S)∗τ (ω) + c1 (λ0 − λ1)− 3 · 2−n
√
d sup
s∈[0,τ ]
|Gs(ω)|
> (G · S)∗τ (ω).
As a result we get that for ω ∈ Ω¯ ∩ Ω˜, ρn(ω)→ +∞ as n→ +∞ and
lim inf
n→+∞
(c1λ0 + (Ψ
n · S) (ω))τ ≥ (G · S)∗τ (ω).
Since λ0 may be as close to E
√
[(G · S)] as we please, we obtain (8).
Remark 7. The proof of Theorem 6 relies on the fact that having sequence of strategies
(Hn)n which dominate (in the sense of (7))
√
[(G · S)] we are able to construct
strategies Ψnt := (c1H
n
t +Φ
n
t ) · 1[0,ηn∧ρn] (t) which dominate (G · S)∗.
The constant c1 = 6 is not optimal. Adam Osękowski noticed (personal commu-
nication) that using so called Burkholder’s method and functions constructed in [4] it
is possible to construct strategies which give c1 = 4, however, it is not clear if this is
the best constant possible.
Remark 8. Using (10) and proceeding in a similar way as in the proof of Theorem
6 we also get (for G ∈ H) the estimate:
E (G · S)∗ ≥ E
√
[(G · S)].
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3.1 Multidimensional version of the model-free BDG in-
equality
In this section we will prove the model-free BDG inequality in the case when G is
a matrix-valued, simple process, i.e. G : [0, T ] × Ω → Rd × Rd = R2d and G =(
G1, G2, . . . , Gd
)
where Gi ∈ H, i = 1, 2, . . . , d. The family of such processes will be
denoted by Hd. For G ∈ Hd we define the integral (G · S) as the vector of integrals
(G · S) =
(
(G1 · S), (G2 · S), . . . , (Gd · S)
)
.
Also, similarly to (5) we define
|[(G · S)]|t :=
d∑
i=1
[(
Gi · S)]
t
. (14)
Now we have the following generalisation of (8).
Proposition 9. For any G ∈ Hd
E (G · S)∗ ≤ c1dE
√
|[(G · S)]|, (15)
where c1 ≤ 6.
Proof. Using the inequality
√∑d
i=1 a
2
i ≤
∑d
i=1 |ai| valid for any real a1, a2, . . . , ad we
estimate for t ∈ [0, T ]
(G · S)∗t ≤ sup
0≤s≤t
d∑
i=1
∣∣(Gi · S)
s
∣∣ ≤ d∑
i=1
sup
0≤s≤t
∣∣(Gi · S)
s
∣∣ = d∑
i=1
(
Gi · S)∗
t
.
Next, using subadditivity of E, (8) and the monotonicity of E we obtain
E
d∑
i=1
(
Gi · S)∗ ≤ d∑
i=1
E
(
Gi · S)∗
t
≤ c1
d∑
i=1
E
√
[(Gi · S)]
≤ c1
d∑
i=1
E
√
|[(G · S)]| = c1dE
√
|[(G · S)]|.
3.2 Spaces M, Md, locM and locMd
Now, we introduce the spaces of (equivalence classes of) adapted processes G : [0, T ]×
Ω → Rd (resp. G : [0, T ] × Ω → Rd × Rd) such that EG∗ < +∞ (G is equivalent
with H if E (G−H)∗ = 0). Using standard arguments (see for example [8, proof of
Lemma 2.11]) we see that these spaces equipped with the metric
d (G,H) := E (G−H)∗
are complete metric spaces.
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Remark 10. Let us notice that the fact d (G,H) = 0 implies that for a typical price
path ω ∈ Ω
Gt(ω) = Ht(ω) for all t ∈ [0, T ].
Let M (resp. Md) denote the closures of the sets of simple processes H (resp.
Hd) in the defined spaces. Thus the simple processes are dense in M (resp. Md).
Let us notice that for a simple process X and Q ≥ 0 the process XQ defined as
XQt = Xt1[0,Q] (|[S]|t) , t ∈ [0, T ] ,
is also a simple process and if X ∈ M then using Lemma 3 we get
E
√
[(XQ · S)] ≤
√
dQEX∗ < +∞.
Similarly, if X ∈ Md is a simple process we get
E
√
|[(XQ · S)]| ≤ d
√
QEX∗ < +∞.
Using this, Theorem 6 or Proposition 9 and completeness of the space M (resp. Md)
we see that for any X ∈ M (resp. X ∈ Md), any sequence of simple processes Xn ∈
M (resp. Xn ∈Md) such thatXn → X inM (resp. Md) (i.e. limn→+∞ d (Xn,X) =
0) and any Q ≥ 0, the sequence of integrals
(
(Xn)Q · S
)
converges in M (resp. in
Md) to the integral process (XQ · S).
In analogy to (6) for G ∈ M we define
[(G · S)]t :=
ˆ t
0
G⊗2s d [S]s =
d∑
i,j=1
ˆ t
0
GisG
j
sd
[
Si, Sj
]
s
(16)
and in analogy to (14) for G ∈ Md we define
|[(G · S)]|t :=
d∑
i=1
[(
Gi · S)]
t
.
Finally, let us introduce the space locM (resp. locMd) of (adapted) processes
X : [0, T ] × Ω :→ Rd (resp. Rd × Rd) such that for any Q ≥ 0, XQ ∈ M (resp.
X ∈Md).
The following analog of Proposition 9 holds:
Proposition 11. If X ∈ locMd and Q ≥ 0 then
E
(
XQ · S)∗ ≤ c1dE√|[(XQ · S)]| (17)
where c1 ≤ 6.
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4 Theorem on existence and uniqueness of the
solutions of SDEs with Lipschitz coefficients, driven
by continuous, model-free price paths
In this section we prove the existence and uniqueness of the solution of SDE (1). We
will assume the following:
1. X0 is such that the process X = (Xt)t∈[0,T ] defined by Xt = X0, t ∈ [0, T ],
satisfies X ∈ M;
2. A = Au − Av and Au, Av : [0, T ] × Ω → R are continuous, non-decreasing,
adapted processes, starting from 0 such that for all ω ∈ Ω, AuT (ω)+AvT (ω) ≤M ,
where M is a deterministic constant;
3. K : [0, T ] × (Rd)[0,T ] × Ω → Rd and F : [0, T ] × (Rd)[0,T ] × Ω → Rd ×
R
d are non-anticipating, by which we mean that for any adapted processes
X,Y : [0, T ] × Ω → Rd, K (t,X (ω) , ω) = K (t, Y (ω) , ω) and F (t,X (ω) , ω) =
F (t, Y (ω) , ω) whenever Xs (ω) = Ys (ω) for all s ∈ [0, t], and the processes
Kt (ω) = K (t,X (ω) , ω), Ft (ω) = F (t,X (ω) , ω) are adapted (see also [3, Sect.
1]);
4. ˆ ·
0
K (s, 0, ω) dAus ,
ˆ ·
0
K (s, 0, ω) dAvs ,
ˆ ·
0
F (s, 0, ω) dSs (ω) ∈ M; (18)
5. K and F satisfy condition (2).
Instead of
´ t
0 K (s,X (ω) , ω) dAs,
´ t
0 F (s,X (ω) , ω)dSs (ω) we will often write
´ t
0 K (s,X) dAs
and
´ t
0 F (s,X) dSs resp.
Now we will use the just obtained model-free version of the BDG inequality and
Picard’s iterations to prove the following theorem.
Theorem 12. Under the assumptions 1.-5. stated above, integral equation (1) has
unique solution in the space locM.
Remark 13. The assumption that AuT (ω)+A
v
T (ω) ≤M , where M is a deterministic
constant seems to be important in the sense that when we allow M to be random then
we can not prove that X ∈ locM.
Remark 14. Theorem 12 implies the existence of the solution of (1) in the space
locM. More precisely, it implies the existence of a process X : [0, T ]×Ω → Rd which
is a uniform limit of simple processes (till the volatility measured by |[S]| is not too
high) and such that for typical ω ∈ Ω,
Xt (ω) = X0 (ω) +
ˆ t
0
K (s,X (ω) , ω) dAs +
ˆ t
0
F (s,X (ω) , ω) dSs (ω) .
Naturally, for many equations, like for example the one-dimensional Black-Scholes
equation
Xt = x0 +
ˆ t
0
XsdAs + σ
ˆ t
0
XsdSs (19)
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(x0 - deterministic) we can write the solution explicitly
Xt = x0 exp
(
At − 1
2
σ2 [S]t + σ (St − S0)
)
and verify that it satisfies (19) using the (model-free) Itô formula (see [14]). However,
for more general equations we often have no explicit solutions and the existence of a
solution is not obvious.
4.1 Proof of Theorem 12
4.1.1 Existence
Let us set q = 1/(4c21L
2d4), r = 1/(3L),
σ0 := inf {t ∈ [0, T ] : |[S]t| ≥ q} , ϑ0 := inf{t ∈ [0, T ] : Aut +Avt ≥ r},
θ0 = σ0 ∧ ϑ0
and define T 0 :M→M such that for G ∈ M ,
(
T 0G
)
t
= X0 +
ˆ t∧θ0
0
K (s,G) dAs +
ˆ t∧θ0
0
F (s,G) dSs, for t ∈ [0, T ] .
(By the assumption on X0, (2), (18) and the calculation below (i.e. (20)) this defini-
tion is correct.) Now, by the Lipschitz property, the BDG inequality (17) and similar
reasoning as in the proof of Lemma 3 we estimate
E
(
T 0G1 − T 0G2)∗
≤ E
(ˆ t∧θ0
0
{
K
(
s,G1
)−K (s,G2)}dAs
)∗
t∈[0,T ]
+ E
(ˆ t∧θ0
0
{
F
(
s,G1
)− F (s,G2)}dSs
)∗
t∈[0,T ]
≤ E
(ˆ t∧ϑ0
0
L
(
G1 −G2)∗
s
dAs
)∗
t∈[0,T ]
+ c1dE
(
d∑
i=1
[(((
F i
(·, G1)− F i (·, G2)) 1[0,q] (|[S]|t)) · S)]
) 1
2
≤ E
(
L
(
G1 −G2)∗
t∧ϑ0
r
)∗
t∈[0,T ]
+ c1dE
√
d · dL2 ((G1 −G2)∗)2 q
≤ 1
3
E
(
G1 −G2)∗ + 1
2
E
(
G1 −G2)∗
=
5
6
E
(
G1 −G2)∗ . (20)
Thus T 0 is a contraction on M and it has unique fixed point X0. Next, we define
σ1 := inf
{
t ∈ [θ0, T ] : |[S]|t − |[S]|θ0 ≥ q
}
, ϑ1 := inf{t ∈ [θ0, T ] : Aut−Auθ0+Avt−Avθ0 ≥ r},
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θ1 := σ1 ∧ ϑ1,
(we apply the convention that σ1 = θ1 = +∞ if θ0 ≥ T ), and introduce the following
operator T 1 :M→M,
(
T 1G
)
t
: = X0t 1[0,θ0](t) +
ˆ t∧θ1
t∧θ0
K (s,G) dAs +
ˆ t∧θ1
t∧θ0
F (s,G) dSs.
Similarly as before, we prove that T 1 is a contraction and has a fixed point X1 ∈ M.
Moreover, X0 and X1 agree on the interval
[0, θ0 ∧ T ] .
Similarly, having defined σn, θn, T
n :M→M, and its fixed point Xn, n = 0, 1, . . .,
by induction, we define
σn+1 := inf
{
t ∈ [θn, T ] : |[S]|t − |[S]|θn ≥ q
}
, ϑn+1 := inf{t ∈ [θn, T ] : Aut−Auθn+Avt−Avθn ≥ r},
θn+1 := σn+1 ∧ ϑn+1,
and introduce the following operator T n+1 :M→M,
(
T n+1G
)
t
: = Xnt 1[0,θn](t) +
ˆ t∧θn+1
t∧θn
K (s,G) dAs +
ˆ t∧θn+1
t∧θn
F (s,G) dSs,
and its fixed point Xn+1 which agrees with Xn on the interval
[0, θn ∧ T ] .
Finally, setting
X := lim
n→+∞
Xn
we get that X satisfies
Xt := X0 +
ˆ t
0
K (s,X) dAs +
ˆ t
0
F (s,X) dSs. (21)
This will follow from the following lemma.
Lemma 15. Let n = 0, 1, 2, . . . . Assume that θn < +∞ and the following inequalities
hold:
Auθn +A
v
θn
≤ k · r and |[S]|θn ≤ l · q
for some non-negative integers k and l. Then
k + l ≥ n+ 1. (22)
Proof. The proof follows by easy induction. For n = 0 from θ0 < +∞ and Auθ0+Avθ0 <
r it follows that θ0 = σ0 and |[S]|σ0 = q thus inequality (22) holds. Assume that the
thesis holds for some n = 0, 1, 2, . . .. Similarly as for n = 0, from the inequality
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θn+1 < +∞ and θn+1 = ϑn+1 ∧ σn+1 < ϑn+1 it follows that θn+1 = σn+1 and
|[S]|θn+1 − |[S]|θn = q. Thus, from
Auθn+1 +A
v
θn+1
≤ k · r and |[S]|θn+1 ≤ l · q
it follows that
Auθn +A
v
θn
≤ (k − 1) · r and |[S]|θn ≤ l · q
or
Auθn +A
v
θn
≤ k · r and |[S]|θn ≤ (l − 1) · q
In both cases, from the induction hypothesis,
k + l − 1 ≥ n+ 1
thus
k + l ≥ n+ 2.
For any n = 0, 1, 2, . . . and any t ∈ [0, θn ∧ T ], X satisfies (21). Thus, if for some
even n, n · r ≥ 2 (AuT +AvT ) and n · q ≥ 2 |[S]|T then θn > T (in fact θn = +∞) and
X satisfies (21) for all t ∈ [0, T ]. Otherwise, if θn ≤ T , by Lemma 15 we would have
Auθn +A
v
θn
≤ AuT +AvT ≤
n
2
· r and |[S]|θn ≤ |[S]|T ≤
n
2
· q
which would yield
n
2
+
n
2
≥ n+ 1.
4.1.2 Uniqueness
In general, we can not guarantee that X ∈ M but we will prove that X ∈ locM.
Moreover is the unique solution of (21) in locM.
First, we will prove that X ∈ locM. We know that X · 1[0,θn](t) = Xn ∈ M
for n = 0, 1, . . .. Now, from Lemma 15 it follows that for any fixed Q > 0 and
n = ⌊M/r⌋ + ⌊Q/q⌋ + 2 we have that either Auθn + Avθn > AuT + AvT (which implies
θn ≥ T ) or |[S]|θn > Q (otherwise we would have
Auθn +A
v
θn
≤ AuT +AvT ≤M < (⌊M/r⌋+ 1) r
and
|[S]|θn ≤ Q < (⌊Q/q⌋+ 1) q
which by Lemma 15 would yield
⌊M/r⌋+ 1 + ⌊Q/q⌋+ 1 ≥ n+ 1 = ⌊M/r⌋+ ⌊Q/q⌋+ 3
which is a contradiction). Thus for t ∈ [0, T ] we have
1[0,Q]
(|[S]|θn) ≤ 1[0,θn](t)
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and
XQ =
(
Xt · 1[0,Q] (|[S]|t)
)
t∈[0,T ]
∈Md.
This proves that X ∈ locM.
To prove the uniqueness notice that if X was not unique in locM then there would
exist two processes X ∈ locM and Y ∈ locM satisfying (21) and such that
E
(
(Xt − Yt)∗ 1[0,Q] (|[S]|t)
)
t∈[0,T ]
> 0 (23)
for some Q > 0. However, using the same reasoning as in (20) and the fact that X
and Y solve (21) we can prove that
E
(
(X − Y ) · 1[0,θ0](t)
)∗
= E
((
T 0X − T 0Y ) · 1[0,θ0](t))∗
≤ 5
6
E
(
(X − Y ) 1[0,θ0](t)
)∗
thus
E
(
(X − Y ) · 1[0,θ0](t)
)∗
= 0.
Similarly, by induction (and subadditivity of E), we prove that for n = 1, 2, . . .
E
(
(X − Y ) · 1[0,θn](t)
)∗
= 0.
Now, for any fixed Q > 0 and n = ⌊M/r⌋+ ⌊Q/q⌋+ 2 for t ∈ [0, T ] we have
1[0,Q] (|[S]|t) ≤ 1[0,θn](t)
and
|Xt − Yt| · 1[0,Q] (|[S]|t) ≤ |Xt − Yt| · 1[0,θn](t)
thus
E
(
(Xt − Yt)∗ 1[0,Q] (|[S]|t)
)
t∈[0,T ]
= 0
which contradicts (23).
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