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Abstract
We show that a smooth solution of the 3-D Euler equations in a bounded domain breaks
down, if and only if a certain norm of vorticity blows up at the same time. Here this norm is
weaker than bmo-norm.
r 2003 Elsevier Science (USA). All rights reserved.
MSC: primary 35Q35; secondary 35L60; 76B03
Keywords: bmo; Blow-up of smooth solutions
1. Introduction
We consider the Euler equations for ideal incompressible ﬂuids in a three-
dimensional bounded domain O with smooth boundary @OACN:
ðEÞ @tu þ u  ru þrp ¼ 0; div u ¼ 0; tX0; xAO;
u  n ¼ 0; tX0; xA@O; uðx; 0Þ ¼ aðxÞ; xAO;
(
where u ¼ ðu1ðx; tÞ; u2ðx; tÞ; u3ðx; tÞÞ and p ¼ pðx; tÞ denote unknown velocity vector
ﬁeld and pressure scalar of the ﬂuid at the point ðx; tÞAO ð0;NÞ; a ¼
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ða1ðxÞ; a2ðxÞ; a3ðxÞÞ is a given initial velocity and n ¼ nðxÞ ¼ ðn1ðxÞ; n2ðxÞ; n3ðxÞÞ is
the unit outward normal at xA@O:
It is proved by Kato–Lai [15] that for every aAHmðOÞ with div a ¼ 0 where mX3
is an integer, there exist T40 and a unique solution u of (E) on ½0;TÞ in the class
Cð½0;TÞ; HmðOÞÞ; ð1:1Þ
where T is depending only on jjajjH3 : See also Ebin–Marsden [11], Bourguignon–
Brezis [3], Temam [32] and Okazawa [23,24]. It is an interesting question whether the
solution uðtÞ really loses its regularity at t ¼ T : In the celebrated paper [2], Beale–
Kato–Majda showed that the LN-norm of the vorticity rot u controls the breakdown
of smooth solutions to the Euler equations if O is the 3-D entire space R3: To be
precise, the smooth solution u breaks down at a ﬁnite time t ¼ T ; if and only ifZ t
0
jjrot uðtÞjjLNðOÞ dtsN as tsT : ð1:2Þ
In other words, lim suptsT jjuðtÞjjHmðOÞ ¼N if and only if (1.2) holds. In case O ¼
RNðNX3Þ see Kato–Ponce [17]. We note that there are other criteria for the Euler
equations in case O ¼ R3: Constantin [7–9] and Constantin et al. [10] gave some
blow-up criteria and especially proved that under some additional assumptions on
the direction of vorticity rot ujrot uj and jjujjN; the L1uni f ;loc-norm of vorticity controls the
breakdown. Recently, for O ¼ RN ; the result of Beale–Kato–Majda was improved
by Kozono–Taniuchi [20], without any additional assumption, so that the break-
down (blow-up) is controlled by the BMO-norm of vorticity, see also Kozono–
Ogawa–Taniuchi [18] and Ogawa–Taniuchi [21]. As is well known, BMO is strictly
wider than LN and includes log 1=jxj:
On the other hand, in case O is a bounded domain with @OACN; Ferrari [13] and
Shirota–Yanagisawa [26] proved the same result of breakdown as Beale et al. [2]. See
also Zajaczkowski [37]. In this case, Yudovich [36] introduced a function space for
the uniqueness theorem of the solution to the Euler equations. In [22], using his
space, we improved the blow-up criterion (1.2). That is, we showed the similar
criterion with the LN-norm replaced by the norm of modiﬁed Yudovich’s space.
Although it is wider than LN and includes double-logarithmic singularity
log log 1=jxj; it does not include log 1=jxj: Compared with the result of the BMO-
norm of vorticity in [20] for O ¼ RN ; our previous one in [22] for bounded domains is
not so satisfactory in view of this fact.
In this paper we improve the result in [22] and characterize the blow-up criterion
by means of bmo-norm. As will be mentioned in Section 2, bmoðOÞ is wider than
LNðOÞ and includes log 1=jxj: Moreover, we deal with slightly general spaces, which
include logðe þ 1=jxjÞlogðe þ logðe þ 1=jxjÞÞ:
Our method is based on the argument found in [2,13,26]. In [2], Beale–Kato–
Majda discovered the special estimate
jjrujjLNpCð1þ jjrot ujjLNð1þ logþjjujjH3Þ þ jjrot ujjL2Þ if div u ¼ 0; ð1:3Þ
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which plays a crucial role to establish the blow-up criterion (1.2). See also [4–6,
16,17,19,30,31]. In case O is a bounded domain, Ferrari [13] and Shirota–
Yanagisawa [26] succeeded in proving similar estimates to (1.3). In this paper, we
improve (1.3) in order to establish new blow-up criteria.
2. Preliminaries and main results
Before presenting our results, we introduce some function spaces and some
notations.
Let Z;fj; j ¼ 0;71;72;73;y be the Littlewood–Paley dyadic decomposition of
unity that satisﬁes ZACN0 ðBð1; 0ÞÞ; fACN0 ðBð2; 0Þ\Bð1=2; 0ÞÞ; fjðxÞ ¼ fð2
jxÞ and
ZðxÞ þ
XN
j¼0
fjðxÞ ¼ 1 ð2:1Þ
for all xAR3; where Bðx; rÞ denotes the ball centered at x of radius r:
We ﬁrst recall the space of Besov type introduced by Vishik [35].
Deﬁnition 1 (Vishik [35]). Let YðaÞðX1Þ be a nondecreasing function on ½1;NÞ:
VY ¼ ffAS0; jj f jjVYoNg is introduced by the norm
jj f jjVY ¼ sup
N¼1;2;y
jjF
1ZFf jjN þ
PN
j¼0 jjF
1fjFf jjN
YðNÞ ;
where F and F
1 denote the Fourier and inverse Fourier transforms and jj  jjp
denotes the LpðR3Þ-norm.
We note that jj f jjVYpCjj f jjB0N;NpCjj f jjbmopCjj f jjN; if YðNÞXN:
Next we introduce the space of bmo type.
Deﬁnition 2. Let bðrÞ be a positive function on ð0; 1 and DCR3 is a domain with
@DACN:
(i) bmobðR3Þ is the space deﬁned as a set for an L1locðR3Þ function f such that
jj f jjbmobðR3Þ  sup
0oro1;xAR3
1
jBðx; rÞjbðrÞ
Z
Bðx;rÞ
j f ðyÞ 
 %fBðx;rÞj dy
þ sup
xAR3
1
jBðx; 1Þj
Z
Bðx;1Þ
j f ðyÞj dyoN; ð2:2Þ
where %fB stands for the average of f over B: jBj
1
R
B
f ðyÞ dy:
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(ii) On DCR3 we deﬁne bmob as restrictions of the above space bmobðR3Þ:
bmobðDÞ  f½ f D; fAbmobðR3Þg;
where ½ f D is the restriction of f on D: The norm of this space is deﬁned by
jj f jjbmobðDÞ  inffjjf˜ jjbmobðR3Þ; f˜AbmobðR3Þ with f˜ ¼ f in Dg:
In particular if bðrÞ ¼ 1; we write bmobðR3Þ ¼ bmoðR3Þ and bmobðDÞ ¼ bmoðDÞ:
Obviously, bmoCbmob if bX1:
Finally, we introduce two spaces YY and MY: YY was given in [22]. It is a slightly
modiﬁed version of Yudovich’s space in [36]. The deﬁnition of MY is very similar to
that of YY: The norms of YY and MY are characterized by those of L
pð1ppoNÞ
and the local Morrey spaces, respectively.
Deﬁnition 3. Let YðaÞðX1Þ be a nondecreasing function on ½1;NÞ: YYðDÞ 
ffAL1ðDÞ; jj f jjYYðDÞoNg; where
jj f jjYYðDÞ  sup
pX1
jj f jjLpðDÞ
YðpÞ :
MYðDÞ  ffAL1locðDÞ; jj f jjMYðDÞoNg; where
jj f jjMYðDÞ  sup
pX1
1
YðpÞ sup0oro1;xAR3
Z
Bðx;rÞ-D
j f j dy r
3þ3=p
( )
:
We easily show that
log
1
jxj þ e
 
log log
1
jxj þ e
 
AMYðDÞ for YðaÞ ¼ a logðaþ eÞ;
log
1
jxj þ e
 
AMYðDÞ for YðaÞ ¼ a;
log log
1
jxj þ e
 
AMYðDÞ for YðaÞ ¼ logðaþ eÞ:
We can also prove that
log
1
jxj þ e
 
log log
1
jxj þ e
 
AVYðR3Þ for YðaÞ ¼ a logðaþ eÞ;
log
1
jxj þ e
 
log log
1
jxj þ e
 
AbmobðDÞ
for bðrÞ ¼ log e þ log e þ 1
r
  
:
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We note that these spaces have the following relations. If YðaÞ ¼ a;
jjFf jjVYpCjj f jjbmoðDÞ
for all FACN0 ðDÞ; where the constant C is depending only on F; since
jjFf˜ jjB0N;NpCðFÞjjf˜ jjB0N;NpCðFÞjjf˜ jjbmoðR3Þ (see [33, Section 4.2.2]). If YðaÞXa and
if D is a bounded domain, there holds
jj f jjMYðDÞpCjj f jjYYðDÞpC0jj f jjbmoðDÞ; ð2:3Þ
since jjf˜ jjLpðBÞpCðBÞ  pjjf˜ jjbmoðR3Þ for any ball BCR3; see [29, Section 1.3, Chapter
IV]. Moreover, we can show that if YðaÞ ¼ a logðaþ eÞ and if bðrÞ ¼ logðe þ logðe þ
1=rÞÞ; then there holds
jj f jjbmobðDÞ þ jj f jjMYðDÞpCjj f jjMlogðaþeÞðDÞ ð2:4Þ
for all fAMlogðaþeÞðDÞ; where C is independent of f : We shall prove (2.4) in
Appendix.
From now on we impose the following assumptions.
Assumption. Let bðrÞ  Yðlogðe þ 1=rÞÞ=logðe þ 1=rÞ:
(i) YðaÞ is a positive and nondecreasing function on ½1;NÞ satisfyingZ þN da
YðaÞ ¼N; YðaÞXa: ð2:5Þ
(ii) For all sX1 there exists CðsÞ such that
YðsaÞpCðsÞYðaÞ for all aX1
(iii) bðrÞð¼ Yðlogðe þ 1=rÞÞ=logðe þ 1=rÞÞ is a nonincreasing on ð0; 1:
We note that the following functions satisfy the above assumptions:
ðYðaÞ; bðrÞÞ ¼ ða; 1Þ;
ðYðaÞ; bðrÞÞ ¼ ða logðe þ aÞ; logðe þ logðe þ 1=rÞÞÞ;
ðYðaÞ; bðrÞÞ ¼ ða logðe þ aÞlogðe þ logðe þ aÞÞ;
logðe þ logðe þ 1=rÞÞlogðe þ logðe þ logðe þ 1=rÞÞÞÞ:
Now we state our main results.
Theorem 2.1. Let O be a bounded domain with smooth boundary @O: Assume that u is
a solution to the Euler equations in the class Cð½0;TÞ; HmðOÞÞ for some integer mX3
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and for some 0oToN: If T is maximal, i.e., u cannot be continued to the solution in
the class Cð½0;T 0Þ; HmðOÞÞ for any T 04T ; then
Z t
0
jjoðtÞjjbmobðOÞ þ jjoðtÞjjMYðOeÞ dtsN as tsT ð2:6Þ
for all e40; where o ¼ rot u and Oe  fxAO; distðx; @OÞoeg:
Remark 2.1. Inversely, if (2.6) holds for some e40; then T is maximal, since
jjoðtÞjjbmobðOÞ þ jjoðtÞjjMYðOeÞpCjjruðtÞjjLNpCjjuðtÞjjHmðOÞðmX3Þ:
That is, (2.6) is a necessary and sufﬁcient condition for the breakdown of smooth
solutions to the Euler equations.
There is a small constant e0 depending only on O with following property.
Theorem 2.2. Assume the same hypotheses on Theorem 2.1. If T is maximal, then
Z t
0
jjoðtÞjjbmobðO3eÞ þ jjoðtÞjjMYðO3eÞ þ jjroðtÞjjVY dtsN as tsT ð2:7Þ
for all 0oeoe0 and all rACNðR3Þ with r  1 in O\Oe and r  0 in R3\O:
Remark 2.2. (i) Similarly to Remark 2.1, (2.7) is also a necessary and sufﬁcient
condition for the breakdown of smooth solutions to the Euler equations.
(ii) Vishik [34,35] proved the existence and uniqueness theorem of solutions to the
Euler equations in RNðNX2Þ with vorticity in spaces of Besov type. (We also
independently obtained an analogous uniqueness result on weak solutions in
RNðNX2Þ; see [21].) While Osgood’s lemma plays an important role for Vishik’s
uniqueness theorem, Gronwall’s lemma does so for Theorem 2.1. Since the
conditions on Gronwall’s lemma is quite similar to those on Osgood’s lemma, our
blow-up criteria are similar to Vishik’s classes.
Since bðrÞX1; we see jj f jjbmobðOÞpjj f jjbmoðOÞ: By this inequality, (2.3) and Theorem
2.1 we have
Corollary 2.3. Assume the same hypotheses on Theorem 2.1. If T is maximal, then
Z t
0
jjoðtÞjjbmoðOÞ dtsN as tsT : ð2:8Þ
By Theorem 2.1 and (2.4) we have
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Corollary 2.4. Assume the same hypotheses on Theorem 2.1. If T is maximal, then
Z t
0
jjoðtÞjjMlogðaþeÞðOÞ dtsN as tsT : ð2:9Þ
Remark 2.3. (i) Obviously, both of (2.8) and (2.9) are necessary and sufﬁcient
conditions for the breakdown of smooth solutions to the Euler equations.
(ii) Ferrari [13] and Shirota–Yanagisawa [26] proved
R T
0 jjojjLNðOÞ dt ¼N under
the same assumptions of Corollary 2.3. Since jjojjbmoðOÞpCjjojjLNðOÞ; Corollary 2.3
covers the result of Ferrari and Shirota–Yanagisawa.
(iii) In [22], we proved that
R T
0 jjrot uðtÞjjYlogðaþeÞðOÞ dt ¼N under the same
assumptions on Corollary 2.4. Since jjrot ujjMlogðaþeÞðOÞpjjrot ujjYlogðaþeÞðOÞ; Corollary
2.4 is an improvement of the result in [22].
For the proof of these theorems, we use Gronwall’s lemma. We state a slightly
general case.
Lemma 2.5. Let C be a nonnegative function on ð0;TÞ with R T0 CðtÞ dtoN; let YðaÞ
be positive and nondecreasing for aX1 and
RþN
da=YðaÞ ¼N: Assume that
vACð½0;TÞÞ and
0pvðtÞpvð0Þ þ
Z t
0
CðtÞYðvðtÞÞ dt for all 0ptoT :
Then sup0otoT vðtÞoN:
Lemma 2.5 is simply proved by setting VðtÞ ¼ vð0Þ þ R t0CðtÞYðvðtÞÞ dt: If we
assume VðTÞ ¼N; then since V 0ðtÞpCðtÞYðVðtÞÞ; we reach a contradiction to the
assumption
R T
0 CðtÞ dtoN: For the detail, see for example, Hartman [14].
The following lemmas play an important role in proving Theorems 2.1 and 2.2.
Lemma 2.6. Let O be a bounded domain with smooth boundary @O: Then for all e40
there exists a constant C depending only on e; O and Y such that
jjrujjLNðOÞpCð1þ jjujjL2ðOÞ þ jjrot ujjbmobðOÞ þ jjrot ujjMYðOeÞÞ
YðlogðjjujjH3ðOÞ þ eÞÞ
for all uAH3ðOÞ with div u ¼ 0 on O and u  n ¼ 0 on @O: Here n is the unit outward
normal to @O:
Lemma 2.7. Let O be a bounded domain with smooth boundary @O: There exist a
constant e0 depending only on O such that the following holds.
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For all 0oeoe0 and for all rACNðR3Þ with r  1 in O\Oe and r  0 in R3\O there
exists constant C depending only on e; r; O and Y such that
jjrujjLNðOÞpCð1þ jjujjL2ðOÞ þ jjrot ujjbmobðO3eÞ þ jjrot ujjMYðO3eÞ
þ jjr rot ujjVYÞYðlogðjjujjH3ðOÞ þ eÞÞ
for all uAH3ðOÞ with div u ¼ 0 on O and u  n ¼ 0 on @O:
We shall prove Lemmas 2.6 and 2.7 in Section 4.
Remark 2.4. Let YðaÞ ¼ a; bðrÞ ¼ 1: Then Lemma 2.6 and (2.3) yield
jjrujjLNðOÞpCð1þ jjujjL2ðOÞ þ jjrot ujjbmoðOÞÞlogðjjujjH3ðOÞ þ eÞ
for all uAH3ðOÞ with div u ¼ 0 on O and u  n ¼ 0 on @O:
Lemma 2.8. Let DCR3 be a bounded domain with @DACN and let s43=p: Then there
exists C depending only on s; p;Y; and D such that
jj f jjLNðDÞpCf1þ jj f jjMYðDÞYðlogðjj f jjW s;pðDÞ þ eÞÞg ð2:10Þ
for all fAW s;pðDÞ:
Lemma 2.9. Let s43=p: Then there exists C depending only on s; p and Y such that
jj f jjLNðR3ÞpCf1þ jj f jjVYYðlogðjj f jjW s;pðR3Þ þ eÞÞg ð2:11Þ
for all fAW s;pðR3Þ:
We shall prove Lemmas 2.8 and 2.9 in the appendix.
Remark 2.5. Lemmas 2.6–2.8 hold for more general domains, for example, 3-D
exterior domains with @OACN and the half-space R3þ:
In what follows we shall denote by C various constants. In particular, C ¼
Cð* ;y; *Þ denotes constants depending only on the quantities appearing in the
parentheses.
3. The elliptic system
In this section we consider the following system in a 3-D bounded domain D with
smooth boundary @D; which was introduced by Ferrari [13].
r u 
rq ¼ o in D;
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r  u ¼ s in D;
u  n ¼ b on @D;
q ¼ g on @D; ð3:1Þ
where u is an unknown vector, q is an unknown scalar and n is the unit outward
normal to @D: For notational convenience, it is written as follows:
Lv ¼ c in D;
Bv ¼ w on @D; ð3:2Þ
where v ¼ ðu; qÞ; c ¼ ðo; sÞ and w ¼ ðb; gÞ: When D is a bounded simply connected
domain, Ferrari proved that a solution of (3.2) is unique in W 1;pðDÞ ð1opoNÞ [13,
Lemma 4]. Moreover, he proved that the operatorL is uniformly elliptic in the sense
of Agmon–Douglis–Nirenberg [1] and B is complementing with respect toL: Then,
by Uniqueness of solution of (3.1) and an application of the Green matrix function
of Solonnikov [27,28], Ferrari observed that the solution v has the following integral
representation:
vðxÞ ¼
Z
D
GDðx; yÞcðyÞ dy ð3:3Þ
if cACNð %DÞ; w  0 on @D and if D is simply connected. Here GD is a Matrix
function, independent of v and c; with
jDaxDbyGDðx; yÞjpCa;bjx 
 yj
2
jaj
jbj: ð3:4Þ
The next lemma follows from the well-known result of Agmon–Douglis–
Nirenberg [1, Theorem 10.5].
Lemma 3.1. Let 1opoN and let vAW 1;pðDÞ be a solution of (3.2). Then there exists
a constant depending only on p and D such that
jjvjjW 1;pðDÞpCðjjcjjLpðDÞ þ jjwjjW 1
1=p;pð@DÞ þ jjvjjLpðDÞÞ: ð3:5Þ
Moreover if the solution is unique in W 1;pðDÞ; then the last term on the right-hand side
may be omitted.
Obviously, the last term jjvjjLpðDÞ can be omitted, if D is a bounded simply
connected domain.
4. Proof of Lemmas 2.6 and 2.7
Here, we prove Lemmas 2.6 and 2.7 for not only bounded domains but also
exterior domains. Throughout this section we assume that O is a bounded domain or
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an exterior domain and assume that @OACN is compact. Let Bnðx; rÞ  O-Bðx; rÞ;
where Bðx; rÞ denotes the ball centered at x of radius r:
Proof of Lemma 2.6. We ﬁrst estimate jruj near boundary @O in Ferrari’s method
[13], where the local coordinates are utilized. According to Ferrari, we see that there
exist e0 ¼ e0ðOÞ; a natural number n0 ¼ n0ðOÞ; bounded simply connected open sets
fNlgn0l¼1ðNlCOÞ and CN-deffeomorphisms fFlgn0l¼1ðFl : Nl-R3þÞ with the following
properties:
O3e0C
[n0
l¼1
NlCO; @NlACN ðl ¼ 1; 2;y; n0Þ;
FlðNlÞCðR3þ-Bð0; 1ÞÞ ðl ¼ 1; 2;y; n0Þ;
Flð@Nl-@OÞC@R3þ; Flð@Nl\@OÞCðR3þ-Bð0; 1ÞÞ ðl ¼ 1; 2;y; n0Þ;
for any xAOe0 we can choose lð1plpn0Þ such that
Bnðx; e0Þ  ðO-Bðx; e0ÞÞCNl ; ð4:1Þ
where R3þ ¼ fðx1; x2; x3ÞAR3; x340g: We note that @OC
Sn0
l¼1 @Nl :
Now let 0oeoe0; ﬁx x0AOe and let zðxÞ ¼ Zð1eðx0 
 xÞÞ; where Z was deﬁned at the
opening of Section 2. Then zðxÞ  1 in Bðx0; e=2Þ and supp zCCBðx0; eÞ: Since
x0AOeCOe0 ; we can choose ðNl ;FlÞ such that Bnðx0; eÞCNl : From now on we
abbreviate Nl to N for simplicity. Since B
nðx0; eÞCN; we see zu  n0 ¼ 0 on @N; where
n0 is the unit outward normal to @N: Hence zu satisﬁes
r ðzuÞ ¼ zoþ ðrzÞ  u in N;
r  ðzuÞ ¼ ðrzÞ  u in N;
zu  n0 ¼ 0 on @N; ð4:2Þ
where o ¼ rot u: Let v ¼ ðu; 0Þ: Then zv satisﬁes
LðzvÞ ¼ ðzo; 0Þ þ ðrz u;rz  uÞ ¼ zCþ F in N;
BðzvÞ ¼ 0 on @N; ð4:3Þ
where C ¼ ðo; 0Þ; F ¼ ðrz u;rz  uÞ:
Let N˜ ¼ FlðNÞ:Applying Fl to above system, we have
*Lð*z*vÞ ¼ *z *Cþ F˜ in N˜;
*Bð*z*vÞ ¼ 0 on @N˜; ð4:4Þ
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where f˜ðx˜Þ ¼ f ðF
1l ðx˜ÞÞ for x˜AN˜; and *L and *B are the operators obtained from L
and B through Fl : Since N is a bounded simply connected domain, from (3.3) we
obtain
*z*vðz˜Þ ¼
Z
N˜
G˜N˜ðz˜; y˜Þ½*z *Cþ F˜ ðy˜Þ dy˜; ð4:5Þ
where G˜N˜ðz˜; y˜Þ ¼ GNðF
1l ðz˜Þ;F
1l ðy˜ÞÞJðy; y˜Þ (J is the Jacobian and y ¼ F
1l ðy˜Þ). We
note that
@
@z˜
 a @
@y˜
 b
G˜N˜ðz˜; y˜Þ

pCa;bjz˜ 
 y˜j
2
jaj
jbj:
Step 1: We estimate the tangential derivative D˜k ¼ @@x˜k ðk ¼ 1; 2Þ of *z*v: (We shall
estimate D˜3 *v in Step 2.) Let
r˜ðz˜Þ ¼
Z
N˜
G˜N˜ðz˜; y˜ÞD˜k½*z *Cþ F˜ ðy˜Þ dy˜;
i.e.,
*Lr˜ ¼ D˜kð*z *Cþ F˜Þ in N˜;
*Br˜ ¼ 0 on @N˜
and let E˜ ¼ D˜kð*z*vÞ 
 r˜: Then we have by (4.4)
*LE˜ ¼ *LD˜kð*z*vÞ 
 D˜kð*z *Cþ F˜Þ ¼ ½ *L; D˜kð*z*vÞ in N˜;
*BE˜ ¼ *BD˜kð*z*vÞ ¼ ½ *B; D˜kð*z*vÞ on @N˜; ð4:6Þ
since D˜k *Bð*z*vÞ ¼ 0 on @R3þ-N˜ and D˜k *Bð*z*vÞ ¼ 0 on @N˜-R3þ; where ½A;B denotes
the commutator AB 
 BA: As Ferrari, from Sobolev’s inequality and Lemma 3.1, we
see
jjE˜jjLNðN˜ÞpCjjE˜jjW 1;4ðN˜Þ
pCfjj½ *L; D˜kð*z*vÞjjL4ðN˜Þ þ jj½ *B; D˜kð*z*vÞjjW 3=4;4ð@N˜Þg
pCjj*z*vjjW 1;4ðN˜Þ: ð4:7Þ
Then, applying Lemma 3.1 to (4.4), we have
jjE˜jjLNðN˜ÞpCjj*z*vjjW 1;4ðN˜ÞpCðjjCjjL4ðBnðx0;eÞÞ þ jjrzjjLN jjujjL4ðBnðx0;eÞÞÞ: ð4:8Þ
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To estimate r˜; we decompose r˜ into two terms:
r˜ðz˜Þ ¼
Z
N˜
G˜N˜ðz˜; y˜Þ*zD˜k *Cðy˜Þ dy˜ þ
Z
N˜
G˜N˜ðz˜; y˜Þ½ðD˜k *zÞ *Cþ D˜kF˜ ðy˜Þ dy˜
¼ w˜1ðz˜Þ þ w˜2ðz˜Þ: ð4:9Þ
Since w˜2 satisﬁes
*Lw˜2 ¼ ðD˜k *zÞ *Cþ D˜kF˜ in N˜;
*Bw˜2 ¼ 0 on @N˜; ð4:10Þ
from Sobolev’s inequality and Lemma 3.1, we obtain
jjw˜2jjLNðN˜ÞpCjjw˜2jjW 1;4ðN˜Þ
pCjjðD˜k *zÞ *Cþ D˜kF˜jjL4ðN˜Þ
pCfjjCjjL4ðBnðx0;eÞÞ þ jjujjL4ðBnðx0;eÞÞ þ jjrujjL4ðBnðx0;eÞÞg: ð4:11Þ
Now we turn to the estimate of w˜1: From the Littlewood–Paley decomposition (2.1)
we see that for all z; yAN and all mX1;
1 ¼ Zð2mðz 
 yÞÞ þ
XN
j¼
m
fð2
jðz 
 yÞÞ
¼ Zð2mðz 
 yÞÞ þ
Xm
j¼
m
fð2
jðz 
 yÞÞ þ gð2
mðz 
 yÞÞ; ð4:12Þ
where gðxÞ ¼PNj¼1 fð2
jxÞ ¼ 1
 ZðxÞ 
 fðxÞ: Let *Z
mðz˜; y˜Þ ¼ Zð2mðF
1l ðz˜Þ 

F
1l ðy˜ÞÞÞ; *fjðz˜; y˜Þ ¼ fð2
jðF
1l ðz˜Þ 
 F
1l ðy˜ÞÞÞ and *gmðz˜; y˜Þ ¼ gð2
mðF
1l ðz˜Þ 

F
1l ðy˜ÞÞÞ; then
1 ¼ *Z
mðz˜; y˜Þ þ
Xm
j¼
m
*fjðz˜; y˜Þ þ *gmðz˜; y˜Þ for all z˜; y˜AN˜; all mX1: ð4:13Þ
For z˜AN˜; we have
w˜1ðz˜Þ ¼
Z
N˜
*Z
mðz˜; y˜ÞG˜N˜ðz˜; y˜Þ*zðy˜ÞD˜k *Cðy˜Þ dy˜
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þ
Xm
j¼
m
Z
N˜
*fjðz˜; y˜ÞG˜N˜ðz˜; y˜Þ*zðy˜ÞD˜k *Cðy˜Þ dy˜
þ
Z
N˜
*gmðz˜; y˜ÞG˜N˜ðz˜; y˜Þ*zðy˜ÞD˜k *Cðy˜Þ dy˜
¼ w˜1;1ðz˜Þ þ w˜1;2ðz˜Þ þ w˜1;3ðz˜Þ: ð4:14Þ
To estimate w˜1;2; we rewrite w˜1;2 as follows:
w˜1;2ðz˜Þ ¼
Xm
j¼
m
Z
N˜
*fjðz˜; y˜ÞG˜N˜ðz˜; y˜Þ*zðy˜Þ
@
@y˜k
ð *Cðy˜Þ 
 cjÞ dy˜;
where fcjg is independent of y˜ and determined later. Since ðsupp *zÞ-R3þCN˜ and
since D˜k is tangential derivative to R
3
þ; by integration by parts we have
w˜1;2 ¼ 

Xm
j¼
m
Z
N˜
@
@y˜k
ð *fjðz˜; y˜ÞG˜N˜ðz˜; y˜ÞÞ*zðy˜Þð *Cðy˜Þ 
 cjÞ dy˜


Xm
j¼
m
Z
N˜
*fjðz˜; y˜ÞG˜N˜ðz˜; y˜Þ
@
@y˜k
*z
 
ð *Cðy˜Þ 
 cjÞ dy˜
¼ w˜1;4ðz˜Þ þ w˜1;5ðz˜Þ: ð4:15Þ
For the ﬁrst term of (4.15), we have
jw˜1;4ðz˜Þj
p
Xm
j¼
m
Z
y˜AN˜-supp *z
@
@y˜k
*fj

jG˜N˜j þ j *fj j @@y˜kG˜N˜


 
j*zðy˜Þjj *Cðy˜Þ 
 cjj dy˜
pC
Xm
j¼
m
Z
yAN-Bðx0;eÞ
ðjrfjðz 
 yÞjjz 
 yj
2
þ jfjðz 
 yÞjjz 
 yj
3ÞjCðyÞ 
 cjj dy
pC
Xm
j¼
m
Z
yAN-Bðx0;eÞ;2j
1pjz
yjp2jþ1
ð2
jjz 
 yj
2 þ jz 
 yj
3ÞjCðyÞ 
 cj j dy
pC
Xm
j¼
m
2
3j
Z
yAN-Bðx0;eÞ;jz
yjp2jþ1
jCðyÞ 
 cjj dy;
where z ¼ F
1l ðz˜Þ and y ¼ F
1l ðy˜Þ: Now we consider an arbitrary function
%CAL1locðR3Þ with %C  C in O2e: Let cj ¼ 1jBðz;2jþ1Þj
R
Bðz;2jþ1Þ %C dy for jp
 1 and cj ¼
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0 for jX0: Then, since N-Bðx0; eÞCO2e; we observe
jw˜1;4ðz˜ÞjpC
Xm
j¼
m
2
3j
Z
yAN-Bðx0;eÞ;jz
yjp2jþ1
j %CðyÞ 
 cjj dy
pC
X
1
j¼
m
bð2jþ1Þjj %CjjbmobðR3Þ þ C
Xm
j¼0
Z
O2e
j %CðyÞj dy: ð4:16Þ
Hence
jw˜1;4ðz˜ÞjpCjj %CjjbmobðR3Þ
X
1
j¼
m
bð2jþ1Þ þ
Xm
j¼0
1
( )
pCmbð2
mÞjj %CjjbmobðR3Þ: ð4:17Þ
For the second term of (4.15), in the same way as above computation, we have
jw˜1;5ðz˜ÞjpCmbð2
mÞjj %CjjbmobðR3Þ: ð4:18Þ
Hence we obtain from (4.17) and (4.18)
jw˜1;2ðz˜Þjpjw˜1;4ðz˜Þj þ jw˜1;5ðz˜ÞjpCmbð2
mÞjj %CjjbmobðR3Þ; ð4:19Þ
where C is independent of m and %C: Since (4.19) holds for all %C with %C  C in O2e;
we have
jw˜1;2ðz˜ÞjpCmbð2
mÞjjCjjbmobðO2eÞ: ð4:20Þ
To estimate w˜1;1; we easily compute
jw˜1;1ðz˜ÞjpC
Z
yAsuppz-N-Bðz;2
mÞ
jz 
 yj
2jrCðyÞj dy
pCjjrCjjL6ðO2eÞ
Z
jz
yjp2
m
jz 
 yj
125 dy
( )5
6
pC2

m
2 jjCjjH2ðO2eÞ ð4:21Þ
for all z˜AN˜: Concerning the last term of (4.14), by the integration by parts we have
jw˜1;3ðz˜Þj ¼
Z
N˜-supp *z
@
@y˜k
ð*gmðz˜; y˜ÞG˜N˜ðz˜; y˜Þ*zðy˜ÞÞ *Cðy˜Þdy˜


pC
Z
O2e
jCðyÞj dypCjjCjjbmobðO2eÞ; ð4:22Þ
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where C is independent of m and C: Gathering estimates (4.20)–(4.22) with (4.14),
we obtain for all z˜AN˜
jw˜1ðz˜ÞjpCfmbð2
mÞjjCjjbmobðO2eÞ þ 2

m
2 jjCjjH2ðO2eÞg: ð4:23Þ
Since D˜kð*z*vÞðz˜Þ ¼ r˜ þ E˜ ¼ w˜1 þ w˜2 þ E˜ and *z  1 in FlðBðx0; e=2ÞÞ; by (4.8), (4.11)
and (4.23) we have
jD˜k *vðz˜Þj ¼ jD˜kð*z*vÞðz˜Þj
pCfjjCjjL4ðBnðx0;eÞÞ þ jjujjL4ðBnðx0;eÞÞ þ jjrujjL4ðBnðx0;eÞÞ
þ mbð2
mÞjjCjjbmobðO2eÞ þ 2

m
2 jjCjjH2ðO2eÞg ð4:24Þ
for all z˜AFlðBðx0; e=2ÞÞ and for k ¼ 1; 2: Since v ¼ ðu; 0Þ; C ¼ ðo; 0Þ; we conclude
that
jD˜ku˜ðx˜0ÞjpCfjjujjL4ðO2eÞ þ jjrujjL4ðO2eÞ
þ mbð2
mÞjjojjbmobðO2eÞ þ 2

m
2 jjojjH2ðO2eÞg ð4:25Þ
for k ¼ 1; 2: We note that the above constant C depend only on O; N; Fl and e:
Step 2: It remains to estimate jD˜3u˜ðx˜0Þj: Since u satisﬁes r u ¼ or  u ¼ 0

in N: We
have
0 
@x˜3
@x3
@x˜3
@x2

@x˜3
@x1
@x˜3
@x3
0 
@x˜3
@x1

@x˜3
@x2

@x˜3
@x2
@x˜3
@x1
0 
@x˜3
@x3
@x˜3
@x1
@x˜3
@x2
@x˜3
@x3
0
0
BBBBBBBBBBB@
1
CCCCCCCCCCCA
@u˜1
@x˜3
@u˜2
@x˜3
@u˜3
@x˜3
0
0
BBBBBBBBBB@
1
CCCCCCCCCCA
¼
*o1 þ P2
k¼1

@u˜
3
@x˜k
@x˜k
@x2
þ @u˜
2
@x˜k
@x˜k
@x3
 
*o2 þ P2
k¼1
@u˜3
@x˜k
@x˜k
@x1

 @u˜
1
@x˜k
@x˜k
@x3
 
*o3 þ P2
k¼1

@u˜
2
@x˜k
@x˜k
@x1
þ @u˜
1
@x˜k
@x˜k
@x2
 

P2
k¼1
@u˜1
@x˜k
@x˜k
@x1
þ @u˜
2
@x˜k
@x˜k
@x2
þ @u˜
3
@x˜k
@x˜k
@x3
 
0
BBBBBBBBBBBBB@
1
CCCCCCCCCCCCCA
; ð4:26Þ
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where ðx˜1; x˜2; x˜3Þ ¼ FlðxÞ ¼ ðF1l ðxÞ;F2l ðxÞ;F3l ðxÞÞ: The determinant of the ﬁrst
matrix of above equation is ðð@x˜3@x1Þ
2 þ ð@x˜3@x2Þ
2 þ ð@x˜3@x3Þ
2Þ2 and there are constants C0
and C1 depending only on Fl and N such that 0oC0pðð@x˜3@x1Þ
2 þ ð@x˜3@x2Þ
2 þ
ð@x˜3@x3Þ
2Þ2pC1oN for all xAN: Hence we have
jD˜3u˜ðx˜0ÞjpCðj *oðx˜0Þj þ jD˜1u˜ðx˜0Þj þ jD˜2u˜ðx˜0ÞjÞ; ð4:27Þ
where C is depending only on N and Fl : Since jruðx0ÞjpC
P3
k¼1 jD˜ku˜ðx˜0Þj; we
conclude from (4.25) and (4.27) that
jjrujjLNðOeÞpCfjjojjLNðOeÞ þ jjujjL4ðO2eÞ þ jjrujjL4ðO2eÞ
þ mbð2
mÞjjojjbmobðO2eÞ þ 2

m
2 jjujjH3ðO2eÞg: ð4:28Þ
Step 3: Now we estimate jruj in O\Oe: Here we make use of the cut-off technique
to reduce the problem in O\Oe to that in the whole space R3:
Let rACNðR3Þ with r  1 in O\Oe and r  0 in R3\O: Since

DðruÞ ¼ 
ðDrÞu 
 2ðrr  rÞu þ r roto in R3; ð4:29Þ
we have
rðruÞ ¼rð
DÞ
1f
ðDrÞu 
 2ðrr  rÞu þ r rotog
¼rQ1 þrQ2 þrQ3; ð4:30Þ
where ðð
DÞ
1f ÞðxÞ ¼ 1
4p
R
R3
1
jx
yj f ðyÞ dy: Obviously, we have
jrQ1ðxÞj ¼ 1
4p
Z
R3
r 1jx 
 yj
 
ðDrÞðyÞuðyÞ dy

pCjjujjLNðOeÞ;
jrQ2ðxÞj ¼ 2 1
4p
Z
R3
r 1jx 
 yj
 
ðrrðyÞ  rÞuðyÞ dy

pCjjrujjLNðOeÞ: ð4:31Þ
Now we estimate rQ3 ¼ rð
DÞ
1ðr rotoÞ in the similar way as in Step 1. Using the
Littlewood–Paley decomposition (4.12), we have for all mX1;
rQ3ðxÞ ¼ 1
4p
Z
R3
r 1jx 
 yj
 
rðyÞ rotoðyÞ dy
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¼ 1
4p
Z
R3
Zð2mðx 
 yÞÞ r 1jx 
 yj
 
rðyÞ rotoðyÞ dy
þ 1
4p
Xm
j¼
m
Z
R3
fð2
jðx 
 yÞÞ r 1jx 
 yj
 
rðyÞ rot ðoðyÞ 
 cjÞ dy
þ 1
4p
Z
R3
gð2
mðx 
 yÞÞ r 1jx 
 yj
 
rðyÞ rotoðyÞ dy
¼rQ3;1ðxÞ þ rQ3;2ðxÞ þ rQ3;3ðxÞ; ð4:32Þ
where cj is independent of y: Similarly to (4.21), we have
jrQ3;1jpC2

m
2 jjojjH2ðOÞ: ð4:33Þ
In the same way as in (4.15)–(4.20), we can estimate rQ3;2: By integration by parts,
we observe that
jrQ3;2jpC
Xm
j¼
m
2
3j
Z
yAO;jx
yjp2jþ1
joðyÞ 
 cj j dy
þ C
Xm
j¼
m
2
2j
Z
yAO;jx
yjp2jþ1
jrrðyÞjjoðyÞ 
 cjj dy
pCð1þ jjrrjjNÞ
X
1
j¼
m
2
3j
Z
yAO;jx
yjp2jþ1
joðyÞ 
 cjj dy
þ C
Xm
j¼0
2
3j
Z
yAO;jx
yjp2jþ1
joðyÞj dy
þ CjjrrjjN
Xm
j¼0
2
2j
Z
yAsupp rr
joðyÞj dy;
where we set cj ¼ 0 for jX0: Deﬁning cj ðjp
 1Þ in the same way as in Step 1, we
have
jrQ3;2jpCmbð2
mÞjjojjbmobðOÞ; ð4:34Þ
since supprr is compact and since for jX0
2
3j
Z
yAO;jx
yjp2jþ1
j f ðyÞj dypC sup
xAR3
Z
Bðx;1Þ-O
j f ðyÞj dypCjj f jjbmobðOÞ:
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By integration by parts, we easily see that
jrQ3;3jpC
Z
jx
yjX2m
r gð2
mðx 
 yÞÞr 1jx 
 yj
 
jrðyÞjjoðyÞj dy
þ C
Z
jx
yjX2m;yAsupp rr
jgð2
mðx 
 yÞÞj r 1jx 
 yj

jrrðyÞjjoðyÞj dy
pCð2
32mjjojjL2ðOÞ þ
Z
Oe
joðyÞj dyÞ
pCð2
32mjjojjH2ðOÞ þ jjojjbmobðOÞÞ: ð4:35Þ
Gathering (4.31)–(4.35) with (4.30), we obtain
jjrujjLNðO\OeÞpCfjjujjLNðOeÞ þ jjrujjLNðOeÞ
þ 2
m2 jjojjH2ðOÞ þ mbð2
mÞjjojjbmobðOÞg: ð4:36Þ
We notice that jjrujjLNðOeÞ in the right-hand side of (4.36) was already estimated in
Steps 1–2. Therefore we obtain from (4.28) and (4.36)
jjrujjLNðOÞpCfjjojjLNðOeÞ þ jjujjLNðO2eÞ þ jjrujjL4ðO2eÞ
þ mbð2
mÞjjojjbmobðOÞ þ 2

m
2 jjujjH3ðOÞg; ð4:37Þ
since jjojjbmobðO2eÞpjjojjbmobðOÞ: Now letting m ¼ ½
2 logþjjujj
H3ðOÞ
log 2
 þ 1; we arrive at
jjrujjLNðOÞpCfjjojjLNðOeÞ þ jjujjLNðO2eÞ þ jjrujjL4ðO2eÞ
þ ð1þ jjojjbmobðOÞÞYðlogðjjujjH3ðOÞ þ eÞÞg; ð4:38Þ
since bðrÞ ¼ Yðlogð1
r
þ eÞÞ=logð1
r
þ eÞ:
Step 4: Here we estimate jjojjLNðOeÞ þ jjujjLNðO2eÞ þ jjrujjL4ðO2eÞ: Let LACNðOÞ
with L  1 in O2e and L  0 in O\O3e and let v ¼ ðu; 0Þ: Then Lv satisﬁes
LðLvÞ ¼ ðLo; 0Þ þ ðrL u;rL  uÞ in O3e;
BðLvÞ ¼ 0 on @O3e: ð4:39Þ
By the deﬁnition of L and by Lemma 3.1 we have
jjrujjL4ðO2eÞpCðjjojjL4ðO3eÞ þ jjujjL4ðO3eÞÞpCðjjojjLNðO3eÞ þ jjujjLNðO3eÞÞ: ð4:40Þ
To estimate jjojjLNðO3eÞ; we use Lemma 2.8 and obtain
jjojjLNðO3eÞpCf1þ jjojjMYðO3eÞYðlogðjjujjH3ðOÞ þ eÞÞg: ð4:41Þ
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Then (4.38), (4.40) and (4.41) imply
jjrujjLNðOÞpCjjujjLNðO3eÞ þ Cð1þ jjojjbmobðOÞ
þ jjojjMYðO3eÞÞYðlogðjjujjH3ðOÞ þ eÞÞ: ð4:42Þ
We can show that
jjujjLNðOÞpdjjrujjLNðOÞ þ Cðd;OÞjjujjL2ðOÞ ð4:43Þ
for all d40; where the constant Cðd;O3eÞ is independent of u; see (A.3) in the
appendix. Therefore from (4.42) and(4.43) we get
jjrujjLNðOÞp 12 jjrujjLNðOÞ þ Cðe;O;YÞjjujjL2ðOÞ
þ Cðe;O;YÞð1þ jjojjbmobðOÞ
þ jjojjMYðO3eÞÞYðlogðjjujjH3ðOÞ þ eÞÞ; ð4:44Þ
which proves Lemma 2.6. &
Next we prove Lemma 2.7.
Proof of Lemma 2.7. We can prove Lemma 2.7 in the same way as in the proof of
Lemma 2.6. We have only to replace the estimate of jrQ3j in Step 3 as follows.
We decompose jrQ3j into two terms:
rQ3ðxÞ ¼ 1
4p
Z
R3
r 1jx 
 yj
 
rotðroÞðyÞ dy

 1
4p
Z
R3
r 1jx 
 yj
 
ðrr oÞðyÞ dy ¼ rQ03;1ðxÞ þ rQ03;2ðxÞ: ð4:45Þ
Obviously, we have
jrQ03;2ðxÞjpCjjrujjLNðOeÞ: ð4:46Þ
On the other hand, rQ03;1 is written as follows.
rQ03;1 ¼ rð
DÞ
1rotðroÞ ¼ ~Rð~R  ðroÞÞ; ð4:47Þ
where ~R ¼ ðR1;R2;R3Þ and Rk ¼ @@xk ð
DÞ

1=2 (the Riesz operator). Since
jjF
1fjFRkf jjLNðR3Þ ¼ jjF
1fjðfj
1 þ fj þ fjþ1ÞFRkf jjLNðR3Þ
¼ jjðRkF
1ðfj
1 þ fj þ fjþ1ÞÞ*F
1fjFf jjLNðR3Þ
¼CjjF
1fjFf jjLNðR3Þðj ¼ 0; 1; 2;yÞ ð4:48Þ
T. Ogawa, Y. Taniuchi / J. Differential Equations 190 (2003) 39–63 57
and since
jjF
1ZF~Rð~R  ðroÞÞjjLNðR3ÞpCjjF
1ZF~Rð~R  ðroÞÞjjL2ðR3Þ
¼CjjF
1ZFðroÞjjL2ðR3Þ
¼C
Z
R3
ðF
1ZÞð 
 yÞrðyÞr  uðyÞ dy




L2ðR3Þ
pCjjujjL2ðOÞ; ð4:49Þ
we see that
jjrQ03;1jjVYpCðjjujjL2ðOÞ þ jjrojjVYÞ: ð4:50Þ
From (4.47), (4.50) and Lemma 2.9 yield
jjrQ03;1jjLNðR3ÞpCfð1þ jjujjL2ðOÞ þ jjrojjVYÞYðlogðjjrQ03;1jjH2ðR2Þ þ eÞÞg
pCfð1þ jjujjL2ðOÞ þ jjrojjVYÞYðlogðjjujjH3ðOÞ þ eÞÞg: ð4:51Þ
Then we have by (4.45), (4.46) and (4.51)
jjrQ3jjLNðR3ÞpCfjjrujjLNðOeÞ
þ ð1þ jjujjL2ðOÞ þ jjrojjVYÞYðlogðjjujjH3ðOÞ þ eÞÞg: ð4:52Þ
Using (4.52) and the same arguments in Steps 3 and 4, we easily prove Lemma
2.7 &
5. Proof of Theorems 2.1 and 2.2
Now we are in a position to prove Theorems 2.1 and 2.2.
Proof of Theorem 2.1. It is proved by Kato–Lai [15] that, for the initial data
aAHmðOÞ ðmX3Þ with diva ¼ 0 in O and a  n ¼ 0 on @O; the local existence time
interval T of the solution u of (E) in the class Cð½0;TÞ; HmðOÞÞ can be estimated
from below as
TX
C
jjajjH3
:
Hence by the standard argument of continuation of local solutions, it sufﬁces to
prove that if Z T
0
jjojjbmobðOÞ þ jjoðtÞjjMYðOeÞ dtoN for some e40; ð5:1Þ
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then
sup
0otoT
jjuðtÞjjHmðOÞoN:
Taking a L2 inner product of (E) and u; we see d
dt
jjuðtÞjj2L2ðOÞ ¼ 0; which implies
jjuðtÞjjL2ðOÞpjjajjL2ðOÞ for all 0otoT : ð5:2Þ
Since jjujjLNðOÞpCðjjujjL2ðOÞ þ jjrujjLNðOÞÞ; we obtain from Lemma 2.6 and (5.2) that
jjuðtÞjjW 1;NðOÞpCð1þ jjajjL2ðOÞ þ jjoðtÞjjbmobðOÞ þ jjoðtÞjjMYðOeÞÞ
YðlogðjjuðtÞjjHmðOÞ þ eÞÞ: ð5:3Þ
On the other hand, it is known that the smooth solution of the Euler equation
satisﬁes that
jjuðtÞjj2HmðOÞpjjajj2HmðOÞ þ C
Z t
0
jjuðtÞjj2HmðOÞjjuðtÞjjW 1;NðOÞ dt ð5:4Þ
for all 0otoT (cf.[2,13,26]). By Gronwall’s inequality we have that
jjuðtÞjjHmðOÞpjjajjHmðOÞ exp C
Z t
0
jjuðtÞjjW 1;NðOÞ dt
 
; ð5:5Þ
which yields
logðe þ jjuðtÞjjHmðOÞÞplogðe þ jjajjHmðOÞÞ þ C
Z t
0
jjuðtÞjjW 1;NðOÞ dt: ð5:6Þ
Therefore, it follows from Lemma 2.5, (5.3), (5.6) and (2.5) that (5.1) implies
sup
0otoT
logðe þ jjuðtÞjjHmðOÞÞoN:
This completes the proof of Theorem 2.1. &
Proof of Theorem 2.2. The proof of Theorem 2.2 is parallel to that of Theorem 2.1.
Then we can obtain Theorem 2.2 by using Lemma 2.7 instead of Lemma 2.6. &
Appendix
Here we prove Lemmas 2.8–2.9 and inequality (2.4).
Proof of Lemma 2.8. We ﬁrst give the proof of Lemma 2.8, using the similar
argument as in [12,25], see also [22]. Since @DACN; @D satisﬁes the interior corn
property. Namely there are dAð0; 1Þ and yAðp=2; pÞ depending only on D with the
following property: For any point xAD; there exists a spherical sector CydðxÞ ¼
fx þ xAR3; 0ojxjpd;
jxjpkðxÞ  xpjxjcos yg having a vertex at x such that
CydðxÞCD; where kðxÞ is an appropriate unit vector from x: We note that for each
xAD; CydðxÞ is congruent to Cyd  fxAR3; 0ojxjpd; 
 jxjox3ojxjcos yg: In
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particular, for any boundary point xA@D; CydðxÞ can be expressed as CydðxÞ 
fx þ xAR3; 0ojxjpd; 
 jxjpx  nðxÞpjxjcos yg; where nðxÞ denotes the unit out-
ward normal at x:
Now it sufﬁces to prove (2.10) for the only case 0og ¼ s 
 3=qo1: For any ﬁxed
xAD and yACydðxÞCD; we begin by Morrey’s inequality that
j f ðxÞ 
 f ðyÞjpCjj f jjW s;qðDÞjx 
 yjg: ðA:1Þ
For jxjp1; 0oeod and x þ exACydðxÞ; it follows from (A.1) that
j f ðxÞjp j f ðxÞ 
 f ðx þ exÞj þ j f ðx þ exÞj
pCegjj f jjW s;qðDÞ þ j f ðx þ exÞj: ðA:2Þ
Integrating both side of (A.2) with respect to x over S  fx; jxjp1; x þ exACydðxÞg;
j f ðxÞjjSjpCegjj f jjW s;qðDÞjSj þ
Z
xAS
j f ðx þ exÞj dx
pCegjj f jjW s;qðDÞjSj þ
Z
yABðx;eÞ-D
j f ðyÞje
3 dy
¼Cegjj f jjW s;qðDÞjSj þ e

3
p
Z
yABðx;eÞ-D
j f ðyÞj dye
3þ
3
p
( )
: ðA:3Þ
Since Deﬁnition 3 implies
sup
0oro1;xAR3
Z
yABðx;rÞ-D
j f ðyÞj dy r
3þ
3
p
( )
pYðpÞjj f jjMYðDÞ
and since jSj is only depending on y; we have
j f ðxÞjpCðegjj f jjW s;qðDÞ þ e
3=pYðpÞjj f jjMYðDÞÞ ðA:4Þ
for all 0oeod and all pX1: Setting p ¼ logðe þ 1eÞ so that e
3=poe3; we have
j f ðxÞjpCðegjj f jjW s;qðDÞ þY log e þ
1
e
  
jj f jjMYðDÞÞ ðA:5Þ
for all 0oepd: Then we optimize e by letting e ¼ ð1=jj f jjW s;qðDÞÞ1=g if jj f jjW s;qðDÞXd
g
and letting e ¼ d if jj f jjW s;qðDÞpd
g to obtain (2.10). &
Next we give the proof of Lemma 2.9, according to [6,31], see also [18].
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Proof of Lemma 2.9. Using (2.1), we decompose f into two parts such as
f ðxÞ ¼ flðxÞ þ fmðxÞ; ðA:6Þ
where
flðxÞ ¼F
1ZFf ðxÞ þ
XN
j¼0
F
1fjFf ðxÞ;
fmðxÞ ¼
X
j4N
F
1fjFf ðxÞ: ðA:7Þ
We ﬁrst estimate fmðxÞ: We easily show that
j fmðxÞjp
X
j4N
jjF
1fjFf jjN
pC
X
j4N
23j=pjjF
1fjFf jjp
¼C
X
j4N
2sjjjF
1fjFf jjp2
ðs
3=pÞj
pCjj f jjBsp;N
X
j4N
2
ðs
3=pÞj
pC2
kN jj f jjW s;p ðk ¼ s 
 3=pÞ; ðA:8Þ
where we used the Bernstein inequality. Next, we consider flðxÞ: We have by
Deﬁnition 1
j flðxÞjpjjF
1ZFf jjN þ
XN
j¼0
jjF
1fjFf jjNpYðNÞjj f jjVY : ðA:9Þ
Gathering (A.8) and (A.9) with (A.6), we obtain
jj f jjNpCð2
kN jj f jjW s;p þYðNÞjj f jjVYÞ: ðA:10Þ
Now we take N ¼ ½logðjj f jjWs;pþeÞk log 2  þ 1; where ½ denotes Gauss symbol. Then we have
the desired estimate (2.11). &
Next we prove the inequality (2.4).
Proof of (2.4). Since logðp þ eÞp2p for pX1; by deﬁnition we have
jj f jjMYðDÞp2jj f jjMlogðaþeÞðDÞ: ðA:11Þ
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Fix pX1 and let r30 ¼ e
p; i.e., p ¼ 3 log 1=r0: Then
sup
xAR3
Z
Bðx;r0Þ-D
j f j dy r
3þ3=p0 ¼ sup
xAR3
Z
Bðx;e
p=3Þ-D
j f j dy ep
1;
which yields
sup
0oro1;xAR3
Z
Bðx;rÞ-D
j f j dy r
3þ3=pX sup
xAR3
Z
Bðx;e
p=3Þ-D
j f j dy ep
1:
Hence we have
jj f jjMlogðaþeÞðDÞX sup
xAR3;pX1
ep
1
logðp þ eÞ
Z
Bðx;e
p=3Þ-D
j f j dy
 sup
xAR3;0or0oe
1=3
ðr0Þ
3e
1
logðe þ 3 log 1=r0Þ
Z
Bðx;r0Þ-D
j f j dy ðr0 ¼ e
p=3Þ:ðA:12Þ
On the other hand, letting f0 ¼ f in D;
0 in R3\D;

we observe that
jj f jjbmobðDÞp jj f0jjbmobðR3Þ
p sup
0oro1;xAR3
1
jBðx; rÞjbðrÞ
Z
Bðx;rÞ
j f0 
 %ðf0ÞBðx;rÞj dy
þ Cjj f0jjMlogðaþeÞðR3Þ
p 2 sup
0oro1;xAR3
1
jBðx; rÞjbðrÞ
Z
Bðx;rÞ
j f0j dy þ Cjj f0jjMlogðaþeÞðR3Þ
¼ 2 sup
0oro1;xAR3
1
jBðx; rÞjbðrÞ
Z
Bðx;rÞ-D
j f j dy þ Cjj f jjMlogðaþeÞðDÞ: ðA:13Þ
Estimates (A.11)–(A.13) yield (2.4). &
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