Abstract. The problem of discerning key features of steady turbulent flow adjacent to a wall has drawn the attention of some of the most noted fluid dynamicists of all time. Standard examples of such features are found in the mean velocity profiles of turbulent flow in channels, pipes or boundary layers. The aim of this article is to explain and further develop the recent concept of scaling patch for the time-averaged equations of motion of incompressible flow made highly turbulent by friction at a fixed boundary (introduced in recent papers by Wei et al, Fife et al, and Klewicki et al.) Besides outlining ways to identify the patches, which provide the scaling structure of mean profiles, a critical comparison will be made between that approach and more traditional ones.
1. Introduction. We start with a disclaimer: every theoretical investigation of highly turbulent fluid dynamics is necessarily incomplete, because accepted accurate models such as the Navier-Stokes equations lie beyond the scope of full solution by existing methods, whether those methods be numerical or analytical. Faced with this failing, researchers have often turned to seeking theoretical information through partial analyses, incomplete models, or reasoning which is not fully based on rigorous deduction. The search for such approaches is bound to yield, and historically has yielded, some fruitful avenues leading to insightful, though at times tentative, conclusions.
The goal of this paper is to expand upon a recent framework for gaining some understanding of the mechanisms behind steady (in the mean) turbulent incompressible flow bounded by a wall. The approach, which is conceptually distinct from other historical strategies, was initiated in [1, 2, 3, 4] and applied to different types of flows in [5, 6] . It relies on a concept, that of a "scaling patch", which although implicit in many asymptotic endeavors, has not been presented in the literature (beyond the above cited papers), to the authors' knowledge. It was conceived as being especially relevant to situations with a continuum of space scales (characteristic lengths). Each scale resides in its own spatial domain (patch), which overlaps with neighboring patches. We propose criteria for the existence of patches for the time-averaged Navier-Stokes equations, and thereby locate (in an order of magnitude sense) the scaling patches associated with mean properties of wall-bounded turbulent flow. This provides knowledge of the scaling structure of the profiles under consideration. In turn, one obtains more information about the profiles themselves. The relevance of logarithmic and power law profiles is captured.
The prototypical physical examples will be rapid flow in a channel or pipe forced by an imposed pressure gradient or the differential motion of the walls, and turbulent boundary layers of various types. There has been an enormous amount of work over the past century along these lines, and a complete review of it will not be given.
Overall, the broad goal in this communication is to better understand the character of spatial profiles in time-averaged wall-bounded highly turbulent flow and, more importantly, the reason why the profiles have certain important features. The reasons for the results we advance will not be entirely rigorous, and at rare times they will be partly based on empirical findings. But to advance the goal of basic understanding, they will, as far as possible, be grounded in theory, i.e. in accepted mathematical models. Mostly, these models will be built from the averaged NavierStokes equations.
Background material, mostly well known except for the concept of scaling patch in Sec. 3.1, will be given in Secs. 2, 3, and 4 (the last having to do with a dimensionless formulation of the problem of Couette flow in a straight channel). Sec. 5 provides the details of the search for scaling patches in the context of Couette flow. The final section 7 compares the approach highlighted in this paper with more traditional ones with the same objective, emphasis being given to those based on the noted Izakson/Millikan observation.
The concepts and results covered in this paper have motivated a new model [7] for the physics that is operative in the flow, including features such as various types of vortices and their interactions and associated length scales. The details will not be given here.
2. The Navier-Stokes equations and Reynolds averaging. Our mathematical models use the symbols u = (u 1 , u 2 , u 3 ), p, t and x = (x 1 , x 2 , x 3 ) to denote the velocity, pressure, time and space variables, with µ and ρ the material constants of viscosity and fluid density.
The standard incompressible Navier-Stokes equations without body forces, almost universally recognized as an accurate representation of the flows we shall deal with, can be written as follows:
where ν = µ/ρ is the kinematic viscosity; and 
Reynolds averaging [8] provides an extremely common framework for studying turbulent flows. It is a short cut, and as such erases a wealth of details about the fluid motions being studied. The modeler is left with the task of partially filling the resulting deficiency with assumptions about features of the fluid motion in its disorganized state. Positing closure relations is a popular way to try to remedy the underdetermined nature of the Reynolds averaged equations, but our approach is not related to that.
The goal is to use the Navier-Stokes equations in their averaged form, together with a direct investigation of its spatial scaling structure, to gain insight into some basic properties of the averaged flow. Specifically, we focus on features of the mean velocity and Reynolds stress profiles, the latter being one of the measures of net transport by turbulent motions.
In Reynolds averaging [8] , one supposes that at each spatial location x and time t, the velocity and the other flow quantities have well defined average values. This could be an imagined "ensemble" average over many similar observations, or over some small (but not too small) region in space-time containing the point in question. In the search for scaling patches of "statistically steady" fully developed turbulence, which will be our focus, it will be the time average. The mean (average) values may then depend on space, but on scales perhaps larger than those over which the average is taken.
The velocity vector can be expressed as its mean plus its fluctuation about the mean:
u(x, t) = U (x, t) + u ′ (x, t),
with a similar decomposition for other flow quantities. We substitute (3) into the Navier-Stokes equations (1), (2) and then take the average of the resulting equations to obtain (with averaging denoted by angle brackets)
Note also that ∇·u ′ = 0.
The last two terms on the left of (4) can, by virtue of (6), be written as ∇·T , where T is the tensor T ij = 1 ρ P δ ij − τ ij , where
An intuitive understanding can be obtained for the role of the term −∇τ = u ′ ·∇u ′ appearing in (4), as a force produced by turbulent fluctuations. If we knew the tensor τ , then we could use that knowledge in (4) so that (4) and (5) would constitute a closed system for the determination of U and P . But nature is not so kind, and τ is not known.
There have been many turbulence theories utilizing the ideas of Reynolds averaging, some by Prandtl [9] and von Karman [10] being early examples. The main approaches to wall-induced turbulence that we shall examine are heavily involved with scaling concepts applied to (4) , and so we make a digression here to discuss some ideas basic to that subject.
3. The notion of scaling. Models involving small or large parameters are commonplace in the natural sciences; in more cases than not there are processes making up the action which operate on more than one, often many, different space and time scales. The phenomenon being studied can then most clearly and naturally be represented, in certain subdomains, in terms of functions of "rescaled variables", or of a combination of rescaled variables. Here rescaling means that new dependent and independent variables are defined, in differential form, as linear transformations of the original ones, the coefficients in the transformation generally being functions of the original small or large parameters.
Our results on wall-induced turbulence will center on the notion of a "scaling patch", which is especially suitable for problems with the feature that there is an infinitude, in fact continuum, of length scales. This is not an unusual feature in turbulence models, but the idea that each such scale occupies its own location in space is novel. The concept of scaling patch will be explained in Sec. 3.1.
The classical Izakson-Millikan observation covered in Sec. 7.1 is best known in the setting of turbulent flows, where it commonly forms the basis for asymptotic approaches. Our methods are distinct, but we include it for comparison because of its simplicity and popularity. Its deficiences will be discussed. It is given here in a more general mathematical context and in the form of a statement which is mathematically rigorous but vacuous because its premise is essentially never fulfilled in practice. We present here a new approximative form which is not vacuous but still rigorous.
In most of the following, there will be one independent small parameter called ǫ, related to an inverse Reynolds number, although another parameter β, which will also be small, will appear in some sections. The coefficients in the scaling transformations will depend on ǫ, and possibly on β, and their orders of magnitude will be of primary importance. The notation O(1) will refer to a quantity or function which generally depends on ǫ, but whose magnitude is bounded above and below by positive constants independent of ǫ and β as those parameters approach 0. When the lower bound is not assumed, we will generally write ≤ O(1). The meaning of other order relations hopefully will be clear from the context. 3.1. Scaling patches. The objective of this subsection is to develop the notion of a function of a space variable and a small parameter for which different "natural" scalings are associated with different spatial locations. We will especially be interested in cases in which there is a continuum of such scalings corresponding to a range of values of the space variable.
To be more specific, consider an interval I(ǫ) and a function φ(x, ǫ) defined for all small positive ǫ and all values of the space variable x ∈ I(ǫ) and, as well as functions α(ǫ), γ(ǫ) (called scaling factors for the variables x and φ), such that the rescaled functionφ(x, ǫ) obtained by setting the differentials dx = α(ǫ)dx, dφ = γ(ǫ)dφ has the following three properties:
• The size of I(ǫ) is O(1) with respect to the rescaled variablex.
• The derivatives ofφ with respect tox up to some prescribed order m are bounded in magnitude in I independently of ǫ.
• If α(ǫ) is replaced by a different function α * (ǫ) of ǫ with larger order of magnitude α * α →∞ as ǫ→0 , while γ is unchanged, so that with respect to the variables newly scaled with α * the derivatives are correspondingly larger, then the magnitudes of some of these derivatives are not bounded independently of ǫ.
A simple example would be φ(x, ǫ) = e −x/ǫ , I(ǫ) = [0, ǫ], α(ǫ) = ǫ, γ = 1; in fact if α(ǫ) is replaced by α * (ǫ) = ǫ 1/2 , say, which is larger than the first choice of scaling, then setting dx = α * dx * , we have dφ dx * = ǫ −1/2 e −x/ǫ which is no longer bounded in I.
If these conditions are met, then we say that the scaling pair α, γ is "natural" for the given function φ and the given interval I. The definition of natural depends on the choice of the order m, of course, which would depend on the application under consideration.
Given I, φ and a natural scaling, the factor α can be interpreted as a "characteristic length" for φ in I. This because when the original length is scaled according to α, differentiation with respect to the new length variable results in a rate of change of φ on I that remains bounded. Moreover, asx traverses the O(1) (rescaled) length of the interval, x changes by an amount O(α). The stipulation that the size of the subdomain (called a "patch" below) be of size O(1) in the rescaled variable is designed so that that size agrees in order of magnitude with the characteristic length.
Importantly, a patch cannot be artificially enlarged by adjoining a section in which the characteristic length is larger (in order of magnitude), although a large concatenation of overlapping patches, all with the same scales, is possible.
This definition can be thought of as a stipulation thatφ(x) is seen to undergo, in I, variations which are not too large and not too small. The rate of variation could be gauged by the magnitude of the rescaled derivatives. The requirement "not too large" then would be taken to mean that all derivatives up to some order m are bounded in magnitude independently of the parameters in the problem. It usually happens that some of these derivatives are necessarily zero or very small in places, so the corresponding (opposite) criterion cannot be imposed to gauge the satisfaction of the requirement "not too small". Instead, the third stipulation is the appropriate interpretation.
Such an interval I(ǫ), together with its natural scaling, will in the following be called a scaling patch. The search for scaling patches in wall-bounded turbulent flow will be the primary activity in Section 5.
4. The mean structure of turbulent Couette flow in a channel. At this point we leave the digression about scaling and turn to the main issue of this paper, namely the application of scaling ideas to turbulence induced by wall friction. Turbulent Couette flow is possibly the simplest nontrivial example. We therefore focus on that type of flow, although the method applies to other scenarios as well. For the sake of completeness, we begin by reviewing well-known standard mathematical reasoning but with different emphases. Newer, hence lesser known, material will be found in subsequent sections.
Denote the components of x and u by (x, y, z) and (u, v, w) respectively. Consider a channel bounded on top and bottom by horizontal planes {y = 0; y = 2δ}. The top plane moves with given steady velocity in the streamwise direction x, while the lower plane remains stationary. This causes a shear stress in the fluid between the two planes. In the laminar case, fluid particles that are vertically aligned at one moment of time slide past each other horizontally.
If the velocity is sufficiently large, the resulting shear causes the flow to be turbulent. We seek to understand the "scaling structure" of the mean velocity of the fluid, and other quantities, when the flow has reached a statistically stationary state. Understanding the scaling structure of the mean momentum equation will mean the identification of scaling patches for the mean velocity and Reynolds stress profiles. The scaling analysis of turbulent Couette flow described here was developed in [1, 2, 3, 4] . Under the prescribed conditions the mean velocity is everywhere horizontal and depends, along with Reynolds stress, only on the normal coordinate y. Although there will be perhaps violent particle fluctuations in all directions, the prevailing (mean) motion will be only horizontal. The upshot is that the averaged Navier-Stokes equations have only one independent variable (y).
Before we get into the analysis of the mean equation for this turbulent flow, consider the corresponding laminar flow, in which all fluctuation parts vanish, and in fact the velocity has only an x-component, which is simply a linear function of y, the coefficients being adjusted to match the given velocities of the bounding planes. This is a very simple solution, and can be verified to be a solution of the Navier-Stokes equations (1) with 0 pressure gradient. In fact the inertia terms of the conservation equation for the x-component of momentum are annihilated automatically because each velocity component is either 0 or has x-derivative 0. For a similar reason, all but one of the viscosity terms also vanish.
The analogous problem for turbulent flow is many orders of magnitude more difficult, and can only be solved imprecisely. We will examine it in the framework of Reynolds averaging.
But a possible paradox appears. It was just brought out that the eminently simple laminar flow, in which u is a linear function of y, is an exact solution of the Navier-Stokes equations, and those equations govern the flow, laminar or turbulent. So if we have a solution, why do we need to look for a "turbulent" one? The answer is because (a) as we set up the problem, there are more statistically stationary solutions than just the laminar one (we are not dealing with the initial value problem, which is expected to have a unique solution); and (b) the laminar one happens to be very unstable at high Reynolds numbers, therefore not seen in practice and hence unphysical. 4.1. The differential equations. To proceed, suppose the turbulent flow to be "fully developed," statistically stationary and two-dimensional in the channel. All averaged quantities except pressure do not depend on x, z, or t; just on y. Moreover, we suppose that the only nonzero component of the mean velocity will be the xcomponent, which we denote by U (y). (This assertion holds in the laminar case for the exact Navier-Stokes equation.)
The x and y components of (4) are greatly simplified, because of the independence of u ′ v ′ on x, z, t:
At the two walls {y = 0, y = 2δ}, all the fluctuating parts of u are 0, so the Reynolds stress u ′ v ′ vanishes as well. At the lower wall, U = 0 and its derivative is related to the frictional stress exerted on the wall by the fluid (or vice versa).
We have here two equations for the four unknown functions U, P, u ′ v ′ and (v ′ ) 2 . Actually, Couette flow is characterized by the absence of an applied pressure gradient; the sole impetus for the flow is the differential motion of the two walls. Therefore we set ∂P ∂x = 0 (P itself depends on y, however, as one can see from (8)). In the case of other steady channel flows, ∂P ∂x may not be zero, but it would turn out necessarily to be constant.
The equation (7) becomes
It is important to recognize that this is a simple balance of forces, which must occur at each point of this steady (in the mean) flow. The two forces exerted on the fluid are (1) the friction, or viscous, force ν Since there are only these two forces in balance, it can be said, contrary to assertions often seen in the literature, that the viscous forces and those due to Reynolds stresses are both equal players, hence both important, everywhere in the flow.
At this point we have reduced the problem to a single equation (9) for U and u ′ v ′ . There are still more unknowns (2) than equations (1). But we shall nevertheless be able to at least surmise some important information just from the simple mean balance law (9) plus known boundary conditions, in concert with simple assumptions about how to characterize scaling patches.
4.2.
The friction velocity and boundary conditions. We start with some crucially important concepts and constants associated with the interaction of the fluid with the wall. Let τ w denote the mean stress exerted on the wall by the fluid flowing past it. It is proportional to the viscosity µ, as well as the magnitude of the mean velocity's shear at the wall. It is given by
. Now the quantity 1 ρ τ w has the dimensions of velocity squared; it therefore defines a characteristic velocity u * , called the friction velocity, by 1
From this relation and the previous one, we can express
This, together with the stipulation that
provide a pair of boundary conditions at the wall for U (y). It seems natural to treat the velocity of the upper wall as a given quantity to be built into the mathematical formulation; but analytically the simpler route is instead to think of the velocity u * (in (12)) as given, and the upper wall velocity as to be determined. It is clear from physical considerations that either of these two velocities is a monotone function of the other.
As noted before, the fact that all fluctuations vanish at the wall imply similar conditions for the Reynolds stress. In fact,
The first two conditions here follow from u ′ = v ′ = 0 at the wall, and the third one can be derived on the basis of (6) . Finally at the center of the channel at y = δ, we invoke the symmetry of the flow: the flow below the centerline can be mapped to the flow above it by making all components U , u ′ , and v ′ odd functions with respect to the centerline, hence u ′ v ′ even, to conclude that (9), U has an inflection point. In fact, consistent with this, the Reynolds stress u ′ v ′ increases in magnitude from 0 at the wall to a maximal value at the centerline.
4.3.
Dimensionless variables near the wall and in the core. For better insight, we now proceed to rescale the variables by multiplying them by typical and meaningful characteristic dimensional constants so that (9) loses its dimensions. There are at least two traditional and natural ways to do this. In any case, we argue that the characteristic velocity in this turbulent flow could meaningfully be u * , because the former's magnitude should be directly related to the wall stress, which is what slows the fluid down at the lower wall and causes it to go forward at the upper wall, and so in some sense causes the turbulence. So we nondimensionalize U by u * . (Another natural, but less convenient velocity unit would be the maximum mean velocity or the average mean velocity.)
In the interior of the channel, traditionally one scales y by the channel halfwidth δ, which, as we shall see, means that one assumes the characteristic length scale in regions bounded away from the wall is independent of Reynolds number. Note that this assumption does not hold for the corresponding laminar flow at high Reynolds number. A justification for it based on our scaling patch methodology will be given in Sec. 5.8. And everywhere, the Reynolds shear stress should be scaled by the shear stress at the boundary, so by (u * ) 2 . We therefore define "outer" dimensionless variables
The centerline of the flow region is at η = 1, and by symmetry considerations, the mathematical problem can be set up in the half-channel 0 ≤ η ≤ 1. The superscript "+" in U + is the traditional way to signify that this variable is normalized with parameters related to what happens at the wall: the friction velocity u * and/or τ w . This "outer distance variable" η, along with the "inner distance variable" y + to be discussed in Sec. 4.4 below, have been standard choices for dimensionless distance since the beginning of theoretical investigations of wall-induced turbulence. There has, however, never been a self-consistent mathematical formalism that justifies their choice. The existence of scaling patches as defined in Sec. 3.1, and their relation to these traditional scaled distances, remain to be justified. That will be done in Section 5.8.
With the normalization (14) we obtain in place of (9),
where R * = u * δ ν and ǫ = (R * ) −1/2 are our Reynolds number and small parameter, respectively. This is our dimensionless force balance.
As noted earlier, we have an underdetermined problem-a single equation for the two unknowns T and U + . But there is even more bad news: the boundary condition at η = 0 is in trouble. Naively assuming the formally small last term in (15) can be neglected across the whole channel, we get that T is constant, and since it vanishes at the wall, we would obtain that T = 0 everywhere. This is incorrect, of course, because a different scaling applies near the wall.
We construct now a second scaling domain, near the wall, to partially remedy this defect.
4.4.
The wall layer, rescaling, and law of the wall. Part of the accepted lore in wall-bounded turbulence is that there are at least two space scales in the channel-one of them associated with δ, giving the outer variable η, and an inner scale close to the wall. Finding out how to connect the supposed inner and outer scales makes an interesting story. However, we cannot carry out a full-blown asymptotic analysis because too much is unknown. Much of the following proceeds by reasonable suppositions about how to characterize scaling patches.
It is natural to choose the inner scaling in such a way that the two terms on the left of (15) have the same formal orders of magnitude. After all, those two terms represent the two forces in the fluid which have to balance (note, that's not what we did to get (15)). Thus we define
Then (15) becomes
In this, there is no incompatibility with the boundary conditions at y + = 0:
The integrated form of (17) is
To summarize, we have the traditional approximation that asserts that T is constant (but no approximation as yet for U + ) in the outer region near the channel's centerline, and an equation (17) or (19) relating T and U + in the inner region. The region next to the wall where the spatial variations (in y) have characteristic length ν u * , is called the wall layer (as opposed to boundary layer). The choice (16) of scaling in this region says that we are treating the scaled Reynolds stress T on the same footing as the wall stress or skin friction (R * )
The former arises from the inertial terms in the Navier-Stokes equations and the latter from the viscosity terms. In terms of the discussion in Sec. 3.1, we could now expect that inner scaling provides a valid approximation near the wall, i.e. U + and T are (approximately) functions only of the inner variable y + . This property, which is borne out experimentally, is called the law of the wall. The existence of a scaling patch next to the wall with width ∆y + = O(1) can, in fact, be given justification on the basis of the framework of Sec. 5 (see Sec. 5.8 and [6] ). 4.5. Velocity in the core. A justification can also be given for the assertion that a scaling patch exists, bounded (in η) away from the wall but encompassing the centerline, with characteristic length O(1) in the outer variable η. In that patch, U + and T are expected to be approximately functions whose variations are O(1) in the variable η. This leads to the traditional defect law
where h is unknown, except that h(1) = 0. Physically, the defect law is often associated with the dominance of inertial effects in the outer region (however, see the discussion about dominance following (9)). The unknown quantity U + (1) is a function of ǫ alone, so the claim (20) is that the velocity in the core region is the sum of a function of ǫ plus a function of only η. This conclusion holds approximately in a patch with the stated length. However, the defect law is usually accompanied by the extra assumption that it is valid in a larger interval, one which overlaps the inner region. This issue will be discussed later.
5.
The search for scaling patches. The more recent approach to understanding of the scaling structure of the mean velocity and Reynolds stress profiles presented here was introduced in [1, 2, 3, 4] . It results in a conceptual picture of wall-bounded turbulence which is quite different from that of more traditional approaches, especially the one on which the argument of Izakson/Millikan (Sec. 7.1) is based. It therefore adds new information and insights. Finally, it is applicable to a wide variety of wall-induced turbulence scenarios, although we examine it here only the context of turbulent Couette flow through a channel.
5.1. Adjusted Reynolds stresses, balance exchange phenomena, and the identification of patches. Recall that the Reynolds stress T (y + ) is an average measure of the capacity of turbulence to transport momentum at the distance y + from the wall. We take it as a fundamental fact that T (0) = T ′ (0) = 0 = T (2δ + ) = T ′ (2δ + ) (this follows from the physical no-slip condition at the lower and upper walls), and T (y + ) > 0 between the two walls, so that it attains a positive maximum at an interior point. Symmetry dictates that the maximum point is at the centerline.
Let β be a small positive number. Restrictions on it will be given later. In terms of the originally defined dimensionless Reynolds stress T , let
The function T β is simply a mathematical construct that will be called an adjusted Reynolds stress. For small β, T β also attains a positive interior maximum at a point y + β which moves toward the lower wall as β increases, because when β increases, the zero derivative at any maximum becomes negative.
The main goal in this section is to justify the following assertion: A. For each small enough β, there is a scaling patch with center located at the value y
From (21) we have dT
and from (17) 2 is an approximation to that for pressure driven channel flow. The DNS data are from [11] , Re * = 181.3 and ǫ = .074.
Part of the argument below involves obtaining an exact differential equation in rescaled variables having no explicit dependence on ǫ or β. Another part entails the recognition that (23) expresses an approximate balance between its first two terms (since β is small), and that this balance is necessarily broken at some point and exchanged for another kind of balance, because y + eventually attains a value such that the three terms in (23) have the same order of magnitude. These two parts will then be used to provide the required justification.
Let us pursue this idea of balance exchange. As was noted, the function T (y + ) increases from being 0 at the wall to attain its maximal value at the centerline η = 1, i.e. from (16) , (14) y + = ǫ −2 . Within the inner scaling region where y + is the natural space variable, for example when y + ≤ O(1), the two derivatives in (23) will generally have magnitudes O(1) except very near the wall in the viscous sublayer, where they are both very small. Since β is assumed small, those two derivatives will balance, except for an error represented by the last term in (23) . This occurs in the inner scaling region; however as y + increases to a neighborhood of y + β , the situation necessarily changes, because the value of dT β dy + decreases to zero at y + = y + β . For points near enough to that value, the second term in (23) must take on values ≤ O(β), and therefore by (23) again, the first term does as well. It is therefore natural to propose that there may be a scaling patch occupying that neighborhood with respect to which all three terms of (23) have the same formal order of magnitude. (To be more precise, the last term balances the sum of the first two terms, each of which is ≤ O(β).)
It turns out that it is possible to construct a candidate for such a patch. It will be centered at the location y + = y + and T about y + = y + β (in fact the linear term in T is identically zero). As a result, those linear parts do not play a role in the rescaling process, and one may work only with the remainders after those parts have been separated off. With this in mind, we write, for some scaling coefficients α(β), γ(β), λ(β) to be determined, 
then indeed (23) is transformed into a parameterless equation
The criterion of equal formal orders of magnitude, therefore, does not by itself determine uniquely the three scaling factors α, γ, λ; (25) leaves the factor λ undetermined. This suggests that there may be a one parameter family of potential scaling patches at the location y + β , the parameter being λ. We are confronted with an extra degree of indeterminacy, because the present line of reasoning does not offer a way to determine which of the potential patches represent actual ones. However there is considerable evidence, to be summarized in Sec. 5.7 , that the physically correct scaling at this location y + β is given by (25) with λ = 1. This value of λ will be assumed, although it will also be evident that the analysis to follow holds for other choices of λ as well. The choice λ = 1 leads to a logarithmic-like profile for the mean velocity U + , whereas when λ < 1 we get behavior like a power law with exponent depending on λ. There have been arguments in the literature [12, 13] proposing that power law profiles are in fact more realistic than logarithmic laws. These claims are based on entirely different trains of reasoning.
With λ = 1, we have
We argue that the scaling (27) is the natural one in a neighborhood of y + β , and that this neighborhood is a scaling patch. On the basis of the explanation in Sec. 3.1 together with (24) and (25), it follows that the characteristic length in that patch is
In fact, not only does the scaling produce a parameter-free exact form (26) of the momentum balance equation, but at locations in the proposed patch it can be verified that the individual derivatives in (26) have the right order of magnitude, namely ≤ 1 with at least some of them = O(1)). For example, at the peak location, the three terms on the left of (26) are −1, 0, 1 respectively. Leading up to that peak, the middle term is positive but still ≤ O(1), which makes the first term also O(1), according to (26) again. In a scaling patch, as defined originally, all derivatives using the scaled variables are ≤ O(1), and in the case of at least one of those variables, the magnitudes of its derivatives are not all strictly < O(1). If that were not the case, the scaling factor α could be increased without forcing some of the new rescaled derivatives to be unbounded as β→0. That would violate the third requirement in the definition of scaling patches. In the present case, we have shown that these order of magnitude relations hold for the particular derivatives appearing in (26) . That fact makes the scaled neighborhood of y + β with width O(1)) inŷ a candidate for a scaling patch, and will be our accepted criterion for the existence of a patch. This is our justification of Assertion A.
5.2.
The locations of the scaling patches. The derivative P (y + ) ≡ dT dy + (y + ) will play an important role in this section. The function P vanishes at the wall (y + = 0) and, by symmetry of the function T , also at the centerline y + = ǫ −2 ≡ δ + . As y + passes from the wall to the centerline, T rises to its maximum at the latter location; during the transition, T and P are both positive. Since P = 0 at those two locations, it must attain a positive maximum at some intermediate point; call it y + p . Being the gradient of T , P is expected to take on its greatest values in the inner region, where the length scale is shortest and gradients are largest. Therefore the location y + p of the positive maximum of P will be expected to lie in the inner region, so that y
The main result in this section is a justification for the following assertion.
B. Any value y * ∈ (y + p , δ + ) is the location of a scaling patch with characteristic length β −1/2 , where β = P (y * ). In the following the analysis will be done only for the case λ = 1. Analogous calculations may be done in the other cases as well; we will simply provide some key equations in the general case, without derivations.
For y + > y + p , P (y + ) will decrease from its maximum. Let us assume it is a decreasing function on the entire interval (y + p , δ + ). Given any point y * in that interval, let β(y * ) be the corresponding value of P , i.e.
According to (22) , which can be written dT β dy + = P (y + ) − β, the function dT β dy + = 0 at the point y * under consideration, and since P is a decreasing function, dT β dy + changes from being positive to being negative as y + increases past the point y * . Therefore T β has a maximum, which we may call T β m , at that point. The point y * in question may therefore also be labeled y + β . This is illustrated in Fig. 2 , with plots of typical functions P from DNS data in Fig. 3 .
What has been shown is that the set of all such values of β is the set for which the above construction of a scaling patch will work, and any value y * ∈ (y + p , δ + ) will serve as y + β if β is chosen to be P (y * ). The set of possible values of β is simply the set of all values of P (y + ) for y + ∈ (y + p , δ + ). That range in y + provides, then, the locations where we have succeeded in finding a scaling patch; moreover we have found the characteristic lengths of all these patches; they are given according to (27) in the case λ = 1 by β −1/2 . These characteristic lengths increase with increasing [14] and [11] . Also included are the turbulent channel DNS data from [15] and turbulent boundary layer DNS from [16] . distance from the wall, since P decreases with distance. It will be argued in (36) and (42), in fact, that C. Asymptotically as y + →∞, the characteristic length in the patch at location y + is proportional to y + itself.
5.3.
More on the locations of the patches. An obvious goal is to determine the patch location y + β , as a function of β, hence as a function of its characteristic length, given by (28) . The above discussion accomplishes this in terms of the function P . We now ask whether information can be obtained even if P is not known.
We further exploit the facts that T β (21) has a maximum at y + = y + β , and that (27) expresses the normal (natural) scaling near that point. In terms of the rescaled variables given in (27), we have thatT has a maximum of 0 atŷ = 0. We are going to emphasize the variation of β and the dependence of the rescaling shown in (27) on β. Then the fact that T β (y + ) has a maximum at y + β implies that for all β in the allowed interval of values,
This may be differentiated with respect to β to yield
Writing the second derivative on the left in terms of the scaled variables, we find
In the patch corresponding to β, which will be denoted by L β , the scaled variables satisfy (26) , which of course is parameter-independent; moreoverT satisfies the two equationsT (0) = dT dŷ (0) = 0, which are also parameter-independent. One can therefore argue that the naturally scaled second derivative on the left of (32), which we shall designate by
should, over a range of L β , have a diminishing dependence on the parameter β as ǫ → 0. This is reminiscent of similarity hypotheses (such as in [10] and many other places), since an assumption that A is constant is an assumption that the quantity A is invariant under certain transformations associated with changing β. Certainly the order of magnitude of A (with respect to β) is always O(1), hence guaranteed to be β-independent, and we shall argue below in Sec. 5.6 that in some regions any β-dependence should vanish in the limit as ǫ→0.
In any case from (32), dy
If A, as it depends on β, were known, the locations y + β could be found by solving differential equations. It is not known, of course; but its order of magnitude is known to be unity. That knowledge provides order of magnitude information about the profiles and about the locations y It is most instructive at this point to look at the calculations in the easiest case A = constant. After that, we can see how the results so obtained are still valid in an order of magnitude sense.
5.4.
The case A = constant.
5.4.1.
Characteristic length as it depends on location. As mentioned, the scaling given in (27) shows, among other things, that the characteristic length ℓ of a patch is given by (28) . We shall sometimes write relations below in terms of ℓ instead of β.
The symbol C, with or without subscript, will denote a variety of different constants, sometimes integration constants, which do not depend on β, ǫ, or A.
If A is constant in some given interval, then in that interval (34) may be integrated to obtain
where C 1 is an integration constant. We now drop the subscript β from y + β and obtain the relation ℓ = 1 2
This same relation in fact holds as well for other choices of λ. The left side is the characteristic inner-scaled length of the patch located at y + ; except for a shift in the independent variable y + , which can be neglected for large y + , that length is proportional to distance from the wall.
The Reynolds stress.
In (29) the point y * may be identified with the general point y + in (36), the location of the patch L β for the value of β corresponding to ℓ on the left of that equation. Substituting the expression for β given in (36) into the right side of (29) and recalling the definition of P , we obtain dT dy
Integrating this provides T as a function of y + :
with another integration constant C 2 . The strict equation (38) holds only under the assumption that A is constant, and only for values of y + in the interval where P is a decreasing function, because that is where the scaling patches were found. This range extends from the peak in the function P at the edge of the inner patch up to the channel midline at y + = δ + = ǫ −2 , at which point the left side of (38) vanishes. This gives a relation among δ + and the integration constants. Since the right side of (37) cannot vanish and the left side does, the assumption that A is constant is incorrect very near the centerline.
5.4.3.
The mean velocity profile. From (19) and (38) we find
We require this derivative to be small for large y + , to reflect the fact that the U + profile at the centerline must become flat as ǫ→0. This flatness, as already noted, is involved with the fact that A is not constant near the centerline. We disregard this discrepancy and set C 2 = 1 to accomplish the flatness criterion. Finally combining the result with (36) yields an asymptotic relation between the characteristic length ℓ and the slope of the mean velocity profile:
For other values of λ, say λ = β −σ , the right side should be replaced by an expression proportional to ℓ −(1−σ)/(1+σ) . In any case, we may express this in terms of β and identify it with the slope m in (27) . We shall stay with the case σ = 0. Within a patch, the linear part m(y + − y 1). This is the same as ∆ lin U + . We conclude that the characteristic lengths, in the patch, of the linear and nonlinear parts of the mean velocity profile are the same.
Integrating (40) (with C 2 = 1) again gives
If σ = 0, a similar calculation yields the conclusion that U + is asymptotically proportional to (y + − C 1 ) 2σ/(σ+1) . This expression (41) is similar to that (52) for the mean velocity in a hypothesized overlap region given by the Izakson-Millikan argument. In the case 0 < σ ≪ 1 it gives a power law with small exponent; that also has been suggested in the past, but experimental or DNS data has left the resolution of the question unclear.
In both the Izakson-Millikan argument and the present argument, questionable assumptions lead to the derivation of (41), or at least part of it. In the I-M case, those assumptions will be reviewed in Section 7.1. In the present case it is mainly, but not solely, the assumption that A is constant. The crucial assumption in either case must realistically be only approximate, with unknown error. In the present scenario, however, there is a good reason to believe that in some regions, the error in the assumption about A approaches 0 as ǫ→0, i.e. in the limit of large Reynolds numbers. That reasoning will be given below in Sec. 5.6.
5.5.
Relaxing the assumption that A is constant. Although the similarity assumption A ≈ 1 is true in order of magnitude, it is unlikely to be strictly true except in interior regions at high Reynolds numbers, as shown below in Sec. 5.6.
If A = A(β) depends on β, then (34) is still valid. Moreover if A remains O(1), i.e. bounded above and below by positive constants independent of β or ǫ, then (35) and (38) still hold in a weakened sense. They are replaced by pairs of inequalities for some constants K i and C independent of all parameters. In the logarithmic case σ = 0, we have
Thus in an asymptotic sense as y + →∞, the characteristic length is still proportional to distance from the wall. This is our justification of Assertion C.
Similar transformations to pairs of inequalities are valid for (37)-(41). For example if σ = 0 the latter becomes
In domains where A is nearer to being constant, such inequalities are valid with constants K i which are closer to one another. In fact, the error in assuming K 5 = K 6 , for example, can be estimated in terms of any assumed error bound in assuming that A = constant in the domain being considered. This is parallel to the error consideration in the Izakson-Millikan argument, which will be detailed in Sec. 7.1. In both cases the conclusion of logarithmic growth is probably never exact; it should be considered an approximate statement, with the accuracy of the statement dependent on the accuracy of the underlying assumption. In the I-M case, the underlying assumption is that the outer and inner approximations are both exact in some domain; in the present case, it is that the quantity A is constant in some domain. In both cases there is no theoretical way to gauge how accurate the approximations are (see, however, the following subsection).
5.6.
Approximate constancy of A in interior zones. As was brought out before, the order of magnitude of the quantity A remains O(1) with respect to β and ǫ. In locations far away from the endpoints of the range of the continuum of scaling patches, it can be argued that A should be almost constant. The reason is that the data we have for A, namely the differential equation it satisfies and the known exact values of the terms in that equation, are parameter-independent. Therefore any variation in A due to changes in β will be caused not from those sources. This invariance as β changes suggests, by a similarity consideration, that A is constant if it is not subject to other influences. Those would be influences from neighboring patches, hence ultimately from locations, on either side of the continuum, where the boundary would introduce "external" influences. Only at those places would the similarity suffer external disruption. And the effects of that disruption would be most likely to happen near those disrupting sites, toward either the outer or the inner zones. That leaves interior regions far away from those zones as candidates for places where A is nearly constant. It was shown above in Sec. 5.4.3 that those are the regions where the mean velocity profile is logarithmic-like.
The extent (in inner units) of these zones of near similarity will grow as ǫ becomes smaller, because there will be a larger range of patches far away from the extremal patches.
5.7. Evidence for logarithmic growth, i.e. σ = 0. The possibility that the mean velocity profile grows in parts of the flow according to a power law, rather than a logarithmic law, has been discussed by other authors [17, 18, 19] . In either case, the actual expression for the mean velocity will depend somewhat on the Reynolds number and is very unlikely to be exactly a logarithmic or a power function. These may represent approximations, but that is all. What we are concerned with are trends, brought about by relations such as (44) and its analog for power functions. They are generated by the scaling parameter λ = β −σ in (27) . Here we summarize the evidence in favor of choosing σ = 0.
• The Izakson-Millikan argument (Sec. 7.2).
• It was shown from empirical data in [1] that the increment in U + across the mesolayer is O(1), in fact near 1 independently of the (large) Reynolds number. The mesolayer is one example of a scaling patch for turbulent Poiseuille flow. The analysis of that flow follows the present analysis (which has been for Couette flow). The role of the parameter σ in determining the increment in U + across any scaling patch, including the mesolayer, is seen from (24) . The nonlinear part of the increment is simply O(λ) = O(β −σ ), and it was brought out following (40) that in all cases the linear part of the increment, governed by m, is the same. Therefore the only case in which this increment is O(1), as apparently required in the mesolayer, is the case σ = 0.
5.8. The inner scaling patch at the wall and the outer scaling patch at the midline. The construction of the patches given in section 5 has, as a primary ingredient, the fact that as the peak in the adjusted Reynolds stress is approached, a region must appear in which all three terms in the mean momentum balance equation, which in this case is (23), will have the same order of magnitude. This is simply because the gradient dT β dy + approaches 0. (There will, of course, be a smaller region encompassing the peak in which the last term on the left of (23) has smaller order of magnitude than the others, because it vanishes at the peak.)
Curiously, a somewhat similar phenomenon happens when y + →0, since the gradient of the actual Reynolds stress, rather the adjusted one, is zero at the wall (y + = 0) and positive for small values of y + > 0. We are speaking of the first term dT dy + in (17) . With the inner scaling, both terms in (17) have equal orders of magnitude, both actual and formal. This in itself provides evidence that this wall region, together with the inner scaling used in (17) , defines a scaling patch. But there is further evidence from the boundary condition (18) for U + . That condition of course was engineered by our very choice of inner scaling. But whatever its origin, it furnishes decisive evidence that a scaling patch exists there. As before, the width of this patch is O(1), measured in y + . As was brought out before, it also encompasses the crucial point y + p discussed in Sec. 5.2. To summarize, at the wall, U + , T , and dT dy + are all 0, but dU + dy + = 1 (that is how the inner scaling was selected). Thus all derivatives of interest in the scaled variables at that point either vanish, or (in one case) are unity. This circumstance is an adequate criterion for the validity of that scaling.
On the other end of the continuum, where ℓ is large, we know that ℓ reaches a maximum of ǫ −2 , because that is the half-width of the channel and no larger scaling patch could fit into the latter. According to (28) , it corresponds to β = ǫ 4/(1+σ) . That forms a lower bound on the possible values of β. In the case σ = 0 for example, when β = ǫ 4 the existence of a scaling patch can be ascertained by the previous argument in Sec. 5.1, which still holds true (y + β for that value of β must lie a distance ≤ O(1) from the centerline).
It should be noted that this "outer" patch encompassing the centerline is not the same as the traditional outer length scaling spoken of in Sec. 4.3, although the two ideas are compatible. The present concept of outer patch is that of an interval in the core together with a rescaling of all the variables, not just y + , which will produce a parameter-free version of the mean momentum balance, namely (26) , at that location.
Thus our construction of scaling patches is valid up to and including the centerline, and down to the inner region. In all, the scaling patches cover the entire channel.
6. Other applications. The analysis covered in Sec. 5 has been applied not only to Couette flow, but also to
• Poiseuille flow in a channel. In this idealized picture, the two walls at y = 0, y = 2δ are stationary, so that their motion no longer provides impetus for the flow; however such an impetus is provided by a given pressure gradient streamwise along the channel. The treatment in this case can be found in [2, 3, 6] . Here we will be content with some general comments. Mathematically, the fundamental dimensionless equation (15) is replaced by
and the boundary conditions are changed. The concepts used in the treatment of the somewhat simpler case of Couette flow are applicable here as well, and a hierarchy of scaling patches is revealed. It is in the case of Poiseuille flow that the idea of mesolayer first appeared. It was discussed in a number of papers in the past, as well as in connection with scaling patches in [2, 20, 7] .
• combined Couette-Poiseuille turbulent flow [6] ;
• favorable pressure gradient boundary layers [21] ;
• transport of heat through turbulent channel flow [5] .
7.
Comparison with previous methodologies. For comparison, we now sketch the principal arguments in some of the more traditional theoretical derivations of the mean profiles in wall-bounded turbulence proceeding from the averaged momentum balance equation. They fall into three main classes.
A. : Similarity arguments (complete or incomplete), e.g. [17, 18, 19] .
• They rely on an assumption about the general character of a certain unknown dimensionless function of dimensionless variables as one of the latter (at least) approaches infinity.
• The result is a log law or power law for the mean velocity profile with constants depending on a Reynolds number R in the latter case.
• The averaged momentum balance equation (such as our (4)) is not used, except insofar as it affects the dimensional analysis.
• A different similarity-based approach was given by Oberlack [22] . Mean velocity functions were chosen in order to maximize symmetry in differential equations for statistical functions of the velocity component fluctuations. Admissible analytic forms for the mean velocity were found this way. It was noted following (33) that we invoke a similarity argument in at least one place in our analysis.
B. : Overlap arguments and their elaborations, e.g. [23, 24, 25] and many other papers (see [26] for a survey with large bibliography). In this paper, see Sec. 7.1.
• They rely ultimately on the assumption that there is an overlapping domain between the inner and outer regions, within which the mean velocity gradient can be approximated by both scalings, and within which U is increasing. This latter is a very strong assumption, as can be seen by generic counterexamples. • The conclusion is roughly the same as in A.
• The averaged momentum balance equation is not used in the overlap part of the argument, except insofar as it may predict the well accepted inner and outer scales. However, a rigorously grounded theoretical justification for the use of even these scales is not usually given.
C. : Mixing length arguments, e.g. [10, 9, 18 ].
• They rely on the assumption that there is a hierarchy of scales, characterized as mixing lengths. There is also the assumption in [18] that these mixing lengths depend on distance from the wall in a very simple way: proportional to the distance, with proportionality constant depending only weakly on R, namely ∼ 1 + O(1/ ln R) (disregarding a multiplicative constant). That special form of the correction is motivated in the cited paper.
• Physical models that are consistent with the present scaling patch methodology also naturally have some similarity to the mixing length model, as well as other models that incorporate a hierarchy of length scales [4, 7, 20] . They describe the dynamics and interactions of vortices of various types.
• The averaged momentum balance equation is not used.
• The vanishing viscosity principle is used in some cases. The mixing length is sometimes characterized in terms of derivatives of the mean velocity as ℓ = −U ′ /U ′′ (derivatives are with respect to distance from the wall).
Notable features of the present scaling-patch-based analysis.
• The assumptions listed above as first items under one or more of the three approaches A-C are avoided. In summary, this approach is very different from any of the previous ones. The following are additional points worth emphasizing:
(a) : Under reasonable assumed explicit criteria for scaling patches, the existence of a continuum hierarchy of characteristic length scales is derived with domains of validity whose union stretches nearly across the channel. This is in contrast with C above, in which such a hierarchy is assumed rather than derived, and with B, which operates on the basis of only two scaling patches (inner and outer) which have an overlap region with the restrictive property that U is strictly increasing within it.
(b) : A derivation is given (Sec. 5.4.1) that the distances of the scaling patches from the wall are asymptotically (for small β) proportional to their characteristic lengths. This contrasts with some studies under category C above, in which such a qualitative relation is assumed rather than derived. If the log law were strictly true (unlikely except in the large R limit in certain regions), then this proportionality relation would be correct, but our derivation is independent of such an argument. (c) : The vanishing viscosity principle is not invoked, although the results explicitly describe the scaling behavior of domains affected by ν as R * →∞.
The traditional inner and outer scalings lack firm purely theoretical bases, especially the outer one. However, they both fit into the given criteria for scaling patches, and are therefore provided with possibly sounder derivations than have been given before. (e) : It should again be emphasized that our goal has been not so much to discover numerical values associated with the profiles, but rather to gain theoretical understanding of why important features occur. We look for answers to why? in preference to what? (f ) : New physical hypotheses of well-bounded turbulence are suggested [7] , based on dynamics and interactions involving vorticity filament arrangements having distinct topological properties.
7.1. Overlapping and logarithmic behavior. Although their focus was on steady turbulence, Izakson [23] and Millikan [24] in effect considered a general, but simple, situation lying more in the mathematical realm of functional equations. A differentiable function of an independent variable y together with a small parameter ǫ is assumed to be expressible two ways, in two different regions. In an "inner" region it is a function of the given variable y alone; and in an "outer" region it is the sum of two functions, one of them depending only on a scaled variable η = ǫ 2 y, and the other depending on ǫ alone. If the two regions overlap, then in the overlap region, logarithmic properties of all the functions in question were derived. These inner and outer regions are conceptually different from our scaling patches. In fact, in classical examples involving an inner region next to a boundary and an outer region away from that boundary, neither the inner nor the outer scaling is natural, in the sense of patches, in any overlap region. They will of course be natural in more restricted domains such as in a boundary layer. The resulting patches, in such an example, do not overlap.
Stated this way as a general property of functions, the logarithm property was actually proved previously, and in greater generality, by Pexider [27] in 1903 (see also [28] ). The greater generality had to do with much weaker regularity assumptions on the hypothesized functions.
An issue of much greater relevance to the fluid dynamical context concerns whether the original function is expressible exactly, as Pexider, Izakson, and Millikan suppose, or approximately, in terms of the respective scaled variables. For this application the latter is the only realistic case. A result, with proof, can be given in an approximative formulation, as we show now. Note that Gill [25] provided a quite different rigorous approximative result.
Let ǫ be a small positive parameter, and y and η two scaled variables, the relation between them given by y = η/ǫ. Assume, for some unknown differentiable functions F (y), G(ǫ), H(η) and intervals I and K of real numbers, that
where r is some small error term, which the previous derivations, except for Gill's, took to be zero. The relation (46) is to hold for all values of η ∈ I and all values of ǫ in K. Since η and ǫ can vary independently of each other in their respective domains, η and y also vary independently of each other, for η ∈ I and y ∈ J, J here being the set of all values of y = η/ǫ for η ∈ I and ǫ ∈ K. It may be suggested that r should also be a function of ǫ, but since ǫ can be expressed in terms of y and η, (46) is the correct form. What this result says is that functions which are simultaneously approximations, in a sense to be described below, to regular functions of an inner and an outer variable, for all values of those variables in certain intervals, must be either constant or logarithmic. If it is known that the function is not almost constant, then this property of simultaneity is equivalent to being nearly logarithmic.
Differentiating (46) and multiplying by y, one obtains
where R(η, y) = ηr η + yr y , subscripts here denoting derivatives. Let ρ be an upper bound for |R|, valid for all η, y in the intervals I, J respectively. Choose any y 0 ∈ J and let M = y 0 F ′ (y 0 ). Then setting y = y 0 in (47), we get
This holds for all η ∈ I. Also from (47),
This says that when ρ is small, the first two terms in (47) are almost constant, the deviation from constancy being no greater than 2ρ. Dividing (48) by η, rearranging terms, and integrating, we get
where B i are integration constants. In this sense, H is almost logarithmic when ρ is small. In the same way we obtain
with similar upper and lower bounds for G. In short, assuming R, i.e. ρ, is small in the intervals selected, one concludes that U (y) is bounded above and below by logarithmic expressions with coefficients of the logarithm functions which are close to each other, the discrepancy being smaller than 2ρ. In the classical case when r = 0, then ρ = 0 in (50) and (51), so that H, G and F are exactly logarithmic.
7.2. Application of the Izakson-Millikan reasoning. The train of thought brought out in the previous section could roughly be summarized as "logarithmic behavior is expected in overlapping scaling domains". Our search for scaling patches in Sec. 5 brought to the forefront a great number of overlapping patches, in fact a continuous hierarchy of them. This fact is very suggestive that the function U + being approximated will have logarithmic properties, and that these properties may be deduced as in Sec. (7.1). The fact about logarithmic properties is indeed the case, as is clear from (41) (when σ = 0), but such a derivation seems not to be possible, because overlapping patches involve patches whose characteristic lengths whose ratios (the analogue of ǫ 2 ) are not arbitrarily small. A great number of analytical and semianalytical studies of turbulent mean profiles have utilized the Izakson-Millikan observation as an essential ingredient. It has also been generalized and elaborated upon in many ways (see e.g. [26] ).
To translate the foregoing results into our previous turbulence context, we simply identify the symbols in (46) as follows. The variable η is the same as that defined before by (14) . The variable y is the inner variable y + defined in (16) . The function H(η) is analogous to U + (η) as in (15) or (20) . The function F (y) is U + (y + ) as in (14) ; note that we have used the symbol U + for two different functions, both denoting the same scaled velocity, but depending on different variables. Finally, G(ǫ) represents the term U + (1) in (20) , and in that equation h(η) = U + (η)−U + (1). The two expressions for the velocity are the defect law (20) and the law of the wall, U + = U + (y + ). If we now make the major Izakson-Millikan hypothesis that there exists a common region in which the two expressions are almost equal, then the three functions in question must be either approximately constant or approximately logarithmic.
In the present context, the conclusion is that in the common region, whatever it is, the following hold:
This is a well-known conclusion, and indeed the mean velocity profile in wallbounded turbulent flows is seen to exhibit logarithmic type behavior in certain regions which can be estimated on the basis of experimental data. The coefficient M is revealed to be related to the von Karman constant. Examples of the logarithmic property can be seen from well documented empirical data-see e.g. the graphs in [1, 2] . The coefficients M, B, C can also be so estimated. All in all, the IsaksonMillikan observation, in all its simplicity, has been counted as one of the great success stories of theoretical turbulence. Focussing on our stated objective to cast light on the question why?, we turn to a more careful examination of the given derivation of the logarithmic property.
7.3. Observations on the foregoing procedure. The conclusion (52) gives a surprising amount of information about the inner and outer approximations, based on what appears to be a small amount of input.
The basis for the argument rests on very little physics; it is simply an assumption, without any specific context, about inner and outer approximations agreeing somewhere. If one is willing to admit the validity of those inner and outer approximations, what remains is simply a mathematical issue, and could apply to any situation where there are two space scales with different but overlapping domains representing a strictly monotone function.
Let us rephrase what has been found in terms of the more realistic conclusion corresponding to Sec. 7.1. If the mean velocity profile is everywhere monotone and there is a region in the flow where that profile can be expressed approximately and simultaneously as a function of the inner variable alone and the outer variable alone (up to an additive function of ǫ alone), then these functions must be approximately logarithmic, the degree of the latter approximation being dependent on that of the former.
Let us take for granted the monotone part; that property of the mean velocity profile is well known and can be rationalized by the supposition that the viscous stress is everywhere positive and a decreasing function of distance from the wall, which is the site of the imposition of such stress by outside means. Given the monotonicity, what other information can we use to determine the profile, at least approximately? The needed additional information should be theoretical in nature, because our aim is to explain the reasons for observed behavior. We know the Izakson-Millikan implication, which, stated succinctly, says, "overlap implies logarithmic". It is a simple piece of reasoning which is classical and, again, well-known. Being so simple and direct, it places the hypothesis that a particular region is an overlap region very close to the conclusion, namely close to assuming logarithmic behavior. Either property can be substituted for the other. If this is true, the argument is close to being circular. If available, independent arguments to determine properties of the mean velocity and Reynolds stress profiles, not relying on the overlap hypothesis, would be highly desirable. That, in fact, was a principal aim of section 5 in this paper.
Another obvious question to ask is whether a unified approach is possible: is there an argument which gives justification to the inner and outer scalings themselves, rather than simple assuming their validity, and at the same time is capable of handling all other parts of the profile as well.
Again, that was the thrust of Sec. 5.8
8. Discussion. We have found that at each point in the Couette flow, the Reynolds stress and mean velocity profiles have a natural scaling; in other words, a scaling patch is located at that point. In order of magnitude, its characteristic length, which is essentially the width of the patch, increases continuously from 1 (in inner units) in the inner region where the law of the wall holds, to ǫ −2 at the centerline of the channel, where the outer scaling holds. Each patch is associated with a peak in one of the adjusted Reynolds stresses, and with a balance exchange event that occurs there involving that same adjusted stress.
The patches can be parameterized by their characteristic lengths, which increase monotonically with distance from the wall. Asymptotically as y + →∞ (since y + is limited by ǫ −2 , necessarily ǫ→0), the characteristic length is proportional to that distance, and in any case up to order of magnitude, is given by a solution of an ordinary differential equation.
Again up to order of magnitude, the mean velocity and Reynolds stress profiles are determined. In certain regions in the limit as the Reynolds number approaches ∞, these order of magnitude results are replaced by explicit functions. This is really a statement about the validity of an approximation for large Reynolds number.
The argument can be framed as a similarity and invariance issue. There is a family of rescalings depending on a parameter β, applied at β-dependent locations, which leave the governing rescaled momentum balance equation and key associated numerical values of the derivatives appearing in that equation invariant as β is varied. The statement then is that another derivative, denoted by A, is, in order of magnitude, invariant as well, and in some regions is in fact approximately numerically invariant. It should be noted that the quantity A is directly proportional to κ, the multiplicative coefficient in the classical log law. This is all consistent with logarithmic growth predicted by the Izakson-Millikan argument in some hypothesized overlap zone between the inner and outer regions.
