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Introduction
This thesis is about ribbon links, symmetric unions and boundary links. Slice
and ribbon links were first introduced by Fox in 1962 [7]. A knot is said to be
(smoothly) slice if it bounds a properly embedded disc in the four dimensional
ball. A knot is ribbon if the radial function may be chosen to be a Morse function
with no local maxima when restricted to the disc. Ribbon knots can be described
in a purely 3-dimensional way as knots bounding immersed discs with only ”nice
singularities”. The main problem which motivates our work is the so called slice-
ribbon conjecture:
Is every slice knot a ribbon knot?
This question was first asked by Ralph Fox in 1962 and it is still open. The notions
of sliceness and of being ribbon naturally extends from knots to links and the same
conjecture stands in this more general context.
The 3-dimensional characterization of ribbon links allows one to study them
in a combinatorial setting, which makes possible the use of polynomial invariants.
These are the main tools of our work. Following Eisermann’s paper [5] we will
look at the multiplicity of a certain factor in the Jones polynomial of links, show-
ing that for ribbon links this multiplicity is completely determined. We will also
discuss some possible generalizations of this result.
We then introduce symmetric unions. A symmetric union presentation for a
knot is a diagram obtained by starting with a connected sum of a knot with its mir-
ror image and then adding some extra crossings on the axis. This construction was
first introduced by Kinoshita and Terasaka. Every symmetric union knot diagram
represents a ribbon knot, therefore the following question arise naturally:
Does every ribbon knot admit a symmetric union presentation?
This is an open question and no obstructions are known. Again a similar notion can
be defined for links and the same open problem stands. Following Eisermann and
Lamm [6] we will consider the problem of uniqueness of symmetric presentations
of a given knot. In order for this problem to make sense, one should specify when
two symmetric diagrams are considered to be symmetrically equivalent. We will
list a set of symmetric Reidemeister moves for this purpose. This combinatorial
approach allows one to introduce polynomial invariants in the symmetric context.
In fact, a 2-variable refinement of the classical Jones polynomial is defined, and it
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is shown that it can distinguish between different symmetric union presentations of
the same knot.
The thesis is organized as follows.
In the first chapter we start with an introduction to the basic concepts of knot
theory. We then present the Jones polynomial using the Kauffman bracket for-
malism ([13]) and we prove the oriented skein relation, which reveals the simi-
larity between the Jones polynomial and the Alexander-Conway polynomial. In
this context we also introduce Eisermann’s definition of Jones nullity, which is the
multiplicity mentioned above. We then present the HOMFLYPT polynomial fol-
lowing Lickorish and Millet’s approach. We reproduce their elementary proof of
the invariance of this polynomial.
In the second chapter we define slice and ribbon links and we give an overview
of the classical invariants that can be used to detect sliceness (Seifert form, Alexan-
der polynomial etc.). We then introduce band diagrams, the main tool that brings
ribbon links into a combinatorial setting. We end the chapter with the proof of
Eisermann’s theorem, i.e. that ribbon links have maximal Jones nullity. We also
mention some open questions about possible generalization of Eisermann’s result.
In the third chapter we look at symmetric diagrams. We define symmetric
unions as special symmetric diagrams, we then show that every symmetric union
link diagram is a ribbon link. This motivates our interest in this family of links.
Following the work of Eisermann and Lamm [6] we make precise the intuitive no-
tion of symmetrically equivalent symmetric diagrams. This is done by introducing
certain symmetric Reidemeister moves. We then consider the following problem:
Do there exist knots admitting different symmetric union presentations?
We introduce the notion of partial knots of a symmetric union knot. This invari-
ant can distinguish symmetrically inequivalent presentations of the same knot. A
more powerful tool can be obtained by refining the Jones polynomial. This is done
starting from a symmetric version of the Kauffman bracket and then normalizing
with respect to the writhe as usual. The main idea is to introduce a new variable for
crossings on the axis. Some interesting special values of this two-variable polyno-
mial are considered. We end the chapter with some examples and applications.
The fourth chapter could be viewed as a long exercise concerning the ribbon
problem for pretzel links.We introduce pretzel links and summarize some of their
basic properties. We then investigate the following problem:
Which pretzel links are ribbon?
We do not consider the case of pretzel knots, because the ribbon problem for pretzel
knots has been considered by various authors and it seems hard to say something
new with elementary tools. We provide some necessary conditions for a pretzel
link to be ribbon. In particular we characterize the coefficients of pretzel ribbon
links up to a permutation. The only pretzel links which we prove to be ribbon are
”the obvious ones”, i.e. symmetric unions.
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In the last chapter we consider the following problem (also mentioned by Eis-
ermann):
What can be said about the Jones nullity of boundary links?
We provide lower bounds for some families of links such as cable links, Bing dou-
bles and others. The arguments used in this section are elementary and similar
to those used in [5]. These examples should be considered as partial answers to
the problem stated above. It should be mentioned that, after this thesis was com-
pleted we came to know that Habiro announced ([10]) a theorem which generalizes
Eisermann result and which recovers many (perhaps all) of our examples.
Chapter 1
Polynomial invariants
In this chapter we present the main tools which will be used throughout the text.
After a very brief introduction to the basic concepts of knot theory we introduce
several polynomial invariants. In doing this we have chosen to follow a historical
order rather then a more systematic one. That is why the HOMFLYPT polynomial,
which contains as special cases all the other polynomial invariants presented here,
is introduced at the end of this chapter.
The first three sections of this chapter contain many basic facts which are stated
without proofs. We refer to [20] for these results.
The general filosophy here is that of an elementary combinatorial approach to
knot theory.
1.1 Basic notions
In this section we recall without proofs the basic notions of knot theory. This is not
an exhaustive exposition it is just a way of fixing notations and terminology which
will be used throughout the text.
Definition 1.1.1. A knot K ⊂R3 (or S3) is the image of a smooth embedding S1→
R3, a link L = K1∪·· ·∪Kn is a finite disjoint union of knots.
Definition 1.1.2. Two knots K1,K2 are said to be equivalent if there exist a smooth
map F : [0,1]×R3→ R3 with the following properties:
• for each t ∈ [0,1] the map F(t, ·) is a diffeomorphism
• F(0, ·) = IdR3 and F(1,K1) = K2.
The equivalence class of a knot K is called the knot type of K. An oriented knot
is a knot K ⊂ R3 together with an orientation ω on K, two oriented knots are said
to be equivalent if the map F of the previous definition also preserves the given
orientations.
1
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The main purpose of knot theory is to study equivalence classes of knots and
links. Most of the invariants we will deal with are defined using link diagrams,
roughly speaking a diagram is the picture we obtain when we draw a knot on a
sheet with breaks to keep the under-over information.
Figure 1.1: The trefoil knot and the Hopf link
We make this concept precise with the following
Proposition 1.1.3. Given a link L⊂R3 there exist a plane such that the projection
pi : R3→ R2 has the following properties:
• for each point x ∈ pi(L) the fiber pi−1(x) contains at most two points
• the set of crossing points {x ∈ pi(L) : |pi−1(L)|= 2} is finite.
The image pi(L) together with the “under-over” information on the crossing points
is called a diagram for the link L.
If we want to define invariants using diagrams we need an equivalence relation
which translates the notion of equivalent links, for this purpose we consider the
following local moves (Reidemeister moves):
Figure 1.2: Reidemeister moves
Definition 1.1.4. Two diagrams are said to be equivalent if one can be obtained
from the other with a finite sequence of Reidemeister moves and an ambient isotopy
of the plane.
With the equivalence relation defined above we can work on diagrams without
any loss of information on the knot type, indeed we have the following
Theorem 1.1.5. Two diagrams are equivalent if and only if the corresponding links
are equivalent.
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Thus we can define link invariants using diagrams. For example given a knot
K define c(K) as the minimum number of crossing points over all diagrams corre-
sponding to K. Another example is given by the unknotting number u(K) which is
the minimum number (over all diagrams representing K) of crossings we have to
change to get the unknot (a knot is said to be the unknot if it bounds a disc embed-
ded in its complement). These invariants are easy to define but usually it is very
hard to compute them.
Another way to obtain invariants is to look at a link as the boundary of a surface
inR3, using diagrams it is easy to see that every link is the boundary of a connected
surface embedded in R3, taking orientations into account we get the following
Theorem 1.1.6. For every oriented link L ⊂ R3 there exist a compact connected
oriented surface S such that ∂S = L with the induced orientation. Such a surface
is called a Seifert surface for the link L.
Figure 1.3: A Seifert surface for the trefoil knot
Given a knot K we can define the genus g(K) as the minimum genus over all
Seifert surfaces spanning K. This is a numerical invariant for oriented knots. We
have g(K) = 0 if and only if K is the unknot.
The last basic tool we need is the linking number of a pair of knots, intuitively
it measures how many times a knot is knotted around the other one. Given two
oriented knots K1,K2 ⊂ R3 and a diagram for K1∪K2 let {P1, · · · ,Pn} be the set of
crossing points between arcs which do not belong to the same knot, let us define
ε(Pi) ∈ {+1,−1} according to the following rule
+1 −1 (1.1)
The linking number is then defined as
lk(K1,K2) :=
1
2
n
∑
j=1
ε(Pj).
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1.1.1 Braids and links
In this section we introduce braids and the braid group. The theory of braids is a
very widely studied topic. Here we just recall Alexander’s and Markov’s classical
results in order to explain how braids can be used in knot theory.
Let us fix n points in the plane {(0,0),(1,0) . . . ,(n,0)} ⊂ R2.
Definition 1.1.7. An n-braid is a collection of n embedded disjoint arcs in R3, say
γi : [0,1]→ R3 with 1≤ i≤ n, satisfying the following conditions:
• For each i γi(0) = (i,0,0) and γi(1) = (σ(i),0,1) for some permutation σ ∈
Sn
• For each i and t ∈ [0,1] the tangent vector γ˙(t) is never horizontal.
Two braids are said to be equivalent if there exists an ambient isotopy between
them which fixes start and end points.
Just like links, braids admit regular diagrams (see the picture below). Using
these diagrams it’s easy to see that the set of n-braids is in fact a group under
concatenation and isotopy. This group, traditionally indicated by Bn, was first
studied by Artin who gave a presentation with generators and relations.
Let us consider the braids in Figure 1.4. It can be proved that they generate the
Figure 1.4: A set of generators for the braid groupBn
braid group, moreover the following relations determine the (isomorphism class of
the) group: {
σiσi+1σi = σi+1σiσi+1 i f 1≤ i≤ n−2
σiσ j = σ jσi i f |i− j| ≥ 2 (1.2)
Given an n-braid b we can obtain a link b simply gluing together the top and the
bottom of the braid as shown in the picture below. Two natural questions are in
order:
• Is every oriented link realizable as the closure of a braid?
• How can we characterize those braids whose closures represent the same
link?
The answer to the first question is affermative: every oriented link occurs as the
closure of a braid (see [2]). A complete answer to the second question is given by
the following theorem due to Markov ([2])
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Figure 1.5: A link as the closure of a 4-braid.
Figure 1.6: Composition of braids
Theorem 1.1.8. Two braids β1 and β2 represents the same link if and only if one
can be obtained from the other by a finite sequence of the following moves:
1. β 7−→ αβα−1 if α,β ∈Bn
2. β 7−→ βσ±1n if β ∈Bn and α ∈Bn+1.
This is the key result which makes possible the use of braids in knot theory.
1.2 Determinant, signature and nullity
In this section we introduce three invariants for oriented links. They are obtained
using homological properties of Seifert surfaces.
Consider an oriented link L ⊂ R3 bounding a Seifert surface S and let us fix a
diffeomorphism
ϕ : S×R−→VS
which defines a tubular neighborhood of S in R3. For every subset X of S let us
define
X+ := ϕ(X×{1}) X− := ϕ(X×{−1}).
The first homology group of S (with integer coefficients) is torsion free and its rank
is finite, thus we have an isomorphism H1(S,Z)∼= Zk for some k ∈ N.
Definition 1.2.1. Let α1, . . . ,αk be smooth closed curves on S such that their ho-
mology classes form a basis for the group H1(S,Z). The matrix M ∈Mk(Z) whose
elements are
mi j := lk(αi,α+j )
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is called the Seifert matrix of the link L associated to the Seifert surface S and the
basis {[α1], . . . , [αk]}.
Of course the Seifert matrix depends on the choice of the Seifert surface and the
basis of H1(S,Z) but if we consider the matrix M+M∗ (where M∗ is the transpose
of M) its determinant, signature and nullity only depend on the link type (see [20]
and [26]), thus we have three numerical link invariants:
• det(L) := det(−i(M+M∗))
• σ(L) := signature(M+M∗)
• null(L) := nullity(M+M∗).
These invariants can be generalized in the following way:
fix ω ∈ S1 \{+1,−1} and consider the matrix
Mω := (1−ω2)M+(1−ω2)M∗ = (ω−ω)(ωM∗−ωM)
now let us define
• detω(L) := det(ωM∗−ωM)
• σω(L) := signature(Mω)
• nullω(L) := nullity(Mω)
we obtain an infinite family of numerical link invariants which are related to
the number of components of a link in the following way
Proposition 1.2.2. Fix a prime number p and let ω be a primitive 2pth root of
unity. For a link L with n components we have
0≤ nullω(L)≤ n−1.
In particular, if K is a knot we have nullω(K) = 0 and thus detω(K) 6= 0.
1.3 Alexander-Conway polynomial
In this section we introduce the first polynomial invariant for knots and links in two
different ways. The first one makes use of Seifert surfaces and it helps to clarify the
geometric meaning of the invariant. The second approach is more combinatorial
and it is important because of the analogies with other polynomial invariants and
also because it simplifies actual computations.
Definition 1.3.1. Let L be an oriented link and M a Seifert surface for L, the
Alexander-Conway polynomial ∆(L) ∈ Z[q,q−1] is defined as
∆(L) := det(q−1M∗−qM).
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It can be proved that ∆(L) only depends on the link type (see [20]). As it is
clear from the definition the generalized determinant is just an evaluation of the
polynomial ∆(L). Indeed we have ∆L(ω) = detω(L).
Using diagrams we can give a recursive definition of the Alexander-Conway
polynomial. The idea is to look for an algebraic relation between polynomials
corresponding to diagrams which differ only in a neighborhood of a crossing point.
Let us denote byL the set of equivalence classes of oriented links in R3. We have
the following
Theorem 1.3.2. The Alexander-Conway polynomial is the unique function
∆ :L → Z[q,q−1]
which satisfies the following conditions
• ∆(©) = 1
• ∆( )−∆( )= (q−q−1)∆( ).
The second relation above is the first example of a skein relation. It relates
diagrams which differ only in a neighborhood of a crossing point. It follows from
the skein relation that ∆(Lunionsq©) = 0. We have an analogous skein relation for the
determinant.
Corollary 1.3.3. The determinant is the unique function
det :L → Z[i]
which satisfies the following conditions
• det(©) = 1
• det( )−det( )= 2idet( ).
The Conway polynomial of a link is defined by the following axioms:
• ∇(©) = 0
• ∇( )−∇( )= z∇( ).
It is obtained from the Alexander-Conway polynomial with the change of variable
q−q−1 = z.
1.4 Jones polynomial
In this section we introduce the Jones polynomial using both Kauffman brackets
(see [13]) and an oriented skein relation. Both definitions are combinatorial and
they make use of diagrams. While Kauffman brackets are very useful in actual
computations the oriented skein relation reveals deep analogies with other polyno-
mial invariants and it suggests further generalizations.
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1.4.1 Kauffman bracket
Let D be an unoriented diagram of a link L, in a neighborhood of a crossing we
can change the diagram to eliminate that crossing in two different ways; we call
these elementary operations resolutions of type 1 and −1 according to the picture
below:
1
−1
Remark 1.4.1. At first sight this definition might look ambiguous. Since the di-
agram is not oriented we need to give a different rule to distinguish resolutions.
A neighborhood of a crossing point is divided in four regions, after a resolution
two of them are glued together while the other two remain separated. If we rotate
counterclockwise the unbroken arc around the crossing point two regions will dis-
appear. A resolution is said to be of type 1 if the pair of regions glued together after
the resolution is the same pair that disappears when we rotate the unbroken arc.
Now that we know how to distinguish resolutions we are ready to introduce the
Kauffman bracket. Let D be the set of unoriented planar diagrams. We have the
following
Theorem 1.4.2. There exists a unique function 〈·〉 :D → Z[A,A−1] which satisfies
the following conditions:
• 〈©〉= 1
• 〈Dunionsq©〉= 〈D〉(−A2−A−2)
• 〈 〉= A〈 〉+A−1〈 〉
• 〈·〉 is invariant under Reidemeister moves II and III.
We omit the proof of this theorem which can be found in [13]. With the rela-
tions given in the previous theorem we can obtain an explicit formula for Kauffman
bracket. Given a diagram D with n crossings, a state is the diagram we obtain re-
solving every crossing. Thus all possible states of D can be identified with the
elements of the set {1,−1}n. Now let S be such a state; clearly S is a disjoint
union of circles and thus the first and second relations above easily provide the
polynomial 〈S〉. For every state S let’s define
• S+ := number of type 1 resolutions
• S− := number of type -1 resolutions
• γ(S) := number of circles of the state.
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We have the following state-sum formula
〈D〉= ∑
S∈{1,−1}n
AS+−S−(−A2−A−2)γ(S)−1.
Since we want a polynomial which is invariant also under the first Reidemeister
move we need to check how does Kauffman bracket behave under this move. We
have
〈 〉= A〈 〉+A−1〈 〉=−A3〈 〉
and similarly
〈 〉= A−1〈 〉+A〈 〉=−A−3〈 〉.
Let D be an oriented diagram of a link. Let {P1, . . . ,Pn} be the set of crossings
and ε(Pi) the sign of the crossing Pi according to the usual rule. Let us define the
writhe of D as
w(D) :=
n
∑
i=1
ε(Pi).
It’s easy to see that
w( ) = w( )−1 w( ) = w( )+1.
With the relations given above it is now easy to prove the following
Theorem 1.4.3. Let D be an oriented diagram of a link, the formula
VD(A) := (−A−3)w(D)〈D〉
defines a unique polynomial invariant of oriented links. We denote by VL the Jones
polynomial of the oriented link L.
Proof. Since the writhe of a diagram is invariant under Reidemeister moves 2 and
3 we only need to check that the polynomial (−A−3)w(D)〈D〉 is invariant under the
first Reidemeister move. We have
V ( ) = (−A−3)w( )〈 〉= (−A−3)w( )−1〈 〉=
= (−A−3)w( )−1(−A−3)〈 〉= (−A−3)w( )〈 〉=V ( ).
Similarly we obtain V ( ) =V ( ).
We can also give an oriented skein relation for the Jones polynomial. Using the
parametrization q =−A−2 we get the following
Proposition 1.4.4. The Jones polynomial defines a unique function
V :L → Z[q,q−1]
which satisfies the following conditions:
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• V (©) = 1
• q−2V ( )−q2V ( ) = (q−1−q)V ( )
Proof. The first equality is obvious since we have w(©) = 0 and 〈©〉= 1. Using
the usual parametrization the second relation becomes
A4V ( )−A−4V ( ) = (A−2−A2)V ( ).
We have
A4V ( ) = A4(−A−3)w( )〈 〉= A4(−A−3)w( )(A〈 〉+A−1〈 〉)
A−4V ( ) = A−4(−A−3)w( )〈 〉= A−4(−A−3)w( )(A〈 〉+A−1〈 〉).
Since w( ) = w( )+2 = w( )+1 subtracting the two expressions we obtain
the desired relation.
This oriented skein relation is very similar to the one we used in the previous
section for the Alexander-Conway polynomial. In spite of this formal similar-
ity these polynomials behave very differently. In particular there exist knots with
the same Alexander-Conway (resp. Jones) polynomial but different Jones (resp.
Alexander-Conway) polynomial.
1.4.2 Generalized Jones polynomial
Now we introduce an infinite family of polynomial invariants which contains both
the Alexander-Conway and the Jones polynomial.
Theorem 1.4.5. For every N ∈ N there exists a unique function
VN :L → Z[q,q−1]
which satisfies the following conditions:
• VN(©) = 1
• q−NVN( )−qNVN( ) = (q−1−q)VN( ).
This theorem follows from a more general result which will be proved in the
next section. Clearly V0 is the Alexander-Conway polynomial, V2 is the Jones poly-
nomial while V1 is the trivial invariant, we have V1(L) = 1 for every L ∈L . In the
next proposition we summarize the behaviour of the generalized Jones polynomial
with respect to splits and connected sums. We indicate by©n the trivial link with
n components and define
UN :=
q−N−qN
q−1−q
Note that U0 = 0, U1 = 1 and for N ≥ 2 we have
UN = q−N+1+q−N+3+ · · ·+qN−3+qN−1.
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Proposition 1.4.6. Let L,L′ ∈L . Let us indicate with m ≥ 1 the number of com-
ponents of the link L. Then we have
1. VN(©n) =Un−1N
2. VN(Lunionsq©n) =VN(L)UnN
3. VN(LunionsqL′) =VN(L) ·VN(L′) ·UN
4. VN(L]L′) =VN(L) ·VN(L′)
5. VN(L)|q=1 = Nm−1
6. VN(L)(−q) = (−1)(N−1)(m−1)VN(L)(q).
Proof. In order to prove the first assertion we proceed by induction on the number
n of disjoint circles. If n = 1 there is nothing to prove. Now consider Figure 1.7.
Adding n− 2 disoint circles to each diagram and applying the skein relation we
Figure 1.7: Crossing and smoothing for the unknot.
obtain
q−NVN(©n−1)−qNVN(©n−1) = (q−1−q)VN(©n)⇒VN(©n) =UNVN(©n−1).
This proves 1.
Now using the first relation we will prove (2) and (3). In order to prove (2) we
proceed by induction on the number n of circles. If n = 1 consider the diagrams
shown in Figure 1.8. Applying the skein relation we obtain
Figure 1.8: Adding curls to compute VN(Lunionsq©)
(q−1−q)VN(Lunionsq©) = q−NVN(L)−qNVN(L)⇒VN(Lunionsq©) =UNVN(L).
To prove the inductive step we just replace L by Lunionsq©n−1 and use the previous
argument. To prove the third assertion note that iterating the skein relation on
several crossings we obtain an expression
VN(L) =∑
i
piVN(Di)
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with pi ∈ Z[q,q−1] and Di are trivial links. Let us indicate by |Di| the number of
components of Di. We have
VN(LunionsqL′) =∑
i
piVN(DiunionsqL′) =∑
i
piU
|Di|
N VN(L
′) =
=UNVN(L′)∑
i
piVN(Di) =UNVN(L)VN(L′).
Consider the three diagrams in the picture below.
Clearly the first two diagrams are both equivalent to L]L′ while the third one is
LunionsqL′. Applying the skein relation to these diagrams we get
q−NVN(L]L′)−qNVN(L]L′) = (q−1−q)VN(LunionsqL′)
and thus
VN(LunionsqL′) =UN ·VN(L]L′).
This proves 4.
If we put q = 1 in the oriented skein relation we obtain
VN( )|q=1−VN( )|q=1 = 0.
This means that the special value VN(L)(1) does not depend on the signs of the
crossings. Since we can turn every link into the trivial link changing some of the
crossings we have
VN(L)|q=1 =VN(©m)|q=1 =Um−1N |q=1 = Nm−1.
This shows that 5 holds.
In order to prove the last equality we proceed by induction on the unknotting
number u(L) of the link L. First let us assume that u(L) = 0, this means that L is
the trivial link with m components. We have
VN(L)(−q)= (UN(−q))m−1 =
(
(−q)−N− (−q)N
−(q−1−q)
)m−1
=(−1)(N−1)(m−1)VN(L)(q).
Now suppose the equality holds for all links L with u(L) ≤ n− 1. Let L be a
link with u(L) = n and let us choose a crossing P belonging to the minimal set of
crossings we have to change to get the trivial link. Let us assume without loss of
generality that this crossing has positive sign. Applying the skein relation to this
crossing we obtain
VN(L+) = q2NVN(L−)+qN(q−1−q)VN(L0).
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Clearly both L− and L0 have unknotting number less than or equal to n− 1, thus
using the inductive hypothesis we have
VN(L)(−q) =
= (−1)(N−1)(m−1)q2NVN(L−)(q)+(−1)N+1+(N−1)(|L0|−1)qN(q−1−q)VN(L0)(q).
Thus we only have to prove that
(N−1)(m−1)≡ N+1+(N−1)(|L0|−1) (mod2).
Now note that |L0| = |L|+ 1 or |L|− 1 depending on whether the two arcs of the
crossing belong to the same component or not. This shows that the congruence
above holds and thus the proposition is proved.
1.4.3 Jones nullity
In this section we introduce some numerical invariants related to the generalized
Jones polynomial. Following the analogies with the Alexander-Conway polyno-
mial we will define a Jones determinant and a Jones nullity. First we need to recall
some basic properties of the ring Z[q,q−1].
Proposition 1.4.7. The ring Z[q,q−1] is a unique factorization domain.
This proposition follows from the well known fact that Z[q] is a unique factor-
ization domain together with the following lemma.
Lemma 1.4.8. Let R be a unique factorization domain. Then for every multiplica-
tive subset S⊂ R the ring S−1R is a unique factorization domain.
For a proof of this lemma we refer to [1].
Definition 1.4.9. Let P ∈C[q,q−1], ν ∈N and z ∈C\{0}. Assume that one of the
following equivalent conditions is saisfied:
• We have a factorization P = (q− z)νQ and Q(z) 6= 0.
• ν is the least integer such that
P(ν)|q=z = d
ν
dqν
P|q=z 6= 0.
We call ν as the nullity of P in z and we write ν := nullzP.
Theorem 1.4.10. Let L ⊂ R3 be a link. Fix a prime integer N ∈ N and let ω be a
primitive 2N-root of unity. We have a factorization
VN(L) =UνNV˜N(L)
where ν = nullωVN(L) and V˜N(L) ∈ Z[q,q−1] satisfies UN - V˜N(L). The integer ν
does not depend on the choice of ω . It follows that the following link invariants
are well defined:
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• reduced Jones Polynomial := V˜N(L)
• Jones determinant = detωVN(L) := V˜N(L)|q=ω
• Jones nullity = nullωVN(L) := nullVN(L).
Proof. Let’s start with the case N = 2.We have ω =±i, U2 = q−1+q thus q2+1=
qU2 is the minimal polynomial of ω in Q[q]. We need to show that
P(ω) = 0⇔ P =U2Q with Q ∈ Z[q,q−1]. (1.3)
Suppose P(ω) = 0. And let k ∈ N such that qkP ∈ Z[q] then we have
qkP|q=ω = 0⇒ qU2 | qkP⇒ qk−1P =U2Q⇒ P =U2q1−kQ.
The converse is clear. Now it suffices to iterate (1.3) until we get Q(ω) 6= 0.
Let N be an odd prime. Then, ω is of order 2N and −ω is of order N, their
minimal polynomials are
Φ2N = ∏
ξ∈S1,o(ξ )=2N
(q−ξ ) and ΦN = ∏
ξ∈S1,o(ξ )=N
(q−ξ ).
As in the previous case we need to relate these polynomials with UN . Since q2N−
1 = (q+1)(q−1)Φ2NΦN we obtain
Φ2NΦN = qN−1UN .
Now again we need to show that
P(ω) = 0⇔ P =UNQ with Q ∈ Z[q,q−1]. (1.4)
Suppose P(ω) = 0 and let k be an integer such that qkP ∈ Z[q], we have
qkP|q=ω = 0⇒ qkP =Φ2NQ.
Since N is odd by Proposition 1.4.6 P is even and thus 0 = P(ω) = P(−ω), there-
fore we have
qkP|q=−ω = 0⇒ qkP =ΦNQ˜.
Thus we obtain
qkP =Φ2NΦNQ = qN−1UNQ⇒ P =UNqN−1−kQ.
The converse is clear. Iterating this argument we obtain the desired factorization.
It is clear from the previous proof that the integer ν does not depend on the choice
of the primitive 2N-root of unity and thus the invariants defined in the statement of
the theorem are in fact well defined.
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Corollary 1.4.11. For every link L with n components we have
0≤ nullVN(L)≤ n−1. (1.5)
Proof. We have a factorization
VN(L) =UνNV˜N(L). (1.6)
In order to obtain the desired upper bound for Jones nullity it suffices to evaluate
the previous relation at q = 1. Using the fifth relation in Prop. 1.4.6 we obtain
VN(L)|q=1 =VN(©n)|q=1 =Un−1N |q=1 = Nn−1.
Evaluating (1.6) at q = 1 we finally obtain
Nn−1 = NνV˜N(L)|q=1 =⇒ 0≤ ν ≤ n−1.
1.5 HOMFLYPT polynomial
In this section we introduce the HOMFLYPT polynomial (see [9],[21]). It is a two
variable polynomial invariant for oriented links which contains both the Alexander-
Conway and the Jones polynomial as particular cases and thus it clarifies the formal
analogy between them.
Soon after the discovery of the Jones polynomial many matematicians noticed
that the oriented skein relation which defines this polynomial was too similar to
the Conway relation to be just a coincidence. Around october 1985 the American
Mathematical Society received four papers each announcing a new polynomial in-
variant for oriented links. They were all introducing what is now known as the
HOMFLYPT polynomial. Quoting the editor’s note from [9]:
“The degree of simultaneity was such that, by common consent, it was unproduc-
tive to assess priority. Indeed it would seem that there is enough credit for all to
share in”.
The acronym HOMFLY (sometimes HOMFLYPT) comes from the authors: Hoste,
Ocneanu, Millett, Fryed, Lickorish, Yetter, Prztycki and Traczyk.
Theorem 1.5.1. There exists a unique function P : L → Z[l, l−1,m,m−1] which
satisfies the following conditions:
• P(©) = 1
• lP( )+ l−1P( )+mP( ) = 0
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Note that Theorem 1.4.5 follows from this more general result simply substi-
tuting l = q−n and m = q−q−1.
The rest of this section is dedicated to the proof of this theorem. We fol-
low Lickorish and Millett combinatorial approach which is completely elementary
since it only makes use of the very basic concepts of knot theory. We will explain
all the steps needed to prove the theorem sometimes omitting direct computations.
Let Dn be the set of all oriented diagrams of links with at most n crossings. We
also require the components of each diagram to be ordered and base-pointed. The
theorem easily follows from the following
Proposition 1.5.2. For each n ∈ N there exists a unique function
P : Dn→ Z[l, l−1,m,m−1]
which satisfies the following conditions:
• P(L) is indipendent of the choice of basepoints
• P(L) is indipendent of the choice of the order of the components
• P(L) is invariant under Reidemeister moves which do not increase the num-
ber of crossings
• P(©) = 1
• lP( )+ l−1P( )+mP( ) = 0.
We proceed by induction on the number of crossings n ≥ 0. Clearly for n = 0
there is nothing to prove.
Recursive definition of P
For a diagram L ∈ Dn let αL be the diagram obtained from L by changing some
of the crossings, so that starting from each base point every crossing is first en-
countered as an underpass. In other words if (x(t),y(t),z(t)) with t ∈ [0,1] defines
the k-th component of the link corrisponding to the diagram L (with respect to the
plane z = 0) we just replace this curve with
t 7→ (x(t),y(t),2k+ t).
Note that αL is a diagram of the unlink with |L| components. Given a diagram
L ∈⋃n Dn let us define
P(αL) = µ |L|−1 µ =−(l+ l−1)m−1.
For a diagram L ∈ Dn let {P1, . . . ,Pk} be the set of crossings we have to change
to obtain αL from L, let εi be the sign of the crossing Pi. The idea is to use the
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skein relation to define P(L) inductively in terms of P(αL) and the definition of
P on the set Dn−1. We write Li1,...,ih for the diagram obtained from L by changing
the crossings Pi1 , . . . ,Pih . We also write L
i1,...,ih for the diagram obtained from L by
smoothing those crossings. Using the skein relation we obtain
lε1P(L) =−l−ε1P(L1)−mP(L1).
If we apply this formula to every crossing of the set {P1, . . . ,Pk} we can take the
last equality as a recursive definition for P(L). Indeed L1,...,k = αL and for every
i we have L1,...,i ∈ Dk−i. At this point one should check that the value P(L) does
not depend on the order we have chosen for the set {P1, . . . ,Pk} to obtain αL from
L. For this purpose it suffices to consider a simplified situation, namely when the
two sequences differ by a transposition. In this case it is easy to write down and
compare the two expressions (we omit the explicit verification).
Indipendence of the choice of basepoints.
It suffices to show that we can move the basepoint of a component from one side
of a crossing point C to the other side without changing the value P(L) (see Figure
1.5). Let (K1,A) and (K2,B) be the two basepointed components. We need to
Figure 1.9: Shifting a basepoint along a crossing
consider two different cases:
• The crossing involves only one component of the link
• The crossing involves two different components of the link.
In the first case note that αK1 and αK2 differ only in a neighborhood of the cross-
ing point C. When we compute P(K1) and P(K2) from αK1 and αK2 we can relate
these expressions using the oriented skein relation (again we omit the explicit com-
putation). In the second case clearly αK1 = αK2 and thus P(K1) = P(K2).
Validity of the skein relation
Note that, by definition, P(L) is computed from P(αL) using the skein relation.
Thus once that the value P(L) is well defined the skein relation holds.
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Invariance under Reidemeister moves
We need to show that P(L) is invariant under those Reidemeister moves which do
not increase the number of crossings. These moves are listed in the picture below.
From now on we agree to call L the diagram we have before the move is applied
and L˜ the diagram we obtain after the move.
For the first move choose basepoints as shown in the picture. With this choice
we have P(L) = P(L˜)⇔ P(αL) = P(αL˜). The last equality is easily proved using
the skein relation.
For the second Reidemeister move (applied as shown in the picture) we need
to distinguish two different cases. Assume that the components involved in the
second Reidemeister move are labeled with indices i and j. If i ≤ j we choose a
basepoint such that L and αL look the same on the portion of the diagram shown
in the picture. Now we can apply the algorithm to compute P(L) from P(αL) and
P(L˜) from P(αL˜). At each step we use the inductive hypothesis on those diagrams
involving some smoothings. This shows that P(L) = P(L˜). If j < i the crossings in
the picture must be changed when we obtain αL from L. In this case we start from
L and we show that P(L) = P(L˜) first applying the skein relation to those crossings
and then using the invariance under the first Reidemeister move.
c_i c_j c_i c_j
1
2
Figure 1.10: First and second Reidemeister moves not increasing the number of
crossings.
We are left with the third Reidemeister move. First note that smoothing any
crossing between arcs at adjacent vertical levels in the portions of diagrams shown
in Figure 1.12 we obtain identical diagrams (we may have to use the second Rei-
demeister move). Writing down the corresponding oriented skein relation for both
L and L˜ we obtain
P(L+) =−l−2P(L−)−ml−1P(L0)
and
P(L˜+) =−l−2P(L˜−)−ml−1P(L˜0).
Here we have assumed that the crossing has positive sign. Since L0 = L˜0 subtract-
ing the two expressions we see that
P(L) = P(L˜)⇐⇒ P(L−) = P(L˜−).
This means that we can assume i ≤ j ≤ k (where i, j,k are the indices corre-
sponding to the components involved in the third Reidemeister move). Moreover,
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c_j
c_i c_k
c_j
c_i c_k
Figure 1.11: The third Reidemeister move.
c_j
c_i c_k
c_j
c_i c_k
Figure 1.12: Smoothing a crossing before and after the third Reidemeister move.
if equality holds then the segments can be assumed in ascending positions. Under
these conditions it is easy to show that P(L) = P(L˜), that is because the crossings
that must be changed to compute P(L) and P(L˜) are the same.
Indipendence of the order of the components
This is the most technical step of the proof. We need the following
Lemma 1.5.3. Let L ∈ Dn be a non standard ascending element, i.e. after some
permutation of the order of components every crossing of L is first encountered
as an underpass. Let D be a disk in the plane such that D∩L consists of an arc
a⊂ ∂D and a collection v1, . . . ,vn of arcs properly embedded in D. Assume that
• D contains no basepoints
• for every pair of arcs vi,v j vi∩ v j contains at most one point
Let b be the closure of ∂D \ a in D and let L˜ be the diagram obtained from L
replacing a with b preserving the under-over information. Then P(L) = P(L˜).
Proof. The situation is described in the picture below. Note that L˜ is also an as-
cending element. We proceed by induction on the number of properly embedded
arcs. If n = 0 there is nothing to prove so let us assume the lemma holds for n−1
properly embedded arcs. Let us indicate with N and S the endpoints of a and b.
CHAPTER 1. POLYNOMIAL INVARIANTS 20
Let t be a northernmost arc in the set {v1, . . . ,vn} i.e. there is no other arc which
meet a and b nearer to N than t does. It is enough to show that we can move the
arc t outside the disc without changing the polynomial, indeed once this is done we
can use the inductive hypothesis to conclude. Note that t divides D into two discs,
let D˜ be the disc containing N. we can apply the inductive hypothesis to D˜ (here t
plays the role of a). This allows us to move t as shown in figure (not yet outside
D). Now it’s easy to use the third Reidemeister move to move t outside the disc
and conclude the proof. Note that one should also check that at each step of our
procedure the diagram remains in ascending position.
From this lemma we obtain the following
Corollary 1.5.4. The previous lemma also holds if we assume that one properly
embedded arc intersects a in two points.
This is easily proved using the previous lemma together with the invariance
under the second Reidemeister move. Now we are ready to prove that the poly-
nomial P is indipendent of the order of the components. Let L be a diagram with
c components and n crossings. First note that we can assume L to be connected.
That is because for every split link L1unionsqL2 we have
P(L1unionsqL2) = µP(L1)P(L2)
This is easily proved using the same argument as in Proposition 1.4.6.
We proceed by induction on the number n of crossings. Let us fix some notations.
• αL is the standard ascending diagram obtained from L with respect to the
given order of its components
• L˜ is the link L together with a different choice of the order of the components
• αL˜ is the standard ascending diagram of L˜
• βL is the link αL˜ with the original order of the components
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It is enough to prove that P(βL) = µc−1. Indeed P(L) and P(L˜) are computed
from their standard ascending projection using the skein relation. P(L) can be
computed choosing two sequences of crossings from αL to βL and then from βL
to L. Since the last step is nothing but the computation of P(L˜) from P(αL˜) this
proves that P(L) = P(L˜).
We will need the following
Definition 1.5.5. A loop in a diagram of a link is a simple closed curve which is the
projection of some subarc of the link (it starts and ends on a crossing point unless
it is a whole connected component of the link).
Note that a loop may contain many crossings. The set of loops of a diagram
is naturally partially ordered by inclusion. Let us choose an innermost loop in the
diagram of βL. We have two different cases:
• The loop contains no crossings except for its starting (and ending) point.
• There exists at least one arc which crosses the loop in at least two points
(otherwise the loop would not be innermost.)
In the first case we can apply the first Reidemeister move to reduce the num-
ber of crossings without altering the polynomial, thus we can use the inductive
hypothesis to conclude.
In the second case we apply the previous corollary to remove at least two cross-
ings and again by the inductive hypothesis we are done.
We have completed the proof of Proposition 1.5.2, the theorem follows easily.
1.5.1 Some open problems
The HOMFLYPT polynomial is very efficient in distinguishing knots and links
with few crossings and it can be proved that it is stronger than the Alexander-
Conway and the Jones polynomial combined together.
In spite of its power it is still a very misteryous invariant. The following ques-
tions are, at the time of writing, still without an answer.
• Is it true that P(K) = 1 iff K is the unknot? In other words does the HOM-
FLYPT polynomial detect the unknot? An analogous question can be asked
for the Jones polynomial while it can be shown that there exists infitely many
knots with trivial Alexander-Conway polynomial.
• Is the map P :L → Z[l, l−1,m,m−1] surjective? The same question is also
open if we restrict ourselves to the Jones polynomial.
However the most interesting aspect of the theory would be detecting geometric
properties of knots and links from their Jones (or HOMFLYPT) polynomials.
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In the next chapter we will present Eisermann’s work on ribbon links. This
work should be considered as a first step in understanding the Jones polynomial
of ribbon links, providing a geometric interpretation of Jones nullity and Jones
determinant (at least for ribbon links).
Chapter 2
Jones polynomial of ribbon links
In this chapter we study the Jones polynomial of a special class of links, namely
ribbon links. We will prove that for every n-component ribbon link L we have
nullV (L) = n−1. This result will follow as a corollary of a more general statement
dealing with a larger class of links.
In the first section we introduce slice and ribbon links in order to state the
slice-ribbon conjecture which motivates our study.
In the second section we introduce the main tool which will allow us to prove
the main theorem, namely band diagrams. The basic idea is to bring surfaces
into the language of diagrams carrying topological information in a combinatorial
setting.
In the third section, following [5], we prove the main theorem using an induc-
tive argument based on the euler characteristic of ribbon surfaces.
In the last two sections we present some examples and open questions about
possible generalizations of the main theorem.
2.1 Slice and Ribbon links
2.1.1 Definitions and basic properties
Recall that the genus of knot K ⊂ S3 is the minimum genus over all Seifert sur-
faces spanning K. Looking at the 3-dimensional sphere as the boundary of the
4-dimensional ball we can introduce a notion of 4-dimensional genus (4-genus) of
a knot K in the following way:
Definition 2.1.1. The 4-genus of a knot K ⊂ S3 (g4(K)) is the minimum genus over
all orientable properly embedded surfaces S⊂ B4 spannig K.
In order to understand the 4-dimensional genus the first problem is to char-
acterize those knots that satisfys g4(K) = 0. This is a large class of knots which
deserves a name.
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Figure 2.1: A movie for the knot T ]T ∗. First we add a saddle point, then we
apply R moves to obtain two disjoint circles, finally we add two local minima. The
resulting surface is a properly embedded disc in the 4-dimensional ball.
Definition 2.1.2. A knot K ⊂ S3 that bounds a properly embedded disc B2 ⊂ B4
(i.e. g4(K) = 0) is called a slice knot.
Given a slice knot K ⊂ S3 and a disc D ⊂ B4 spanning K we can exhibit a list
of links with singularities (called a movie) which describes how the knot bounds
the embedded disc D. Let us consider the radial projection
ρ : B4 −→ [0,1] x 7→ ||x||.
Let us indicate by ρ its restriction to the disc D⊂ B4. It follows from basic Morse
theory that we can always assume that ρ is a Morse function and that for every
α ∈ [0,1] the fiber ρ−1(α) contains at most one critical point. Let {c1, . . . ,ck} be
the set of critical values of ρ and let {r1, . . . ,rk−1} be regular values such that for
every i we have ci < ri < ci+1. Each fiber ρ−1(ri) is a link in the 3-dimensional
sphere {||x||= ri}. A “link” ρ−1(ci) can contain only two kinds of singularities:
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• an isolated point corresponding to a local maxima or minima
• a crossing corresponding to a saddle point.
It follows from our hypothesis on the function ρ that these singularities cannot
occur simultaneously on the same critical level. Finally let Ci and Ri be regular
projections for the corresponding fibers ρ−1(ci) and ρ−1(ri).
Definition 2.1.3. A movie for the slice knot K is the sequence of diagrams
(K,Cr,Rr, . . . ,C2,R1,C1).
Note that C1 is always a single point. In Figure 2.1 we show an example of a
movie for the knot T ]T ∗ where T is the trefoil knot.
Definition 2.1.4. A knot K ∈ S3 is said to be a ribbon knot if it bounds an immersed
disc D⊂ S3 containg only ribbon singularities i.e. every singular point is contained
in a singular closed arc whose preimage consists of two closed disjoint arcs such
that one is interior and the other one joins two points on the boundary of the disc.
Given a ribbon knot K, the ribbon number of K, indicated by R(K), is the
minimum number of ribbon singularities needed to realize a disc bounding K.
Remark 2.1.5. The notion of ribbon singularity makes sense for every immersed
compact surface with nonempty boundary, thus we can speak of ribbon surfaces.
More precisely a ribbon surface is an immersed compact surface containing only
ribbon singularities and without closed components. By definition the euler char-
acteristic of a ribbon surface is the euler characteristic of the abstract surface. In
this more general setting a ribbon knot is a knot bounding a ribbon surface S such
that χ(S) = 1.
Picture 2.2 shows an example of a ribbon knot and the local model of a ribbon
singularity.
Figure 2.2: Local model of a ribbon singularity and a ribbon knot
Proposition 2.1.6. Every ribbon knot K ⊂ S3 is a slice knot. Moreover the height
function restricted to the disc spanning K can be chosen to be a Morse function
without local maxima.
Proof. Ribbon knots are slice because we can push singularities into the 4-dimensional
ball. We would like to describe how we can exhibit a movie for a ribbon knot. Let
K ⊂ S3 be a ribbon knot bounding a ribbon disc D ⊂ S3. First let us note that
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Figure 2.3: How to eliminate a ribbon singularity adding a saddle point
every ribbon singularity can be eliminated adding a saddle point (see Figure 2.3).
Iterating this procedure for every ribbon singularity we eventually obtain a trivial
link with k+ 1 components (where k is the number of ribbon singularities). Now
we simply end the movie with a sequence of k+ 1 local minima. This argument
shows that every ribbon knot is a slice knot and that the height function satisfies
the desired property.
Whether all slice knots are ribbon knots is an old open question first asked by
Ralph Fox. That the answer to this question should be ”yes” is known as the slice-
ribbon conjecture. Resolving the conjecture affermatively would provide a nice
3-dimensional characterization of slice knots.
The notion of slice and ribbon knot extends naturally to links.
Definition 2.1.7. Let L⊂ S3 be a link with n components.
• L is called a slice link if it bounds n properly embedded discs in the closed
4-dimensional ball
• L is called a ribbon link if it bounds n immersed discs in the 3-dimensional
sphere with only ribbon singularities (in other words L bounds a ribbon
surface S with χ(S) = n).
We have an analogue of Proposition 2.1.6 for links.
Proposition 2.1.8. Every ribbon link is a slice link. Moreover, we can always
assume that the height function restricts to a Morse function without local minima.
Proof. The argument we used in Proposition 2.1.6 works here as well.
Let L be a ribbon link and S a ribbon surface for L consisting of |L| discs. A
ribbon singularity is called:
• pure if it envolves only one disc
• mixed if two different discs are involved.
A pure ribbon link is a ribbon link admitting a ribbon surface with only pure sin-
gularities.
The notion of ribbon surface leads naturally to the following numerical invari-
ant for links.
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Definition 2.1.9. The ribbon characteristic of a link L⊂ S3 is defined as
χr(L) := max{ χ(S) | S is a ribbon surface spanning L}.
We emphasize that, by definition, a ribbon surface is not necessarily connected
nor orientable.
2.1.2 How to detect sliceness
In this section we list some basic properties of slice knots and links.
Proposition 2.1.10. Let K be a slice knot. The following conditions are satisfied:
• det(K) is a square integer.
• The Alexander-Conway polynomial of K is of the form ∆K(q,q−1)= f (q) f (q−1)
for some polynomial f ∈ Z[q,q−1].
• σ(K) = 0
• For every Seifert surface S spanning K there exists a submodule of half the
rank of H1(S) on which the Seifert pairing vanishes.
A knot satisfying the last condition is said to be algebrically slice.
Proof. For a proof see for example [12]. Here we show that if K is a ribbon knot
it is easy to find a Seifert surface S and a submodule of H1(S) with the desired
property. We also show that the first three assertions follow from the last one.
A ribbon disc spanning K can be modified to obtain a Seifert surface S for K as
shown in Figures 2.4 and 2.5.
Figure 2.4: How to add fake ribbon singularities.
Choosing a meridian for each tube we obtain a subset which generates a sub-
module of half the rank of H1(S) on which the Seifert pairing vanishes identically.
This proves the fourth assertion for ribbon knots and for a specific Seifert surface.
It follows that K has a Seifert matrix of the form
M =
(
0 A
B C
)
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tubing
Figure 2.5: How to eliminate ribbon singularities adding tubes.
where each block is g(S)×g(S). Consider the matrix
M+M∗ =
(
0 A
B C
)
+
(
0 B∗
A∗ C∗
)
=
(
0 A+B∗
B+A∗ C+C∗
)
Since det(M+M∗) = det(K) is always non zero it follows that det(A+B∗) 6= 0.
Put X = A+B∗ and S =C+C∗ so that we can write
M+M∗ =
(
0 X
X∗ S
)
.
We have(
X−1 0
SX−1 −Id
)(
0 X
X∗ S
)(
(X∗)−1 (X∗)−1S
0 −Id
)
=
(
0 −Id
−Id 0
)
.
Therefore σ(K) = σ(M+M∗) = 0 and the third condition is proved.
Now let us look at the Alexander-Conway polynomial of K. We have
∆K(q) = det(q−1M∗−qM) =
∣∣∣∣ 0 q−1B∗−qAq−1A∗−qB (q−1−q)S
∣∣∣∣=
= (−1)g(S)det(q−1B∗−qA)det(q−1A∗−qB)
Now write f (q) = det(qA−q−1B), we have
det(K) = |M+M∗|= (−1)g(S)|q−1B∗−qA| · |q−1A∗−qB|=
= (−1)2g(S)|qA−q−1B∗| · |q−1A∗−qB|= |qA−q−1B∗| · |q−1A−qB∗|=
= f (q) f (q−1).
Now recall that det(K) = ∆K(i), therefore we have
det(K) = |iA+ iB∗| · |− iA− iB∗|= ig(S)ig(S)(−1)g(S)|A+B∗|2 = |A+B∗|2
and we are done.
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Definition 2.1.11. The ribbon number r(K) of a ribbon knot K is the minimal
number of ribbon singularities needed to realize a ribbon disc spanning K.
Some easy properties of the ribbon number are summarized in the following
Proposition 2.1.12. Let K be a ribbon knot.
• r(K) = 0⇐⇒ K is the trivial knot.
• There are no knots with r(K) = 1.
• g(K)≤ r(K)
• if r(K) = 2 then g(K) = 1
Proof. The first two assertions are clear. Our procedure to obtain a Seifert surface
from a ribbon disc used in the previous proof shows that g(K) ≤ r(K). A ribbon
Figure 2.6: A generic ribbon knot with two ribbon singularities.
disc with two ribbon singularities is of the form shown in Figure 2.6. In this case we
can always perform a tubing operation without adding any new singularities.
Proposition 2.1.13. Let L = L1∪ ·· · ∪Lk (k > 1) be a ribbon link. The following
conditions are satisfied:
1. Every component is itself a ribbon knot.
2. L has pairwise unlinked components, i.e. lk(Li,L j) = 0 for every i, j ≤ k.
3. det(L) = 0
4. σ(L) = 0
5. null(L) = k−1
The first two assertions are clear. The third relation follow from the main result
of this chapter, i.e. Theorem 2.3.2 which we prove in section 2.3. For a proof of the
last two assertions see [26]. The last equality should be compared with Theorem
2.3.2.
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2.1.3 The concordance group
In this section we briefly introduce the concordance equivalence relation on ori-
ented knots. The idea is to identify knots which are cobordant in the 4-dimensional
ball.
The connected sum between oriented knots induces a well defined operation on the
set of concordance classes which makes it an abelian group. The equivalence class
of the unknot is the set of slice knots and the zero element of this group.
This theory motivates the study of slice knots and provides an algebraic setting
where many problems can be reformulated and generalized.
Definition 2.1.14. Two oriented knots K0,K1 ⊂ S3 are said to be concordant if
K0]−K∗1 is slice.
The set of concordance classes of oriented knots is indicated with C and the
concordance class of a knot K is indicated with [K]. We will need the following
Lemma 2.1.15. Let K1,K2 be two knots. If both K2 and K1]K2 are slice then K1 is
also slice.
Proof. The proof is clear from Figure 2.7. It suffices to take the sum of the follow-
ing cobordisms:
• From the empty set to the knot K1]K2, this is a disc
• from K1]K2 to K1unionsqK2, this is done adding a saddle point
• from K1unionsqK2 to K1, this is done attaching a disc along K2.
K_1
K_1 K_2
K_1 K_2
Figure 2.7: A properly embedded disc spanning K1.
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Remark 2.1.16. It is interesting to note that proving an analogous statement for
ribbon knots is a much harder problem. Indeed one can show that it is equivalent
to the slice-ribbon conjecture. Let K be a slice knot, then (as observed by Gordon
and recorded by Livingston in [24]) there exists a ribbon knot K˜ such that K]K˜ is
ribbon. Therefore we could conclude that K is ribbon. This also explains why our
construction always produces a local maxima for the disc spanning K1.
We denote with K∗ the mirror image of a knot K i.e. the knot whose diagram is
obtained from a diagram of K by reversing all crossings. We make use of the fact
that every knot of the form K]−K∗ is slice. This will be proved later when we will
consider symmetric unions.
Corollary 2.1.17. If K1 is slice then K2 is concordant to K1]K2
Proof. We need to show that K2]− (K1]K2)∗ is slice. We have
K2]− (K1]K2)∗ = K2]−K∗1 ]−K∗2 = (K2]−K∗2 )]−K∗1
which is a connected sum of slice knots.
Proposition 2.1.18. The connected sum between oriented knots induces a well
defined operation on C . With this induced sum operation C is an abelian group.
Proof. First note that the operation is well defined. Given oriented knots K0,K′0,K1
and K′1 we have
[K0] = [K′0] and [K1] = [K
′
1] =⇒ [K0]K1] = [K1]K′1].
This follows from commutative and associative properties of the connected sum
between oriented knots.
The unit element is the equivalence class of slice knots as it is clear from Corollary
2.1.17. Both associativity and commutativity follows from the properties of the
connected sum between oriented knots. As mentioned above K]−K∗ is always
slice, this ensures the existence of the inverse element in C .
Proposition 2.1.19. The signature of a knot σ(K) defines an homomorphism
σ : C −→ Z
whose image is the subgroup of even integers
Proof. Since signature is additive with respect to connected sum of oriented knots
and vanishes on slice knots we only need to prove that concordant knots have the
same signature. Note that [K1] = [K2] iff K1]−K∗2 is slice. Therefore we have
0 = σ(K1]−K∗2 ) = σ(K1)+σ(−K∗2 ) = σ(K1)+σ(K∗2 ) = σ(K1)−σ(K2).
Since σ(K) is always an even integer and σ(31)=−2 we see that Im(σ)= 2Z.
As a consecuence every knot with non vanishing signature has infinite order in
C . Moreover every knot that is equivalent to its reversed mirror has order two. It
is not known if there exists torsion elements in C other than those of order two.
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2.2 Band diagrams
In this section we introduce band diagrams. Just like the diagram of a link, a band
diagram is the picture we obtain when we draw a spanning surface of a link on a
sheet.
Definition 2.2.1. A band diagram is a diagram for a link made up joining the
elementary pieces shown in Figure 2.8, an example is depicted in Figure 2.9.
Figure 2.8: Elementary pieces of band diagrams
Figure 2.9: A band diagram for the link 10n36
Note that a band diagram for a link L determines a ribbon surface spanning L.
We need to prove that every ribbon surface can be represented by a band diagram.
Proposition 2.2.2. Let L⊂ R3 be a link and S a ribbon surface for L. There exists
a band diagram D for L representing a ribbon surface ambient isotopic to S.
The idea is to cut the surface along properly embedded arcs until we obtain
a disjoint union of closed discs. After that we choose a generic projection on a
plane in order to obtain a band diagram. Finally we reglue the discs along the arcs
showing that this can be done introducing only ribbon singularities, band crossings
and twists.
Let’s start with the cutting operation.
Lemma 2.2.3. Let S be a connected compact surface with nonempty boundary.
There exists a collection {γ1, . . . ,γn} of properly embedded closed arcs such that
each connected component of S\ (⋃i γi) is an open disc.
Proof. It is easy to see that if the statement is true for two surfaces S, S˜, then the
same conclusion holds for their connected sum S]S˜. Write
S\ (
⋃
i
αi) = D1∪, . . . ,∪Dn and S˜\ (
⋃
i
βi) = D˜1∪, . . . ,∪D˜n
CHAPTER 2. JONES POLYNOMIAL OF RIBBON LINKS 33
We can arrange the connected sum so that the closed discs we need to remove to
glue S and S˜ are both contained in two open discs Di, D˜ j Since Di]D˜ j is an annulus
we can modify two arcs say α and β in such a way that the annulus becomes a disc
and two discs are glued together (see Figure 2.10). Let us indicate by S˜ the closed
Figure 2.10: Two properly embedded arcs in an annulus, the complement is a
disjoint union of two open discs
surface obtained from S attaching a disc to each boundary component. It follows
from the previous argument that we only need to prove the lemma in the following
cases:
• S˜ is a sphere
• S˜ is a projective plane.
• S˜ is a torus
In each case the boundary components and the arcs can be arranged as shown in
Figure 2.11.
Figure 2.11: Cutting surfaces along properly embedded arcs in order to obtain a
disjoint union of open discs.
Let ϕ : S→R3 be a ribbon immersion, remove from S tubular neighbourhoods
of properly embedded arcs in order to obtain a disjoint union of closed discs S˜ =
D1 . . .Dk. We may assume that ϕ|S˜ is an embedding. It is easy to see that ϕ(S˜) has
a band diagram. Regluing together the arcs we have removed will introduce the
necessary ribbon singularities. Doing this we obtain a band diagram for S.
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2.3 The Jones nullity of ribbon links
In this section we provide a lower bound for the Jones nullity of a link which
combined with the upperbound proved in Corollary 1.4.11 allows us to determine
the Jones nullity of ribbon links.
Lemma 2.3.1. Let S be a compact connected surface with nonempty boundary. We
have
1. χ(S)≤ 1
2. χ(S) = 1⇔ S is a disc.
Proof. Attaching a disc to each component of the boundary of S we obtain a closed
compact surface S˜. It follows from the classification theorem of compact surfaces
that
χ(S˜) = 2−2g− p
where g is the number of tori and p is the number of projective planes in the con-
nected sum decomposition of S˜. Now going back from S˜ to S we see that every
time we remove the interior of a disc the Euler characteristic of the surface gets
decreased by 1. Thus, if b ≥ 1 is the number of boundary components of S, we
have
χ(S) = χ(S˜)−b = 2−2g− p−b≤ 2−b≤ 1.
Finally note that if χ(S) = 1 we must have g = p = 0 and b = 1. This means that S˜
is a sphere and thus S is a disc.
Theorem 2.3.2. (Eisermann 2008) Let S ⊂ R3 be a ribbon surface such that
χ(S)> 0. Let L = ∂S be the link bounding S. We have
nullV2(L)≥ χ(S)−1.
Proof. We proceed by induction on the number r(S) of ribbon singularities.
If r(S) = 0 there are no singularities and thus the immersion S→R3 is actually
an embedding. Let S1, . . . ,Sk be the connected components of S. We have
χ(S) =
k
∑
i=1
χ(Si) = h.
By the previous lemma every term of this sum is smaller or equal to 1. This means
that there exists h distinct components, say Si1 , . . . ,Sih such that for every j we have
χ(Si j) = 1. Again by the previous lemma this means that each Si j is a disc. Now
since S is embedded in R3 the link L must have h trivial components, let us write
L = L˜unionsq©h. By Proposition 1.4.6 we have
VN(L) =VN(L˜unionsq©h) =VN(L˜)Uh−1N
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and we are done.
Now we want to use the Kauffman bracket to resolve ribbon singularities and
band crossings. Note that we can use Kauffman bracket (thus ignoring orientations)
because it differs from the Jones polynomial only by the multiplication of a power
of the variable A which is an invertible element of the ring Z[A,A−1]. In other
words we have
U2(q)|VL(q)⇐⇒ (A−2+A2)|〈L〉(A).
Let us assume r(L)> 0, and fix a band diagram for S. Resolving every crossing
of a ribbon singularity we obtain the following expression:〈 〉
=
〈 〉
+
〈 〉
+
〈 〉
+
〈 〉
+
〈 〉
+
〈 〉
+A+4
〈 〉
+A−4
〈 〉
+A+2
〈 〉
+A+2
〈 〉
+A−2
〈 〉
+A−2
〈 〉
+A+2
〈 〉
+A+2
〈 〉
+A−2
〈 〉
+A−2
〈 〉
.
(2.1)
For a band crossing we have〈 〉
=
〈 〉
+
〈 〉
+
〈 〉
+
〈 〉
+
〈 〉
+
〈 〉
+A+4
〈 〉
+A−4
〈 〉
+A+2
〈 〉
+A−2
〈 〉
+A+2
〈 〉
+A−2
〈 〉
+A+2
〈 〉
+A−2
〈 〉
+A+2
〈 〉
+A−2
〈 〉
.
. (2.2)
Now subtracting the two expressions we obtain〈 〉
−
〈 〉
= (A+2−A−2)
(〈 〉
−
〈 〉)
+(A+4−1)
(〈 〉
−
〈 〉)
+(A−4−1)
(〈 〉
−
〈 〉)
. (2.3)
Now we can apply the inductive hypothesis to every diagram on the right hand side
of (2.3). We only need to compute the Euler characteristic of each surface. Cutting
a band increases the Euler characteristic by one. With this rule it is easy to check
that the first two diagrams represent surfaces with Euler characteristic χ(S)+ 1.
For the last four diagrams we see that the Euler characteristic is χ(S), therefore
each term on the right side of (2.3) is divisible by 〈©χ(S)〉 = (−A2−A−2)χ(S)−1
and we are done.
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Corollary 2.3.3. Let L be an n-component ribbon link. We have:
nullV2(L) = n−1.
In particular for every ribbon link L we have null(L) = nullV (L).
Proof. The equality follows from the previous theorem together with Corollary
1.4.11. The last assertion follows from Proposition 2.1.13.
Notice that this corollary says nothing new about 2-component ribbon links,
because nullV (L) = 1 iff det(L) = 0.
Using similar techniques Eisermann also proved the following:
Theorem 2.3.4. For every n-component ribbon link L = K1∪·· ·∪Kn we have:
detV(L)≡ det(K1) · · ·det(Kn) (mod 32).
Note that this theorem can be used as a new obstruction to ribboness also for
2-component links.
2.4 Open questions
Theorem 2.3.2 can be generalized in many ways. First of all one could try to
enlarge the class of links which have maximal Jones nullity. For istance we can
ask:
• Do we have nullV(L) = |L|−1 for every slice link?
Clearly one would need different tools to anwers this question than those we have
used here. The main problem is to bring a 4-dimensional topological informa-
tion (slice genus) into a combinatorial setting (integrality properties for the Jones
polynomial).
Another natural question is:
• Do we have nullVN(L) = |L|−1 for every ribbon link and prime N?
As we have seen the upper bound nullVN(L) ≤ |L|− 1 holds for every prime
N. But the use of Kauffman bracket is crucial for Theorem 2.3.2. That is why
this generalization is not obvious, The oriented skein relation seems useless in this
situation.
Jones nullity could be related to other geometric properties of links. Even
though here we have been dealing only with ribbon links we can ask:
• Which other geometric properties are related to Jones nullity?
In the last chapter we try to answer this question. We will provide lower bounds
for Jones nullity in the following special cases:
• Boundary links of a special type.
• (2,n)-cable links.
• Iterated Bing doubles.
Chapter 3
Symmetric unions
In this chapter we introduce symmetric unions. The main idea is to start with a
connected sum of the form K]K∗ and insert crossings on the axis of symmetry.
Any such knot is called a symmetric union. Our interest is motivated from the fact
that every symmetric union is ribbon.
We examine the problems of existence and uniqueness of symmetric union presen-
tations.
In the first section we define symmetric unions and prove some basic proper-
ties. In the second section a notion of symmetric equivalence is defined and some
basic invariants are introduced. This allows us to show that there exist knots admit-
ting different symmetric union presentations. In the third and fourth sections we
present a refinement of the Jones polynomial that can be used to distinguish sym-
metric union presentations. We conclude with some examples and applications.
Throughout this chapter we follow the work of Eisermann and Lamm [17] and
[6].
3.1 Symmetric diagrams
Let us indicate by ρ : R2→ R2 the map (x,y) 7→ (−x,y).
Definition 3.1.1. A diagram of a link D is said to be symmetric if ρ(D) =D except
for crossings on the axis which are necessarily reversed.
Remark 3.1.2. We recall that by a diagram we mean a regular projection of a link
together with the under-over information on crossings. Thus the previous definition
means that the singular curve in the (x,y)-plane is invariant under the reflection ρ
which also preserves the under over information on those crossings not lying on
the axis.
The behaviour of a connected component of a symmetric diagram with respect
to the reflection reveals some important topological information about possible
ribbon surfaces spanning the corresponding link.
37
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We keep using the letter ρ also for the map (x,y,z) 7→ (−x,y,z). Let D be a
symmetric diagram of a link L and let C be a component of L. It is easy to see that
we can assume ρ(C) =C outside a neighbourhood of the plane {x = 0}.
Proposition 3.1.3. Let D be a symmetric diagram of an oriented link L. Let C be
a component of L. One of the following conditions is satisfied
• ρ maps C to itself reversing the orientation. We say that C is a component of
type (a).
• ρ maps C to itself preserving the orientation. We say that C is a component
of type (b).
• ρ maps C to another component C′. We say that C is a component of type
(c).
Moreover, L bounds a ribbon surface consisting of
• a disc for each component of type (a)
• a Mobius band for each component of type (b)
• an annulus for each pair of components of type (c).
Figure 3.1: Three symmetric diagrams. The Hopf link has two components of type
(c), the trefoil knot has one component of type (b) and the knot 61 is of type (a).
Proof. First we prove that each component bounds the desired ribbon surface then
we will see that these ribbon immersions can be defined simultaneously (possibly)
creating mixed ribbon singularities.
Let C be a component of type (a). Note that such a component must traverse
the axis without creating crossings in exaclty two points. This is because C is
connected and the reflection ρ reverses the orientation. Let C˜ be the curve obtained
from C by smoothing all crossings on the axis as shown in Figure 3.2. C˜ is a
connected sum of a knot and its mirror. Let us choose a parametrization of C˜
γ : S1→ R3 t 7→ (γ1(t),γ2(t),γ3(t))
which commutes with the reflection ρ . Now we extend γ to a map γ˜ : {||x||2 =
x21+ x
2
2 ≤ 1}→ R3 simply connecting symmetric points with a straight line. More
precisely let fab : [−a,a]→ [−b,b] be the map t 7→ tba and define
γ˜(x) = ( f√1−x22,γ1( |x|||x|| )(x1),γ2(
x
||x||),γ3(
x
||x||)).
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Figure 3.2: Smoothing crossings along the axis
We need to show that, generically, γ˜ is a ribbon immersion. Let P = (x1,y1)
and Q = (x2,y2) be two points with the same image under γ˜ . Clearly they cannot
both lie on the boundary of the disc, thus we have two cases:
• Both P and Q are in the interior
• P lies on the boundary while Q is in the interior.
Let us consider the first case (the second one being analogous). Since γ˜ is injec-
tive when restricted to horizontal segments, it follows that P and Q have different
heights, i.e y1 6= y2. It follows from the definition of γ˜ that the whole segments
{y = y1} and {y = y2} are mapped to the same line. Since boundary points cannot
have the same image one singular arc is interior and the other one is properly em-
bedded as required. Since generically we can avoid triple points we have shown
that γ˜ is a ribbon immersion. Finally note that the removed crossings can be re-
stored modifying the map γ˜ as shown in Figure 3.3. The resulting map is still a
Figure 3.3: Restoring crossings on the axis
ribbon immersion hence we have proved that every component of type (a) bounds
a ribbon disc.
Now assume C is a component of type (b) or (c). Removing all crossings on the
axis, as before, we obtain a 2-component split link C˜ =C1unionsqC2. Let γ0 : S1→ R3
be a parametrization of C1. Then, C2 is parametrized by the map γ1 := ρ ◦ γ0. With
the same trick used above we obtain a ribbon immersion
γ : S1× [0,1]−→ R3
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Where γ(·, i) = γi(·) for i = 0,1. Restoring crossings on the axis gives the desired
ribbon surface, an annulus or a Mobius band depending on the number of crossings,
i.e. depending on whether the component is of type (b) or (c).
It is easy to see that for a symmetric diagram with several components the
corresponding ribbon immersions can be defined simultaneously. Of course new
singularities can occur but arguing as above we see that these are in fact (mixed)
ribbon singularities. This concludes the proof.
Definition 3.1.4. A symmetric union is a link admitting a symmetric diagram with
only type (a) components.
Corollary 3.1.5. Every symmetric union is a ribbon link.
Corollary 3.1.6. A link admitting a symmetric diagram with n components of type
(a) bounds a ribbon surface S such that χ(S) = n.
Two natural questions are in order:
• Does every ribbon knot (or link) admit a symmetric union presentation?
• Is the symmetric description of a link unique?
The first question has no answer at the moment, we only have some information
about knots with few crossings, C. Lamm has shown ([17]) that every ribbon knot
with at most 10 crossings (there are 21 knots with this property) is a symmetric
union.
The second question is vague. First we need to clarify how we distinguish
symmetric diagrams, this is done in the next section where we state a symmetric
Reidemeister theorem. We will show that there exists an infinite family of equiva-
lent but not symmetric equivalent symmetric unions. For this purpose in the third
section we will introduce a refined Jones polynomial for symmetric unions, it is
a two variable polynomial which specializes to the usual Jones polynomial. This
new polynomial invariant will allow us to distinguish different symmetric diagrams
of the same knot.
3.2 Symmetric equivalence
In order to introduce a notion of symmetric equivalence of diagrams we will use
more local moves then the classical Reidemeister moves. These moves are listed
in the following
Definition 3.2.1. A symmetric Reidemeister move off the axis is a classical R. move
only performed simultaneously with its symmetric counterpart.
A symmetric Reidemeister move on the axis is one of the moves depicted in
Figure 3.4.
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Figure 3.4: Symmetric Reidemeister moves on the axis
Definition 3.2.2. Two symmetric diagrams are said to be symmetrically equivalent
if they are related by a sequence of symmetric Reidemeister moves.
Among all symmetric Reidemeister moves on the axis those named s2+ and
s4 are somehow unexpected. One may ask if these moves are actually needed or
if they can be obtained from the other moves. We answer to this question in the
following
Proposition 3.2.3. Consider the four (asymetrically) equivalent diagrams in Fig-
ure 3.5.
• The symmetric equivalence between the first two diagrams cannot be proved
without using the s2+ move.
• The symmetric equivalence between the last two diagrams cannot be proved
without using the s4 move.
Moreover, the second and the third diagram are not symetrically equivalent.
Figure 3.5: Diagrams representing the Hopf link
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Proof. First of all let us prove that the first two diagrams are symmetrically equiv-
alent. This is done in Figure 3.6: first we perform an r2 move off the axis and then
an s2 move on the axis.
Figure 3.6: Symmetric equivalence between two diagrams representing the Hopf
link.
Figure 3.7: Symmetric equivalence between two diagrams representing the Hopf
link.
The same picture shows that the third and the fourth diagrams are also sy-
metrically equivalent. In this case the moves are: s4,r1 and s2 (this last move is
iterated).
For every symmetric diagram D let us consider the set of crossings on the axis
which involve different components. To every crossing we associate an element of
the free group F(x,y,z,w) according to the rule depicted in Figure 3.8.
x y z w
x y z w-1 -1 -1 -1
Figure 3.8: Letters for the eight possible crossings on the axis.
Once the axis is equipped with an orientation we can order the set of crossings
lying on it. This allows us to associate a well defined element of F(x,y,z,w) to
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D. Let us denote this element by ϕ(D). It is easy to check how the word ϕ(D)
changes when we perform symmetric Reidemeister moves on the axis:
• s1,s2h and s3 moves do not change ϕ(D)
• s2v moves have the effect of removing from (or inserting into) ϕ(D) a sub-
word of the form xx−1. Thus, as an element of the free group F(x,y,z,w),
ϕ(D) remains the same.
• an s2+ (s2−) move corresponds to a substitution z↔ w (resp. x↔ y)
• an s4 move corresponds to a transposition of two adjacent letters.
The words associated to the four diagrams in Figure 3.5 are:
z2 ; w2 ; xy ; yx.
It follows that any sequence of symmetric Reidemeister moves which brings the
first diagram into the second one must contain at least two moves of type s2+ (or
s2−). Similarly one can verify the rest of the proposition.
In the next section we will introduce a 2-variables version of the Kauffman
bracket from which we will derive a polynomial invariant under symmetric Rei-
demeister moves. The main idea is to distinguish crossings on and off the axis
introducing an additional variable. However, if we proceed as usual, smoothing
one crossing at time we need to consider also asymmetric diagrams which arise at
intermediate stages of computation.
That is why we need to introduce a more general notion of equivalence which
makes sense for asymmetric diagrams as well. Of course, this new relation will be
equivalent to the one defined above when resrticted to symmetric diagrams.
Let Dt be the set of diagrams which are transverse to the axis {x = 0}.
Definition 3.2.4. A Reidemeister move respecting the axis is one of the following
local moves:
• A Reidemeister move off the axis
• A Reidemeister move on the axis as depicted in Figure 3.4.
Proposition 3.2.5. Two symmetric diagrams are equivalent under symmetric Rei-
demeister moves if and only if they are equivalent under Reidemeister moves re-
specting the axis.
Proof. Let us assume two diagrams are equivalent under symmetric Reidemeis-
ter moves. Every symmetric move off the axis is nothing but the composition of
two Reidemeister moves, hence these diagrams are equivalent under Reidemeister
moves respecting the axis.
Now let us assume that two symmetric diagrams D1 and D2 are equivalent un-
der Reidemeister moves respecting the axis. Let Dli,D
r
i be the left and right tangles
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of these diagrams. Moves on the axis preserve the symmetry and the isotopy type
of these tangles. Thus, forgetting the R-moves on one side (say the left one) we can
perform all the R-moves on the right together with their symmetric counterparts on
the left. Since this procedure brings Dr1 to D
r
2, it also has to bring D
l
1 to D
l
2 and we
are done.
3.2.1 Flypes
In this section we describe some semi-local moves that can be performed on sym-
metric diagrams: vertical and horizontal flypes.
An horizontal flype on the axis is described in Figure 3.9. Such a move can
always be translated into a sequence of symmetric Reidemeister moves (see [6])
and it can be used as a shortcut in actual proofs regarding symmetric diagrams.
T T
Figure 3.9: An horizontal flype on the axis.
A vertical flype on the axis is described in Figure 3.10. In general this move
cannot be deduced from a sequence of symmetric Reidemeister moves. Consider
F F
Figure 3.10: A vertical flype on the axis.
for istance a simmetric union knot diagram of the form K]L]L∗]K∗. After a vertical
flype on the axis we get the diagram K]L∗]L]K∗. If L is chiral these diagrams are
not symmetrically equivalent because they do not share the same partial knots (see
the next section for the definition of partial knot).
3.2.2 Partial knots
When dealing with symmetric union knot diagrams the notion of partial knots plays
an important role, it is the first symmetric invariant which can possibly distinguish
equivalent but not symmetric equivalent knots.
CHAPTER 3. SYMMETRIC UNIONS 45
s1 s2v s3
s2o s4
Figure 3.11: Invariance of partial knots under S-moves.
Definition 3.2.6. Consider a symmetric union knot diagram D. Smoothing all
crossings on the axis as shown in Figure 3.2 we obtain a connected sum of a knot
D− with its mirror image D+. These knots are the partial knots of D.
Proposition 3.2.7. Partial knots of a symmetric union knot are invariant under
symmetric Reidemeister moves.
Proof. We need to check that Symmetric Reidemeister moves on the axis do not
change the isotopy type of partial knots. This can be done showing that every such
move commutes with the “smoothing operation” as shown in Figure 3.11.
In Figure 3.12 two symmetric presentations of a knot are given. According to
the previous proposition these diagrams are not symmetrically equivalent. Indeed
the partial knot of the first diagram is 51, while the second diagram has partial knot
41.
Proposition 3.2.8. Let K be a symmetric union knot diagram with partial knot K+
and K−. We have
|det(K)|= |det(K−)||det(K+)|.
Proof. We will make use of Kauffman bracket. Recall that
|det(K)|= |VK(i)|= |〈K〉(ξ )| with ξ = eipi/4.
Choose a crossing on the axis, we have
|〈 〉|A=ξ = |A〈 〉+A−1〈 〉|A=ξ . (3.1)
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Figure 3.12: Two different symmetric presentation of the knot 41]4∗1.
Now note that diagrams on the right side are still symmetric unions. The second
diagram represents a 2-component symmetric union. It follows from Proposition
3.1.3 that this is a 2-component ribbon link, hence it has vanishing determinant.
Thus from Equation (3.1) we obtain
|det( )|= |det( )|. (3.2)
Now it suffices to iterate this formula for every crossing on the axis.
Remark 3.2.9. Consider an n-component symmetric union diagram D. Let D˜ be
the diagram obtained from D by smoothing all crossings on the axis without in-
creasing the number of transversal arcs. The same argument used above shows that
nullV(D) = nullV(D˜) and that |detV(D)|= |detV(D˜)|.
These results have a clear geometric explanation. We have seen that an n-
component symmetric union diagram bounds a ribbon surface consisting of n discs.
Crossings on the axis correspond to band twists, removing these twists does not
change the euler characteristic of the surface therefore the Jones nullity does not
change either (see Corollary 2.3.3).
We can use this proposition to check which knots can occur as partial knots of
a symmmetric union.
For istance, we have the following
Corollary 3.2.10. The first knot (according to Rolfsen’s table) which admits a
symmetric union presentation with trivial partial knots is 10153.
Proof. Let K be a knot which admits a symmetric union presentation with trivial
partial knots. Then K is a ribbon knot and |det(K)| = 1. The first knot with this
properties is 10153. A symmetric union presentation of this knot is given in Figure
3.13. Partial knots of this diagram are trivial.
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Figure 3.13: A symmetric presentation of the knot 10153 with trivial partial knots.
Remark 3.2.11. The diagram shown in Figure 3.13 was found by C. Lamm together
with symmetric union presentations for all the other ribbon knots up to 10 crossings
and some knots with 11 or 12 crossings (see [17]).
3.2.3 Connected sum
In this section we bring the connected sum operation on knots into the symmetric
setting. We introduce a well defined notion of connected sum between equivalence
classes of symmetric union diagrams.
Many elementary properties of the usual connected sum can be investigated in
this new setting. This leads to several unanswered questions regarding commuta-
tivity, unique decomposition, existence of invertible elements etc.
Let D be a symmetric union knot diagram. Choose one of the two points on
the axis (which are not crossings), say P. The pair (D,P) is a pointed symmetric
union knot diagram. Now let D and D′ be two pointed and oriented symmetric
union diagrams. The symmetric connected sum D]D′ is described in Figure 3.14.
Note that after some R-moves on the axis we can always place each base point on
D
D'
D
D'
Figure 3.14: Symmetric connected sum between oriented basepointed symmetric
diagrams.
the top of its diagram. Moreover if the orientations do not match we perform an
s1-move and then we can connect the diagrams.
Proposition 3.2.12. The symmetric connected sum is well defined on equivalence
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classes of symmetric union diagrams modulo the usual moves and flypes (both
horizontal and vertical).
Proof. We only need to check what happens when symmetric Reidemester moves
on the axis are performed. Let us assume that such a move is perfomed on D′.
If the base point is not involved then clearly the same move can be performed on
D]D′, otherwise the move must be of type s1 or s3. Consider the first case: either
#
s1
Figure 3.15: An s1 move on D′ does not change D]D′ up to vertical flypes.
the move does not affect the diagram or it corresponds to a flype move on D]D′.
An s3 move on D′ is translated into a sequence of Reidemeister moves off the axis
on D]D′. The situation for the s1 move is summarized in Figure 3.15.
The symmetric connected sum is an associative operation with the trivial di-
agram as a left and right unit element. Note that in this context it is important
to distinguish between the trivial symmetric diagram representing the unknot and
the trivial knot. That is because we do not know whether the trivial knot admits
different symmetric union presentations.
A few natural questions are in order:
• Is the symmetric connected sum a commutative operation?
Eisermann and Lamm observed that non commutativity seems plausible. How-
ever, at the moment, there are no invariants that can possibly help solving this
problem. Note that symmetric union knots of the form K]K∗ do commute with all
elements, to see this notice that the usual trick of shrinking one knot and moving it
along the other one (see Figure 3.16) can be adapted to the symmetric case easily.
Therefore we can ask if there are any other central elements.
Since the trivial knot may admit different symmetric union presentations it
makes sense to ask the following question:
• are there any invertible elements? i.e. do we have D]D′ =© for some non
trivial symmetric presentations of the trivial knot D and D′?
Many 3-dimensional invariants can be refined for symmetric unions. For is-
tance we can introduce an obvious notion of symmetric genus as the minimum
genus above all symmetric Seifert surface of a knot K. Applying the classic Seifert
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Figure 3.16: Commutativity of the connected sum between knots.
algorithm on a symmetric union knot diagram we see that this invariant is in fact
well defined. Let us indicate the symmetric genus with gs(K).
• Do we have gs(D]D′) = gs(D)+gs(D′)?
However, gs cannot distinguish different symmetric presentations of the same knot
as it is clear from its definition. There is another genus-type invariant that could be
more useful in the symmetric setting, that is an analogue of the canonical genus.
Let D be a symmetric union knot diagram. The symmetric canonical genus of D
(write gsc(D)) is the minimum genus over all Seifert surfaces obtained by the Seifert
algorithm applied on diagrams symmetrically equivalent to D. gsc could distinguish
different symmetric presentations of the same knot.
3.3 The polynomial W
In this section we introduce a 2-variable version of the Jones polynomial as an
invariant of symmetric equivalence.
As mentioned before the main idea is to introduce a new variable that keeps
track of crossings on the axis. We will follow the same pattern used in section 1.4,
starting with a 2-variable version of the Kauffmann bracket.
3.3.1 Symmetric Kauffman bracket
Let Dt be the set of unoriented diagrams which are transverse to the axis {x = 0}.
To every diagram D ∈Dt we associate a 2-variable rational function 〈D〉 ∈ Z(A,B)
according to the following rules:
For every crossing off the axis
〈 〉= A〈 〉+A−1〈 〉 (3.3)
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For every crossing on the axis
〈 〉= B〈 〉+B−1〈 〉 (3.4)
For every diagram C without crossings (i.e. a collection of circles)
〈C〉= (−A2−A−2)n−m(−B2−B−2)m−1 (3.5)
where n is the total number of circles and 2m is the total number of intersections
with the axis.
We call the function 〈D〉 the symmetric Kauffman bracket of D.
Proposition 3.3.1. The function
〈·〉 :D −→ Z(A,B)
is invariant under Reidemeister moves R2,R3 off the axis and s2,s3,s4 on the axis.
Moreover the following relations hold:
• 〈 〉= (−A3)〈 〉 ; 〈 〉= (−A−3)〈 〉
• 〈 〉= (−B3)〈 〉 ; 〈 〉= (−B−3)〈 〉
Proof. The proof of Theorem 1.4.2 works here with the obvious minor changes.
We omit explicit computations.
Let D be an oriented diagram transverse to the axis. To every crossing we
associate a sign according to (1.1). Following the analogy with the definition of
the Jones polynomial from the Kauffman bracket one can define in the obvious
way
• The writhe off the axis α(D)
• The writhe on the axis β (D)
Definition 3.3.2. The W -polynomial of an oriented diagram D transverse to the
axis is defined as:
W (D) := (−A3)−α(D)(−B3)−β (D)〈D〉.
Theorem 3.3.3. W (D) is invariant under Reidemeister moves off and on the axis.
Remark 3.3.4. The writhe off the axis always vanishes for a symmetric union but,
in general, this is not true for symmetric diagrams which include components of
type (b) or (c).
This polynomial also satisfies oriented skein relations off and on the axis.
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Proposition 3.3.5. We have
A4W ( )−A−4W ( ) = (A−2−A2)W ( ) (3.6)
B4W ( )−B−4W ( ) = (B−2−B2)W ( ) (3.7)
W ( ) =
B−2+B2
A−2+A2
W ( ) (3.8)
Proof. Equations (3.6) and (3.7) can be proved exactly as in Proposition 1.4.4.
(3.8) follows easily from (3.7) together with the third axiom from the definition of
Figure 3.17: Smoothing a curl on the axis
the symmetric Kauffman bracket. Indeed, it suffices to apply the skein relation to
the last three diagrams depicted in Figure 3.17.
We point out that, in spite of its name, the W-polynomial is in general a rational
function: denominators of type A2 +A−2 can occur. This is no longer true if we
restrict ourselves to symmetric unions, as we will see in the next section.
3.4 The W-polynomial of symmetric unions
Now we turn our attention to symmetric unions. As we will see, the W-polynomial
reflects some of their symmetric properties and it can distinguish between different
symmetric diagrams even when they share the same partial knots.
3.4.1 Integrality
As mentioned before the W-polynomial of a symmetric union is a Laurent polyno-
mial. We illustrate this integrality property in the following
Proposition 3.4.1. For every symmetric diagram D we have
W (D) ∈ Z[A,A−1,B,B−1] · (B2+B−2)m−1
where m is the number of components of type (a).
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Proof. First let us assume that D is a diagram which intersects perpendicularly the
axis in 2m points and which has no crossings on the axis. We prove by induction
on the number of crossings off the axis that for such a diagram we have
W (D) =
(
B2+B−2
A2+A−2
)m−1
VD(A). (3.9)
Where VD(A) is the Jones polynomial in the variable A = q
1
2 . If there are no cross-
ings off the axis then D is a collection of circles and the claim follows from (3.5).
Otherwise we choose a crossing off the axis and we apply the unoriented skein
relation (3.3) to both sides of (3.9).
Now let us assume D is a symmetric diagram with m components of type (a). It
follows from Proposition 3.1.3 that D bounds a ribbon surface of Euler characteris-
tic m, thus we can apply Theorem 2.3.2. This shows that the denominator in (3.9)
disappears and the proposition follows in the special case of symmetric diagram
with no crossings on the axis.
Now we turn to the general case. We proceed by induction on the number of
crossings on the axis. Since the W-polynomial and symmetric Kauffman bracket
differ only by a writhe normalization, it suffices to prove that
〈D〉 ∈ Z[A,A−1,B,B−1] · (B2+B−2)m−1.
Let us choose a crossing on the axis, by (3.4) we have
〈 〉= B〈 〉+B−1〈 〉.
Both diagrams on the right hand side have fewer crossings on the axis. Morover, a
crossing on the axis never involves two different components of type (a). It follows
that the number of components of type (a) of a symmetric diagram cannot decrease
by smoothing a crossing on the axis and the proposition follows.
3.4.2 Special values
The W-polynomial has some interesting specializations. These special values re-
flect some geometric properties of symmetric unions and explain the connection
with the Jones polynomial.
Proposition 3.4.2. Let D be an n-component symmetric union diagram with partial
knots K− and K+. Let ξ = e
ipi
4 . Then we have
• WD(A,A) =VD(A)
• WD(A,ξ ) =
{
VK−(A) ·VK+(A) if n = 1
0 otherwise
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Proof. The first relation is clear. When we replace B with A we do not distinguish
crossings on and off the axis anymore. Thus the axioms (3.3),(3.4) and (3.5) turn
into the usual definition of Kauffman bracket.
We prove the second assertion by induction on the number of crossings on the
axis. If there are no crossings on the axis the claim follows from (3.9). Infact if
n > 1 we have
W (A,ξ ) =
(
ξ 2+ξ−2
A2+A−2
)m−1
VD(A) = 0.
Otherwise D is the connected sum of its partial knots and thus we have
W (A,ξ ) =VD(A) =VK− ·VK+ .
If D has crossings on the axis we can use relation (3.4). Substituting B = ξ and
using the inductive hypothesis we obtain
〈 〉B=ξ = ξ (〈 〉B=ξ −〈 〉B=ξ ) =−ξ 〈 〉B=ξ
Normalizing with respect to the writhe (with any choice of the orientation) the last
equation becomes
W ( )B=ξ =W ( )B=ξ .
Since the number of components and partial knots are preserved, the proposition
follows.
Note that Proposition 3.2.8 follows from this more general result. If K is a
symmetric union knot diagram with partial knots K− and K+ we have
det(K) =VK(ξ ) =WK(ξ ,ξ ) =VK−(ξ )VK+(ξ ) = det(K−)det(K+).
Using these special values of the W-polynomial we can obtain further con-
straints about possible partial knots of a symmetric union knot diagram. Now we
describe a procedure to compute the W-polynomial of a symmetric union.
Proposition 3.4.3. Let D be a symmetric union link diagram with n components.
If D has no crossings on the axis then
W (D) =
(
B2+B−2
A2+A−2
)m−1
VD(A). (3.10)
If D has crossings on the axis the following unoriented skein relations hold
W ( ) =−B−2W ( )−B−4W ( ) (3.11)
W ( ) =−B2W ( )−B4W ( ) (3.12)
The proposition follows easily from the rules (3.3), (3.4) and (3.5). For an
example see section 4.3.
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3.5 Examples and applications
3.5.1 Symmetric and asymmetric chirality
Recall that a knot is said to be amphichiral if it is equivalent to its mirror image,
otherwise it is called chiral. In our symmetric setting we can ask whether a given
amphichiral knot K is symmetrically equivalent to its mirror If this happens we say
that K is symmetrically amphichiral. Here we show that there exists an amphichiral
knot with two different symmetric union presentations such that only one of them
is symmetrically amphichiral.
Proposition 3.5.1. Let D be a symmetric union knot diagram. We have
• WD∗(A,B) =WD(A−1,B−1)
• WD(A,B) =WD(A−1,B)
Moreover if D is simmetrically amphichiral then WD(A,B) =WD(A,B−1).
Proof. We proceed by induction on the number of crossings on the axis. If D has no
crossings on the axis the first two assertions follow from (3.10). For the inductive
step we choose a crossing on the axis and use (3.11) or (3.12). We have
W ( ) =−B−2W ( )−B−4W ( ).
We conclude applying the inductive hypothesis to the diagrams on the right side.
Now assume D is symmetrically amphichiral. We have
WD(A,B−1) =WD(A−1,B−1) =WD∗(A,B) =WD(A,B).
Now consider the two symmetric union presentations of the ribbon knot 89
depicted in Figure 3.18. Since 89 is amphichiral both diagrams are equivalent to
Figure 3.18: Two symmetric union diagrams for 89
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their mirror images. The W -polynomial of the first diagram is of the form
W (A,B) = 1+B2 f (A)+B4g(A)
hence this diagram is not symetrically amphichiral. The second diagram is infact
symmetrically amphichiral (if vertical flypes are allowed), this is shown in Figure
3.19.
Figure 3.19: Symmetric equivalence between mirror images
3.5.2 Alternating knots
It is well known that every reduced alternating diagram of a knot is minimal. It
follows that all reduced alternating diagrams of a knot have the same number of
crossings.
Note that a symmetric union knot diagram is never alternating. It follows that for
an alternating knot with crossing number c > 0 at least c+1 crossings are needed
to realize it as a symmetric union.
This is no longer true for non alternating knots. Consider for istance the pretzel
knot P(3,2,−3) = 820. It admits a symmetric union presentation with 8 crossings.
For a given Laurent polynomial define its span as the difference between its
highest and lowest degrees. The crossing number of a knot is related to the span of
its Jones polynomial (see [13]). This is explained in the following
Proposition 3.5.2. Let D be an n-component link diagram with c crossings.We
have
span(〈D〉)≤ 4c−n+1
Moreover if D is reduced and alternating knot equality holds.
Note that the correction term used to express the Jones polynomial in terms of
Kauffman bracket does not affect the span, therefore an identical statements holds
for the Jones polynomial.
This inequality can be adapted to the W -polynomial.
Proposition 3.5.3. Let D be an n-component symmetric union diagram with
• 2c crossings off the axis
• c+ positive crossings on the axis
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• c− negative crossings on the axis.
The A-span of W (D) is at most 8c+4−4n and the B-degree ranges from 2n−2−
4c− to 2n−2+4c+.
Proof. Both assertions are proved by induction on the number of crossings on the
axis using Proposition 3.4.3.
3.5.3 Symmetric union presentations for 2-bridge knots
In this section we introduce 2-bridge knots. For these knots many of the problems
we have considered so far have a complete answer. Every 2-bridge knot is slice
iff is ribbon iff is a symmetric union. Moreover, the class of 2-bridge slice knots
is completely determined. Here we provide a symmetric union presentation for
2-bridge ribbon knot.
A 2-bridge knot is a knot admitting a diagram as shown in Figure 3.20. Note
that this diagram can represent a knot or a 2component link depending on whether
the sum of the coefficients is odd or even. We indicate such a knot with C(a1, . . . ,an).
a_1
a_2
a_3 a_n-1
a_n
Figure 3.20: A diagram for a 2-bridge knot.
Casson and Gordon [3] found some necessary conditions for a 2-bridge knot to
be ribbon. Their results lead to the following
Proposition 3.5.4. Let K be a 2-bridge ribbon knot. Then K belongs to one of the
following families:
• C(a1, . . . ,an,x+1,x−1,an, . . . ,a1) with ai,x > 0
• C(2a,2,2b,−2,−2a,−2b) with a,b 6= 0
• C(2a,2,2b,2a,2,2b) with a,b 6= 0.
Lisca [22] has proved that a 2-bridge knot is slice iff is ribbon iff it belongs to
one of the Casson and Gordon families. Here we show that every such knot admits
a symmetric union presentation.
Proposition 3.5.5. Every knot in the Casson and Gordon families admits a sym-
metric union presentation.
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Proof. We simply modify the diagram of each family in order to obtain a symmet-
ric union presentation. This is explained in the pictures below.
Chapter 4
Pretzel links
In this section we will focus our attention on a special class of links, pretzel links.
We give some necessary conditions for a 2-component pretzel link to be ribbon.
Note that if L is a two component link, nullV(L) is either 0 or 1. Thus in
order to compute the Jones nullity it suffices to evaluate V (L) at q= i or Kauffman
bracket at A =
√
i. In other words we have:
nullV(L) = 1⇔ VL(i) = 0⇔ 〈L〉(
√
i) = 0.
Moreover since VL(i) = det(L), the Jones nullity is equivalent to Seifert nullity for
2-component links.
Besides the Jones nullity there is another more obvious obstruction to ribboness
for links, i.e. the linking number. If L = L1 ∪ ·· · ∪Ln is an n-component ribbon
link clearly for every pair of components (Li,L j) we have lk(Li,L j) = 0 . Finally
note that every component of a ribbon link is itself a ribbon knot.
4.1 Definition and basic properties
A k-Pretzel link is a link admitting a diagram as shown in Figure 4.1, it is deter-
mined by a k-uple (n1, . . . ,nk) where each ni ∈Z indicates the number of half twist
in the box. In the next proposition we list some basic properties of pretzel links for
Figure 4.1: Standard diagram for a pretzel link
future reference.
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Proposition 4.1.1. Let P=P(n1, . . . ,nk) be a pretzel link. The following conditions
are satisfied:
• if at least two of the ni’s are zero then P is a split link
• P(n1, . . . ,nk) is equivalent to P(n j, . . . ,nk,n1, . . . ,n j−1) for every j
• P(−n1, . . . ,−nk) is the mirror image of P(n1, . . . ,nk)
• The number of components of P depends on its coefficients according to the
following rule:
– If k is odd and for every i ni is odd then L is a knot
– If k is even and for every i ni is odd then L is a two component link
– If none of the previous situations occur then the number of components
of L equals the number of even ni’s.
Proposition 4.1.2. For every pretzel link P(a1, . . . ,an) we have
|det(P(a1, . . . ,an))|= |
n
∏
i=1
ai
n
∑
i=1
1
ai
|
This formula is well known. Here we present a combinatorial proof based on
the Kauffman state-sum formula.
Proof. Since det(L) = VL(i) we can use the Jones polynomial to compute the de-
terminant of a link. Recall the Kauffman state-sum formula
〈L〉= ∑
S∈{1,−1}n
AN−2S−(−A2−A−2)γ(S)−1.
Where we have used the relation S+−S− = N−2S− and N is the total number of
crossings. Since we want to evaluate at ξ := e ipi4 we only need to consider those
states which generate one circle. Moreover, what we are really computing here is
the absolute value of the determinant (as defined in section 1.2) thus we have
VL(i) = (−ξ 3)w(L)〈L〉(ξ ) = (−ξ 3)w(L) ∑
γ(S)=1
ξN−2S− = (−ξ 3)w(L)ξN ∑
γ(S)=1
i−S−
which yields the following formula
|det(L)|= | ∑
γ(S)=1
i−S− |. (4.1)
Let us indicate by a1, . . . ,an the positive coefficients of the pretzel link P and by
−b1, . . . ,−bm the negative ones. It is easy to see that a state S generates one circle
if and only if one of the following conditions is satisfied
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1. Every positive box contains exaclty one resolution of type -1 and every neg-
ative box, except one, contains exaclty one resolution of type 1. In the re-
maining boxes all resolutions are of type -1.
2. Every negative box contains exaclty one resolution of type 1 and every pos-
itive box, except one, contains exaclty one resolution of type -1. In the re-
maining boxes all resolutions are of type 1.
Let us indicate by C1 and C2 the number of states of the first (resp. second) type.
Then we have
C1 =
m
∏
j=1
b j
n
∑
i=1
a1 · · · aˆi · · ·an ; C2 =
n
∏
i=1
ai
m
∑
j=1
b1 · · · bˆ j · · ·bn.
Moreover for every state S of the first type we have S− = n−m+ 1+∑b j and if
S is of the second type we have S− = n−m−1∑b j. Therefore, for a pretzel link
equation (4.1) becomes
|det(L)|= |C1i−n+m−1−∑bj +C2i−n+m+1−∑bj |= |C1−C2| ⇒
⇒ det(L) = |
m
∏
j=1
bj
n
∑
i=1
a1 · · · aˆi · · ·an−
n
∏
i=1
ai
m
∑
j=1
b1 · · · bˆj · · ·bn|=
|
n
∏
i=1
ai
m
∏
j=1
b j||
n
∑
i=1
1
ai
−
m
∑
j=1
1
b j
|
and the formula is proved.
4.2 Pretzel ribbon links
Throughout this section we will deal with 2-component pretzel links. That is be-
cause a pretzel link with more than two components has pairwise unlinked com-
ponents if and only if it is a complete split link. Moreover each component is a
connected sum of torus knots of type (2,k). Figure 4.2 shows the 3 components
case.
Definition 4.2.1. Let L = P(a1, . . . ,an) be a 2-component pretzel link.
• We say that L is of first type if exactly two coefficients are even.
• We say that L is of second type if n is even and all the coefficients are odd.
It follows from Proposition 4.1.1 that the previous definition covers all possible
cases of 2-component pretzel links. If a 2-component pretzel link L = K1 ∪K2 is
ribbon we must have lk(K1,K2) = 0 and det(L) = 0.
Proposition 4.2.2. There are no 3-pretzel ribbon links.
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Figure 4.2: A 3-component pretzel link: it has pairwise unlinked components if
and only if it is a split link.
Proof. Let L = P(a,b,c) be a 2-component 3-pretzel link. Then L is of first type.
The two components are unlinked iff the even coefficients are opposite. Thus up
to a permutation of his coefficients L is of the form P(2k,−2k,h). According to
Proposition 4.1.2 we have |det(L)|= 4k2 6= 0, hence L is not ribbon.
Next we show that Proposition 4.2.2 can be generalized to all pretzel links with
an odd number of coefficients.
Proposition 4.2.3. Let k ≥ 3 be an odd integer. Then, there are no ribbon links in
the family of 2-component k-pretzel links.
Proof. Suppose k = 2n+ 1 and L = P(a1, . . . ,a2n+1). Arguing as in Proposition
4.2.2 L has unlinked components iff it is of the form P(2h,−2h,a1, . . . ,a2n−1)
where each ai is an odd integer. Now assume |det(L)|= 0. We have
2n−1
∏
i=1
ai
2n−1
∑
i=1
1
ai
= 0⇒
2n−1
∑
i=1
a1 · · · aˆi · · ·a2n−1 = 0
this is absurd because the sum consists of an odd number of terms, and each term
is an odd integer.
Thus, we are led to consider only pretzel links with an even number of coeffi-
cients. Note that both first and second type links can occur.
Let L = P(a1, . . . ,a2n) be a 2-component pretzel link of first type. Assume L is
ribbon. The two components of L are unlinked iff L is of the form
P(2k,a1, . . . ,a j,−2k,a j+1, . . . ,a2n−2).
Notice that each component of L is a connected sum of torus knots of type (2,2h+
1). Therefore the following question arises:
When is T(2,a1)] . . . ]T(2,ak) a ribbon knot? (4.2)
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Let us keep in mind that in order to define the connected sum of two knots we
need to choose orientations. With the next lemma we answer the question 4.2. For
a proof see [23].
Lemma 4.2.4. Let K = T (2,a1)] . . . ]T (2,an). K is a ribbon knot if and only if
n = 2k for some k and K is of the form
T (2,a1)] . . . ](T (2,ak)]T (2,−ak)] . . . ]T (2,−a1))
In particular, such a knot is ribbon if and only if it is a symmetric union.
Litherland proved this by computing the signatures σω of every torus knot.
Lemma 4.2.4 allows us to characterize ribbon pretzel links up to a permutation of
their coefficients.
Proposition 4.2.5. Let L be a pretzel ribbon link. After a permutation, its coeffi-
cients can be written in one of the following forms:
• (a1, . . . ,an,2k,b1, . . . ,bm,−bm, . . . ,−b1,−2k,−an, . . . ,−a1)
• (a1, . . . ,an,−an, . . . ,−a1)
In particular, if such a link is ribbon then one of its mutants is a symmetric union.
Proof. Let us assume L= L1∪L2 is of first type. Then each Li is a ribbon connected
sum of torus knots and the conclusion follows from Lemma 4.2.4.
Figure 4.3: A cobordism between a second type pretzel link and a connected sum
of torus knots.
Now assume L is a second type pretzel link, say L = P(a1, . . . ,a2n). As shown
in Figure 4.3, there is a cobordism between L and
T := T (a1)] . . . ]T (a2n)
Since L is ribbon T is also ribbon and, again by Lemma 4.2.4, we are done.
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At this point, in order to characterize pretzel ribbon links, one needs invariants
which can distinguish mutants. This is usually a hard problem that requires much
more sophisticated invariants than those we have used here.
We conclude this section showing that in general a permutation of the coef-
ficients can change the slice genus of a pretzel link. As shown in [25] the knot
P(3,5,−3,−5,7) is not slice. It follows that the second type link P(−7,3,5,−3,−5,7)
is also not slice. That is because of the cobordism shown in the picture below.
Figure 4.4: A cobordism between a pretzel knot and a second type pretzel link.
4.3 Symmetric union presentations for pretzel knots
Every pretzel knot of the form P(a1, . . . ,an,k,−an, . . . ,−a1) is a symmetric union
with partial knot T (a1)] . . . ]T (an). As an illustration of the algorithm described in
Proposition 3.4.3 we compute the W-polynomial of these knots.
Let us assume k > 0. For simplicity let us define
W (k) =W (P(a1, . . . ,an,k,−an, . . . ,−a1)).
We proceed smoothing all crossings on the axis, the resolution tree depicted below
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shows diagrams and coefficients obtained at each step.
W (k)
W ( ) W (k−1)
W ( ) W (k−2)
W ( ) W (1)
W ( ) W (0)
−B4
−B2
−B2
−B4
−B4
−B2
−B2
Note that each resolution of type yields the 2-component ribbon link
P(a1, . . . ,an,−an, . . . ,−a1)
and that
P(a1, . . . ,an,0,−an, . . . ,−a1) = T (a1)] . . . ]T (an)]T (−a1)] . . . ]T (−an).
The final formula is
W (P(a1, . . . ,an,k,−an, . . . ,−a1)) =
= δB fk(B)V˜P(a1,...,an,−an,...,−a1)+(−1)kB−4
n
∏
i=1
VT (ai) ·VT (ai)∗
where
• δB =−B2−B−2
• fk(B) = ∑ki=1(−1k)B4k−2
• V˜ is the reduced Jones polynomial.
If we restrict ourselves to 3-pretzel knots P(a,k,−a) the previous formula becomes
W (P(a,k,−a)) = δB fk(B)+(−1)kB−4VT (a) ·VT (a)∗ .
For istance we find the W-polynomial of ribbon knots belonging to the Fox-Milnor
family P(3,k,−3). The first few knots of this family are:
61 = P(3,1,−3) 820 = P(3,2,3) 946 = P(3,3,−3) 10140 = P(3,4,−3).
Chapter 5
Jones nullity for some families of
links
In this chapter we introduce boundary links and we investigate the Jones nullity of
various families of links.
In the first section we explore the relation between ribbon links and boundary
links. In the second section we introduce Bing doubles. We show that every Bing
double is a boundary link. This motivates the study of their Jones nullity. This is
done in the third section together with some remarks on the Jones nullity of cable
links.
Definition 5.0.1. An n-component link L = L1 ∪ ·· · ∪Ln is said to be a boundary
link if there exists an embedded surface spanning L which consists of n disjoint
Seifert surfaces, one for each component of L.
5.1 Boundary links and ribbon links
The notions of ribbon link and boundary link are indipendent, i.e. there exists
boundary links which are not ribbon and ribbon links which are not boundary. The
first assertion is clear, choose Seifert surfaces for two knots which are not ribbon
an then create a boundary link by knotting those surfaces (see Figure 5.1 for an
example). In [27] (chapter 5 pag. 140) a certain ribbon link is showed not to be
Figure 5.1: A nonsplit boundary link which is not ribbon.
boundary.
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Roughly speaking the notion of boundary link is related to the way different com-
ponents are linked together no matter how complicated each component is. For
ribbon links each component must be a ribbon knot but different components can
be knotted together in a more complicated way than boundary links are. The last as-
sertion is clear if we think about band diagrams: for boundary links different com-
ponents overlap only at band crossings, while for ribbon links also mixed ribbon
singularities are allowed. More precisely, let Ki and K j be two distinct components
of a link L. If L is ribbon then lk(Ki,K j)= 0, if L is a boundary link then there exists
disjoint surfaces Si and S j spanning Ki and K j, in particular Ki∩S j = K j ∩Si = /0.
The previous discussion motivates the following questions:
1. Is every pure ribbon link a boundary link?
2. Is every boundary link with ribbon components a ribbon link?
First we give an affermative answer to the first question.
Proposition 5.1.1. Every pure ribbon link is a boundary link.
Proof. The idea is to turn each disc into a Seifert surface. We will describe a
procedure that allows us to build a Seifert surface for a ribbon knot modifying the
ribbon disc with local moves. Once this is done it suffices to apply the procedure
to every component of a pure ribbon link, thus obtaining a collection of disjoint
Seifert surfaces, one for each component of the link.
Let K be a ribbon knot. Let us choose a band diagram for a ribbon disc span-
ning K. First note that we can always add ”fake” ribbon singularities as shown in
Figure 5.2. This operation does not change the knot type. Now consider a ribbon
Figure 5.2: Adding a ribbon singularity
singularity in the band diagram. First add another ribbon singularity as shown in
Figure 5.3, then remove open discs containg the internal arcs of these singularities.
Now add a tube from one circle to the other one following the band.
The answer to our second question is no, i.e. there exist boundary links with
trivial components which are not ribbon. In order to provide a counterexample we
need to recall a classical construction which starts with a knot K and produces a
2-component boundary link called the Bing double of K. This construction can be
iterated by taking at each step the Bing double of each component.
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tubing
Figure 5.3: First add a ribbon singularity and then remove both singularities at-
taching a tube.
5.2 Bing and Whitehead doubles
The picture below shows the trefoil knot and its first and second Bing doubles.
Next we give a precise definition. Throughout this section we follow [4]. Let us
Figure 5.4: The figure eight knot and its first and second Bing doubles
indicate by L the Borromean rings. Let us fix one component of L, say L0 and
let l0,m0 be standard longitude and meridian for L0. These curves lie on ∂N(L0),
the boundary of a tubular neighborhood of L0. Now let K be any knot, choose
N(K),l,m as above and consider the following decomposition of the 3-dimensional
sphere:
X := (S3 \ intN(L0))∪ϕ (S3 \ intN(K)) = S3.
The Bing double of K, indicated by B(K), is the image of the 2-component
link L\L0 in X .
A similar construction can be carried out for the Whitehead double of a knot.
An example is shown in Figure 5.5. With the symbol W (K) we will indicate a
Whitehead double of K. We do not specify if W (K) is positive or negative, nor
if some full band twists are inserted. That is because what we are going to prove
about Whitehead doubles is indipendent of all these choices. For every link L we
indicate with W (L) the link obtained replacing every component with one of its
CHAPTER 5. JONES NULLITY FOR SOME FAMILIES OF LINKS 68
Whitehead double (which must be contained in a tubular neighbourhood of the
component disjoint from the other components).
Figure 5.5: The trefoil knot and its positive and negative Whitehead doubles
For the rest of this section we will focus on Bing doubles. Starting withB(K)
we can take the Bing double of each component, the resulting 4-component link is
indicated with B2(K). Similarly we can define Bn(K) as the nth Bing double of
K, which is a link with 2n components.
Bing doubles have been studied intensively in the last few years especially with
respect to the sliceness problem. The main reason is that it is very hard to decide
whetherB(K) is a slice link. Many known obstructions vanish for these links (see
[4] and the references therein).
Proposition 5.2.1. Every Bing double is a boundary link.
Proof. Let L1,L2 be the components of L \L0. There exists two disjoint genus 0
surfaces S1,S2 ⊂ S3 \ intN(L0) such that the boundary of Pi is Li togheter with two
longitudes l1i and l
2
i . Each l
j
i is mapped by the inclusion
ι : S3 \ intN(L0) ↪→ (S3 \ intN(L0))∪ϕ (S3 \ intN(K))
into a parallel copy of K. These curves bound disjoint parallel seifert surfaces, say
S(l ji ). Starting with the surfaces ι(Si)∪S(l1i )∪S(l2i ) and then gluing togheter S(l1i )
and S(l2i ) we obtain two disjoint Seifert surfaces forB(K).
For every Bing double there is an obvious Seifert surface as shown in the pic-
ture below, note that this is a 1-genus surface. This makes matrix invariants easy
to compute.
Proposition 5.2.2. The Bing double of the trefoil knot is not slice.
This can be proved directly by computing the signature ofB(31).
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Figure 5.6: A Seifert surface for the Bing double of K.
5.3 Jones nullity for some families of links
In this section we investigate the Jones nullity of some families of links including
Bing and Whitehead doubles. It can be shown that the Seifert nullity of a bound-
ary link is maximal, i.e. null(L) = n− 1. Moreover having shown in Corollary
2.3.3 that for ribbon links the Seifert nullity equals the Jones nullity the following
question arises naturally:
• Do we have null(L) = nullV(L) for every boundary link?
We will give an affermative answer to this question in some special cases.
Let us start with a tangle T consisting of two arcs α and β Taking a tubular
neighborhood (in the plane) of these arcs we obtain a band diagram consisting of
two bands say a and b. Now consider a two component split link K1∪K2, we can
attach the band a to K1 and b to K2 as shown in the picture below. Clearly we obtain
a two component boundary link (we may have to add twists in order to preserve
the number of components). Let us indicate such a link byB(K1,K2,T ).
Lemma 5.3.1. For a boundary link L of the formB(K1,K2,T )we have nullV(L)=
1.
Proof. Let S1 and S2 be Seifert surfaces for K1 and K2. If we attach the band a to S1
and b to S2 we obtain a two component surface spanning L. Now note that changing
some band crossings we can turn L into a split link. Thus it suffices to prove that
the multiplicity of the factor−(A2+A−2) is invariant under band crossing changes.
We have〈 〉
−
〈 〉
= (A+4−A−4)
(〈 〉
−
〈 〉)
+(A+2−A−2)
(〈 〉
−
〈 〉
+
〈 〉
−
〈 〉)
. (5.1)
We only need to look at the last four terms of the equation. It is easy to see that
in our situation each of the corresponding diagram represents the connected sum
K1]K2, so the four terms cancel out and and we are done.
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Figure 5.7: An example of a boundary link obtained from two Seifert surfaces and
a tangle.
We can extend the previous construction to links with more than two com-
ponents. Given an n-component split link L = K1 ∪ ·· · ∪Kn and n− 1 tangles
T1, . . . ,Tn−1 let us define inductively
B(K1, . . . ,K j,T1, . . . ,Tj−1) :=B(B(K1, . . . ,K j−1,T1, . . . ,Tj−2),K j,Tj−1).
Iterating the argument used in the previous lemma we obtain the following
Proposition 5.3.2. For every n-component boundary link of the form
L =B(K1, . . . ,Kn,T1, . . . ,Tn−1)
we have nullV(L) = n−1.
In the previous proposition we have used a strong hypothesis on how different
components of the surface are knotted together while the knot type of the boundary
of each component was essentially irrilevant.
Now we show that if we restrict ourselves to surfaces of special types, namely
annuli and Mobius bands, we can provide a lower bound for the Jones nullity of
their boundaries which depends only on the number of connected components of
the surface. In this situation the way different components are knotted together
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and the knot (or link) type of each component are both irrilevant. This result will
follow from a more general statement in which surfaces are not involved.
Let L be a link which is the union of n disjoint sublinks L = L1∪ . . .Ln. Let us
assume that each Li has the following properties:
• There exists a solid torus Si which contains Li and does not intersect the other
sublinks.
• There exists an essential disc in Si which intersects Li in exaclty two points.
T TT NumDen
Figure 5.8: Numerator and denominator of a tangle
Note that the links satisfying the above properties are precisely those obtained
in the following way. Choose a link L˜ = K1 ∪ ·· · ∪Kn and tangles T1, . . . ,Tn; the
numerator of each tangle (see Figure 5.8) can be placed in a solid torus as shown
in Figure 5.9, obtaining patterns P1, . . . ,Pn. Now let L be the link obtained from L˜
by replacing each component with a satellite of pattern Pi and companion Ki.
Let us indicate such a link withS (L˜,T1, . . . ,Tn).
T T'
T T'
Figure 5.9: A link obtained from tangles T and T’ and the Hopf link.
Proposition 5.3.3. For every n-component link L and tangles T1, . . . ,Tn we have
nullV(S (L˜,T1, . . . ,Tn))≥ n−1.
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Notice that if we choose each Ti to be the trivial vertical tangle we obtain a link
bounding a surface consisting of n disjoint components each component being a
Mobius band or an annulus. Therefore we get the following corollary which was
also proved by Sakuma in [28].
Corollary 5.3.4. Let S = S1 ∪ ·· · ∪ Sk be an embedded surface consisting of k
disjoint components. Assume that each component is either a Mobius band or an
annulus. Let L = ∂S. Then we have
nullV(L)≥ k−1.
More generally if L bounds a surface of the form S= S0∪S1 where S1 is a collection
of k annuli or Mobius bands, then nullV(L)≥ k−1.
First we prove the corollary and then we will explain how to adapt the argument
to the general case.
Proof. Let D be a band diagram for S. Let us choose a set of band crossings
{c1, . . . ,cn} such that the diagram obtained by reversing every ci represents the
split link ∂S1unionsq·· ·unionsq∂Sk.
We can assume that each crossing in this set is a mixed band crossing, i.e. it
involves two different components of S. To see first notice that we can obtain a
diagram of ∂S1 unionsq ∂ (S \ S1) from a diagram of S by reversing some mixed band
crossings so that ∂S1 always occurs as an overpass. Now it suffices to iterate this
procedure for the link ∂ (S\S1).
Let us indicate with D(ci1 , . . . ,cih) the band diagram obtained from D reversing the
crossings ci1 , . . . ,cih . We proceed by induction on the number of components of S.
If S has one component then there is nothing to prove. Let us write equation (5.1)
for the crossing c1. We have
〈D〉−〈D(c1)〉=〈 〉
−
〈 〉
= (A+4−A−4)
(〈 〉
−
〈 〉)
+(A+2−A−2)
(〈 〉
−
〈 〉
+
〈 〉
−
〈 〉)
. (5.2)
The first two diagrams on the right hand side represent surfaces with k−1 compo-
nents therefore we can apply the inductive hypothesis. Moreover, the term A4−A−4
increases the multiplicity by one.
The last four diagrams represent the same link. To see this assume that the band
crossing c1 involves components Si and S j. In these four diagrams Si and S j are
glued together to form a disc, say Di j. It follows that each of these diagrams repre-
sents the split link
(∂S\ (∂Si∪∂S j))unionsq∂Di j.
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We have proved that nullV(D) = nullV(D(c1)).
Iterating this argument for every crossing in the set {c1, . . . ,cn} we obtain
nullV(D) = nullV(D(c1)) = · · ·= nullV(D(c1, . . . ,cn))≥ k−1
where D(c1, . . . ,cn) = ∂S1unionsq ·· · unionsq ∂Sk and the last inequality follows from Propo-
sition 1.4.6. Indeed we have
V (∂S1unionsq·· ·unionsq∂Sk) =U2V (∂S1unionsq·· ·unionsq∂Sk−1)V (∂Sk) = · · ·=Uk−12
k
∏
i=1
V (∂Si).
The first assertion is proved.
Now we turn to the more general case. Again let us choose a band diagram for
S. If there are no band crossings involving both S0 and S1, then L = ∂S0unionsq∂S1 and
the conclusion follows. Otherwise, let us choose such a band crossing and consider
again equation (5.1). The last four diagrams on the right hand side all correspond
to the same link L˜ which is obtained from L removing one component from S1 and
cutting a band of S0. Therefore we are left with the following expression〈 〉
−
〈 〉
= (A+4−A−4)
(〈 〉
−
〈 〉)
.
Now the assertion easily follows by induction on the total number of crossings.
Now note that the proof of Corollary 5.3.4 can easily be adapted to the general
case of proposition 5.3.3. Of course we need to replace band diagrams with clas-
sical ones. The last four diagrams in equation (5.1) still delete each other in pairs,
even though in this more general situation this is less obvious (see Figure 5.10).
A
B B
A
A B#
Figure 5.10: The last four terms in equation (5.1) delete each other in pairs. Indeed
they all represent a connected sum of the closure of two tangles hence their bracket
polynomials are the same.
Remark 5.3.5. Strictly speaking, the previous corollary is not concerned with bound-
ary links. Both annuli and Mobius bands cannot be used to realize a spanning sur-
face showing that a certain link is boundary. Nevertheless, this could be considered
as a first step in the study of Jones nullity for boundary links. If one could refine
the previous argument in order to allowing higher genus components, this could
lead to an estimate on the Jones nullity for boundary links.
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The class of surfaces mentioned in Corollary 5.3.4 can be described as fol-
lows. Let L = K1∪ ·· ·∪Kn be an n-component link. For each component we fix a
tubular neighborhood Ni disjoint from the other components. Now fix ai ∈ Z and
replace each Ki with a (2,ai)-cable lying inside Ni. Let us indicate this link with
C (L,a1, . . . ,an), clearly its type only depends on L and on the integers a1, . . . ,an.
We will also write C (L,0) instead of C (L,0, . . . ,0). The number of components
of C (L,a1, . . . ,an) ranges from |L| to 2|L| depending on the number of even coef-
ficients in {a1, . . . ,an}.
Now we turn our attention to Bing and Whitehead doubles. By Proposition 5.2
every Bing doubleB(K) is a boundary link and thereforeB(K) has vanishing de-
terminant. SinceB(K) is a 2-component link, we are saying that nullV(B(K)) =
1. Something less obvious can be said about iterated Bing doubles. First we list
below some useful formulas.
Proposition 5.3.6. The following skein relations hold〈 〉
= (−A4−A−4+2)
〈 〉
+(−A6−A−6)
〈 〉
(5.3)〈 〉
= (1−A4)
〈 〉
+A−2
〈 〉
(5.4)〈 〉
= (1−A−4)
〈 〉
+A2
〈 〉
(5.5)〈 〉
= A6
〈 〉
;
〈 〉
= A−6
〈 〉
(5.6)
We omit the proof, which is a straightforward application of the axioms defin-
ing the Kauffman bracket. Figure 5.11 explains how to turn a curl into a full twist.
R1 R3 R1 =
Figure 5.11: Turning a curl into a full twist.
Theorem 5.3.7. For any knot K we have
• nullV(Bn(K)) = nullV(C (Bn−1(K)),0)≥ 2n−1−1 for n > 2
• nullV(B2(K)) = 3
Proof. The second coefficient on the right hand side of (5.3) can be factorized as
follows:
−A6−A−6 = δ (A−4−1+A)
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where δ =−A2−A−2 as usual. Therefore we can rewrite (5.3) as〈 〉
= f
〈 〉
+δg
〈 〉
(5.7)
where f =−A4−A−4+2 and g = A−4−1+A.
We can iterate this formula 2n−1 times. This allows us to express 〈Bn(K)〉 as a sum
of 22
n−1
terms. Each term is of the form f 2
n−1−k(δg)k〈D〉. D always represents
the trivial link with (at least) 2n−1 components unless k = 0, in which case D is
C (Bn−1(K),0), the (2,0)-cable ofBn−1(K). We have
〈Bn(K)〉= f 2n−1〈C (Bn−1(K),0)〉+
2n−1
∑
k=1
(
2n−1
k
)
f k(δg)2
n−1−k〈©2n−1+k〉=
= f 2
n−1〈C (Bn−1(K),0)〉+δ 2n−1
2n−1
∑
k=1
(
2n−1
k
)
f kg2
n−1−k
Therefore we have
nullV(Bn(K)) = nullV(C (Bn−1(K)),0)≥ 2n−1−1.
where the last inequality follows from Corollary 5.3.4.
K
K
K
K
K
D_1
D_2
D_3
D_4
Figure 5.12: The second Bing double of a knot and diagrams obtained using (5.3).
Applying (5.3) onB2(K) as shown in Figure 5.12 we get the following formula
〈B2(K)〉= f 2〈D1〉+δ f g(〈D2〉+ 〈D3〉)+δ 2g2〈D4〉
Since both D2 and D3 represents the trivial link with 3 components while D4 is the
trivial link with 2 components we have
〈B2(K)〉= f 2〈D1〉+δ f g(〈©3〉)+δ 2g2〈©2〉=
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= f 2〈D1〉+δ 3 f g+δ 3g2.
It follows that nullV(B2(K)) = nullV(D1). In order to compute the Jones nullity
for D1 we keep using equation (5.1).
K K =
C(H,0,0)
D_1
After one band crossing change D1 turns into the (2,0)-cable of the Hopf link
which we indicate with C(H,0,0) according to the notations introduced before.
Four of the remaining six diagrams needed to write equation (5.1) represent the
unknot, thus we obtain
〈D1〉−〈C(H,0,0)〉= (A4−A−4)(〈J1〉−〈J2〉). (5.8)
J1 and J2 are depicted in Figure 5.13, they both represents the double of the
(2,0)-cable of K with a full band twist insterted (the signs of the twists are oppo-
site).
K K
J_1 J_2
Figure 5.13: Diagrams obtained from D1 smoothing a band crossing.
Let J be the diagram obtained from J1 or J2 by removing such twists. We use
equations (5.4),(5.5) and (5.6) to relate the Kauffman bracket of J,J1 and J2. We
have
〈J1〉= A6(1−A−4)
〈 〉
+A8〈J〉
〈J2〉= A−6(1−A4)
〈 〉
+A−8〈J〉
The first diagram on the right hand side of both these equations represents the
unknot therefore we obtain
〈J1〉−〈J2〉= A6−A2−A−6+A−2+(A8−A−8)〈J〉.
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Substituting this expression in (5.8) we obtain
〈D1〉−〈C(H,0,0)〉= (A4−A−4)(A6−A2−A−6+A−2+(A8−A−8)〈J〉)
= (A4−A−4)(A6−A2−A−6+A−2)+δ 2(A2−A−2)2(A4+A−4)〈J〉.
Since J has vanishing determinant the last term is irrelevant so we have
〈D1〉−〈C(H,0,0)〉= (A4−A−4)(A6−A2−A−6+A−2) (mod δ 3) =
=−δ (A2−A−2)(A6−A2−A−6+A−2) (mod δ 3).
Equation (5.1) applied to C(H,0,0) yields
〈C(H,0,0)〉−〈©4〉=
〈 〉
−
〈 〉
= (A4−A−4)(
〈 〉
−
〈 〉
)
(5.9)
Using (5.4),(5.5) and (5.6) the last two terms in (5.9) can be written as follows〈 〉
= A6
〈 〉
= A6(1−A−4)+A8δ
〈 〉
= A−6
〈 〉
= A−6(1−A4)+A−8δ
Substituting these expressions in (5.9) yields
〈C(H,0,0)〉= (A4−A−4)(A6−A2−A−6+A−2−δ 2(A4+A−4)(A2−A−2))
Again this can be written as
〈C(H,0,0)〉=−δ (A2−A−2)(A6−A2−A−6+A−2) (mod δ 3)
It follows that 〈D1〉 = 0 (mod δ 3). Since nullV(B2(K)) = nullV(D1) this con-
cludes the proof.
It would be interesting to know whether we always have
nullV(Bn(K)) = 2n−1. (5.10)
This could be considered both as a positive and negative result. Maximal Jones
nullity for Bing doubles would be and indication of the fact the the whole class of
boundary links may share the same property. On the other hand this result would
exhibit another vanishing obstruction to the sliceness of Bing doubles that could be
added to Cimasoni’s list ([4]).
A possible way to prove (5.10) could be via a refinement of Proposition 5.3.3
in the special case of (2,0)-cables. The idea is that the Jones nullity of a cable link
C (L,0) does not only depend on the number of components of L but also on the
Jones nullity of L. We explain this with some examples.
Let H be the Hopf link and K any knot. We have seen that
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• nullV(C (H,0)) = 1
• nullV(C (B(K),0)) = 3
It is easy to check that nullV(H) = 0 while nullV(B(K)) = 1. As another example
let L be an n-component link bounding a ribbon surface S of positive Euler charac-
teristic. Using a band diagram presentation one can easily show that C (L,0) is a
2n-component link bounding a ribbon surface S˜ such that χ(S˜) = 2χ(S). It follows
from Theorem 2.3.2 that nullV(C (L,0))≥ 2χ(S)−1. In particular if L is a ribbon
link we see that
nullV(C (L,0)) = 2nullV(L)−1.
With these examples in mind we could ask whether
nullV(C (L,0))≥ |L|+nullV(L)−1
for every n-component link. With this formula at hand (5.10) follows easily by
induction on the number of iterations of the Bing double operation.
Table of symmetric union
presentations
The following table includes symmetric union presentations for ribbon knots with
at most 10 crossings. As we have seen, many of these knots admit different sym-
metric presentations. Here we have chosen to present only one diagram for each
knot type. We follow Rolfsen’s notation. For every knot we also include its deter-
minant and partial knots. All diagrams were found by C. Lamm.
61 9 31 88 25 41 89 25 41
820 9 31 927 49 52 941 49 52
946 9 31 103 25 51 1022 49 52
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1035 49 52 1042 81 61 1048 49 52
1075 81 61 1087 81 61 1099 81 61
10123 121 61 10129 25 41 10137 25 41
10140 9 31 10153 1 01 10155 25 41
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