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Abstract-The formulation of the problem of obtaining a unique integral form for the integral 
function approximation to a real-valued, locally analytic function is given. A careful distinction is 
made between the approximation of the integral form which defines the polynomial coefficients of 
the differential equation which defines the integral function, and the approximation by the integral 
function itself. This distinction leads to a clear treatment of the effects of degenerate cases arising from 
the separate steps. This paper considers the formulation of a unique integral form and a companion 
paper will consider the degeneracies of the integral form. 
1. INTRODUCTION 
This paper considers the problem of approximating a real-valued, locally analytic function by 
an integral function, where the approximation is determined by sufficient derivative information 
about the given function at the origin. The objective is to clarify the formulation of the integral 
form for this problem so that the existence and uniqueness of solutions may be obtained. 
The class of integral functions of degree p consists of those functions which satisfy a linear 
homogeneous ordinary differential equation of order p with polynomial coefficients. The name 
integral approximants appears to have been introduced by Hunter and Baker [l]. Approximants 
chosen from this class can be viewed as a particular case of the variety of generalizations of the 
Taylor polynomial approximation and the Pad& rational approximation. These generalizations 
are often called Hermite-Pade approximants [2-51. A number of recent papers [2,3,5,6,7] have 
considered the theory of integral function approximations, but few have clearly formulated the 
problem and this has led to a variety of misconceptions and confusion. 
Since there are obvious analogies with approximation by algebraic functions (another particular 
case of the general class of Hermite-PadC approximants), the basic formulation follows that first 
set out in [8] and [9] for the algebraic function case, and in [7] for the integral function case. The 
important feature is that a careful distinction is made between the approximation of the integral 
form which determines the polynomial coefficients of the differential equation for the integral 
function, and the approximating properties of the integral function itself. The distinction between 
these two concepts leads to the separation of degenerate cases arising from different sources, and 
consequently a clear treatment of the effects of each type of degenerate case. These concepts 
have not been clearly delineated before since they tend to overlap in the more intensively studied 
rational Pad& approximation case. Key features introduced in [7-91 are the recognition of the 
surplus in the case of the integral form, and the identification of the unique integral form of 
maximal order. It was shown [7-91 that any deficiency of the approximation by the integral 
function is independent of degeneracy (non-zero surplus) in the integral form. The degenerate 
cases of the integral form are investigated in a companion paper [lo]. 
2. THE INTEGRAL FORM 
The objective of this note is to discuss the significance of the formulation of the integral form 
and so only results will be given. Proofs of all results as well as further details and additional 
examples may be found in [7]. 
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First, we define the class of integral functions from which we seek an approximation. 
DEFINITION 1 (INTEGRAL FUNCTION). 
Let n = (710,111,. . , rip), where 72i, i = O(l)p, 1zi 2 -1, are integers and p > 1. 
An n integral function of degree p is a function Q(x) which satisfies 
Pn,,(Q, x) = 5 ai(x)& = 0, (1) 
i=o 
where the ui(x) are algebraic polynomials with deg(q(x)) 5 ni for i = O(l)p, with ai f 0 for 
at least one value of i, for i = O(l)p, and Qci)(x) is the ith formal derivative of Q(x). I 
By convention, a polynomial of degree -1 is identically zero. Generally, the subscripts n,p or 
P will be dropped when the context makes them obvious. 
-The integral function Q( ) z is a solution to the linear, homogeneous ordinary differential equa- 
tion (1) of order p. It is well known that in general the solutions to the differential equation 
(1) form a linear space of dimension p. A unique solution may be determined by given initial 
conditions which will be imposed when considering the approximation by the integral function. 
Note that the integral function will be regarded as being defined by the polynomial coefficients 
ai( in analogy with the way that the algebraic function is also regarded as being defined by 
its polynomial coefficients [8,9]. 
This definition in terms of the homogeneous differential equation is based on that of Stahl [5]. 
Although there are also definitions in terms of the nonhomogeneous differential equation [2,6], it 
seems more appropriate to consider the nonhomogeneous case as part of a more general structure 
which is beyond the scope of this paper. 
Now consider the problem of approximating a real-valued, locally analytic function f(x) by an 
integral function Q(x). We may suppose that the function f( ) x is analytic in the neighborhood of 
the origin and thus that a sufficient number of derivative values of f(x) at the origin are available. 
The given information is used to determine the integral form which is the best approximation 
to the equation (1) in an appropriate sense. That is, the given information is used to determine 
appropriate polynomial coefficients. 
DEFINITION 2 (INTEGRAL FORM). 
Let f(x) be a real-valued function, locally analytic at the origin. 
Let p 2 1, and ni, i = O(l)p, ni > -1, be integers and n = (no, 7~1,. , np). The function 
P&f, x) E f: ai(x)f’qx) = O(xN) 
i=o 
(2) 
will be called a~ n integral form of degree p where ai is a polynomial in x with degree (ai( 5 
1Zi for i = O(l)p, ui(x) f 0 for at least one value of i for i = O(l)p, and N + 1 = Cf=‘=,(ni + 1). 
f(‘)(x) is th e ith formal derivative of j(x). I 
Note that P(f, ) x may also be written as a formal power series, r(x) = Cz”=, rixi, and that 
the conditions (2) are equivalent to the requirement that the linear functionals Dk(P(f, x)) = 
D”r(x) = r(L)(0)/k! = 0 for k = O(1)N - 1. 
If p = 2, the problem reduces to a general form of the G3J approximants [ll], and if p = 1 the 
problem reduces to Baker’s D-log approximant [ll]. 
The existence of such an integral form follows easily since equations (2) give a system of N 
homogeneous linear equations for the N + 1 unknown coefficients of the u;(x). 
THEOREM 3 (EXISTENCE) [7]. 
There always exists an n integral form of degree p for a given real-valued function f(x) which 
is locally analytic at the origin. 
Note that if f(x) = xi”=, fixi, then all the coefficients of this series up to fN+p-1 will be 
required to define the integral form. 
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The uniqueness of the integral form requires a more careful argument. The matrix form of 
the system of linear equations represented by (2) h as a matrix of dimension N x (N + 1) and 
hence has a solution space of dimension at least 1. If the rank of the matrix is N (and hence the 
solution space has dimension exactly l), then any constant multiple of the coefficient polynomials 
will also be a solution. These solutions are called essentially unique [2]. A unique representative 
of this class of solutions may be defined by choosing any convenient suitable normalization of 
the coefficients. Thus, if a represents the vector of coefficients of a(x) then jjalj = 1 for some 
convenient norm, could be used. The I, norm on this vector is in fact the normalization suggested 
by Baker and Lubinsky [a]. H owever, the implied normalization of cry’(O) = 1 used in [ll] for the 
G3 J approximants (a form for p = 2) is not a suitable normalization since there is no requirement 
that CZ~‘(O) # 0 in the general case for p = 2. 
The solution is less clear when the solution space is multidimensional. This may occur when 
the matrix has rank < N. If the rank of the matrix is N + 1 - Ic, then the solution space of the 
algebraic form has dimension Ic > 1. The corresponding case for algebraic forms was first set out 
in [8,9,12]. 
DEFINITION 4 (ORDER OF THE INTEGRAL FORM) [7]. 
The order of the n integral form of degree p is defined to be 
R = Ord (P(f, z)) if P(f, 22) = O(2), # 0(2+‘). 
If the solution space of equations (2) is multidimensional, then the order of the integral form is 
to be interpreted as the minimum of the orders of the multiple solutions. I 
Note that if P(f, z) = 0 in Definition 4, then f is in fact an integral function and we may 
regard the order R = 00 in this case. It may be observed that if Pn,p(f,z) = 0 then for any 
integer lc, DkP,,p(f, z) = 0, w ic may also be expressed as P,,,+k(f, z) = 0 for a suitable m h h 
(with mp+k = np). Hence, if f(z) is an integral function, the most appropriate integral form 
P,,,(f, z) may be the minimum value of p for which this form vanishes. But in general, for a 
fixed degree p, we seek the order R as large as possible since this will give a better approximation. 
If the dimension of the solution space is lc > 1, then to obtain a unique representative we 
seek a one dimensional subspace whose elements satisfy P(f,z) = O(zR), where the order R 
is maximal over the space of n integral forms of degree p. For example, let P(f, z) have order 
R and EL(~)(X) = (o”‘(z) . 0 1. + ,aF'(z)),i = 1,2, b e t wo linearly independent solutions to (2). 
Then by taking a suitable linear combination, cla(‘)(z) + c2at2)(z), of these solutions, the term 
(c# + c2$) 2n may be eliminated and an n integral form of order at least R + 1 is obtained, 
with the dimension of the solution space decreased by 1. This process enables us to establish a 
theorem which identifies a unique integral form in all cases. This should be compared to Stahl [5] 
who remarks that integral approximants are not unique, to Baker and Lubinsky [2] who obtain 
a unique integral form only in special cases and to Baker and Graves-Morris [6] who obtain a 
unique minimal integral form with a lesser order of approximation. 
THEOREM 5 (UNIQUENESS) [7]. 
There always exists an essentially unique n integral form of degree p which is of maximal order 
R 2 N, and which may be chosen uniquely by a suitable normalization of the coefficients of the 
coefficient polynomials. This unique representative is denoted P*( f, x). 
It is also clear that for f(0) # 0, then the coefficient matrix of equations (2) has rank at 
least no + 1. Hence, the solution space of n integral forms of degree p has dimension at most 
N + 1- (no + 1) = N - no. That is, there may be up to N - no linearly independent solutions 
for the integral form. This is in contrast to the assertion [S] that there are at most p+ 1 linearly 
independent solutions to the integral form derived from inhomogeneous equations. This maximum 
number of solutions is illustrated by the following example. 
EXAMPLE 6. 
Let p = 2 and f(x) = cos (x7). The following 6 linearly independent solutions are all (2,2,2) 
integral forms for this function with N = 8. 
P(l+“)(f,x) E Xifqr), P@+“)(f, x) E z’f(qz), i = 0,1,2. 
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These integral forms have orders 13,14,15,12,13,14, respectively. The elimination algorithm 
of Theorem 5 gives the unique (2,2,2) integral form of maximal order which is P*(f, z) G 
13rf(‘)(z) - off = 0(x2”). A urn ‘q ue representative of this essentially unique integral form 
may be obtained by a suitable normalization of the coefficients. I 
3. CONCLUSION 
This paper has considered the problem of approximating a real-valued, locally analytic function 
by an integral function. In particular, the formulation of the integral form which approximates the 
implicit equation defining the integral function was considered. By using an elimination procedure 
when the space of solutions of the integral form has dimension > 1, a unique integral form of 
maximal order was identified. This form may well have an order > N and these “degenerate” 
cases will be considered in a companion paper [lo]. 
REFERENCES 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
D.L. Hunter and G.A. Baker Jr., Methods of series analysis III. Integral approximant methods, Phys. Rev. 
B. 19, 3808-3821 (1979). 
G.A. Baker Jr. and D.S. Lubinsky, Convergence theorems for rows of differential and algebraic Hermite-Pad6 
approximations, J. Comput. Appl. Math. 18, 2%52 (1987). 
J.D. Dora and C. Di Crescenzo, Approximations de PadQHermite, Namer. Math. 43, 23-57 (1984). 
J. Nuttall, Asymptotics of diagonal Hermite-Pad& polynomials, J. Appror. Th. 42, 29S386 (1984). 
H. Stahl, Asymptotics of Hermite-Pad6 polynomials and related convergence results-A s ummary of results, 
In Nonlinear Numerical Methods and Rational Approximation, (Edited by A. Cuyt), pp. 25-53, Reidel, 
Dordrecht, (1988). 
G.A. Baker Jr. and P.R. Graves-Morris, Definition and uniqueness of integral approximants, J. Compot. 
Appl. Math. 31, 357-372 (1990). 
A.W. McInnes, Existence and uniqueness of integral function approximations, Research Report 52, Depart- 
ment of Mathematics, University of Canterbury, (October 1989) Namer. Math. (submitted). 
A.W. McInnes, The existence of approximations by algebraic functions, Technical Report 96, Center for 
Applied Mathematics, Purdue University, (April 1989). 
A.W. McInnes, Existence and uniqueness of algebraic function approximations, Con&r. Approx. (to appear). 
A.W. Mchmes, Degeneracies of the integral form for integral function approximations, Appl. Math. Lett. 
(submitted). 
G.A. Baker Jr. and P.R. Graves-Morris, Pad.4 Approximants, Part II: Extensions and Applications, Addi- 
son-Wesley, Reading, MA, (1981). 
R.G. Brooks and A.W. McInnes, Structure in the Hermite-Pad6 table, Research Report 49, Department of 
Mathematics, University of Canterbury, (May 1989). 
