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1. Introduction
The main target of interest for most non-life insurance (or reinsurance) compa-
nies is the aggregated claim amount S during some reference period, let us say one
year. It is clear that nobody knows what will be the total claim amount at the
end of the next year. Therefore S should be modeled by some random variable or,
what is more natural, by the sum of random variables which can represent different
claim sizes.
Having such a set up it is very important to determine the distribution of S.
By using this distribution it is possible to calculate different types of premiums,
price contracts and to evaluate and control insurance portfolios. Unfortunately the
distribution of S usually has a very complicated structure and very often cannot be
written in a closed form expression. Monte-Carlo simulation can be the solution,
but it is a time-consuming method and does not easily reveal the properties of the
distribution of S under different circumstances. That’s why it is very important to
have good approximation methods, which can be applied to get approximations for
different insurance products and risk measures.
The goal of this report is to determine good approximations (and the best among
them) for the distribution of the aggregated claim amount S assuming the overdis-
persion model (which will be presented later). Similar work was performed in Reij-
nen et al. (2005) where five approximations (Normal power, Edgeworth expansions,
Gamma, Inverse gaussian (IG) and Gamma-Inverse gaussian (G−IG)) were tested
in detail assuming different models for S and different underlying distributions. As
a result, a relatively simple rule of thumb, which specifies the best approximation
for a given range of parameters, was constructed.
In the paper above all the analysis was based on the Stop-Loss premium, which
is indeed a good tool as soon as we are interested in the tail of the distribution.
In this report, besides the Stop-Loss premium, two more quantities will be con-
sidered: the variance of the Stop-Loss contract and the Value at Risk, which is often
used as a risk measure. These two quantities often play an important role in the
premium calculation, evaluation and control of the insurance portfolio. Therefore,
we have to be sure that our approximations still can be applied for the calculation
of these quantities.
The report is organized as follows. The main sections contain a brief description
of the model (Section 2), its characteristics (Section 3) and possible distributional
assumptions (Section 4) together with the range of parameters which will be used
for the testing purposes (Section 5). Next follows a brief explanation of the ap-
proximations (Section 6) we are going to test and the Calculation Accuracy section
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(number 7), which contains all the results. The report is closed with a short Con-
clusions section.
2. Overdispersion model
In Albers (1999) and later in Reijnen et al. (2005) a hierarchical development of
models was presented, starting with the independent Model 1 and finishing with
the dependence Model 3. A short summary of these models can be found in Table
1, where P (λ) stands for the Poisson distribution with parameter λ and probability
mass function
(1) fP (x) =
λxe−λ
x!
.
Number Model Assumptions
1 S =
∑N
i=1 Ci N ∼ P (λ)
2 S =
∑N
i=1 Ci +
∑H
k=1
∑g
j=1Djk N ∼ P (λ(1− ²)), H ∼ P (²λg )
3 S =
∑N
i=1 Ci +
∑H
k=1
∑Gk
j=1Djk N ∼ P (λ(1− ²)),H ∼ P (² λµG ), Gk ∼ P (µG)
Table 1. Development of the models
This report deals with the next step of this development and presents the next
model, which naturally will be called Model 4. Equation 2 describes the main
structure of the model.
(2) S =
N∑
i=1
Ci +
H∑
k=1
Gk∑
j=1
Djk,
with
N ∼ P (λ(1− ²))
H ∼ P (² λ
µG
)
Gk ∼ P (Lk)
µL = µG
Here all Lk are iid and for that reason L later will be used as a Lk representative.
The same situation occurs with G for Gk, C for Ci and D for Djk.
It is necessary to mention that C1, C2, . . . , N,H,G1, G2, . . . , D11, D12, . . . are in-
dependent as well. The name ”dependence model” comes not from the dependence
of the claim sizes but from the dependence of the time points when the claims
arrive. For detailed explanation and motivation see Albers et al. (2006).
Note that the model assumes different claim size distributions, for the ”simple”
(individual) claims and for the ”special” (which come as a group) claims. This is
indeed possible, but in the present work we assume that C and D have the same
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distribution. This assumption is often not unrealistic and it significantly simplifies
all the calculations.
The main difference between Model 3 and Model 4 is the assumption for the
stochastic group size G. In Model 3 G was assumed to follow the simple Poisson
distribution while in Model 4G has a mixture distribution P (L), where L is assumed
to be stochastic.
The main reason for such a generalization is hidden in the underlying structure
of the data which we are trying to model. We are going to consider a quite high
aggregation level, which certainly makes the underlying data more heterogeneous.
An example of such heterogeneity can be the different departments (or even different
companies) which form the portfolio considered and actually divide it into a number
of (hopefully homogeneous) parts. Each part has its own specific features (like
different group size expectations), which could have a strong impact on the model
assumptions.
This means that it is not wise anymore to model group sizes for the whole port-
folio by the same distribution. The indirect proof of that fact we got by simulating
the flu epidemic inside a company. The simulation results showed that the number
of individuals is more or less invariant w.r.t. the different departments inside the
company and can be modeled by the simple Poisson distribution, while the group
sizes definitely need more heavy tailed distributions. Later analysis showed that
the Poisson mixture distributions are the best tool for the group size modeling.
Using these arguments we came up with the more general Model 4 which uses
more advanced group size modeling. The group sizes are assumed to follow the
Poisson distribution with a random parameter which represents the random group
size expectation (each homogeneous part has its own group size expectation). This
kind of modeling allows us to overcome the heterogeneity problem.
3. Model characteristics
The basic features which characterize the distribution of S are mean µS , stan-
dard deviation σS and standardized cumulants (the third and fourth are known as
skewness and kurtosis). Having such characteristics of the distribution of S, we can
locally approximate its behavior by matching them with the same characteristics
of some other distribution (of simpler form).
The number of cumulants which has to be matched is not known in advance.
The simple rule ”the more, the better” does not work here. This is because higher
cumulants (higher than the 3-th) deal with the tail of the distribution and can
easily (much easier than the lower cumulants) be over(under)estimated if the data
sample is not sufficiently large. This will definitely have a strong impact on the
calculation accuracy.
Therefore, the main characteristics we are interested in are the mean, standard
deviation, skewness and kurtosis of the distribution of S.
Denote the first four cumulants of S by κ?jS , j = 1 . . . 4. Then, using this
notation, we can write that
µS = κ?1S , σ
2
S = κ
?
2S , κ3S =
κ?3S
σ3S
, κ4S =
κ?4S
σ4S
− 3.
So, it is very convenient to calculate mean, variance, skewness and kurtosis of S by
using the cumulants of S, which from their part can be written as the derivatives
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of the cumulant-generating function of S at 0.
The general form of the cumulant-generating function for Model 4 is
(3) K?S(t) = K
?
W ◦K?C(t),
with W defined as N +
∑H
k=1Gk. Using the fact that N and H are assumed to be
Poisson, we can write that
K?W (t) = K
?
N (t) +K
?
H ◦K?G(t)(4)
= λ(1− ²)(et − 1) + ² λ
µG
(eK
?
G(t) − 1).(5)
Additionally we assumed that G|L = l is Poisson as well. Using this fact, we
observe that E[etG|L = l] = exp(l(et − 1)). From this it directly follows that
E[etG] = E[exp(L(et − 1))] = ML(et − 1), where ML(t) denotes the moment-
generating function of L. By using these arguments we get the identity
(6) K?G(t) = K
?
L(e
t − 1).
Now, using (3), (5), (6) and the fact that K?(t) = logM(t), the general form of the
cumulant-generating function of S takes the form
K?S(t) = λ(1− ²)(MC(t)− 1) + ²
λ
µG
(ML(eK
?
C(t) − 1)− 1)(7)
= λ(1− ²)(MC(t)− 1) + ² λ
µG
(ML(MC(t)− 1)− 1)(8)
= λ(1− ²)QC(t) + ² λ
µG
(QL ◦QC(t)),(9)
where Q(t) =M(t)− 1.
The needed cumulants κ?jS we can get by differentiating (9). The general form of
the j-th derivative can be written as
K
?(j)
S (t) = λ(1− ²)Q(j)C (t) + ²
λ
µG
((QL ◦QC)(j)(t))
= λQ(j)C (t)
(
1 + ²
[
(QL ◦QC)(j)(t)
µGQ
(j)
C (t)
− 1
])
.
To obtain the cumulants, it is necessary to evaluate this derivative at point 0. By
denoting the raw moments by νj (with ν1 = µ), the first four cumulants take the
form
(10) κ?1S = K
?(1)
S (0) = λµC ,
(11) κ?2S = K
?(2)
S (0) = λν2C
{
1 + ²
(
ν2L
µG
)(
µ2C
ν2C
)}
,
(12) κ?3S = K
?(3)
S (0) = λν3C
{
1 + ²
[
µ2G
(
ν3L
µ3G
)(
µ3C
ν3C
)
+ 3µG
(
ν2L
µ2G
)(
µCν2C
ν3C
)]}
,
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(13) κ?4S = K
?(4)
S (0) = λν4C
{
1 + ²
[
µ3G
(
ν4L
µ4G
)(
µ4C
ν4C
)
+ 6µ2G
(
ν3L
µ3G
)(
µ2Cν2C
ν4C
)
+ µG
(
ν2L
µ2G
)(
4µCν3C + 3ν22C
ν4C
)]}
.
Now everything depends on the distributional assumptions for C and L. Different
assumptions give different cumulant values, which in their turn can be used to get
mean, variance, skewness and kurtosis of S.
4. Suggested distributional assumptions
Clearly, most parts of the model are fixed in advance. The number of individ-
ual claims N and the number of groups H have Poisson distributions with fixed
parameters, which are equal to λ(1− ²) for N and ²λ/µG for H. The distribution
of the group size G is also Poisson if L = l is given. The only assumptions which
have to be given later (probably after the real data analysis) are the distributions
for the claim sizes C and D, and the distribution for L, which can be considered
as the parameter of the group size distribution. The only condition which we set
in advance is equality in distribution between C and D.
Several distributions which are widely used in the insurance practice are sug-
gested as possible candidates for the distributions of C and L. These distributions
together with their basic characteristics can be found in Table 2 (IG stands for the
Inverse Gaussian).
All three distributions will be used as proposed distributions for C and two of
them, Gamma and Inverse Gaussian, will be used as possible distributions of L.
Note that parameters of these distributions will have indices C or L (like αC will
be the parameter for C and αL will be the parameter for L) in the calculations that
follow.
5. Model parameters
In this section we are going to determine the region of interest for the parameters
of Model 4 and the range of their values which later will be used for testing the
accuracy of the approximations.
As starting point will be used the set of model parameters which was presented
in Reijnen (2003) and later in Reijnen et al. (2005). Some of these parameters will
be used directly in the form in which they appeared in the papers, other ones will
be modified w.r.t. specific features of Model 4.
Table 3 presents the list and short description of all Model 4 parameters. Here we
have some changes compared to Albers (1999) and Reijnen et al. (2005). Namely,
γC = σC/µC instead of σC is used as a second claim size parameter, which change
is very convenient but of course not very essential. Additionally, we have one
more parameter for the group size, γL = σL/µL. This one appears due to the
overdispersion structure of the group size assumption. The remaining parameters
are exactly the same as they were introduced in the papers mentioned above.
This section is closed with a summary of the region of interest for the parameters
of Model 4 and the definition of the part of that region which later will be used for
the testing purposes.
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Parameter Description
µC Expected claim size
γC Coefficient of variation of the claim size
λ Total expected number of claims
² Percentage of the special claims
µG Expected group size
γL Coefficient of variation of L
Table 3. Model 4 parameters
We will start with the choice of the portfolio size which will lead to the choice
of the values of λ. After introducing the random group size with the random
expectation we need more freedom to perform reasonable analysis.
In Reijnen (2003) the value λ = 80 (i.e. q = 0.008,m = 10000) was used as
the total expected number of claims. In that case, if we fix ² = 0.03 we get that
the expected number of special claims is only 2.4. But if we want to analyze large
group sizes like µG = 20 (maybe even larger), the expected number of such groups
is only 0.12.
Our assumption for the number of groups is Poisson. So the probabilities for the
number of groups of size 20 are, see (1) with λ = 0.12
fP (1) = 0.1,
fP (5) = 1.8× 10−7.
This means that to see the case with 5 large groups we have to perform at least 107
simulations. So, if we want to analyze the extreme cases in the tail of distribution,
we have to perform a huge amount of simulations.
One more reason to increase the value of λ is the random expectation of the
group size. Model 3 assumes Poisson group size, but in Model 4 we have a mix-
ture distribution which can dramatically increase the kurtosis of S, which can be
unrealistic in the practical sense and certainly will complicate the analysis of the
dependence effect1. When λ is increasing, the kurtosis of S decreases and the ap-
proximations work well. Therefore, our proposal for the region of interest for λ is
400 as a minimum value. The maximum is not defined since the larger λ, the better
the accuracy of the approximations. Therefore, λ = 400 is chosen in the testing
procedure as the most critical situation.
Parameter µC is the first parameter of the claim size distribution which defines
the claim size expectation. Parameter ² is one of the ”dependence” parameters
which defines the number of the ”special claims” inside the portfolio. Parameter
µG, the expected group size, stands for the lumpiness of the dependence part (which
is defined by ²).
For ² the region of interest is assumed to be ² ≤ 0.05 and for investigation of the
accuracy of the approximations we will use a representative value of ² = 0.03. This
is because the effect of ² is expected to be approximately linear both in the true
value (denoted by T ) and in the approximated value (denoted by X) and hence the
relative error (which will be used for the accuracy judgement) |X − T |/T does not
1By the dependence effect we mean the relative increase of the value of the considered quantity
after introducing the dependency structure.
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depend (heavily) on ², implying that if we compare several values of ², the results
about the accuracy will be the same.
The region of interest for the parameters of the claim size distribution is mostly
determined by γC . Parameter µC defines only the calculation scale of the quantities
we are interested in. Therefore, we can fix µC at one value 100000, like it was done
in Reijnen (2003), Reijnen et al. (2005) and Albers (1999).
The region of interest for µG also stays the same as in the papers mentioned
above, namely 5 ≤ µG ≤ 20. As a representative set for µG we choose {5, 10, 20}
values.
Now we are going to consider some numerical examples with different distribu-
tions of L. This will determine the region of interest for γL. Distributions which
are going to be checked are summarized in Table 2.
5.1. L ∼ Gamma(αL, βL). Our input parameters are µG and γL, so it is necessary
to get αL and βL for different values of µG and γL. After solving a simple equation
we get
αL = γ−2L ,
βL = (γ2LµG)
−1.
Figures 1 and 2 illustrate densities for the different situations which are summarized
in Table 4.
Situation µG σL γL αL βL Skewness Kurtosis
1 5 5 1 1 0.2 2 6
2 5 10 2 0.25 0.05 4 24
3 5 20 4 0.0625 0.0125 8 96
4 10 5 0.5 4 0.4 1 1.5
5 10 10 1 1 0.1 2 6
6 10 20 2 0.25 0.025 4 24
7 20 5 0.25 16 0.8 0.5 0.375
8 20 10 0.5 4 0.2 1 1.5
9 20 20 1 1 0.05 2 6
Table 4. Different situations for Gamma distribution
It can be seen that the situations where µG is small (not large enough) and γL
is large (situations 2,3,6) are not very useful. Probably they are too extreme in
a sense that the probabilities for the small group sizes (< 1) are quite high. But
we need discrete numbers, so as a result we get 0 or 1 too often. Density for the
large groups is also not very realistic in these situations. When we speak about
groups which are larger than 5 we get almost uniformly distributed probabilities.
This produces groups like 8 and 100 with almost the same probability. Probably
such situations can find an application, but these are really extreme cases. To get
nicer pictures it is necessary to increase the group size. Situations like 4,7 or 8 are
nicer in a sense that the tail is not so extremely heavy and the very small values
don’t have so much density. The third type of situation is when the tail is not so
extremely heavy, but the very small values do have density. These are the situations
like 1,5,9.
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(a) Situation 1 (b) Situation 2
(c) Situation 3 (d) Situation 4
(e) Situation 5 (f) Situation 6
Figure 1: Gamma densities for the different situations (1-6)
So, all the situations are divided into three groups: when γL < 1, γL > 1 and
γL = 1. Situations when γL ≤ 1 are acceptable in L ∼ Gamma case but the
situations with γL > 1 have to be strictly motivated. Probably we can consider
γL = 1.5 as a boundary case, but γL = 4 is certainly out of the question. In
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(a) Situation 7 (b) Situation 8
(c) Situation 9
Figure 2: Gamma densities for the different situations (7-9)
general γL ≤ 1.5 would be the proposed γL values of interest when L ∼ Gamma.
A representative set in such case will be {0.75, 1.5}.
5.2. L ∼ IG(αL, βL). The next distribution we are going to investigate is the
Inverse Gaussian with
αL = µG
and
βL = γ−2L µG
Here, like in the L ∼ Gamma case we consider several situations with different µG
and γL values. Parameters values for all the situations, together with the densities,
you can find in Table 5 and Figures 3 and 4 .
From the figures we conclude that the Inverse Gaussian distribution is more
useful for our purposes. When we speak about the distribution for the group size
we need something more skewed to the right and more (but not extremely) heavy
tailed. We don’t need too much mass at the beginning of the density. In the
L ∼ Gamma case the skewness is not large enough and we get situations when too
much density is concentrated at the very beginning, where values are smaller than
1.
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Situation µG σL γL αL βL Skewness Kurtosis
1 5 5 1 5 5 3 15
2 5 10 2 5 1.25 6 60
3 5 20 4 5 0.3125 12 240
4 10 5 0.5 10 40 1.5 3.75
5 10 10 1 10 10 3 15
6 10 20 2 10 2.5 6 60
7 20 5 0.25 20 320 0.75 0.9375
8 20 10 0.5 20 80 1.5 3.75
9 20 20 1 20 20 3 15
Table 5. Different situations for Inverse Gaussian distribution
(a) Situation 1 (b) Situation 2
(c) Situation 3 (d) Situation 4
(e) Situation 5 (f) Situation 6
Figure 3: Inverse Gaussian densities for the different situations (1-6)
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(a) Situation 7 (b) Situation 8
(c) Situation 9
Figure 4: Inverse Gaussian densities for the different situations (7-9)
In that sense the Inverse Gaussian distribution produces much better results
(compare situations 1,4,5,6,8,9).
For example in situation 5 of the L ∼ IG case the density is very low from 0 to
1 and in the L ∼ Gamma case it is already high at 0.
This is important since we get completely different density shapes. The very ex-
treme situation like 3 is similar to the L ∼ Gamma situation 2. Also the situations
with small γL and large µG are close to each other (compare situations 7).
So, situations when γL ≤ 1 are acceptable like in the L ∼ Gamma case. Situations
with γL = 2 are acceptable as well but γL = 4 case is still too extreme. So, γL ≤ 2.5
would be the proposed values of interest when L ∼ IG. A representative set in such
case will be {0.75, 1.5, 2, 2.5}.
5.3. L ∼ Lognormal(αL, βL). The last distribution we are going to analyze as a
candidate for the mixing distribution is the Lognormal. Parameters αL and βL can
be expressed as
αL = log(µG)− 0.5 log(1 + γ2L)
βL =
√
log(1 + γ2L)
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Table 6 contains parameters values for the different situations.
Situation µL σL γL αL βL Skewness Kurtosis
1 5 5 1 1.2629 0.8326 4 38
2 5 10 2 0.80472 4.2686 14 944
3 5 20 4 0.1928 1.6832 76 94189
4 10 5 0.5 2.1910 0.4724 1.6 5
5 10 10 1 1.956 0.8326 4 38
6 10 20 2 1.4979 1.2686 14 944
7 20 5 0.25 2.9654 0.2462 0.77 1.1
8 20 10 0.5 2.8841 0.4724 1.6 5
9 20 20 1 2.6492 0.8326 4 38
Table 6. Different situations for Lognormal distribution
Figure 5: Comparison of Inverse Gaussian situation 3 with Lognormal situation 3
It is quite clear already from the table that the Lognormal distribution is too
extreme for our purposes. Situations with small µG and large γL produces huge
kurtosis. We certainly don’t have much mass at the beginning of the distribution,
but now we have another extreme. The tail is definitely too heavy. We are not
presenting all the densities for the Lognormal distribution since their shapes are
very close to the Inverse Gaussian case. The only difference is that the tail of the
distribution is much heavier. As an example we compare situation 3 of the L ∼ IG
case with situation 3 of the L ∼ Lognormal case (Figure 5). Therefore, the conclu-
sion is not to use the Lognormal distribution as a mixing distribution for the group
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size random variable.
This report deals with the testing of the accuracy of the approximations which
later will be used in the dependence effect analysis. Therefore, the combinations of
{µG, γL, γC} which significantly increase the relative dependence effect (comparing
to the previous models) are of interest. So, to point the most important situations
out, we are going to check the dependence effects between the models.
It is clear that we cannot use the approximations before they have been checked
so, simulation technique will be applied in order to get the needed Stop-Loss pre-
miums.
To see the whole picture we are going to check a wide range of the Stop-Loss
retention levels from a = µS1 till a = µS1+3σS1 (here S1 denote the aggregate sum
under the independent Model 1). It is very convenient to set up the retention level
by the k values which come from the equation a = µS1 + kσS1 with 0 ≤ k ≤ 3.
The relative dependence effects (of the Stop-Loss premium) between models 4
and 3 are presented in Figure 6. Several lines represent different γC values from the
lowest to the highest. Here C ∼ Lognormal(αC , βC) with γC ∈ {0.4, 0.8, 1.2, 1.6, 2}.
So, the highest line on each figure corresponds to γC = 0.4 and the lowest one
to γC = 2 (the relative dependence effect is decreasing when γC is increasing). The
underlying distribution of L is Gamma. The dependence effects for the Inverse
Gaussian distribution are higher 0.5 points for γL = 1 and 5 points for γL = 1.5.
Using Figure 6 it is possible to define the region of interest for γC . It can be
concluded that it is really not necessary to include the very wide range of γC values
because the dependence effect is decreasing almost linearly when γC is increasing.
Therefore, the very large values of γC are not of much interest.
Certainly, κ3C values are increasing with γC and (maybe) we have to switch
from the Gamma-IG approximation to the IG one when κ3C > 5 according to the
rule of thumb (14) (see Section 7). This fact has to be checked for Model 4. So,
two values of γC should be enough for the testing purposes. The proposed values
of interest for γC are 0.05 ≤ γC ≤ 2 with a representative set {0.4, 1.6}.
All the parameters of Model 4 have been discussed one by one and there were
proposed the ranges of interest for each of them (see Table 7).
² ≤ 0.05
0.05 ≤ γC ≤ 2
λ ≥ 400
5 ≤ µG ≤ 20
γL ≤ 1.5 for L ∼ Gamma
γL ≤ 2.5 for L ∼ IG
Table 7. Restricted region of parameters which is formulated as
the region of interest.
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Figure 6: Relative dependence effects between models 4 and 3. The underlying
distribution of the expected group size is Gamma. Values of k corresponds to the
independent model.
Summary of the parameters values which will be used later in the testing proce-
dure (as a representative parameters values of the region of interest) you can find
in Table 8.
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L ∼ Gamma(αL, βL) L ∼ IG(αL, βL)
11 12
λ = 400 λ = 400
² = 0.03 ² = 0.03
{µC , γC} = {µC , γC} =
= {[100000, 0.4], = {[100000, 0.4],
[100000, 1.6]} [100000, 1.6]}
{µG, γL} = {µG, γL} =
= {[5, 0.75], [5, 1.5], [10, 0.75], = {[5, 0.75], [5, 1.5], [5, 2], [5, 2.5],
[10, 1.5], [20, 0.75], [20, 1.5]} [10, 0.75], [10, 1.5], [10, 2], [10, 2.5],
C
∼
L
og
n
or
m
a
l(
α
C
,β
C
)
[20, 0.75], [20, 1.5], [20, 2], [20, 2.5]}
21 22
λ = 400 λ = 400
² = 0.03 ² = 0.03
{µC , γC} = {µC , γC} =
= {[100000, 0.4], = {[100000, 0.4],
[100000, 1.6]} [100000, 1.6]}
{µG, γL} = {µG, γL} =
= {[5, 0.75], [5, 1.5], [10, 0.75] = {[5, 0.75], [5, 1.5], [5, 2], [5, 2.5],
C
∼
I
G
(α
C
,β
C
)
[10, 1.5], [20, 0.75], [20, 1.5]} [10, 0.75], [10, 1.5], [10, 2], [10, 2.5],
[20, 0.75], [20, 1.5], [20, 2], [20, 2.5]}
31 32
λ = 400 λ = 400
² = 0.03 ² = 0.03
{µC , γC} = {µC , γC} =
= {[100000, 0.4], = {[100000, 0.4],
[100000, 1.6]} [100000, 1.6]}
{µG, γL} = {µG, γL} =
= {[5, 0.75], [5, 1.5], [10, 0.75] = {[5, 0.75], [5, 1.5], [5, 2], [5, 2.5],
[10, 1.5], [20, 0.75], [20, 1.5]} [10, 0.75], [10, 1.5], [10, 2], [10, 2.5],
C
∼
G
a
m
m
a
(α
C
,β
C
)
[20, 0.75], [20, 1.5], [20, 2], [20, 2.5]}
Table 8. Representative values of the parameters under the dif-
ferent assumptions which will be used in the testing of the accuracy
of the approximations.
6. Approximations
List of the approximations which were tested in Reijnen (2003) is given in the
introduction section. Using the conclusion of that paper, which is summarized in
the rule of thumb 14, the most important approximations are the Inverse Gaussian
(IG) and the Gamma-Inverse Gaussian (G − IG). These approximations showed
the best results when Models 2 or 3 were assumed. For this reason only these two
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approximations will be considered as a main approximation tools while working
with Model 4.
The IG approximation was introduced in Chaubey et al. (1998). The needed
density fS(s) (the density of the aggregate sum S) was approximated by the Inverse
Gaussian density fIG(s − x0IG) from Table 2. Parameters αIG,βIG and x0IG are
chosen in such a way that mean, variance and skewness of S equal to mean, variance
and skewness of the inverse gaussian random variable with a given density fIG(s−
x0IG). As a result we get values of needed parameters expressed in terms of µS ,
σS , κ3S .
αIG = 3σS/κ3S , βIG = κ3SσS/3 and x0IG = µS − 3σS/κ3S .
The Gamma approximation was introduced in Seal (1977) and the density fS(s)
is approximated there by the Gamma density fγ(s − x0G) (see Table 2) with pa-
rameters
αG = (2/κ3S)2, βG = 2/(κ3SσS) and x0G = µS − 2σS/κ3S
The G−IG approximation is a mixture of the Gamma and the Inverse-Gaussian
approximation (see Chaubey et al. (1998)). Needed density fS(s) is written in the
form
fS(s) ≈ fG−IG(s) = ωfG(s− x0G) + (1− ω)fIG(s− x0IG).
Such approximation includes seven parameters. Three of them (αIG,βIG and
x0IG) comes from the inverse gaussian approximation, another thee (αG,βG and
x0G) from the gamma approximation and the last one (ω) is used to fit the fourth
cumulant. Other words, ω is chosen in such a way that
ωκ4G + (1− ω)κ4IG = κ4S ,
which defines
ω =
κ4IG − κ4S
κ4IG − κ4G =
5
3κ
2
3S − κ4S
5
3κ
2
3S − 32κ23S
.
Note that the necessary condition for fG−IG to be a density is ω ∈ [0, 1] or ,
what is the same 3κ23S/2 ≤ κ4S ≤ 5κ23S/3. This is a quite strict limitation which,
in our case, is often not satisfied. Nevertheless, we still can use fG−IG outside this
range as a simple function (not density) which approximates the density needed.
A similar trick was used in Albers (1999), where the Edgeworth expansions showed
very good approximation results while not being density functions.
7. Calculation accuracy
There are in total three methods which are used in all the calculations. These
methods are: convolutions, simulations and approximations. Precision of the con-
volutions and simulations is limited only by the number of simulations and the
number of added terms in the convolution formulas, but accuracy of the approxi-
mations is limited by the approximation method and cannot be increased globally.
The goal of this section is to test whether the approximations (or one of the
approximations) can be used in the region of interest which is defined in Table 7.
As a result we get the rule of thumb which will define the region of application
for both approximations.
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An example of such a rule is presented in (14). This is the rule of thumb for Model
2 from Reijnen et al. (2005) and it actually will be the basis for the construction of
the rule of thumb for Model 4.
(14)
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 ⇒ Gamma-IG
5 < κ3C < 15 or 1.5 < κ4S < 50 ⇒ IG
All decisions about the approximations accuracy will be based on the criterion
which was introduced in Reijnen et al. (2005). There the retention level a was
written as the linear combination a = µS1 + kσS1 (S1 corresponds to Model 1),
with 0 ≤ k ≤ 3. In that case the criterion can be written as a function of k. So,
for each value of k we have different criterion value, starting with 2.5% at retention
µS1 , ending with 30% at retention µS1 + 3σS1 and proportionally in between. The
absolute value of the relative error in that case has to be smaller than C(k) with
(15) C(k) =
k
3
0.3 +
(
1− k
3
)
0.025.
Note that for the large values of k we allow a larger approximation error. The
main reason for that is hidden in the nature of the quantities we are going to
approximate.
As an example consider the Stop-Loss premium. By increasing the value of k, we
increase the retention level a. For larger a we allow a larger relative error since the
absolute value of the Stop-Loss premium at that retention is small, much smaller
than the absolute value at low retentions. So, even the relative error of 30% at
retention µS1 + 3σS1 is not so significant in the absolute sense.
Next, we describe how the procedure of testing is actually organized.
For each situation from Table 8, the approximated value will be compared with
the true value. The convolutions are going to play the role of true values. This
is possible in cases 21, 22, 31 and 32. In 11 and 12, the approximations will be
compared with the simulated values.
For each simulated value a 95% confidence interval will be constructed, the length
of which will be based on the criterion at that point.
What we are going to do in practice is to replace the true value T with the X,
which is the center of the confidence interval. And the error of such replacement
should be not large comparing to the criterion at that point. To achieve this we
proceed as follows.
Denote the approximated value by X. We now say that X satisfies the criterion
if
X(1− C(k)) ≤ X ≤ X(1 + C(k)).
The 95% confidence interval is given by
X(1− θC(k)) ≤ T ≤ X(1 + θC(k)).
Having such set up we can make X as close to T as we want by decreasing the
value2 of θ.
We are interested in
|X − T |
T
≤ |X(1 + C(k))−X(1− θC(k))|
X(1− θC(k)) =
C(k) + θC(k)
1− θC(k) ,
2Theoretically this is of course possible since the length of the confidence interval is converging
to 0 when number of simulations tends to infinity. In practice it can be very time-consuming
process. This part will be explained in detail in Lukocius (2008).
ACCURACY OF APPROXIMATIONS IN ACTUARIAL OVERDISPERSION MODELS 19
and we want to have C(k)+θC(k)1−θC(k) as close to C(k) as possible. It is clear that the
equality can be achieved only when θ = 0, which is possible only for infinite number
of simulations. This means that we cannot eliminate the error of the replacement
but, we can try to control it.
Let say that we are satisfied if the error of the replacement is not more than
0.5% at k = 0, not more than 5% at k = 3 and proportional in between. For this
we define
E(k) =
k
3
0.05 +
(
1− k
3
)
0.005.
So, we are happy enough to have
C(k) + θC(k)
1− θC(k) = C(k) + E(k).
This equation defines θ which actually is a function of k
θ(k) =
E(k)
C(k) + C(k)2 + E(k)C(k)
.
So, for each value of k, the length of the confidence interval has to be not larger
than
2XE(k)
1 + C(k) + E(k)
.
It has to be mentioned that in practice the length of the confidence interval is
not known in advance since X is defined during the simulation process. Therefore,
some pilot study has to be performed before starting the main simulation procedure.
The proposal is to perform 10000 simulations to get the first X approximation and
then continue simulating step by step (let say by 100 simulations, updating the X
precision) until the needed precision (which is defined by the length of the confidence
interval) is reached.
The same analysis will be performed for all quantities of interest. These are the
net Stop-Loss premium, Variance of the Stop-Loss contract and the Value at Risk
of the aggregated claim amount S.
7.1. Net Stop-Loss premium. This section deals with the accuracy of the ap-
proximations when the net Stop-Loss premium is a calculation target. The algo-
rithm is simple. For each situation from Table 8 the approximation will be compared
with the true value on the basis of criterion (15). We are interested in the parameter
range in which the approximations (or one approximation) work well. The result
will be presented as the rule of thumb for Model 4.
Starting point is the rule of thumb given in (14). First of all, it is interesting to
know whether it still works for Model 4. To see this, Table 9 was constructed. All
the situations from Table 8 are divided into two parts according to the equations
from (14). Then, the relative approximation error is calculated and compared
with the criterion. Numbers in the table show the number of situations where
the approximation (IG stands for the Inverse Gaussian and G − IG stands for
the Gamma-Inverse Gaussian) error satisfies the criterion (the number between
brackets shows the total number of situations). The ”Total” column tells in how
many situations at least one approximation satisfies the criterion.
The first conclusion which can be drawn from the table is that we should not use
the rule of thumb of Model 2 for Model 4. According to the rule (14) we have to
switch to the Inverse Gaussian approximation as soon as 1.5 < κ4S < 50, but Table
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Assumption 11 Satisfy the criterion
L ∼ Gamma, C ∼ Lognormal Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 12(12) 11(12) 12(12)
5 < κ3C < 15 or 1.5 < κ4S < 50 24(24) 19(24) 23(24)
Assumption 12 Satisfy the criterion
L ∼ IG, C ∼ Lognormal Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 9(9) 7(9) 9(9)
5 < κ3C < 15 or 1.5 < κ4S < 50 51(60) 24(60) 47(60)
Assumption 21 Satisfy the criterion
L ∼ Gamma, C ∼ IG Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 27(27) 27(27) 27(27)
5 < κ3C < 15 or 1.5 < κ4S < 50 9(9) 8(9) 9(9)
Assumption 22 Satisfy the criterion
L ∼ IG, C ∼ IG Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 27(27) 27(27) 27(27)
5 < κ3C < 15 or 1.5 < κ4S < 50 40(42) 20(42) 39(42)
Assumption 31 Satisfy the criterion
L ∼ Gamma, C ∼ Gamma Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 27(27) 27(27) 27(27)
5 < κ3C < 15 or 1.5 < κ4S < 50 9(9) 8(9) 9(9)
Assumption 32 Satisfy the criterion
L ∼ IG, C ∼ Gamma Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 27(27) 27(27) 27(27)
5 < κ3C < 15 or 1.5 < κ4S < 50 40(42) 20(42) 39(42)
Table 9. Results of the calculation accuracy testing when the net
Stop-Loss premium is the approximation target.
9 clearly shows that the Gamma-Inverse Gaussian approximation is better (more
often satisfies the criterion) than the Inverse Gaussian one in all the situations
considered.
This means that the rule of thumb for Model 4 takes a really simple form. The
general advice will be to use the Gamma-Inverse Gaussian approximation when
deal with the net Stop-Loss premium calculation in the region of interest (which is
expressed in terms of the considered distributional assumptions which are defined
in Table 8 and the values of the underlying parameters which are defined in Table
7).
Now the following questions arise:
• Why do the approximations work well even for large cumulants?
• Why do large kurtosis values not harm the G− IG approximation?
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In the first place it should be noted that we consider a restricted region in the
parameter space. In particular, λ is larger and this means that we have more
observations. Furthermore, the range of a is from µS1 to µS1+3σS1 . If we compare
σS1 and σS4 it is seen that σS1 is much smaller than σS4 and hence we are not that
far in the tail of S4. In general, when considering relative error, approximations
work better for the middle part then in the tail.
7.2. Variance of the Stop-Loss contract. This section deals with the calcula-
tion accuracy of the variance of the Stop-Loss contract.
Just as in the previous section, all the analysis will be based on the parameters
values from Table 8 and the rule of thumb will be given for the region of interest
from Table 7.
The structure of the testing procedure is the same as well. Under the assumptions
21, 22, 31, 32, convolution results will play a role of the true values and under the
assumptions 11 and 12, the ”true” values will be simulated.
At this point it is necessary to mention that the confidence interval approach
stays the same as for the net Stop-Loss premium. In this report we are not giving
the confidence intervals calculation details as well as the convolutions calculation
details. These will be presented later in Lukocius (2008).
Table 10, just like Table 9, is based on the rule of thumb for Model 2 (see (14)).
Moreover, the conclusion which we have drawn from Table 10 is completely in
line with conclusions which originally was presented for the net Stop-Loss premium
under Model 4. This means that the general advice for the approximation of the
variance is the Gamma-Inverse Gaussian approximation. But we have to admit
that the Inverse gaussian approximation is almost as good as the Gamma-Inverse
gaussian one when the variance of the Stop-Loss contract is the calculation tar-
get. Therefore, rule of thumb for Model 2 is technically applicable here but, it is
definitely can be simplified to one line.
7.3. Value at Risk of the aggregated claim amount. In this section the ap-
proximations will be tested on a quantity which is not an insurance contract. This
quantity is the Value at Risk, which is often used as a risk measure in the insur-
ance world. It is defined as the inverse function of the aggregated claim size S
distribution.
For given p = P (S ≤ s) = FS(s), the Value at Risk takes the form of s = F−1S (p)
and it can be presented as an upper limit for the aggregated claim given some
probability (risk) value.
Since we do not deal with the Stop-Loss contract, we do not have the retention
level a anymore. Instead we have to define probabilities p, which will be used in
the quantile calculation. Since we are interested in the tail of the distribution of S,
the probabilities {0.9, 0.95, 0.99} are proposed for the testing purposes with a bit
wider region of interest 0.5 ≤ p ≤ 0.99.
Now, we have to define ”true” values. In our case it is almost impossible to
apply the convolution techniques, so the simulated values will play the role of the
true values in all the situations from Table 8.
The confidence interval approach which was presented earlier is still valid here.
It is only necessary to redefine the C(k) and E(k) functions which now will be a
functions of p (not k). If the criterions of the accuracy stays the same (namely,
2.5%(+0.5%) at the 0.5 quantile and 30%(+5%) at the 0.99 quantile), the new
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Assumption 11 Satisfy the criterion
L ∼ Gamma, C ∼ Lognormal Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 12(12) 12(12) 12(12)
5 < κ3C < 15 or 1.5 < κ4S < 50 24(24) 24(24) 24(24)
Assumption 12 Satisfy the criterion
L ∼ IG, C ∼ Lognormal Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 9(9) 9(9) 9(9)
5 < κ3C < 15 or 1.5 < κ4S < 50 60(60) 59(60) 60(60)
Assumption 21 Satisfy the criterion
L ∼ Gamma, C ∼ IG Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 27(27) 27(27) 27(27)
5 < κ3C < 15 or 1.5 < κ4S < 50 9(9) 9(9) 9(9)
Assumption 22 Satisfy the criterion
L ∼ IG, C ∼ IG Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 27(27) 26(27) 27(27)
5 < κ3C < 15 or 1.5 < κ4S < 50 42(42) 42(42) 39(42)
Assumption 31 Satisfy the criterion
L ∼ Gamma, C ∼ Gamma Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 27(27) 27(27) 27(27)
5 < κ3C < 15 or 1.5 < κ4S < 50 9(9) 9(9) 9(9)
Assumption 32 Satisfy the criterion
L ∼ IG, C ∼ Gamma Total IG G-IG
0 ≤ κ3C ≤ 5 and 0 ≤ κ4S ≤ 1.5 27(27) 26(27) 27(27)
5 < κ3C < 15 or 1.5 < κ4S < 50 42(42) 40(42) 41(42)
Table 10. Results of the calculation accuracy testing when the
variance of the Stop-Loss contract is the approximation target.
functions which replace C(k) and E(k) take a forms
CV aR(p) =
(p− 0.5)0.3
0.49
+
(
1− p− 0.5
0.49
)
0.025
and
EV aR(p) =
(p− 0.5)0.05
0.49
+
(
1− p− 0.5
0.49
)
0.005.
So, for each value of p, the length of the confidence interval has to be not larger
than
2V EV aR(p)
1 + CV aR(p) + EV aR(p)
to satisfy the replacement error condition, where V is the center of the confidence
interval for the Value at Risk.
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To get the Value at Risk by applying the approximation technique, we have to
solve the non-linear equation F˜S(s)−p = 0 w.r.t. s, where F˜S is the approximation
of the FS distribution. Since this equation hardly can be solved analytically, it will
be done by using the Newton’s (also known as the Newton-Raphson) method.
Like in the previous sections, we do not give any calculation details here, only
the numerical results. All the details will be presented later in Lukocius (2008).
Numerical results showed that the Inverse Gaussian approximation has a quite
small relative errors, much smaller than the Gamma-Inverse Gaussian approxima-
tion. Moreover, for some situations where the Gamma-Inverse Gaussian approxima-
tion was used, Newton’s method did not converge at all. The reason for that can be
hidden in the nature of the Gamma-Inverse Gaussian approximation. The problem
is that in the extreme cases it does not satisfy all the distribution properties (namely
monotonicity), which is important for the fast Newton-Raphson convergence. But
this is only a heuristic argument since no deep analysis has been performed on this
subject.
Consequently, Figure 7 presents approximation results only for the Inverse Gauss-
ian case. The upper part of the figure presents the relative errors under the situa-
tions 11, 21 and 31. It can be seen that in all the cases the relative error is smaller
than 2%. This is a nice result, which is totally satisfies our requirements. The
lower part of the figure contains the relative errors of the 12, 22 and 32 situations.
Here we have a bit larger relative errors, up to 8% under the 0.99 probability. But
the large errors correspond to the very extreme cases where the dependence effect
is expected to be huge.
Therefore, the conclusion will be that the Inverse Gaussian approximation can
be used in the Value at Risk calculation.
As a conclusion of the section we are going to present the rule of thumb for
Model 4. The general suggestion would be to use the Gamma-Inverse Gaussian
approximation for the net Stop-Loss premium and the variance of the Stop-Loss
contract approximation and the Inverse Gaussian approximation for the Value at
Risk approximation when the aggregated sum is modelled by Model 4. Certainly,
this rule is valid in the limited region of the parameters of interest which is pre-
sented in Table 7 and restricted to the distributions under consideration which are
presented in Table 8. The schematic view of the rule of thumb for Model 4 you can
find in (11).
² ≤ 0.05
C ∼ Lognormal or IG or Gamma 0.05 ≤ γC ≤ 2
+ λ ≥ 400
L ∼ IG or Gamma 5 ≤ µG ≤ 20
γL ≤ 1.5 for L ∼ Gamma
⇓ γL ≤ 2.5 for L ∼ IG
net Stop-Loss premium approximation ⇒ Gamma-IG
variance of the Stop-Loss contract approximation ⇒ Gamma-IG
Value at Risk approximation ⇒ IG
Table 11. The rule of thumb for Model 4.
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0.002
0.004
0.006
0.008
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0.012
0.014
0.016
0.018
p
(a) Situations 11, 21 and 31
0.9 0.9 0.9 0.9 0.95 0.95 0.95 0.99 0.99 0.99
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
p
(b) Situations 12, 22 and 32
Figure 7: Relative errors of the Value at Risk using the Inverse Gaussian approxi-
mation
8. Conclusions
The goal of this report was to determine the good approximation3 (among the
considered ones) for the distribution of the aggregated claim amount S assuming
the overdispersion model (2). Similar work was performed in Reijnen et al. (2005),
where five approximations (Normal power, Edgeworth expansions, Gamma, Inverse
3Which satisfies the given criterion.
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gaussian and Gamma-Inverse gaussian) were tested in detail, assuming different
models for S and different underlying distributions. As a result, a relatively simple
rule of thumb, which specifies the best approximation for the given parameters
range under the fixed criterion condition, was constructed.
In the paper above the whole analysis was based on the net Stop-Loss premium,
which is indeed a good tool as soon as we are interested in the tail of the distribution.
In the present report, besides the net Stop-Loss premium, two more quantities
were considered: the variance of the Stop-Loss contract and the Value at Risk,
which is often used as a risk measure in the insurance world.
Numerical results showed that the Gamma-Inverse Gaussian approximation is
the best for the net Stop-Loss premium and the variance of the Stop-Loss contract
calculation in the restricted region (which is expressed in terms of the considered
distributional assumptions which are defined in Table 8 and the values of the un-
derlying parameters which are defined in Table 7) but, that it is better to use the
Inverse Gaussian approximation for the Value at Risk calculation in the same region
of interest. As a conclusion was presented the rule of thumb for Model 4 which can
be found in (11).
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