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Abstract
Consider a compact Abelian group Z and closed subgroups U1, . . . , Uk ≤
Z. Let T := R/Z. This paper examines two kinds of functional equation for
measurable functions Z −→ T.
First, given f : Z −→ T and w ∈ Z, the resulting differenced function is
dwf(z) := f(z − w)− f(z).
In this notation, we study solutions to the system of difference equations
du1 · · · dukf ≡ 0 ∀u1 ∈ U1, u2 ∈ U2, . . . uk ∈ Uk.
Second, we study tuples of measurable functions fi : Z −→ T such that fi is
invariant under translation by Ui and also
f1 + · · ·+ fk = 0.
For these equations, the solutions form a subgroup of F(Z) or F(Z)k, where
F(Z) is the group of measurable functions Z −→ T modulo Haar-a.e. equality.
The subgroup of solutions is closed under convergence in probability and is glob-
ally invariant under rotations of Z, so it is a complete metrizable Z-module. We
will give a recursive description of the structure of this Z-module relative to the
solution-modules of lower-order equations of the same kind.
These results are obtained as applications of an abstract theory of a special class
of Z-modules. Most of our work will go into showing that this class of modules
is closed under various natural operations. Knowing that, the above descriptions
follow as easy consequences.
Partial difference equations of the above kind can be seen as an extremal ver-
sion of the inverse problem for the higher-dimensional, directional analogs of
Gowers’ uniformity norms. Our methods also give some information about the
‘stability’ version of this inverse problem, which concerns functions whose Gow-
ers norm is sufficiently close to being maximal.
∗Research supported by a fellowship from the Clay Mathematics Institute
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1 Introduction
Let Z be a compact Abelian group, let U1, . . . , Uk ≤ Z be closed subgroups, and let
A be an Abelian Lie group. Let mZ be the Haar probability measure on Z . This paper
will study two kinds of functional equation for measurable functions Z −→ A, up to
mZ-a.e. equality, specified in terms of the subgroups Ui.
First, given f : Z −→ A and an element w ∈ Z , we define the associated differ-
enced function to be
dwf(z) := f(z − w)− f(z). (1)
This is the obvious discrete analog of a directional derivative. Given a subgroup W ≤
Z , we will sometimes write dW f for the function
W × Z −→ A : (w, z) 7→ dwf(z).
The two classes of equation to be studied are the following.
• The partial difference equation, or PDceE, associated to the tuple (U1, . . . , Uk)
is the system
du1 · · · dukf = 0 ∀u1 ∈ U1, u2 ∈ U2, . . . , uk ∈ Uk (2)
(since we quotient by functions that vanish a.e., this means formally that for
strictly every u1, . . . , uk, the left-hand side is a function Z −→ A that vanishes
at almost every z). The integer k is the order of this PDceE.
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• Suppose now that fi : Z −→ A, i = 1, . . . , k, are measurable functions such
that fi is Ui-invariant (that is, f(z − u) = f(z) for mZ-a.e. z ∈ Z , for all
u ∈ Ui) and such that
f1(z) + · · ·+ fk(z) = 0 for mZ -a.e. z. (3)
A tuple (fi)ki=1 satisfying (3) will be called a zero-sum tuple of functions, and
the problem of describing such tuples will be called a zero-sum problem.
Henceforth we refer to Z as the ambient group for either of these problems, and
to U = (Ui)ki=1 as the tuple of acting subgroups.
The target Lie group of greatest interest is A = T (or A = S1, when there is reason
to write the equations multiplicatively). Most of our concrete examples will have target
either T or Z.
Zero-sum problems are closely related to PDceEs. The most obvious connection is
the following. If f satisfies the PDceE associated to U = (U1, . . . , Uk), then we may
write this as ∑
e⊆[k]
(−1)|e|f ◦ qe = 0,
where
qe : U1 × · · · × Uk × Z −→ Z : (u1, . . . , uk, z) 7→ z −
∑
i∈e
ui.
This is a zero-sum problem associated to the family
(ker qe)e⊆[k]
of 2k subgroups of U1 × · · · × Uk × Z .
On the other hand, if (f1, . . . , fk) is a solution of (3), then for each i = 2, 3, . . . , k
one has duifi = 0 for all ui ∈ Ui, and so applying several of these operators to (3)
gives
du2 · · · dukf1 ≡ 0 ∀u2 ∈ U2, . . . , uk ∈ Uk.
Another relation between (3) and a PDceE is the following. Given U = (Ui)ki=1,
the most obvious solutions to the associated PDceE are the sums
k∑
i=1
fi (4)
in which each fi is Ui-invariant. Thus there is a natural sum map from tuples of Ui-
invariant functions to PDceE-solutions for U. The zero-sum tuples are precisely the
elements of the kernel of this map: that is, they describe the non-uniqueness of the
representation in (4). We will return to such issues of uniqueness at length later.
This paper will show that PDceEs and zero-sum problems are also related in that
their modules of solutions all fall into a more general class of Z-modules having a spe-
cial and fairly explicit structure. Before formulating those results, it is worth collecting
some motivating examples.
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1.1 Some concrete examples
The above observations allow us to pass quickly between examples of zero-sum tuples
and PDceE-solutions. Often examples are easier to find in the former setting, although
we shall also discuss some examples of PDceEs directly.
Many examples will be written in the form
f1(M1(θ1, . . . , θd)) + · · ·+ fk(Mk(θ1, . . . , θd)) ≡ 0,
where
• (θ1, . . . , θd) is an argument in Td;
• each Mi is an (ri × d)-integer matrix for some ri < d, interpreted as a homo-
morphism Td −→ Tri ;
• the functions fi : Tri −→ A are measurable.
This is equivalent to asserting that (fi ◦Mi)di=1 is a zero-sum tuple on Td in which the
ith function is (kerMi)-invariant.
Example 1.1. Let us begin with the important special case
U1 = U2 = . . . = Uk = Z.
When k = 1, the PDceE-solutions are precisely the constant functions, and when k = 2
they are precisely the affine functions (that is, constants plus homomorphism Z −→
A).
If A = R and we allow Z = Zd (ignoring here that it is non-compact), then an
easy exercise shows that the solutions to this PDceE with k copies of Z are precisely
the polynomials of degree at most k − 1.
In case Z is a vector space over a finite field Fq and A = T, one also obtains an
identification of functions satisfying this PDceE with the classical notion of a polyno-
mial as a sum of monomials (evaluated mod 1), but with some extra subtleties in the
meaning of ‘degree’. This phenomenon is the subject of a detailed analysis by Tao and
Ziegler in their work [38] on the inverse problem for the Gowers norms over Fdq . We
will return to the connection between our work and Gowers norms a little later.
On the other hand, if Z = Td and A = T, then another simple exercise shows that
the solution-module stabilizes at k = 2: if f : Z −→ A is a function such that for
some k, all kth differenced functions of f are zero, then f is actually affine. ⊳
Example 1.2. Affine functions also appear in more general zero-sum triples. If χ1, χ2
and χ3 are any three characters on Z which sum to zero, then they are a zero-sum triple
for the subgroups Ui := kerχi, i = 1, 2, 3. For example, on Z = T2, the equation
θ1 + θ2 + (−θ1 − θ2) = 0
is an example of this kind using the three characters
χ1(θ1, θ2) = θ1, χ2(θ1, θ2) = θ2 and χ3(θ1, θ2) = −θ1 − θ2.
⊳
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Example 1.3. Now suppose that Z1 := U1 + . . . + Uk is a proper subgroup of Z . In
this case the PDceE and zero-sum problem effectively reduce to those on the subgroup
Z1. Knowing the possible solutions on Z1, one obtains solutions on Z by making a
measurable, but otherwise completely arbitrary, selection of solutions on each coset of
Z1, and all solutions on Z are clearly of this kind.
For instance, if Z1 := U1 + U2 + U3 is a proper subgroup of Z , then one may let
(χi,z)
3
i=1 be a measurable selection of a zero-sum triple of characters on Ẑ1 (as in the
previous example) indexed by z ∈ Z/Z1, and now obtain a zero-sum triple on Z by
letting σ : Z/Z1 −→ Z be a measurable cross-section and setting
fi(z) := χi,z+Z1(z − σ(z + Z1)).
This phenomenon will be of great importance in the sequel. It can be simplified
by working on each coset of U1 + . . . + Uk separately, which effectively allows us
to assume that Z = U1 + . . . + Uk. However, this does not evade the phenomenon
completely, because our description of PDceE-solutions for the tuple (U1, . . . , Uk) will
be relative to the solutions of the simpler PDceEs corresponding to its (k − 1)-sub-
tuples, such as (U2, . . . , Uk). Since one may have U2 + . . . + Uk  U1 + . . . + Uk,
we will need this ‘measurable-selection’ picture for describing the solutions to those
simpler equations. ⊳
Example 1.4. Perhaps the simplest nontrivial example in which the Uis are distinct is
the PDceE on T2 associated to U1 := T × {0} and U2 := {0} × T. In this case f is a
solution if and only if
d(u,0)d(0,v)f(x, y) = f(x+ u, y + v)− f(x, y + v)− f(x+ u, y) + f(x, y) = 0
almost surely. Changing variables from (z, y, u, v) to (z, y, x′, y′) with x′ := x + u
and y′ := y + v, this becomes
f(x′, y′)− f(x, y′)− f(x′, y) + f(x, y) = 0 almost surely,
and this now re-arranges to
f(x, y) := (f(x, y′)− f(x′, y′)) + f(x′, y).
By Fubini’s Theorem, a.e. choice of (x′, y′) is such that this re-arranged equation holds
for a.e. (x, y), so fixing such a choice of (x′, y′), the right-hand side is manifestly a
sum of a U1-invariant function (i.e., depending only on y) and a U2-invariant function
(depending only on x). ⊳
For the PDceE associated to a general tuple (Ui)ki=1, the most obvious solutions
are the generalization of the above: functions of the form
∑k
i=1 fi in which each fi
is Ui-invariant. The above change-of-variables trick may be performed whenever the
subgroups U1, . . . , Uk are linearly independent, meaning that for (ui)ki=1 ∈
∏k
i=1 Ui
one has ∑
i
ui = 0 =⇒ u1 = u2 = . . . = uk = 0.
In a sense, this is the extreme opposite of the case considered in Example 1.1. The
change-of-variables leads to a simple solution of the PDceE in the linearly independent
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case: see Subsection 9.1, where it is shown that the ‘obvious’ solutions are the only
ones.
Corresponding to this, the most obvious solutions to the zero-sum problem are
those of the form
(0, . . . , 0, f, 0, . . . , 0,−f, 0, . . . , 0),
where f : Z −→ A is invariant under (Ui + Uj) for some i < j, and the non-zeros in
this tuple are in the ith and jth positions. Further examples may then be obtained as
sums of these for different pairs (i, j).
The above examples already give a large supply of PDceE-solutions, and we can
of course produce more examples by adding these together. They are all still rather
simple, characterized by being ‘polynomial’ (perhaps actually invariant) on the cosets
of some relevant subgroup. However, there is worse to come.
Let ⌊·⌋ be the integer-part function on R, and for θ ∈ T = R/Z let {θ} be its
unique representative in [0, 1). A little abusively, we will call {·} the ‘fractional-part
map’.
Example 1.5. Define f : T× (Z/2Z) −→ T by
f(t, n) =
{
1
2{t} mod 1 if n = 0
− 12{t} mod 1 if n = 1
Let U1 := U2 := T× {0} and U3 := {0} × (Z/2Z). One computes easily that
d(0,1)f(t, n) = (−1)
n−1{t} mod 1 = (−1)n−1t,
and hence that
dU1dU2dU3f = 0.
This f is a square-root of a character onT×(Z/2Z) (that is, 2f is a character), but it
is not a character, nor does its restriction agree with a character on any nonempty open
subset of Z . It is also not invariant under any nontrivial subgroup of T× (Z/2Z). ⊳
Example 1.6. The simplest example lying between the ‘polynomial’ and linearly-
independent cases is the PDceE
d(u,0)d(0,v)d(w,w)f(x, y) = 0 (5)
for functions f : T2 −→ A. The relevant subgroups here are U1 and U2 as in Exam-
ple 1.4, together with
U3 = {(w,w) | w ∈ T}.
In this case, there is no simple change of variables from which one may read off the
structure of f , because the Uis are linearly dependent: of course, (w,w) = (w, 0) +
(0, w).
When we return to this example in Subsection 9.2, it will illustrate several of the
methods introduced on route. It corresponds to the first unresolved case of the higher-
dimensional Gowers-norm inverse problem, to be described shortly. One indication of
its delicacy is that the answer depends on the target group A.
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If A = T, then the only solutions to our PDceE are sums of functions invariant
under one of the Uis, as in Example 1.4. This fact will be among the calculations of
Subsection 9.2.
However, if A = Z then one finds a new solution:
f(x, y) := ⌊{x}+ {−y}⌋.
To verify this, observe that among R-valued functions we may write
f(x, y) = {x}+ {−y} − {x− y},
which is a sum of pieces that are individually invariant under the subgroupsU1, U2 and
U3. This illustrates that the distinction between ‘trivial’ and ‘non-trivial’ solutions can
change according to the choice of target group.
The function f not only solves the above PDceE, but it actually satisfies the equation
f(x, y)− f(z, y + z) + f(z + y, z)− f(y, z) = 0,
from which the above PDceE may be obtained by repeated differencing, as explained
earlier. This equation has an important life of its own: it is the equation for a 2-cocycle
in the inhomogeneous bar resolution of Moore’s measurable group cohomology. More-
over, standard calculations in that theory (as, for example, in [2]) show that this f is
a generator for H2m(T,Z) ∼= Z. Since, on the other hand, one can show that any so-
lution to our simpler sub-equations would have to define a coboundary in the present
setting, it follows that this function σ is not a sum of examples of those simpler kinds.
It represents a new kind of solution that our theory must also be able to account for.
These facts will be proved in Subsection 9.2. Even the absence of non-obvious
solutions when A = T seems to rely on the cohomological calculation H2m(T,T) =
0, which rules out a T-valued cohomological example analogous to the above. This
vanishing of cohomology, in turn, requires some modestly heavy machinery: I do not
know of an elementary proof. ⊳
Example 1.7. Define σ : T3 −→ T by
σ(θ1, θ2, θ3) := ⌊{θ1}+ {θ2}⌋ · θ3.
Then one can verify directly that
σ(θ1, θ2, θ3)− σ(θ1, θ2, θ3 + θ4) + σ(θ1, θ2 + θ3, θ4)
− σ(θ1 + θ2, θ3, θ4) + σ(θ2, θ3, θ4) = 0 ∀θ1, θ2, θ3, θ4. (6)
LetZ := T4, and for i = 1, . . . , 5 let σi(θ1, θ2, θ3, θ4) be the ith function appearing
in the above alternating sum. Then the functions σi are respectively invariant under the
following one-dimensional subgroups of Z:
U1 := (0, 0, 0, 1) · T, U2 := (0, 0,−1, 1) · T,
U3 := (0,−1, 1, 0) · T, U4 := (−1, 1, 0, 0) · T,
U5 := (1, 0, 0, 0) · T.
7
Here we interpret each of these 4-vectors as a (1 × 4)-matrix, so the above notation
means that
U1 = {(0, 0, 0, θ) | θ ∈ T},
and similarly.
This is also an example of cohomological origin. This time, σ is a 3-cocycle in the
inhomogeneous bar resolution for H3m(T,T) ∼= Z, and it turns out to be a generator for
that cohomology group. As before, this will imply that it cannot be decomposed into a
sum of solutions to simpler equations. ⊳
Examples 1.6 and 1.7 suggest a link to group cohomology. In general, any non-
trivial class in Hpm(T,T) (which is nonzero when p is odd [2]) gives a zero-sum tuple
with p+ 2 elements. In Subsection 9.2 we will fit these into a general class, and show
that they never decompose into solutions of simpler equations: see Lemma 9.3.
A selection of more complicated examples will be offered in Subsection 9.3.
Remark. It is worth noting that the above examples, and also those to come in Subsec-
tion 9.3, all take the form of ‘step-polynomials’. In case Z = Td, these are functions
obtained by first imposing a ‘coordinate-system Td −→ [0, 1)d’ using the fractional-
part map; then decomposing Td into regions according to some linear inequalities
among these fractional parts; and finally taking a different polynomial function of those
fractional parts on each of the regions.
This is not at all a coincidence. It turns out that solutions to PDceEs and zero-sum
problems can always be decomposed, in a certain sense, into ‘basic solutions’ that are
functions of this ‘semi-algebraic’ kind. This feature will be the subject of a future
paper. ⊳
1.2 Modules of solutions
The examples above and in Subsection 9.3 exhibit considerable variety as individual
functions. However, it will turn out that the global structure of the solution-modules
admits a relatively simple ‘recursive’ description. In proving this, we will see that
group cohomology is not just a source of examples: it will be the key tool for teasing
this structure apart. The main structural results will be formulated next.
First recall that for any compact Abelian Z , any Borel function from Z to a separa-
ble metric space must be lifted from some metrizable quotient of Z . For our problems
of interest, we will therefore lose no generality if we assume that Z itself is metrizable
(equivalently, second-countable). This assumption is to be understood throughout the
rest of the paper, and will usually not be remarked explicitly.
Let F(Z,A) denote the space of measurable functions f : Z −→ A modulo agree-
mentmZ-a.e., equipped with the topology of convergence in probability. This becomes
a topological Z-module when Z acts by translation: for w ∈ Z , we denote the transla-
tion operator by
Rw : F(Z,A) −→ F(Z,A), Rwf(z) := f(z − w).
We will usually abbreviate F(Z,T) =: F(Z).
Because we are assuming Z is metrizable, the topology of F(Z,A) is Polish: that
is, it can be generated by a complete, separable, translation-invariant metric. This is
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the key point at which we need the metrizability of Z: without it, the function space
F(Z,A) would not be separable, and so would fall outside the domain of some tools
that we will need later.
If d is a complete group metric on A, than a suitable choice of metric on F(Z,A)
is offered by the conventional metric describing convergence in probability:
d0(f, g) := inf
{
ε > 0
∣∣mZ{z ∈ Z | d(f(z), g(z)) > ε} < ε}.
When we need an explicit metric on F(Z,A) in the sequel, it will always be of this
kind. In case A = T, the metric on A itself will usually be | · |, inherited from the
Euclidean distance on R.
Given k ∈ N, we will write [k] := {1, 2, . . . , k}.
Now let Z and its subgroupsU1, . . . , Uk be as before. For a subset e ⊆ [k], we will
always set
Ue :=
∑
i∈e
Ui,
where this is understood to be {0} in case e = ∅.
Consider the PDceE associated to U for A-valued measurable functions. If one
knows how to solve this PDceE in case the ambient group is U[k], then for general
Z ≥ U[k] one may simply make an independent (measurable) selection of solutions
on every coset of U[k]. Therefore the description of solutions in general reduces to the
description of solutions in case Z = U[k].
For each e = {i1, . . . , iℓ} ⊆ {1, 2, . . . , k}, let
Me :=
{
f ∈ F(Z,A)
∣∣ dui1 · · · duiℓ f ≡ 0 ∀ui1 ∈ Ui1 , ui2 ∈ Ui2 , . . . , uiℓ ∈ Uiℓ}.
This is a family of closed Z-submodules of F(Z,A), and they clearly satisfy
a ⊆ e =⇒ Ma ⊆Me
and M∅ = {0}. The largest module, M[k], consists of the solutions to our PDceE.
Within it, we will sometimes refer to the elements of
∑
e$[k]Me as the submodule of
degenerate solutions: these are sums of solutions to the different nontrivial simplifi-
cations of our PDceE. In Examples 1.6 and 1.7, the function exhibited is interesting
because it is not degenerate, as will be proved later.
However, it turns out that, in a certain sense, the full solution-module M[k] cannot
be too much larger than the submodule of degenerate solutions. In case Z = U[k], we
will find that
∑
e$[k]Me is relatively open-and-closed inside M[k]. This means that
there are only countably many classes of solutions modulo the degenerate solutions,
and that these classes are all separated by at least some positive d0-distance ε. In
case Z 	 U[k], this picture still obtains on every coset of U[k] individually. In case
Z is a Lie group and Z = U[k], we will also find that the resulting discrete quotient
group M/(
∑
e$[k]Me) is finitely generated, so that there is a finite list of ‘basic’ non-
degenerate solutions that generates all the others, modulo degenerate solutions.
In order to prove these facts, we will need a more complete structural picture of the
module of degenerate solutions themselves. That module is the image of the homo-
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morphism
k⊕
i=1
M[k]\i −→M[k]
given by the sum of the obvious inclusions. We will want to describe the module of
degenerate solutions in terms of the individual modules M[k]\i, expecting that these
have already been ‘understood’ in the course of an induction on k. However, to use
this idea one must also describe the kernel of the above sum over inclusions: that is,
describe the possible non-uniqueness in the representation of a degenerate solution as
a sum of solutions to simpler equations.
At this point, one notices that this kernel has its own ‘degenerate’ elements. If
f ∈M[k]\{i,j} for some i < j, then from this one obtains the zero-sum tuple
(0, 0, . . . , 0, f, 0, . . . , 0,−f, 0, . . . , 0) ∈
k⊕
i=1
M[k]\i,
where the nonzero entries are in positions i and j (similarly to Example 1.4 above).
One may now add together such examples for different pairs {i, j} to produce further
examples.
Similarly to the situation with degenerate solutions to the original PDceE, we will
find that sums of these degenerate examples are ‘most’ of the possible zero-sum tuples
in
⊕k
i=1M[k]\i.
These sums of degenerate examples are the image of a homomorphism
⊕
i<j
M[k]\{i,j} −→
k⊕
i=1
M[k]\i.
In order to analyze the degenerate examples of zero-sum tuples, we will now need to
describe the kernel of this homomorphism.
The following structure emerges from repeating this line of enquiry. For each ℓ ∈
{1, . . . , k − 1}, there is a natural map
∂ℓ+1 :
⊕
a∈([k]ℓ )
Ma −→
⊕
e∈( [k]ℓ+1)
Me
defined by
(
∂ℓ+1((ma)a)
)
{i1<...<iℓ+1}
=
ℓ+1∑
j=1
(−1)j−1m{i1<...<iℓ+1}\{ij}.
These are obviously relatives of the boundary maps in simplicial cohomology, and
just as in that theory one computes easily that ∂ℓ+1∂ℓ = 0 for every ℓ. We have
therefore constructed a complex of Z-modules
0
∂1−→
k⊕
i=1
Mi
∂2−→
⊕
i<j
Mij
∂3−→ · · ·
∂k−1
−→
⊕
|e|=k−1
Me
∂k−→M[k]
∂k+1
−→ 0 (7)
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(where of course ∂1 and ∂k+1 are both the zero homomorphism).
In terms of this picture, we can finally formulate our main theorem relating M[k] to
the modules Me for e $ [k].
Theorem A Fix k ≥ 2 and let (Me)e⊆[k] be as above. If Z = U[k], then there is
some ε > 0 such that for all ℓ ∈ {2, . . . , k}, img ∂ℓ is relatively open-and-closed in
ker∂ℓ+1, with any distinct cosets of this submodule separated by at least ε in the metric
d0.
If, in addition, Z is a Lie group and A is compactly generated, then each quotient
ker∂ℓ+1/img ∂ℓ for ℓ ≥ 2 is finitely generated.
If Z ≥ U[k], the structure described above obtains upon restricting to any individ-
ual coset of U[k].
The key to Theorem A will be an abstract class of families of modules (Me)e for
which the complex above admits such a structural description. Note that ker ∂2 is
omitted from the statement of Theorem A: we will also obtain a description of that
kernel for this class of module-families, but not always as a discrete module.
In connection with the finite-generation part of this theorem, we will find that if
A = T andZ is a Lie group, then the rank of the quotients ker ∂ℓ+1/img ∂ℓ can depend
heavily on Z: for instance, it can be arbirarily large for finite groups Z of rank 3, all
of which may be seen as subgroups of T3. This will be seen when we analyze some
relatives of Examples 1.6 and 1.7 in Subsection 9.2 (see, in particular, the discussion
following Lemma 9.3).
A similar structure obtains in the case of zero-sum tuples. To describe this, now for
each e ⊆ [k] let
Ne :=
{
(fi)
k
i=1 ∈
k⊕
i=1
F(Z,A)Ui
∣∣∣ k∑
i=1
fi = 0 and fi = 0 ∀i ∈ [k] \ e
}
,
where F(Z,A)Ui denotes the Ui-invariant members of F(Z,A). Once again, Na ⊆
Ne whenever a ⊆ e, and this time Na = {0} whenever |a| ≤ 1.
Now the same definition as above gives homomorphisms
∂ℓ+1 :
⊕
|a|=ℓ
Na −→
⊕
|e|=ℓ+1
Ne for each ℓ ∈ {2, . . . , k − 1}
which fit into the complex
0
∂2=0−→
k⊕
i<j
Nij
∂3−→
⊕
|a|=3
Na
∂4−→ · · ·
∂k−1
−→
⊕
|e|=k−1
Ne
∂k−→ N[k]
∂k+1=0
−→ 0.
The following is the analog of Theorem A for zero-sum tuples.
Theorem B If Z = U[k], then there is some ε > 0 such that in the above complex, for
all ℓ ∈ {3, . . . , k}, img ∂ℓ is relatively open-and-closed in ker∂ℓ+1, with any distinct
cosets of this submodule separated by at least ε in the metric d0.
If, in addition, Z is a Lie group and A is compactly generated, then each quotient
ker∂ℓ+1/img ∂ℓ for ℓ ≥ 3 is finitely generated.
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If Z ≥ U[k], the structure described above obtains upon restricting to any individ-
ual coset of U[k].
In addition, we will prove the following.
Theorem A′ (resp. B′) In Theorem A (resp. B), there is a choice of ε > 0 that
depends only on k, not on Z or U.
We shall first prove versions of Theorems A and B in which ε may also depend on
the dataZ andU, but then show that this dependence can be removed by a compactness
argument. Owing to this use of compactness, we will not obtain an explicit estimate for
ε in terms of k, although presumably one could be extracted by making the intermediate
steps of the earlier proofs quantitative.
In case the target module A is a Euclidean space, the results of Theorems A and B
simplify considerably.
Corollary A′′ (resp. B′′) In Theorem A (resp. B), if A is a Euclidean space with a
Z-action, then ker ∂ℓ+1 = img ∂ℓ for all ℓ ≥ 2 (resp. ℓ ≥ 3).
In particular, every A-valued solution f of the PDceE associated to Z and U =
(U1, . . . , Uk) takes the form f =
∑k
i=1 fi, where fi is Ui-invariant; and every A-
valued zero-sum tuple (fi)ki=1 associated to U may be written as
(fi)
k
i=1 =
∑
1≤i<j≤k
(0, 0, . . . , hij , . . . ,−hij , 0),
for some functions hij ∈ F(Z,A)Ui+Uj , where hij appears in the ith position of this
tuple and −hij appears in the jth position.
Although this Euclidean case is rather simple, it is worth noting, because the study
of PDceEs in case A = R is an obvious relative of the classical theory of linear,
constant-coefficient PDEs. It corresponds to systems of such linear PDEs consisting of
the vanishing of finite lists of multiple directional derivatives.
Linear, constant-coefficient PDEs are one of the most classical subjects in PDE the-
ory. Their analysis was essentially completed during the 1960s in work of Ho¨rmander,
Ehrenpreis, Palamodov, Tre`ves and others: see, for instance, the classic books of
Ho¨rmander [20], Tre`ves [40] and especially Palamodov [27]. A nice introduction to
the main points is also given by Bjo¨rk in [4, Chapter 8]. Those older works rely on
representing the relevant PDE solutions by Fourier analysis. Since we allow arbitrary
measurable functions Z −→ R, without any assumption of integrability, the Fourier
transform is unavailable in our setting. Curiously, I do not see how to prove Corol-
lary A′′ or B′′ without using the machinery developed in the present paper, at least
to the extent that it connects with the problem of computing R-valued cohomology
groups, which mostly turn out to vanish ([2, Theorem A]). It would be interesting to
know whether any other parts of the study of linear, constant-coefficient PDE could be
developed in our setting, but I have not pursued this idea very far.
Let us next give an informal sketch of our approach to Theorem A. Theorem B will
be obtained from the general theory in much the same way.
The starting point is the simple observation that if f ∈M[k] then duf ∈M[k−1] for
every u ∈ Uk, and similarly under differencing by elements of the other Uis. Thus, if
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one has already obtained enough information about the elements of M[k−1] as part of
some inductive hypothesis, one can try to obtain from this a description of the function
Uk −→M[k−1] : u 7→ duf,
and hence recover something of the structure of f .
The key to this strategy is an a priori description of all maps Uk −→ M[k−1] that
could arise in this way, before determining the structure of M[k]. The key piece of
structure that makes this possible is the relation
du+u′f(z) = duf(z) + du′f(z − u).
This follows immediately from the definition of du. In the terminology of group coho-
mology, it asserts that the function u 7→ du is an M[k−1]-valued 1-cocycle. The ma-
chinery of group cohomology (specifically, the measurable version of group cohomol-
ogy developed for locally compact groups and Polish modules by Calvin Moore [24,
25, 26]) makes it possible to describe the space of these 1-cocycles, provided one knows
enough about the structure of the module M[k−1]. This description will involve the
whole of the complex appearing in Theorem A.
To use this strategy, we will define an abstract class of families of Z-modules, and
then show that it is closed under several natural operations, such as forming kernels,
quotients, extensions and cohomology. The members of this class are the ‘almost mod-
est P-modules’, which will be defined in Section 4 after several preparations have been
made. We will then show how the family of modules (Me)e can be assembled induc-
tively out of simpler module-families using those basic operations. This reconstruction
of (Me)e amounts to a more abstract presentation of the differencing idea above. Since
those simpler ingredients can be shown to be almost modest P-modules, the closure
properties of this class imply the same of (Me)e, and the conclusions of Theorem A
are contained in this fact. A similar argument will give Theorem B.
In addition to proving Theorems A and B, in principle the theory of P-modules
offers a procedure for computing the quotients ker ∂ℓ+1/img ∂ℓ in those theorems ex-
plicitly. This procedure will be the basis of the further worked examples in Section 9.
It rests on the ability to calculate cohomology groups of the form Hpm(Y,A), where Y
is a compact Abelian group and A is a Lie Y -module, but this ability is more-or-less
standard: see Appendix A. In particular, in the setting of Theorem A, if k ≥ 2 and
Z = U1 + . . . + Uk, then one can explicitly compute the group M[k]/(
∑k
i=1M[k]\i)
of PDceE-solutions modulo degenerate solutions, in the form of a list of generators in
M[k] and their relations modulo
∑k
i=1M[k]\i, and similarly for zero-sum tuples.
These calculations become very lengthy even for simple PDceEs, and for low-
dimensional Lie groups Z . However, in practice one can often bypass calculating all
of the quotients ker ∂ℓ+1/img ∂ℓ, and switch directly to a more ‘efficient’ presentation
of the quotient M[k]/(
∑k
i=1M[k]\i), which is usually the object of interest. I do not
know general ways to find such short-cuts, but Section 9 will include some examples.
1.3 Extremal inverse problems for Gowers norms
Although Theorem A (along with its proof) is mostly algebraic in nature, it corresponds
to the extremal case of a much more analytic problem from arithmetic combinatorics:
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the inverse problem for directional Gowers norms.
The background to this problem begins with the following famous result of Sze-
mere´di [36]: for any δ > 0 and k ∈ N, if N is sufficiently large and E ⊆ Z/NZ
has |E| ≥ δN , then E contains some k distinct points in arithmetic progression. This
theorem has a long history, and a number of different proofs are now known. Us-
ing an ergodic-theoretic approach due to Furstenberg [11], Furstenberg and Katznel-
son [12] gave a higher-dimensional generalization: for any δ > 0, d ∈ N and distinct
v1, . . . ,vk ∈ Zd, if N is sufficiently large and E ⊆ (Z/NZ)d has |E| ≥ δNd, then
E ⊇ {a+ rv1, . . . , a+ rvk} (8)
for some a ∈ (Z/NZ)d and r ∈ Z/NZ such that the k points on the right are all
distinct. A much more complete introduction to these theorems can be found, for
example, in the book [37] of Tao and Vu.
Let us now introduce some notation. Suppose that f1, . . . , fk are bounded functions
(Z/NZ)d −→ D, the closed unit disk in C. Then we define
S(f1, . . . , fk) :=
1
Nd+1
∑
a∈(Z/NZ)d, r∈Z/NZ
f1(a+ rv1) · · · fk(a + rvk).
When f1 = f2 = . . . = fk = 1E , this is simply the fraction of all patterns of the
kind in (8) that are contained in E. Most approaches to the Szemere´di or Furstenberg-
Katznelson Theorems actually show that there is some constant c = c(k, d, δ) > 0
such that
S(1E , 1E, . . . , 1E) ≥ c whenever |E| ≥ δNd.
On the other hand, the proportion of patterns for which the k points in (8) are not
distinct tends to 0 as N −→ ∞, so once N is large enough this implies that E must
contain some non-degenerate patterns as well.
Our connection to these ideas is made by Gowers’ proof of Szemere´di’s Theorem
from [14, 15]. Building on an older idea of Roth [28], Gowers’ theory distinguishes
between functions Z/NZ −→ D that are ‘structured’ and ‘random’1. He then shows
that if one could find a set E ⊆ Z/NZ with |E| ≥ δN for which S(1E, 1E , . . . , 1E)
is too small, then one could decompose 1E as f + g for some ‘structured’ function f
and ‘random’ function g so that g can effectively be ignored in the expression S:
S(1E , 1E, . . . , 1E) ≈ S(f, f, . . . , f).
Hence f would also have a very small value for S(f, f, . . . , f). Using the special
‘structure’ of f , one can then extract another instance of the original problem with
a smaller value of N and a subset having substantially larger density in the ambient
group, but still having too few patterns inside it; iterating this procedure eventually
leads to a contradiction.
This argument requires setting up a suitable notion of ‘randomness’ for functions
Z/NZ −→ D. The new tool that one needs is a certain family of (semi)norms on such
functions, now referred to as the ‘Gowers uniformity norms’. This part of Gowers’
1This terminology was introduced later by Tao.
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work is easily generalized to the following setting. Let Z be any compact Abelian
group and let U = (U1, U2, . . . , Uk) be a tuple of closed subgroups of Z . If f : Z −→
D is measurable, then the directional Gowers uniformly norm of f over U is the
quantity
‖f‖U(U) :=
(∫
Z
∫
U1
· · ·
∫
Uk
•∇u1
•∇u2 · · ·
•∇ukf(z) duk duk−1 · · · du1 dz
)2−k
,
where
•∇uf(z) := f(z − u) · f(z)
(so this is a multiplicative analog of du). In Gowers’ paper, one has U1 = · · · = Uk =
Z = Z/NZ. For a possible application to the Furstenberg-Katznelson Theorem, one
would need several of these norms, all for Z = (Z/NZ)d, and drawing a (k− 1)-tuple
of subgroups U from among the subgroups generated by the differences vi − vj .
Having introduced these norms, the technical key to their usefulness is a description
of those functions f for which ‖f‖U(U) is not very small. Obtaining such a descrip-
tion is referred to as the inverse problem for this Gowers norm. In one dimension
a fairly complete answer is now known, starting from the work of Gowers, and now
developed into a rich theory by Green, Tao and Ziegler [16, 17] and Szegedy [34, 35].
However, the analogous question for the general case remains mostly open (the pa-
pers [32, 33] of Shkredov make progress in some of the simplest cases in two dimen-
sions). It is this lacuna that currently prevents a generalization of Gowers’ work to a
proof of the Furstenberg-Katznelson Theorem. Such a generalization would be highly
desirable, not only because Gowers’ approach in one dimension gives much the best-
known bounds on N , but also because it gives a much clearer picture of what features
of a set E are responsible for the number of patterns that it contains.
Our work below bears on the extremal version of this inverse problem. Clearly, if
f : Z −→ D, then ‖f‖U(U) ≤ 1. Since |f | ≤ 1 everywhere, this norm is equal to 1 if
and only if
| •∇u1
•∇u2 · · ·
•∇ukf(z)| ≡ 1.
Since the average over z, u1, . . . , uk must be nonnegative and real, it must actually
equal 1, so we seek to describe those f : Z −→ S1 for which
•∇u1
•∇u2 · · ·
•∇ukf(z) = 1 a.s.
If we now identify S1 with T and write the above question additively, it becomes
precisely the partial difference equation (2). Thus, our Theorem A contains the begin-
ning of a description of those functions that would be relevant for a Gowers-type proof
of the Furstenberg-Katznelson Theorem.
Theorem A describes only those functions for which the directional Gowers norm
is strictly maximal, and it seems likely that the general inverse problem for the direc-
tional Gowers norms will involve considerable complexity beyond those. However, the
methods developed here do also provide a stability result for ‘almost-Gowers-maximal’
functions:
Theorem C For all k ≥ 1 and ε > 0 there is a δ > 0 for which the following holds.
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Let U be a k-tuple of subgroups of a compact Abelian group Z , and let M
be the module of solutions to the associated PDceE. If f ∈ F(Z) is such
that
d0(0, d
U1 · · · dUkf) < δ in F(U1 × · · · × Uk × Z),
then there is some g ∈M such that d0(f, g) < ε in F(Z).
(That is, approximate PDceE-solutions lie close to exact solutions.)
In the setting of S1-valued functions, this has the following simple corollary.
Corollary C′ For all k ≥ 1 and ε > 0 there is a δ > 0 for which the following holds.
IfZ andU are as before and f : Z −→ D has the property that ‖f‖U(U) >
1−δ, then there is an exact solution g : Z −→ S1 to the PDceE associated
to U such that ‖f − g‖1 < ε.
Our connection to the directional-Gowers-norms inverse problem is well-illustrated
in the cases that correspond to Examples 1.4 and 1.6 above. Those were formulated on
T2, but the discussion carries over without much change to (Z/NZ)2.
Example 1.4 corresponds to the inverse problem for the directional Gowers norm
1
N4
∑
(z1,z2)∈(Z/NZ)2
∑
n1,n2∈Z/NZ
•∇(n1,0)
•∇(0,n2)F (z1, z2)
over functions F : Z −→ S1. Like the PDceE itself, this inverse problem may be
solved easily by a change of variables. This is the first (and easiest) step in Shkredov’s
recent work [32, 33] on obtaining improved bounds in the problem of finding ‘corners’
in dense subsets of (Z/NZ)2, the simplest case of the two-dimensional Szemere´di
Theorem.
On the other hand, Example 1.6 corresponds to maximizing the directional Gowers
norm
1
N5
∑
(z1,z2)∈(Z/NZ)2
∑
n1,n2,n3∈Z/NZ
•∇(n1,0)
•∇(0,n2)
•∇(n3,n3)F (z1, z2)
over functions F : Z −→ S1. This, in turn, is the directional Gowers norm that
corresponds to the Szemere´di-type problem of finding a positive-density set of upright
squares (that is, sets of the form
{(z1, z2), (z1 + h, z2), (z1, z2 + h), (z1 + h, z2 + h)}
for some z1, z2, h ∈ Z/NZ with h 6= 0) inside a positive-density subset of (Z/NZ)2.
A good inverse description is not known for this directional Gowers norm. As
explained in Example 1.6, the only exact T-valued solutions to the PDceE are functions
of the form
f(z1, z2) = f1(z1) + f2(z2) + f3(z1 − z2) :
that is, sums of solutions to the simpler sub-equations of (5). However, the proof we
give for this depends on the cohomological vanishing H2(Z/NZ,T) = 0. The result
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can be made a little robust in virtue of Corollary C′, but I do not know what kind
of weak quantitative analog of this cohomological result would be needed to give a
solution to the full inverse problem.
Remark. In case the vectorsv1, . . . ,vk are linearly independent, the directional-Gowers-
norm inverse problem is much simpler. Its solution gives enough information to com-
plete a different approach to the Furstenberg-Katznelson Theorem which uses hyper-
graph regularity: see [37] for more discussion. However, this proof leads to bounds
on N that are of tower-type, much worse than Gowers’ proof in one dimension. An
improvement along Gowers’ lines seems to require a much more detailed picture of the
various functions involved, hence the need for the general inverse theory. The reason
why one cannot focus only on the linearly independent case is discussed a little further
in the closing remarks of [1]. ⊳
1.4 Outline of the paper
The methods of this paper rely heavily on the general theory of Polish modules for
compact Abelian groups, and especially on the cohomology groups defined by mea-
surable cocycles into such modules. Necessary background from these theories will
occupy Sections 2 and 3, together with some more specialized results that are most
easily presented at this early stage. Most of this material is a straightforward modifi-
cation of classical module theory and homological algebra. Our conventions largely
follow Moore’s papers [24, 25, 26] and also [2], which develop the necessary coho-
mology theory. Further background can also be found there, especially in [25]. Many
readers may wish to skip these sections at first, and then refer back to them as they are
cited later.
Section 4 introduces the central innovation of the present paper: P-modules. These
are families of modules over a fixed compact Abelian group Z , tied together by a
family of connecting homomorphisms (and some other data) satisfying various axioms.
After introducingP-modules and P-morphisms, Section 4 also examines the ‘structure
complex’ of a P-module, which captures an essential part of its structure. The section
finishes with several examples.
Section 5 introduces a variety of useful constructions for converting one P-module
into another.
Section 6 analyzes the application of cohomology functors to a P-module. This
operation is more complicated than those studied in Section 4. The most technical
work of this paper lies in the proof that the the sub-families of ‘almost modest’ and
‘modest’ P-modules, which effectively capture the structure described in Theorems A
and B, are closed under this formation of cohomology groups.
Section 7 shows how special cases of these general results can be applied to P-
modules comprised of PDceE-solutions or zero-sum tuples, which leads to the proofs
of Theorems A and B. It also contains the deduction of Corollaries A′′ and B′′ from
those theorems.
Section 8 combines those results with some simple compactness arguments to prove
the quantitative Theorems A′, B′ and C.
Section 9 works through several examples, including those already introduced, to
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illustrate the computational aspects of the theory and some of the phenomena that can
occur.
Finally, Section 10 lays out a variety of possible directions for further investigation.
2 Compact Abelian groups, Polish modules and com-
plexes
Most of the work in this paper will involve manipulating modules over compact Abelian
groups and their cohomology. This section and the next give the necessary generalities.
Much of this material is either classical (see, for instance, [25, Sections 1–3]), or an
obvious translation of classical ideas from the setting of discrete groups and modules.
The results of Subsection 2.4 are less standard, but follow easily.
2.1 Compact Abelian groups and Abelian Lie groups
For any compact Abelian group Z , we write Ẑ for its Pontrjagin dual, and A(Z) for
its affine group, containing those members of F(Z) that consist of a constant plus a
character. As Z-modules, these ingredients fit into the short exact sequence
0 −→ T −→ A(Z) −→ Ẑ −→ 0,
where the Z-actions on kernel and image are both trivial, but the action on A(Z) is
not: identifying A(Z) with the Cartesian product T × Ẑ , translation by z corresponds
to the automorphism
(θ, χ) 7→ (θ + χ(z), χ)
of T× Ẑ .
We adopt the convention that an Abelian Lie group is second-countable and lo-
cally Euclidean, but it need not be connected or compactly generated. When those
hypotheses are needed, they will be listed separately.
A compact Abelian group is finite-dimensional if it is also a Lie group, according
to this convention.
2.2 Topological and Polish modules
If Z is a compact metrizable Abelian group, then a topological Z-module is a topo-
logical Abelian group A equipped with a jointly continuous action of Z by automor-
phisms. A morphism from one topologicalZ-moduleM to another N is a continuous
homomorphism ϕ : M −→ N which intertwines the Z-actions. As a rule, the terms
‘morphism’ and ‘homomorphism’ will be interchangeable in this paper.
A topological Abelian group is Polish (some references use ‘polonais’) if its topol-
ogy can be generated by a complete, separable, translation-invariant metric. With Z
as above, a Polish Z-module is a topological Z-module which is Polish as a topo-
logical Abelian group. The examples of greatest importance below will all be Polish.
Polish Z-modules and morphisms together define the category PMod(Z) of Polish
Z-modules.
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Whenever M is a Z-module, it can also be interpreted as a W -module for any
closedW ≤ Z in the obvious way. Formally, this interpretation is called the restriction
ofM to W , but we will generally leave this understanding to the reader, and freely treat
such an M as either a Z- or a W -module.
If M is a Polish Abelian group, then F(Z,M) will denote the Abelian group of
Haar-a.e. equivalence classes of Borel measurable functions Z −→ M . This is also a
Polish Abelian group when given the topology of convergence in probability. We shall
henceforth commit the standard abuse of referring to ‘functions’ rather than ‘classes of
functions’; the correct meaning will be clear in all cases. If M is a Polish Z-module,
then F(Z,M) becomes another Z-module under the diagonal Z-action, which we
often denote by R:
Rwf(z) := w ·
(
f(z − w)
)
.
The category PMod(Z) carries the functor (−)Z , which selects the closed sub-
module of Z-invariant elements. For example, if U ≤ Z and M ∈ PMod(U), then
F(Z,M) is also a U -module with the diagonal U -action, and F(Z,M)U contains
those f ∈ F(Z,M) which satisfy
f(z + u) = u · f(z) for a.e. z, ∀u ∈ U.
This important example is the co-induced Z-module of M , and is usually denoted by
CoindZUM . It is given the action of Z by translation:
(z · f)(z′) := f(z′ − z).
(This is not the same as the diagonal action, which may not make sense for the whole
of Z here, since the target M has only an action of the subgroup U ).
If M is Polish and the action of W on M is trivial, then the Measurable Selector
Theorem gives an obvious identification
CoindZWM = {f ◦ q | f ∈ F(Z/W,M)},
where q : Z −→ Z/W is the quotient map. This holds as an equality of Polish Abelian
groups even if W acts on M nontrivially: see [25, Proposition 17]. From this, one
easily checks the standard relation
CoindZUM
∼= CoindZVCoind
V
UM whenever U ≤ V ≤ Z. (9)
If ϕ : M −→ N is a morphism of Polish U -modules, then the co-induced morphism
ofϕ is the morphismCoindZUϕ : CoindZUM −→ CoindZUN defined by (CoindZUϕ)(f) :=
ϕ ◦ f for f ∈ CoindZUM ⊆ F(Z,M). With this construction for morphisms, Coind
Z
W
becomes a functor PMod(W ) −→ PMod(Z). The obvious analog of (9) also holds
for co-inductions of morphisms (see [25, Proposition 18]).
If a Z-module (resp. morphism) is the co-induced Z-module (resp. morphism) of
some U -module (resp. morphism), then we will write simply that it is co-induced over
U . In view of (9), if a Z-module is co-induced over U ≤ Z , then it is also co-induced
over any V such that U ≤ V ≤ Z , and similarly for morphisms.
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For any inclusion U ≤ Z and any M ∈ PMod(U), general results from measure
theory give an isomorphism
F(Z,M)
∼=
−→ F(Z × U,M)U
∼=
−→ CoindZUF(U,M)
f 7→ f̂(z, u) := u · f(z) 7→ z 7→ f̂(z, ·),
(10)
where F(U,M) is given the diagonal U -action and F(Z,M) is given the rotation Z-
action.
The following lemma sometimes gives a useful description of a co-induced module
upon restriction of the acting group.
Lemma 2.1. Suppose that Y,W ≤ Z are closed subgroups of a compact Abelian
group such that Y +W = Z , and that M ∈ PMod(Y ). Then as W -modules one has
a continuous isomorphism
CoindZYM
∼= CoindWY ∩WM.
(This isomorphism usually does not respect the action of the whole of Z — indeed,
in general the right-hand side above does not carry an action of the whole of Z .)
Proof. Because W + Y = Z , a simple appeal to the Measurable Selector Theorem
shows that as Polish Abelian groups one has
CoindZYM = {f ∈ F(Z,M) | f(z − y) = y · f(z) ∀z ∈ Z, y ∈ Y }
∼= F(Z/Y,M) ∼= F(W/(W ∩ Y ),M) ∼= CoindWW∩YM.
It is routine to check that the resulting isomorphism respects the action of W .
Another topical example is the following.
Example 2.2. Let Z be an ambient group and U a tuple of subgroups, let M be the
module of solutions inF(Z,A) to the PDceE associated to U, and letM ′ be the module
of solutions in F(U[k], A) to the same PDceE. Then
M = CoindZU[k]M
′.
Similarly, if N is the module of zero-sum tuples in
⊕k
i=1 F(Z,A)
Ui and N ′ is the
module of zero-sum tuples in
⊕k
i=1 F(U[k], A)
Ui
, then
N = CoindZU[k]N
′.
For either problem, this is a formal expression of the fact that solutions on Z are
just arbitrary measurable selections of solutions on each coset of U[k]. ⊳
We shall always denote the identity in an Abelian group by 0. A sequence (mn)n
in any topological Abelian group is null if it converges to 0.
A continuous homomorphismϕ :M −→ N is closed if its imageϕ(M) is a closed
subgroup of N . This property may fail for some morphisms even if the modules M
and N are Abelian Lie groups, so one must keep track of it separately.
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A classical result of Banach asserts that a continuous, closed, bijective homomor-
phism from one Polish Abelian group to another is necessarily an isomorphism. In
the setting of Banach spaces this is a well-known consequence of the Closed Graph
Theorem, but it is more difficult to find a reference for the general-groups case (which
needs a little more thought). One such is Section I.3 of Banach’s own book [3], and
see also Remark (iv) in III.39.V of Kuratowski [23]. By factorizing an arbitrary closed
continuous operator into a quotient, a bijection, and an inclusion, one easily deduces
the following.
Theorem 2.3. For a continuous homomorphism ϕ : M −→ N of Polish Abelian
groups, the following are equivalent:
1. ϕ is closed;
2. if nk ∈ ϕ(M) is a null sequence then there is a null sequence mk ∈ M such
that ϕ(mk) = nk.
The following corollary is less standard, but will greatly simplify some arguments
later. It may have some interest of its own.
Lemma 2.4. Let ϕ : M −→ N be a continuous homomorphism of Polish Abelian
groups. If N/ϕ(M) is countable, then ϕ(M) is closed and open in N , so in fact
N/ϕ(M) is discrete.
In particular, a Polish Abelian group is countable if and only if it is discrete.
Proof. Since ϕ is continuous, its kernel is closed, and we may factorize it through
M/ kerϕ. We may therefore assume that ϕ is injective.
Now let dM be a translation-invariant Polish group metric which generates the
topology of M . By replacing it with min{dM , 1} if necessary, we may assume it is
bounded by 1.
Using this metric, define a new metric Abelian group N˜ as follows: its underlying
abstract group is N , and its metric is
d˜(n, n′) :=
{
dM (ϕ
−1(n− n′), 0) if n− n′ ∈ ϕ(M)
2 else.
With this metric, N˜ is a discrete extension of M . It is complete since dM is complete,
and it is separable because N/ϕ(N) is countable, so it is Polish.
However, the identity homomorphism Φ : N˜ −→ N is continuous and bijective.
Therefore the direction (1. =⇒ 2.) of Theorem 2.3 gives that Φ−1 is also continuous,
and this implies that ϕ(M) is open and closed in N , since it is open and closed in N˜ .
If N is countable, then applying the above reasoning to the trivial inclusion 0 →֒ N
gives that N is discrete.
Example 2.5. If ϕ :M −→ N is a closed homomorphism, then it does not follow that
its restriction to any closed submodule K ≤ M is still closed, even if M and N are
Abelian Lie groups. For example, if M = Z × R, N = T and ϕ is the coordinate
projection to R composed with the quotient homomorphism R ։ T, and if we let
α ∈ T be irrational, then the subgroup K := Z · (1, α) ≤ M is closed, but its image
under ϕ is the countable dense subgroup Zα of N . ⊳
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Following the conventions of Moore [25], a sequence of morphisms
M
ϕ
−→ N
ψ
−→ P
is exact only if it is algebraically exact, in the sense that imgϕ = kerψ. This of course
requires that ϕ be closed. With this convention, a morphism ϕ is closed if and only if
it can be inserted into an algebraically exact sequence in PMod(Z),
M
ϕ
−→ N −→ K −→ 0.
Relatedly, given a complex of Polish modules and continuous homomorphisms
. . . −→Mi −→Mi+1 −→Mi+2 −→ . . . ,
we will call the complex closed if all of its homomorphisms are closed.
The moduleM is a quotient of modules P and Q if one has a short exact sequence
0 −→ P −→ Q −→M −→ 0.
Now suppose that M ։ N is a surjection of Polish Abelian groups, and that Z
is a compact Abelian group. Then the Measurable Selector Theorem implies that the
resulting map F(Z,M) −→ F(Z,N) is also surjective, and from this Theorem 2.3
gives the following.
Lemma 2.6. Any null sequence inF(Z,N) is the image of a null sequence inF(Z,M).
Similarly, if W ≤ Z and M ։ N is a surjection of Polish Abelian W -modules,
say with kernel P ≤M , then
CoindZWM −→ Coind
Z
WN
is also a continuous surjection, whose kernel is easily verified to be CoindZWP . This
gives the following useful isomorphism of Polish Z-modules:
CoindZWM
CoindZWP
∼=
−→ CoindZW
M
P
. (11)
2.3 Topological and Polish complexes
If Z is a compact Abelian group, a topological (resp. Polish) complex of Z-modules
is a (finite or infinite) sequence of topological (resp. Polish) Z-modules and continuous
morphisms, say
· · ·
αℓ−→Mℓ
αℓ+1
−→ Mℓ+1
αℓ+2
−→ Mℓ+2
αℓ+3
−→ · · · ,
with the property that
αℓ+1 ◦ αℓ = 0 ∀ℓ.
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This is the obvious adaptation of the usual notion from homological algebra. Often we
will write simply ‘topological complex’ or ‘Polish complex’ if the group Z is under-
stood.
Given a complex indexed as above, its homology in position ℓ is the quotient
kerαℓ+1/imgαℓ,
regarded as a topological group with the quotient topology. For a Polish complex, this
quotient topology is Hausdorff if and only if αℓ is a closed morphism, and in this case
the quotient is also Polish.
The complex is exact in position ℓ if its homology is trivial in that position: that
is, if kerαℓ+1 = imgαℓ. It is exact if it is exact in all positions.
A complex as above is left-bounded (resp. right-bounded) if Mℓ = 0 for all
sufficiently small (resp. large) ℓ. It is bounded if it is both left- and right-bounded. In
that case it will always be indexed as
0 −→M1
α2−→ · · ·
αℓ−→Mℓ
αℓ+1
−→ Mℓ+1
αℓ+2
−→ Mℓ+2
αℓ+3
−→ · · ·
αk−→Mk −→ 0
for some k.
A stronger notion than exactness is the following, which will be important in the
sequel. It is also a standard idea from homological algebra.
Definition 2.7. Let Z be a compact Abelian group, and let
· · ·
αℓ−→Mℓ
αℓ+1
−→ Mℓ+1
αℓ+2
−→ · · ·
be a topological complex of Z-modules. Then this complex is split if there are topolog-
ical Z-module homomorphisms
βℓ : Mℓ+1 −→Mℓ for all ℓ
such that βℓβℓ+1 = 0 for all ℓ and
αℓβℓ−1 + βℓαℓ+1 = idMℓ ∀ℓ.
Given a choice of such homomorphisms βℓ, they will be referred to as splitting homo-
morphisms of the complex.
A routine exercise shows that if a bounded complex is split, then it is isomorphic to
a complex of the form
0 −→ A1 −→ A1 ⊕A2 −→ A2 ⊕A3 −→ . . . −→ Ak−1 ⊕ Ak −→ Ak −→ 0,
where the maps are the obvious coordinate projections and inclusions and where
Aℓ ∼= kerαℓ+1 ∼= kerβℓ−1.
In the teminology of homological algebra, (βℓ)ℓ is a chain homotopy from the identity
morphisms of this chain complex to the zero morphisms.
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2.4 Almost discrete homology
In our later work, a special part will be played by complexes whose homology is con-
trolled in the following specific sense.
Definition 2.8. Let ℓ0 ≥ 0, and let
0 −→M1 −→M2 −→ . . . −→Mk −→ · · ·
be a left-bounded Polish complex of Z-modules. It has ℓ0-almost discrete homology if
• Mi = 0 for i < ℓ0,
• ker(Mℓ0 −→Mℓ0+1) is an Abelian Lie group, and
• the homology of the sequence is discrete at all positions > ℓ0.
If, in addition, it actually has discrete homology at all positions, then it has ℓ0-
discrete homology.
To emphasize the difference, ℓ0-discrete homology will sometimes be called strictly
ℓ0-discrete. Note that almost or strictly discrete homology implies that all the mor-
phisms Mi −→Mi+1 are closed.
This notion will be extremely important in the sequel, and may have some interest
in its own right. The first indication of its value is a topological addendum to the usual
construction of long exact sequences from complexes (see [29, Theorem 6.10]). For
the rest of this subsection, fix a compact Abelian group Z , and suppose that
0 // M1
αM2
//
 _
α1

. . . // Mℓ−1 _
αℓ−1

αMℓ
// Mℓ _
αℓ

αMℓ+1
// Mℓ+1 _
αℓ+1

αMℓ+2
// . . .
0 // N1
αN2
//
β1


. . . // Nℓ−1
βℓ−1


αNℓ
// Nℓ
βℓ


αNℓ+1
// Nℓ+1
βℓ+1


αNℓ+2
// . . .
0 // P1
αP2
// . . . // Pℓ−1
αPℓ
// Pℓ
αPℓ+1
// Pℓ+1
αPℓ+2
// . . .
is a commutative diagram in PMod(Z) in which all columns are short exact sequences
and each row is a left-bounded complex. Naturally, this is referred to as a short exact
sequence of complexes.
In the above diagram, let IMℓ := img(αMℓ ), KMℓ := ker(αMℓ+1), and
HMℓ := K
M
ℓ /I
M
ℓ ,
and similarly for the other rows. Then the usual construction (see, for example, [29,
Theorem 6.10]) produces a long exact sequence tying all of these homology groups
together:
0 −→ HM1 −→ H
N
1 −→ H
P
1 −→ H
M
2 −→ H
N
2 −→ H
P
2 −→
· · · −→ HMk −→ H
N
k −→ H
P
k −→ · · · . (12)
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In general this long exact sequence does not give much information about the topolo-
gies of these homology groups. However, for complexes with almost discrete homol-
ogy one can relate these topologies.
Proposition 2.9. Let ℓ0 ≥ 1, and consider a short exact sequence of complexes as
above.
(1) If the first and second rows have ℓ0-almost (resp. strictly) discrete homology,
then so does the third row.
(2) If the first and third rows have ℓ0-almost (resp. strictly) discrete homology, then
so does the second row.
(3) If the second and third rows have ℓ0-almost (resp. strictly) discrete homology,
and if Mi = 0 for all i < ℓ0 + 1, then the first row has (ℓ0 + 1)-almost (resp.
strictly) discrete homology.
Proof. We prove only the almost-discrete case of part (1), since the other cases are all
very similar.
First note that, by the exactness of each column, if two of the modules in a column
are 0, then so is the third. In light of this, ℓ0-almost discreteness implies that Mi =
Ni = Pi = 0 whenever i < ℓ0. Therefore we may simply truncate the above diagram
to the left of position ℓ0, and so assume that ℓ0 = 1.
Next consider HP1 . Since P0 = IP0 = 0, we have HP1 = KP1 , so it is obviously
Polish. Since the first few entries in (12) give a presentation
coker(HM1 −→ H
N
1 ) →֒ H
P
1 ։ ker(H
M
2 −→ H
N
2 ),
the Polish module HP1 is an extension of a Lie module by a discrete module, hence is
itself Lie.
Finally, for each ℓ > 1, the long exact sequence (12) gives a presentation
coker(HMℓ −→ N
N
ℓ ) −→ H
P
ℓ −→ ker(H
M
ℓ+1 −→ H
N
ℓ+1).
Since HNℓ and HMℓ+1 are discrete and countable by assumption, this proves that the
group
HPℓ = kerα
P
ℓ+1/α
P
ℓ (Pℓ−1)
is countable. Since kerαPℓ+1 is a closed subgroup of Pℓ and αPℓ is a continuous homo-
morphism, hence Polish, we may apply Lemma 2.4 to this quotient. It gives that αPℓ is
closed and HPℓ is discrete.
Having proved Proposition 2.9, the long exact sequence (12) enables one to com-
pute the homology groups of one complex in a short exact sequence of complexes,
given the homologies of the other two. The operations underlying this calculation are
those of forming closed subgroups, quotients, and extensions, all of which preserve the
property of being finitely or compactly generated. This has the following immediate
consequence.
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Lemma 2.10. In the setting of any of the Proposition 2.9, if two of the Polish complexes
have all homology groups compactly generated, then so does the third.
Remark. Proposition 2.9 does not generalize to complexes whose homology is only
assumed to be Lie in all positions.
Indeed, one can construct short exact sequences of complexes consisting entirely
of Abelian Lie groups and closed homomorphisms, such that two of those complexes
are closed, but the third is not. (Thus, the notion of almost discrete homology is less
arbitrary than it might appear.)
For instance, let α ∈ R be irrational, let ϕ, ψ : Z −→ R be respectively the obvious
inclusion and the map n 7→ αn, and let ψ : Z −→ T be the composition of ψ with the
quotient R −→ R/Z = T. Then the diagram
0 //

Z
ϕ

Z
id

ψ
// R
mod 1

Z
ψ
// T
gives an example with closed morphisms in the first and second rows, but not the third.
There are similar examples having either the first or second horizontal arrow equal to
ψ, and the other horizontal arrows closed. ⊳
3 Measurable cohomology
3.1 Overview
Group cohomology provides a powerful way to pick apart the structure of modules
over a given group. In our setting — compact groups acting on modules of measurable
functions — the appropriate theory is measurable cohomology for locally compact act-
ing groups and Polish modules. This was developed by Calvin Moore in his important
sequence of papers [24, 25, 26].
The basics of the theory can be found in those papers, and also in the more recent
work [2], which resolves some outstanding issues from those works. This measur-
able theory largely parallels cohomology for discrete groups, which is nicely treated in
many standard texts, such as Brown’s [5]. However, some standard techniques from
the discrete world — most obviously, the construction of injective and projective reso-
lutions — do not have straightforward generalizations.
We next offer a very terse summary of the foundations of the measurable theory.
A more complete explanation, as well as proofs, can be found in the paper [25] of
Moore’s sequence and in the introduction to [2]. A reader who has no familiarity with
this theory may prefer to treat it entirely as a ‘black box’ on first reading. Our notation
will largely follow [2].
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If Z is a compact Abelian group and M ∈ PMod(Z), then an M -valued cochain
in degree p is an element of F(Zp,M), which space is regarded as a Z-module with
the diagonal action. This module will sometimes be written Cp(Z,M). The inhomo-
geneous bar resolution of M is the following sequence of Z-modules and morphisms:
M
d
−→ C1(Z,M)
d
−→ C2(Z,M)
d
−→ . . . ,
where for f ∈ Cp(Z,M) one defines
df(z1, . . . , zp+1) := z1 ·f(z2, . . . , zp+1)+
p∑
i=1
(−1)pf(z1, . . . , zi+zi+1, . . . , zp+1)
+ (−1)p+1f(z1, . . . , zp). (13)
Since we will need to work simultaneously with many different compact Abelian
groups, we will sometimes write dZ in place of d to record the acting group in question.
When p = 0, this gives
dZf(w) := w · f − f,
which correctly generalizes (13) when f ∈ F(Z,A) and Z acts on this module by
rotations. (Beware that the argument w here appeared in (13) in the subscript, and the
argument z of (13) is now hidden because we are treating f as an element of an abstract
module.)
A routine calculation shows that d ◦ d = 0. The p-cocycles are the elements of the
subgroup
Zp(Z,M) := ker(d|Cp(Z,M)),
the p-coboundaries are the elements of the further subgroup
Bp(Z,M) := img(d|Cp−1(Z,M)),
and the pth cohomology group is
Hpm(Z,M) :=
Zp(Z,M)
Bp(Z,M)
(the subscript ‘m’ reminds us that we work throughout with measurable cochains).
Both Zp and Bp inherit topologies as subspaces of the Polish space Cp. The former
is obviously closed, but the latter may not be. We sometimes consider Hpm(Z,M)
endowed with the quotient topology. This quotient topology is Hausdorff if and only if
Bp is closed, in which case the quotient topology is actually Polish.
This construction gives a sequence Hpm(Z,−), p ≥ 0, of functors from PMod(Z)
to the category of topological Abelian groups. It is easy to check that if ϕ : M −→ N
is a morphism in PMod(Z), then the induced morphisms on cohomology
Hpm(Z,ϕ) : H
p
m(Z,M) −→ H
p
m(Z,N)
are also continuous, even if the quotient topologies here are not Hausdorff (or see [25,
Proposition 25(1)]).
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As in the more classical setting of discrete groups, the functorsHpm(Z,−) for p ≥ 0
fit together into a connected sequence of functors. This augments these functors with
some additional structure as follows. Whenever
0 −→M
α
−→ N
β
−→ P −→ 0 (14)
is a short exact sequence in PMod(Z), one may form the corresponding short exact
sequence of left-bounded complexes:
0 // M
d
//
 _
α

C1(Z,M)
d
//
 _

· · ·
d
// Cp(Z,M)
d
//
 _

· · ·
0 // N
d
//
β


C1(Z,N)
d
//


· · ·
d
// Cp(Z,N)
d
//


· · ·
0 // P
d
// C1(Z, P )
d
// · · ·
d
// Cp(Z, P )
d
// · · · .
Applying the usual construction (see [29, Theorem 6.10]), one obtains from this a
canonical sequence of homomorphisms
sp : H
p−1
m (Z, P ) −→ H
p
m(Z,M), p ≥ 1,
that fit into a resulting long exact sequence
0 −→ H0m(Z,M)
α0−→ H0m(Z,N)
β0
−→ H0m(Z, P )
s1−→ H1m(Z,M)
α1−→ · · ·
· · ·
sp
−→ Hpm(Z,M)
αp
−→ Hpm(Z,N)
βp
−→ Hpm(Z, P )
sp+1
−→ · · · ,
where αp := Hpm(Z, α), βp := Hpm(Z, β). This is referred to as the long exact se-
quence of cohomology corresponding to (14), and these new homomorphisms sp are
called the switchback morphisms (or sometimes the ‘transgression maps’). For the
measurable theory, they were introduced in [25, Section 4]: see, in particular, the proof
of Proposition 21 there. In keeping with the rest of this theory, they turn out to be
continuous for the quotient topologies on the relevant cohomology groups, even when
those are not Hausdorff: [25, Proposition 25(2)].
The long exact sequence is ‘natural’ in the original short exact sequence, meaning
that if
0 // M
α
//

N
β
//

P //

0
0 // M ′
α′
// N ′
β′
// P ′ // 0
is a commutative diagram of short exact sequences in PMod(Z), then there is a result-
ing commutative diagram for the switchback morphisms:
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Hp−1m (Z,M)
sp
//

Hpm(Z, P )

Hp−1m (Z,M
′)
s′p
// Hpm(Z, P
′),
where the downwards morphisms are those induced on cohomology by the downwards
morphisms of the previous diagram.
The sequence of functors Hpm(Z,−) and these homomorphisms sp together define
the structure of a cohomological functor.
The additional structure offered by long exact sequences is often the key to explicit
calculations in group cohomology, and hence its usefulness. Consider, for instance,
the modules Me of PDceE-solutions introduced there. The point of Theorem A is
roughly that M[k] appears at the end of the complex (7) of Polish modules and homo-
morphisms, and this complex is ‘nearly’ exact, in the sense that its homology groups
ker∂ℓ/img ∂ℓ−1 are ‘small’. As discussed there, the inductive proof of this will in-
volve already understanding something about the structure of, say, H1m(Uk,M[k−1]).
(Actually, when we finally give the proof in Section 7, we will end up working with
H0m(Uk,−), but the remarks we make here will apply in the same way.) Now, the
complex (7) for k − 1 instead of k, which we assume is already understood from an
inductive hypothesis, gives short exact sequences of Polish modules
ker∂k−1 ≤
⊕
|e|=k−2
Me ։ img ∂k−1 (15)
and
img ∂k−1 ≤M[k−1] ։ A, (16)
where A is co-induced from a discrete U[k−1]-module. The long exact sequence corre-
sponding to (16) expressesH1m(Uk,M[k−1]) in terms ofH1m(Uk, img ∂k−1) andH1m(Uk, A).
The second of these falls within the scope of standard theory (see Theorem 3.2), be-
cause A is co-induced-of-discrete. For the first, we can now construct the long exact
sequence corresponding to (15) to describe H1m(Uk, img ∂k−1) in terms of
coker
(
H1m(Uk, ker ∂k−1) −→ H
1
m
(
Uk,
⊕
|e|=k−2
Me
))
and
ker
(
H2m(Uk, ker ∂k−1) −→ H
2
m
(
Uk,
⊕
|e|=k−2
Me
))
.
We therefore need to understand the ingredient modules of these expressions. This can
be done along the same lines, using next the presentation
img ∂k−2 ≤ ker ∂k−1 ։ (co-induced-of-discrete),
which also comes from an inductive appeal to Theorem A. Continuing in this way, we
can gradually unravel the structure of H1m(W,M[k−1]) in terms of increasingly high-
degree cohomology groups of increasingly early modules in the sequence (7). This
shows both why we need to study the whole sequence (7), and why we will need the
functors Hpm for arbitrarily large p.
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3.2 Universality
Long exact sequences also lie behind certain universality properties of the theory H∗m,
some of whose consequences will be important later. The extra ingredient one needs is
the following.
Lemma 3.1. If M ∈ PMod(Z) then Hpm(Z,F(Z,M)) = 0 for all p ≥ 1.
The counterpart of this result in classical group cohomology is just a simple calcu-
lation. For H∗m, a minor complication arises because cocycles are only defined up to
a.e.-equality. However, this can be worked around by verifying a ‘Buchsbaum crite-
rion’. See Theorem 4, Proposition 22 and the remark that follows it in [25]. Lemma 3.1
implies that the cohomological functor H∗m(Z,−) is ‘effaceable’, in the usual termi-
nology of homological algebra.
Given any closed injective morphism ϕ : M −→ N , one may construct the long
exact sequence for the short exact sequence
M →֒ N ։ N/ϕ(M).
IfN = F(Z,M) andϕ is the inclusion ofM as the constant functions, then Lemma 3.1
implies that the resulting long exact sequence collapses (that is, has a zero entry) at
every third position starting from H1m(Z,N). It therefore provides a sequence of con-
tinuous homomorphisms
Hpm(Z,N/ϕ(M))
∼= Hp+1m (Z,M) for p ≥ 1, (17)
and also
coker
(
NZ −→ (N/ϕ(M))Z
)
∼= H1m(Z,M), (18)
which are algebraic isomorphisms. In fact these turn out to be topological isomor-
phisms: see [25, Proposition 26].
Using these isomorphisms, a classical argument by induction on degree shows that
there can be at most one cohomological functor on the category PMod(Z) for which
Lemma 3.1 holds and which starts out with the functor H0m(Z,−) = (−)Z , up to
isomorphism of cohomological functors. Moreover, any two such are isomorphic via
a unique sequence of isomorphisms which make all the resulting diagrams commute.
This fact can be found as [25, Theorem 2], but the proof is essentially the same as in
older, non-topological settings: see, for instance, [5, Theorem 7.5] (where effaceability
is called ‘co-effaceability’).
We will not make direct appeal to this universality below, but will use some of its
consequences. In the first place, it is the basis for various results proving agreement
between Hpm(Z,−) and other cohomology theories, such as in Wigner’s work [41] and
in [2]. Some of the explicit calculations that we call on later are made via one of those
other theories: see Appendix A.
The universality of the cohomology functor is also the key to the Shapiro Isomor-
phisms, which simplify the description of the cohomology of co-induced modules.
Theorem 3.2 (Shapiro Isomorphisms). If W ≤ Z is an inclusion of compact Abelian
groups, then there is an isomorphisms of cohomological functors
Hpm(W,−)
∼= Hpm(Z,Coind
Z
W (−)) for every p ≥ 0.
This theorem can be found as [25, Theorem 6]. The fact that these isomorphisms
are topological is proved later in that paper: see the discussion and corollary follow-
ing [25, Proposition 26]. The proof proceeds by showing thatH∗m(Z,CoindZW (−)) also
satisfies the axioms of an effaceable cohomological functor on the categoryPMod(W ),
and also equals the functor (−)W in degree zero, so must agree canonically with
H∗m(W,−), by universality. Theorem 3.2 extends an older result for the cohomol-
ogy of discrete groups. That has a more elementary proof by direct manipulation of
cochains, but this approach runs into trouble in measurable group cohomology because
the cochains are defined only up to Haar-a.e. equality. Even in the setting of discrete
groups, the quickest proofs are via similar appeals to universality (see, for instance, [5,
Proposition 6.2]).
3.3 Compact groups acting on Lie modules
The next proposition gives some concrete information on measurable cohomology for
actions on Lie modules. It will be the building block for our later results on the structure
of the (much larger) modules of PDceE-solutions and zero-sum tuples. It is an easy
corollary of results from [2]; we include the deduction for completeness.
Proposition 3.3. Suppose thatZ is a compact Abelian group andA is a Lie Z-module.
If p = 0 then Hpm(Z,A) = AZ is also Lie, and if p ≥ 1 or A is discrete then Hpm(Z,A)
is discrete. If Z is a Lie group and A is compactly generated, then each Hpm(Z,A) is
compactly generated.
Thus, in degrees one and higher, ‘cohomology functors convert Lie modules into
discrete modules’. In the nomenclature of Subsection 2.4, this is asserting precisely
that the chain complex which defines H∗m(Z,A) has 0-almost discrete homology.
Proof. If A is a Euclidean space, then H0m(Z,A) = AZ , and Hpm(Z,A) = 0 for all
p ≥ 1, by [2, Theorem A]. If A is discrete, then so is Hpm(Z,A), by [2, Theorem D].
Next, consider the issue of compact generation in case Z is Lie and A is discrete.
In this case Z is isomorphic to F × T for some finite group F and torus T , and the
action on A must factorize through the quotient Z ։ F . Using this splitting of Z , the
measurable-cohomology version of the Lyndon-Hochschild-Serre spectral sequence
(see [25, Section 5]) computes H∗m(Z,A) in terms of H∗m(T,H•m(F,A)). Cohomology
is finitely generated for finite Z because then the groups of cochains are themselves
finitely generated, and it is finitely generated for toral Z by a classical calculation (see
Lemma A.2), so it follows that in this case Hpm(Z,A) is also finitely generated.
Next, if Z is arbitrary and A is a torus, then A is a quotient of its universal cover,
a Euclidean space, by a discrete submodule. Since the chain complex for a toral mod-
ule is the quotient of the chain complexes for these Euclidean and discrete modules,
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the desired results for a toral module now follow by part (1) of Proposition 2.9 and
Lemma 2.10.
Finally, for a general Lie module A, consider the closed subgroups A1 ≤ A0 ≤ A,
where A0 is the maximal connected subgroup and
A1 := {a ∈ A0 | Z · a is precompact},
the maximal compact subgroup of A0. Both subgroups are defined intrinsically, so
must be preserved by any automorphism. The standard structure theory for locally
compact Abelian groups gives that A/A0 is discrete, A1 is a torus and A0/A1 is a Eu-
clidean space (see, for instance, [18, Section II.9]). It follows that the chain complex
for a general A may obtained from those of suitable toral, Euclidean and discrete mod-
ules by extension, so now the desired results follow from part (2) of Proposition 2.9
and Lemma 2.10.
Remark. Proposition 3.3 does not generalize to all locally compact, second-countable
Z-modules A, even if one assumes the action is trivial. Most obviously, one has
H1m(Z,T
N) = Hom(Z,TN) = ẐN,
where this last infinite product is given the product topology, for which it is not even
locally compact if Ẑ is non-finite. ⊳
Combining Proposition 3.3 with the Shapiro Isomorphism (Theorem 3.2) gives the
following simple corollary, which will streamline some arguments later.
Corollary 3.4. Suppose that Y,W ≤ Z are two closed subgroups of a compact Abelian
group such that Y +W = Z , that A0 is a Lie Y -module, and that A = CoindZYA0. If
p = 0 then Hpm(W,A) = AW is also Lie, and if p ≥ 1 orA0 is discrete then Hpm(W,A)
is discrete. If Z is a Lie group and A0 is compactly generated, then each Hpm(W,A) is
compactly generated.
Proof. Combining Lemma 2.1 and Theorem 3.2 gives topological isomorphisms
Hpm(W,Coind
Z
YA0)
∼= Hpm(W,Coind
W
W∩YA0)
∼= Hpm(W ∩ Y,A0),
and to this right-hand side we may apply Proposition 3.3.
3.4 Cohomology groups as new modules
Let Z be a locally compact, second-countable Abelian group, W ≤ Z a closed sub-
group, and M ∈ PMod(Z). Then Z acts on each of the cocycle modules Cp(W,M) =
F(W p,M) pointwise: calling this action T , it is simply
(Tzf)(w1, . . . , wp) := z · (f(w1, . . . , wp)).
This action commutes with d : Cp −→ Cp+1, because Z is Abelian. It therefore
preserves the subgroups Zp and Bp, and so defines an action of Z on the quotient
groups Hpm(W,M). It is a jointly continuous action if that quotient is Hausdorff. We
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will henceforth always regard Hpm(W,M) as a Z-module with this quotient of the
pointwise action when M itself is a Z-module and W ≤ Z .
The following is a simple enhancement of [26, Theorem 1] which takes this action
into account.
Lemma 3.5. If W ≤ Y ≤ Z are inclusion of locally compact, second-countable
Abelian groups, and M ∈ PMod(Y ) is such that Hpm(W,M) is Hausdorff, then one
has a canonical isomorphism of Z-modules
Hpm(W,Coind
Z
YM)
∼= CoindZY H
p
m(W,M).
Remark. One must know that Hpm(W,M) is Hausdorff in order that its co-induction to
Z be well-defined. ⊳
Proof. Recalling that CoindZY (−) := F(Z,−)Y , this is most easily seen at the level
of cocycles, where one has the following identifications of Z-modules:
Cp(W,CoindZYM) = C
p(W,F(Z,M)Y ) = F(W p × Z,M)Y ∼= CoindZY C
p(W,M).
In the third of these modules, the Y -fixed points are taken for the diagonal action of Y
which rotates the variable in Z and acts on M . This action does nothing to the variable
in W p. The last co-induction refers to the pointwise action of Y on Cp(W,M).
These isomorphisms of Z-modules commute with the coboundary operators, so
descend to the desired isomorphisms on cohomology.
Remark. The action of W itself on Hpm(W,M) is always trivial. This may be seen
abstractly as follows. Each Tw with w ∈ W defines a sequence of isomorphisms
Hpm(W,Tw) : H
p
m(W,M) −→ H
p
m(W,M), and they clearly respect the axioms of
the cohomological functor defined by Hpm(W,−). This implies that they are uniquely
determined by the isomorphism in degree zero, by the universality property recalled in
Subsection 3.2. However, in degree zero one has H0m(W,M) = MW , so obviously
H0m(W,Tw) = id. Therefore every other Hpm(W,Tw) is also the identity.
Of course, if W is a proper subgroup of Z , then elements of Z \W may still act
nontrivially on cohomology. It is these that make the viewpoint of Hpm(W,M) as a
Z-module necessary. ⊳
3.5 Cohomology applied to Polish complexes
Let Z be a compact metrizable Abelian group, and now suppose that
0 =M0
α1−→M1
α2−→ · · ·
αk−→Mk
αk+1
−→ Mk+1 = 0 (19)
is a bounded Polish complex of Z-modules. For each p ≥ 0 and any closed subgroup
W ≤ Z , applying the functor Hpm(W,−) gives a new topological complex
0 = Hpm(W,M0)
Hpm(W,α1)=0−→ Hpm(W,M1)
Hpm(W,α2)−→ . . .
· · ·
Hpm(W,αk)−→ Hpm(W,Mk)
Hpm(W,αk+1)=0−→ Hpm(W,Mk+1) = 0. (20)
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This is another Polish complex in case each Hpm(W,Mi) is Hausdorff.
To lighten notation, we now fix W ≤ Z , and abbreviate Hpm(W,−) =: Hp(−) for
the rest of this subsection.
It can be difficult to deduce much about the homology of the complex (20) from
general features of the complex (19), without computing the cohomology groups and
morphisms explicitly. However, the situation explored in this subsection is a modest
exception to this: if we make enough assumptions about (20), then we can deduce some
additional topological consequences for it.
Let Y ≤ Z be another closed subgroup, and let
0 =M◦0 −→M
◦
1 −→ · · · −→M
◦
k −→M
◦
k+1 = 0 (21)
be a Polish Y -complex which has ℓ0-almost discrete homology for some ℓ0 ≤ k, and
now let (19) be the Polish Z-complex obtained by applying CoindZY (−) to (21). These
will all be fixed for the rest of this subsection. We will consider (20) for this example.
Note that neither of W and Y is assumed to contain the other.
Proposition 3.6. Assume that Z = Y +W , and that the following properties hold for
all i ∈ {ℓ0, . . . , k − 1}:
a)i Hp(Mi) is Hausdorff for all p ≥ 1;
b)i Hp(αi) : Hp(Mi−1) −→ Hp(Mi) is closed for all p ≥ 1;
c)i the homology of
Hp(Mi−1) −→ H
p(Mi) −→ H
p(Mi+1)
is discrete for all p ≥ 1 (equivalently, the submodule
αi(Z
p(W,Mi−1)) + B
p(W,Mi)
is relatively open in Zp(W,Mi) ∩ α−1i+1(Bp(W,Mi+1))).
Then properties (a)k, (b)k and (c)k also hold.
If Z is finite-dimensional, all of the homology groups of (19) are compactly gener-
ated, and all the homology groups in assumptions (c)i above are compactly generated
for i ≤ k − 1, then so is
coker(Hp(Mk−1) −→ H
p(Mk)) for all p ≥ 1.
Loosely, Proposition 3.6 asserts the following: if (19) has almost or strictly discrete
homology, and if one already knows similarly good behaviour for (20) for every p ≥ 1
except at the right-hand end of the complex, then one can deduce it at that end as
well. This is a rather specialized result, but it will be the linchpin of an important
induction in Section 6. Intuitively, it is useful in case (21) relates a module of interest
M◦k to a sequence of modules M◦1 , . . . ,M◦k−1 that are already understood, including
their cohomology. Most simply, one might imagine that (21) is a left-resolution of M◦k
in terms of ‘simpler’ modules, but in general we can allow the homology of (21) to be
non-zero, so long as it is suitably controlled in the sense of almost or strict discreteness.
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It is worth emphasizing that Proposition 3.6 is not a separate result for each p ≥ 1.
The proof of (a–c)k for some pwill require knowing (a–c)ℓ0,...,k−1 also in degree p+1,
so the different degrees are tied together. This shifting of the degree of the relevant
cohomology results from some applications of long exact sequences.
Note that if ℓ0 = k, then the hypotheses (a–c)ℓ0,...,k−1 in Proposition 3.6 are vac-
uous, but the conclusions (a–c)k still make sense: in that case they simply assert that
Hp(Mk) is discrete for all p ≥ 1.
The complex (20) with p = 0 is not covered by Proposition 3.6. It turns out that
this case can be controlled entirely using its counterparts in positive degrees. This is
also a consequence of some degree-shifting in the course of the proof. This fact will
give us some crucial extra leverage when we apply these results later.
Proposition 3.7. Assume that Y + W = Z , and that conclusions (a–c)i hold for
i ≤ k − 1 as in Proposition 3.6. Then the following also hold for all i ∈ {ℓ0, . . . , k}:
d)i H0(αi) : H0(Mi−1) −→ H0(Mi) is closed;
e)i the homology of
H0(Mi−1) −→ H
0(Mi) −→ H
0(Mi+1)
is Lie, and discrete if i ≥ ℓ0 + 1.
If Z is finite-dimensional, all of the homology groups of (19) are compactly gener-
ated, and all the homology groups in assumptions (c)i above are compactly generated
for i ≤ k − 1, then so is the homology of
H0(Mi−1) −→ H
0(Mi) −→ H
0(Mi+1)
for all i ∈ {1, 2, . . . , k}.
For the proof of Propositions 3.6 and 3.7, we may truncate and re-number the com-
plex (19) so that ℓ0 = 1, so we assume this for the rest of the subsection. We will refer
to the case in which Z is finite-dimensional, (19) has compactly generated homology,
and all the homology groups in assumptions (c)i≤k−1 are compactly generated as the
case of the ‘extra assumptions’.
Proof of Propositions 3.6 and 3.7. These will be proved together by induction on the
length k of that complex.
Base clause: k = 1. In this case, (19) consists of only the module M1, which
must be co-induced from a Lie Y -module. All of the desired conclusions follow from
Corollary 3.4.
Recursion clause. Now assume that k ≥ 2, and let K := kerαk ≤ Mk−1. Our
induction is based on the observation that if the length-k complex (19) satisfies the
assumptions of Proposition 3.6, then so does the length-(k − 1) complex
0 −→M1
α2−→ · · ·
αk−2
−→ Mk−2
αk−1
−→ K −→ 0, (22)
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which is co-induced from the analogous length-(k−1) complex of Y -modules obtained
from (21). It is immediate to verify all of the assumptions (a–c) for this new complex,
except possibly the counterpart of (c)k−2 for (22), which follows by observing that
img
(
Hp(Mk−3) −→ H
p(Mk−2)
)
≤ ker
(
Hp(Mk−2) −→ H
p(K)
)
≤ ker
(
Hp(Mk−2) −→ H
p(Mk−1)
)
.
It therefore follows from the inductive hypothesis that
• Hp(K) is Hausdorff for all p ≥ 0, and
• coker(Hp(Mk−2) −→ Hp(K)) is Lie, and discrete in case p ≥ 1, and compactly
generated in the case of the extra assumptions.
The induction hypothesis also already gives conclusions (d)i and (e)i for i ≤ k−1.
This is immediate for i ≤ k − 2. For i = k − 1, the counterpart of (d)k−1 for the
complex (22) is that H0(αk−1) : H0(Mk−2) −→ H0(K) is closed, but this implies
(d)k−1 itself because H0(K) = KW is simply a closed subgroup of MWk−1. Finally,
the counterpart of (e)k−1 for the complex (22) is that coker(H0(Mk−2) −→ H0(K))
is Lie, and discrete if k ≥ 3, and this implies (e)k−1 itself because
H0(K) = ker(H0(Mk−1) −→ H
0(Mk)).
Thus, it remains to prove (a–e)k. These will follow via a sequence of smaller claims.
Claim 1. The kernel A := ker(Hp(K) −→ Hp(Mk−1)) is discrete for all p ≥ 1, and
finitely generated in the case of the extra assumptions.
Proof of claim. We have seen above that Hp(K) is Polish, and Hp(Mk−1) is Polish
by assumption, so A is also Polish.
Now let
B := img
(
Hp(Mk−2) −→ H
p(K)
)
and C := A∩B, and consider the presentation C →֒ A։ A/C. On the one hand, we
have a monomorphism
A/C ∼= (A+B)/B →֒ Hp(K)/B = coker
(
Hp(Mk−2) −→ H
p(K)
)
,
so A/C is countable, since this was deduced for the right-hand cokernel from the
inductive hypothesis. On the other, C may also be written as
img
(
ker
(
Hp(Mk−2) −→ H
p(Mk−1)
)
−→ Hp(K)
)
= img
( ker(Hp(Mk−2) −→ Hp(Mk−1))
img(Hp(Mk−3) −→ Hp(Mk−2))
−→ Hp(K)
)
,
since the compositionHp(Mk−3) −→ Hp(Mk−2) −→ Hp(Kk−1) is zero. By assump-
tion (c)k−2, this implies that C is an image of a discrete module, and finitely generated
in the case of the extra assumptions. ThereforeA is countable, and finitely generated in
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the case of the extra assumptions. Since we have already argued that A must be Polish,
this implies it is discrete, by Lemma 2.4. Claim
Claim 2. Let I := imgαk. The cokernel coker(Hp(Mk−1) −→ Hp(I)) is discrete
for all p ≥ 0, and finitely generated in the case of the extra assumptions.
Proof of claim. Applying the cohomology functor Hp(−) to the short exact sequence
K →֒ Mk−1 ։ I gives a cohomology long exact sequence. Its switchbacks are a
sequence of continuous homomorphisms which are algebraic isomorphisms
coker
(
Hp(Mk−1) −→ H
p(I)
) ∼=
−→ ker
(
Hp+1(K) −→ Hp+1(Mk−1)
)
.
Claim 1 gave that the kernel on the right is discrete, and finitely generated in the case
of the extra assumptions. Therefore so is the cokernel on the left. Note that this follows
even though Hp(I) is not yet known to be Hausdorff. Claim
In case p = 0, Claim 2 shows that αk(MWk−1) is relatively open-and-closed in
H0(I) = IW , which is itself a closed submodule of MWk . Therefore αk(MWk−1) is a
closed submodule of MWk : this is conclusion (d)k.
Claim 3. The cokernel coker(Hp(Mk−1) −→ Hp(Mk)) is discrete, and finitely gen-
erated in the case of the extra assumptions.
Proof of claim. We must show that
P := ∂k
(
Zp(Z,Mk−1)
)
+ Bp(Z,Mk)
is relatively open in Zp(Z,Mk). Thus, let (σn)n be a null sequence in Zp(Z,Mk).
We will show that σn ∈ P for all sufficiently large n.
Let
Φ :Mk −→Mk/I =: L
be the quotient homomorphism, and let σn := Φ ◦σn, so these form a null sequence in
Zp(Z,L).
Since k ≥ 2, our assumption of 1-almost discrete homology for the complex (21)
gives that L = CoindZY L◦ for a discrete Y -module L◦. Therefore Hp(L) is discrete,
by Corollary 3.4. This implies that the cohomology class of σn is eventually zero, so
there are βn ∈ Cp−1(Z,L) such that σn = dβn for all sufficiently large n. Since
d : Cp−1(Z,L) −→ Zp(Z,L) has closed image (because Hp(L) is Hausdorff), The-
orem 2.3 implies that we may assume βn −→ 0, and now Lemma 2.6 gives a null
sequence βn in Cp−1(Z,Mk) such that βn = Φ ◦ βn.
We may therefore replace σn with σn − dβn without disrupting the property of
being null or the desired conclusion of lying in P . This means we may assume that
σn = 0, and hence that σn ∈ Zp(Z, I). However, Claim 2 implies that Zp(Z, I)
contains
Q := ∂k
(
Zp(Z,Mk−1)
)
+ Bp(Z, I)
as a relatively open submodule, so now σn must lie in Q for all sufficiently large n.
Since Q ≤ P , this completes the proof of discreteness.
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Finally, for the case of the extra assumptions, consider the exact sequence
0 −→ img
(
coker
(
Hp(Mk−1) −→ H
p(I)
)
−→ coker
(
Hp(Mk−1) −→ H
p(Mk)
))
−→ coker(Hp(Mk−1) −→ H
p(Mk)) −→ coker
(
Hp(I) −→ Hp(Mk)
)
−→ 0.
The first and last modules appearing here are finitely generated in the case of the extra
assumptions (the last because it long exact sequence identifies it with a subgroup of
Hp(Mk/I)), hence so is the middle module. Claim
Claim 3 completes the proof of conclusion (e)k. To complete the proofs of (a–c)k,
it only remains to show that Hp(Mk) is Hausdorff for p ≥ 1, since Claim 3 also shows
that imgHp(αk) is an open-and-closed subgroup of it, with cokernel finitely generated
in the case of the extra assumptions.
Claim 4. The quotient topology of Hp(Mk) is Hausdorff for all p ≥ 1.
Proof of claim. Suppose that βn ∈ Cp−1(Z,Mk) is a sequence such that
dβn −→ 0 in Zp(Z,Mk).
We will find a null sequence (β′n)n in Cp−1(Z,Mk) such that dβn = dβ′n for all
sufficiently large n, from which the result follows by Theorem 2.3.
Let P be as in the proof of Claim 3. We showed there that P is relatively open in
Zp(Z,Mk), and so dβn ∈ P for all sufficiently large n.
On the other hand, that relative openness also implies that P is a closed submodule
of Zp(Z,Mk) (because it is the complement of the union of its non-identity cosets,
which are open). Therefore Theorem 2.3 may be applied to the map
Zp(Z,Mk−1)⊕ C
p−1(Z,Mk) −→ P : (τ, α) 7→ ∂kτ + dα.
This gives that the null sequence dβn is eventually equal to ∂kτn + dαn for some null
sequences (τn)n in Zp(Z,Mk−1) and (αn)n in Cp−1(Z,Mk)
Since (αn)n is null, we may replace βn by βn −αn without disrupting our desired
conclusion, and so we may in fact assume that dβn = ∂kτn for all sufficiently large
n. Since dβn is an Mk-valued coboundary, this assumption now requires that each τn
represent an element of
ker
(
Hp(Mk−1) −→ H
p(Mk)
)
.
Since p ≥ 1, assumption (c)k−1 states that this kernel is co-discrete over
img
(
Hp(Mk−2) −→ H
p(Mk−1)
)
,
and by assumption (b)k−1 this last image is closed. Therefore, since (τn)n is null,
another appeal to Theorem 2.3 implies that for n large enough we may write
τn = ∂ℓκn + dγn
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with (κn)n and (dγn)n both null. Since assumption (a)k−1 gives that Hp(Mk−1) is
Hausdorff, we may also assume that (γn)n is null. This finally implies that
dβn = ∂kτn = dβ
′
n
with β′n := ∂kγn −→ 0. Claim
Both Propositions 3.6 and 3.7 made the assumption that Y +W = Z . To obtain
analogs of these results for a general pair of subgroups Y,W ≤ Z , one first considers
the co-induction of the complex (21) to Y +W , applies Propositions 3.6 and 3.7 to that,
and then further applies CoindZY+W (−) to the resulting picture. This effect of this
second co-induction on the complex of cohomology groups is given by Lemma 3.5.
The full result is as follows.
Corollary 3.8. Consider general Y,W ≤ Z . Assume that (21) has ℓ0-almost discrete
homology and that the following are satisfied for all i ∈ {ℓ0, . . . , k − 1}:
a)i Hpm(W,CoindY+WY M◦i ) is Hausdorff for all p ≥ 1;
b)i the maps on cohomology
Hpm(W,Coind
Y+W
Y M
◦
i−1) −→ H
p
m(W,Coind
Y+W
Y M
◦
i )
are closed for all p ≥ 1;
c)i the homology of
Hpm(W,Coind
Y+W
Y M
◦
i−1) −→ H
p
m(W,Coind
Y+W
Y M
◦
i )
−→ Hpm(W,Coind
Y+W
Y M
◦
i+1)
is discrete for all p ≥ 1.
Then, letting (19) again be the outcome of co-inducing (21) toZ , the following hold
for all i ∈ {ℓ0, . . . , k}:
a′)i Hpm(W,Mi) is Hausdorff for all p ≥ 0;
b′)i Hpm(W,Mi−1) −→ Hpm(W,Mi) is closed for all p ≥ 0;
c′)i the homology of
Hpm(W,Mi−1) −→ H
p
m(W,Mi) −→ H
p
m(W,Mi+1)
is co-induced from a Lie (Y +W )-module for all p ≥ 0, and from a discrete
(Y +W )-module in case either p ≥ 1 or i > ℓ0. If Z is finite-dimensional and
all the homology groups in assumptions (c)i are compactly generated, then all
the homology groups in (c′)i are co-induced from compactly generated (Y +W )-
modules.
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4 P-modules
Theorems A and B will be deduced from some significantly more abstract results, as-
serting that certain classes of families of topological Z-modules are preserved under
some basic operations, such as cohomology functors and short exact sequences.
This section introduces these new classes of module-families. The first class of
principal importance, P-modules, will appear in Subsection 4.2. Their definition is
quite intricate, so it will be introduced in stages, starting in Subsection 4.1.
4.1 P-diagrams and pre-P-modules
Definition 4.1 (P-diagram). Let Z a compact Abelian group and S a finite set. A PS-
diagram over Z is a family of topological Z-modules (Me)e⊆S indexed by subsets of
S, together with a family of continuous homomorphisms ϕa,e : Ma −→ Me indexed
by pairs a ⊆ e ⊆ S, such that
P1) ϕe,e = idMe for all e ⊆ S;
P2) ϕa,e ◦ ϕb,a = ϕb,e whenever b ⊆ a ⊆ e.
The homomorphisms ϕa,e are the structure morphisms of the P-diagram, and the
individual modules Me are the constituent modules of the P-diagram.
A PS-diagram over Z is Polish if all of its constituents are Polish.
In categorial terms, a PS-diagram is a covariant functor to PMod(Z) from the
category whose objects are elements of the power set P(S) and whose morphisms are
the inclusions: this accounts for the terminology.
By identifying subsets of S with elements of {0, 1}|S|, one may visualize a P-
diagram as an assignment of Z-modules Me to the vertices of the unit cube in R|S|,
with morphisms directed along the edges of the cube in the direction of the positive
quadrant. This picture ignores the extra structure that will be imposed next, but may
offer some helpful intuition.
An important part of that extra structure depends on the following notion.
Definition 4.2. Suppose that M and N are topological Z-modules and that U ≤ Z .
Then a derivation-action of U from N to M is a map
U −→ HomZ(N,M) : u 7→ ∇˜u
which is jointly continuous regarded as a map U ×N −→ M and which satisfies the
relations
∇˜u+u′ = ∇˜u + ∇˜u′ ◦Ru ∀u, u
′ ∈ U, (23)
where R is the U -action on N .
If, in addition, ϕ :M −→ N is a homomorphism of Z-modules, then a derivation-
action ∇˜ of U is a derivation-lift of U through ϕ if
ϕ ◦ ∇˜u = du ∀u ∈ U.
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A derivation-action from N to M may be regarded as a 1-cocycle from U to
HomZ(N,M), where Z (and so also U ) acts on HomZ(N,M) by pre-composition
(this gives a well-defined action because Z is Abelian). In these terms, the defin-
ing relation (23) is just the usual equation for a 1-cocycle. Beware, however, that
HomZ(N,M) may not be Polish even if M and N are so.
Suppose that ϕ : M −→ N is a homomorphism and that ∇˜ is a derivation-lift of
U through ϕ. Given n ∈ N , it may not lie in the image of ϕ, but the derivation-lift
provides a ϕ-pre-image ∇˜un ∈ M for each of the differenced elements duϕ, u ∈ U .
Moreover, this pre-image is somewhat canonical, in the sense of the consistency guar-
anteed by (23). The existence of these families of pre-images says something rather
strong about the homomorphism ϕ: for instance, it follows easily that the quotient
action of U on N/ϕ(M) is trivial.
Example 4.3. The following simple example will not be used later, but may offer some
intuition. Suppose U = Z , let M := T with the trivial Z-action, and let N := A(Z)
(the affine functions Z −→ T) with the rotation Z-action R. Then for any f ∈ N and
w ∈ Z , the differenced function dwf takes a constant value in T. Letting ∇˜wf be this
constant value, this defines a derivation-action A(Z) −→ T, and it is a derivation-lift
of Z through the constant-functions inclusion T →֒ A(Z).
Of course, this example arises simply by regarding dw itself as a morphism between
two different modules. Later examples will be more subtle; in particular, we will meet
derivation-lifts through non-injective homomorphisms. ⊳
Derivation-lifts are added to Definition 4.1 as follows.
Definition 4.4 (Pre-P-module). Let Z and S be as before, and let U = (Ui)i∈S be a
tuple of closed subgroups of Z . Then a pre-PS-module over (Z,U) is a PS-diagram
(Me)e, (ϕa,e)a,e over Z together with a family of derivation-actions
∇˜e,e\i : Ui −→ HomZ(Me,Me\i) for i ∈ S, e ⊆ S
satisfying the following additional axioms:
P3) if i 6∈ e then ∇˜e,e = dUi ,
P4) if a ⊆ e ⊆ S and i ∈ S then
ϕa\i,e\i ◦ ∇˜
a,a\i
u = ∇˜
e,e\i
u ◦ ϕa,e ∀u ∈ Ui,
P5) and if e ⊆ S and i, j ∈ S then
∇˜e\j,e\{i,j}ui ◦ ∇˜
e,e\j
uj = ∇˜
e\i,e\{i,j}
uj ◦ ∇˜
e,e\i
ui ∀(ui, uj) ∈ Ui × Uj.
As before, a pre-P-module is Polish if all its constituents are Polish.
Note that upon taking a = e \ i in (P4), it asserts precisely that ∇˜e,e\i is a
derivation-lift of Ui through ϕe\i,e.
The imposition of derivation-lifts in Definition 4.4 adds considerable weight com-
pared to Definition 4.1. I do not know how much of the theory below could be de-
veloped without them: they are quite essential to the approach we take to our main
theorems.
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4.2 P-modules
One last layer of structure is needed to define P-modules. This will require that the
constituents of a pre-P-module are obtained by co-induction of Polish modules over
certain subgroups of Z .
Definition 4.5 (P-module). Let Z , S and U be as before, and let Y ≤ Z be another
closed subgroup. Then a PS-module directed by (Z, Y,U), or (Z, Y,U)-P-module,
consists of
• a family (Ae)e⊆S where each Ae ∈ PMod(Y + Ue), and Ue :=
∑
i∈e Ui,
• a family of continuous (Y + Ue)-module homomorphisms
ψa,e : Coind
Y+Ue
Y+Ua
Aa −→ Ae
for each pair a ⊆ e ⊆ S,
• and derivation-lifts
∇˜◦,e,e\i : Ui −→ HomY+Ue(Ae,Coind
Y+Ue
Y+Ue\i
Ae\i)
through the homomorphisms ψe\i,e for all i ∈ e ⊆ S
such that the data
(Me)e⊆S , (ϕa,e)a⊆e⊆S , (∇˜
e,e\i)i∈S,e⊆S (24)
form a pre-P-module over (Z,U), where
• Me := Coind
Z
Y+UeAe,
• ϕa,e := Coind
Z
Y+Ueψa,e, and
• we set
∇˜e,e\iu :=
{
CoindZY+Ue∇˜
◦,e,e\i
u if i ∈ e,
du if i 6∈ e ∀u ∈ Ui.
A P-module is a (Z, Y,U)-P-module for some (Z, Y,U): even when omitted from
the notation, a particular choice of (Z, Y,U) is implied.
The modules Ae (resp. homomorphisms ϕa,e, derivation-lifts ∇˜◦,e,e\i) appearing
here are called the sub-constituent modules (resp. homomorphisms, derivation-lifts) of
thisP-module. Together, these are referred to as its sub-constituent data. The resulting
co-induced data in (24) are its constituents, structure morphisms and derivation-lifts
as in Definition 4.4.
Unlike in the previous subsection, it is here part of the definition that each Ae,
hence also each Me, is Polish.
In the sequel, we will usually refer to the data in (24) itself as the ‘P-module’, rather
than the sub-constituents. This is slightly abusive, since in general I do not know that
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the sub-constituents can be uniquely recovered from the constituents. However, this
convention will be much more convenient for our subsequent operations onP-modules,
and the reader should understand that a particular collection of sub-constituent mod-
ules, homomorphisms and derivation-lifts is always implied. We will usually denote a
P-module by a script symbol such as M , or simply by (Me)e where Me is as above,
and write its associated structure morphisms and derivation-lifts as ϕMa,e and ∇˜M ,e,e\i
when necessary. In many instances S will be [k] for some k. Also, M{i} will usually
be abbreviated to Mi for i ∈ S.
Some properties of P-modules are easier to understand in a special subclass, which
will include our first important examples.
Definition 4.6 (Inner P-module). A P-module is inner if all its structure morphisms
ϕa,e are closed and injective. In this case, by Theorem 2.3, we may simply identify
Ma with its image ϕa,S(Ma) ⊆ MS , and so regard our P-module as a distinguished
family of submodules of the module MS .
In this case each ϕa,e is effectively an inclusion Ma ≤ Me, and the defining equa-
tion of a derivation-lift (from axiom (P4)) shows that
ϕe\i,e ◦ ∇˜
e,e\i
u = du ∀e, ∀u ∈ Ui, ∀i.
Thus, in this case the derivation-actions ∇˜must be given simply by ordinary differenc-
ing, followed by the isomorphisms ϕ−1e\i,e : ϕe\i,e(Me\i) −→Me\i.
Later we will see that, to study PDceEs, we cannot limit ourselves to inner P-
modules. This is because innerness is not preserved by the operation of forming co-
homology groups, which will be a crucial tool in our analysis. However, we will still
need a sense in which applying differencing operators ‘moves elements down to lower
modules in the family’. This feature is retained by forming cohomology, and it is this
that motivates the more abstract notion of our ‘derivation-lifts’. Some non-inner ex-
amples will become available after cohomology P-modules have been introduced in
Section 6.
Remark. If M is any PS-module in which all the structure morphisms ϕa,e are closed,
but not necessarily injective, then the family of images ϕa,S(Ma) may nevertheless
not define an inner P-module, because the maps ϕa,S may not be co-induced over the
smaller subgroup Y + Ua. Only in the case of injective structure morphisms is this
problem avoided. ⊳
Now let M = (Me)e be a (Z, Y,U)-P[k]-module, and let c ⊆ [k].
Definition 4.7 (Restriction). The restriction of M to c, denoted M ↾c, is the (Z, Y,U↾c)-
Pc-module whose constituent modules, structure morphisms and derivation lifts are
precisely those of M that are indexed by subsets or elements of c:
• (modules) Ma for a ⊆ c.
• (structure morphisms) ϕMa,b for a ⊆ b ⊆ c.
• (derivation-lifts) ∇˜M ,a,a\i for a ⊆ c, i ∈ c.
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Its sub-constituent data are similarly those indexed by subsets or elements of c.
It is obvious that these data do form a (Z, Y,U↾c)-Pc-module.
It will be useful to note the following, a trivial consequence of Definition 4.5 and
the relation (9).
Lemma 4.8. If Y ≤ Y ′ ≤ Z , then a PS-module directed by (Z, Y,U) may also be
interpreted as being directed by (Z, Y ′,U), where the new sub-constituents are A′e :=
CoindY
′+Ue
Y+Ue
Ae, and similarly for the structure morphisms and derivation-lifts.
The importance of a particular choice of Y will appear later when we come to place
some extra demands on the sub-constituents Ae.
The next definitions now almost write themselves.
Definition 4.9 (P-submodules). Suppose that M = (Me)e is a (Z, Y,U)-PS-module
with sub-constituent modules Ae, morphisms ψa,e and derivation-actions ∇˜◦,e,e\i.
A collection of Z-submodules Ne ≤ Me is compatible with these morphisms and
derivation-lifts if each Ne is co-induced over (Y + Ue) from some sub-constituent
Be ≤ Ae, and also
ψa,e(Coind
Y+Ue
Y+Ua
Ba) ⊆ Be ∀a ⊆ e ⊆ S
and
∇˜◦,e,e\iu (Be) ⊆ Coind
Y+Ue
Y+Ue\i
Be\i whenever i ∈ e ⊆ S, u ∈ Ui.
In this case, the associated PS-submodule of M is the family of submodules (Ne)e
together with the restricted structure morphisms and derivation-lifts
ϕa,e|Na and u 7→ ∇˜e,e\iu |Ne.
These are clearly co-induced from the corresponding restrictions of the sub-constituent
data.
Definition 4.10. Suppose that M = (Me)e is a (Z, Y,U)-P-module and N =
(Ne)e ≤ (Me)e is a (Z, Y,U)-P-submodule. Then its quotient is the resulting P-
module M /N = (Ne/Me)e, with the structure morphisms and derivation-actions
obtained as the quotients of those of M . It is also a P-module directed by (Z, Y,U).
In the notation above, its sub-constituent modules are Ae/Be.
Direct sum and co-induction also generalize easily from modules to P-modules.
Definition 4.11. If M1 and M2 are both (Z, Y,U)-PS-modules, then their direct sum
M1⊕M2 is the PS-module with constituent modulesM1,e⊕M2,e for e ⊆ S, and sim-
ilarly direct sums of all structure morphisms and derivation-lifts. Its sub-constituents
are also obtained simply by direct sum. It is immediate that M1⊕M2 is again directed
by (Z, Y,U).
Definition 4.12. If Z ≤ Z ′ is an inclusion of compact Abelian groups, and M is a
(Z, Y,U)-PS-module, then the co-induction of M to Z ′, denoted CoindZ
′
Z M , is the
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pre-PS-module with constituent modules CoindZ
′
Z Me for e ⊆ S and with all struc-
ture morphisms and derivation-actions co-induced from those of M . (Co-inducing a
derivation-action u 7→ ∇˜u simply means co-inducing each homomorphism ∇˜u sepa-
rately.)
In view of the relation (9),CoindZ′Z M defines a (Z ′, Y,U)-PS-module with exactly
the same sub-constituent data as M itself.
It can sometimes be useful to make the ambient group Z of a (Z, Y,U)-P-module
as small as possible. The next two definitions will enable us to do this.
Definition 4.13 (Lean data, P-modules). The tuple of group data (Z, Y,U) is lean if
Z = Y + U[k], and a (Z, Y,U)-P-module is lean if (Z, Y,U) is lean.
In the setting of Lemma 4.8, it can happen that a (Z, Y,U)-P-module is not lean,
but becomes lean upon being interpreted as a (Z, Y ′,U)-P-module for some larger
subgroup Y ′. Also, since it can happen that Y + Ue  Y + U[k] when e $ [k], a
nontrivial restriction of a lean P-module need not be lean.
Definition 4.14 (Lean version). Let M be a (Z, Y,U)-P-module, and let its sub-
constituent data be
(Ae)e, (ψa,e)a,e and (∇˜◦,e,e\i)i,e.
Then the lean version of M is the (Y + U[k], Y,U)-P-module with the same sub-
constituents: that is, the constituents of the lean version are CoindY+U[k]Y+Ue Ae, and sim-
ilarly for the structure morphisms and derivation-actions. (Of course, this is just M
itself if (Z, Y,U) is lean.)
Combining the above definitions and recalling the relation (9) gives the following.
Lemma 4.15. If M is a (Z, Y,U)-P-module and N is its lean version, then
M = CoindZY+U[k]N .
4.3 P-morphisms
Definition 4.16 (P-morphisms). Suppose that M and N are (Z, Y,U)-PS-modules.
Then a P-morphism from M to N is a family Ψ = (Ψe)e of continuous Z-module
homomorphisms Ψe :Me −→ Ne such that:
• (Consistency with structure morphisms) Ψe ◦ ϕMa,e = ϕNa,e ◦ Ψa whenever a ⊆
e ⊆ S;
• (Consistency with derivation-lifts) Ψe\i ◦ ∇˜M ,e,e\iu = ∇˜N ,e,e\iu ◦ Ψe whenever
e ⊆ S, u ∈ Ui and i ∈ S.
• (Co-induced) for every e ⊆ S, the homorphism Ψe is co-induced from a homo-
morphism of the sub-constituent (Y + Ue)-modules.
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A sequence of P-morphisms (Me)e Ψ−→ (Ne)e Φ−→ (Pe)e is exact if each sequence of
continuous homomorphisms Me
Ψe−→ Ne
Φe−→ Pe is algebraically exact.
This above situation may be denoted by Ψ : (Me)e −→ (Ne)e, or just Ψ : M −→
N , if no confusion can arise.
Given such a P-morphism, its intertwining properties for the structure morphisms
and derivation-actions give immediately that the family of kernels (kerΨe)e is compat-
ible with the structure morphisms and derivation lifts of M . These therefore comprise
a P-submodule of M , called the kernel P-module of Ψ and denoted kerΨ.
Similarly, the intertwining properties of Ψ also imply that the family of images
(imgΨe)e comprise a P-submodule of N , called the image P-module and denote
imgΨ.
Many of the nontrivial examples of P-submodules that we will meet later arise as
kernel or image P-modules. Indeed, all P-submodules may be represented as kernel
P-modules: if N ≤ M are a (Z, Y,U)-PS-module and PS-submodule, then the
quotient homomorphisms Me −→ Me/Ne for e ⊆ S are easily seen to define a P-
morphism, and N is their kernel P-module.
4.4 Structure complexes and modesty
We now revisit the complexes introduced in Subsection 1.2. To do this, it is easiest to
focus on an indexing set S that is totally ordered, so here we will simply assume that
S = [k] for some k.
It will help to have some more bespoke notation. Suppose that a ⊆ e are finite
subsets of N with |e| = |a| + 1, and let these sets be enumerated as e = {i1 < i2 <
. . . < is} and a = e \ ij for some j ∈ {1, 2, . . . , s}. Then the quantity sgn(e : a) is
defined to be (−1)j−1. (This is where we make use of the chosen order on [k].)
Now suppose that M = (Me)e is a pre-P-module over (Z,U) with structure
morphisms (ϕa,e)a⊆e, and that e ⊆ [k] is nonempty. Then we may construct from it
the following sequence of topological modules and homomorphisms:
0
∂0−→M∅
∂1−→
⊕
i∈e
Mi
∂2−→
⊕
a∈(e2)
Ma
∂3−→ · · ·
∂|e|
−→Me, (25)
where ∂ℓ is defined by
(∂ℓm)b =
∑
a∈( bℓ−1)
sgn(b : a)ϕa,b(ma) for b ∈
(
e
ℓ
)
, m = (ma)a∈( eℓ−1)
. (26)
This construction is one of the central ideas of this paper. It is clearly motivated by
simplicial cohomology: if every Ma is equal to some fixed Abelian group, then (25) is
the simplicial cohomology complex of the k-simplex with coefficients in that group.
A quick check verifies the classical equality
sgn(a ∪ {s} : a)sgn(a ∪ {t} : a)
+ sgn(a ∪ {s, t} : a ∪ {s})sgn(a ∪ {s, t} : a ∪ {t}) = 0 (27)
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whenever s 6= t and a ∩ {s, t} = ∅, and as usual this implies the following:
Lemma 4.17. The sequence (25) is a complex: that is, ∂ℓ+1∂ℓ = 0 for every ℓ.
The complex (25) is called the structure complex of M at e, and ∂ℓ is the bound-
ary homomorphism at position ℓ of that structure complex. The structure complex
at [k] will usually be called the top structure complex. If we need to signify that a
boundary homomorphism belongs to the pre-P-module M , then we will do so with
a superscript, as in ‘∂Mℓ ’; but more often we will just write ∂ℓ and leave the pre-P-
module to the reader’s understanding.
Remark. In case the modulesMa are all the same and each ϕa,e = id, the complex (25)
is exact if e 6= ∅. In general, different modules Ma appear in the direct summands
at each position of (25), so it need not be exact, but the homology of the structure
complex (25) is very reminiscent of the ˇCech cohomology of a presheaf with respect
to a given cover of a topological space.
Indeed, it is tempting to think of a pre-P-module M over (Z,U) as part of a
presheaf over SpecZ[Z]. For non-discrete Z , the ring Z[Z] is not Noetherian, and it is
not clear how SpecZ[Z] relates to other ideals in Z[Z]. Nevertheless, if we define
I(U) := {p · du | p ∈ Z[Z], u ∈ U}E Z[Z]
for any U ≤ Z , then it does make sense to think of M as a presheaf over the specific
partially ordered family of ideals
Ie :=
∏
i∈e
I(Ui) for e ⊆ [k].
These satisfy Ia ⊇ Ie when a ⊆ e, so the structure morphisms Ma −→ Me can be
interpreted as the restriction maps of this presheaf. Now the structural homology of
M really is the obvious analog of ˇCech cohomology for this presheaf on a partially
ordered set.
This point of view motivates the definition of pre-P-modules and the study of their
structural homology, but I have not explored it very far beyond that. It would be in-
teresting to know whether any other ideas from classical commutative algebra have a
fruitful adaptation to this setting, even though the ringZ[Z] is too pathological for most
of that classical theory to apply. ⊳
A crucial feature of the examples of interest will be that the failure of exactness
in (25) — that is, the homology of this complex — has some special structure.
Definition 4.18 (Structural closure). Let M be a Polish pre-P-module, e ⊆ [k] and ℓ ≤
|e|. Then M is structurally closed at (e, ℓ) if the boundary homomorphism at position
ℓ of its structure complex at e is closed. It is structurally closed if it is structurally
closed at every (e, ℓ).
We now focus on the case of a (Z, Y,U)-P-module M . In this case the modules
and homomorphisms appearing in (25) are all co-induced from various sub-constituents
of M ; in particular, the whole complex is co-induced from its counterpart for the lean
version of M . The next definition contains the second main innovation of this paper,
after P-modules.
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Definition 4.19 (Modesty and almost modesty). Suppose that 0 ≤ ℓ0 ≤ k.
A lean P[k]-module is ℓ0-top-modest (resp. ℓ0-almost top-modest) if its top struc-
ture complex has ℓ0-discrete homology (resp. ℓ0-almost discrete homology).
A general P[k]-module is ℓ0-top-modest (resp. ℓ0-almost top-modest) if its lean
version has this property.
A general P[k]-module is ℓ0-modest (resp. ℓ0-almost modest) if every restriction of
it is ℓ0-top-modest (resp. ℓ0-almost top-modest).
Finally, it is modest (resp. almost modest) if it is ℓ0-modest (resp. ℓ0-almost mod-
est) for some ℓ0.
If a (Z, Y,U)-P-module is ℓ0-modest (resp. ℓ0-almost discrete homology), then,
for each e ⊆ [k], its structure complex at e is co-induced over Y +Ue from a complex of
(Y +Ue)-modules that has ℓ0-discrete homology (resp. ℓ0-almost discrete homology).
Definition 4.20 (Structural compact generation). An almost modestP-module is struc-
turally compactly generated if all the homology groups of those (Y + Ue)-complexes
are compactly generated.
The following is obvious from the definitions.
Lemma 4.21. A (Z, Y,U)-P-module is ℓ0-modest (resp. ℓ0-almost modest) if and only
if its lean version has this property.
Clearly an ℓ0-modest P-module is also ℓ0-almost modest. To emphasize the differ-
ence, a modest P-module will sometimes be called strictly modest.
If |e| < ℓ0, then ℓ0-almost modesty actually implies that the structure complex at e
is trivial, and hence that Me = 0.
If |e| = ℓ0, then the structure complex of an ℓ0-almost modest P-module M at e
is simply
0 −→ 0 −→ · · · −→ 0 −→Me −→ 0,
since all modules indexed by sets smaller than ℓ0 vanish. So an ℓ0-almost modest P-
module (Me)e has a layer of modules Me with |e| = ℓ0 which are co-induced-of-Lie,
and co-induced-of-discrete in case of strict modesty.
The intuition behind the almost-modest case is that the constituents Me with |e| =
ℓ0 are the ‘main ingredients’ of M , and the constituents indexed by larger subsets of [k]
are the result of applying various ‘corrections’ to those at level ℓ0. Those corrections
are described by the structural homology.
The notion of modesty gives more firmness to the roˆle of Y in the definition of a
P-module. On the one hand, Y must be large enough that the constituent modules and
structure morphisms are co-induced over Y +Ue for the relevant e. On the other hand,
given a modest P-module, we cannot freely make Y larger as in Lemma 4.8 without
disrupting the definition of modesty. This is because the structural homology of M at e
must be co-induced over Y +Ue from a discrete (hence, ‘small’) module, and replacing
this with co-induction over Y ′+Ue for some larger Y ′ may not retain this ‘smallness’.
Nevertheless, there can still be some flexibility in the choice of Y , as given by the
following, which again follows trivially from the definitions.
Lemma 4.22. An ℓ0-almost (resp. strictly) modest (Z, Y,U)-P-module (Me)e is also
an ℓ0-almost (resp. strictly) modest (Z, Y ′,U)-P-module provided
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• Y ≤ Y ′ ≤ Z , and
• one has Y + Ue = Y ′ + Ue for every e such that Me 6= 0.
Our main technical theorems later will assert that the class of (almost) modest P-
modules is closed under certain natural operations. The first such closure result is
trivial, however, and we omit the proof.
Lemma 4.23. If M1 and M2 are ℓ0-almost (resp. strictly) modest (Z, Y,U)-P-
modules then so is M1 ⊕ M2. If both direct summands are stucturally compactly
generated, then so is the direct sum.
4.5 Short exact sequences
The next notion for modules that should be extended toP-modules is that of short exact
sequences. The basic definition is obvious.
Definition 4.24. A short exact sequence of (Z, Y,U)-P-modules is a sequence of P-
morphisms
0 −→ (Me)e −→ (Ne)e −→ (Le)e −→ 0
which is exact in the sense of Definition 4.16.
In this setting, we will rely heavily on the following relation among the properties
of almost or strict modesty for these P-modules.
Proposition 4.25. Suppose that
0 −→ M
Φ
−→ N
Ψ
−→ P −→ 0
is a short exact sequence of (Z, Y,U)-P-modules.
(1) If M and N are ℓ0-almost (resp. strictly) modest, then so is P .
(2) If M and P are ℓ0-almost (resp. strictly) modest, then so is N .
(3) If N and P are ℓ0-almost (resp. strictly) modest, and if Me = 0 whenever
|e| ≤ ℓ0, then M is (ℓ0 + 1)-almost (resp. strictly) modest.
In any of these three cases, if two out of M , N and P are structurally compactly
generated, then so is the third.
Proof. For each e ⊆ [k], the structure complexes of M , N and P at e fit together
into a vertical short exact sequence of complexes: for instance, when e = [k],
0 // . . . // M (ℓ−1) _

∂Mℓ
// M (ℓ) _

∂Mℓ+1
// M (ℓ+1) _

∂Mℓ+2
// . . . // M[k] _

// 0
0 // . . . // N (ℓ−1)


∂Nℓ
// N (ℓ)


∂Nℓ+1
// N (ℓ+1)


∂Nℓ+2
// . . . // N[k]


// 0
0 // . . . // P (ℓ−1)
∂Pℓ
// P (ℓ)
∂Pℓ+1
// P (ℓ+1)
∂Pℓ+2
// . . . // P[k] // 0.
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This entire diagram is obtained by applying the functor CoindZY+U[k](−) to the lean
versions of M , N and P , so we may assume that these are themselves lean. Having
done so, conclusions (1–3) result from applying parts (1–3) of Proposition 2.9 to this
picture. The last conclusion follows by Lemma 2.10.
4.6 First examples
Several examples of inner P-modules can be introduced immediately, including those
that underly Theorems A and B.
Example 4.26. For any Polish Abelian group A, the Z-module F(Z,A) is a (Z, 0, ∗)-
P-module, where 0 denotes the zero-subgroup ofZ and ∗ denotes the empty subgroup-
tuple. ⊳
Example 4.27. Given Z and also U = (Ui)ki=1, one may obtain a (Z, 0,U)-P-module
C simply by setting Ce := F(Z,A) for every e, setting ϕCa,e := id whenever a ⊆ e,
and setting ∇˜C ,e,e\i := dUi for all e and i. All of the axioms of a pre-P-module are
trivial verifications in this case. For the sub-constituent modules, one may simply take
F(Ue, A) for each e.
In this example, the structure complex at every nonempty e is exact, because it
amounts to computing the higher simplicial cohomology of the k-simplex with coeffi-
cients in the fixed group F(Z,A). By Lemma 4.8, this is also a (Z, Y,U)-P-module
for any other Y ≤ Z . Such a P-module will be called a constant P-module. ⊳
Example 4.28. A close relative L of the constant P-module C is obtained as follows:
set L∅ := 0 and Le := Ce for every other e, and let the structure morphisms and
derivation-lifts be either zero or the same as for C , as appropriate.
Once again, the pre-P-module axioms are easily verified, and Lemma 4.8 lets us
interpret this as a (Z, Y,U)-P-module for any other Y ≤ Z .
In this case, the structure complex at ∅ is trivial, so there is no homology there. On
the other hand, the structure complex at any nonempty e is the same as for C , except
that the entry in position 0 is now L∅ = 0, rather than C∅ = F(Z,A). This has the
effect of removing all homology at position (e, 0), and replacing it with a homology
group equal to F(Z,A) in position (e, 1).
This example can easily be generalized to truncating C below any other fixed level
ℓ; the details are left to the reader. ⊳
Example 4.29. Now let U1, . . . , Uk ≤ Z be as in the Introduction, and let (Me)e be
the family of modules of solutions to the associated heirarchy of PDceEs. These are
all closed submodules of F(Z,A), and Ma ≤ Me whenever a ⊆ e, so we may let
ϕa,e : Ma −→ Me be the inclusion. Also, if f ∈ Me and i ∈ e, then the definition
implies that dUif ∈ Me\i, so this uniquely defines a derivation-lift ∇˜e,e\i from Me
to Me\i. Finally, each Me is co-induced from the corresponding module of solutions
on Ue, and similarly for these structure morphisms and derivation-actions. Thus, these
solution-modules together define an inner (Z, 0,U)-P-module.
This will be called the solution P-module of the PDceE associated to U. Note that
M[k] is precisely the module of solutions to that PDceE. Such P-modules will be the
centre of attention in Section 7.1. ⊳
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Example 4.30. Let U1, . . . , Uk ≤ Z , and for e ⊆ [k] define
Pe :=
⊕
i∈e
F(Z,A)Ui .
There is an obvious inclusion morphism ϕPa,e : Pa −→ Pe whenever a ⊆ e, since Pa
is a direct summand of Pe. On the other hand, if f = (fi)i∈e ∈ Pe and j ∈ e, then
dUjf = (dUjfi)i∈e,
which is identically zero in coordinate j. We may therefore canonically identify this
with its projection to Pe\j , and this defines the derivation-lift ∇˜P,e,e\ju . This gives
another inner (Z, 0,U)-P-module P . ⊳
Example 4.31. We may now combine Examples 4.28 (denoted L ) and 4.30 (denoted
P) as follows. Regard both L and P as being directed by (Z, 0,U). For each e ⊆ [k],
there is a homomorphism
Ψe : Pe =
⊕
i∈e
F(Z,A)Ui −→ Le = F(Z,A) : (fi)i∈e 7→
∑
i∈e
fi.
It is easy to check that the family (Ψe)e verifies the axioms of a (Z, 0,U)-P-morphism
from L to P , and so N := kerΨ is a (Z, 0,U)-P-submodule of P . Each Ne is
precisely the module of zero-sum tuples introduced in Subsection 1.2.
This kernel P-module will be called the zero-sum P-module associated to U, and
it will be the focus of Subsection 7.3.
One could also study the image of thisP-morphism as another example of a (Z, 0,U)-
P-module, but we will leave this aside. ⊳
5 Aggrandizement and reduction
Suppose that c ⊆ e is an inclusion of finite sets, that Y ≤ Z is an inclusion of compact
Abelian groups, and that U = (Ui)i∈e is a family of closed subgroups of Z . Let U ↾c
be the subfamily (Ui)i∈c.
Let M be a pre-P-module over (Z,U ↾c) with structure morphisms ϕa,b and
derivation-lifts ∇˜a,a\i for a ⊆ b ⊆ c and i ∈ c.
Definition 5.1 (Aggrandizement). The aggrandizement of M to U, say M∧, is the
pre-P-module over (Z,U) consisting of the following:
• (modules) M∧a :=Ma∩c ∀a ⊆ e.
• (structure morphisms) ϕ∧a,b := ϕa∩c,b∩c ∀a ⊆ b ⊆ e.
• (derivation-lifts) ∇˜∧,a,a\i := ∇˜a∩c,(a∩c)\i ∀a ⊆ e, i ∈ e.
This aggrandizement is denoted AgUU↾cM , or Ag
e
cM if the tuple U is clear. If N
is a (Z, Y,U)-P-module of the form AgecM for some (Z, Y,U↾c)-P-module M , then
N is said to be aggrandized from c.
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It is easy to check that AgecM satisfies the axioms of a pre-P-module.
Now suppose that M is actually a (Z, Y,U↾c)-P-module, say with sub-constituent
modules (Aa)a⊆c and structure-morphisms (ψa,b)a⊆b⊆c. Then in terms of these one
has the following for any a ⊆ b ⊆ e:
M∧b = Mb∩c = Coind
Z
Y+Ub∩cAb∩c = Coind
Z
Y+UbA
∧
b
and
ϕ∧a,b = ϕa∩c,b∩c = Coind
Z
Y+Ub∩cψa∩c,b∩c = Coind
Z
Y+Ubψ
∧
a,b,
where
A∧b := Coind
Y+Ub
Y+Ub∩c
Ab∩c,
and
ψ∧a,b := Coind
Y+Ub
Y+Ub∩c
ψa∩c,b∩c.
The derivation-actions of AgecM may be obtained from the sub-constituent derivation-
actions of M similarly. Therefore these co-inductions of the sub-constituent data of M
provided sub-constituent data for AgecM : with this choice, it is actually a (Z, Y,U)-
P-module. We will henceforth give it this interpretation whenever possible.
The structure complexes of an aggrandizement of M bear a simple relation to those
of M itself. This fact will be crucially important in the sequel. Its proof is closely
related to the homotopy invariance of classical homology (or rather, the special case
that every complete simplex has the same homology as a point).
Lemma 5.2 (Homotopical Lemma). Suppose that c $ [k] and that M = (Me)e⊆c
is a pre-P-module over (Z,U), and let N = (Ne)e⊆[k] := AgUU↾cM . For each
ℓ ∈ {0, 1, . . . , k}, let
N (ℓ) :=
⊕
|e|=ℓ
Ne,
and let
0
∂,0
−→ N∅
∂′1−→ N (1)
∂′2−→ . . .
∂′k−→ N[k] −→ 0
be the top structure complex of N . Then this complex is split.
Proof. Pick some s ∈ [k] \ c, and now define
ξℓ : N
(ℓ+1) −→ N (ℓ)
by (
ξℓ((nb)|b|=ℓ+1)
)
e
:=
{
0 if s ∈ e
sgn(e ∪ s : e)ne∪s if s 6∈ e
Since s 6∈ c, for any e one has (e ∪ s) ∩ c = e ∩ c. Therefore if (nb)b ∈ N (ℓ+1) and
|e| = ℓ, then
ne∪s ∈ Ne∪s =M(e∪s)∩c = Me∩c,
so ξℓ does indeed take values in N (ℓ).
It remains to verify that these maps have the required properties.
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Step 1. Suppose that n = (na)|a|=ℓ+2 ∈ N (ℓ+2), and let |e| = ℓ. If s ∈ e then
(ξℓξℓ+1n)e = 0 directly from the definition. On the other hand, if s 6∈ e, then
(ξℓξℓ+1n)e = sgn(e ∪ {s} : e)(ξℓ+1n)e∪{s} = 0,
where this vanishing is because s ∈ e ∪ {s}. Thus ξℓξℓ+1 = 0.
Step 2. Now let m = (me)e ∈ N (ℓ). If s ∈ e, then one has
(∂′ℓξℓ−1m)e =
∑
a∈( eℓ−1)
sgn(e : a)ϕNa,e((ξℓ−1m)a)
=
∑
a∈( eℓ−1), a 6∋s
sgn(e : a)ϕNa,e(sgn(a ∪ {s} : a)ma∪{s})
= sgn(e : e \ s)ϕNe\s,e(sgn(e : e \ s)me) = me,
whereas
(ξℓ∂
′
ℓ+1m)e = 0
directly from the definition of ξℓ.
On the other hand, if s 6∈ e then
(∂′ℓξℓ−1m)e =
∑
a∈( eℓ−1)
sgn(e : a)ϕNa,e((ξℓ−1m)a)
=
∑
a∈( eℓ−1)
sgn(e : a)ϕNa,e(sgn(a ∪ {s} : a)ma∪{s}),
whereas
(ξℓ∂
′
ℓ+1m)e
= sgn(e ∪ {s} : e)(∂ℓ+1m)e∪{s}
= sgn(e ∪ {s} : e)
∑
b∈(e∪{s}ℓ )
sgn(e ∪ {s} : b)ϕNb,e∪{s}(mb)
= sgn(e ∪ {s} : e)ϕNe,e∪{s}(sgn(e ∪ {s} : e)me)
+sgn(e ∪ {s} : e)
∑
a∈( eℓ−1)
sgn(e ∪ {s} : a ∪ {s})ϕNa,e(ma∪{s}).
Adding these last two expressions and recalling the identity (27), one sees that all the
terms cancel except for ϕNe,e∪{s}(me) = me.
Therefore ∂′ℓξℓ−1 + ξℓ∂′ℓ+1 = idN(ℓ) .
Corollary 5.3. In the situation of the previous lemma, the structure complex of N at
e is:
• the same as for M itself if e ⊆ c, and
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• split if e 6⊆ c.
Proof. If e ⊆ c, then the structure complex for N at e involves only the modules
Ma∩c = Ma for a ⊆ e ⊆ c, so the first case is clear. For the second, observe that if
e \ c 6= ∅, then the structure complex of N at e is
0 −→M∅
∂1−→
⊕
i∈e
Mc∩{i}
∂2−→
⊕
a∈(e2)
Mc∩a
∂3−→ · · ·
∂k−→Mc∩e, (28)
so this case follows from Lemma 5.2.
Combining restriction with aggrandizement leads to the following.
Definition 5.4 (Reduction). If M is a pre-P-module over (Z,U), then its reduction
at c is the P-module
M xc:= Ag
[k]
c (M ↾c).
As previously, this will always be interpreted as a (Z, Y,U)-P-module if M was such.
If M is a (Z, Y,U)-P-modules, then so are all of its reductions. Intuitively,
these are simply the restrictions M ↾c re-interpreted so that they are still directed by
(Z, Y,U).
Since the structure complexes of M ↾c are simply those of M at subsets of c,
Corollary 5.3 turns into the following.
Corollary 5.5. If c ⊆ [k] and e ⊆ [k], then the structure complex of M xc at e is
• the same as for M itself if e ⊆ c, and
• split if e 6⊆ c.
Corollary 5.6. If M is a (Z, Y,U)-P-module and c ⊆ [k], then M xc is ℓ0-almost
(resp. strictly) modest if and only if M ↾c is ℓ0-almost (resp. strictly) modest, and
both are implied if M itself is ℓ0-almost (resp. strictly) modest. If M is structurally
compactly generated, then so are its restrictions and reductions.
Proof. This follows from Lemma 5.5, since the structure complexes of M xc are the
same as for M ↾c, and they are among the structure complexes of M itself.
6 Cohomology P-modules
Suppose that M = (Me)e is a Polish pre-P-module over (Z,U) and that W ≤ Z is a
closed subgroup. Then for each p ≥ 0 one may form a new pre-P-module by applying
the functor Hpm(W,−) to all the modules, structure morphisms and derivation-actions
of M (recalling that the cohomology groupsHpm(W,Me) are interpreted as topological
Z-modules with their quotient topologies).
To be explicit, the new data are the following.
• (Modules) Hpm(W,Me) for e ⊆ [k].
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• (Structure morphisms) These are obtained by composing cocycles with the
structure morphisms ϕMa,e :Ma −→Me. If dW f ∈ Bp(W,Ma), then of course
ϕMa,e ◦ (d
W f) = dW (ϕMa,e ◦ f) ∈ B
p(W,Me),
so this composition sends coboundaries to coboundaries, and hence descends to
a suitable structure morphism Hpm(W,Ma) −→ Hpm(W,Me).
• (Derivation-actions) These are obtained similarly, as compositions with the
derivation-actions of M itself. If σ ∈ Zp(W,Me), then one easily verifies that
the map u 7→ ∇˜e,e\iu ◦ σ satisfies (23) and that it takes values in Zp(W,Me\i).
If σ = dW f is a coboundary, then
∇˜e,e\iu ◦ (d
W f) = dW (∇˜e,e\iu ◦ f),
because ∇˜e,e\iu : Me −→ Me\i intertwines the W -actions, so this image takes
values among coboundaries. Thus, these compositions quotient to well-defined
derivation-actions
Ui −→ Hom
(
Hpm(W,Me),H
p
m(W,Me\i)
)
.
Since these are obtained from manifestly continuous maps
Ui ×Z
p(W,Me) −→ Z
p(W,Me\i),
they are continuous as maps
Ui ×H
p
m(W,Me) −→ H
p
m(W,Me\i).
Axioms (P3–5) clearly still hold for these composition-structure-morphismsand composition-
derivation-actions. The functoriality of Hpm(W,−) means that it preserves all the rela-
tions among the structure morphisms and derivation-lifts of M .
Definition 6.1. The new pre-P-module constructed above is the pth cohomology pre-
P-module of M for the subgroup W , and is denoted by Hpm(W,M ).
Clearly Hpm(W,M ) is again a Polish pre-P-module if and only if Hpm(W,Me) is
Hausdorff, hence Polish, for every e ⊆ [k].
In case p ∈ {0, 1}, the above definition may be extended to an arbitrary input pre-
P-module. For p = 0, this is because H0m(W,−) is simply the fixed-point functor
(−)W , so there are no coboundaries and Me-valued cocycles are simply W -invariant
elements of Me. For p = 1, the above definition can again be repeated, but rather
than using Borel measurable functionsW −→Me in the definition of the cohomology
groups for each e, one can insist on continuous functions: this makes no difference to
the definition of H1m(W,M ), because in fact measurable 1-cocycles are always contin-
uous (see, for instance, [24, Section I.2]). With this understanding, we will freely use
the construction of H0m(W−) and H1m(W,−) for an arbitrary pre-P-module.
Now suppose that M is actually a (Z, Y,U)-P-module. In the cases of importance
to us, Hpm(W,M ) will then have the structure of a (Z, Y + W,U)-P-module. This
happens under the following circumstances.
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Lemma 6.2. Let M be as above, and let (Ae)e, (ψa,e)a⊆e and (∇˜◦,e,e\i)i,e be its
sub-constituent data. If Hpm(W ∩ (Y + Ue), Ae) is Hausdorff (hence Polish) for every
e, then Hpm(W,M ) is a (Z, Y + W,U)-P-module for the following sub-constituent
data.
• (Sub-constituent modules) Hpm(W,CoindW+Y+UeY+Ue , Ae) for e ⊆ [k].
• (Sub-constituent structure morphisms)
Hpm(W,Coind
W+Y+Ue
Y+Ue
ϕa,e) for a ⊆ e ⊆ [k].
• (Sub-constituent derivation-actions) These are constructed as above by applying
Hpm(W,Coind
W+Y+Ue
Y+Ue
(−)) to ∇˜◦,e,e\i for each i and e.
Proof. This all follows directly from Lemma 3.5 and the relation (9). These show that
if a module homomorphism is co-induced over some subgroup Y ≤ Z , then its image
under Hpm(W,−) is still co-induced over Y +W , provided the cohomology groups are
still Polish. This is why Y is replaced by Y +W in the tuple of directing subgroups.
Under the conditions of the above lemma,Hpm(W,M ) will always be interpreted as
a P-module with these sub-constituents, and will be called a cohomology P-module.
Remark. If M is an inner P-module, then nevertheless Hpm(W,M ) need not be inner:
an injection ϕa,e : Ma −→ Me need not give rise to an injection on cohomology
Hpm(W,Ma) −→ H
p
m(W,Me). This is the main reason we have not restricted our
attention to inner P-modules throughout. ⊳
The next two lemmas record the simple relations between cohomology and aggran-
dizement and reduction.
Lemma 6.3. Suppose that Z is a compact Abelian group, that U = (Ui)i∈e is a tuple
of closed subgroups, that c ⊆ e, and that M is a Polish pre-P-module over (Z,U↾c).
Suppose also that W ≤ Z and p ≥ 0. Then
Hpm(W,Ag
e
cM ) = Ag
e
cH
p
m(W,M ).
This also holds for non-Polish M in case p ∈ {0, 1}. On the other hand, if M is
a (Z, Y,U ↾c)-P-module and it satisfies the conditions of Lemma 6.2, then this is an
equality of (Z, Y +W,U)-P-modules.
Proof. This is an immediate consequence of Definitions 5.1 and 6.1. For instance, the
left-hand derivation lifts are defined at the level of cocycles by
∇˜
Hpm(W,Ag
[k]
c M ),a,a\i
u : σ 7→ ∇˜
Ag[k]c M ,a,a\i
u ◦ σ = ∇˜
M ,a∩c,(a∩c)\i
u ◦ σ,
which agrees with the derivation-lift acting on Zp(W,Ma∩c).
Lemma 6.4. For any Polish pre-Pe-module M , anyW ≤ Z , any p ≥ 0 and any c ⊆ e
one has
Hpm(W,M ↾c) = (H
p
m(W,M ))↾c
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and
Hpm(W,M xc) = (H
p
m(W,M ))xc.
These hold also for non-Polish M when p ∈ {0, 1}. If M is a Pe-module, then these
are equalities of P-modules.
Proof. This follows at once from the commutativity of all the relevant diagrams and
Lemma 6.3.
6.1 A partial order on subgroup tuples
The next subsection will prove that almost modesty is preserved under forming coho-
mology P-modules. That proof will be by induction the data (Z, Y,U), so we first
introduce the partial well-order that will direct this induction.
Let D be the class of all triples (Z, Y,U) in which Z is a compact metrizable
Abelian group, Y ≤ Z is a closed subgroup and U is a finite (possibly empty) tuple of
closed subgroups of Z . (ThisD is not formally a set, but the worried reader can simply
restrict attention to only those Z that are themselves closed subgroups of TN, which
covers all possible Z up to isomorphism.)
Definition 6.5 (Complexity order on subgroup data). Suppose that
(Z, Y, (U1, . . . , Uk)), (Z
′, Y ′, (U ′1, . . . , U
′
k′)) ∈ D.
Then the tuple of data (Z, Y,U) strictly precedes (Z ′, Y ′,U′), written (Z, Y,U) ≺
(Z ′, Y ′,U′), if
• either k < k′,
• or k = k′, but
|{i ≤ k |Ui ≤ Y }| > |{i
′ ≤ k |U ′i′ ≤ Y
′}|.
The data (Z, Y,U) are pure if Ui ≤ Y for every i.
This is easily seen to be a partial well-ordering.
Subsection 1.2 discussed the idea of applying a difference operator to a PDceE
solution to obtain a 1-cocycle into the space of solutions to the PDceE associated to a
smaller tuple of subgroups. A more abstact version of this idea will be the basis for the
coming induction on the partial order ≺. However, in some cases this reduction will
work only for non-pure modules, and a separate proof will have to be given in the pure
case. That case will usually depend upon the following simple structure theorem.
Let (Z, Y,U) ∈ D be pure, and let M = (Me)e be a strictly ℓ0-modest (Z, Y,U)-
P-module. For e ⊆ [k] and ℓ ≤ |e| let ∂e,ℓ be the boundary morphism in position ℓ of
the structure complex of M at e. Let Ke,ℓ := ker ∂e,ℓ and Ie,ℓ := img ∂e,ℓ.
Proposition 6.6 (Structure of pure P-modules). In the situation above, all the Me
and also all the Ie,ℓ and Ke,ℓ are co-induced over Y from discrete Y -modules. If M
is structurally compactly generated, then these discrete Y -modules are also finitely
generated.
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Proof. This is a simple induction on |e|. Clearly we may assume ℓ0 = 0.
When e = ∅, this follows directly from the modesty of the structure complex
0 −→M∅ −→ 0,
whose homology is M∅ itself.
Now given nonempty e ⊆ [k], and assuming the conclusion is already known for all
a $ e, we need only inspect the structure complex at e. To lighten notation, we explain
this in case e = [k]. With all kernels and images inserted, the structure complex reads
0 −→ K0 →֒M∅ ։ I0 →֒ K1 →֒M
(1) ։ I1 →֒ K2 →֒M
(2) ։ I2 →֒
· · ·։ Ik−1 →֒ Kk = M[k],
where all the morphisms here are co-induced over Y .
Here K0 is a submodule of M∅ that is still co-induced over Y , so it is also co-
induced-of-discrete over Y , and co-induced-of-finitely-generated in case M is struc-
turally compactly generated. The result now follows for all the remaining modules Iℓ
and Kℓ, including Kk = M[k], by induction on ℓ. Given the desired structure for Kℓ
and M (ℓ) with ℓ ≤ k − 1, it follows for Iℓ in view of the presentation
Kℓ →֒M
(ℓ) ։ Iℓ.
On the other hand, each Kℓ/Iℓ−1 is assumed to be co-induced-of-discrete over Y (and
co-induced-of-finitely-generated in case M is structurally compactly generated), so
given the desired structure for Iℓ−1, it follows also for Kℓ owing to the presentation
Iℓ−1 →֒ Kℓ ։ Kℓ/Iℓ−1.
The previous result easily generalizes to ℓ0-almost modest M , but we will not need
that.
6.2 Modesty of cohomology P-modules
Let us now fix a (Z, Y,U)-P[k]-module M = (Me)e and a closed subgroup W ≤ Z .
Theorem 6.7. If M is ℓ0-almost modest, then Hpm(W,M ) satisfies the conditions of
Lemma 6.2, is ℓ0-almost modest, and is strictly modest in case p ≥ 1 or M is strictly
modest.
If, in addition, Z is finite-dimensional and M is structurally compactly generated,
then each Hpm(W,M ) is also structurally compactly generated.
Remark. A crucial feature of this theorem is that even if M is only almost modest, the
cohomology P-modules Hpm(W,M ) are strictly modest for all p ≥ 1: that is, ‘higher
degree cohomology converts almost modesty intro strict modesty’. Ultimately this will
be a consequence of Proposition 3.3. ⊳
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Before proving Theorem 6.7 itself, we give an auxiliary proposition that will enable
us to make use of a≺-inductive hypothesis. It concerns a new pre-P-module P , which
later will be set equal to Hpm(W,M ).
In the sequel, for any e ⊆ [k] and 0 ≤ ℓ ≤ |e|, we set
M (ℓ)e :=
⊕
a∈(eℓ)
Ma,
so this is the ℓth entry in the structure complex of M at e, and similarly for P (ℓ)e . The
subscript is omitted when e = [k].
Proposition 6.8. Fix (Z ′, Y ′,U′), and suppose that Theorem 6.7 is known for any
strictly modest (Z1, Y1,U1)-P-module for which (Z1, Y1,U1) ≺ (Z ′, Y ′,U′). Sup-
pose also that (Z ′, Y ′,U′) is lean.
Let P be a pre-P-module over (Z ′,U′) such that P ↾e is a strictly modest (Z ′, Y ′,U′ ↾e)-
P-module for every e $ [k]. Let ∂ℓ : P (ℓ−1) −→ P (ℓ), ℓ = 1, . . . , k, be the boundary
morphisms of its top structure complex.
Then the image ∂ℓ(P (ℓ−1)) is a closed submodule of P (ℓ) for every ℓ ≤ k − 1, and
is relatively open in
ker
(
P (ℓ)
∂ℓ+1
−→ P (ℓ+1)
)
.
Also, if Z is finite-dimensional and every nontrivial restriction of P is structurally
compactly generated, then the quotient of this kernel by ∂ℓ(P (ℓ−1)) is finitely gener-
ated.
It is worth remarking on the assumptions made on P here. They include that every
Pe for e $ [k] is Polish, but do not assert anything about the topology of P[k] itself.
This is why the case ℓ = k cannot be covered by the conclusions.
The case ℓ = k − 1 is a little surprising for the same reason. Since we do not
assume even that P[k] is Hausdorff, it is not obvious that ker ∂k is closed, and the proof
cannot assume this fact.
Proposition 6.8 rests on the following lemma, which amounts to a simple but crucial
calculation using derivation-lifts and reduction. In the whole paper, this is the point at
which the involvement of derivation-lifts is essential.
Lemma 6.9. Let P be any pre-P-module over (Z ′,U′), and let ∂ℓ+1 : P (ℓ) −→
P (ℓ+1), ℓ = 0, . . . , k − 1, be the boundary morphisms of its top structure complex. If
f ∈ ker ∂ℓ+1 for some ℓ ≤ k − 1, and i ∈ [k] is arbitrary, then
dU
′
if = ∂ℓσ
for some σ ∈ Z1(U ′i , P (ℓ−1)). Moreover, if (fn)n is a null sequence in ker ∂ℓ+1, then
the corresponding sequence (σn)n in Z1(U ′i , P (ℓ−1)) may also be chosen null.
As recalled previously, the 1-cocycle group Z1(U ′i , P (ℓ−1)) makes sense, and may
be assumed to consist of continuous 1-cocycles, even if P (ℓ−1) is not Polish.
59
Proof. We prove the version for null sequences, since the same argument gives the first
conclusion. Let (fn)n be a null sequence as above.
Abbreviate Px := Px[k]\i, and let P x(ℓ) and ∂xℓ , 0 ≤ ℓ ≤ k, be the modules
and boundary morphisms of the top structure complex of Px. Also, let ∇˜U ′i denote
∇˜P,e,e\i for any e ⊆ [k], or any direct sum of these derivation-lifts over different e.
In this notation, (∇˜U ′ifn)n is now a null sequence in
Z1(U ′i , ker ∂
x
ℓ+1).
Recall from the second alternative in Lemma 5.5 that the top structure complex of Px
splits with continuous splitting homomorphisms. Therefore, composing ∇˜U ′ifn with
the splitting homomorphism P x(ℓ) −→ P x(ℓ−1), one obtains
∇˜U
′
ifn = ∂
x
ℓ σ
′
n (29)
for some null sequence (σ′n)n in Z1(U ′i , P x(ℓ−1)).
Now let
ϕ :=
⊕
|e|=ℓ−1
ϕe\i,e : P
x(ℓ−1) −→ P (ℓ−1),
and let σn := ϕ ◦ σ′n. Then applying ϕ to equation (29) gives
dU
′
ifn = ∂ℓσn
for the null sequence (σn)n in Z1(U ′i , P (ℓ−1)).
Proof of Proposition 6.8. This will be our first proof by ≺-induction.
Pure case. In case (Z ′, Y ′,U′) is pure, Proposition 6.6 gives that each module Pe
with |e| = ℓ is itself discrete, because it is a constituent of P ↾e, which is a pure and
strictly modest (Z ′, Y ′,U′ ↾e)-P-module. Hence the direct sum P (ℓ) is also discrete,
from which the required closure and relative openness are obvious. That proposition
also gives finite generation of the quotient in the relevant special case.
Non-pure case, step 1. Now suppose that i ∈ [k] is such that Y ′ 6≥ U ′i , and that
(fn)n is null sequence in ker∂ℓ+1. We will show firstly that fn ∈ ∂ℓ(P (ℓ−1)) for all
sufficiently large n, and moreover that fn eventually agrees with ∂ℓ(gn) for some null
sequence (gn)n in P (ℓ−1). This gives the relative openness of the image in the kernel;
it also gives the closure of that image by Theorem 2.3, since we know a priori that
P (ℓ−1) and P (ℓ) are both Polish.
First, Lemma 6.9 gives dU ′ifn = ∂ℓσn for some null sequence (σn)n inZ1(U ′i , P (ℓ−1)).
Having found these cocycles σn, this equation implies that their cohomology classes
[σn] actually lie in
ker
(
H1m(U
′
i , P
(ℓ−1)) −→ H1m(U
′
i , P
(ℓ))
)
.
Our assumption concerning Theorem 6.7 gives that H1m(U ′i ,P) is a (Z ′, Y ′+U ′i ,U′)-
P-module whose nontrivial restrictions are all modest, and our choice of i implies that
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(Z ′, Y ′+U ′i ,U
′) ≺ (Z ′, Y ′,U′). Therefore, by the hypothesis of our≺-induction ap-
plied to the sequence of cohomology classes [σn], these must lie in ∂ℓ−1(H1m(U ′i , P (ℓ−2)))
for all sufficiently large n, and this latter image is a Polish module.
We may therefore apply Theorem 2.3 to the homomorphism
Z1(U ′i , P
(ℓ−2))⊕ P (ℓ−1) −→ Z1(U ′i , P
(ℓ−1)) : (τ, h) 7→ ∂ℓ−1τ + d
U ′ih.
This gives that there are null sequences (τn)n in Z1(U ′i , P (ℓ−2)) and (hn)n in P (ℓ−1)
such that
σn = ∂ℓ−1τn + d
U ′ihn
for all sufficiently large n. Since ∂ℓ∂ℓ+1 = 0, this implies
dU
′
ifn = d
U ′i (∂ℓhn).
Now, at this point observe that fn − ∂ℓhn is still a null sequence in ker ∂ℓ+1, and
that (fn)n satisfies the desired conclusions if and only if this new sequence does. We
may therefore replace each fn with fn − ∂ℓhn, and so reduce to the case in which
dU
′
ifn = 0: that is, fn ∈ ker(∂ℓ+1|(P (ℓ))U
′
i ).
Since PU ′i is directed by (Z ′, Y ′ + U ′i ,U′) ≺ (Z ′, Y ′,U′), another appeal to the
inductive hypothesis now shows that fn eventually lies in ∂ℓ((P (ℓ−1))U
′
i ), and that it
eventually agrees with the ∂ℓ-image of a null sequence in (P (ℓ−1))U
′
i , as required.
Non-pure case, step 2. Finally, suppose also that Z is a Lie group and every non-
trivial restriction of P is structurally compactly generated. Then another inductive
appeal to the present proposition and to Theorem 6.7 gives that
ker(H1m(U
′
i , P
(ℓ−1)) −→ H1m(U
′
i , P
(ℓ)))
/
∂ℓ−1(H
1
m(U
′
i , P
(ℓ−2)))
is finitely generated. We may therefore find finite lists f1, . . . , fr ∈ ker ∂ℓ+1 and σ1,
. . . , σr ∈ Z1(Ui, P (ℓ−1)) such that dUifs = ∂ℓσs, and σ1, . . . , σr generate all of
ker(H1m(U
′
i , P
(ℓ−1)) −→ H1m(U
′
i , ker ∂ℓ+1)) modulo ∂ℓ−1(H1m(U ′i , P (ℓ−2))). From
this, the arguments in Step 1 give that for any other f ∈ ker ∂ℓ+1, there are n1, . . . ,
nr ∈ Z and g ∈ P (ℓ−1) such that
f − n1f1 − . . .− nrfr − ∂ℓ(g) ∈ ker(∂ℓ+1|(P
(ℓ))U
′
i ).
Since the hypothesis of our≺-induction gives a finite generating set for ker(∂ℓ+1|(P (ℓ))U
′
i )
modulo ∂ℓ((P (ℓ−1))U
′
i ), the union of that generating set with {f1, . . . , fr} gives a finite
generating set for ker ∂ℓ+1 modulo ∂ℓ(P (ℓ−1)).
Remarks. (1) In step 1 of the non-pure case of the above proof, we invoked the pre-
P-modules Hpm(U ′i ,P) and H1m(U ′i ,P), without knowing that P[k] is Polish. This is
why we needed the remarks following Definition 6.1 about non-Polish input pre-P-
modules.
(2) In the inductive step of the above proof, if we begin with P = Hpm(W,M )
and (Z ′, Y ′,U′) = (Z, Y +W,U), then the ≺-induction leads next to the P-module
H1m(Ui,P) = H
1
m(Ui,H
p
m(W,M )).
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This appearance of iterated cohomology functors is an unusual feature of the present
work, but I believe it is essential. It is why the proposition above is formulated for
some general P satisfying certain conditions: otherwise we would need to keep track
of longer and longer iterations of cohomology functors. ⊳
Corollary 6.10. Now suppose that Theorem 6.7 is known for any almost modest (Z1, Y1,U1)-
P-module for which (Z1, Y1,U1) ≺ (Z, Y,U), and let M be as at the beginning of
this subsection. Assume in addition that the data (Z, Y +W,U) are lean: that is, that
Y +W + U[k] = Z . If p ≥ 1 then the middle homology of the sequence
Hpm(W,M
(ℓ−1)) −→ Hpm(W,M
(ℓ)) −→ Hpm(W,M
(ℓ+1)) (30)
is discrete for all ℓ = 0, . . . , k−1. In caseZ is finite-dimensional and M is structurally
compactly generated, this middle homology is finitely generated.
Proof. Let (Z ′, Y ′,U′) := (Z, Y + W,U) and P := Hpm(W,M ). The assumed
cases of Theorem 6.7 imply that every nontrivial restriction P ↾e is a strictly modest
(Z ′, Y ′,U′ ↾e)-P-module, and structurally compactly generated in the case of the extra
assumptions, so the corollary follows from Proposition 6.8.
Proof of Theorem 6.7. This will be proved by an induction on the position of (Z, Y,U)
in the complexity order ≺ of Subsection 6.1. It requires the following conclusions:
i) That each Hpm(W,Me) is Polish. As usual, since Me is Polish, this is equivalent
to the closure of the submodule Bp(W,Me) in Zp(W,Me).
ii) That Hpm(W,M ) is structurally closed, meaning that
∂e,ℓ(Z
p(W,M (ℓ−1)e )) + B
p(W,M (ℓ)e )
is closed inZp(W,M (ℓ)e ) for each nonempty e ⊆ [k] and each ℓ ∈ {1, 2, . . . , |e|}.
iii) That the homology of the structure complex of Hpm(W,M ) at e is co-induced
over W +Y +Ue from discrete (W +Y +Ue)-modules, or possibly from a Lie
(W + Y + Ue)-module in position ℓ0 in case p = 0.
iv) That the discrete or Lie modules appearing in conclusion (iii) are all compactly
generated in case Z is finite-dimensional and M is structurally compactly gen-
erated.
Step 1. The base case is when k = 0. In that case, M is just a single Z-module
M∅. It must be 0-almost (resp. strictly) modest, implying that M∅ is co-induced from
a Lie Y -module (resp. discrete Y -module). The result now follows by Corollary 3.4.
Step 2. Now assume that k ≥ 1, and fix (Z, Y,U) and an ℓ0-almost or strictly
modest (Z, Y,U)-P-module M . Suppose the theorem is already known for all almost
or strictly modest (Z ′, Y ′,U′)-P-modules for which (Z ′, Y ′,U′) ≺ (Z, Y,U).
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If e $ [k], then the structure complex of Hpm(W,M ) at e is simply the structure
complex of Hpm(W,M ↾e). Since M ↾e is a (Z, Y,U↾e)-P-module satisfying the same
structural assumptions as M , and since
(Z, Y,U↾e) ≺ (Z, Y,U) (because |e| < k),
the ≺-inductive hypothesis will already give all of the desired conclusions (i–iv) for
the modules or structure complex of Hpm(W,M ) at e. We therefore need consider only
e = [k] in the rest of the proof.
Step 3. Now let N1 be the lean version of M , let Z0 := W + Y + U[k], and
let N := CoindZ0Y+U[k]N1. Combining Lemma 4.15 with the relation (9) gives M =
CoindZZ0N . Clearly we have (Z0, Y,U) ≺ (Z, Y,U), so the hypotheses of our ≺-
induction imply that Theorem 6.7 is known for any almost modest (Z1, Y1,U1)-P-
module when (Z1, Y1,U1) ≺ (Z0, Y,U). We may therefore apply Corollary 6.10 to
the lean module N , and this gives that all of the homology of the complex
0 −→ Hpm(W,N∅) −→ H
p
m(W,N
(1)) −→ · · · −→ Hpm(W,N[k]) −→ 0
is discrete below the last position in case p ≥ 1, and hence also that all of the nonzero
morphisms in that complex except possibly the last are closed in case p ≥ 1.
Finally, since the top structure complex of M is simply obtained by applying
CoindZZ0(−) to the top structure complex of N , we have accumulated the assump-
tions (a–c)i for 1 ≤ i ≤ k − 1 required to apply Corollary 3.8. That corollary gives
that Hpm(W,M[k]) is also Polish for every p; that the last structure morphism is closed
for every p; and that
coker(Hpm(W,M
(k−1)) −→ Hpm(W,M[k]))
is co-induced from a Lie (W +Y +U[k])-module, and from a discrete (W +Y +U[k])-
module in case either ℓ0 < k or p ≥ 1. This completes the proof of conclusions (i–iii)
of the present theorem.
In case M is structurally compactly generated and Z (and hence also W ) is finite-
dimensional, Corollary 6.10 also gives that the homology of
Hpm(W,N
(ℓ−1)) −→ Hpm(W,N
(ℓ)) −→ Hpm(W,N
(ℓ+1))
is compactly generated for all ℓ ≤ k − 1 and p ≥ 1. This gives the required extra
assumption to obtain conclusion (iv) from Corollary 3.8, so the whole proof is com-
plete.
Remark. A similar ≺-induction to the above yields the following interesting fact:
Theorem If M is a strictly modest P-module and H is a P-submodule of M , then
H is also strictly modest.
First one proves this in the case of a pure P-module. Already in the pure case, the
analog of this theorem is false if ‘strictly modest’ is replaced by ‘almost modest’. For
instance, one may choose any injective morphism ϕ : A −→ B of Abelian Lie groups
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whose image is not closed (such as Z ×α−→ T for some irrational α ∈ T), and interpret
its image ϕ(A) as a P-submodule of the pure (Z,Z, ∗)-P-moduleB.
The remainder of the ≺-induction follows the same steps as for Theorem 6.7. The
nontrivial restrictions of H are strictly modest by the inductive hypothesis. An appeal
to Proposition 6.8 proves the desired structure for most of the top structure complex of
H . Finally, in this submodule-setting, a slight variation on the proof of Proposition 6.8
gives the required co-induced-of-discrete homology at the last position of that structure
complex, completing the proof.
Since this theorem is not needed in the remaining sections, we leave further details
aside. ⊳
7 Partial difference equations and zero-sum tuples
7.1 Proof of Theorem A
Recall the construction of the solution P-module of a PDceE in Example 4.29. It is
clear that all constituents of these P-modules are closed, and hence Polish. In our ab-
stract terminology, Theorem A asserts that this solution P-module is 1-almost modest,
and that it is structurally compactly generated in case Z is Lie and A is compactly
generated. We will prove this by giving an alternative construction of the solution
P-module in terms of other more general operations on P-modules.
For each j ∈ {0, 1, . . . , k}, let U(j) = (U (j)ℓ )kℓ=1 be the subgroup-tuple
U
(j)
ℓ :=
{
Uℓ if ℓ ≤ j
{0} if ℓ > j.
Also, for each j, let M j = (M je )e⊆[k] be the solution P-module of the PDceE directed
by U(j).
Observe that
M j∅ = 0 ∀j and M
j
e = F(Z,A) whenever e 6⊆ [j],
since if ℓ ∈ e \ [j] then U (j)ℓ = {0}, and so every f ∈ F(Z,A) trivially satisfies
dU
(j)
ℓ f = 0.
In particular, M 0 has M0∅ = 0 and M0e = F(Z,A) whenever e 6= ∅. Now an easy
calculation gives that for any e 6= ∅, the structure complex of M 0 at e has homology
equal to F(Z,A) in position 1 and is exact everywhere else. (Because almost all con-
stituent modules here are the same, this follows by tweaking the usual calculation of
the simplicial cohomology of the k-simplex with coefficients in F(Z,A).) This shows
that M 0 is 1-almost modest, and structurally compactly generated in case Z is a Lie
group and A is compactly generated.
Next, for each j let M jx := M
j
x[k]\{j+1}. It is easy to check that
M je\{j+1} ≤M
j+1
e ≤M
j
e ∀j, e, (31)
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with equality if e 6∋ j + 1.
We will prove by induction on j that each M j is a 1-almost modest (Z, 0,U(j))-
P-module, by showing how M j+1 may be constructed from M j . This will occupy
the next few lemmas.
Lemma 7.1. Suppose for some j ≤ k − 1 that M j is already known to be a 1-almost
modest (Z, 0,U(j))-P-module.
Then the (Z, 0,U(j))-P-module M jx and the (Z,Uj+1,U(j))-P-module
(M j/M jx )
Uj+1 = H0m(Uj+1,M
j/M jx )
are both also (Z, 0,U(j+1))-P-modules, and are 1-almost modest as such.
Proof. On the one hand, M jx is aggrandized from a 1-almost modest (Z, 0,U(j) ↾[k]\{j+1})-
P-module. Therefore it may be directed by (Z, 0,U′) for any subgroup-tuple U′ =
(U ′)ki=1 such that U ′i = U
(j)
i when i 6= j + 1, and it will still be 1-almost modest. In
particular, it is 1-almost modest as either a (Z, 0,U(j))-P-module or a (Z, 0,U(j+1))-
P-module.
The quotient M j/M jx is a 1-almost modest (Z, 0,U(j))-P-module by part (1)
of Proposition 4.25. Moreover, it has constituent equal to 0 in all positions e such
that e 6∋ j + 1. Now Theorem 6.7 implies that (M j/M jx )Uj+1 is a 1-almost modest
(Z,Uj+1,U
(j))-P-module which still has constituent zero in all positions e such that
e 6∋ j + 1.
However, since all the elements of (M je /M
j
e\{j+1})
Uj+1 are Uj+1-invariant, we
may now interpret (M j/M jx )Uj+1 as a (Z,Uj+1,U(j+1))-P-module, just by letting
the derivation-lifts for the subgroup Uj+1 all be zero. Once again, this change of di-
recting groups does not affect the 1-almost modesty.
Finally, an appeal to Lemma 4.22 now shows that, with these new, trivial derivation-
lifts of Uj+1, (M j/M jx )Uj+1 is also a 1-almost modest (Z, 0,U(j+1))-P-module, as
required.
Lemma 7.2. For each j ∈ {0, 1, . . . , k − 1}, if we regard the two P-modules of the
previous lemma as (Z, 0,U(j+1))-P-modules, then there is a short exact sequence
M
j
x →֒ M
j+1 ։ (M j/M jx )
Uj+1 .
Proof. Given the preceding lemma, the inclusions (31) show that M jx ≤ M j+1 as
(Z, 0,U(j+1))-P-modules, so there is a short exact sequence
M
j
x →֒ M
j+1 ։ L .
Here L is the quotientP-module, whose constituent modules are (M j+1e /M
j
e\{j+1})e.
It remains to show that L = (M j/M jx )Uj+1 .
If j + 1 ∈ e, then M j+1e consists of those f ∈M je such that
duf ∈M
j
e\{j+1} ∀u ∈ Uj+1,
hence
M j+1e /M
j
e\{j+1} = (M
j
e /M
j
e\{j+1})
Uj+1 .
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On the other hand, if j + 1 6∈ e, then
M j+1e = M
j
e = M
j
e\{j+1},
and again one has the (now trivial) equality
M j+1e /M
j
e\{j+1} = (M
j
e /M
j
e\{j+1})
Uj+1 .
Corollary 7.3. The solution P-module M j is 1-almost modest for every j. In case Z
is Lie and A is compactly generated, M j is structurally compactly generated for every
j.
Proof. This follows by induction on j. We have already seen that M 0 is 1-almost
modest. If we assume that M j is 1-almost modest, then Corollary 5.6 gives the same
for M jx ; part (1) of Proposition 4.25 gives the same for M j/M jx ; Theorem 6.7 gives
the same for (M j/M jx )Uj+1 ; and finally the previous lemma and part (2) of Proposi-
tion 4.25 give the same for M j+1. In case Z is Lie and A is compactly generated, the
same chain of reasoning gives that every M j is structurally compactly generated.
Proof of Theorem A. This is precisely the assertion that M k is 1-almost modest in its
top structure complex, and that the top structure complex has compactly generated ho-
mology in caseZ is Lie andA is compactly generated. These conclusions are contained
in the preceding corollary.
7.2 Generalizing Theorem A to systems of equations
As a further illustration of our general theory, we can also study the module of functions
that simultaneously satisfy several PDceEs. We now sketch this in the case of two
PDceEs.
Suppose that U = (Ui)ki=1 and V = (Vj)ℓj=1 are two tuples of closed subgroups
of Z . Let M 00 be the solution (Z, 0,V)-P-module associated to V, so the previous
subsection shows that this is 1-almost modest, and let
M
0 := Ag
(U,V)
V
M
0
0 ,
where (U,V) denotes the concatenated subgroup-tuple (U1, . . . , Uk, V1, . . . , Vℓ).
Let U(i
′) for i′ = 0, 1, . . . , k be as in the previous subsection, and define M i′ to be
the (Z, 0, (U,V))-P-submodule of M 0 consisting of solutions to the pairs of PDceEs
associated to sub-tuples of V and of U(i′) (so this is compatible with our previous
definition for i′ = 0).
Now the same argument as in the previous subsection applies, giving by induction
on i′ that every M i′ is 1-almost modest. For i′ = k, this reaches the (Z, 0, (U,V))-P-
module of simultaneous solutions to both systems of PDceE. As a first consequence, we
see that if U[k] + V[ℓ] = Z , then the module of simultaneous solutions to both PDceEs
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is relatively discrete over the submodule of ‘degenerate’ solutions: those solutions that
may be decomposed as
k∑
i=1
fi +
ℓ∑
j=1
f ′j ,
where the function fi for 1 ≤ i ≤ k solves the simpler pair of PDceEs associated to
U ↾[k]\i and V, and the function f ′j for 1 ≤ j ≤ ℓ solves the PDceEs associated to U
and V ↾[ℓ]\j .
7.3 Proof of Theorem B
The zero-sum P-module associated to subgroup data U was constructed in Exam-
ple 4.31. To prove Theorem B we will show that it is always 2-almost modest, and
structurally compactly generated in case Z is Lie and A is compactly generated. This
will follow very similar steps to Subsection 7.1.
For each j, let U(j) be the tuple of acting groups constructed from U as in Subsec-
tion 7.1. Let
Ψj : Pj −→ L
be the P-morphism considered in Example 4.31 for the data U(j), so that N j :=
kerΨj is the associated zero-sum P-module. Our ultimate interest is in N k.
We start with the base clause of the induction.
Lemma 7.4. The (Z, 0,U(0))-P-module N 0 is 2-almost modest, and structurally
compactly generated in case A is compactly generated.
Proof. For j = 0, one has
• P 0e := F(Z,A)
⊕e
, as in Example 4.30;
• Le := F(Z,A) for all nonempty e and L0∅ = 0;
• and Ψ0e((fi)i∈e) :=
∑
i∈e fi.
The special feature of the case j = 0 is that each Ψ0e is surjective, because whenever
e 6= ∅, the module P 0e contains the whole of F(Z,A) as a direct summand. We have
therefore constructed a short exact sequence
0 −→ N 0 −→ P0
Ψ
−→ L −→ 0.
Next, P0 may be alternatively written as
k⊕
i=1
Ag
[k]
{i}P
0
i , (32)
where P0i is the (Z, 0, (0))-P-module
0 −→ F(Z,A)
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with trivial structure morphism and derivation-lift.
Therefore, by Corollary 5.3, the homology of the structure complex of P0 at e is
all trivial whenever |e| > 1. When e = {i}, its structural homology at (e, 1) is just
F(Z,A) = CoindZ0 A. Therefore P0 is 1-almost modest, and structurally compactly
generated in case A is compactly generated.
On the other hand, L agrees with the constant P-module (F(Z,A))e⊆[k] at all e
except e = ∅. Since the constant P-module has trivial structural homology everywhere
except (∅, 0), and we form L by removing the module indexed by ∅, it follows that
the structure complex of L at e has homology equal to F(Z,A) in position 1 and zero
at all later positions. Therefore L is also 1-almost modest, and structurally compactly
generated in case A is compactly generated.
Lastly, for each i one sees that Ψi : P 0i −→ Li is just the identity morphism of
F(Z,A), and so N0i = kerΨ0i = 0.
Putting these facts together, we may now apply part (3) of Proposition 4.25 to
deduce that N 0 is 2-almost modest, and structurally compactly generated in case A is
compactly generated.
Now, for each j ≤ k − 1, let N jx := N jx[k]\{j+1}. By Corollary 5.3, if N j is
2-almost modest, then so is N jx . Also, as for the modules of PDceE solutions, an easy
check gives
N je\{j+1} = N
j+1
e\{j+1} ≤ N
j+1
e ≤ N
j
e ∀j, e.
Thus N jx is also equal to N j+1x[k]\{j+1}, and so may also be interpreted as a (Z, 0,U(j+1))-
P-module. If N j is 2-almost modest as a (Z, 0,U(j))-P-module, then N jx is 2-almost
modest as a (Z, 0,U(j+1))-P-module, by the same argument as in the first part of
Lemma 7.1.
Lemma 7.5. If N j is a 2-almost modest (Z, 0,U(j))-module, then (N j/N jx )Uj+1
may be interpreted as a 2-almost modest (Z, 0,U(j+1))-P-module.
Proof. Given the assumption on N j , Corollary 5.3 and part (1) of Proposition 4.25
give that N j/N jx is a 2-almost modest (Z, 0,U(j))-P-module. Then Theorem 6.7
gives that (N j/N jx )Uj+1 is a 2-almost modest (Z,Uj+1,U(j))-P-module, and it
may be interpreted also as a (Z,Uj+1,U(j+1))-P-module, by the same argument as in
Lemma 7.1. However, if e 6∋ j + 1, then N je = N
j
e\{j+1}, and so (N
j/N jx )
Uj+1 has
the zero module in all such positions e, and the proof is completed by Lemma 4.22.
We now obtain the following analog of Lemma 7.2.
Lemma 7.6. One has
N
j+1 = Z0(Uj+1,N
j ,N jx ),
and so there is a short exact sequence
N
j
x →֒ N
j+1 ։ (N j/N jx )
Uj+1
of (Z, 0,U(j+1))-P-modules.
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Proof. We have already seen the inclusion N jx ≤ N j+1 between (Z, 0,U(j+1))-P-
modules. We now check that for any e ⊆ [k] and (fi)i∈e ∈ N je , we have
du((fi)i) ∈ N
j
e\{j+1} ∀u ∈ Uj+1 ⇐⇒ (fi)i ∈ N
j+1
e .
Indeed, both sides here hold vacuously if e 6∋ j +1. If j +1 ∈ e and the left-hand side
holds, then since (fi)i ∈ N je we have
dufj+1 = −du
∑
i∈e\{j+1}
fi = 0 ∀u ∈ Uj+1 =⇒ fj+1 ∈ F(Z,A)
Uj+1
=⇒ (fi)i ∈ N
j+1
e .
Finally, if j + 1 ∈ e and (fi)i ∈ N j+1e , then for any u ∈ Uj+1 we have∑
i∈e\{j+1}
dufi = −dufj+1 = 0 =⇒ du((fi)i) ∈ N
j
e\{j+1}.
This proves that N j+1 = Z0(Uj+1,N j ,N jx ), which translates directly into the re-
quired short exact sequence.
Proof of Theorem B. An induction on j will show that N j is 2-almost modest (as a
(Z, 0,U(j))-P-module) for every j. We have already seen that N 0 is 2-almost mod-
est, and structurally compactly generated in case Z is Lie and A is compactly gener-
ated. If we assume that N j is a 2-almost modest (Z, 0,U(j))-P-module, then N jx
is a 2-almost modest (Z, 0,U(j+1))-P-module, as remarked previously; Lemma 7.5
gives that (N j/N jx )Uj+1 is a 2-almost modest (Z, 0,U(j+1))-P-module; and finally
Lemma 7.6 and part (2) of Proposition 4.25 give the same for N j+1. The same chain
of reasoning gives structural compact-generation in case Z is Lie and A is compactly
generated.
7.4 The case of Euclidean target modules
Now suppose that A is a Euclidean space with a Z-action by linear automorphisms.
Proof of Corollaries A′′ and B′′. We may clearly assume that Z = U[k]. Let M be
the P-module of solutions to the A-valued PDceE associated to U, and let N be the
P-module of A-valued zero-sum tuples associated to U. Then every Me and every
Ne is actually a real topological vector space (as a subspace of F(Z,A)), and all
the boundary maps ∂ℓ are R-linear. It follows that for either of these P-modules, if
ker∂ℓ+1/img ∂ℓ is Polish for some ℓ, then it is also a topological vector space. How-
ever, Theorem A (resp. B) gives that these quotient modules are discrete for all ℓ ≥ 2
(resp. ℓ ≥ 3), so they must be the trivial vector spaces: that is, the structure complexes
must be exact in these positions.
It now follows that any A-valued PDceE-solution (resp. zero-sum tuple) may be
decomposed as in the statement of Corollary A′′ (resp. B′′), simply by appealing to
this exactness repeatedly for ℓ = k, k − 1, . . . , 2 (resp. for ℓ = k, k − 1, . . . , 3).
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One could also prove Corollaries A′′ and B′′ directly by specializing the machin-
ery of P-modules to the setting of Euclidean-space-valued functions, so that all Z-
modules of interest become topological vector spaces. In this approach, much of our
background work on complexes and cohomology trivializes, as a simple consequence
of the result [2, Theorem A] that Hpm(G,A) = 0 for any compact group G, Euclidean
G-module A and p ≥ 1. In particular, one finds that for the Euclidean-valued PDceE-
solution and zero-sum P-modules, Hpm(W,M ) = Hpm(W,N ) = 0 for all W ≤ Z
and p ≥ 1.
However, while these special cases of our main P-module results are certainly
simpler than the general cases, I do not see an approach to Corollaries A′′ and B′′
that avoids the use of measurable group cohomology, and specifically [2, Theorem A],
altogether.
This is somewhat surprising, because there is a much simpler approach in case
one assumes a priori that a PDceE solution or zero-sum tuple consists of integrable
functions. For instance, if f is an integrableR-valued PDceE solution, then the equation
du1 · · · dukf = 0 ∀(u1, . . . , uk) ∈
k∏
i=1
Ui
may be written as ∑
e⊆[k]
(−1)|e|f
(
z −
∑
i∈e
ui
)
≡ 0,
and after re-arranging and integrating out the uis this implies that
f(z) =
∑
e⊆[k], e6=∅
(−1)|e|−1
( ∫
U1
· · ·
∫
Uk
f
(
z −
∑
i∈e
ui
)
du1 · · ·duk
)
.
For each e, the corresponding integral on the right-hand side here is invariant under
Ue, hence under at least one of the subgroups Ui. The problem is that one needs the
integrability of f to know that the right-hand side here is well-defined for a.e. z. In fact,
this ‘almost-proof’ that all PDceE-solutions are degenerate is very reminiscent of the
integration used in the proof of [2, Theorem A], but in that proof it had to be preceded
by a ‘regularizing’ argument, showing that cocycles could be assumed to be integrable.
The setting of Corollaries A′′ and B′′ seems to inherit the same difficulty.
8 Rudimentary quantitative results
8.1 Repairing approximate solutions
We next prove Theorem C. We first prove a version in which the error tolerances may
depend on the underlying groupsZ andUi, and will then remove that extra dependence
by a compactness argument.
Lemma 8.1 (Weak form of Theorem C). Fix Z and a subgroup-tuple U = (Ui)ki=1.
Let M be the associated module of PDceE solutions. For every ε > 0 there is a δ > 0
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such that if f ∈ F(Z) satisfies
d0(0, d
U1 · · · dUkf) < δ in F(U1 × · · · × Uk × Z),
then there is some g ∈M for which d0(f, g) < ε.
Proof. This is proved by induction on k. When k = 1 it is an easy exercise, so suppose
k ≥ 2 and that the result is known for any PDceE of order k− 1. Let M be the module
of solutions to the PDceE associated to U, and let M ′ the module of solutions to the
PDceE associated to U′ := (U1, . . . , Uk−1).
We will deduce the next case by contradiction, so suppose that ε > 0 and (fn)n is
a sequence in F(Z) such that
d0(0, d
U1 · · · dUkfn) ≤ 2
−n in F(U1 × · · · × Uk × Z),
but d0(fn, g) ≥ ε for all n and all g ∈M .
From this, Fubini’s Theorem and Chebyshev’s Inequality imply that
mUk
{
u
∣∣ d0(0, dU1 · · · dUk−1(dufn)) ≤ 2−n/2 inF(U1×· · ·×Uk−1×Z)} ≥ 1−2−n/2,
and so the Borel-Cantelli Lemma implies that for a.e. u ∈ Uk one has
dU1 · · · dUk−1(dufn) −→ 0 in F(U1 × · · · × Uk−1 × Z).
Given this, the inductive hypothesis on k provides a null sequence (fn,u)n in F(Z)
and a sequence (gn,u)n in M ′ such that dufn = fn,u + gn,u. By a simple measurable
selection we may assume that each fn,u(z) and gn,u(z) is jointly measurable as a
function of (u, z).
Regarding each mapping u 7→ fn,u and u 7→ gn,u as an element of C1(Uk,F(Z)),
we have
dUk(fn,• + gn,•) = d
UkdUkfn = 0.
It follows that
σn := d
Ukfn,• = −d
Ukgn,•
is both a null sequence, by the first expression, and an M ′-valued 2-coboundary, by the
second expression.
The proof of Theorem A showed that M ′ is the top module of a 1-almost modest
(Z, 0,U′)-P-module, and so Theorem 6.7 implies that H2m(Uk,M ′) is Hausdorff, and
hence that B2(Uk,M ′) is closed. Therefore Theorem 2.3 gives a null sequence g′n,• ∈
C1(Uk,M
′) such that σn = −dUkg′n,•.
We now make two uses of this equation:
• Let g′′n,• := gn,•−g′n,•. This gives that dUkg′′n,• = 0. Since H1m(Uk,F(Z)) = 0,
the latter implies that g′′n,• = dUkg′′n for some g′′n ∈ F(Z), and now since g′′n,•
takes values in M ′, these g′′n all lie in M .
• On the other hand, we have that (fn,•)n and (g′n,•)n are both null sequences, and
dUk(fn,• + g
′
n,•) = σn − σn = 0,
so, using again that H1m(Uk,F(Z)) = 0 (hence certainly Hausdorff), there is a
null sequence f ′n ∈ F(Z) such that fn,• + g′n,• = dUkf ′n.
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Finally, re-tracing our steps now yields
dufn = (fn,u + g
′
n,u) + (gn,u − g
′
n,u) = du(f
′
n + g
′
n).
Therefore fn = f ′n+g′n+hn for some hn ∈ F(Z)Uk . Since (f ′n)n is null and g′n+hn
lies inM+F(Z)Uk = M , this contradicts our assumptions on (fn)n, and so completes
the next step of the induction.
Proof of Theorem C. This proof is by compactness and contradiction. Suppose the
result is false, and let ε > 0 be such that one can find a sequence
(Zn, U1,n, . . . , Uk,n, fn)
of data of the relevant kind such that
d0(0, d
U1,n · · · dUk,nfn) ≤ 2
−n in F(U1,n × · · · × Uk,n × Z)
but
min{d0(fn, g) | g ∈Mn} ≥ ε ∀n,
where Mn is the solution module of the PDceE defined by Un.
Let
Z :=
∏
n≥1
Zn,
U i :=
∏
n≥1
Ui,n, i = 1, 2, . . . , k,
and U := (U i)ki=1. Also let M be the module of solutions to the PDceE associated to
U, and define fn ∈ F(Z) by
fn(z) := fn(zn), where z = (z1, z2, . . .).
These now satisfy
du1 · · · dukfn(z) = du1,n · · · duk,nfn(zn) ∀u1, . . . , uk, z,
and hence
d0(0, d
U1 · · · dUkfn) −→ 0 in F(U1 × · · · × Uk × Z).
Therefore Lemma 8.1 gives a sequence gn ∈M such that fn−gn is null. However,
the fact that gn ∈M implies that for Haar-almost every choice of
(z◦1 , z
◦
2 , . . . , z
◦
n−1, z
◦
n+1, . . .) ∈
∏
n′≥1, n′ 6=n
Zn′ ,
the restriction
gn(zn) := gn(z
◦
1 , . . . , z
◦
n−1, zn, z
◦
n+1, . . .)
is a member of Mn. On the other hand, the fact that fn − gn is null implies that,
on average over such choices of (z◦1 , z◦2 , . . . , z◦n−1, z◦n+1, . . .), the quantity d0(fn, gn)
tends to zero. Therefore a suitable sequence of restrictions gn gives gn ∈ M and
d0(fn, gn) −→ 0, contradicting our assumptions.
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Proof of Corollary C′. If f : Z −→ D and ‖f‖U(U) is close enough to 1, then this
implies that |f(z)| is close to 1 for all z ∈ Z outside a set of small measure. We may
therefore find a function f1 : Z −→ S1 which is very close to f in probability. If it
is close enough, and if ‖f‖U(U) is close enough to 1, then ‖f1‖U(U) will also be very
close to 1. This now implies that f1 satisfies the conditions of Theorem C, written
multiplicatively. One can therfore find an exact solution g : Z −→ S1 close to f1, and
hence close to f .
Remark. Corollary C′ is still far from suggesting a conjecture for the inverse problem
for the directional Gowers norms ‖ · ‖U(U). As described in Subsection 1.3, this prob-
lem supposes that f : Z −→ D has ‖f‖U(U) > δ for some fixed δ > 0, and asks
for some structural conclusion about f . However, the roˆle of cohomology in all of the
above does suggest that the following related inverse problem may be important:
Question 8.2. Suppose that f ∈ Cp(Z,T) is a p-cochain such that∫
Zp+1
exp
(
2πi · df(z1, . . . , zp+1)
)
dz1 · · · dzp+1 > δ
for some δ > 0. What does this imply about the structure of f? ⊳
8.2 Independence from the underlying groups
We will now prove Theorem A′, asserting that ε may be taken to depend only on k in
Theorem A. Theorem B′, asserting the analogous independence in Theorem B, has an
exactly similar proof to Theorem A′, so we omit it. Theorem C is a crucial tool for this
purpose.
Proof of Theorem A′. Suppose that Zn and Un := (U1,n, . . . , Uk,n) are sequences of
ambient groups and subgroup-tuples; let Mn be the PDceE-solution P-module asso-
ciated to Un; and suppose that for some ℓ ∈ {2, . . . , k} one can find a sequence of
elements
fn ∈ ker ∂
Mn
ℓ+1 \ img ∂
Mn
ℓ
with d0(0, fn) −→ 0 (noting that d0 here refers to the different modules⊕
|e|=ℓ
Mn,e ≤
⊕
|e|=ℓ
F(Zn)
for each n).
Now construct Z , U and fn as in the proof of Theorem C. Let M be the solution
P-module for the PDceE associated to U. Then d0(0, fn) −→ 0, so the existence of
some ε > 0 in Theorem A for this limiting PDceE implies that fn ∈ ∂Mℓ (M
(ℓ−1)
) for
all sufficiently large n, allowing us to write
fn(zn) = fn(z) = ∂
M
ℓ gn(z) for some gn ∈M
(ℓ−1)
=
⊕
|a|=ℓ−1
Ma.
73
Similarly to the previous proof, this implies that for a.e. choice of (z◦1 , . . . , z◦n−1, z◦n+1, . . .),
the restricted function defined by
gn(zn) := gn(z
◦
1 , . . . , z
◦
n−1, zn, z
◦
n+1, . . .)
is an element of the smaller module M (ℓ−1)n =
⊕
|a|=ℓ−1Mn,a, and satisfies fn =
∂Mnℓ gn. Hence fn ∈ ∂
Mn
ℓ (M
(ℓ−1)
n ) for all sufficiently large n, contradicting our
assumptions.
8.3 Basic solutions are finite-dimensional
The following is an easy consequence of Theorem C, and may be of interest in its own
right. It is a relative of [2, Theorem B], which asserts that all cohomology classes
of general compact groups into discrete modules are inflated from finite-dimensional
quotient groups. We formulate the result for T-valued PDceEs, and leave the obvious
analogs for other target modules and for zero-sum tuples to the reader.
Theorem 8.3. LetZ be an ambient group, U = (Ui)ki=1 a tuple of subgroups such that
U[k] = Z , and let M = (Me)e be the solution P-module of the associated T-valued
PDceE.
For any f ∈M[k], there are
• a finite-dimensional quotient q : Z ։ Z ′ ≤ Td,
• and a solution f ′ to the T-valued PDceE on Z ′ associated to U′ = (q(Ui))ki=1
such that
f ∈ f ′ ◦ q + ∂k(M
(k−1)). (33)
Proof. By standard measure theory, for every ε > 0 there are a finite-dimensional
quotient q : Z ։ Z ′ ≤ Td and some g ∈ F(Z ′) such that
d0(f, g ◦ q) < ε.
Letting U ′i := q(Ui) for each i, this now implies that
d0
(
0, dU
′
1 · · · dU
′
kg
)
= d0
(
0, (dU
′
1 · · · dU
′
kg) ◦ q×(k+1)
)
= d0
(
(dU
′
1 · · · dU
′
kg) ◦ q×(k+1), dU1 · · · dUkf
)
< 2kε
(where the first use of d0 here is for F(U ′1 × · · · × U ′k × Z ′), and the others are for
F(U1 × · · · × Uk × Z)).
By Theorem C (where the dependences do not involve the ambient group or subgroup-
tuple), for any η > 0 there is some choice of ε such that the above implies
d0(g,M
′
[k]) < η,
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where M ′ is the solution P-module for Z ′ and U′. Choosing f ′ ∈ M ′[k] close enough
to g, this now translates into
d0(0, f − f
′ ◦ q) = d0(f, f
′ ◦ q) < ε+ η.
Since f ′ ◦ q ∈M[k], so is f − f ′ ◦ q.
Finally, if η and then ε were chosen small enough, Theorem A′ now implies that
f − f ′ ◦ q ∈ ∂k(M
(k−1)).
Remark. The above argument actually gives the following marginally stronger result:
for each k ≥ 1 there is some ε > 0 such that, if f ∈ M[k] may be approximated in d0
to within distance ε by a function lifted from a d-dimensional quotient group, then it
decomposes as in (33) using that same quotient group. ⊳
Theorem 8.3 begs the following question, which seems to lie beyond our current
methods.
Question 8.4. Is it true that for each k ≥ 1 there is a fixed d ≥ 1, depending only on
k, such that for any f ∈M[k] one has a decomposition
f ∈ f1 ◦ q1 + · · ·+ fm ◦ qm + ∂k(M
(k−1)),
where each fi ◦ qi is a solution lifted from some quotient qi : Z ։ Z ′i for which Z ′i is
a subgroup of Td?
9 Analysis of some concrete examples
This section turns to a different aspect of the techniques developed above. Much of
the work of analyzing modules of PDceE solutions or zero-sum tuples amounts to de-
composing those modules into simpler pieces, for example in the sense of the short
exact sequence of Lemma 7.2. Repeating this kind of decomposition eventually leads
to modules that can be understood quite explicitly, usually cohomology groups with
coefficients in some fixed Lie group.
Most of our arguments above concerned one way or another in which the original,
‘large’ modules can be reconstructed from these ‘small’ pieces. However, one may
also regard the classes in the resulting cohomology groups as obstructions to a certain
kind of structure. In particular, this gives a way to prove that some PDceE solutions are
non-degenerate.
This section revisits Examples 1.4 and 1.6, and offers a few more examples. For
most of them, the main focus will be proving that certain solutions, such as the Z-
valued solution of Example 1.6, are non-degenerate. In some cases we will actually
compute generators and relations for the whole group of solutions modulo degenerate
solutions.
75
In these examples, we will not describe carefully all of the different cohomological
invariants that can be obtained from them. Also, in many cases one finds that to under-
stand the full module of PDceE solutions or zero-sum tuples, one does not need to com-
pute the exact structure complex of the associated P-module at every position. Given a
particular solution, one can often find an obstruction showing that it is non-degenerate
with much less work. This is because in many cases one can foresee by inspection
some vanishing or collapsing among the constituents of the given P-module, and this
then justifies using a simplified presentation of the modules of degenerate solutions.
9.1 PDceE for linearly independent subgroups
As in Example 1.4, the subgoup tuple U = (Ui)ki=1 is linearly independent if
∀(ui)i ∈
∏
i
Ui :
∑
i
ui = 0 =⇒ u1 = u2 = . . . = uk = 0.
This is equivalent to the sum homomorphism
∏k
i=1 Ui −→ U[k] being injective, hence
an isomorphism.
In this case, the associated PDceE may be solved using a generalization of the trick
in Example 1.4. We explain this under the additional assumption that Z = U[k] for
simplicity. Written out in full, a function f ∈ F(Z,A) satisfies that PDceE if∑
η∈{0,1}k
(−1)|η|f(z1 + η1u1, z2 + η2u2, . . . , zk + ηkuk) ≡ 0,
where |η| := |{i ≤ k | ηi = 1}|, and we write elements of F(Z,A) as functions of the
separate coordinates in
∏k
i=1 Ui.
By Fubini’s Theorem, we may fix a tuple (zi)i ∈
∏k
i=1 Ui such that the above
holds for a.e. (ui)i ∈
∏k
i=1 Ui. Let z
0
i := zi and z1i := z0i + ui for each i. Using these
new variables, the above can be re-arranged to give
f(z11 , . . . , z
1
k) =
∑
η∈{0,1}k, |η|≤k−1
(−1)k−|η|f(zη11 , . . . , z
ηk
k ).
Fixing (z01 , . . . , z0k) and regarding this as a function of only (z11 , . . . , z1k), the right-
hand side is manifestly an element of
∑k
i=1 F(Z,A)
Ui
, since every term on the right
depends on z0i for at least one i. Therefore all PDceE solutions are degenerate in this
case.
The zero-sum problem is also completely tractable in the case of linearly-independent
subgroups, but its analysis is more interesting. Let us now return to allowing Z strictly
larger than U[k]. To solve the zero-sum problem — that is, describe the P-module of
its solutions — we will next set up a whole commutative diagram of P-modules.
For each a ⊆ [k] and e ⊆ a, let
P (a)e :=
{
0 if e $ a
F(Z,A)Ua if e = a.
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Fixing a, putting these together as the family (P (a)e )e⊆a, and endowing them with the
trivial structure morphisms and derivation-lifts, one checks easily that they define a
(Z, 0,U ↾a)-P-module P(a). Its structural homology is 0 in all positions (e, ℓ) with
ℓ < |a|, and equals F(Z,A)Ua = CoindZUaA in position (a, |a|). Therefore P
(a) is
|a|-almost modest.
For each j ≤ k we can combine some of the above by letting
P
(j) :=
⊕
a∈([k]j )
Ag[k]a P
(a),
with constituent modules (P (j)e )e.
Clearly P(0) simply equals the constant P-module F(Z,A), and P (j)e = 0 when-
ever |e| < j. The P-module P(1) is the same as in Example 4.30, expressed as in
equation (32).
Whenever a ⊇ b, the obvious inclusions F(Z,A)Ua ≤ F(Z,A)Ub combine to
define a family of morphisms P (a)e∩a −→ P
(b)
e∩b for all e ⊆ [k], and another easy check
shows that these give a P-morphism
ψa,b : Ag
[k]
a P
(a) −→ Ag
[k]
b P
(b).
We have therefore obtained a structure rather similar to that of a P-module, except
that (i) here the individual entries are themselves the P-modules P(a); (ii) our index-
ing is such that the morphisms ψa,b are defined when a ⊇ b, not a ⊆ b; and (iii)
there are no derivation-lifts. These differences notwithstanding, we may now com-
bine the P-morphisms ψa,b into analogs of the boundary morphisms (26): for each
j ∈ {0, 1, . . . , k − 1} let ∂̂j = (∂̂j,e)e⊆[k] be the P-morphism P(j+1) −→ P(j)
defined by (
∂̂j,e((pa)a∈( ej+1)
)
)
b
:=
∑
a∈( ej+1), a⊇b
sgn(a : b)pa
whenever b ∈
(
e
j
)
.
Then just as for the boundary morphisms of (26), a quick check shows that ∂̂j−1 ◦
∂̂j = 0. Also, ∂̂0 is precisely the sum-over-inclusions P-morphism Ψ that defines the
zero-sum P-module in Example 4.31.
The construction of the new P-modules and P-morphisms above is for completely
general Z and U. Their importance in the case of linear independence results from the
following.
Lemma 9.1. If U is linearly independent then the P-morphism sequence
0 −→ P(k)
∂̂k−1
−→ P(k−1)
∂̂k−2
−→ · · ·
∂̂0−→ P(0)
is exact.
Proof. The proof is by induction on k. When k = 0 there is nothing to prove, to
suppose that k ≥ 1 and that the result is known in all cases below k.
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Step 1. Our inductive hypothesis includes the exactness of the sequence
0 = P
(k)
[k−1]
∂̂k−1,[k−1]
−→ P
(k−1)
[k−1]
∂̂k−2,[k−1]
−→ · · ·
∂̂0,[k−1]
−→ P
(0)
[k−1], (34)
because of the vanishing of the left-most module. We will need to know the result of
applying H1m(Uk,−) to this. Owing to the linear independence of the elements of U,
one sees that if a 6∋ k then, as a Uk-module, F(Z,A)Ua is of the form CoindUk0 M for
some Polish Abelian group M . Combined with Lemma 3.5, this implies that
Hpm(Uk,F(Z,A)
Ua) = 0
for all such a and all p ≥ 1.
Using this and the long exact sequence for H∗m(Uk,−), a simple induction along
the exact sequence (34) from left to right shows that also
Hpm(Uk, ker ∂̂j,[k−1]) = 0
for all j ≤ k − 1 and p ≥ 1. In particular, H1m(Uk, ker ∂̂j,[k−1]) = 0.
Step 2. Now suppose that j ∈ {0, 1, . . . , k − 1}, that e ⊆ [k], and that
m = (ma)a∈( ej+1)
∈ P (j+1)e is such that ∂̂j,e((ma)a) = 0.
We must show that m ∈ ∂̂j+1,e(P (j+2)e ), or that m = 0 if j = k − 1. If e $ [k], then
this is effectively the case with k replaced by |e|, which is covered by the inductive
hypothesis. We may therefore assume e = [k].
Given this, our assumption on m is that∑
a∈( [k]j+1), a⊇b
sgn(a : b)ma = 0 ∀b ∈
(
[k]
j
)
.
Applying the operator dUk , this gives that dUkm is a 1-cocycle fromUk to ker ∂̂j,[k−1].
By the conclusion of Step 1, it follows that dUkm = dUkm′ for somem′ ∈ ker ∂̂j,[k−1] =
img ∂̂j+1,[k−1] . Since img ∂̂j+1,[k−1] agrees with the image under ∂̂j+1,[k] of the direct
summand ⊕
c∈([k−1]j+2 )
F(Z,A)Uc ≤
⊕
c∈( [k]j+2)
F(Z,A)Uc ,
we may replace m by m − m′ without disrupting our desired conclusion, and hence
assume that m is Uk-invariant.
Having made this assumption, m = (ma)a can be identified with an element of⊕
a∈([k−1]j+1 )
F(Z,A)Ua∪{k} ⊕
⊕
a′∈([k−1]j )
F(Z,A)Ua′∪{k} .
Now an easy check shows that the same construction as in Lemma 5.2 gives a splitting
homomorphism, giving
(ker ∂̂j,[k])
Uk = img(∂̂j+1,[k] | (P
(j+2)
[k] )
Uk).
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The value of Lemma 9.1 is that, for linearly independent U, we may evaluate this
P-morphism sequence at position [k] to obtain an alternative left resolution of the zero-
sum module
ker
(
∂̂0,[k] : P
(1)
[k] −→ P
(0)
[k]
)
.
This left resolution does not come from the structure complex of a P-module: remem-
ber that there are no derivation-lifts to reverse the arrows in Lemma 9.1. However, it
still gives a fairly complete description of the zero-sum tuples (and, as seen in Step 1
above, it can still be used to compute cohomology). In particular, it shows that if k ≥ 2
then ker ∂̂0,[k] consists of sums over doubletons {i < j} ∈
(
[k]
2
)
of tuples of the form
(0, . . . , 0, f, 0, . . . , 0,−f, 0, . . . , 0)
for some f ∈ F(Z,A)U{i,j} , where the non-zero entries are in positions i and j. If k ≥
3, it follows that all zero-sum tuples for linearly independent subgroups are degenerate.
One can generalize this result by combining Lemma 9.1 with the construction of
long exact sequences to compute the full structural homology of the kernel P-modules
ker ∂̂j for j ≤ k − 1. One finds that the zero-sum P-module for linearly independent
subgroups is not only 2-almost modest, but is exact in all positions (ℓ, e) with ℓ > 2.
We will not give this calculation in full here.
It is also useful to note that this description of the zero-sum module, combined
with the proof above that all PDceE solutions are degenerate, gives a resolution of the
PDceE-solution module for linearly independent U when |e| ≥ 2. If M is that PDceE-
solution module, then we obtain an exact sequence
0 −→ F(Z,A)U[k]
∂̂k−1,[k]
−→
⊕
|a|=k−1
F(Z,A)Ua
∂̂k−2,[k]
−→
· · ·
∂̂1,[k]
−→
k⊕
i=1
F(Z,A)Ui ։M. (35)
This resolution will be used in the next subsection.
For general tuples U the P-morphism sequence in Lemma 9.1 can fail to be exact;
this will not be demonstrated carefully here, but may easily be checked in many of
the non-linearly-independent examples below. It would be interesting to try to turn the
property of almost modesty for zero-sum P-modules into a qualitative description of
the homology P-modules of this sequence, but I have not explored this idea very far.
This solution of the linearly independent case also suggests a different viewpoint
on the case of general U. Suppose that U is not linearly independent, but assume
again that Z = U[k] for simplicity. Let Z ′ :=
∏k
i=1 Ui and let U ′i ≤ Z ′ be the
coordinate-copy of Ui for each i. Then one still has a continuous epimorphism ϕ :
Z ′ ։ Z : (u1, . . . , uk) 7→
∑
i ui. Let K := kerϕ. If f ∈ F(Z,A) is a solution of
the PDceE associated to U on Z , then f ◦ ϕ is a solution of the PDceE associated to
U
′ := (U ′1, . . . , U
′
k) onZ
′
, and similarly for zero-sum tuples. InZ ′, the new subgroups
U ′i are linearly independent by construction, so we know that f ◦ ϕ is degenerate, and
we may write f ◦ ϕ = f ′1 + . . .+ f ′k for some functions f ′i ∈ F(Z ′, A)U
′
i
.
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This does not solve the original PDceE, because these new functions f ′i may not
factorize through ϕ: equivalently, they may not be K-invariant. However, we know
that their sum is K-invariant, and so the tuple (f ′1, . . . , f ′k) has the property that
dK(f ′1, . . . , f
′
k) ∈ Z
1(K,N ′),
where N ′ ≤
⊕k
i=1 F(Z
′, A)U
′
i is the module of zero-sum solutions associated to Z ′
and U′. This essentially converts the problem of finding solutions f into the problem
of calculating H1m(K,N ′). In view of the linear independence of U′, Lemma 9.1 gives
a left resolution of N ′ along the lines explained above, which could in principle be
used to obtain a description of H1m(K,N ′) by induction along that resolution.
As far as I can see, this approach to describing H1m(K,N ′) from the resolution of
N ′ is not substantially simpler than our earlier work on describing the PDceE-solution
or zero-sum P-modules for general Z and U, and seems to require much the same
tools. However, in specific cases it may transform the original PDceE-problem into
something more tractable (perhaps when K itself is fairly simple). It would be inter-
esting to understand such cases better.
Before leaving this subsection, let us describe another setting in which some ‘par-
tial’ linear independence simplifies the problem of finding solutions.
Example 9.2. Suppose that (U1, . . . , Uk) is a tuple of subgroups of Z1, that Uk+1 is
another compact Abelian group, and let Z := Z1 × Uk+1. Each Ui for 1 ≤ i ≤ k + 1
may be interpreted as a subgroup of Z in the obvious way, either as a subgroup in the
first coordinate, or, in the case of Uk+1, as the second coordinate subgroup itself. Let
U = (U1, . . . , Uk+1) with this interpretation. The key property of this tuple is that
Uk+1 is linearly independent from U[k] := U1 + . . .+ Uk.
Let M ≤ F(Z,A) be the module of solutions to the A-valued PDceE associated to
U, and let M1 ≤ F(Z1, A) be the module of solutions on Z1 to the PDceE associated
to (U1, . . . , Uk).
If f ∈ F(Z), then we may write f as a function of coordinates (z1, w)with z1 ∈ Z1
and w ∈ Uk+1. If f solves the PDceE associated to U, then we have
dUk+1f ∈ Z1(Uk+1,Coind
Z
Z1M1).
As a Uk+1-module, CoindZZ1M1 is simply F(Uk+1,M1), where M1 has the trivial
Uk+1-action. It therefore has trivial cohomology, by Lemma 3.5, and hence dUk+1f ∈
B1(Uk+1,Coind
Z
Z1M1). That is, there is some f1 ∈M1 such that d
Uk+1f = dUk+1f1,
and so f ∈M1 + F(Z,A)Uk+1 . All solutions in M are degenerate. ⊳
9.2 Almost linearly independent subgroups
We now return to Examples 1.6 and 1.7.
First consider Example 1.6. It had ambient group T2, but in Subsection 1.3 we
discussed its close relative on (Z/NZ)2. In order to treat these together, fix a compact
Abelian group Z0, and let Z := Z20 and
U1 := (1, 0) · Z0, U2 := (0, 1) · Z0 and U3 := (1, 1) · Z0.
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Let M be the solution P-module of the associated PDceE for A-valued functions.
Since any two of U1, U2 and U3 are linearly independent, all nontrivial restrictions
of M may be described as in the previous subsection.
Now suppose that f ∈M[3]. Then dU3f is a 1-cocycle U3 −→M[2].
If f ∈ M[2], then dU3f is an M[2]-valued coboundary by definition. Also, if
f ∈ M{1,3}, then by the linearly independent case we have f = f1 + f3 with
fi ∈ F(Z,A)Ui , which still gives dU3f = dU3f1 ∈ B1(U3,M[2]), and similarly if
f ∈M{2,3}.
On the other hand, if we assume that dU3f ∈ B1(U3,M[2]), then f must lie in
F(Z,A)U3 +M[2] = ∂3(M
(2)). This proves that
∂3(M
(2)) = ker
(
M[3]
dU3
−→ Z1(U3,M[2])։ H
1
m(U3,M[2])
)
.
So our next step is to compute this degree-1 cohomology group. The result from
the linearly independent case and a quick inspection show that the following sequence
is exact:
0 −→ A
a 7→(a,−a)
−→ F(Z,A)U1 ⊕F(Z,A)U2 −→M[2] −→ 0.
From this, a piece of the resulting long exact sequence for H∗m(U3,−) gives
· · · −→ H1m(U3,F(Z,A)
U1)⊕H1m(U3,F(Z,A)
U2) −→ H1m(U3,M[2])
−→ H2m(U3, A) −→ H
2
m(U3,F(Z,A)
U1)⊕H2m(U3,F(Z,A)
U2) −→ · · · .
Now we observe that, since U1 and U3 are linearly independent and span Z , we
have that F(Z,A)U1 is isomorphic as a U3-module to F(U3, A), and similarly for
F(Z,A)U2 . Therefore Lemma 3.1 gives
H1m(U3,F(Z,A)
U1)⊕H1m(U3,F(Z,A)
U2 )
= H2m(U3,F(Z,A)
U1)⊕H2m(U3,F(Z,A)
U2) = 0,
and so the above long exact sequence collapses to give an isomorphism
H1m(U2,M[2])
∼= H2m(U3, A)
∼= H2m(Z0, A).
Therefore, if H2m(Z0, A) = 0, then there are only degenerate solutions to our
PDceE. This is the case if Z0 is either T or Z/NZ and A = T. In the second case
this follows from Lemma A.1, and in the first from Lemma A.4.
On the other hand, Lemma A.2 gives H2m(T,Z) ∼= Z, and digging into the proof of
that lemma (details omitted), one obtains the generating cocycle
σ(z1, z2) := ⌊{z1}+ {z2}⌋.
One may try to reconstruct a function in M[3] that gives rise to this σ, and one finds
that the function f discussed in Example 1.6 has that property. This proves that
M[3]/∂3(M
(2)) ∼= Z,
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and that the function f from Example 1.6 generates this quotient.
A similar analysis can be made for Example 1.7. Generalizing as above, we now
take Z = Z30 and the acting subgroups
U1 := (1, 0, 0) · Z0, U2 := (1,−1, 0) · Z0,
U3 := (0, 1,−1) · Z0 and U4 := (0, 0, 1) · Z0. (36)
Beware that these are not the direct analogs of the subgroups that were labelled ‘Ui’
in Example 1.7. However, if one applies differencing operators to equation (6), then
the function σ : T3 −→ T constructed there is annihilated by the partial differencing
operator associated to the subgroups in (36) when Z0 = T.
Thus, Example 1.7 leads to the PDceE
dU1dU2dU3dU4σ = 0
for σ ∈ F(Z,A).
Any three of the subgroups in (36) are linearly independent. Therefore, if M is the
solution P[4]-module for these acting subgroups, then Subsection 9.1 gives that
Me =
∑
i∈e
F(Z,A)Ui
whenever |e| ≤ 3, and that the complex
0 −→ A
∂1−→
⊕
a∈(e2)
F(Z,A)Ua
∂2−→
⊕
i∈e
F(Z,A)Ui
∂3−→Me (37)
is exact. Note this is not literally the structure complex of M at e. It is an alternative
resolution of Me, obtained by inspection, which is simpler and will serve the same
purpose.
Now, since any three of the subgroups (36) are linearly independent, Lemma 3.1
implies that
Hpm(U4,F(Z,A)
Ui ) = Hpm(U4,F(Z,A)
Ui+Uj ) = 0
whenever i, j ∈ [3] and p ≥ 1. Thus, given any short exact sequence that features
either of the middle modules in (37) for e = [3], the resulting long exact sequence for
H∗m(U4,−) collapses to a sequence of isomorphisms. Using this and the exactness of
the whole sequence in (37), one now obtains that
H1m(U4,M[3])
∼= H2m(U4, ker ∂3) = H
2
m(U4, img ∂2)
∼= H3m(U4, ker∂2) = H
3
m(U4, img ∂1),
and this is isomorphic to H3m(Z0, A).
If σ ∈ M{i,j,4} for any i, j ∈ [3], then a simple check using (37) for e = {i, j, 4}
shows that dU4σ ∈ B1(U4,M[3]). Therefore, if σ ∈ M[4] is such that dU4σ leads to
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a nonzero class in H3m(Z0, A) under the above isomorphisms, then we know it is a
non-degenerate solution.
Very similar reasoning to the case of Example 1.6 gives that in fact
M4/∂4(M
(3)) ∼= H3m(Z0, A),
and that this isomorphism in natural in Z0 and A, meaning that it transforms correctly
under homomorphisms of these.
This is exactly the situation for the function σ given in Example 1.7: in that case
we have H3m(Z0, A) = H3m(T,T) ∼= Z (Lemma A.4), and the σ that we chose becomes
a generator of that cohomology group (we omit the proof of this).
Examples 1.6 and 1.7 generalize to the following result.
Lemma 9.3. Fix Z0 and A as above, and also an integer d ≥ 2, and let Z := Zd0 and
U1 := (1, 0, . . . , 0) · Z0, . . . , Ud := (0, 0, . . . , 1) · Z0,
and Ud+1 := (1, 1, . . . , 1) · Z0.
Let U := (U1, . . . , Ud+1). These are clearly almost linearly independent: indeed, any
d out of these d+ 1 subgroups provide a new isomorphism Z ∼= Zd0 .
Now let M be the solution P-module for the PDceE associated to U. Then
M[d+1]/∂d+1(M
(d)) ∼= Hdm(Z0, A).
Proof. The proof is a simple generalization of the above calculations, so we give only
a terse sketch.
If m ∈M[d+1], then dUd+1m defines a 1-cocycle from Ud+1 to M[d].
Since any proper sub-tuple of U is linearly independent, the results of the previous
subsection show that all elements of Me are degenerate when |e| = d. Using this,
one proves easily that dUd+1m is an element of B1(Ud+1,M[d]) if and only if m is
degenerate.
On the other hand, if f ∈ F(Z,A) is such that dUd+1f takes values in M[d], then
this implies that
dUd+1dUd · · · dU1f = 0,
and so f ∈ M[d+1] by definition. Since H1m(Ud+1,F(Z,A)) = 0 (Lemma 3.1), any
element of Z1(Ud+1,M[d]) is the boundary of some element of F(Z,A), and hence of
M[d+1]. Therefore the map dUd+1 : M[d+1] −→ Z1(Ud+1,M[d]) defines an isomor-
phism
M[d+1]/∂d+1(M
(d)) −→ H1m(Ud+1,M[d]).
Finally, the cohomology group on the right here may be computed using the resolution
in (35) for k = d and long exact sequences. Since U ↾e∪{d+1} is linearly independent
whenever |e| ≤ d− 1, Lemma 3.5 gives that
Hpm(Ud+1,F(Z,A)
Ue) = 0 ∀e ∈
(
[d]
≤ d− 1
)
, p ≥ 1.
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This implies that each of the long exact sequences obtained from (35) collapses into a
family of isomorphisms, and now a simple induction on the position in (35) gives
H1m(Ud+1,M[d]) = H
2
m(Ud+1, ker ∂̂0,[d]) = H
3
m(Ud+1, ker ∂̂1,[d]) =
. . . = Hdm(Ud+1, ker ∂̂d−2,[d]) = H
d
m(Ud+1, img ∂̂d−1,[d])
= Hdm(Ud+1,F(Z,A)
U[d]).
Since Ud+1 ∼= Z0 and F(Z,A)U[d] = F(Z,A)Z ∼= A, this completes the proof.
As promised after Example 1.7, this allows one to turn any non-vanishing coho-
mology groups, such as Hpm(T,T) for odd p, into families of non-degenerate PDceE-
solutions. It also shows that the problem of computing cohomology groups can be
presented as a special case of the problem of solving PDceEs. This suggests that any ap-
proach to solving PDceEs in general must either rely on measurable group cohomology
theory, or be powerful enough that measurable group cohomology can be reconstructed
from it.
Another ready consequence is the following limitation to the finite-generation part
of Theorem A.
Corollary 9.4. For any L ∈ N, there are U1, U2, U3 ≤ Z ≤ T3, such that if M is
the solution P-module of the T-valued PDceE associated to Z and (U1, U2, U3), then
M[3]/∂3(M
(2)) has rank greater than L.
Proof. Let Z0 := Z/mZ, regarded as a subgroup of T, and consider the example
constructed in Lemma 9.3 with d = 3. This gives Z = Z30 ≤ T3 and
M[3]/∂3(M
(2)) ∼= H3(Z0,T) ∼= H4(Z0,Z),
where the second isomorphism follows from the presentation Z →֒ R ։ T and the
resulting long exact sequence. The cohomology H∗(Z0,Z) is the subject of classical
calculations: as a sequence of abstract Abelian groups, it is obtained completely in the
conjunction of [6] and [39]. In particular, those works show that if m = p1 · · · pr is a
product of r distinct primes, then rankH4(Z0,Z) −→∞ as r −→∞.
9.3 Some miscellaneous further examples
The examples analyzed previously have all been either truly polynomial on all cosets
of some relevant subgroup of Z , or obtained from the solutions to a cocycle equation.
It seems worth giving some more complicated examples to broaden this picture.
Example 9.5. Let Z = T3 with coordinates (z1, z2, z3), and let
U1 = {z1 = 0}, U2 = {z2 = 0}, U3 = {z3 = 0} & U4 = {z1 + z2 + z3 = 0}.
These data will be interesting for the following reason. Consider any three of these
subgroups, say U1, U2 and U3. Then the three intersections U1 ∩ U2, U1 ∩ U3 and
U2 ∩ U3 together generate the whole of U1 + U2 + U3 = Z . If q : Z −→ Z ′ is any
surjective homomorphism, then one must also have that the intersections q(U1)∩q(U2),
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q(U2) ∩ q(U3) and q(U1) ∩ q(U3) generate q(U1) + q(U2) + q(U3) = Z ′. The same
goes for any other three of the Uis.
This now implies that for any other four-tuple of subgroups (U ′i)4i=1 in Z ′, if
q(Ui) ≤ U ′i for each i then the U ′is also have the feature that the pairwise intersections
of any three of them span Z ′. Therefore there is no non-trivial homomorphism map-
ping (Z,U) to a linearly independent or almost linear independent subgroup-tuple, and
therefore non-degenerate solutions to the PDceE associated to U cannot simply have
been ‘pulled back’ from cocycle-examples under such a homomorphism.
One finds such a nontrivial solution with target Z: define f : T3 −→ Z by
f(θ1, θ2, θ3) = ⌊{θ1}+ {θ2}+ {θ3}⌋. (38)
Then this function satisfies the equation
dU1dU2dU3dU4f = 0,
because among real-valued functions it equals
{θ1}+ {θ2}+ {θ3} − {θ1 + θ2 + θ3}.
Let us use cohomological data to sketch a proof of the following.
Lemma 9.6. The function f above is a non-degenerate solution to this PDceE.
Proof. As remarked above, for any e ∈ ([4]3 ), the corresponding tuple U ↾e has the
property that the pairwise intersections span the whole ofZ , but the triple intersection is
trivial. More concretely, for each e one may easily construct an isomorphism (Z,U ↾e
) ∼= (T3,V), where V is the collection of two-dimensional coordinate-subgroups of
T3.
A simple relative of the argument in Subsection 9.1 now shows that any PDceE-
solution associated to U↾e is an element of
∑
i∈e F(Z,Z)
Ui
. In case e = [3], this sum
of modules fits into the short exact sequence
Γ →֒
⊕
i∈e
F(Z,Z)Ui ։
∑
i∈e
F(Z,Z)Ui ,
where
Γ := {(m,n, p) ∈ Z3 |m+ n+ p = 0} ∼= Z2,
and similarly for the other e ∈
(
[4]
3
)
.
Step 1. We first use this presentation for e = [3]. If f ∈ M[4], then dU4f is an
element of Z1(U4,M[3]). If it lies in B1(U4,M[3]), then one has f = g + h for some
g ∈M[3] and h ∈ F(Z,Z)U4 , so this would be a degenerate solution.
Similarly, if f ∈ M{i,j,4} for some distinct i, j ∈ [3], then f = fi + fj + f4
for some Ui-invariant functions fi, and so dU4f = dU4fi + dU4fj , which is still an
element of B1(U4,M[3]). The non-degenerate solutions f are therefore precisely those
for which dU4f lies in a nontrivial class in H1m(U4,M[3]).
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Step 2. To compute this cohomology group, we may use the above presentation
to obtain the following piece of the resulting long exact sequence:
· · · −→ H1m(U4,Γ) −→ H
1
m
(
U4,
⊕
i∈e
F(Z,Z)Ui
)
−→ H1m(U4,M[3])
switchback
−→ H2m(U4,Γ) −→ H
2
m
(
U4,
⊕
i∈e
F(Z,Z)Ui
)
−→ · · · .
Now, for each i = 1, 2, 3 one has
Hpm(U4,F(Z,Z)
Ui) = Hpm(U4,Coind
Z
UiZ)
= Hpm(U4,Coind
U4
U4∩Ui
Z)
Shapiro
∼= Hpm(U4 ∩ Ui,Z).
Since U4 ∩ Ui ∼= T, Lemma A.2 gives that this last cohomology group is 0 when p
is odd, and is naturally isomorphic to Û4 ∩ Ui when p is even. Lemma A.2 also gives
a natural isomorphism H2m(U4,Γ) ∼= Û4 ⊗ Γ (which is ∼= Z4, though not naturally).
Putting these calculations together, the above long exact sequence collapses to give
H1m(U4,M[3])
∼= ker
(
Û4 ⊗ Γ −→
3⊕
i=1
Û4 ∩ Ui
)
.
Here, Û4 ⊗ Γ is the group of zero-sum triples (χ1, χ2, χ3) in Û4. Such a triple
lies in the kernel of the above homomorphism if and only if χi|(U4 ∩ Ui) = 0 for
i = 1, 2, 3.
Now a simple exercise in linear algebra shows that the subgroup of zero-sum triples
satisfying this condition is a copy of Z generated by (χ1, χ2, χ3), where
χi(θ1, θ2, θ3) = θi ∀(θ1, θ2, θ3) ∈ U4.
Step 3. Finally, an easy check shows that the f in (38) is a function on Z which
gives rise to this generator under the above sequence of reductions.
One might notice that the function f in (38) is still ‘close’ to cohomological solu-
tions, in that one has the identity
f(θ1, θ2, θ3) = ⌊{θ1}+ {θ2}⌋+ ⌊{θ1 + θ2}+ {θ3}⌋
(as well as several similar identities for this same f ), which seems to return us to Ex-
ample 1.6. However, neither of the two terms on the right-hand side here is annihilated
by dU1dU2dU3dU4 , so this is not really a decomposition into solutions of simpler equa-
tions.
Using the function f above, one could make a T-valued example on T4 by forming
the function
g : (θ1, θ2, θ3, θ4) 7→ f(θ1, θ2, θ3) · θ4,
86
which is annihilated by dV1dV2dV3dV4dV5 , where V1, . . . , V4 are the pre-images of U1,
. . . , U4 under the projection T4 −→ T3 onto the first three coordinates, and V5 =
{(0, 0, 0)} × T. I expect that this example is also non-degenerate and not pulled back
from a ‘cohomological’ solution, but have not undertaken that analysis in full. ⊳
Finally, we offer an example having some richer geometric meaning. Its description
will take a little longer, and will depend on some understanding of nilrotations on
nilmanifolds.
Example 9.7. Let
G =
(
1 R R
1 R
1
)
and Γ =
(
1 Z Z
1 Z
1
)
be the continuous Heisenberg group and its obvious lattice, respectively. The quotient
G/Γ is a compact nilmanifold which is a circle bundle over Gab/Γab ∼= T2, where
Gab and Γab are the Abelianizations of G and Γ.
The group G acts on G/Γ by left-multiplication on cosets. Considered as a mea-
surable dynamical G-system preserving the Haar measure mG/Γ, it is a skew-product
circle-extension of the action of G on
G/〈[G,G] ∪ Γ〉 ∼= Gab/Γab ∼= T2,
which is simply an action by commuting torus-rotations. For g ∈ G, let Tg y G/Γ
be this measure-preserving transformation, and let Rg y Gab/Γab ∼= T2 be the torus-
rotation that it extends. We shall see that a concrete description of this action in coor-
dinates involves some functions that form a zero-sum tuple.
To coordinatize G/Γ, let us use the fractional parts {·} to identify T2 × T with
[0, 1)3, and hence with the following fundamental domain for Γ in G:
{( 1 x z
1 y
1
) ∣∣∣ (x, y, z) ∈ [0, 1)3}.
Then any element of G decomposes as
(
1 a c
1 b
1
)
=
(
1 {a} {c− ⌊b⌋{a}}
1 {b}
1
)(
1 ⌊a⌋ ⌊c− ⌊b⌋{a}⌋
1 ⌊b⌋
1
)
∈
(
1 {a} {c− ⌊b⌋{a}}
1 {b}
1
)
Γ.
For each s = (s1, s2) ∈ T2, let
gs :=
(
1 {s1} 0
1 {s2}
1
)
.
This has the property that Rgs is the rotation of T2 by s. In terms of the coordinates
(x, z) = (x1, x2, z) ∈ T2 × T introduced above, one may now compute that Tgs acts
by
Tgs(x, z) = (x+ s, z + σ(s, x))
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with the skew-rotating function
σ(s, x) = {s1}{x2} − ⌊{x2}+ {s2}⌋{x1 + s1} mod 1.
In terms of this function, one calculates that
Tgt ◦ Tgs(x, z) = (x + s+ t, z + σ(s, x) + σ(t, x + s)),
and similarly for longer compositions.
Since G is 1-step nilpotent, the commutator [gs, gt] := g−1s g−1t gsgt must lie in the
centre
G1 :=
(
1 0 R
1 0
1
)
.
This means that [Tgs , Tgt ] = T[gs,gt] is the transformation of T2 × T that corresponds
to this central element, which must simply be a constant rotation of the last coordinate.
An explicit calculation now shows that this rotation is by
c(s, t) = {s1}{t2} − {t1}{s2} mod 1.
Finally, if one writes out this commutation relation in terms of the skew-rotating
function above, it reads
σ(t, x) + σ(s, x+ t) = σ(s, x) + σ(t, x + s) + c(s, t). (39)
Moving all terms here to the left, one obtains a zero-sum quintuple on the group Z =
T2 × T2 × T2 written in terms of the homomorphisms
M1(s, t, x) = (t, x), M2(s, t, x) = (s, x+ t), M3(s, t, x) = (s, x),
M4(s, t, x) = (t, x+ s), M5(s, t, x) = (s, t).
When written multiplicatively (that is, for S1-valued functions), equation (39) is the
‘Conze-Lesigne equation’. It first arose in the work of Conze and Lesigne on describing
exact ‘characteristic factors’ for various multiple recurrence phenomena: see [7, 8, 9],
and also the more recent works [30, 13, 21, 22, 43]. In those works, the key point was
that functions satisfying (39) emerged from some more abstract considerations, and
these could then be used to reconstruct an action of a two-step nilpotent Lie group on
a nilmanifold.
As explained in the Introduction, we can obtain a PDceE of order 4 from (39)
by choosing one of its terms and applying differencing operators that annihilate the
others. Five different PDceEs can be obtained this way. Let us focus on the PDceE
which results for the function c. For this, we difference along the subgroups Ui =
(kerMi + kerM5)/ kerM5 for i = 1, 2, 3, 4 (since c is already (kerM5)-invariant),
leading to the PDceE over T2 × T2 associated to
U1 = U2 = (1, 0) · T2 =: V and U3 = U4 = (0, 1) · T2 =:W.
(The reader may verify directly that differencing (39) along the subgroups M−15 (Ui)
for these Uis leads to dU1dU2dU3dU4c = 0.) This example has the interesting feature
that more than one subgroup of Z = T2 × T2 is relevant, but those relevant subgroups
also appear with multiplicity greater than one.
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Lemma 9.8. The above function c is a non-degenerate solution to this PDceE.
Proof. Step 1. We start by examining all the simpler PDceEs obtained by omitting
one of the subgroups. In this case these are all clearly equivalent, so we discuss only
the omission of U4. This leaves U1 = U2 = V and U3 = W , and this is now of the
form treated in Example 9.2. The analysis of that example gives
M[3] = F(Z)
W +M[2],
and
M[2] = {f | d
V dV f = 0} = CoindZVA(V ),
where A(V ) = T+ V̂ is the group of affine functions on V , much as in Example 1.1.
This analysis, together with its analogs for the omission of the other Uis, gives
∂4(M
(3)) = CoindZVA(V ) + Coind
Z
WA(W ) (40)
for the submodule of degenerate solutions.
Step 2. Now suppose that (f, g) ∈ F(Z)W ⊕ M[2] and f + g = 0. This is
equivalent to
f = −g ∈MW[2]
∼= A(Z)W .
Therefore we have a presentation
0 −→ A(Z)W
a 7→(a,−a)
−→ F(Z)W ⊕M[2] −→M[3] −→ 0,
and similarly for the other subgroup-triples obtained from (U1, U2, U3, U4). This now
gives the following long exact sequence for H∗m(U4,−) = H∗m(W,−):
· · · −→ H1m(W,A(Z)
W ) −→ H1m(W,F(Z)
W )⊕H1m(W,M[2]) −→ H
1
m(W,M[3])
−→ H2m(W,A(Z)
W ) −→ H2m(W,F(Z)
W )⊕H2m(W,M[2]) −→ · · ·
Step 3. To make use of this, we must next compute some of these cohomology
groups. First observe that Lemma 3.1 gives
Hpm(W,M[2]) = H
p
m(W,Coind
Z
VA(V )) = 0
for all p ≥ 1, because CoindZVA(V ) is isomorphic to Coind
W
0 A(V ) as a W -module.
Focusing on the terms around H1m(W,M[3]) in the long exact sequence, it therefore
simplifies to
· · · −→ H1m(W,A(Z)
W ) −→ H1m(W,F(Z)
W ) −→ H1m(W,M[3])
−→ H2m(W,A(Z)
W ) −→ H2m(W,F(Z)
W ) −→ · · ·
We next need to know the result of applying the functorsH1m(W,−) and H2m(W,−)
to the inclusion morphismA(Z)W −→ F(Z)W . To that end, we compute the follow-
ing:
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• on the one hand,
Hpm(W,F(Z)
W ) = Hpm(W,Coind
Z
WT) ∼= Coind
Z
WH
p
m(W,T),
which may be obtained from Lemma A.4: it is CoindZW Ŵ (where Ŵ has the
trivial W -action) when p = 1, and 0 when p = 2;
• on the other hand, A(Z)W ∼= A(V ) ∼= T⊕ V̂ with trivial W -action in the cate-
gory PMod(W ), and hence Lemmas A.2 and A.4 together give that the obvious
morphisms
Ŵ ∼= H1m(W,T) −→ H
1
m(W,A(V ))
and
Ŵ ⊗ V̂ ∼= H2m(W, V̂ ) −→ H
2
m(W,A(V ))
are both natural isomorphisms.
Inserting the above facts into the relevant piece of our long exact sequence, it be-
comes
· · · −→ Ŵ
α
−→ CoindZW Ŵ
β
−→ H1m(W,M[3]) −→ Ŵ ⊗ V̂ −→ 0. (41)
Among these morphisms, α is just the obvious inclusion-as-constant-functions, and β
corresponds to the morphism
CoindZW Ŵ = H
1
m(W,Coind
Z
WT) = H
1
m(W,F(Z)
W ) −→ H1m(W,M[3])
arising from the inclusion F(Z)W →֒M[3] under the functor H1m(W,−).
Step 4. Now consider the function of interest c. It is an element of M[4], so
dU4c = dW c ∈ Z1(W,M[3]). If c were an element of ∂4(M (3)), then (40) would give
dW c ∈ dW
(
CoindZVA(V )
)
+ dW
(
CoindZWA(W )
)
. (42)
The first of these right-hand modules is contained in B1(W,M[3]), becauseCoindZVA(V ) ≤
M[3]. The second is equal to CoindZWdW (A(W )), which in turn equals
CoindZWd
W (Ŵ ) = CoindZWZ
1(W,T) = Z1(W,F(Z)W ),
because if θ + χ ∈ T+ Ŵ , then dW (θ + χ) equals the 1-cocycle
w 7→ χ(w) :W −→ T ⊂constants F(W ).
Combining these facts, we see that the right-hand side of (42) is precisely the image of
β modulo B1(W,M[3]).
Therefore, to prove that c is a non-degenerate solution, it remains to show that the
cohomology class [dW c] ∈ H1m(W,M[3]) does not lie in img β. This is now another
routine calculation. Skipping the details, one finds that in the presentation (41) of
H1m(W,M[3]), the class of [dW c] maps to the nonzero element
χ1 ⊗ θ2 − χ2 ⊗ θ1 ∈ Ŵ ⊗ V̂
(unsurprisingly, given the form of c), where (χ1, χ2) :W −→W and (θ1, θ2) : V −→
V are the identity homomorphisms.
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Similarly to the previous example, another interesting feature here is that, because
of the duplication of the subgroups V and W , the PDceE associated to this quadruple
(U1, U2, U3, U4) does not map nontrivially onto any ‘cohomological example’, nor
onto any of the other previously-studied examples. ⊳
10 Further questions
10.1 Continuous functions
All of our results have been about measurable functions Z −→ A. If one insists on
continuous functions, then I do not know how to complete a similar analysis (unless
A is a Euclidean space, for which easy arguments can then be made using Fourier
analysis).
The problem is that our approach rests on reducing various calculations to coho-
mology, usually using long exact sequences. There is a cohomology theory for compact
groups built using continuous cochains, H∗cts, but it does not satisfy this axiom unless
the ambient group Z is pro-finite. I do not know how to get around this difficulty;
indeed, as an important consequence, I do not even know how to compute some quite
simple instances of H∗cts. Amazingly, the following seems to be open:
Question 10.1. Is H3cts(T,T) non-zero?
See [2] for more discussion of the defects of H∗cts. Similar issues arise if one tries
to work with smooth functions or other forms of regularity.
10.2 Non-Abelian groups
One can formulate the zero-sum problem for any tuple of closed subgroups in a com-
pact group, say H1, . . . , Hk ≤ G. One can also formulate the PDceE, but for this it now
matters in what order one applies the differencing operators dHi , unless the subgroups
Hi all normalize each other. However, even for normal subgroups this generalization
runs into difficulties if one tries to follow the approach of this paper. The first serious
problem is that if M ∈ PMod(G), H ≤ G, and H is not contained in the centre of
G, then one cannot give Hpm(H,M) the structure of a G-module as described in Sub-
section 3.4. One may need to set up a more general class of objects to account for this
before any of the theory of P-modules can be recovered.
10.3 Non-compact groups
A different direction for generalization runs from compact to arbitrary locally compact
groups. For simplicity, we discuss this possibility only for l.c.s.c. Abelian groups.
For these, the algebraic part of the theory ofP-modules should still work nicely, but
in some cases new analytic pathologies can appear. A simple example is the following.
Let α be irrational, and consider U1 = Z and U2 = Zα both as subgroups of
Z = R. Suppose that f ∈ F(R) solves the PDceE associated to (U1, U2). This means
that dαf is U1-invariant, because α ∈ U2, and hence it may be identified with an
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element of F(R/U1) = F(T). On the other hand, since H1m(U2,F(R)) = 0, any
element of F(R) lies in the image of dα, so dα defines a closed morphism from the
module M of solutions to this PDceE onto
{f ∈ F(R) | dαf is U1-invariant} ∼= F(T).
On the other hand, f ∈ ker dα if and only if f ∈ F(R)U2 , and so we have produced a
presentation
F(R)U2 →֒M ։ F(R)U1 .
This suggests that M is a reasonably well-behaved Polish module. However, a
problem arises in comparing it with the submodule M0 of degenerate solutions. One
has
M0 = F(R)U1 + F(R)U2 = {f1 + f2 | d1f1 = dαf2 = 0},
and from this it follows that f ∈M0 if and only if dαf , as an element of F(T), agrees
with dαg for some g ∈ F(T). As is well-known to ergodic theorists, the set of such
coboundaries is a dense-but-meagre subgroup of F(T) (this is an easy consequence of
Rokhlin’s Lemma), and this implies similarly that M0 is a dense-but-meagre subgroup
of M . So the analog of Theorem A certainly fails here: the quotientM/M0 is not even
Hausdorff, notwithstanding that M itself still has a fairly simple structure.
In this example, the ‘bad’ structure ofM/M0 resulted from a similarly bad structure
forH1m(U2,F(T)), which in turn was a consequence of the fact thatU1+U2 is a dense,
non-closed subgroup of R. This suggests the following question.
Question 10.2. Do natural analogs of Theorems A or B hold in case Z is not compact,
but the subgroups Ui are such that every Ue, e ⊆ [k], is closed?
A simple special case in which these problems disappear is whenZ itself is discrete.
For that case I suspect that the algebraic ideas of the present paper do give a method of
computing the modules of solutions to PDceEs or zero-sum problems. However, that
case can also be approached using much more classical commutative algebra for the
group ring Z[Z], so I have not pursued it very far.
Another case in which a more satisfactory theory may be obtained is when Z and
U1, . . . , Uk are arbitrary l.c.s.c. Abelian (or even non-Abelian) groups, but the target
A is taken to be R. Once again, I have not worked out any of this theory in detail.
10.4 An ergodic-theoretic generalization
Another generalization of the PDceE problem which is still, in a sense, ‘Abelian’ is the
following. Consider a probability-preservingZd-system (X,µ, T ), let A be an Abelian
Lie group, and let F(µ,A) denote the Polish Abelian group of µ-equivalence classes
of measurable functions X −→ A. For each n ∈ Zd one may define a resulting
differencing operator on F(µ,A) by
dTnf(x) := f(T
nx)− f(x),
and using these one may formulate obvious analogs of the PDceE and zero-sum prob-
lems for a tuple of subgroups Γ1,. . . , Γk ≤ Zd.
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Recall that (X,µ, T ) is a Kronecker system if (X,µ) is a compact metrizable
Abelian group with its Haar probability measure and there is a homomorphism ϕ :
Zd −→ X with dense image such that Tnx = x + ϕ(n). In this case, using the
continuity of the rotation action X y F(µ,A) = F(X,A), the PDceE and zero-sum
problems for this Zd-action and the subgroups Γ1, . . . , Γk are precisely the PDceE and
zero-sum problems for the group X itself (in the sense of the rest of this paper) with
the subgroup tuple Ui := ϕ(Γi), i = 1, 2, . . . , k.
Therefore the ergodic-theoretic versions of our problems subsume the compact-
Abelian-group versions. There are many Zd-systems that behave very differently from
Kronecker systems, and it would be interesting to know how much of the theory of the
present paper can be extended to them. In a sense, this question lies between the cases
of functions on a compact Abelian group and of functions on Zd: although it is much
more general than the former, it does retain the extra structure of an invariant measure,
and I think this may prevent it from having the same freedom as for arbitrary functions
on Zd.
A first example illustrating this theory arises in Host and Kra’s work [22] on char-
acteristic factors for certain non-conventional averages. Their structure theory (see also
Ziegler [43]) relies on a family of generalizations of the Conze-Lesigne equation (as in
Example 9.7) to the equations
F ◦ T [k] − F =
∑
η∈{0,1}k
(−1)|η|f ◦ π[k]η , k ≥ 1, (43)
where:
• (X,µ, T ) is an inverse limit of rotations on k-step nilmanifolds,
• (X [k], µ[k], T [k]) is a certain 2k-fold self-joining of (X,µ, T ), constructed in that
paper, and π[k]η : X [k] −→ X are the coordinate projections,
• f ∈ F(µ,T) and F ∈ F(µ[k],T) are measurable functions.
The construction of (X [k], µ[k]) from (X,µ) also gives rise to a much larger discrete
Abelian group of µ[k]-preserving transformations on X [k], and the coordinate projec-
tions πη can all be described as the projections onto the Λη-invariant factors of subsets
of (X [k], µ[k]) for different subgroupsΛη of this larger Abelian group. This implies that
the functions of the form on the right of (43) comprise a submodule M of F(µ[k],T)
all of whose elements G satisfy the PDceE( ∏
η∈{0,1}k
dΛη
)
G = 0.
With this in mind, equation (43) asserts that F ∈ F(µ[k],T) is relatively T [k]-invariant
over the subgroup of solutions to that PDceE, and so classifying such F becomes a
problem very much in the spirit of the present paper. We will not examine this further
here, but it would be interesting to see a closer comparison between the results of Host
and Kra in [22] about this equation and the methods we have developed above.
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Another direction in which one might seek to generalize the theory of PDceEs is
for functions on compact Gelfand pairs (also called ‘commutative spaces’; see [42]).
The greater structure of these spaces might afford extra tools, but I am not sufficiently
familiar with them to make a more concrete proposal.
10.5 A related question about sheaves
Now assume that Z is a torus and that U1, . . . , Uk are sub-tori (that is, all these groups
are finite-dimensional and connected). Let S ⊆ Z be open, and let F(S) be the Polish
group of a.e. equivalence classes of measurable functions S −→ T. For f ∈ F(S) and
z ∈ Z , u1 ∈ U1, . . . , uk ∈ Uk, the expression
du1 · · · dukf(z)
makes sense provided
z + η1u1 + · · ·+ ηkuk ∈ S ∀(η1, . . . , ηk) ∈ {0, 1}
k. (44)
In light of this we may define
M(S) := {f ∈ F(S) | du1 · · · dukf(z) = 0 whenever (44) is satisfied}.
Then M(Z) is the module of solutions to the associated PDceE, and there are obvi-
ous restriction maps M(S) −→ M(T ) whenever T ⊆ S. It is now a routine exercise
to prove that this has defined a presheaf of Polish Abelian groups on the torus Z . Let
us call it the presheaf of local solutions to this PDceE.
It might be possible to develop a theory of the structure of M(Z) in terms of the
structure of this presheaf. The module M(Z) is the image of this presheaf under the
global-section functor, and so one could try to deduce some kind of presentation for
M(Z) from calculations of the cohomology of the presheaf. This idea is bolstered by
the observation that Z may be covered by small open sets S that are homeomorphic to
balls in RdimZ , and for these the solution of the local PDceE-problem may be simpler.
However, this is still far short of computing the cohomology of this presheaf, and I
do not at present see how to push this approach much further. This idea is somewhat
reminiscent of the basic set-up of analytic D-modules ([4]), so one might try to adapt
ideas from that theory.
A Some explicit calculations in group cohomology
In addition to the general overview of Subsection 3.1, this appendix collects some
explicit calculations in group cohomology that were used during our analysis of the
examples.
First, for any discrete group G, the restriction to measurable cochains in the defi-
nition of H∗m(G,−) is irrelevant, and so this theory simply agrees with classical group
cohomology. That classical theory comes with a large arsenal of techniques for actu-
ally computing cohomology groups. These mostly stem from the ability to switch to
any choice of injective resolution for a module of interest. (This does not generalize
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to the measurable theory for non-discreteG, because there are not enough injectives in
PMod(G).)
One of the most classical calculations is that for cyclic groups.
Lemma A.1. For any N ≥ 1 and any (Z/NZ)-module M , say with action R :
Z/NZ yM , one has
Hp(Z/NZ,M) =


MZ/NZ if p = 0
MZ/NZ/TM if p even and ≥ 2
{m ∈M |Tm = 0}/〈d1m |m ∈M〉 if p odd,
where d1 = R1 − id as usual, and T ∈ EndZ/NZ(M) is the element
T = R0 +R1 + . . .+RN−1.
This is usually proved by switching to some very simple injective resolutions that
are available for cyclic groups: see, for instance, Section II.3 in Brown [5].
For groups that are not finite, fewer calculational methods are available. However,
one theorem from classical group cohomology does pass through: the isomorphism
H∗m(Z,Z) ∼= H
∗
ˇCech(BZ ,Z),
where BZ is a choice of classifying space for Z .
For Lie groups Z this is proved in [41], and it is extended to general locally com-
pact, second-countable groups in [2, Theorem E]. This isomorphism to classifying
space cohomology is proved by showing that both sides are isomorphic to a third co-
homology theory, which may (in most cases) be taken to be that introduced by Segal
in [31]. Finally, the ˇCech cohomology of BZ can be accessed via a range of tools
from more classical algebraic topology: this is explored in detail in Hofmann and
Mostert [19].
This relation to classifying spaces is the real workhorse for making explicit cal-
culations in H∗m(Z,−). In many quite simple cases I do not know how to compute
Hpm(Z,Z) without passing through this isomorphism, implicitly invoking some quite
sophisticated homological algebra.
ForZ = T, a suitable choice of classifying space is given by the infinite-dimensional
complex projective space CP∞; see, for instance, the sections on classifying spaces
in [10]. For higher-dimensional tori one obtains a similar picture in terms of infinite-
dimensional Stiefel manifolds. Using this, standard tools from algebraic topology give
the following:
Lemma A.2. If Z is a compact connected Abelian group (such as a torus) and Γ is a
discrete Z-module with trivial action, then as graded Abelian groups one has
H∗m(Z,Γ)
∼= H∗
ˇCech(BZ ,Z)⊗ Γ
∼=
(
Z⊕ {0} ⊕ Ẑ ⊕ {0} ⊕ (Ẑ ⊙ Ẑ)⊕ · · ·
)
⊗ Γ,
and this isomorphism is natural in Z and Γ (that is, both sides transform correctly
under morphisms of either). Here ‘⊙’ denotes the symmetric product.
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More explicitly, this gives
Hpm(Z,Γ)
∼=
{
Ẑ⊙p/2 ⊗ Γ if p even
0 if p odd,
(where Ẑ⊙0 := Z).
Remark. One can also recover H∗m(Td,−) using the presentation Zd →֒ Rd ։ Td
and the Lyndon-Hochschild-Serre spectral sequence. However, one still needs to use
the fact that Hpm(Rd,Z) = 0 for all p ≥ 1, and this is effectively proved by using
the classifying-space argument for Rd. Since this argument works only for discrete
modules, it begs the following elementary question for the measurable-cochains theory,
which I believe is still open:
Question A.3. Is it true that Hpm(R,−) = 0 on the whole of PMod(R) for all p ≥ 1?
This is known to hold for the intermediate cohomology theory H∗Seg of Segal men-
tioned above. That theory does not apply to all Polish modules, but it has a gener-
alization, denoted H∗ss, which does. However, it is not known whether H∗m(R,−) ∼=
H∗ss(R,−) on the whole of PMod(R). Once again, more details can be found in [2]. ⊳
Finally, [2, Theorem A] shows that H∗m(Z,M) = 0 whenever Z is compact and
M is a Fre´chet space. Therefore, if we compute the long exact sequence in H∗m(Z,−)
arising from the presentation Z →֒ R ։ T, all regarded as Z-modules, it collapses to
a sequence of isomorphisms
Hpm(Z,T) ∼= H
p+1
m (Z,Z) ∀p ≥ 1.
Combining this with Lemma A.2 gives the following.
Lemma A.4. If Z is a compact connected Abelian group and T is given the trivial
Z-action, then
Hpm(Z,T) =


T if p = 0
Ẑ⊙(p+1)/2 if p odd
0 if p > 0 even.
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