Smart buildings improve energy efficiency and provide ancillary services to the power grid. Such services are based on model-based mechanisms that require availability of accurate models of the different building loads such as heating, ventilation, and air conditioning (HVAC) systems. Although numerous efforts have been made in the area of constructing a thermal model for a building HVAC system, almost all models have shortcomings. In this paper, we employ the nuclear-norm-based subspace method to identify a locally accurate HVAC system model. We consider the more general case of a multi-zone building HVAC system, i.e., each zone has its own thermostat and can be set to a different temperature. The estimated HVAC system model can be used to predict the future indoor temperatures. This will assist power utility companies and building managers in estimating the upcoming load shape, especially the peak amount and duration.
switches. Moreover, advanced building energy management systems, distributed generation sources, and even campus-wide microgrids have recently been integrating buildings in such a way that make them more responsive to grid operators' needs. In particular, there has been a growing interest in, and a need for integrating renewable sources of energy into day-to-day energy consumption. Unfortunately, due to unpredictable weather conditions, renewable sources can be unreliable. Accordingly, there have been several efforts to develop methods to reduce the uncertainty associated with renewable energy, see [1] and [2] .
One such method begins with applications that have flexible loads, for example smart buildings. Buildings consume 40% of electricity produced in the United States [3] and, currently, are largely passive participants in the electric grid. Their flexibility in loads can be exploited to reduce the uncertainty associated with renewable energy. For example, [4] formulated an augmented optimal model predictive control methodology that is suitable not only for controlling the building indoor temperatures, but also for handling the energy constraints. [5] and [6] developed an adaptive control approach to maintain the indoor temperatures of the building at a desirable temperature while providing energy savings.
A data-driven control strategy for controlling building indoor temperatures with locally generated solar photovoltaic energy was explored in [7] . While this approach effectively achieves its goal of using the generated energy for a heating, ventilation, and air conditioning (HVAC) system control, it cannot predict future load requirements. For a sustainable design, it is necessary to have the ability to predict future requirements, so that the durations of acute shortage of generated energy can be planned for in advance. To this end, a locally accurate mathematical model of the building HVAC system is required.
There has been considerable research in the area of obtaining mathematical models that capture the building dynamics. For example, see [8] , [9] , and [10] . However, as noted in [8] , despite numerous efforts in constructing a model for building HVAC systems, almost all models have shortcomings generated from assumptions, unmeasured disturbances, or uncertainties in some system properties. Comprehensive models, although accurate enough, are too complex to be employed in the development of a control strategy. Moreover, a model that best describes the local dynamics of the building at the considered time is necessary. Therefore, we employ system identification to obtain a model that accurately describes the dynamics of the building in the considered foreseeable time.
System identification is a method of employing the past input-output measurement data of the system to obtain a mathematical model that fits the observations. A common approach to system identification in real-time is the class of Prediction-Error Methods [11] , but these are not easily extendable to multiple-input multiple-output (MIMO) systems. Subspace IDentification (SID) methods mainly emerged as an alternative approach [12] . Traditional subspace identification methods can be broken down into three distinct steps [13] : (1) estimation of high-order models, (2) reduction of estimated models to lower dimensional subspace, and (3) realization of a state-space system from the lower dimensional subspace.
As reviewed in [14] , in recent years, a class of SID methods that combines the first two steps of the traditional SID methods has emerged. These methods embed the rank minimization criterion (step 2) directly in the identification problem. However, the rank minimization problem, which is in terms of the 0 norm, is NP-hard (non-deterministic polynomial). Therefore, a heuristic alternative was developed in [15] , in which it was proved that the nuclear norm -sum of the singular values of a matrix -can be used as a convex envelope of the rank of the matrix. With this heuristic, the identification problem is rendered as a convex optimization problem.
Most of the nuclear norm based SID methods (e.g., [16] and [17] ) formulate the problem in two terms: one term to reduce the model order, and the other to obtain an accurate description of the system. For a given number of measurements, it was proven in [18] that a low rank solution describing the underlying system can be retrieved by solving such an optimization problem. While [19] employed Semi-Definite Programming solvers, [16] relied on the Alternating Direction Method of Multipliers (ADMM) algorithm developed in [20] . Since the nuclear norm operator is not differentiable with respect to its arguments, ADMM is particularly favorable in our case because it does not require the optimization function to be differentiable; sub-differentials of the function can be readily used. Moreover, the computational complexity of ADMM is lighter than Semi-Definite Programming solvers.
In this paper, we employ the nuclear norm based subspace identification (N2SID) developed in [16] to obtain a local model for a multi-zone building HVAC system. In Section II, we present a brief overview of the N2SID method. In Section III-A, we look closely into the system whose model needs to be obtained. In Section III-B, we present the results of system identification on the described system. Finally, Section IV summarizes the paper and provides the conclusions.
II. OVERVIEW OF N2SID
In this section, the N2SID method, developed in [16] is recapitulated. Consider that the system to be identified can be realized (instantaneously) as a linear time-invariant state space model in the innovation form:
where u(k) ∈ R mu is the system input, x(k) ∈ R n is the system state, y(k) ∈ R py is the system output, e(k) ∈ R py is the zero mean innovation sequence, and the matrices A, B, C, D, K are the system parameters. Let (1) be compactly expressed in the observer form as:
The system identification problem is to estimate the system parameter matrices, A, B, C, D, and K, for the system described in (1) . This is solved using the N2SID method [16] which formulates the problem as: 
(3) with || || being the nuclear norm operator, and λ being the regularization parameter. Through the tuning of λ, the tradeoff between model order reduction and estimation accuracy is quantified. Here, y(k) is the measured output of the system andŷ(k) is the estimated output. s is the number of block rows and N is the number of measurements or samples used in the identification dataset. U s ∈ R m×q , where m = sm u and q = (N − s + 1), is the Hankel matrix formulation of the input u(k) [21] :
Similarly, the Hankel matrices for the measured output y(k) and the estimated outputŷ(k) are formulated as Y s ∈ R p×q andŶ s ∈ R p×q respectively, where p = sp y . The variables T u,s and T y,s are Toeplitz matrices [16] containing the system matrices from model (2) .
The optimization problem formulated in (3), which is a convex relaxed problem, can be solved using the ADMM algorithm demonstrated in [17] . We concisely review ADMM here. For a detailed explanation of ADMM, readers are referred to [20] . The optimization variables from (3) are split into two (primal) variables: x ∈ R nx (with n x = p y (N + m + (s − 1)p y )) and X ∈ R p×q . They contain the optimization variables T u,s , T y,s andŶ s of the problem defined in (3) . Accordingly, the problem is reformulated as
Since ADMM is a primal-dual algorithm [22] , it employs a dual variable Z along with the primal variables x and X to solve the problem defined in (5) . ADMM maximizes a dual function with respect to the dual variable; the dual function is defined as:
The function L tp (x, X, Z) here is the Augmented Lagrangian defined as:
where t p is the penalty parameter. Each iteration proceeds by maximizing the dual function, which is concave, and finds the minimum of the primal variables for each dual update Z. The stopping criterion, which is defined in terms of primal and dual residual norms (r p and r d respectively) and primal and dual tolerances ( p and d respectively), is defined as:
Once the stopping criterion has been reached, the ADMM iterations satisfy residual, objective, and dual variable convergence. Note that primal variables do not need to converge to optimal values [20] . Using the variables resulting from the convergence of ADMM, the matrices that describe the system in (1) can be extracted from T u,s and T y,s [16] , hence solving the system identification problem.
III. NUMERICAL EXAMPLES
In Section II, the theory behind the system identification algorithm N2SID was reviewed. In this section, we first describe the physical test multi-zone building for which a mathematical model using N2SID is to be obtained, and then show the corresponding system identification results for all four zones.
A. System Description
The test building we chose is a gymnasium in the Family Life Center (FLC) at the Central Baptist Church in Fountain City, Tennessee. The gymnasium has four 10 ton HVAC roof top package units (RTUs) each having two-stage gas heat and two-stage conventional refrigerant cooling. These RTUs are labeled with "1" in Fig. 1 , and the corresponding thermostats are also marked "1" in Fig. 2 . The typical power consumption of these HVAC units is 4.4 kW at stage one and 6.8 kW at stage two.
The system in consideration is a multi-zone building HVAC system. Each area that is under the cooling effect of an HVAC system is considered a zone. Accordingly, each zone has one input -the state of the HVAC system -and one output -the measured indoor air temperature. There are four zones in the considered system and there is a certain amount of influence that the HVAC system in one zone will have on a different zone(s). The goal is to obtain one MIMO model for all of the zones combined, including capturing the zone interactions. The disturbances -external temperature and solar irradiation -are also considered as additional inputs for system identification. The identification dataset thus consists of a total of six inputs and four outputs. Measurements were collected from the aforementioned test building in the summer of 2017. The dataset we employ is the set of measurements obtained between August 10 and September 3, collected at every five minutes sampling interval. The outputs, denoted y ∈ R 4 (indoor temperatures of four zones) are in the units of degree Celsius. There are three states for the HVAC unit, 
The state u i = 0 represents that the HVAC unit is off, while the states u i = −1 and u i = −2 represent the first and second stage cooling, respectively. External temperature is denoted u e and solar irradiation is denoted as u s . The measured disturbances in the considered time period are shown in Fig. 3 . The dataset, consisting of six inputs and four outputs, is first preprocessed by detrending. This is because of the suspected presence of an inherent integrator, given the nature of the system that the output is a ramp for a step input. Accordingly, the validation dataset also needs to be detrended for comparison. The accuracy of the estimated model will be evaluated through four different measures of error: VAF (variance accounted for), root mean square error, mean absolute error, and maximum error. The formula for VAF is given as:
where y(k) is the measured output at time instant k andŷ(k) is the estimated output.
B. System Identification Results
N2SID as reviewed in Section II is employed on the dataset as described in Section III-A. In this section, we present the results and analysis of the obtained model.
The model resulting from N2SID is a fifth order state-space MIMO model with six inputs and four outputs. The estimated system matrices are the following. Because the identification and validation datasets are preprocessed by detrending, the removed mean must be added back to the outputs. The mean of the identification dataset is [22.08; 22.63; 22.33; 21.89] in each of the four outputs. Length of the identification dataset, N , was 250 and regularization parameter was λ = 0.4281.
The estimated model is validated by comparing the measured output with the output of the estimated model. Both selfvalidation (validation dataset is the identification dataset) and cross-validation (validation dataset differs from the identification dataset) are performed. The results of self-validation and cross-validation are shown in Fig. 4 and Fig. 5 , respectively. The VAF obtained for self-validation was 80.68% and for crossvalidation was 50.46%. The validation in terms of the different errors noted in Section III-A is given in Table I .
The analysis of the obtained model reveals that the system is highly coupled. For example, the relative gain array (RGA) matrix at the frequency of 1 radian per second is: 
IV. CONCLUSIONS
Due to the need for a locally accurate model of multi-zone building HVAC systems, we employed N2SID methods on the local measurement data to obtain the corresponding system description. From the model validation errors, it was seen that the estimated model was satisfactorily accurate. In order to further verify the capabilities of the model, the amount of coupling was quantified using a relative gain array and it was observed that the expected amount of coupling was captured in the model. Future work is to employ the identified multi-zone coupled building HVAC model for control of indoor temperatures and predicting future load power consumption. This material is based upon work supported by the U.S. Department of Energy, Office of Energy Efficiency and Renewable Energy.
