We study the maximal open domain E (M ) on which the projection map onto a subset
Introduction
In case of a sufficiently regular submanifold M of R d , for every x ∈ R d close enough to M there is a unique nearest point p(x), which we call the projection of x onto M . It is a natural question what regularity of p can be deduced from that of M .
Before we present previously known results, we recall some important notions. We denote the distance function δ M :
(ii) For a positive number ε we denote the ε-neighborhood of M by
(iii) A set U ⊆ R d has the unique nearest point property (unpp) with respect to M ⊆ R d iff ∀x ∈ U : ∃! ξ ∈ M : x − ξ = d(x, M ) .
In this case, there exists p : U → M such that for all x ∈ U it holds that p(x) is the unique nearest point to x on M .
If a set U has the unpp with respect to another set M , we write in short U ∈ unpp(M ).
(iv) Let E (M ) := {U ⊆ R d : U is open and U ∈ unpp(M )} be the maximal open set on which the function p is defined.
In Foote [4] the following "tubular neighborhood theorems" were shown:
Theorem (Foote [4, Theorem 1] ). Let M ⊆ R d be a compact, C k submanifold (without boundary) with k ≥ 2. Then M has an ε-neighborhood U so that δ M is C k on U \ M .
Lemma (Foote [4, Lemma] ). Let M satisfy the hypotheses of [4, Theorem 1] .
Then there exists an ε-neighborhood U with the unique nearest point property, and the projection map p : U → M is C k−1 .
Note that M is assumed to be compact, and that only the existence of a neighborhood is asserted on which p is C k−1 and δ M is C k . No claim is made about the regularity of p on an arbitrary set U having the unpp.
A more global result is provided for the distance function.
Theorem (Foote [4, Theorem 2] ). Let M be C 1 and suppose U is a neighborhood of M with the unique nearest point property. Then δ M is C 1 on U \ M .
One of the main results of the current paper is that the same regularity as in Foote [4, Lemma] holds on every open set U ∈ unpp(M ). Thus, it gives global regularity properties in place of the local ones in [4] . Moreover, we can even drop the compactness condition:
At first glance, the above theorem does not look surprising. What is surprising is that the proof is not easy: The main effort goes into proving Lemma 6, which states that an appropriate restriction of the endpoint map is a homeomorphism compatible with the projection. Lemma 6 follows, among others, from Lemma 5, whose proof uses Brouwer's fixed point theorem. It is worth noting that the difficulty in proving Theorem 1 does not arise from the generalization to manifolds that are not necessarily closed. It is also worth noting that in our early attempts to generalize Foote [4, Lemma] we were not able to arrive at the claimed conclusion using only the arguments provided.
The statement of Theorem 1 is intuitive and answers natural questions:
What is the regularity of the projection and distance map? What is the maximal domain on which this regularity holds? Thus the result is of fundamental interest for differential geometry.
However, the result is also important from an application point of view: The tubular neighborhood theorem and related results only guarantee the existence of neighborhoods with certain properties. In applications, in particular for numerical calculations, a pure existence result is useless. One needs to know concrete neighborhoods in which calculations using derivatives of the projection and distance map is possible. Indeed, this article was in part inspired by problems from numerical methods for stochastic differential equations with discontinuous drift coefficient. For example, in [6] , [7] , the drift is assumed to be discontinuous along a hypersurface and the question about the regularity of the projection map and the implied assumptions on the regularity of the hypersurface arises naturally. There, the regularity of the projection map in a neighborhood had to be assumed, while the work at hand shows that it is given automatically.
Another main result is Theorem 3, which implies that if M is a C 2 submanifold of the R d , then E (M ) can be described as a vector bundle using a continuous function ϑ on ν 1 (M ), the set of elements of the normal bundle with unit vector second component:
The remainder of our article is structured as follows: in Section 2 we study properties of E (M ), first for general subsets, then for C 2 submanifolds of R d . One of the main results of the section is the afore-mentioned Theorem 3. In Section 3 we prove Theorem 1 and compute the derivative of p. Section 4 is devoted to investigating the connection between E (M ) and the so-called topological skeleton or medial axis of M c in the sense of Jain [5] . In the concluding Section 5 we show complementary results and examples about (im-)possibility of generalization of the main results to the case where M is C 1 but not C 2 .
The domain E (M ) of the projection map
We give some basic definitions and introduce some notation which will be used throughout the paper:
V → U such that ξ ∈ U and for all y = (y 1 , . . . , y d ) ∈ V it holds Ψ(y) ∈ M ⇐⇒ y m+1 = · · · = y d = 0. In the case where k = 0, by a C 0 diffeomorphism we mean a homeomorphism. In this case we also speak of a topological submanifold.
Remark. Usually, the case m = d is not excluded in the definition of a submanifold. However, for the questions considered here this case is not very interesting:
Remark. If M is a C k submanifold, ξ ∈ M and Ψ : V → U is a diffeomorphism as in Definition 2, then the map ψ : {y ∈ R m : (y 1 , . . . , y m , 0, .
is a (local) parametrization of M with ξ in its image.
Notation (Balls). For x ∈ R d and r ∈ (0, ∞) denote by
the open ball with center x and radius r and bȳ
the closed ball.
Notation (Line segments). For 
be the normal bundle for M , which is a C k−1 manifold, and define the endpoint map
for some open V ⊆ M with ξ ∈ V and r ∈ (0, ∞), and for all (ζ, v) ∈ W it holds p(F (ζ, v)) = ζ.
Proof.
Step 1: We show that for every
ζ is a 1st-order contact of ∂B r (x) and M . That is, we have T ζ (M ) ⊆ T ζ (∂B r (x)), and therefore
Step 2: We show that every point x sufficiently close to ξ has at least one nearest point on M . Since M is a submanifold of R d , there exists R > 0 such thatB R (ξ) ∩ M is closed. Let x ∈ B R/2 (ξ) and set r = d(x, M ). Since M ∩B R (ξ) is closed, there exists ζ ∈ M ∩B R (ξ) with x − ζ = d x, M ∩B R (ξ) . Since x ∈ B R/2 (ξ) we have r < R/2, and because of d x, M \ B R (ξ) ≥ R/2 we have ζ ∈ M ∩ B R (ξ) and ζ is also a nearest point to x on M .
Step 3: We construct U .
The Jacobian of the endpoint map F is non-singular in (ξ, 0) ∈ ν(M ), so by the inverse function theorem there exist open sets U 1 ⊆ R d and W 1 ⊆ ν(M ) such that ξ ∈ U 1 and (ξ, 0) ∈ W 1 and such that F restricted to W 1 is a diffeomorphism
Now there exists V ⊆ M open such that ξ ∈ V , V is compact, and V ×{0} ⊆ W 1 . By compactness of V there exists δ > 0, with
Step 4: We show U ∈ unpp(M ).
Let again x ∈ U . We already know by step 2 and
⊥ , and v < δ.
, and in particular, η = ζ.
Step 6: The final statement is now obvious with r = δ 2 . Remark 1.
Note that
Step 2 is needed because we dropped the compactness condition, and [4, Lemma] is an easy corollary of Lemma 1.
Then the line segment [x, p(x)] has the unpp w.r.t. M , i.e. [x, p(x)] ∈ unpp(M ), and for every z ∈ [x, p(x)] it holds that p(z) = p(x).
By the unpp of {x} we get η = p(x).
In [3, Theorem 4.8] it is shown that for every closed set M the projection map p onto M is continuous on every set where it is well-defined. The subsequent lemma is a version for which closedness is not needed; for every subset M ⊆ R d the projection p is continuous on every open set on which it is well-defined:
be an open set with U ∈ unpp(M ) and let p : U → M denote the corresponding projection map.
Then p is continuous.
Proof. Let x ∈ U and let (x n ) n∈N be a sequence with x n ∈ U for all n ∈ N and with lim n→∞ x n = x. W.l.o.g. we may assume that
By the definition of p we have p(x n ) − x n ≤ p(x) − x n for every n ∈ N , and thus
Therefore the sequence p(x n ) n∈N is bounded.
We need to show that lim n→∞ p(x n ) = p(x). To that end consider an arbitrary subsequence p(x n k ) k∈N . This is a bounded sequence in R d and thus has a convergent subsequence, and w.l.o.g. p(x n k ) k∈N itself is convergent. Let ζ := lim k→∞ p(x n k ). Since d is continuous in the first variable we have
and therefore x − ζ = x − p(x) . Hence, with respect to M ∪ {ζ}, the point x has two nearest points, p(x) and ζ,
We show by contradiction that ζ ∈ M : Assume instead that ζ / ∈ M . Take ε ∈ (0, 1) such that x ε := x + ε(ζ − x) ∈ U (it is here where we use that U is open). Since x ε lies on the line segment from x to ζ, it follows from Lemma 2 that
Since ζ lies in the closure of M , we have
We have
It is now apparent, that x, p(x ε ), ζ are not collinear, and neither are x, x ε , p(x ε ). Therefore the following triangle inequality holds strictly:
which is the desired contradiction. Hence, ζ ∈ M . Since p(x) is the unique nearest point to x on M , it follows that ζ = p(x). Thus we have shown that every subsequence of p(x n k ) k∈N contains a subsequence converging to p(x). Hence lim n→∞ p(x n ) = p(x). Example 1. Consider the following example of a non-compact submanifold:
Here the projection is not continuous in x. On the other hand, there is no open set U containing x and having the unpp. 
we have H ⊆ U 1 . In particular, H ∈ unpp(M ), such that for every z ∈ H the projection p(z) is uniquely defined.
The function q is continuous, because q H and p are. Moreover, q is injective: let y, w ∈ (−R, R) d−1 and λ, ν ∈ (0, 1) with z := q(λ, y) = q(ν, w). We have z ∈ [q H (y), p(q H (y))], and {q H (y)} ∈ unpp(M ). Thus by Corollary 1, p(z) = p(q H (y)). By the same reasoning,
Hence the line through z and p(q H (y)) intersects H in at most one point, and this is necessarily q H (y). But by the same reasoning, this element must be q H (w). Then there exists a ∈ (1, ∞) such that
lies on the side of x opposing p(x) and has the property that for all z ∈ D the
Therefore every line spanned by ξ ∈ B and x has precisely one intersection with D. Define this as f (ξ) and consider the mapping g : B → B defined by g(ξ) := p(f (ξ)). Note that f is continuous, so g is a continuous mapping from B → B. Since B is homeomorphic to the unit ball in R m , there exists a fixed point ξ 0 of g by Brouwer's fixed point theorem, i.e., there exists ξ 0 ∈ B :
We conclude the proof by noting that
Remark 2. Let us revisit Example 1. The point x satisfies {x} ∈ unpp(M ) and ]x, p(x)[⊆ E (M ). However, x / ∈ E (M ), and also there does not exist a ∈ (1, ∞) such that p(p(x) + a(x − p(x))) = p(x). Therefore the assumption made in Lemma 5 , that x be contained in some open set in unpp(M ), is necessary.
for y ∈ 1 2 , ∞). So we also have an example where p is continuous on E (M ) ∪ {x} = E (M ), but still the conclusion of Lemma 5 does not hold since there is no open set U ∈ unpp(M ) with x ∈ U .
and
Remark 3.
1. The function ϑ is well-defined: For all ξ ∈ M there exists an open set U ∈ unpp(M ) containing ξ, by Lemma 1. Since U is open and U ⊆ E (M ), the set {r > 0 : ]ξ, ξ + rv[ ⊆ E (M )} is non-empty and therefore ϑ(ξ, v) > 0 for all (ξ, v) ∈ ν 1 (M ).
2. Note that ν * (M ) can be expressed with the help of ϑ,
3. By Lemma 4 we have that for every x ∈ E (M ) also the line segment
The set S is non-empty by Lemma 1.
Let s := sup S and assume s < 1. Since ξ + sv ∈ E (M ) and p is continuous on E (M ), it holds p(ξ + sv) = p(ξ). By Lemma 5 there exists a ∈ (1, ∞) such that ξ + asv ∈ E (M ) and p ξ + asv = ξ .
By Lemma 4 therefore also ]ξ, ξ +asv[⊆ E (M ), contradicting s := sup S. Therefore s := sup S = 1 and p(ξ + rv) = ξ for all r ∈ (0, 1). Using the continuity of p once again, we see p(ξ + v) = ξ also for v = 0. By the same reasoning we have p(ζ + w) = ζ, and by the unpp of E (M ), it holds ξ = p(ξ + v) = p(ζ + w) = ζ. Together with ξ + v = ζ + w we also get v = w.
2. F * is surjective: Since every x ∈ E (M ) can by written as
3. The function F * is clearly continuous. Its inverse satisfies (
, and it is continuous since p is continuous by Lemma 3.
with the convention that inf ∅ = ∞.
We recall some well-known concepts:
Then we call V, n a unit normal field.
2. Let V ⊆ M be an open set and let n m+1 , . . . , n d :
functions such that
Then we call V, n m+1 , . . . , n d an orthonormal moving frame of ν(V ).
It is not hard to show -using the subsequent lemma and induction -that, if M is a C k submanifold, then for every ξ ∈ M there exists an orthonormal moving frame V, n m+1 , . . . , n d of ν(V ) with ξ ∈ V .
there exists a unit normal field V, n with ξ ∈ V and n(ξ) = v.
If (V 1 , n 1 ) is another unit normal field with ξ ∈ V 1 and n 1 (ξ) = v, then
where P T ξ (M ) is the projection on the tangent space T ξ (M ). 
and by the continuity of the determinant and the functions t 1 , . . . , t m there exists a positive number c and an open set
Denote by P (y) the orthogonal projection from the R d onto the space spanned by {t 1 (y), . . . , t m (y)}, i.e. on T ψ(y) (M ), and define n(y) by
is an open subset of M by the invariance of domain theorem and we have ξ = ψ(0) ∈ V . So (V, n) is a unit normal field with ξ ∈ V and n(ξ) = v.
Let (V 1 , n 1 ) be another unit normal field with ξ ∈ V 1 , n 1 (ξ) = v.
For every C 1 vector field (V 2 , t), with t :
Since (n − n 1 )(ξ) = 0, t D(n − n 1 )(ξ) = 0. Since t was arbitrary the result follows.
where P T ξ (M ) denotes the orthogonal projection onto the tangent space. Note that, L ξ,v is well-defined by Lemma 7.
The following theorem is most likely folklore, yet it is not easy to find a citation.
Theorem 2. Let M ⊆ R d be a C 2 submanifold, and let (ξ, v) ∈ ν 1 (M ). Note that Ψ k is C 2 and DΨ k (0) = 0, so by Taylor's theorem
with lim y→0 y −2 r k (y) = 0, where H k is the Hessian of Ψ k in 0. Let ∂ j denote differentiation w.r.t. to the j-th coordinate, and let e 1 , . . . , e m denote the canonical basis vectors of R m . For all y ∈ W with y + Ψ(y) ∈ V we have that {∂ j (y + Ψ(y)) : j = 1, . . . , m} = {(e j + ∂ j Ψ(y)) : j = 1, . . . , m} forms a basis of the tangent space of M in y + Ψ(y). In particular, 0 = ∂ j (y + Ψ(y)), n k (y + Ψ(y)) ∀j = 1, . . . , m,
so that
and therefore
Thus the Hessian of Ψ k is the matrix representation of the shape operator L 0,n k with respect to the basis (e 1 , . . . , e m ) of T 0 (M ). So far we have shown that
with lim y→0 y −2 r(y) = 0 (r = r m+1 n m+1 (0) + · · · + r d n d (0)). In particular, since Ψ k is C 2 , the Hessian is self-adjoint and so is L 0,n k , for every k ∈ {m + 1, . . . , d}.
Let λ 1 ≥ · · · ≥ λ m be the eigenvalues of H m+1 (and thus of L 0,nm+1 ). There is no loss of generality in assuming that (e 1 , . . . , e m ) are the corresponding eigenvectors of H m+1 and thus of L 0,nm+1 .
Case 1: λ 1 < 0. Then for all R > 0 and for all z ∈ B R (Rn m+1 (0)) we have
for y sufficiently small and thus y + Ψ(y) / ∈ B R (Rn m+1 (0)) for such y.
show that the component of the manifold in direction of n m+1 (0) lies below that graph, which implies that the manifold has empty intersection with the interior of B R (Rn m+1 (0)) near 0:
It remains to verify that
for y sufficiently small with equality iff y = 0, where the remainderr satisfies lim y→0 y −2r (y) = 0. It is easy to see that for y ∈ R m , y small enough ,
with equality in ( * ) iff y = 0, and (2) follows. Hence there exists ε > 0 with
On the other hand, if R > 1 2λ1 , for all ε > 0 we have B R (Rn m+1 ) ∩ M ∩ B ε (0) = ∅. This is obtained by a similar calculation, where one has to note that there exists a > 0 such that for all y with y sufficiently small but y = 0
Case 3: λ 1 = 0. Similar to Case 2, one can show that for all R > 0 there exists
Remark. With the sets W, U from the above proof, M ∩ (ξ + W × U ) can be expressed as {ξ + ζ + II(ζ, ζ) + r(ζ) : ζ ∈ W }, where r is such that r(ζ) ζ 2 → 0 as ζ → 0, and the second fundamental form II is defined in the following way:
For η, ζ ∈ T ξ (M ) letη,ζ be differentiable tangent vector fields withη(ξ) = η andζ(ξ) = ζ. Moreover, let P T ξ (M ) ⊥ be the orthogonal projection onto T ξ (M ) ⊥ .
Then II(η, ζ) := P T ξ (M ) ⊥ Dζ(ξ)η. It is not hard to see that the definition does not depend on the vector fieldζ (it also holds that II(η, ζ) = II(ζ, η)): For pairwise orthogonal unit normal fields (n m+1 , . . . , n d ) as in the above proof it holds that
since by the orthogonality ofζ(ξ) to n k (ξ), one obtains Dζ(ξ)η, n k (ξ) + ζ (ξ), Dn k (ξ)η = 0. We continue with
where the latter terms are independent ofζ. Additionally we showed that
The assertion of the following lemma is also stated, for example in [2, Example 9].
Proof. Let (ξ, v) ∈ ν 1 (M ). In the case (ξ, v) = ∞ there is nothing to show. In the case (ξ,
On the other hand, by Lemma 6 we have ξ + r 1 v ∈ E (M ) and p(ξ + r 1 v) = ξ, and in particular, d(ξ + r 1 v, M ) = r 1 > r 2 . This is a contradiction.
The following lemma is the second example in Section 1.3 in [1] , it also follows from [8, 4.1.9 Corollary].
Then the critical values of the endpoint map F are precisely the centers of curvature in the first argument of F . More precisely,
Proof. We have already established in Lemma 6 that F * is a homeomorphism. Furthermore, it is obvious that F * is differentiable. Thus it remains to show that the Jacobian of F * has full rank in every point (ξ, v) ∈ ν * (M ). By Lemma 9 this could only fail if F (ξ, v) was a center of curvature of M . But by Lemma 8, no center of curvature is contained in E (M ).
Then the function ϑ is continuous.
Proof. 1.) ϑ is lower-semicontinuous: Let (ξ, v) ∈ ν 1 (M ). We first consider the case where ϑ(ξ, v) < ∞. Let ε ∈ (0, ∞). There exists r ∈ (ϑ(ξ, v) − ε, ϑ(ξ, v)) such that ξ, ξ + rv ⊆ E (M ) and, since E (M ) is open, there further exists ρ ∈ (0, r − ϑ(ξ, v) + ε) such that B ρ (ξ + rv) = {z ∈ R d : z − (ξ + rv) < ρ} ⊆ E (M ). Since p is continuous, and p(ξ +rv) = ξ by Lemma 6, we can choose δ ∈ (0, ρ) such that
− (ξ + rv) < ρ , and in particular ∀z ∈ E (M ) :
. By the continuity of the addition in R there exist δ 1 , δ 2 ∈ (0, ∞) such that for all (ζ, w) ∈ ν 1 (M ) it holds ζ − ξ < δ 1 and w − v < δ 2 ⇒ ξ + rv − (ζ + rw) < δ and therefore ϑ(ζ, w) ≥ r > ϑ(ξ, v) − ε. This shows that ϑ is lower semicontinuous in (ξ, v).
The proof for the case ϑ(ξ, v) = ∞ is similar and is left to the reader. 2.) ϑ is upper-semicontinuous: We show the equivalent property that for each α ∈ (0, ∞) the set
Assume the opposite: Let α ∈ (0, ∞) be such that E α is not closed. Then there exists a sequence (
Thus we obtain B α (ξ + αv) ∩ M = ∅ andB α (ξ + αv) ∩ M ⊇ {ξ}. This together with Lemma 2 implies that for all r ∈ [ϑ(ξ, v), α) we have that ξ is the unique nearest point to ξ + rv in M . In particular, for z := ξ + ϑ(ξ, v)v we have {z} ∈ unpp(M ).
But ξ is also the unique nearest point to z in the closure M of M : for an arbitrarily chosen r ∈ (ϑ(ξ, v), α) we have B r (ξ + rv)∩M = ∅ andB r (ξ + rv)∩ M = {ξ}. On the other hand,
Since z / ∈ E (M ) there is a sequence (u k ) k∈N converging to z such that for every k ∈ N we have either that u k has no nearest point on M or at least 2 nearest points on M . Consider now any sequence (ζ k ) k∈N with d(u k , M ) = u k − ζ k . It is easy to see that (ζ k ) is bounded, and therefore has a convergent subsequence (ζ kj ) j∈N . But then z − lim j ζ kj = lim j u kj − ζ kj ≤ lim j u kj − ξ = z − ξ , such that z − lim j ζ kj = z − ξ and therefore lim j ζ kj = ξ.
Denote now
since otherwise one could find a sequence (ζ k ) k∈N with ζ k ∈ P k having an accumulation point different from ξ, which we found to be impossible in the preceding paragraph. It is readily checked that, since M is a submanifold, there exists ε ∈ (0, ∞) such thatB ε (ξ) ∩ M =B ε (ξ) ∩ M . From Formula (3) it now follows that there exists N ε such that for all k ≥ N ε we have P k ⊆ M . In addition, it follows that for every k ≥ N ε the point u k has at least 2 nearest points on M .
We have so far succeeded, under the assumption that ϑ is not upper-semicontinuous, to show existence of z / ∈ E (M ) and of a sequence (u k ) k∈N , such that for every
This means that the endpoint map F is not injective on any open environment of (ξ, ϑ(ξ, v)v) in ν(M ). It follows that the derivative of F is singular at (ξ, ϑ(ξ, v)v), by the inverse function theorem. By Lemma 9, F (ξ, ϑ(ξ, v)v) is a center of curvature, i.e., ϑ(ξ, v) = (ξ, v).
Since M is C 2 , the function :
This is the desired contradiction.
Consider the following concept which has first been defined in [3] :
Note that reach(M ) ∈ [0, ∞]. We call M a set of positive reach iff reach(M ) > 0.
. So for every (ξ, v) ∈ ν 1 (M ) and every r ∈ (0, ε) we have ξ + rv ∈ E (M ) and thus r < ϑ(ξ, v), so ε ≤ ϑ(ξ, v). From this it follows that reach(M ) ≤ ϑ(ξ, v) for all (ξ, v) ∈ ν 1 (M ).
there is nothing to show. Otherwise let ε ∈ (0, ∞) with ε < inf{ϑ(ξ, v) : (ξ, v) ∈ ν 1 (M )} and let x ∈ M ε \ M . Let ξ ∈ M be a nearest point to x on M . Then (ξ, x − ξ) ∈ ν(M ), which can be seen like in Step 1 of the proof of Lemma 1. ϑ(ξ, all r ∈ (0, ε) . In particular, x ∈ E (M ) and ξ = p(x).
So M ε ∈ unpp(M ), and therefore reach(M ) ≥ ε. Example 3. In general, continuity of ϑ is all we get, even if M is C ∞ : It is easy to construct examples of C ∞ -submanifolds M such that ϑ is not differentiable. We provide a drawing: Corollary 3. Let M be a C 2 submanifold. Then, the map
is a homeomorphism with inverse
Moreover, the homeomorphism σ :
, where (+, ·) are the vector operations on the normal space (T ξ M ) ⊥ .
Proof of the regularity result
We have now all the ingredients for the proof of the regularity theorem, whose statement we repeat here:
Proof. If k = 1 then the claim is only that p is continuous and δ M is differentiable. But continuity of p is the content of Lemma 3, differentiability of δ M is settled by Foote [4, Theorem 2] . Consider now the case k ≥ 2. We show that p is differentiable. We have already shown in Lemma 10 that F * : ν * (M ) → E (M ) is a diffeomorphism, and by Lemma 6 
and so is therefore also (F * ) −1 . The projectionp is clearly C k−1 , and so is p.
For the regularity of δ M we use the argument given in [4] , which we repeat here for convenience of the reader:
Since p : E (M ) → M and thus Dp is a mapping between the tangent bundles, i.e., Dp :
Remark. In contrast to p, the distance function is defined on the whole of R d . Moreover, δ M is continuous on R d . However, it is easy to find examples of C ∞ -submanifolds so that δ M is not differentiable on
For every x ∈ M the derivative of p in x is Dp(x) = P T p(x) (M ) .
Proof. Fix x ∈ E (M ) and let (V, n m+1 , . . . , n d ) be an orthonormal moving frame of ν(V ) with p(x) ∈ V .
Step 1. We show that
For this consider a C 1 curve γ : (−ε, ε) → E (M ) with p(γ(s)) ∈ V for all s ∈ (−ε, ε) and γ(0) = x. We can write
where for the sake of brevity it is understood that summation ranges from m + 1 to d. Define curves β j := n j • p • γ and scalar functions y j := (γ − p • γ) · β j for j = m + 1, . . . , d, so that γ = p • γ + j y j β j , and abbreviate P = P T p(x) (M ) . Theṅ
Note that Dp : T (E (M )) → T (M ), so Dp(x) maps into T p(x) (M ) and thus P Dp = Dp. Since P β j (0) = P n j • p • γ(0) = 0 and (Dp • γ(0))γ(0) ∈ T p(γ(0)) (M ) = T p(x) (M ) andγ can be chosen freely in T p(x) (M ), it follows
In particular, in the case where x ∈ M , we see Dp(x) = P .
Step 2. We show that
Otherwise there exists t ∈ T p(x) (M ) that is mapped to 0 by id
,v , and therefore
so that t is an eigenvector for L p(x),v corresponding to the positive eigenvalue
x−p(x) , which contradicts x ∈ E (M ) by Lemma 8.
Step 3. Conclusion of the proof. For the case where x ∈ M there is nothing left to show.
In the case where x / ∈ M we have
, and (V, n) with n := j v · n j (p(x))n j (p(x)) is a unit normal field with n(p(x)) = v. Thus P (Dn)(p(x)) = −L p(x),v by Definition 7.
On the other hand,
By Steps 2 and 3, we can infer that on T p(x) (M )
, and since Dp(x) vanishes on
We see that in general Dp(x) may explode as x approaches the boundary of E (M ), even if for M that are well behaved, like a circle in the plane.
Lemma 11. Let M ⊆ R d be a C k submanifold with k ≥ 2. Moreover, let ε 0 := reach(M ) > 0 and let ε ∈ (0, ε 0 ).
Suppose there exists a constant K and a family of moving frames (V i , n i,m+1 , . . . , n i,d ) i∈I such that M = i∈I V i and D j n i, is bounded by K for every i ∈ I, ∈ {m + 1, . . . , d} and j ∈ {2, . . . , k − 1}, then D j p is bounded on M ε , for every j ∈ {2, . . . , k − 1}.
, and there is no loss of generality in assuming L ξ,v = |λ 1 |.
If
ε , Theorem 4 and Lemma 8, so that
, and thus again
We therefore see (again) that id
x−p(x) is invertible, and
Let now (V, n m+1 , . . . , n d ) be a moving frame with x ∈ V and derivatives bounded by K. Write down equation (4) and write n for the matrix (n m+1 , . . . , n d ):
where J(x) := id T p(x) (M ) + j (x − p(x)) · n j (p(x)) (Dn j )(p(x)) . From this and the fact that J(x) is invertible with uniformly bounded derivative, we get
and thus Dp is uniformly bounded. Differentiating the right-hand side of (5) involves sums of products of n, Dn, D 2 n, p, Dp, their rows, columns and transposes, and J(x) −1 , which are all bounded. From this we get boundedness of D 2 p. By induction we get boundedness of D j p, j ∈ {1, . . . , k − 1} from boundedness of D j n, j ∈ {1, . . . , k − 1}.
If M is a hypersurface, i.e. a (d − 1)-dimensional submanifold, such that for every unit normal field (V, n) it holds that D j n is bounded for every j ∈ {2, . . . , k − 1}, then D j p is bounded on M ε , for every j ∈ {2, . . . , k − 1}.
Proof. If M is a C 2 hypersurface, then on every connected open subset V ⊂ M there exist at most two C 1 functions n with the property that (V, n) is a unit normal field, and those functions differ only by the sign. Thus, boundedness of the derivatives of one implies boundedness of the derivatives of the other.
The topological skeleton
Here we highlight the relation between E (M ) and the medial axis/topological skeleton of M c . The results will be used in Section 5. 
2. Define the topological skeleton by
where F (M ) is the set of points x ∈ R d for which there is no nearest point to
, it is enough to prove the first equality.
Step 1:
c . W.l.o.g. there exists a sequence (x n ) converging to x, such that either all x n have no nearest point on M or all x n have multiple nearest points on M .
In the first case, all x n are in F (M ) by definition. Therefore x ∈ F (M ).
In the second case, all x n have multiple nearest points on M . Thus x n is the center of a maximal ball in M c and therefore x n in S (M c ), and hence x ∈ S (M c ).
Step 2:
. Therefore x has a unique nearest point ζ on M . By Lemma 5 there exists a ∈ (1, ∞) such that ζ + a(x − ζ) is the center of the ball B a x−ζ (ζ + a(x − ζ)) ⊆ M c , which contains the ball B x−ζ (x). Thus x is not the center of a maximal ball in M c , contradicting
The same holds true for (ξ, w) = ((0, 0), (0, −1)) ∈ ν 1 (M ).
Therefore ν * (M ) does not coincide with that from Definition 4.
(
The same holds true for (ξ, w) = ((0, 0), (0, −1)) ∈ ν 1 (M ). We will see in Lemma 13 that here ν * (M ) coincides with the one from Definition 4.
for every a ∈ (0, ∞) and p(x) = ξ for every x ∈ ]ξ, ξ + aw].
2. The function ϑ is lower-semicontinuous.
Proof. The first assertion can be seen by the same method as in Lemma 6.
The second assertion is shown similarly to the first part of the proof of Theorem 3 (there, C 2 was not used). Additionally, if ϑ(ξ, v) = 0, then nothing is to show as 0 is the minimum of the range of ϑ and lower-semicontinuity in (ξ, v) follows.
The third assertion is shown precisely as for Theorem 4.
We note that lim t→0 ψ 2 (t) = ∞, so that there exists no r ∈ (0, ∞) with B r (0, r) ∩ M 2 = ∅.
Using this, it is not hard to show that S (M with n → 0 and, as a consequence, x n → ξ. As the radii n are shrinking to zero and x n → ξ, there is N > 0 such that for n > N : B n (x n ) ⊆ B R/2 (ξ) and hence d(x n , A) = d(x n , M ). Thus the x n for n > N belong to the skeleton S (M c ). Being the limit of points in the skeleton, ξ ∈ E (M ) c .
In Example 4, (i)-(iii) the case is missing where both ]ξ, ξ + av[ ⊆ E (M ) and ]ξ, ξ − av[ ⊆ E (M ) but ξ / ∈ E (M ). It follows from the subsequent lemma that such an example cannot be constructed.
Lemma 14. Let ξ ∈ M and assume that for all v ∈ R d with (ξ, v) ∈ ν 1 (M ) there exists r v > 0 such that ]ξ, ξ + rv[ ⊆ E (M ) and p(ξ + rv) = ξ for 0 < r < r v .
Then also ξ ∈ E (M ).
Proof. The assumptions for (ξ, v) ∈ ν 1 (M ) as in the assertion imply that ϑ(ξ, v) ≥ r v > 0. As M is a submanifold, there exists a compact neighborhood K of ξ in M . The set ν K 1 (M ) := {(ζ, w) ∈ ν 1 (M ) : ζ ∈ K} is compact again. We show that there exists no sequence (ζ n , v n ) n≥0 in ν K 1 (M ) with lim n→∞ (ζ n , v n ) = (ξ, v) and ϑ(ζ n , v n ) = 0 for infinitely many n ≥ 0. Else, passing to a subsequence such that ϑ(ζ n , v n ) = 0 for all n ≥ 0, it follows that ϑ(ξ, v) = 0 by the lower-semicontinuity of ϑ shown in Theorem 8. This is impossible as ϑ(ξ, v) ≥ r v > 0. Hence there is a compact neighborhood K 1 ⊆ K such that ϑ(ζ, w) > 0 on ν Corollary 5. Let M be a C 1 submanifold and ξ ∈ M . For all (ξ, v) ∈ ν 1 (M ) let there exist r ∈ (0, ∞) such that ]ξ, ξ + rv[ ⊆ E (M ).
Then ξ ∈ E (M ) if and only if for all (ξ, v) ∈ ν 1 (M ) there exists s ∈ (0, ∞) such that p(ξ + sv) = ξ.
Proof. The if-part follows from Lemma 13, the only-if-part from Lemma 14.
