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Abstract
Block polymers spontaneously self-assemble into a variety of morphologies upon
cooling below their order-disorder temperature. Owing to this behavior, block polymers
have various potential applications ranging from semiconductors fabrication to filtration
devices. Recent discovery of the stable Frank-Kasper phases in diblock copolymer melts
resulted in a shift of focus from high-symmetry morphologies to low-symmetry tetra-
hedrally close-packed phases. While experimentalists have been able synthesize block
polymers that exhibit stable Frank-Kasper phases, they could not predictably deter-
mine the observed phases a priori. Computational tools can aid in prediction but are
rooted in well-developed theories and experimental results. In this dissertation, we aim
to develop theoretical understanding of the stability of Frank-Kasper phases that could
aid in prediction through a computational study of block polymers guided by experi-
mental data. To this end, we take a three-pronged approach in the dissertation. First,
we examined an experimental diblock copolymer/homopolymer system which produces
a variety of Frank-Kasper phases. Our computational study reproduced the salient
behavior of the system and unveiled a new mechanism for the stabilization of Frank-
Kasper phases. Next, we studied the disordered micelle regime, which has consequence
in stabilizing metastable Frank-Kapser phases in thermal processing experiments, for
conformationally asymmetric diblock copolymer melts. We uncovered a reduction in
the window of stability for the disordered micelle regime with increasing conforma-
tionally asymmetric. Finally, we compared computational prediction of binary blends
of high molecular weight diblock copolymer to experimental results and demonstrated
their utility in accessing Frank-Kasper phases. Along with our analysis, we unveiled a
potentially new mechanism that may be important in the stabilization of Frank-Kasper
phases. We believe that our work in this dissertation provides additional understanding
to the behavior of diblock copolymer, specifically in stabilizing Frank-Kasper phases.
iv
This work also opens up potential avenues of interest that may further our ability to
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Block polymers, consisting of two or more chemically distinct polymers covalently
joined together at their ends, spontaneously form ordered structures below some order-
disorder temperature, TODT. At low temperatures, chemically distinct polymers tend
to macrophase separate in a homopolymer blend, but are unable to do so in a block
polymer melt owing to the strong covalent bond at their intersection. Upon cooling of
the block polymer melt, which is a one component system of pure block polymer, the
system instead microphase separates into a multitude of ordered structures with com-
plex geometries. The classical phases commonly observed in the self-assembly of block
polymers are shown in Fig. 1.1 which include Lamellar (LAM), Hexagonal Cylinders
(HEX), sphere-forming structures such as BCC and FCC, and the bicontinuous Gyroid
(Gyr).
With modern advances in synthesis, we now see increasingly complex and precise
types of block polymers being synthesized with a myriad of architectures and chemistries
resulting in varying physical and rheological properties [1]. Indeed, owing to the flexibil-
ity and vast design space of these materials, countless works have sought to exploit block
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Figure 1.1: Classical phases commonly observed below TODT for block polymer sys-
tems. The morphologies shown here include the one-dimensional Lamellar (LAM), the
two-dimensional Hexagonal Cylinders (HEX), and three-dimensional structures of Body
Centered Cubic (BCC), Face Centered Cubic (FCC), and Gyroid phase (GYR).
polymers as designer materials with limitless potential [2]. Block polymers have applica-
tions ranging from thin films that form the basis of next generation semiconductors [3–5],
membranes for filtration devices [6–8], and even tunable photonic crystals [9, 10].
With an exceedingly large design space, it is imperative to isolate the tunable param-
eters responsible for the selection of ordered structures in block polymers. Computation
provides an avenue to rapidly study these systems by parsing through large ranges of
parameters, whose result can then be experimentally confirmed. Computational studies
can not only be performed rapidly in certain cases, but also can probe length scales
not easily accessible in experimental studies. For example, small angle x-ray scattering
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(SAXS) is the standard experimental technique used to probe the structure of block
polymer melts [11]. While the utility of SAXS is indisputable, it only provides aggre-
gated information of the system in inverse space and lacks the ability to differentiate,
say, chemically identical macromolecules but with different chain lengths. Naturally,
computational tools can track all the different types of macromolecules in a particular
system, providing information which might enable new understanding of the underlying
physical phenomena.
One outstanding question that could benefit from the synergistic workflow high-
lighted above is the factors surrounding the stability of Frank-Kasper phases in block
polymers. Unlike the classical ordered structures, Frank-Kasper phases are low-symmetry
sphere-forming structures, which are typically observed in metals, patterned by clus-
ters of 12-, 14-, 15-, and 16-fold coordination numbers [12, 13]. Recent experimental
works have observed stable Frank-Kasper phases including σ [14–18], A15 [15, 16, 19],
C14 [17, 20, 21], and C15 [20, 21] in block polymer systems. The discovery of these low
symmetry phases resulted in a paradigm shift which focuses on the stability of these
Frank-Kasper phases over high-symmetry classical phases. Since their first observation,
experimentalists have been able to predictably stabilize these phases by exploiting a
combination of experimental processing [20,22] and the synthesis of polymers with par-
ticular characteristics [18, 23]. However, the mechanisms behind these phenomena and
how they stabilize Frank-Kasper phases remain a working hypothesis [21]. While exper-
imentalists can synthesize block polymers that self-assemble into low-symmetry phases,
they cannot predictably choose the specific phases or their associated window of stabil-
ity. As such, we take a computational approach to provide a deeper understanding of
the experimental results in this dissertation.
4
1.1 The Gaussian chain model
To facilitate the discussion of the stability of these ordered phases, we first introduce a
mathematical model of block polymer known as the continuous Gaussian chain model
[24, 25]. As it is the main type of block polymer studied in this work, we will describe
this model specifically for the diblock copolymer, which is the simplest type of block
polymer, consisting of only two blocks of type, say, A and B. The continuous Gaussian
chain model treats the block polymer strand as the continuum limit of linear bead-
spring chain model. A single chain is composed of segments with a volume of ρ−10
and with each of the two blocks having Ni=A,B segments, respectively. The full chain
is thus characterized by the total degree of polymerization, N = NA + NB, and the
volume fraction of the A-block, fA = NA/(NA+NB). In the Gaussian chain model, the
incompatibility between the two blocks is characterized by the parameter χN , where χ is
the Flory-Huggins parameter. With only two parameters, fA and χN , this mathematical
model is sufficient to qualitatively describe much of the phase diagram of the diblock
copolymer system. Indeed, the phase diagram in Fig. 1.2 was generated using Self-
Consistent Field theory (SCFT), a mean-field limit of the many-chain Gaussian chain
model, with only the two parameters, χN and fA. As a mean field method, SCFT
perfectly reproduces all behaviors of the block polymer system in the extreme limit
of N → ∞ but still agrees reasonably well with the experimental phase diagram of
sufficiently long block polymer chains. [27, 28].
While facile, the two parameters fA and χN do not constitute the complete set of
parameters describing the system. With a focus on Frank-Kasper phases, parameters
secondary to fA and χN become increasingly important in fully describing and un-
derstanding the stability of these phases. The first of these is the statistical segment
length of a chain, bi, which can be treated as the flexibility of the chain. For a diblock
copolymer, the focus is on the ratio of statistical segment length of both blocks, also
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Figure 1.2: SCFT phase diagram for conformationally symmetric, ε = 1, diblock copoly-
mer. The phase diagram shows regions of stability for Lamellar (LAM), Hexagonal
Cylinders (HEX), Body Centered Cubic (BCC), Face Centered Cubic (FCC), Gyroid
(GYR), and Fddd (O70). Figure reproduced from [26].
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known as conformational asymmetry, ε = bA/bB [29, 30]. Recent works have observed
Frank-Kasper phases overtaking classical phases in stability for block polymeric systems
with high conformational asymmetry [16, 18, 31]. As such, conformational asymmetry
is one of the key molecular design tricks in ensuring the stability Frank-Kasper phase
in the diblock copolymer phase diagram.
Another key parameter that is relevant in the stability of Frank-Kasper phases is
the invariant polymerization index, N̄ = a6ρ20N , where a = (fAb
2
A + (1 − fA)b2B)1/2
is the effective statistical segment length of the diblock copolymer [32]. As mentioned
previously, SCFT is only perfectly accurate in the limit of infinite chain length or,
equivalently, N̄ → ∞. In this limit, all composition fluctuations in the system are
suppressed resulting in the mean-field solution being exact. As N̄ decreases from infinity,
mean-field predictions start deviating from the experimental results and, in the limit of
very short chains, fail to observe stable Frank-Kasper phases [28,32]. Where the mean-
field method breaks down, direct order-disorder transition to low-symmetry phases in
experiments are also not observed in computational methods [16]. Thus, it warrants
additional probing of the Gaussian chain model while accounting for the effects of N̄ .
In this work, we will focus only on the parameters above, which have already un-
veiled a myriad of phenomena that pose interesting scientific questions. Certainly, there
are other additional factors relevant in the selection of ordered phases past the ODT.
For example, the Gaussian chain model can also describe block polymeric system with
a more complex architecture such as linear chains with more than two blocks [33, 34],
miktorm-arm/star polymers [35–37], and bottlebrush polymers [37, 38], which all have
very different phase diagrams. The model can also be modified to handle polydispersity,
which is a measure of the distribution of molecular weights of the system [37, 39–41].
Nevertheless, we believe there are still many unknowns in regards to the deceptively
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simple diblock copolymer worthy of our intellectual curiosity. To put this into perspec-
tive, the first computational phase diagram for the diblock copolymer was obtained in
1994 [30]. Eleven years later, there was an addendum to the phase diagram with the dis-
covery of a region where the O70 network phase is stable [33]. Another five years later,
experimental studies discovered a stable Frank-Kasper σ phase in tetrablock terpoly-
mer melts and diblock copolymers [14]. Certainly, there are still many open problems
in regards to the simple diblock copolymers where new discoveries are still made to this
date for a system whose phase diagram was effectively solved 27 years ago.
1.2 Research Outline
With the Gaussian chain model highlighted above, we can proceed to computationally
study systems of diblock copolymer with respect to the stability of complex Frank-
Kasper phases, especially in collaboration with experimental evidence. With the design
space for block polymer growing larger with every improvement of synthetic methods, a
collaborative effort can be immensely helpful in the direction of using block polymers for
future applications. Having better mechanistic understanding of the stability of Frank-
Kasper phase allows us to specifically tailor synthetic efforts toward particular physical
property for a chosen application. As such, the goal of this dissertation is to under-
stand the mechanism behind the stability of complex sphere-forming phases particularly
through computational study of diblock polymers guided by experimental data.
In line with the objective above, Chapter 2 showcases two cutting-edge computa-
tional tools developed to study block polymeric systems. Firstly, we have updated a
previously open-source SCFT tool to utilize graphics processing unit (GPU) acceler-
ation. In that chapter, we describe the implementation of SCFT especially through
the lens of GPU-accelerated algorithms. Our highly efficient implementation achieves
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speedups of up to 50x compared to the open-source version. The development of high-
speed processing tool allows not only rapid examination of the phase space, which is
vital in searching for complex sphere forming phases, but also allows opportunities for
material discovery by the community at large owing to its open-source nature. With
good documentation and easy-to-use tutorials, our implementation allows experimen-
talists to use such tools to supplement their own work, in line with our stated goals
of collaboration between experimentalists and computationalists. Next, we describe
the implementation of a Monte Carlo-Field Theoretic Simulation (MC-FTS) wrapper
around the GPU-accelerated system. MC-FTS is a method similar to the mean-field
SCFT but allows fluctuations in the system with N̄ as an input parameter. The fluc-
tuations have implications in the formation of micelles in the disordered micelle phase
which we will fully explore in Chapter 4.
In Chapter 3, we examine the sphere forming structure in diblock polymer/homo-
polymer blends. Inspired by experiments discovering a variety of Frank-Kasper phases
in such blends, we performed SCFT calculations for three different blends of vary-
ing homopolymer length and discovered a pattern of order-order transition of BCC to
σ to C14 to C15. By performing a particle-by-particle analysis, we confirmed a hy-
pothesis posited by our experimental colleagues on the partitioning of homopolymer
in the system. Detailed analysis of the partitioning of the homopolymer unveiled a
new mechanism for the stabilization of Frank-Kasper phases only available to blends.
This mechanism, which is unlike any described earlier, leverages the delayed onset of
macrophase separation which favors the formation of structures with increasingly larger
volume asymmetry. This work not only suggests a new pathway for the formation
of Frank-Kasper phases but also allows experimentalist to anticipate the selection of
specific phases in the system.
Next, we examine the formation of disordered micelle regime in diblock copolymer
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melts for different values of conformational asymmetry in Chapter 4. Near the TODT,
compositionally asymmetric (low-fA) diblock copolymer melts spontaneously form dis-
ordered micelles with short-range ordering while lacking the long-range order associ-
ated with crystalline structures. Our calculations show a wide window of stability for
the disordered micelle regime in conformationally symmetric diblock copolymer but a
much narrower window of stability for the conformationally asymmetric case at rela-
tively high N̄ of 104. We posit that the formation of disordered micelles occurs near
the order-disordered segregation strength determined by SCFT, χNSCFTODT . Meanwhile,
the window of stability of disordered micelles is determined by the distance between
χNSCFTODT and the true order-disordered segregation strength of the fluctuation-based
method. Our analysis has implications for the use of thermal processing in experi-
ments to form metastable Frank-Kasper phases which survive multiple heating-cooling
cycles owing to the memory of their thermal processing history in the disordered micelle
regime.
In Chapter 5, we examined a system of binary blends of diblock copolymer where the
B-block have the same length but with different block length for the A-block, A1B/A2B.
We examined three different blends of the same A1 block length but increasingly longer
A2 block length. We reproduced the experimental phase diagrams through SCFT,
demonstrating the utility of binary blends for the formation of a collection of Frank-
Kasper phases whose stability can be easily predicted by this computational method.
Further, a particle-by-particle analysis of the binary blend unveiled selective partition-
ing of the two different types of chains in the unit cell mimicking bonding/antibonding
behavior of molecular orbital theory. By tracking the two types of chemically indis-
tinguishable chains in the calculations, we further establish the utility of a synergistic
collaborative effort of experimental and computational work for discovering new mech-
anisms explaining the behaviors observed in experimental work.
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Finally, in Chapter 6, we summarize the findings of our previous works and postulate
future avenues that build upon them. We propose ideas that are attractive in the spirit
of collaboration between experimentalist and computationalist.
Chapter 2
Self-Consistent Field Theory and
Monte Carlo-Field Theoretic
Method 1
The key step in computational design of block polymer materials is identifying the stable
morphology at a given state point, ideally via parameters that can be readily mapped to
experimental studies. In the Gaussian chain model, a system of volume, V , contains n
= V ρ0/N chains. In this many chain system, the pairwise interchain interaction can be
relegated to one or more external field under the Hubbard-Stratonovich transformation
[24, 42]. This changes the problem posed from a many-chain problem to a single-chain
in an external field problem that is mathematically easier to solve. The derivation for
this transformation can be found elsewhere [24,42] but the resulting partition function
1Portions of this chapter were reproduced from Guo Kang Cheong, Anshul Chawla, David C. Morse
and Kevin D. Dorfman, European Journal of Physics E 43, 15 (2020)
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where kBT is the Boltzmann factor and the interaction between chains are relegated to
the external fields known as the composition field, W− and the pressure field, W+. The
Hamiltonian is given as
H[W−,W+]
nkBT








where Q is the single chain partition function whose computation will be discussed
later. In SCFT, the fluctuating fields are taken to be their extremum value which, as
mentioned in Chapter 1, is exact when N̄ → ∞. In this limit, the Hamiltonian is also
the free energy of the system,
F = −kBT lnZ = H (2.3)
SCFT is thus well-suited to the purpose of identifying the stable morphology at a given
state point. SCFT can also serve as the compute engine for inverse design strategies
[43–49]. However, SCFT has been underutilized as a tool due to the lack of readily
available open-source software [50]. The release of the Polymer Self Consistent Field
(PSCF) code [51] improved this situation by providing an open-source SCFT solver
along with guides for initializing calculations and examples of usage [50].
The original PSCF code [50] was designed to utilize only a single CPU core. This
provides adequate speed for many tasks, and has allowed the code to be successfully
used to analyze block copolymer phase behavior [20,21,52–68]. To determine the relative
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stability of different candidate morphologies in a region of the block polymer parame-
ter space, an SCFT calculation must be performed for each competing morphology at
many points in parameter space. If one has access to a CPU cluster, this task can be
partially parallelized by assigning different morphologies and different regions of param-
eter space to different CPU cores. The single CPU implementation inevitably becomes
a bottleneck, however, when each calculation requires a sufficiently long time to com-
plete. The time required to solve the modified diffusion equation by a pseudo-spectral
SCFT algorithm scales as O(NsNn logNn) [53], where Nn is the number of nodes in the
spatial mesh and Ns is the number of contour length integration steps. Some partic-
ularly important examples of computationally challenging problems involve candidate
morphologies that have very large unit cells, such as Frank-Kasper phases and Laves
phases [12–15, 17, 18, 20–22, 28, 31, 34, 36, 57, 69–73]. Evaluating the relative stability
of several competing Frank-Kasper phases is particularly challenging because of the
need to use a large number nodes in the spatial mesh, and the need to test the depen-
dence of free energy on both Nn and Ns to ensure sufficient accuracy when comparing
phases with very similar free energies [20]. Obtaining an SCFT solution for Frank-
Kasper phases in PSCF also generally requires many iterations to converge [50, 74].
Likewise, problems involving strongly segregated components and narrow interfaces are
particularly challenging. Computation time also becomes a bottleneck for inverse de-
sign problems [43–49], since many SCFT calculations are required during the search of
the design space. Clearly, PSCF stands to benefit from having a massively parallelized
version which could be used to accelerate expensive calculations.
For this reason, we have implemented a GPU-accelerated version of PSCF. Delaney
and Fredrickson previously described a GPU implementation of SCFT within their
closed software package and found remarkable speed-ups of up to 60× for single precision
calculations [75]. Following these authors, we also chose a GPU implementation over
14
a multiple-CPU mesage passing implementation because the computational time of
SCFT is dominated by Fast Fourier Transforms (FFT) [75]. FFTs are very effectively
accelerated on GPUs, but suffer from significant communication costs in multi-CPU
message passing implementations.
The GPU-accelerated code that we focus on here differs from that of Delaney and
Fredrickson [75] in two ways. First, the two codes use different iteration algorithms.
The algorithms described by Delaney and Fredrickson obtain a solution of the self-
consistent field equations through a relaxation scheme. Our implementation instead uses
an Anderson mixing iteration scheme [76,77] that can be used to optimize the unit-cell
dimensions simultaneously with the solution of the self-consistent field equations [74,78].
Secondly, and more importantly, our implementation is available for use by others as
an open-source code. We found that our implementation obtains a speed-up of up to
∼60× relative to the existing Fortran PSCF code for sufficiently large single precision
problems, comparable to the speed-up obtained by Delaney and Fredrickson.
This code is distributed [79] as part of a rewritten version of the PSCF package
that also contains several CPU-based programs. While the original PSCF program was
written in Fortran 90, the new package has been rewritten using C++ for code that is
implemented on the CPU and CUDA for code that is implemented on a GPU.
2.1 SCFT algorithm and implementation details
The most computationally expensive part of SCFT is the solution of the modified dif-
fusion equation (MDE). The forward propagator, q(r, s), of a linear multiblock polymer









q(r, s) . (2.4)
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The parameter bα is the statistical segment length within a block containing monomers
of type α, s ∈ [0, N ] is a contour variable, r is the position variable, and ωα is the
spatially-dependent potential field acting on monomers of type α. For the diblock









with the choice of the symbol ω being the extremum fields and W being the fluctuating
fields. The corresponding backward propagator, q†(r, s), follows the same MDE but with
the sign of the time derivative in Eq. 2.4 reversed. In both cases, the initial condition
is q(r, 0) = q†(r, Ns) = 1.
Solutions of the MDE are obtained in PSCF using the pseudospectral algorithm of
Ranjan, Qin and Morse (RQM) [53]. This algorithm yields a discretization error of order
(∆s)4, where ∆s = N/Ns is the contour length step size, N is chain contour length,
and Ns is the number of contour length steps. Typically, each chain is discretized into
Ns ∼ 102 steps. The RQM algorithm has been shown to be very effective for high
accuracy SCFT calculations [80]. This algorithm involves six Fast Fourier Transform
(FFT) operations at each step of integration along the contour length of the polymer,
which dominate the cost of the algorithm [75]. In our code, NVIDIA’s CUFFT library is
used to perform all FFTs on the GPU. All other operations with a cost per contour step
that is proportional to the number of grid points, such as point-wise multiplications,
are also implemented on the GPU.
Following the solution of Eq. 2.4 for q and the counterpart equation for q†, the
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q(r, s)q†(r, s)ds , (2.7)





q(r, Ns)dr . (2.8)
The integral with respect to s in Eq. 2.7 is computed using Simpson’s rule, while the
spatial average in Eq. 2.8 is computed as an average over mesh nodes [77]. Both types
of integration are implemented on the GPU, where the division of work is at the level
of an individual grid point.
The chemical potential fields in the modified diffusion equation must be chosen so




χαβφβ(r) + ξ(r) , (2.9)
for the chemical potential potential field, ωα for each monomer type α. Here, ξ(r) is a
Lagrangian that enforces incompressibility constraint, which requires that
∑
α
φα(r) = 1 (2.10)
at every position r in the unit cell.
In an SCFT calculation with a flexible unit cell, the MDE and SCFT equations
are supplemented by a requirement that parameters of the unit cell be chosen so as to
minimize the free energy per unit volume or (in a one-component melt) per chain. LetNc
denote the number of parameters (lengths and angles) required to describe the unit cell
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of a particular type (e.g., cubic, hexagonal, tetragonal, etc.), and let θ1, . . . , θNc denote
a list of these parameters. In a block copolymer melt, the requirement of minimization
of the free energy can be expressed as a requirement that





for all i = 1, . . . , Nc. The calculation of the stress in the unit cell in Eq. 2.11 is obtained
using a perturbation theory that provides an analytical form of derivative ∂Q/∂θi [78].
Efficient calculation of this derivative in a pseudo-spectral algorithm requires knowledge
of the spatial Fourier transforms of the forward and reverse MDE solutions q(r, s) and
q†(r, s) at each step of the contour length variable. Calculation of ∂Q/∂θi thus requires
the calculation of two additional FFTs per contour integration step, per trial choice
of the chemical potential fields and unit cell parameters, in addition to the six FFTs
required by the RQM algorithm for solving the MDE. These two additional FFTs are
performed on the MDE solutions q and q† after each completion of the RQM algorithm
for computing these quantities. To reduce the cost of these additional FFTs, solutions
of q and q† are stored in a contiguous memory array that can then be pipelined into the
CUFFT batching system. This batch processing of FFTs results in a speed-up of up to
2× for this operation compared to performing separate FFTs.
Equations 2.4-2.11 constitute a set of nonlinear, non-local equations that need to be
solved simultaneously to obtain an SCFT solution in an optimal unit cell. A calculation
with a flexible unit cell typically begins with a guess for the potential fields ωα(r) and
for the unit cell parameters. Reference [50] provides step-by-step recipes for generating
initial chemical potential fields for both particle-forming phases and network phases.
These initial guesses must then be iteratively adjusted until Equations 2.9-2.11 are
satisfied. To obtain an SCFT solution in a fixed unit cell, one instead begins with an
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initial guess for the chemical potential fields and iteratively solves Equations 2.4-2.10,
while treating the unit cell parameters as constants.
The self-consistent solution is found using an iterative procedure known as Anderson
mixing [74, 76, 77, 81]. The form of Anderson mixing used in both the CPU code and
the GPU code is the same as that presented by Arora et al. [74], which is only briefly
summarized here. This algorithm is based on a reformulation of equations 2.9 and 2.10
for a system with Nm distinct types of monomers as a set of Nm independent equations
per point in space (in a continuum) or per node on the FFT mesh (in a discretized
solution), given by equations 10-12 in Ref. [74]. In an SCFT problem with a rigid
unit cell, this formulation gives a system of NmNf independent equations that must
be satisfied by the chemical potential fields, where Nf is the number of independent
degrees of freedom used to represent the chemical potential and volume fraction fields
associated with each monomer type. The version of Anderson mixing implemented in
the CPU code for periodic microstructures uses a representation of these fields as an
expansion in symmetry-adapted basis functions. In this case, Nf denotes the number
of basis function used in the expansion, which is generally less than the number Nn of
nodes in the FFT mesh by a factor approximately equal to the number of symmetry
elements in the space group. The version of Anderson mixing in the GPU-accelerated
code, however, uses a representation that does not impose any space group symmetry,
for which Nf = Nn. The solution of an SCFT problem with a flexible unit cell must also
satisfy equation 2.11 for each of Nc unit cell parameters, giving a system of NmNf +Nc
equations.
The resulting system of nonlinear equations can be expressed formally in all cases
of interest as a requirement that
0 = R(x) , (2.12)
where R(x) denotes a column vector of residuals and x denotes vector of unknowns.
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In the case of a rigid unit cell, x is a vector with NmNf elements corresponding to the
coefficients required to specify the Nm chemical potential fields, and R is a vector of
NmNf corresponding SCFT residuals. In the case of a flexible unit cell, x also contains
an additional Nc elements given by the values of the unit cell parameters, while R
contains an additional Nc elements containing derivatives of free energy with respect to
particular unit cell parameters.
Anderson mixing is an iterative algorithm that retains a history of previous trial
values of x and R, and uses information from this history to construct new trial values
of x. The variant of the algorithm presented by Arora et al. [74] allows problems
with fixed unit cell and flexible unit cells to be treated with analogous algorithms,
simply by extending the number of elements in x and R. After k steps of iteration,
it retains a history of the K most recent previous values of x and R. The number
of previous trials retained is K = min(k + 1, Nh), where Nh, the maximum history
length, is a user-selected parameter. Storage of this history incurs a memory penalty
of O(NhNfNm). This is comparable to the memory required to store q and q† in
calculations with Nh ∼ Ns ∼ 102.
After the first Nh iterations, each iteration of the Anderson-mixing update algorithm
as described by Stasiak and Matsen [77] requires computation of Nh inner products of
pairs of residual vectors, at a cost of O(NhNfNm). We achieved this time complexity
by following their suggestion of storing the inner products of pairs of residual vectors.
In our implementation, these operations are performed on the GPU. While the
Anderson mixing update algorithm constitutes only a small portion of the computation
time in SCFT, we were able to obtain a modest additional speed-up in the GPU code
by offloading these update operations to the GPU.
In contrast to the CPU code, which uses double precision, the GPU-accelerated code
can be compiled in either single precision or double precision. For professional grade
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GPUs that are designed for scientific computing, such as as NVIDIA’s Tesla, double
precision calculations take roughly twice as much time as corresponding single precision
calculations. For more widely available GPUs that were not designed for computation,
such as the GTX series, use of double precision can cause a slow down of 32-fold in the
ideal case where everything else such as bandwidth is equal. The flexibility of our code
reduces the burden of needing sophisticated hardware and thus allows efficient use of
the code on more common, less expensive GPUs.
To further take advantage of our choice of hardware, we have also chose to limit the
simulation grid to sizes of Nn = 2
n. This allows us to write GPU kernels that both
require less communication time with the CPU and have a higher computational speed.
2.2 SCFT Code Performance
To ensure the efficacy of this code, it is important to address both the speed-up and the
accuracy of the calculation. The performance of GPU-accelerated SCFT calculations are
well documented by Delaney and Fredrickson [75] for their particular implementation.
We have performed basic performance testing here as well, as our implementation of the
field relaxation is somewhat different than Delaney and Fredrickson [75], and we also
test their conjecture that single-precision codes can be polished to higher accuracy by a
subsequent double-precision calculation. We further provide results for GPU-accelerated
solutions for Frank-Kasper phases, which have very large unit cells.
For the purpose of comparing the older PSCF Fortran code to the new GPU code, we
used the diblock case studies that are distributed with [50] as a benchmarking tool. The
SCFT solution provides the free energy of a particular morphology with an optimized
domain size, which allows for easy comparison between different implementations. The
diblock case studies involve BCC, FCC, gyroid, A15, and the Frank-Kasper σ phase.
Except where noted otherwise, each calculation proceeded until the root-mean-squared
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Computational Time [s] (# Iterations)
Phase Grid Size, Nn Symmetry No-Symmetry GPU-D GPU-S
BCC 32×32×32 27.9 (51) 80.7 (56) 5.4 (49) 4.3 (68)
FCC 64×64×64 256.9 (53) 580.9 (54) 20.3 (51) 11.0 (67)
A15 64×64×64 418.0 (84) 951.0 (93) 31.4 (79) 15.7 (92)
σ 64×64×32 372.0 (177) 846.3 (183) 41.9 (175) 21.2 (198)
Gyroid 32×32×32 21.7 (44) 47.4 (45) 4.9 (44) 3.7 (58)
Table 2.1: Grid size and computational time needed to reach convergence for each mor-
phology using the three different SCFT implementations. The corresponding number of
Anderson mixing iterations for each implementation is in parenthesis next to the com-
putational time. The ‘Symmetry’ and ‘No-Symmetry’ implementations are CPU-based
with the conditions as described in Section 2.2. ‘GPU-D’ and ‘GPU-S’ is the double
precision and single precision, respectively, GPU-based implementation described in
Section 2.1.
magnitude of elements in the residual vector R, as defined by Arora et al. [50], is less





v2 CPU, coupled with a Tesla K40 GPU for the GPU code. The computational time
is taken from an average of three trials. All results reported here for a CPU program
were obtained with the original Fortran PSCF code.
We performed four sets of calculations to benchmark the code. The first calculation
(with the label ‘Symmetry’) uses the Fortran CPU code with the workflow that was
recommended in [50] and simultaneous relaxation of the fields and unit-cell stress [74].
This calculation uses symmetry-adapted basis functions to represent all fields within the
Anderson Mixing iteration algorithm, thus constraining the solution to have a specified
space group symmetry [50]. We also examined the performance of the CPU code but
with no imposed symmetry (‘No-Symmetry’), by setting the space group to the identity
group. Finally, we tested the performance of both double and single precision calculation
on the GPU (‘GPU-D’ and ‘GPU-S’ respectively). The ‘No-Symmetry’ calculations yield








































Figure 2.1: Execution time for the SCFT solution for the BCC and A15 phase. The
labels above the bars corresponds to the speed-up, which is defined as time to compute
the solution with no-symmetry constraints divided by execution time for the other
approaches. The grid sizes and number of iterations for each solution are in Table 2.1,
along with similar speed-up results for other morphologies.
implemented an iteration algorithm that enforces space group symmetry during iteration
in the GPU-based code. The relative speed of the GPU code and CPU code with no
imposed symmetry is thus the best measure of the speed-up obtained for identical
algorithms as a result of the change in hardware alone. The speed of the GPU code
relative to the CPU code with symmetry is instead the speed-up obtained for these
crystal structures by switching to the current GPU code from the fastest available CPU
implementation.
Figure 2.1 provides the computational time for two of the case studies, and Table
2.1 provides the computational time and the number of iterations needed to reach con-
vergence for each of the case studies. Overall, the GPU-accelerated calculations are
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much faster than the CPU calculations. The speed-up accrued by shifting to the double
precision GPU-based SCFT code is around two orders of magnitude, about 30× for
A15. The change from double precision to single precision provides an additional 2×
speed up per iteration, consistent with our choice of GPU. Taking into account both the
change in hardware and the use of single precision calculations, the magnitude of our
largest speed-up is 60×, similar to that by Delaney and Fredrickson [75]. Speed aside,
Anderson mixing is crucial to the SCFT solutions of Frank-Kasper phases because it
is a Jacobian-free method, and thus uses much less memory than, for example, using a
Newton-Raphson scheme to update the fields [50].
A common observation is that the relative speed-up obtained by using GPUs tends
to increase up until the problem becomes large enough to hide latency. This is observed
in our calculations of the case study examples where the largest speed-up are with
examples of 64×64×64 grid size, while only moderate speed-up is seen for 32×32×32
grids. Note that, since the algorithm dictates that the computational grid is limited to
sizes of 2n, we slightly modified the unit cell of the PSCF-distributed case study example
of BCC to 323 from the previous value of 363. The improvement with increasing grid
size is especially important for SCFT solutions for Frank-Kasper phases, which have
large unit cells with a large number of particles [82] and thus require many grid points
to resolve the core-matrix interfaces of the particles.
The difference in speed between the ‘Symmetry’ and ‘No-Symmetry’ calculations is
a result of the use of symmetry-adapted basis functions on the cost of the operations
required for Anderson-Mixing update operations. In the CPU code, symmetry adapted
basis functions are used to represent fields in the outer Anderson-Mixing iterator al-
gorithm, but not within the pseudo-spectral algorithm used to solve the MDE. Use of
symmetry-adapted basis functions thus has no effect on the time required to solve the
MDE, but does affect the time required by the Anderson Mixing update operation itself,
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because it drastically reduces the number of degrees of freedom required to represent
the chemical potential field and the corresponding residual vector.
We have not yet implemented any symmetry constraints in the GPU-accelerated
code. It is illuminating to estimate the speed-up that might be obtained if this feature
were implemented. Comparing the ‘Symmetry’ and ‘No-Symmetry’ calculations reveals
the effect of including symmetry-constrained basis functions in Anderson mixing. For
example, the symmetry-adapted basis for the A15 ‘Symmetry’ case reduces the 262 144
nodes to a mere 6 017 basis function coefficients, a 44× reduction. The use of basis
functions allows inner products of residual vectors to be computed as summations over
basis functions rather than summations over grid points, and dramatically reduces the
number of unknowns in the required solution of a system of linear equations. The fact
that the solution with ‘Symmetry’ is roughly twice as fast as the ‘No Symmetry’ case
reflects the fact that, in the ‘No Symmetry’ case, the cost of these update operations has
become comparable to the cost of the solution of the MDE, though the cost of the update
operations becomes negligible for high symmetry (e.g., cubic) phases when symmetry
is imposed. While these observations suggest that a further speed-up is possible by
implementing these symmetry constraints within the GPU code, we do point out that
the effectiveness of the GPU acceleration will be decreased concomitantly with the
reduction in the number of equations to solve. Thus the speed-up is not multiplicative.
To ensure the accuracy of our calculations, we examined the resulting volume fraction
profile for each block in the converged solution as well as the final free energies. Density
profiles were examined using the visualizer developed for [50], which is also available
online [51]. In all cases, the converged solutions were found to yield the expected
morphology. The free energies obtained from the CPU and GPU codes were very similar,
with the largest fractional error in free energy for both double precision and single
precision GPU calculations with respect to the ‘Symmetry’ calculation being an order
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of magnitude less than the convergence criteria described earlier.
For cases where speed is the key criterion, our results indicate that single precision
GPU calculations are preferred. However, there are situations where higher accuracy
may be required, for example when comparing different Frank-Kasper phases with nearly
degenerate free energies [20]. Delaney and Fredrickson [75] proposed that the solution
generated by a single precision GPU calculation could be used as the initial condition
for a subsequent double precision calculation to provide the desired accuracy while
retaining the speed of the original GPU calculation during the early stages. We tested
this proposition by first computing a single precision GPU calculation to the standard
tolerance of 10−5 for our work, and then using that solution with a double precision
GPU calculation to reach a tolerance of 10−6. The timing results of this calculation
are the ‘Refine’ method in Fig. 2.2. We then repeated the calculation by performing it
entirely in double precision, which is denoted as the ‘Direct’ method in Fig. 2.2. Both
methods lead to similar run-times. Note that the comparison in Fig. 2.2 uses identical
Anderson mixing parameters when switching from single precision to double precision,
and none of the history information from the single precision calculation is transferred
to the double precision calculation. Some additional speed-up of the ‘Refine’ calculation
might be possible by additional optimization of the algorithm.
2.3 MC-FTS algorithm and implementation details
If one were interested in the effects of fluctuation in the system, they would have to solve
Eq. 2.1 without taking the fluctuating fields to their extremum value. In principle, one
could sample both sets of field through some Monte-Carlo method but, in practice, the
fluctuations in W+ suffer from a numerical problem known as the “sign problem” [83].
In MC-FTS, this issue is resolved by allowing the composition field to fluctuate but




















Figure 2.2: Execution time for the SCFT solution for the BCC and A15 phase with a
convergence criteria of 10−6. The set of histograms labeled ‘Refine’ is the time taken to
run a single precision solver to an accuracy of 10−5 and then refine that solution to an
accuracy of 10−6 using the double precision solver. The set labeled ‘Direct’ is the time
taken using a double precision solver from the outset.
low correlation time in the sampling of W+ [83] and has seen increasing use of recent
times due to improvement in computational power [83–87].
Our implementation of MC-FTS follows closely that of Stasiak and Matsen [84].









whose Hamiltonian, H, given in Eq. 2.2 is governed by a fluctuating composition field
W− and the mean-field pressure field w+. The algorithm proceeds to calculate the single
chain partition function and density field as per Eq. 2.7-2.8. The solution of the modified
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diffusion equation is then obtained pseudo-spectrally, and Anderson Mixing [77] was
used to modify w+ in obtaining the corresponding extremum pressure field for the
given composition field. By taking only the extremum of W+, the definition of the
deviation in Anderson Mixing constrains the system to satisfy only the condition of
incompressibility [86], i.e. ρA(r) + ρB(r) = ρ0 with φα(r) defined as ρα(r)/ρ0, where
ρα(r) is the local α-monomer density.
The fluctuations in composition field are sampled using a standard Metropolis Monte
Carlo algorithm. Moves in the composition field are accepted by computing the change
in the Hamiltonian,
∆H = H[W− + ∆W−, w+ + ∆w+]−H[W−, w+] (2.14)
and then setting the probability of acceptance for a given move of ∆W− as
min(1, exp[−∆H/kBT ]). Note that the extensive Hamiltonian is used for the Monte
Carlo acceptance criterion in Eq. 2.14, rather than the intensive form given by Eq. 2.2.
At each Monte Carlo step, two different types of moves are performed alternately [84].
The first type is a real space move chosen from a uniform distribution ∆W−(r) ∈
[−A1, A1] at each grid point. The second move is a collective move in Fourier space,
∆W−(q) ∈ [−A2[SFH(q)]1/2, A2[SFH(q)]1/2] with SFH(q) being the Fredrickson-Helfand
structure factor, [32] as suggested in previous work for accelerating sampling rate [84].
Both A1 and A2 are constants chosen to maintain about 40% acceptance rate and need
to be tuned for a given system.
As a fluctuating field theory, the value of χN in MC-FTS has to account for the
ultraviolet divergence effect present in low N̄ systems [84, 85,88–90]. We define χNbare
as the input parameter to MC-FTS and an effective interaction parameter, χNeff, as the
interaction parameter that is used in comparison to theory and experiment. We use the
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where SRPA,0(q, ε) is the athermal RPA structure factor at a given value of ε [91, 92]
and ` = R0N̄
−1/2 where R0 = N1/2b is the end-to-end length of the polymer chain.
We chose this definition of χNeff since those authors [85] have shown that this choice
of χNeff is effective at culling the ultraviolet divergence for low N̄ diblock copolymers.
Unless otherwise noted, any use of the symbol χN henceforth for MC-FTS calculations
is equivalent to χNeff.
Our implementation of MC-FTS is run for at least 5× 105 iterations to first equili-
brate the system and is followed by 3.5× 106 iterations to obtain the relevant statistics.
Statistics are sampled every 103 iterations. To ensure the correctness of our imple-
mentation, we repeated a set of calculations by a previous work demonstrating the


















Figure 2.3: Structure factor versus normalized wavenumber, qR0, for χN = 10, N̄ = 10
4,
fA = 0.5 and V = 3.2
3. The solid box are results from our implementaion of MC-FTS





Compositionally asymmetric AB diblock polymers form micelles with the minority A-
block in the core to minimize enthalpically unfavorable A/B contacts. When a melt of
these polymers is cooled below the order-disorder transition temperature, the micelles
undergo a first-order phase transition and order on a lattice. Theory and experiments
in the past four decades indicated that these particles form a body-centered cubic (bcc)
phase (Fig. 3.1) throughout much of the sphere-forming region of the phase diagram
[27, 92] with a small region of face-centered cubic (fcc) packing near the order-disorder
transition [93, 94]. The discovery of a Frank-Kasper σ phase (Fig. 3.1) in a diblock
copolymer melt in 2010 [14] upended the conventional wisdom that these materials only
form close-packed structures. Typically found in metals and metallic alloys [12, 13],
1This chapter is adapted from Guo Kang Cheong, Frank S. Bates and Kevin D. Dorfman, Proceedings
of the National Academy of Sciences USA 117, 16764-16769 (2020)
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Frank-Kasper phases are tetragonally close-packed structures consisting of combinations
of 12-sided, 14-sided, 15-sided and 16-sided polyhedra. These building blocks can be
arranged in a vast number of ways, with 27 known Frank-Kasper phases, and other
packings proposed but not yet observed in nature [82]. Since the original discovery of
the σ phase in block copolymer melts [14], three other Frank-Kasper phases have been
identified: A15 [15, 16, 19], C14 [17, 20, 21] and C15 [20, 21]. C14 and C15 are also
known as Laves phases, a subset of Frank-Kasper phases consisting of only Z12 and Z16
polyhedra (Fig. 3.1). Frank-Kasper phases are periodic approximants to quasicrystals,
and a dodecagonal quasicrystal, associated with the σ phase, has been observed as well
in diblock copolymer melts [22]. In addition to block polymers, Frank-Kasper phases
and quasicrystals have been reported in a wide range of other soft materials, including
dendrimers [95,96], liquid crystals [97–101] and shape amphiphiles [102,103], including
a notable discovery of the Z-phase in the latter [104]. With the existence of Frank-
Kasper phases in soft matter now firmly established, the challenge has moved towards
understanding the factors giving rise to these low-symmetry phases over high-symmetry,
close-packed structures like bcc.
In the context of neat linear diblock copolymer melts, there now exists evidence sup-
porting three independent factors giving rise to Frank-Kasper phases. First, these phases
only emerge for conformationally asymmetric block polymers, where the block compris-
ing the matrix is stiffer (i.e., characterized by a smaller volume normalized statistical
segment length) than the core block [15, 18, 31, 72, 105]. For such systems, the borders
of the Voronoi cells are imprinted on the core-matrix interface. The interfacial and
corona distortion alters the delicate balance of interfacial tension and chain stretching
that otherwise favors close-packed spheres when the matrix is soft, and selects packings
with higher sphericity [69]. Second, owing to the nearly degenerate free energies of dif-




Figure 3.1: Illustration of the unit cells for a body-centered cubic (bcc) phase, the Frank-
Kasper σ phase, and the C14 and C15 Laves phases. Particle colors correspond to Z8
(black), Z12 (red), Z14 (blue), Z15 (green) and Z16 (yellow). Illustrative polyhedra are
included for each particle type.
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different ordered states [20,21], with the C14 and C15 Laves phases being accessible to
date in the neat melt state only by thermal processing. Third, there is evidence that
lower molecular weight systems, which increase the self-concentration of the chains, also
stabilize Frank-Kasper phases [28]. However, the appearance of Frank-Kasper phases
within the context of self-consistent field theory (SCFT) calculations [20,31,72], which
are only strictly valid as the degree of polymerization N → ∞, indicates that high
self-concentration is not a necessary condition for Frank-Kasper phase formation.
While further increasing conformational asymmetry or exploiting different process-
ing paths are feasible approaches to widen the range of diblock copolymer compositions
and temperatures that produce Frank-Kasper phases, blending provides considerably
more versatility within a relatively straightforward experimental platform. For ex-
ample, experiments performed with blends of lamellar-forming diblock polymer and a
disorder-forming diblock polymer furnished two Frank-Kasper phases, σ and A15, and
a dodecagonal quasicrystal [106]. Related SCFT calculations [21, 70, 107] reveal that
blending two diblock copolymers with different molecular weights and volume fractions
of the minority block can substantially increase the region of the phase space where
Frank-Kasper phases are stable. In the blended system, the two different block copoly-
mers tend to reside at different locations within the particles [70] to minimize the chain
stretching penalty for reaching the edges of the Voronoi cells.
Blending a diblock copolymer with a homopolymer also leads to the emergence of
Frank-Kasper phases. Experiments have probed the addition of homopolymer that is
similar to the molecular weight of either the matrix block [73] or the core block [108].
In the former case, the addition of the matrix homopolymer lead to the formation of a
σ phase. In the latter case, the system underwent a sequence of transitions from bcc to
σ to C14 to C15 with the addition of core homopolymer in the dry brush regime [109],
i.e., when the core homopolymer is of similar length to the core block [108]. Reducing
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the molecular weight of the homopolymer loaded into the cores of the micelles shifted
the system into a wet brush regime, wherein the only ordered states observed were bcc
and hexagonally-packed cylinders (hex) [108]. These experiments [108] used a diblock
copolymer that produced only a bcc phase in the neat melt state [28], indicating that
high conformational asymmetry is not a prerequisite for Frank-Kasper phase formation
during blending with a homopolymer.
SCFT provides an ideal platform for understanding the symmetry breaking in blends
of AB diblock polymers with A homopolymers by facile discrimination of the placement
of A-block and A-homopolymer chains within the domains. Zhao and Li [36] used
SCFT to examine the phase behavior of AB4 miktoarm polymers under the addition
of A-homopolymer, where the homopolymer is at least as long as the A-block and
thus deep into the dry brush regime [109]. In a neat melt, the high conformational
asymmetry of an AB4 miktoarm polymer exhibits a sequence of fcc to bcc to σ to A15
[36], corresponding to an increasing average isoperimetric quotient and consistent with
the arguments of sphericity [69]. Addition of A-homopolymer leads to the emergence
of both C14 and C15 Laves phases, accompanied by changes in the volume asymmetry
of the particles, the various contributions to the free energy, and the distributions of
the different components within the domains [36]. In the present contribution, we build
on these initial observations [36] to provide a deeper understanding of the emergence of
different Frank-Kasper phases in experiments on diblock polymer/homopolymer blends
[108].
3.1 Methods
The SCFT calculations first use a set of canonical ensemble calculations to identify
the stable phase on the assumption of a single-phase system (Appendix Tables A.1-
A.10). Subsequent grand canonical ensemble calculations were performed to locate the
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phase boundaries and two-phase regions [110]. The calculations consider eight candi-
date phases: disorder, bcc, fcc, σ, A15, C14, C15, and hexagonally-packed cylinders
(hex). Canonical ensemble calculations were performed for homopolymer degrees of
polymerization NH = 0.12N , 0.14N and 0.18N , where N is the block polymer degree
of polymerization, with block polymer volume fractions from φ1 = 0.70 to φ1 = 1.00 at
an A-block volume fraction of fA = 0.18 and χN = 20, 25 and 30, where χ is the Flory-
Huggins parameter, for ε = 1.7. Additional calculations were performed for χN = 25
at ε = 1 (Appendix, Fig. A.3B). The SCFT calculations used an integration step of ∆s
= 0.01 and a convergence criterion of 10−5 as defined in Ref. 74. Grid sizes of 64 × 64
× 64 were used for all 3D phases with the exception of σ phase at 96 × 96 × 48. A grid
size of 64 × 64 was used for the 2D calculation for the hex phase. Further refinement
of the grid sizes up until 96 × 96 × 96 to resolve the free energy differences between
the nearly degenerate C14 and C15 phases at α = 1 shows no difference in their relative
stability. The differences in free energies are all larger than the convergence criterion of
10−5 based on the algorithm of Ref. 74.
3.2 Results
We have performed SCFT calculations for a system that mimics the experiments of
Mueller et al. [108] on poly(styrene-b-1,4-butadiene) block polymers blended with poly(1,4-
butadiene) homopolymer. The minority A-block in their experiments is poly(1,4-butadiene),
with a volume fraction fA = 0.18. The ratio of statistical segment lengths bA/bB = 1.31,
where bi is the statistical segment length of block i [28]. The corresponding conforma-
tional asymmetry of ε ≡ (bA/bB)2 = 1.7 is insufficient to form a Frank-Kasper phase in
SCFT [31] or in experiments on the neat diblock polymer melt [28]. The experimental
system is thus significantly different than the AB4 miktoarm/A homopolymer system
examined previously by SCFT [36], as both theory [31, 36, 105] and experiments [15]
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indicate Frank-Kasper phases form in neat melts of miktoarm copolymers because the
branches in the matrix impart a very high degree of conformational asymmetry.
We examine here the phase behavior of this system at the fixed value of χN = 25,
where χ is the Flory-Huggins parameter and N is the degree of polymerization of the
diblock polymer, for different values of the volume fraction of the block polymer, φ1,
down to φ1 = 0.70. At χN = 25, SCFT predicts that the neat diblock copolymer melt
is fcc. The fcc-bcc two phase window only occupies less 1% of the phase diagram and
is immediately overtaken by bcc at higher values of φ1. As expected [93], increasing to
χN = 30 (Appendix, Fig. A.1A) produces a bcc state in the neat melt and lowering to
χN = 20 (Appendix, Fig. A.2B) produces a disordered melt.
Figure 3.2 furnishes phase diagrams for three different degrees of polymerization
NH of the homopolymer, where α = NH/fAN represents the ratio of the degree of
polymerization of the A-homopolymer to the A-block [108]. For α = 1, the system is
in the dry brush limit, where penetration of the homopolymer into the space occupied
by the associated block is limited. Past the narrow window of fcc stability, the phase
sequence of bcc to σ to C14 to C15 qualitatively agrees with experiments obtained at α
= 1.08 [108], with the caveat that the experimental sequence of phases was obtained by
simultaneously decreasing φ1 and increasing temperature, which may be related to the
fluctuation-induced stabilization of Frank-Kasper phases [15] that is neglected in SCFT.
Eventually, SCFT predicts that the system macroscopically phase separates into C15
and a disordered homopolymer-rich phase, consistent with experiments [108] on this
system and SCFT results obtained for AB4 miktoarm polymers [36]. While canonical
ensemble calculations produce a C14 phase within the two phase window, the con-
comitant grand canonical ensemble calculations reveal that the C14/homopolymer and
C15/homopolymer tie lines are indistinguishable. We thus posit that the equilibrium





















Figure 3.2: SCFT phase diagram for blending of an AB diblock polymer with A homo-
polymer for different ratios α = NH/fAN of the degree of polymerization of the A-
homopolymer to the A-block and volume fractions φ1 of the diblock copolymer: (a)
α = 1, (b) α = 7/9, and (c) α = 2/3. The symbols indicate state points for SCFT
calculations in the canonical ensemble. Phase boundaries between these state points
were obtained by grand canonical ensemble calculations. Symbols correspond to fcc (,
gray), bcc (, dark purple), σ (#, light purple), C14 ( , green), C15 (4, blue), and
hexagonally-packed (hex) cylinders (N, red) obtained from canonical ensemble calcula-
tions. A15 was also a candidate phase but no regions of A15 stability were observed.
Phase boundaries between states were obtained from grand canonical ensemble calcu-
lations. Two-phase regions between ordered states are indicated by light shading; in
many cases, these regions are too narrow to be depicted. The hashed areas indicate two-
phase regions that correspond to equilibrium between an ordered phase and a disordered
phase.
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between these two possibilities are small (Appendix, Tables A.1-A.3). Additional cal-
culations at χN = 20 (Appendix, Fig. A.2B) show a similar sequence of phases, but
with a disordered neat melt and fcc as the classic sphere-forming phase rather than bcc,
and χN = 30 (Appendix, Fig. A.1) produces only bcc followed by the Frank-Kasper
phase sequence. Likewise, calculations at χN = 25 for the conformationally symmet-
ric case ε = 1 (Appendix, Fig. A.3B) produce bcc followed by the same progression
of Frank-Kasper phases upon addition of homopolymer, indicating that conformational
asymmetry is not a necessary condition. Moreover, the neat diblock melt for ε = 1
produces bcc, indicating that conformational asymmetry is required to produce the fcc
phase in Fig. 3.2 and Appendix Figs. A.1A and A.2B.
As the homopolymer molecular weight decreases to α = 7/9, Fig. 3.2b indicates a
loss of the C14 and C15 phase and the emergence of a hexagonally packed cylinder
phase (hex) over a large range of φ1 that we examined. Continued reduction of the
degree of polymerization of the homopolymer to α = 2/3 in Fig. 3.2c leads to further
extinction of the Frank-Kasper phase. This phenomena is consistent with experiments
at α = 0.6 and has been attributed to a transition from dry to wet brush behavior [108].
Qualitatively similar behavior occurs at a lower χN = 20 (Appendix, Fig. A.2b). When
ε = 1 and χN = 25 (Appendix, Fig. A.3b), the extinction of Frank-Kasper phases with
decreasing α is even more pronounced, consistent with the ability of conformational
asymmetry to stabilize Frank-Kasper phases [31].
Overall, the SCFT calculations capture the salient aspects of the experimental phase
behavior, namely the sequence of the Frank-Kasper phases as the volume fraction of
homopolymer increases and the transition from Frank-Kasper particle phases to a cylin-
drical phase as the homopolymer degree of polymerization decreases. SCFT does not
provide a quantitative prediction of the stability windows for Frank-Kasper phases due

























Figure 3.3: Illustration of the transition from the dry brush to wet brush regimes as
the homopolymer molecular weight decreases at χN = 25. (a) Volume fraction of the
A monomers in the bcc phase at φ1 = 0.97 along the [111] direction for α = 1 (red
squares), α = 7/9 (black circles), and α = 2/3 (green triangles), where the position
is made dimensionless with
√
3a for the unit-cell parameter a. (b) Ratio of the A-
homopolymer to A-block volume fractions for the conditions in (a).
To investigate further the transition between wet and dry brush regimes, Fig. 3.3
examines the volume fractions φA and φH of the A-block and homopolymer repeat units,
respectively, along the [111] direction of the bcc phase, which is the simplest case to
analyze, at a block polymer volume fraction of φ1 = 0.97. As the homopolymer degree
of polymerization NH increases, Fig. 3.3a indicates that the cores of the micelles swell
slightly, using φA + φH = 0.5 as a reasonable cutoff for the A-rich region of the micelle.
While the swelling effect is small, the increase in the apparent degree of segregation
is more significant. The origin of the increased segregation is a dewetting of the A/B
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Table 3.1: Total volume fraction of the A monomers, φA + φH, at the center of the
micelles (i.e., the Wykoff positions) for the dry brush case α = 1 and χN = 25. Results
correspond to canonical ensemble SCFT calculations appearing in Fig. 3.2.
Phase φ1 Wykoff Position Polyhedron φA + φH
bcc 0.97 — Z8 0.980





C14 0.92 2a Z12 0.993
4f Z16 0.997
6h Z12 0.993
C15 0.85 8a Z16 0.999
16d Z12 0.999
interface of the micelles as NH increases, with Fig. 3.3b demonstrating a significant
increase in the homopolymer segregation towards the core of the micelle [109]. The
observation of increased wetting of the brush with decreasing homopolymer molecular
weight, and the eventual formation of a cylindrical phase in Fig. 3.2 for the shorter
homopolymers, is consistent with the wet brush model proposed by Mueller et al. [108],
and thus consistent with their rationale for the emergence of a hex cylinder phase.
Similar results are obtained at χN = 20 (Appendix, Fig. A.2A) and for ε = 1 at χN =
25 (Appendix, Fig. A.3A).
The apparent increase in segregation strength in the dry brush regime observed in
Fig. 3.3 for bcc is maintained for the Frank-Kasper phases. Indeed, Table 3.1 shows that
the ejection of the B-block from the particle core is even stronger for the Frank-Kasper
phases, with an increase from a total A volume fraction 0.980 for bcc to up to 0.999
for the Z16 particles in C15. The particle centers are defined by their Wykoff positions,
which are unaffected by the addition of homopolymer (Appendix, Figs. A.4 and A.5).
Similar to what was observed in Fig. 3.3 for bcc, the purity of the A-polymers at the
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center of the particles is driven by partitioning of the homopolymers to the particle
core and the A-block towards the perimeter of the particle core. Owing to the distorted
shapes of the polyhedra in Frank-Kasper phases [69], it is not straightforward to analyze
the homopolymer and block polymer volume fractions in a manner akin to what we did
for bcc in Fig. 3.3. Figure 3.4 provides an alternate approach by examining the volume
distribution for the σ phase in the (001) plane, which slices through four of the five
different particle types in the σ phase. The trend is analogous to what was observed for
bcc, with significant partitioning of the homopolymer to the interior of the particles.
Figure 3.4 suggests that the effect of the partitioning of homopolymer to the particle
center is stronger for a Frank-Kasper phase than for bcc. To investigate this point fur-
ther, Fig. 3.5 compares the relative volume fraction of the homopolymer at the center of
each particle in the dry brush limit to the total volume fraction of A-polymers. Similar
results are obtained at other conditions (Appendix Figs. A.1B, A.2C and A.3C). Over-
all, Frank-Kasper phases exhibit an increase in the homopolymer volume fraction at
the particle center of circa 50% when compared to bcc. Interestingly, the homopolymer
volume fraction for a given phase is a monotonically increasing function of the coordina-
tion number of the number of faces in the polyhedra, which are themselves increasing in
volume with increasing coordination number [36, 69]. Similarly, the 12-sided polyhedra
contain a higher volume fraction of homopolymer in the centers of the particles in the
Laves C14 and C15 phases than the Frank-Kasper σ phase, which arises in part due
to the increased homopolymer volume fraction when the Laves phases are stable and is
consistent with the larger volume asymmetry amongst different particles in the Laves
phases [20].
To understand the relative partitioning of the homopolymer between different types
of particles within a single phase, Fig. 3.6 tracks the evolution of the homopolymer vol-
ume fraction at the centers of the C15 particles in its relatively wide stability region for α
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Figure 3.4: Volume fraction distribution in the (001) plane for the σ phase for the dry
brush case α = 1 and block polymer volume fraction φ1 = 0.94 at χN = 25. The
2b particle is on the corners, four of the 8i particles are proximate to the edges of
the unit cell, two 4f particles are near the center, and four 8i’ particles comprise the
remainder of the particles in the image. Note that the (001) plane slices these particles
at different distances from their centers, and that the A/B interfaces of the particles
themselves are asymmetric. The A-rich regions of the 8j particles do not intersect this
plane. The transition between colors is selected to highlight different components in
different locations.
= 1, which clearly illustrates the basic phenomena. At the onset of the stability window,
the larger Z16 particle has approximately 17% higher volume fraction of homopolymer
than the smaller Z12 particle, indicating a preferential loading of the larger particle first.
As the homopolymer volume fraction increases, the relative differences in homopolymer
volume fraction at the particle centers decrease to approximately 5%. Similar results
are obtained at other conditions (Appendix Figs. A.1C, A.2D and A.3D).
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Figure 3.5: Volume fraction of the homopolymer, φH, relative to the total volume
fraction of A monomers at the center of a micellar particle, φA + φH, for the dry brush
case α = 1 at χN = 25. Results correspond to canonical ensemble SCFT calculations
appearing in Fig. 3.2. The notation refers to the Wykoff positions of the particles and
the number of faces in the polyhedra. The inset shows the planar graph forms of each
of the polyhedra.
3.3 Discussion
The key issue posed by our SCFT calculations and the related experiments by Mueller et
al. [108] is understanding the origin of the transition from bcc to σ to C14 to C15 upon
the addition of homopolymer to the cores of the micelles in the dry brush limit. Expla-
nations proposed for the formation of Frank-Kasper phase in other diblock copolymer
systems are unlikely to be applicable to the present case. The conformational asymme-
try mechanism [31], which has been particularly powerful in explaining the formation





















Figure 3.6: Volume fraction of the homopolymer, φH, relative to the total volume
fraction of A monomers at the center of the micellar particle, φA + φH, for C15 for
α = 1 and χN = 25 due to the addition of homopolymer. The color coding corresponds
to Fig. 3.5.
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mechanism for their formation in this blended system; the stiffness of the matrix chains
is imposed by the corona block chemistry and is unaffected by additives to the micelle
cores. The addition of homopolymer does swell the micelle core [36], and it is tempt-
ing to propose that the swelling leads to compression of the matrix chains, which then
imprints the shape of the polyhedra more strongly on the A/B interface. However, the
system can relieve any such compression by expanding the unit cell size, which is indeed
the case in our calculations (Appendix Figs. S6 and S7). Likewise, the basis for the en-
hanced stability of Frank-Kasper phases in blends of two diblock copolymers [21,70,107],
which relies on the different block polymers partitioning within the particles to relieve
chain stretching, cannot be the stabilizing mechanism in the presence of homopolymer,
which simply partitions into the core and pushes the A-block towards the perimeter.
We thus seek an alternate mechanism for stabilization of Frank-Kasper phases upon
the addition of homopolymer to micelles where the core and matrix blocks are of similar
stiffness, i.e. for low conformational asymmetry. We posit that the increasing volume
asymmetry of the particles in the different particle-forming phases explains the order of
their progression. The preferred ordered particle-forming state at the conformational
asymmetry ε = 1.7 and χN = 25 is fcc. Now consider what happens upon the addition
of a small amount of homopolymer. If one cannot resolve the homopolymer from the
core block, the data in Fig. 3.3 would lead one to interpret the system as a higher
degree of segregation, or equivalently a higher χN . This effect produces the bcc phase,
which is the preferred packing for a neat melt with low conformational asymmetry
[31] but at a higher χN (Appendix, Fig. A.1A). As additional homopolymer is added
and partitions towards the core of the bcc particle, it eventually reaches a solubility
limit. At this point, the system is confronted with two options: macroscopic phase
separation or an order-order transition to a Frank-Kasper phase. The system selects a
transition to the σ phase. The selection of σ is, at first glance, analogous to its selection
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by conformationally asymmetric diblock polymers as χN increases [31]. However, the
symmetry breaking mechanism differs for the blended system. While the morphology of
the σ phase is dramatically different than bcc, it has the least particle volume asymmetry
amongst the Frank-Kasper phases observed here [36], with the relative volumes all lying
between 91.0% and 106.5% of the mean [69]. Figure 3.5 further indicates a relative
partitioning of the homopolymer into the higher coordination number 4f particle, which
is also the largest particle [69]. We did not observe a stable region of A15, which
is consistent with our argument; the two particles in A15 are of lower coordination
number (Z12 and Z14) and very similar in relative volume (100.8% and 97.7%) [36]. We
posit that this soft matrix prefers bcc and will only transition to a Frank-Kasper phase
that offers sufficient volume asymmetry to accommodate the additional homopolymer.
Once the particles in σ are saturated with homopolymer, the system selects the next
highest volume asymmetry (C14; relative volumes between 113.9% and 92.8% [36])
and the process repeats again to yield C15 (relative volumes of 114.2% and 92.2%
[36]). At this point, there is no known Frank-Kasper phase in block polymers with a
higher volume asymmetry. Under the addition of even more homopolymer in the dry
brush limit, the system is then forced to undergo macroscopic phase separation. This
partitioning mechanism is robust with respect to χN (Appendix, Figs. A.1B and A.2C)
and conformational symmetry (Appendix, Fig. A.3C).
The SCFT results obtained here for a system with relatively low conformational
asymmetry, as well as for no conformational asymmetry (Appendix, Fig. A.3), differ
from previous SCFT results obtained for AB4 miktoarm polymers [36], which have
exceptionally high conformational asymmetry. For example, the phase sequence for α =
1 and fA = 0.2 exhibits a transition from fcc to σ to C14, without a C15 regime. Similar
results for fA = 0.28 yield σ as the equilibrium phase for the neat melt, with a transition
to C15, while fA = 0.32 produces A15 in the neat melt and transitions to hex cylinders
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with added homopolymer. If the homopolymer length increases further to a ratio of α =
1.25, the AB4 miktoarm system now exhibits a transition from A15 to σ to C15, followed
by phase separation. The particular Frank-Kasper phases for the neat polymer melts
that emerge in the AB4 miktoarm system arise from the conformational asymmetry
argument [31]. Nevertheless, even for this different system, Frank-Kasper phases of
increasingly higher volume asymmetry are selected as the homopolymer volume fraction
increases, consistent with our result.
Our analysis benefits from the ability of SCFT to readily distinguish between the
homopolymer and minority-block within the particle cores, since these are distinct en-
tities in the calculation [50]. An outstanding question related to the volume asymmetry
mechanism is whether the selective partitioning of the homopolymers to the larger
particles can be observed experimentally. There is a body of prior work on combin-
ing small-angle X-ray scattering (SAXS) and small-angle neutron scattering (SANS)
to identify the locations of homopolymers in block polymer microstrutctures [112,113],
and microscopy has also been employed for this purpose [114]. The small domain sizes
of the particles in these phases and the subtle (but important) differences in A-polymer
volume fractions within different particles pose non-trivial experimental obstacles, but
it may be possible to observe the partitioning effect through changes in the relative in-
tensity of the scattering from the Z16 particles in C15 relative to the Z12 particles as the
hompolymer volume fraction increases. Such an experimental confirmation would firmly
establish volume asymmetry as one of the growing number of mechanisms [20, 31, 69]
giving rise to Frank-Kasper phases in block polymers.
It remains to be seen whether this volume asymmetry mechanism holds for other
soft matter, where forming a dry brush regime is no longer possible. For example, C14
and C15 Laves phases have been observed to emerge from a bcc phase in lyotropic liquid
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crystals [101] by fixing the loading of oil within the micelle core and decreasing the head-
group hydration number. The oils used in surfactant experiments are low molecular
weight molecules, and might be assumed to form a wet brush with the hydrocarbon
portion of the surfactant molecules. However, the qualitative rules associated with
the transition from wet (α ≈ 1/2) to dry (α ≈ 1) brush behavior when homopolymer
is mixed with block polymer do not translate directly to the case of surfactant and
oil, which are characterized by the extreme limit of self-concentration [28]. Analogous
experiments with a fixed hydration number but varying the oil loading would provide
an ideal test for the generality of the volume asymmetry mechanism.
Chapter 4
The disordered micelle regime in
conformationally asymmetric
diblock copolymer melts
Diblock copolymers with a high degree of compositional asymmetry produce (approx-
imately) spherical particles with the minority A-block partitioning to the core of the
spheres, which pack onto a lattice at low temperatures with the majority B-block form-
ing the matrix [93]. In addition to traditional sphere-forming phases such as body-
centered cubic (BCC) or face-centered cubic (FCC), recent experimental work has
revealed the existence of the tetrahedrally close-packed Frank-Kasper [12, 13] phases
σ [14–18], A15 [15, 16,19], C14 [17,20, 21], and C15 [20,21] for systems possessing high
conformational asymmetry, the latter defined by the ratio ε = bA/bB of the statistical
segment length of the two blocks. [31]. As the system is heated past its order-disorder
transition temperature TODT, the lattice is destroyed by a first-order phase transition to
produce a disordered micelle state. For a diblock copolymer of degree of polymerization
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N , the value of the Flory-Huggins χ parameter corresponding to this transition is de-
noted χNODT. Upon further heating, the system eventually reaches its critical micelle
temperature, where the micelles themselves disaggregate and produce a homogeneous
solution. This second transition can be expressed in terms of the value of χNCMT where,
above the critical micelle temperature, the segregation strength is insufficient to drive
the self-assembly of micelles [115,116].
We are interested here in the structure of the disordered micelle state for cases where
the system is above χNCMT. Recent molecular dynamics simulations by Ghasimakbari
and Morse [117] have successfully quantified the structure factor of this disordered state
over a large range of compositions for compositionally asymmetric but conformationally
symmetric diblock copolymers. Importantly, this work directly examined the paramet-
ric dependence of various quantities on the invariant polymerization index, N̄ . The
quantity N̄ plays an important role in quantifying the composition fluctuation effects
observed in experiments associated with finite-length polymers [32]. In the limit of
N̄ → ∞, the structure of the disordered state corresponds to the result of random
phase approximation (RPA). [92]
In this chapter, we probe the structure of the disordered micelle state for composi-
tionally asymmetric diblock copolymer melts possessing both conformational asymmetry
and a finite value of N̄ . Our study is motivated by a trio of possible connections between
the the structure of the disordered state and the emergence of Frank-Kasper phases.
First, both experimental and computational studies revealed that the Frank-Kasper σ
phase emerges as the thermodynamically stable state by increasing ε [15, 17, 18, 31, 34].
Remarkably, at high ε, experiments revealed a direct transition between the disordered
state and the A15 phase at high ε, which Bates et al. [15] attributed to the combined
influences of conformational asymmetry and composition fluctuations. Second, recent
experimental work has isolated N̄ as a key factor in the formation Frank-Kasper phases
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in compositionally asymmetric diblock copolymers [28]. Explicitly, Frank-Kasper phases
were observed in experimental system with N̄ . 400 for conditions that do not corre-
spond to a stable Frank-Kasper phase in mean-field methods such as Self-Consistent
Field Theory (SCFT). Third, thermal processing has found remarkable success in coax-
ing the formation of Frank-Kasper phases in regions of phase diagram where they are
unlikely to be the stable state [20, 22]. In one example, Kim et al. [20] rapidly cooled
their diblock copolymer samples in liquid nitrogen and discovered the formation of C14
phase by annealing at temperatures where BCC is usually found. In a subsequent work,
Kim et al. [21] postulated that long-lived non-equilibrium structures in the disordered
liquid states of the micelles above the order-disorder temperature, TODT, are kineti-
cally trapped by the rapid cooling procedure. These structures subsequently guide the
formation of the observed metastable states, which remarkably persist over multiple
cooling and heating cycles past TODT. This idea is attractive considering the observa-
tion of liquid-like packing (LLP) structures after rapid cooling, which potentially retains
the favorable micelle size distribution for the reformation of the metastable state [20].
The formation of a dodecagonal quasicrystalline state (DDQC) following rapid cooling,
which eventually reorders into the σ phase, might be a manifestation of the same phe-
nomena [22]. Indeed, DDQC can be tiled with the same building blocks that tile the σ
phase, analogous to the idea that capturing the structure of the disordered liquid states
guides the formation of C14 and C15 [22].
In all of these cases, the emergence of Frank-Kasper phases could have intrinsic ties to
structure present in the disordered micelle state, especially as the stability window of the
disordered micelles widens significantly at low values of N̄ [116]. One may argue that a
wide window of stability could support longer lasting disordered structures, that are then
able to transition into Frank-Kasper phases below TODT. [20, 21] To understand such
phenomena, it is elucidating to examine the structure of the disordered micelles under
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the influence of both composition fluctuations and conformational asymmetry. However,
no study of the disordered phase exists that addresses the effects of conformational
asymmetry in the compositional asymmetry limit for a low N̄ diblock copolymer.
The Monte-Carlo Field Theoretic Simulation (MC-FTS) method discussed in Chap-
ter 2 provides a useful framework to study these systems with both N̄ and χN as
parameters native to the simulation [83–87]. Unlike particle-based methods such as
molecular dynamics simulations, the computational time of field-based methods such
as MC-FTS decreases with increasing chain length [24], and recent advances have en-
abled simulations of chain lengths near experimentally relevant molecular weights [85].
We chose to use MC-FTS over complex Langevin simulations [90, 118], an alternative
field-based method that incorporates fluctuations, because MC-FTS only requires a
straightforward Metropolis Monte Carlo algorithm that we were able to implement as a
wrapper around a modified version of our open-source GPU-accelerated implementation
of SCFT [119].
4.1 Methods
The calculations done in this Chapter are based on the MC-FTS implementation dis-
cussed in Chapter 2. Specific to this work, our simulations are performed with a grid
size of 16 x 16 x 16 and a simulation box size of 43N3/2b3B, which provides sufficient
resolution to the system while maintaining a reasonable computational time.
To analyze the effect of conformational asymmetry on a computational simulation
of a low N̄ system, we have performed a set of simulations from the homogeneous initial
condition at conformational asymmetries ε = {1.0, 3.0} with multiple Flory-Huggins
parameters, χN = {10, 20, 23, 24, 25, 26, 30} at compositional asymmetry of fA = 0.2
and N̄ = 104. The value of χNSCFTODT for each ε from SCFT calculations is tabulated in
Table 4.1, which was determined by interpolating the value of χN where the free energy
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ε χNSCFTODT ordered phase
1.0 21.55 BCC
3.0 24.23 FCC
Table 4.1: Order-disorder transition segregation strength, χNSCFTODT , and ordered phase
obtained from SCFT calculations for different conformational asymmetries, ε = bA/bB,
at fA = 0.2.
of the stable ordered phase is equal to the free energy of the disordered phase (Ap-
pendix Fig. B.1). The range of χN in our simulations are chosen to be centered around
the predicted SCFT order-disorder transition (ODT). To make clear the differences be-
tween the ODT predicted by mean-field theory and the higher ODT emerging due to
fluctuation effects, we will use the notation χNSCFTODT for the ODT segregation strength
obtained from SCFT calculations and χNODT for the ODT segregation strength of a
finite N̄ system, wherein χNODT > χN
SCFT
ODT .
4.2 Structure factor of the disordered phase










where the ensemble average 〈W−(q)W−(−q)〉 is obtained by sampling the composition
field using the Monte Carlo algorithm described in Chapter 2 [84]. Since we antici-
pate that the disordered state is an isotropic liquid, the average structure factor, S(q),
is obtained by further averaging S(q) for each wavevector of the same magnitude in
wavenumber. The simulated structure factor is directly related to the intensity profile
resulting from small angle X-ray scattering experiments [11].
Figure 4.1 shows the normalized structure factor, S(q)/ρ0N , obtained for the case
of χN = {10, 20, 23}, ε = 1.0, 3.0 started from the homogeneous initial condition as a
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function of the dimensionless wavenumber, qRg. The solid lines are fits to a modi-




RPA(qRg, χN, ε) + a+ b(qRg)
2 + c(qRg)
4 (4.2)
where a, b, and c are fitting parameters. The best fit parameters are tabulated in
Appendix Table B.1.
In the limit of low wavenumber, qRg . 1.5, we observe in Fig. 4.1 that the curves
collapse for all values of ε, indicating that conformational asymmetry has no impact
on the long-range correlations of the disordered melt, i.e., for distances larger than
that between multiple micelles. At intermediate wavenumbers, where intermicelle and
intramicelle correlations become important, the structure factors for different values
of ε start to diverge before converging again at the very high wavenumbers, where
intramicelle correlations dominate. As the value of χN increases from 10 to 23, we
observe that the magnitude of the peaks similarly increases. This is consistent with the
understanding that correlations within the melt increase with segregation strength until
the order-disorder transition leads to the formation of Bragg peaks past χNODT [11].
Consistent across all values of χN , the peak height for ε = 3 is lower than those from
ε = 1 and the peak location for ε = 3 is at a lower value of qRg compared to those from
ε = 1.
We have limited the data for Fig. 4.1 to values of χN ≤ 23 where the fitting of
Eq. 4.1 makes sense. At higher values of χN , the system produces strongly ordered
structure with a high intensity primary peak and a secondary peak that could no longer
be fitted by the modified RPA equation. For example, Fig. 4.2 shows the transition










































Figure 4.1: Structure factor for (a) χN = 10, (b) χN = 20 and (c) χN = 23 for ε = 1.0
(gray ), and ε = 3.0 (red ) versus qRg. The solid lines are fits of Eq. 4.2 to the
discrete data points.
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primary peak and a secondary shoulder. In this section, we are primarily interested in
the behavior in the disordered regime and further analysis for the rest of our dataset



















Figure 4.2: Structure factor for ε = 1.0 at χN = 23 (green N) and χN = 26 (light blue
H). The solid lines are guide to the eye.
As a check on our calculation of the structure factor, we compared the results at
ε = 1 with those from the RPA theory. Previous work by Wang et al. [116] demonstrated
that the structure factor from a simulation with disordered micelles produces a larger
structure factor peak intensity compared to RPA in conjunction with a left shift of the
peak location to smaller qRg values as compared to the RPA values. Our analysis in
Fig. 4.3 is consistent with their observation. The deviation of peak intensity increases
as we increase the segregation strength away from the athermal case. The rationale for
this behavior is that the formation of disordered micelles accentuates the intensity of



















Figure 4.3: Structure factor versus dimensionless wavevector at ε = 1. The solid points
are results from our MC-FTS simulation while the solid lines are the structure factors
obtained from the RPA equation. The fitting to MC-FTS data to Eq. 4.2 is removed
for clarity.
the case of χN = 10, the segregation strength is sufficiently weak to reduce back to the
randomly mixed model. We also observe a left shift of the peak location in our MC-
FTS simulation compared to the result from RPA. This is most noticeable in the case
of χN = 23, which again, indicates the formation of disordered micelles. We repeated
this analysis for ε = 3 in Fig. 4.4. For ε = 3, the structure factor at χN = 10 again
reduces back to the randomly mixed model. However, the magnitude of structure factor
at χN = 23 is only marginally stronger than the structure factor from RPA. The result
at ε = 3 indicates that the window of stability for the formation of disordered micelle
regime is smaller, or perhaps nonexistant, compared to those at ε = 1.
To better visualize the change in peak height for different values of χN and ε, Fig. 4.5






















Figure 4.4: Structure factor versus dimensionless wavevector at ε = 3. The solid points
are results from our MC-FTS simulation while the solid lines are the structure factors
obtained from the RPA equation. The fitting to MC-FTS data to Eq. 4.2 is removed
for clarity.
function of segregation strength, χN . This presentation much more clearly illustrates
the increasing deviation in peak height as we increase χN . For the case of ε = 1, we
observe a sudden jump in deviation in peak height at χN = 23. Meanwhile, we only
observe a linear increase in deviation for the case of ε = 3. We posit that the sudden
jump in deviation at χN = 23 and ε = 1 is an indicator for the formation of disordered
micelles phase. We do not observe a similar spike at ε = 3, possibly due to the formation
of the disordered micelles occuring at a higher value of χN , proportional to the increase
in χNODT at higher ε.
As a final validation of our result, we consider the location of the peak of the struc-





















Figure 4.5: Ratio of scattering peak of MC-FTS to RPA, S(q?)/SRPA(q
?) versus Flory-
Huggins parameter for ε = 1.0 (gray ), and ε = 3.0 (red ). The solid lines are guide
to the eye.
wavenumber is invariant to the value of χN but is different for each value of ε. Subse-
quent works [115–117] have shown that q? decreases with increasing χN as composition
fluctuations become increasingly important. Our calculations show a monotonic de-
crease in q?/q0 with increasing χN for the case of ε = 1 which agrees with the previous
studies. For the case of ε = 3, the peak location appears to have a decreasing behavior
up until χN = 23. This inconsistency could be due to the error introduced by the
continuous fit of Eq. 4.2 to the discrete data points from the simulations from which the
location of the peak wavenumber is determined. While the fitting equation works well
in describing the overall shape of the structure factor, the use of the fitting equation in
practice appears to have quite a significant degree of uncertainty due to the dispropor-














Figure 4.6: Ratio of peak location of MC-FTS to RPA, q?/q0 versus Flory-Huggins
parameter for ε = 1.0 (gray ), and ε = 3.0 (red ). The solid lines are guide to the
eye.
ε = 3 are located. Indeed, our attempts to fit the structure factor for the entire range of
qRg with Eq. 4.2 sometimes misses the peak completely (Appendix Fig. B.2). As a re-
sult, we usually cut off the data used in the fit at about qRg ≈ 4 (Appendix Table B.2).
The resolution of q? can be improved, in principle, by repeating the calculation with a
finer simulation mesh at the cost of more computational time to balance the number of
points in the low qRg region to better fit the location of the peaks.
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4.3 χNODT of conformational asymmetric diblock copoly-
mer
Our examination of the structure factor for values of χN below the ODT have unveiled
an interesting phenomena whereby we do not detect the formation of the disordered
micelle regime for ε = 3, but there do appear to be micelles forming at ε = 1. To obtain
a deeper understanding on this phenomena, we performed a hysteresis loop analysis to
estimate the χNODT for both values of ε. For such analysis, we analyzed data from
our MC-FTS calculations at values of χN beyond those whose structure factor can be
reasonably fitted by Eq. 4.2. Next, we performed another set of calculations started
from the ordered state to produce the melting branch of the hysteresis diagram. The
dataset analyzed in the previous section, which was obtained with the homogeneous
initial condition, is thus the cooling branch of the hysteresis diagram. In principle,
the combination of the melting and cooling branch would then form a hysteresis loop
whereby the ODT of the system is bracketed by the loop.
ε LSCFT, χN = 25
1.0 1.86
3.0 3.61
Table 4.2: Optimized unit cell size for a BCC structure from SCFT calculation for
ε = 1, 3 and χN = 25.
We initialized the calculations started from the ordered state with n copies of the
BCC structure that best minimize the commensurability between the unit cell size of
our calculation to those from SCFT. The optimized unit cell size for a BCC structure
from SCFT at χN = 25 is shown in Table. 4.2. The calculations at ε = 1 are initialized
with a 2 x 2 x 2 BCC structure, while the calculations at ε = 3 are initialized with only
a single BCC structure. We chose to use the optimized SCFT unit cell size at χN = 25
as it is the midpoint for the range of χN used in this work, which is also above the
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χNODT for both values of ε.





as introduced by Stasiak and Matsen [84] which is essentially the normalized peak of
the structure factor, where Ψ approaches 0 in the limit of a disordered N̄ →∞ system
but approaches a large finite value for ordered structures. Hysteresis diagrams using





































Figure 4.7: Order parameter, Ψ, versus χN for (a) ε = 1 (b) ε = 3. The solid symbol
corresponds to the cooling branch where the initial condition is a homogeneous structure
while the open symbol corresponds to the melting branch where the initial condition is
an ordered structure. The broken vertical line indicates χNSCFTODT . The region where we
observe the formation of the disordered micelle regime is labeled in yellow whereas the
region for the formation of ordered structure is labeled in blue.
We first begin with the case of ε = 1 in Fig. 4.7a. In the cooling branch, we observe
low values of the order parameter at low χN consistent with the formation of the
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disordered melt. Upon increasing χN to about χN = 23, the order parameter increases
by about 2 orders of magnitude to about Ψ ∼ 10−1. We have labeled this region yellow
to represent the formation of disordered micelles as indicated by the strong deviation of
structure factor from RPA. For χN > 25, we observe a very strong, but broad, primary
peak in the structure factor which may indicate that the system is in the ordered regime
but trapped in a metastable state. Indeed, the order parameter did not increase past
Ψ = 1 for χN > 25. A visual inspection of the real space density profile for χN > 23
shows the formation of disordered micelles but a lack of long range ordering even for
the very highest χN = 30 (Appendix Fig. B.3). However, the melting branch retains
its ordered structure at χN > 25 which rapidly merges with the cooling branch below
χN = 23. At χN > 25, the structure factor forms Bragg peaks with peak spacings






3) (Appendix Fig. B.4a).
Meanwhile, Fig. 4.7b shows the hysteresis loop for the case of ε = 3. In the cooling
branch of ε = 3, the system once again begins at low values of the order parameter
before rapidly increasing by almost two orders of magnitude at χN = 25. In the
melting branch, the order parameter matches those of the cooling branch except near
χN = 24, forming a small hysteresis loop. Despite both branches matching at high χN ,
the structure factors from the cooling branch do not form Bragg peaks that exactly
correspond to the BCC structure (Appendix Fig. B.6a). A visual inspection of the
density field shows a skewed BCC-like structure (Appendix Fig. B.6b). We do not
observe any formation of the disordered micelle regime in the cooling branch.
Interestingly, the hysteresis loop for ε = 3 did not have any issue with convergence
as opposed to the case of ε = 1. We believe the reason for this is two-fold. First,
the cooling branch of ε = 1 requires the ordering of 8 copies of the BCC structure
as opposed to one copy for of ε = 3. With the increase in the number of micelles in
the simulation volume, the possibility for the formation of defects increases the same,
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leading to a slow evolution time in the simulation. In conjuction, we suspect that
our Monte Carlo moves might not be efficient to escape the metastable disordered
micelle regime at very high values of χN . This is indicated by the wavevectors, q,
corresponding to the same wavenumber, q, resolve to different structure factors when
the calculations were started from the homogeneous initial condition and, subsequently,
were trapped in a defective state (Appendix Fig. B.7). Indeed, recent Langevin dynamics
Field Theoretic Simulations to determine χNODT for ranges of fA higher than those
done here encounter the same issues despite being more efficient [87,120]. Nevertheless,
Beardsley and Matsen argue that the lower bound for the ODT from the melting branch
is a good estimate for χNODT since the ease of forming defects prevents the existence
of ordered structure below χNODT [120].
Using only the melting branch to estimate χNODT, we obtained χNODT of about
25 for both values of ε. For the case of ε = 1, the shift in ODT from our MC-FTS
calculations is 3.45, which is similar to the result from molecular dynamics calculation
of 3.04 at fA = 0.25 extrapolated to N̄ = 10
4 [121]. To ensure that our result is
insensitive to finite size effects at ε = 3, we doubled the BCC structure in each direction
at χN = 26 and repeated the calculation at χN = 25, 26, 30 with a unit cell size of
V = 7.223N3/2b3B for another 2 × 106 steps. We observed that the ordered structure
does not melt at for both cases, indicating that our calculated ODT does not change
with the box size.
4.4 Real-Space Analysis of the Micelle Size
MC-FTS simulations generate samples of composition field, W−(r), a self-consistent
pressure field, w+(r), and density field of each monomer, φα(r). We have previously
used the composition field to determine the structure factor. We now turn to the
corresponding density field to estimate the size of the micelles from the real-space data.
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We analyzed the density field samples from the MC-FTS simulation using a simple
breadth-first search algorithm to determine the locations of micelles. The algorithm
first picks an initial position r0 in the unit cell that satisfies
φA(r = r0) > I (4.4)
where I is an isovalue selected to represent a concentration fluctuation above the back-
ground. We chose an isovalue of, I = 0.60, which is sufficiently high such that the
minority block is the majority component at that location. The algorithm then itera-
tively marks adjacent grid points as part of the same micelle if they fulfill the condition
in Eq. 4.4. The algorithm ends when every grid point is visited and, if Eq. 4.4 is fulfilled,
clustered as part of their respective micelles. The volume of the micelles is determined
by multiplying the number of grid points with the volume occupied by the cube sur-
rounding a grid point. The micelle size, Rm, is then obtained by taking the cube root
of the volume of the micelles.
To provide some intuition for the real space analysis, the micelle distributions for
three different values of χN at ε = 1 with the homogeneous initial condition are shown
in the histograms of Fig. 4.8. For the case of χN = 20, where the system had yet to
form disordered micelles, the histogram is heavily right-skewed such that the majority
of the fluctuations results in the formation of micelles of one grid point, i.e. a local
fluctuation that exceeds the isovalue but does not form a cluster of such points. In
the intermediate case of χN = 23, where we believe we are observing the formation
of disordered micelles, the micelle distribution is still mostly right-skewed with a large
amount of one grid point sized micelle, but also contains an additional peak centered
at a size larger than one grid point. In the case of χN = 26, the distribution of micelle
sizes adopt a Gaussian-like curve centered at a larger than one pixel sized micelle size.
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Figure 4.8: Histogram of the micelle size over all Monte Carlo samples for ε = 1 and
χN = 20, 23, 26 started from the homogeneous initial condition.
We next examine the effect of changing χN on both the mean size of the micelle
and the number of clusters for both values of ε. Figure 4.9a shows the analysis for the
micelle size at ε = 1. At χN = 10, our choice of isovalue results in no detectable micelles
for both values of ε. This indicates that we have made a good selection for the isovalue
where it is large enough to filter out all the random fluctuations that may be present
but are not strong enough to form disordered micelles. For the case of χN = 10 which
reproduces the RPA result almost exactly, we expect that there should be no well-formed
micelles. As seen in Fig. 4.9a, increasing χN results in larger micelles on average. As
χN increases, the fluctuations strength grows stronger and forms increasingly larger
micelles. We see similar results in the size of the micelle for both initial conditions up
until χN = 24, where the results deviate from one another. This is consistent with the
hysteresis diagram of Fig. 4.7a where the bifurcation is observed at nearly the same χN .
In general, micelle size at high χN for the calculations started from the homogeneous






























Figure 4.9: Plot of (a) the mean size of micelles, and (b) number of clusters over all χN
values at ε = 1 started from the homogeneous initial condition(solid squares) and from
the ordered initial condition (empty squares).
χN = 30, we observe elongation of the micelles similar to those of hexagonal cylinders
for those of homogeneous initial condition. This is reflected in the larger micelle size
compared to the micelle size with ordered initial condition.
Meanwhile, Fig. 4.9b shows the number of micelles for ε = 1 increasing to a maximum
at χN = 23 for both initial conditions. Interestingly, this point coincides with the start
of the window of existence for the disordered micelle regime established in Fig. 4.7a.
Similar to Fig. 4.9a, the number of micelles from both initial conditions deviate at
about χN = 24, with both following a monotonically decreasing trend with increasing
χN starting from the peak at χN = 23. At χN > 23, the number of micelles from
the homogeneous initial condition are, in general, larger than those from the ordered
initial condition. At χN = 30, the elongation of the micelles in the homogeneous initial
condition results in a much lower number of micelles compared to those of the ordered
initial condition, which remains a BCC structure.































Figure 4.10: Plot of (a) the mean size of micelles, and (b) number of clusters over all
χN values at ε = 3 started from the homogeneous initial condition(solid squares) and
from the ordered initial condition (empty squares).
In this case, we once again observe similar trends in the mean micelle size for both initial
conditions, which again deviates at χN = 24 consistent with Fig. 4.7b. While we could
close the hysteresis loop in Fig. 4.7b, Fig. 4.10a clearly shows a large divergence in the
micelle size for the two initial condition at χN > 26. This agrees with our previous
observation that the cooling branch resulted in ordered-like structures that do not fit
the BCC lattice exactly. As shown in Fig. 4.10b, the number of clusters at ε = 3 for
both initial conditions track each other pretty well. The biggest difference for both
initial conditions is found at χN > 26 where the homogeneous initial condition resulted
in more micelles that those needed for the formation of a BCC lattice.
As we do not observe the formation of a peak in the number of clusters before the
formation of ordered structures in Fig. 4.10b, we are confident that the peak observed
in Fig. 4.9b indicates the transition into the disordered micelle regime. Indeed, our
result of Fig. 4.10b is consistent with our analysis in Fig. 4.7b where we do not observe
any disordered micelle regime. The sudden increase in the number of micelles at the
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onset of the disordered micelle regime has interesting repercussions. While MC-FTS is
strictly an equilibrium method, we can speculate on the dynamics of the formation of
ordered structure from the disordered state based on the previous results. Particularly,
there needs to be some mechanism whereby the number of micelle reduces from the
maximum in the disordered micelle regime to those needed for the formation of an
ordered structure. Previously discussed thermal processing experiments have postulated
one such mechanism to be the fussion and fission of micelles [21]. Our results which
show the formation of a large number of small micelles in the disordered micelle regime
is consistent with the idea of fussion and fission.
4.5 Discussion
Our analysis indicates that increasing χN at fixed ε from the disordered melt leads
to (i) an increase in the peak of the structure factor, S(q?); (ii) a shift of the peak
to lower wavenumber, q?. For ε = 1, past χNSCFTODT we observe the formation of the
disordered micelle regime as indicated by (i) a large deviation of the peak of the structure
factor compared to the RPA prediction; (ii) a sharp peak in the number of clusters
through real-space analysis of the density field. Interestingly, the combination of both
of our analyses unveiled a seemingly smaller or nonexistent window of stability for the
disordered micelle regime at the higher values of ε. Upon noting the lack of the formation
of the disordered micelle regime in ε = 3, we are led to conclude that the window of
existence for disordered micelle regime is bracketed by χNSCFTODT and the larger χNODT
of the system. Due to the close proximity of χNSCFTODT and χNODT for ε = 3, we do not
observe the formation of the disordered micelle regime. A particularly satisfying aspect
of our analysis is the synergy between reciprocal-space and real-space analysis, which
allowed deeper insights into the structure of the disordered micelle state than is possible
through one method alone.
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While the utility of this methodology is apparent, a possible systematic error in
our analysis is the uncertainty in how the unit cell size affects the results. In both
particle-based and field-based methods, the choice of unit size is especially important
in determining the selection of the ordered state above χNODT [85, 121]. For the com-
positional symmetric diblock copolymer case, Vorselaars et al. [85] have attempted to
relieve the stress on the unit cell by performing a volume-preserving, box-altering Monte
Carlo move in their study of the lamellar phase. Recent work by Beardsley and Matsen
attempts to solve this problem by brute force, simulating different unit cell sizes and
picking the one that maximizes the intensity in structure factor [120]. Their results
show that the optimal unit cell sizes are near their respective SCFT box sizes, which
coincide with our method for selecting simulation box sizes. Nevertheless, there has
yet to be a comprehensive analysis on the effect incommensurate unit cell sizes, which
may be important in our work as our simulation volume is about 7-10% larger than the
SCFT box size. Future studies that attempt this brute force method could alleviate the
computational time requirement by using Langevin sampling in MC-FTS [87] that has
shown to improve computation time by an order of magnitude.
In principle, one can choose to perform either molecular dynamics calculations or
a complex Langevin calculation to perform the same analyses of the disordered micelle
phase as those done here. Molecular dynamics calculations would have a higher resolu-
tion in their structure factor result compared to the pseudospectral solution in MC-FTS,
which limits the resolution of the system to the grid points in the simulations. How-
ever, molecular dynamics calculations are computationally expensive to equilibrate at
our value of N̄ . Complex Langevin calculations seem to be an attractive option, having
seen success in analyzing fluctuation effects on the stability of different phases [15, 90].
Different from MC-FTS, complex Langevin calculations deal with the issue of UV di-
vergence by adopting a weakly compressible model of the polymer [90]. The model will
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require tuning of the parameter controlling the compressibility of the system and it is
unknown how it changes the resulting disordered micelle phase, as most work has been
focused on ordered phases. In either case, it is unclear at the moment what is the effi-
cacy of other types of analysis of the disordered micelle phase compared to MC-FTS. A
head-to-head comparison of the computational time of these different methods is needed
to make an informed selection of methodology.
4.6 Conclusion
This work investigated the effects of conformational asymmetry in compositionally
asymmetric diblock copolymers using MC-FTS calculations to access the disordered
micelle state. We have analyzed the resulting disordered micelle phase using two meth-
ods, a structure factor analysis and a real-space clustering method. The results reveal
key features for the formation of the disordered micelle regime, which can largely be
associated with gap the between χNSCFTODT and χNODT. The real space analysis also
enabled us to postulate that fussion of micelles is required in the direct transition of the
disordered micelle regime into an ordered sphere forming structures. Our analysis shows
a surpression in the formation of the disordered micelle phase for higher conformational
asymmetry. This work represents a key step in further developing the understanding of
the behavior of the disordered micelle phase. In the case where the long-lived structures
in the disordered micellar states are highly correlated with the formation of different
Frank-Kasper phases, [20, 21] a comprehensive understanding of the behavior of the
disordered micelle phase should provide a deep understanding of how transitions across
the order-disorder transition impact the selection of complex sphere-forming phases.
Chapter 5
Frank-Kasper phases in binary
diblock copolymer blends
5.1 Introduction
Our work in Chapter 3 with diblock copolymer/homopolymer blends has revealed a new
mechanism in stabilizing various Frank-Kasper phases. In this chapter, we revisit the
binary diblock copolymer blends briefly mentioned in Chapter 3 and futher explore its
utility in stabilizing Frank-Kapser phases. SCFT calculation have shown that binary
blends of A1B/A2B, where both chains have the same corona block length, NB, but
different core block length, NA1,A2 , stabilize the σ, A15, C14 and C15 phases [21,70]. Liu
et al. attributed the stabilization of the complex Frank-Kasper phases to the anisotropic
distribution of the binary blend in the micelle whereby the shorter chain favors regions
of high curvature while the longer chain favors regions of lower curvature [70]. The
redistribution of the two types of chains presumably eases the formation of the different
micelle sizes associated with the Frank-Kasper phases. Experimental studies of this
particular system have shown the formation of the σ phase for very short chains [18]
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and the formation of σ and A15 phases for longer chains [106].
Here, we focus on the work done by Lindsay et al. [106] whose phase diagram should
be predicted computationally owing to its high molecular weight. Recent work found
a crossover invariant polymerization index of N̄ ∼ 400 below which SCFT no longer
predicts the phase stability of the system [28]. As such, the experimental work done by
Lindsay et al. at N̄ & 1000 could, in principle, be predicted through SCFT calculations
owing to the longer chain lengths. We do expect some differences with the experimental
results owing to fluctuation effects that are completely suppressed in SCFT [32]. Nev-
ertheless, this lies in contrast to thermal processing techniques which can also be used
to observe Frank-Kasper phases [20, 22]. Thermal processing techniques presumably
only trap a metastable Frank-Kasper phase such that they can no longer be predicted
by an equilibrium method such as SCFT. Meanwhile, one can also make use of con-
formational asymmetry to stabilize Frank-Kasper phases. Both experimental and com-
putational work have shown that increasing conformational asymmetry results in the
stabilization of complex phases [15,17,18,31,34]. From a practical standpoint, one will
have to synthesize many different types of diblock copolymer with varying chemistries
to sweep through a broad range of conformational asymmetry [18]. For A1B/A2B bi-
nary blends, one can easily access a large parameter ranges by changing the values of
NA1 and NA2 by performing the same polymerization reaction with different amount of
reactants, eschewing the need to deal with different chemistries [122]. Together, binary
blends provide significant advantages over the other two mechanisms in stabilizing these
Frank-Kasper phases.
Our objective here is twofold. First, we demonstrate the predictive ability of SCFT
on high N̄ binary blends. We chose a binary blend system similar to those of Ref. 106 but
with different chain lengths. We then compare the computational phase diagram to its
corresponding experimental version. Second, we reexamine the partitioning of the two
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different chains over the simulation volume using the tools developed in Chapter 3 for
our particle-by-particle analysis. Beyond the anisotropic distribution of the two types
of chains in the micelles by Liu et al. [70], we are interested to see if there are other
mechanisms or behaviors present in binary blend systems which could be responsible in
stabilizing Frank-Kasper phases.
5.2 Methods
To verify the predictive ability of SCFT on high N̄ binary diblock copolymer blends, we
performed SCFT calculations for the A1B/A2B systems similar to those of Lindsay et
al. [106] but with a shorter NA2 . Mimicking the experimental conditions, we performed
canonical ensemble SCFT calculations for N2/N1 ∼ 1.41, NB1 = NB2 , fA1 = 0.12,
fA2 = 0.38, and conformation asymmetry ε = bA/bB = 1.309. We swept through a
range of segregation strength χN = 30 − 40 and volume fraction of the short chain,
φ1 = 0 − 1. The calculations were performed to reach a convergence criteria of 10−5
as defined in Ref. 74 with a contour length step size of ∆s = 0.01. We considered
the stability of A15, BCC, FCC, C14, C15, σ, Hexagonal cylinders (HEX), Gyroid
(GYR), LAM, and the spherical Hexagonal Closed Packed structure (HCP). Grid size
of 64 × 64 × 64 was used for BCC, FCC, HCP, and GYR; 64 × 64 for the 2D HEX
phase; and, 64 for the 1D LAM phase. Complex phases with many more particles were
calculated with a fine resolution of 96× 96× 96 for A15 and C15, 64× 64× 104 for C14,
and 128× 128× 64 for σ.
5.3 Results
The phase diagram from our canonical ensemble SCFT calculations and the experimen-
tal phase diagram are shown in Fig. 5.1. As seen in Fig. 5.1a), the SCFT phase diagram
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Figure 5.1: a) Binary blend phase diagram generated from canonical ensemble SCFT
calculations. Symbols correspond to GYR (gray N), Hex (grayish blue O), A15 (blue
H), σ (green  ) HCP (brown ), FCC(red ), C14 (orange #) and C15 (black +). b)
Experimental phase diagram courtesy of Aaron Lindsay.
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successfully reproduces the salient behaviors seen in experiments. Starting from φ2 = 1
(φ1 = 0), which is equivalent to a pure melt of the long chains (fA = 0.39), we observe
the stable Gyroid phase. Upon decreasing φ2, we see the GYR → HEX → A15 → σ
→ HCP → FCC transition. This sequence of transition is similarly observed in the
experimental phase diagram at about T = 135◦C - 170◦C. The main differences are the
many two-phase windows of stability seen in the experimental phase diagram, which is
a natural consequence of a binary blend system. For example, near φ2 = 0.60 where we
observe the A15 phase in the SCFT phase diagram, the experimental phase diagram
shows Hex/A15 and A15/σ two-phase windows. These two-phase windows are com-
posed of the A15 phase and its neighboring phases, HEX at lower φ1 and σ at a higher
φ1. As such, we believe that we can reconcile this simple difference by repeating the
calculations under the grand-canonical ensemble, which predicts a two-phase window by
comparing the chemical potential of neighboring phases [110]. Finally, we also observe
stabilization of various sphere forming phases, predominantly C15, past the FCC phase
in our SCFT phase diagram. We believe that this region will be effectively destabilized
when we perform grand-canonical ensemble calculations accounting for the disordered
phase. Indeed, the window of stability for the C15 phase tapers off as we increase χN ,
similar to the behavior of the disordered phase in the experimental phase diagram as
temperature decreases.
Having successfully reproduced the key features of the phase diagram, we examine
how the two types of chain selectively partition in the stable phases. To differentiate
between the two chemically equivalent chains, we have relabeled the blocks internally
within our code and, from this point onward, use the nomenclature shown in Fig. 5.2. We
use the notation A,B,C,D to specifically indicates the blocks that we are referring to and
eschew the use of A and B to indicate their chemical identity. To describe the chemical
identity of the blocks, we will describe the previous A-type monomer as A/C-type and
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Figure 5.2: Visualization of the change of nomenclature used in examining the parti-
tioning of the two type of diblock copolymer chains. The A/C-blocks are chemically
equivalent to the A-block in the old notation and the B/D-blocks are chemically equiv-
alent to the B-block in the old notation.
the previous B-type monomer as B/D-type. To begin, we first examine the partitioning
of the chains in the FCC phase at χN = 30, φ2 = 0.35 in Fig. 5.3. We observe the
formation of a core-shell micelles in Fig. 5.3a) as indicated by the C-block, which forms
the core of the micelles and stretches through a shell of the chemically equivalent but
shorter A-block. Since the length of the B-block and D-block are equivalent, the D-
block, which is connected to the core of the micelle, penetrates less into the matrix
compared to the B-block, which is connected to the shell of the micelle. For symmetric
micelles such as those in the FCC phase, we do not observe significant variations in
behavior between different directions. The density fields for the HEX and HCP phases
behave similarly to the FCC phase (Figs. 5.4-5.5).
We repeated the same analysis for the σ phase at χN = 30, φ2 = 0.55, which unveiled
a surprisingly intricate behavior in the density field for the Frank-Kasper σ phase, as
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Figure 5.3: a) Side view of the density field for the FCC phase. The broken line indicates
the [1 0 0] direction b) Volume fraction of each block in the [1 0 0] direction.
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Figure 5.4: a) Top view of the density field for the HEX phase. The broken line indicates
the [1 1 0] direction b) Volume fraction of each block in the [1 1 0] direction.
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Figure 5.5: a) Top view of the density field for the HCP phase. The broken line indicates
the [0.33 1 0] direction b) Volume fraction of each block in the [0.33 1 0] direction.
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shown in Fig. 5.6. Particularly, we observe the formation of star-like motifs surrounded
by 6 A/C-type micelles. Unlike the FCC phase, where the majority of the matrix
is formed by the B-block, we see a re-emergence of the D-block at the core of these
star-like motifs. This is easily visualized in Fig. 5.6b) where we see the concentration
of the D-block overtaking those of B-block at a normalized distance of 0.35 along the
[0.25144 1 0] direction. We also observe the disruption of the core-shell structure in the
A/C type micelles. Particularly, there is a selective partitioning of the A-block shell
to point towards the core of the star motifs. By examining the density variation along
the [0.25144 1 0] direction, we see that the A-block shell density decreases by about
0.05 going from r/rmax = 0.5, which points towards the star motif, to r/rmax = 0.7,
which points towards another micelle. Similar behavior is observed for the stable A15
phase at χN = 30 and φ2 = 0.6. As shown in Fig. 5.7, we once again observe the
formation of the star motifs surrounded by six A/C type micelles. The center two
micelles (Wyckoff position 6d) have shells that selectively point towards the star motifs.
The corner micelles (Wyckoff position 2a) have isotropically distributed shells.
5.4 Discussion
Our analysis here has demonstrated a selective partitioning of the shell A-block to point
towards the core of the star motifs for asymmetrical micelles. This behavior is not seen in
spherically symmetric micelles like those in the FCC, HEX, or HCP phases. The contrast
in behavior is most obvious in the A15 phase where we observe both types of partitioning
between A15’s two types of micelles. Although we are only examining horizontal slices
of our simulation volume, our analysis here agrees with those of Liu et al. [70] whereby
short chains selectively partition in region of high curvature while longer chains partition
in region of low curvature. Indeed, the directions pointing towards the star motifs are
regions of high curvature while the directions pointing towards another micelle are of
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Figure 5.6: a) Top view of the density field for the σ phase. The broken line indicates
the [0.25144 1 0] direction b) Volume fraction of each block in the [0.25144 1 0] direction.
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Figure 5.7: a) Top view of the density field for the A15 phase. The broken line indicates
the [0 1 0] direction b) Volume fraction of each block in the [0 1 0] direction. The center
two micelles (Wyckoff position 6d) have shells that selectively points towards the star
motifs. The corner micelles (Wyckoff position 2a) have isotropically distributed shell.
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lower curvature. Thus, A-blocks, which are shorter than C-blocks, partition in the
direction pointing towards the star motifs.
Besides the selective partitioning of the A-block, we also observe the spontaneous
formation of star-like motifs with a pseudo-micelle consisting of the D-block. At the
moment, it is unclear if the formation of these star motifs is solely a consequence of
the selective partitioning of the A-block or if the formation of the motifs fulfills some
function which stabilizes the Frank-Kasper phases. One postulate for the formation of
the star motifs is that they act as an anchor point for the surrounding asymmetrical
micelles reminiscent of molecular orbital theory. The short AB chains essentially form
the bonding orbital that connects the surrounding micelles to the pseudo-micelle D-
block. Meanwhile, two neighboring micelles destructively interfere with each other and
form an antibonding orbital. This reduces the amount of the AB chains in directions
that point to another micelle. Naturally, one could test this idea by reducing B/D-block
lengths but keeping the overall volume fraction of the A/C-monomer constant. With
shorter chains on average, the formation of the D-block pseudo-micelle, which is far away
from the C-block micelle, could be suppressed. While this would allows us to test if the
formation of the pseudo-micelle is necessary in stabilizing the Frank-Kasper phases, we
expect such a study will require us to sweep through many different combinations of
binary blends, which is beyond the scope of this work.
5.5 Conclusion
Our result here highlights the utility of binary blends to stabilize various Frank-Kasper
phases as shown by the stabilization of σ and A15 phases. The succesful reproduction of
the experimental phase diagram using only canonical ensemble calculations is consistent
with previous work which demonstrated SCFT’s ability to reproduce experimental re-
sults at high N̄ [28]. By examining the density field of the stable Frank-Kasper phases,
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we observe a potentially new mechanism that cooperatively stabilizes the Frank-Kasper
phases alongside with the redistribution of chains of the different lengths in the shell of
the micelle [70]. Taken together, the work done here underscores future opportunities
to use binary blends of block polymer in a synergistic workflow whereby computational
simulation can be use to guide the synthesis of long diblock copolymers for use in prac-
tical applications.
Chapter 6
Conclusion and Future Directions
As stated in the introduction of this work, our goal is to understand the mechanism
behind the stability of complex sphere forming phases through computational works
guided by experimental studies. To this end, we have studied three different block
polymer systems which have implications in the formation of Frank-Kasper phases. In
this section, we recapitulate the main conclusions of those works and also offer directions
for future works relevant to our stated goals.
In Chapter 3, we examined the sphere forming structure in diblock polymer/homopol-
ymer blends which show a sequence of BCC to σ to C14 to C15 transition. Our particle-
by-particle analysis shows that the delayed onset of macrophase separation results in
the stabilization of phases with increasingly larger volume asymmetry. Recently, the
Frank-Kasper Z phase was identified in nanosized shape amphiphiles systems, which is
the first of its kind in soft matter [104]. It will be interesting to examine if diblock poly-
mer/homopolymer blends could stabilize the Z phase, which was not considered in our
calculation. In fact, there exists a collection of Frank-Kasper phases with varying vol-
ume asymmetry that could potentially be stabilized in diblock polymer/homopolymer
blends [72]. With the established pattern of increasing volume asymmetry, we can place
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the region of stability of all the different Frank Kasper phases, effectively reducing the
search space of a potentially very large computational study.
Inline with our stated goals, we examined the window of stability of the disordered
micelle regime in Chapter 4. Our results demonstrate that the window of stability
for the disordered micelle regime is bracketed by a lower bound of χNODT,SCFT and
an upper bound of χNODT. From that, we observed a reduced window of stability
for conformationally asymmetric system compared to the conformationally symmetric
case at a relatively high N̄ of 104. The natural extension to this work is to examine
the same system at a lower value of N̄ , say N̄ ∼ 103, where experimental studies are
commonly conducted. As the computational time of MC-FTS increases with decreasing
N̄ , we anticipate that it might be worthwhile to use molecular dynamics calculations
instead, which equilibrate faster at low N̄ . Consistent with the result at compositionally
symmetric diblock copolymer, we expect that χNODT will shift to a even higher value
upon decreasing N̄ from 104 to 103. This will widen the window of stability for the
disordered micelle phase for both conformationally symmetric and asymmetric diblock
copolymer system, perhaps large enough such that we observe the disordered micelle
regime at ε = 3. The corollary to that is we expect to observe the disordered micelle
regime in experimental studies over a broad range of conformational asymmetry.
Our results in Chapter 5 demonstrated the utility of block polymer blends which
produce various stable Frank-Kasper phases that could be predicted by SCFT. We
discovered patterning of the density field reminiscent of molecular orbital theory which
could play a key role in the stabilization of Frank-Kasper phases. One interesting avenue
for future work is to examine if the star-motifs play a role in stabilizing Frank-Kasper
phases or if they are merely a consequence of the selective redistribution of the two
type of chains in the micelle. Another avenue is to test the limit of diblock copoly-
mer blends by computationally searching for other stable Frank-Kasper phases yet to
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be seen in diblock copolymer systems, such as the Z phase, and, in turn, confirming it
experimentally. This will require a full grand canonical ensemble calculation which mul-
tiplicatively increase the computational time. Such study might find synergy when done
in combination with modern data-driven techniques such as particle swarm optimization
and parameter reducing deep learning techniques.
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Figure A.1: Analysis for diblock copolymer-monomer blend at ε = 1.7, χN = 30 for the
dry brush case α = 1, equivalent to those done in the main text for ε = 1.7, χN = 25.
(A) Phase diagram of the diblock copolymer-monomer blend at ε = 1.7 and χN = 30.
The symbols indicate state points for SCFT calculations in the canonical ensemble.
Phase boundaries between these state points were obtained by grand canonical ensemble
calculations. Symbols correspond to bcc (, dark purple), σ (#, light purple), C14
( , green), and C15 (4, blue). Phase boundaries between states were obtained from
grand canonical ensemble calculations. Two-phase regions between ordered states are
indicated by light shading; in many cases, these regions are too narrow to be depicted.
The hashed areas indicate two-phase regions that correspond to equilibrium between an
ordered phase and a disordered phase. (B) Volume fraction of the homopolymer, φH ,
relative to the total volume fraction of A monomers at the center of a micellar particle,
φA + φH , for the dry brush case α = 1. The notation refers to the Wykoff positions
of the particles and the number of faces in the polyhedra. (C) Volume fraction of the
homopolymer, φH , relative to the total volume fraction of A monomers at the center of






Figure A.2: Analysis for diblock copolymer-monomer blend at ε = 1.7, χN = 20,
equivalent to those done in the main text for ε = 1.7, χN = 25. The analysis of bcc
and σ phase here use metastable states; fcc is the stable state but destabilizes as χN
increases. (A) Illustration of the transition from dry brush to wet brush regimes as
the homopolymer molecular weight decreases. (a) Volume fraction of the A monomers
in the bcc phase at φ1 = 0.90 along the [111] direction for α = 1 (red squares) and
α = 7/9 (black circles), where the position is made dimensionless with
√
3a for the
unit-cell parameter a. (b) Ratio of the A-homopolymer to A-block volume fractions
for the conditions in (a). (B) Phase diagram of the diblock copolymer-monomer blend
at ε = 1.7 and χN = 20. The symbols indicate state points for SCFT calculations in
the canonical ensemble. Phase boundaries between these state points were obtained
by grand canonical ensemble calculations. Symbols correspond to fcc (, gray), σ (#,
light purple), C14 ( , green), C15 (4, blue), and hexagonally-packed (hex) cylinders
(N, red). Two-phase regions between ordered states are indicated by light shading.
The hashed areas indicate two-phase regions that correspond to equilibrium between an
ordered phase and a disordered phase. (C) Volume fraction of the homopolymer, φH ,
relative to the total volume fraction of A monomers at the center of a micellar particle,
φA + φH , for the dry brush case α = 1. The notation refers to the Wykoff positions
of the particles and the number of faces in the polyhedra. The inset shows the planar
graph forms of each of the polyhedra. (D) Volume fraction of the homopolymer, φH ,
relative to the total volume fraction of A monomers at the center of a micellar particle,





Figure A.3: Analysis for diblock copolymer-monomer blend at ε = 1 and χN = 25
equivalent to those done in the main text for ε = 1.7, χN = 25. (A) Illustration
of the transition from dry brush to wet brush regimes as the homopolymer molecular
weight decreases. (a) Volume fraction of the A monomers in the bcc phase at φ1 = 0.97
along the [111] direction for α = 1 (red squares), α = 7/9 (black circles), and α = 2/3
(green triangles), where the position is made dimensionless with
√
3a for the unit-
cell parameter a. (b) Ratio of the A-homopolymer to A-block volume fractions for
the conditions in (a). (B) Phase diagram of the diblock copolymer-monomer blend at
ε = 1 and χN = 25. The symbols indicate state points for SCFT calculations in the
canonical ensemble. Phase boundaries between these state points were obtained by
grand canonical ensemble calculations. Symbols correspond to bcc (, dark purple), σ
(#, light purple), C14 ( , green), C15 (4, blue), and hexagonally-packed (hex) cylinders
(N, red). Two-phase regions between ordered states are indicated by light shading. The
hashed areas indicate two-phase regions that correspond to equilibrium between an
ordered phase and a disordered phase. (C) Volume fraction of the homopolymer, φH ,
relative to the total volume fraction of A monomers at the center of a micellar particle,
φA + φH , for the dry brush case α = 1. The notation refers to the Wykoff positions
of the particles and the number of faces in the polyhedra. The inset shows the planar
graph forms of each of the polyhedra. (D) Volume fraction of the homopolymer, φH ,
relative to the total volume fraction of A monomers at the center of a micellar particle,





Figure A.4: Location of micelles are determined through our visualization software.
Shown is the A-monomer isosurface (φ = 0.52) for C14 phase with ε = 1.7, α = 1,
χN = 25, and φ1 = 0.92 with distinct micelles labeled with their center’s fractional
coordinate in three dimensional space (x,y,z) based on the Wykoff positions for C14.




Figure A.5: Location of micelles are determined through our visualization software.
Shown is the A-monomer isosurface (φ = 0.52) for C15 with ε = 1.7, α = 1, χN = 25,
and φ1 = 0.85 with distinct micelles labeled with their center’s fractional coordinate in
three dimensional space (x,y,z) based on the Wykoff positions for C15. The location of






















































Figure A.6: Plot of unit cell dimensions normalized by the root-mean-square end-to-
end length, a/R0 versus the volume fraction of the diblock copolymer, φ1 at different
blending ratios, α for ε = 1.7, χN = 25. Each panel represents the converged unit cell












































Figure A.7: Plot of non-cubic unit cell dimensions normalized by the root-mean-square
end-to-end length, a/R0 or c/R0, versus the volume fraction of the diblock copolymer,
φ1 at different blending ratios, α for ε = 1.7, χN = 25. Each panel represents the





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ε = 1 ε = 3
χN a b c a b c
10 0.71065 -0.14639 0.00692 -0.23557 0.304603 -0.01727
20 -2.84761 0.27661 -0.00958 -7.20269 0.957654 -0.03908
23 -3.74362 0.43130 -0.01358 -7.38918 0.984815 -0.05325
Table B.1: Fitting parameters for Eq. 4.2 for data for χN = 10, 20, 23 and ε = 1, 3 that
minimizes the mean square error.
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χN ε = 1 ε = 3
10 [0.9069 - 5.9469] [1.4623 - 5.3729]
20 [0.9069 - 5.0085] [1.4623 - 5.6636]
23 [0.9069 - 3.4534] [1.0340 - 4.8500]










































Figure B.1: Plot of (F − FBCC)/nkBT versus χN for (a) ε = 1, (b)ε = 3 where the
phases are BCC (black ), FCC (blue  ), σ (green H), Hex (red N), Dis (yellow ). In
most cases, Hex phase exceeds the scale of the plot for most of the range of χN . The
stability of σ phase was only tested for the case of ε = 3.0. The full phase diagram for



















Figure B.2: Example of fitting to Eq. 4.2 of the main text for the full dataset for ε = 3
and χN = 20.
Figure B.3: Snapshot of density field for ε = 1 at χN = 26(left) and χN = 30 (right)
started from the homogeneous initial condition.
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Figure B.4: a) Structure factor and b) Density field for the simulation started from the
ordered initial condition at χN = 26 and ε = 1.
Figure B.5: a) Structure factor and b) Density field for the simulation started from the
ordered initial condition at χN = 26 and ε = 3.
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Figure B.6: a) Structure factor and b) Density field for the simulation started from the



































































Figure B.7: Structure factor for a) ε = 1, χN = 26, started with a homogeneous initial
condition and b) ε = 1, χN = 26, started with an ordered initial condition. The left
column shows the structure factor from averaging the wavevectors corresponding to the
same wavenumber. The right column shows the structure factor without averaging the
wavevectors.
