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Abstract
Let (zk) be a sequence of distinct points in the unit disc D without
limit points there. We are looking for a function a(z) analytic in D and
such that f ′′+a(z)f = 0 possesses a solution having zeros precisely at
the points zk, and the resulting function a(z) has ‘minimal’ growth.
We focus on the case of non-separated sequences (zk) in terms of the
pseudohyperbolic distance when the coefficient a(z) is of zero order,
but supz∈D(1− |z|)p|a(z)| = +∞ for any p > 0. We established a new
estimate for the maximum modulus of a(z) in terms of the functions
nz(t) =
∑
|zk−z|≤t
1 andNz(r) =
∫ r
0
(nz(t)−1)+
t dt. The estimate is sharp
in some sense. The main result relies on a new interpolation theorem.
Keywords: interpolation, unit disc, analytic function, oscillation
of solution, differential equation, prescribed zeros
MathSubjClass: 34C10, 30C15, 30H99, 30J99.
1 Introduction
Let (zn) be a sequence of different complex numbers in the unit disc D = {z :
|z| < 1}, and let U(z, t) = {ζ ∈ C : |ζ − z| < t}. In the sequel, the symbol C
stands for positive constants which depend on the parameters indicated, not
necessarily the same at each occurrence.
The aim of the paper is twofold. On one hand, we are interested in zeros
of solutions of
f ′′ + a(z)f = 0, (1)
where a(z) is an analytic function in D. On the other hand it leads us to
some interpolation problems for corresponding classes of analytic functions
in D.
1
1.1 Oscillation of solution
It was proved by Sˇeda [15] that given a sequence of distinct complex numbers
(zn) with no finite limit points there exists an entire function a(z) such that
the equation (1) has an entire solution f with the zero sequence (zn). This
result was recently generalized for an arbitrary domain G ⊂ C when the
condition f(zn) = 0 is replaced with
f(zk) = bk, (2)
(bn) being an arbitrary sequence [17].
We are interested in description of zero sequences (zn) of solutions of (1)
where a(z) belongs to some growth class. Let A−p be the Banach space of
analytic functions in D with the norm
‖a‖A−p := sup
|z|<1
(1− |z|2)p|a(z)|.
In [10] the authors described behavior of the coefficient when all zero-free
solutions belong to some space. We restrict ourselves to the case when f has
infinitely many zeros is in the focus of the paper.
Let ϕ(z, w) = z−w
1−z¯w
. Let σ(z, w) = |ϕz(w)| denote the pseudohyperbolic
distance in D. A sequence (zn) in the unit disc is called uniformly separated
if
inf
j
∏
n 6=j
σ(zn, zj) > 0.
A positive Borel measure µ is a Carleson measure if and only if there
exists a constant K such that µ(Qδ) ≤ Kδ for any Carleson box
Qδ = {ζ ∈ D : |ζ | ≥ 1− δ, | arg ζ − ϕ| ≤ piδ}.
The following result describes coefficients a(z) such that zero sequence of
a solution (1) is uniformly separated.
Theorem A. A sequence Z in the unit disc is the zero-sequence of a non-
trivial solution of (1) such that |a(z)|2(1−|z|2)3dm(z) is a Carleson measure
if and only if Z is uniformly separated.
The necessity is proved by Gro¨hn, Nicolau, Ra¨ttya¨ in [10]. The sufficiency
is established recently by Gro¨hn in [8].
The following problem was formulated in [12].
Problem. Let (zk) be a sequence of distinct points in D without limit
points there. Find a function a(z), analytic in D such that (1) possesses a
2
solution having zeros precisely at the points zk. Estimate the growth of the
resulting function a(z).
The next result is closely connected to the problem. In order to formulate
it we need more notation. A sequence Z = (zn) in the unit disc is called
separated if infn 6=j σ(zn, zj) > 0. The uniform density of a sequence (zn)
([16]) is defined by
D+(Z) = lim sup
r→1−
sup
z∈D
∑
1
2
<σ(z,zj)<r
log 1
σ(z,zj)
log 1
1−r
.
Theorem B ([8, Theorem 1]). If Z = (zk) is a separated sequence in the
unit disc with D+(Z) < 1 then there exists a ∈ A−2 such that (1) admits a
nontrivial solution that vanishes on Z.
Conversely, if a ∈ A−2 and f is a nontrivial solution of (1) whose zero-
sequence is Z, then Z is separated and contains at most one point if ‖a‖A−2 ≤
1, while D+(Z) ≤ (2pi + 1) C
(1−C)2
, where C =
√
1− 2
√
‖a‖A−2
‖a‖A−2+1
.
Remark 1. The proof of Theorem B uses essentially the interpolation result
by K. Seip. In the first part of Theorem B, Z is a subset of the zero set of
f .
For an analytic function f in D we denote M(r, f) = max{|f(z)| : |z| =
r}, r ∈ (0, 1). Let nζ(t) =
∑
|zk−ζ|≤t
1 be the number of the members of the
sequence (zk) satisfying |zk − ζ | ≤ t. We write
Nζ(r) =
∫ r
0
(nζ(t)− 1)+
t
dt.
Let ψ : [1,+∞)→ R+ be a nondecreasing function. We define
ψ˜(x) =
∫ x
1
ψ(t)
t
dt.
Remark 2. In the case ψ(x) = logp x, p ≥ 0 we get ψ˜(x) = 1
p+1
logp+1 x, and
in the case ψ(x) = xρ, ρ > 0 we have ψ˜(x) = 1
ρ
(xρ − 1).
Let, in addition, ψ have finite order in the sense of Po´lya ([7]), i.e.
ψ(2x) = O(ψ(x)), x→ +∞. (3)
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Theorem C ([3]). Let (zn) be a sequence of distinct complex numbers in D.
Assume that for some nondecreasing unbounded function ψ : [1,+∞) → R+
satisfying (3) we have
∃C > 0 : ∀n ∈ N Nzn
(1− |zn|
2
)
≤ Cψ
( 1
1− |zn|
)
. (4)
Then there exists an analytic function a in D satisfying
∃C > 0 : logM(r, a) ≤ Cψ˜
( 1
1− r
)
, r ∈ (0, 1)
such that (1) possesses a solution f having zeros precisely at the points zk,
k ∈ N.
Corollary D. If for some ρ > 0 a sequence (zk) satisfies the condition
∃C > 0 : Nzk
(1− |zk|
2
)
≤ C
( 1
1− |zk|
)ρ
,
then there exists a function a analytic in D satisfying logM(r, a) = O((1 −
r)−ρ), r ∈ (0, 1) such that possesses a solution f having zeros precisely at the
points zk, k ∈ N.
The following theorem is based on an example due to J. Gro¨hn and J.
Heittokangas [9]. It shows that the statement of the corollary is sharp.
Theorem E. For arbitrary ρ > 0 there exists a sequence of distinct numbers
{zn} in D with the following properties:
i) Nzk
(
1−|zk|
2
)
≤ C
(
1
1−|zk|
)ρ
, k ∈ N;
ii) (zk) cannot be the zero sequence of a solution of (1), where logM(r, a) =
O((1− r)−ρ+ε0) for any ε0 > 0.
In [9] the case when the coefficient a ∈ A−p, p > 2, is considered. Some
other problems on zeros of solutions are considered in a survey [13].
The aforementioned results give a complete solution to the Problem in the
cases when a ∈ A−2 and the order a is finite and positive. In the intermediate
cases, when a is of zero order, but outside of A−2, zero sets of solutions of
(1) is not described completely. The aim of the paper is to fill this gap. In
particular, we improve Theorem C and obtain sharp, in some sense, estimates
of a(z) in terms of the zero distribution of a solution of (1). Our proof relies
on a new interpolation result.
4
1.2 Interpolation in the unit disc
For the space A−n, n > 0, an interpolation set is defined by the condition
that for every sequence (bk) with (bk(1 − |zk|)n) ∈ l∞ there is a function
f ∈ A−n satisfying (2). These sets were described by K. Seip in [16]. Namely,
necessary and sufficient that (zk) be an interpolation set for A−n is that (zn)
be separated, i.e. infj 6=k σ(zk, zj) > 0, and D+(Z) < n.
In 2002 A. Hartmann and X. Massaneda [11] proved that condition
∃δ ∈ (0, 1) ∃C > 0 ∀n ∈ N : Nzn(δ(1− |zn|)) ≤ η
( C
1− |zn|
)
.
is necessary and sufficient for Z to be an interpolation set for a class of growth
functions η containing all power functions. They also describe interpolation
sequences in the unit ball in Cn in the similar situation. Note that the proof
of sufficiency in [11] is based on L2-estimate for the solution to a ∂¯-equation
and is non-constructive.
The following theorem was established in [3]. It gives sufficient conditions
for interpolation sequences in classes of analytic functions of moderate growth
in the unit disc and complements Hartmann and Massaneda’s result when
ψ(t) grows slowly than any power function.
Theorem F. Let (zn) be a sequence of distinct complex numbers in D. As-
sume that for some nondecreasing unbounded function ψ : [1,+∞) → R+
satisfying (3) the condition (4) is valid. Then for any sequence (bn) satisfy-
ing
∃C > 0 : log |bn| ≤ Cψ˜
( 1
1− |zn|
)
, n ∈ N, (5)
there exists an analytic function f in D with the property (2) and
∃C > 0 : logM(r, f) ≤ Cψ˜
( 1
1− r
)
. (6)
The class R consists of functions ψ : [1,+∞) → R+ which are nonde-
creasing, and such that ψ˜(r) = O(ψ(r)) as r → +∞. We note that the
power function xρ, ρ > 0, belongs to R. The previous theorem becomes a
criterion if ψ ∈ R ([3, Theorem 5]).
In 2007 A. Borichev, R. Dhuez and K. Kellay [2] solved an interpolation
problem in classes of functions of arbitrary growth in both the complex plane
and the unit disc. Following [2] let h : [0, 1) → [0,+∞) such that h(0) = 0,
h(r) ↑ ∞ (r → 1−). Denote by Ah and Aph, p > 0 the Banach spaces of
analytic functions on D with the norms
‖f‖h = sup
z∈D
|f(z)|e−h(z) < +∞, ‖f‖h,p =
(∫
D
|f(z)|pe−ph(|z|)dm2(z)
) 1
p
,
5
respectively. We then suppose that h ∈ C3([0, 1)), ρ(r) := (∆h(r))− 12 ց 0,
and ρ′(r)→ 0 as r → 1−, for all K > 0:
ρ(r + x) ∼ ρ(r) for |x| ≤ Kρ(r), r → 1− (7)
provided that Kρ(r) < 1 − r, and either ρ(r)(1 − r)−c increases for some
finite c or ρ′(r) log ρ(r) → 0 as r ↑ 1. Note that these assumptions imply
h(r)/ log 1
1−r
→ +∞ (r → 1−).
Given such an h and a sequence Z = (zk) in D denote by
D+ρ (Z) = lim sup
R→∞
lim sup
|z|→1−
card(Z ∩ U(z, Rρ(z)))
R2
.
Theorem G (Theorem 2.3 [2]). A sequence Z is an interpolation set for
Ah(D) if and only if D+ρ (Z) < 12 and
inf
k 6=n
|zk − zn|
min{ρ(|zk|), ρ(|zn|)} > 0. (8)
The similar description holds for interpolation sets for the classes Aph(D),
p > 0 ([2]).
2 Main results
In this paper we are mostly interested in the case where ψ(r) is a slowly
growing function unbounded with respect to log 1
1−r
as r → 1−, in particular,
ψ 6∈ R. Theorem F seems no longer to be sharp for such functions ψ.
For s = [ρ] + 1, where ρ = ρ∗[ψ], we consider a canonical product of the
form
P (z) = P (z, Z, s) =
∞∏
n=1
E
(1− |zn|2
1− z¯nz , s
)
, (9)
where E(w, 0) = 1−w, E(w, s) = (1−w) exp{w+w2/2+ · · ·+ws/s}, s ∈ N.
This product is an analytic function in D with the zero sequence Z = (zn)
provided
∑
zn∈Z
(1− |zn|)s+1 <∞.
Remark 3. The Po´lya order ρ∗[ψ] ([7]) characterized by the condition that
for any ρ > ρ∗[ψ], we have
ψ(Cx) ≤ Cρψ(x), x, C →∞. (10)
The following result allows to relax the assumption on Nzn(t) in compar-
ison with Theorem F.
6
Theorem 1. Let (zn) be a sequence of distinct complex numbers in D. As-
sume that for some nondecreasing unbounded function ψ : [1,+∞) → R+
satisfying (3) we have that (14) and either
∃C > 0 : ∀n ∈ N Nzn
(1− |zn|
2
)
≤ Cψ˜
( 1
1− |zn|
)
, (11)
or
∀n ∈ N : − log((1− |zn|)|P ′(zn)|) ≤ Cψ˜
( 1
1− |zn|
)
, (12)
or
∀n ∈ N : − log |Bn(zn)| ≤ Cψ˜
( 1
1− |zn|
)
, (13)
holds, where Bn(z) = P (z)/E(
1−|zn|2
1−z¯nz
, s), P is the canonical product defined
by (9), s ≥ [ρ] + 1, where ρ is Poly´a order of ψ. Then for any sequence (bn)
satisfying (5) there exists an analytic function f in D with the properties (2)
and (6).
Hypotheses similar to (12) are frequently used in interpolation problems
(e.g. [1]) The next theorem addresses the problem formulated in the intro-
duction.
Theorem 2. Let conditions of Theorem 1 be satisfied. Then there exists an
analytic function a in D satisfying
∃C > 0 : logM(r, a) ≤ Cψ˜
( 1
1− r
)
, r ∈ (0, 1)
such that (1) possesses a solution f having zeros precisely at the points zk,
k ∈ N.
Corollary 3. If for some ρ > 0 and β > 0 a sequence (zk) satisfies the
conditions
∃C > 0 : nzk
(1− |zk|
2
)
≤ C logβ 1
1− |zk| ,
∃C > 0 : Nzk
(1− |zk|
2
)
≤ C logβ+1 1
1− |zk| ,
then there exists a function a analytic in D and satisfying
logM(r, a) = O
(
logβ+1
1
1− r
)
, r ∈ (0, 1)
such that possesses a solution f having zeros precisely at the points zk, k ∈ N.
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This corollary is sharp in the following sense
Theorem 4. For arbitrary η1, η2 > 0 there exists a sequence of distinct
numbers (zn) in D with the following properties:
i) ∃C > 0 : nzk
(
1−|zk|
2
)
≤ C logη1 1
1−|zk|
, k ∈ N;
ii) ∃C > 0 : Nzk
(
1−|zk|
2
)
≤ C log1+η1+η2 1
1−|zk|
, k ∈ N;
iii) (zk) cannot be the zero sequence of a solution of (1) where logM(r, a) =
O(log1+η 1
1−r
), η < η2.
Since Theorem B effectively uses the notion of the uniform density, one
may ask whether it is possible to use D+ρ density to solve the Problem. The
next theorem gives an estimate of the growth of a(z) under an assumption
in terms of the density introduced by Borichev, Dhuez, and Kellay [2].
Theorem 5. Let h ∈ C2[0, 1) be an increasing function with h(0) = 0 and
such that for ρ(r) = (∆h(r))−
1
2 (7) holds and (1−r)h
′(r)
h(r)
is bounded. Let the
function σ(r) = (1 − r)2/ρ2(r)ր∞ as r ր 1−, and satisfy σ((1 + r)/2) =
O(σ(r)), r ∈ [1/2, 1). Suppose that D+ρ (Z) < ∞ and (8) holds. Then there
exists an analytic function a in D satisfying
∃C > 0 : logM(r, a) ≤ Ch(r), r ∈ (0, 1)
such that (1) possesses a solution f having zeros precisely at the points zk,
k ∈ N.
Remark 4. Note that the assumption (1− r)/ρ(r)→∞ as r → 1− implies
that h(r)/ log 1
1−r
→ ∞ as r → 1−. On the other hand, (1−r)h′(r)
h(r)
provides
that h(r)(1− r)q is bounded for some finite q > 0.
3 Proofs of the results
Proof of Theorem 1. We follow the scheme of the proof of Theorem F from
[3]. It follows from the estimate (14) and [3, Lemma 9] that
∞∑
n=1
∣∣∣1− |zn|2
1− z¯nz
∣∣∣s+1 ≤ C(s)ψ˜( 1
1− |z|
)
, z ∈ D.
The following two lemmas are important in our arguments.
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Lemma H ([3]). For an arbitrary δ ∈ (0, 1), any sequence Z in D satisfying∑
zk∈Z
(1− |zk|)s+1 <∞, s ∈ Z+ there exists a positive constant C(δ, s)
| log |Bk(zk)|+Nzk(δ(1− |zk|))| ≤ C(δ, s)
∞∑
n=1
∣∣∣1− |zn|2
1− z¯nz
∣∣∣s+1, k → +∞.
The next proposition compares some conditions frequently used in inter-
polation problems (cf. [1]).
Lemma I ([3, Proposition 11]). Given a function ψ ∈ R for
∃C > 0 ∀z ∈ D : Nz
(1− |z|
2
)
≤ Cψ
( 1
1− |z|
)
it is necessary and sufficient that
∃C > 0 ∀z ∈ D : nz
(1− |z|
2
)
≤ Cψ
( 1
1− |z|
)
, (14)
and
∀n ∈ N : | log((1− |zn|)|P ′(zn)|)| ≤ Cψ
( 1
1− |zn|
)
, (15)
where P is the canonical product defined by (9), s = [ρ∗] + 1, where ρ∗ is
Polya’s order of ψ.
Lemma H directly implies that under the assumption (14) the conditions
(11) and (13) are equivalent.
Moreover, one has
P ′(zn)(1− |zn|2)
z¯n
= −Bn(zn) exp
{
1 +
1
2
+ · · ·+ 1
s
}
, (16)
which yields equivalence of (15) and (13). Therefore, under assumption (14)
any of the hypotheses (11)–(13) imply the other two. Hence, we may assume
that the conditions (11)–(13) hold. Taking into account [3, Lemma 9], which
gives an upper estimate of a canonical product, and Lemma H we deduce
| log |Bk(zk)|| ≤ C(δ, s)ψ˜
( 1
1− |zk|
)
, k → +∞. (17)
Consider the interpolating function
f(z) =
∞∑
n=1
bn
z − zn
P (z)
P ′(zn)
(1− |zn|2
1− z¯nz
)sn−1
,
9
where is an appropriate increasing sequence of natural numbers (sn) (see [3]).
It is not hard to check that (2) holds.
Simple arguments ([3, p.328]) yield
∣∣∣1− z¯nz
z¯n
P (z)
z − zn
∣∣∣≤ exp{Cψ˜( 1
1− |z|
)}
.
Therefore, using our assumption on (bn) and the above estimates we deduce
|f(z)| =
∣∣∣∣
∞∑
n=1
bn
P (z)(1− z¯nz)
z¯n(z − zn)
z¯n
(1− |zn|2)P ′(zn)
(1− |zn|2
1− z¯nz
)sn∣∣∣∣ ≤
≤
∞∑
n=1
exp
{
Cψ˜
( 1
1− |zn|
)}
exp
{
Cψ˜
( 1
1− |z|
)} 1
|Bn(zn)|
(1− |zn|2
|1− z¯nz|
)sn ≤
≤ exp
{
Cψ˜
( 1
1− |z|
)} ∞∑
n=1
exp
{
Cψ˜
( 1
1− |zn|
)}(1− |zn|2
|1− z¯nz|
)sn
. (18)
The last estimate coincides with inequality (24) from [3], and the end of
the proof are in lines of that from [3, pp. 328–329].
Proof of Theorem 4. Let η1, η2 > 0 be given. Let εn = e
−(n log 3)1+η2 , mn =
[(n log 3)η1 ], n ∈ N. Let (zn,k) be the sequence defined by
zn,k = 1− 3−n + kεn/mn, 0 ≤ k ≤ mn − 1.
Then
nzn,k(t) = mn ≍ logη1
1
1− |zn,k| , εn ≤ t ≤
1− |zn,k|
2
, 0 ≤ k ≤ mn−1, n ∈ N,
and the assertion i) holds.
Further,
∫ 1−|zn,k|
2
εn
(nzn,k(t)− 1)+
t
dt ≍ mn log 1− |zn,k|
2εn
≍ (n log 3)η1+1+η2 , (19)
for 0 ≤ k ≤ mn − 1, n ∈ N. On the other hand, for the same range of n and
k we have
∫ εn
0
(nzn,k(t)− 1)+
t
dt ≤
∫ εn
0
2tmn
εnt
dt = 2mn ≍ (n log 3)η1. (20)
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Combining (19) and (20) we deduce
Nzn,k
(1− |zn,k|
2
)
=
(∫ εn
0
+
∫ 1−|zn,k|
2
εn
)
(nzn,k(t)− 1)+
t
dt ≍ (n log 3)η1+1+η2 ∼
∼ logη1+1+η2 1
1− |zn,k| , 0 ≤ k ≤ mn − 1, n→∞.
Thus, assertion ii) is proved.
To prove assertion iii) we assume on the contrary that there exists a so-
lution f = Beg of (1) having the zero sequence (zn), where B is the Blaschke
product, and such that
logM(r, a) ≤ C0 log1+η 1
1− r , r ∈ [0, 1), (21)
where η2 > η > 0 and C0 is a positive constant. The function ϕ(r) =
exp log1+η 1
1−r
has infinite logarithmic order, that is
lim sup
r→1−
logϕ(r)
log log 1
1−r
=∞.
Using the notation from [4]
σϕ(M1/2(r, a)
1/2(1− r)) := lim sup
r→1−
log(M1/2(r, a)
1/2(1− r))
logϕ(r)
=
= lim sup
r→1−
log
(
1
2pi
∫ 2pi
0
|a(reiθ)| 12 dθ(1− r)
)
log1+η 1
1−r
≤
≤ lim sup
r→1−
1
2
logM(r, a) + log(1− r)
log1+η 1
1−r
≤ lim sup
r→1−
C0
2
log1+η 1
1−r
+ log(1− r)
log1+η 1
1−r
=
C0
2
.
Then by [4, Theorem 1] lim supr→1−
logT (r,f)
logϕ(r)
≤ C0
2
. Hence
log logM(r, f) ≤ log
(
T
(1 + r
2
, f
) 2
1− r
)
≤
≤
(C0
2
+ o(1)
)
logϕ(r) ∼ C0
2
log1+η
1
1− r , r → 1− . (22)
We write Rn = 1 − 2 · 3−n−1 and δ = 14 . Taking into account that
11
nRneiθ
(
1−Rn
4
)
= NRneiθ
(
1−Rn
4
)
= 0, and applying Lemma H we deduce that
ℜg(Rneiθ) ≤ logM(Rn, f) + | log |B(Rneiθ)|| ≤
≤ logM(Rn, f) + C
(1
4
, 1
)∑
j,k
1− |zj,k|2
|1− zj,kRneiθ| ≤
≤ e
(
C0
2
+o(1))
)
log1+η 1
1−Rn + C
(1
4
, 1
) ∑
|zj,k|≤Rn
1 +
1
1− Rn
∑
|zj,k|>Rn
(1− |zj,k|) ≤
≤ exp
{(C0
2
+ o(1)
)
logη
1
1−Rn
}
+O
(
log1+η1
1
1−Rn
)
∼
∼ exp
{(C0
2
+ o(1)
)
logη
1
1− Rn
}
, n→ +∞. (23)
Since ℜg is harmonic, B(r,ℜg) = max{ℜg(reiθ) : θ ∈ [0, 2pi]} is an increasing
function. It follows from (23) and the relation 1−Rn ≍ 1− Rn+1 that
B(r,ℜg) ≤ exp
{(C0
2
+ o(1)
)
log1+η
1
1− r
}
, r → 1− .
The last estimate and Caratheodory’s inequality ([14, Chap.1, §6]) imply
M(r, g) ≤ exp
{(C0
2
+ o(1)
)
log1+η
1
1− r
}
, r → 1− .
Then, applying Cauchy’s integral formula, we obtain
M(r, g′) ≤ C
1− r exp
{(C0
2
+ o(1)
)
log1+η
1
1− r
}
, r ↑ 1,
which yields
logM(r, g′) ≤
(C0
2
+ o(1)
)
log1+η
1
1− r , r → 1− . (24)
We write (cf. [12])
−g′(zn,0) = B
′′(zn,0)
2B′(zn,0)
=
mn−1∑
k=1
1
zn,0 − zn,k
1− |zn,k|2
1− z¯n,kzn,0+
+
∑
j 6=n
mj−1∑
k=0
1
zj,k − zn,0
1− |zj,k|2
1− z¯j,kzn,0 =: I1 + I2. (25)
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It is easy to see that
|I1| ≥ 1
2
mn
εn
mn−1∑
k=1
1
k
≥
≥ C exp
{
logη2+1
1
1− |zn,0|
}
logη1
1
1− |zn,0| log log
1
1− |zn,0| , n→ +∞.
(26)
Then
|I2| ≤
∑
j 6=n
mj−1∑
k=0
1
|zj,k − zn,0|
1− |zj,k|2
|1− z¯j,kzn,0| ≤
≤
n−1∑
j=1
mj−1∑
k=0
4
1− |zj,0| +
∞∑
j=n+1
mj−1∑
k=0
4(1− |zj,k|)
(1− |zn,0|)2 ≤
≤ 4
n−1∑
j=1
3j+1(j log 3)η1 +
4
(1− |zn,0|)2
∞∑
j=n+1
3−j(j log 3)η1 ≤
≤ C3n(n log 3)η1 + C
(1− |zn,0|)2
(n log 3)η1
3n
≤
C logη1 1
1−|zn,0|
1− |zn,0| .
Therefore
|g′(zn,0)| =
∣∣∣ B′′(z2n)
2B′(z2n)
∣∣∣ ≥
≥ C exp
{
logη2+1
1
1− |zn,0|
}
logη1
1
1− |zn,0| log log
1
1− |zn,0| , n→ +∞.
Hence,
logM(|zn,0|, g′) ≥ (1 + o(1)) logη2+1 1
1− |zn,0| , n→ +∞. (27)
This contradicts to (24). The theorem is proved.
Proof of Theorem 5. Let D+ρ (Z) < D < ∞. It follows from the definition
of D+ρ (Z) that under the assumption of Theorem G that there exist R0 > 0
and r0 ∈ (0, 1) such that nz(Rρ(z)) < DR2, R > R0 and |z| ∈ (r0, 1). Sepa-
ration condition (8) and the property (7) imply that each disk U(z, ρ(z)/3)
contains at most one point zk, and there exists a constant D1 ≥ D such that
nz(Rρ(z)) ≤ D1R2 for 0 < R ≤ R0 and |z| ∈ (r1, 1) for some r1 ∈ (r0, 1).
Therefore
nz
(
Rρ(z)
)
< D1R
2, R > 0, |z| ∈ (r1, 1). (28)
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The last estimate directly implies
nz
(1− |z|
2
)
≤ D1
4
(1− |z|)2
ρ2(z)
=
D1
4
(1− |z|)2∆h(r), |z| = r ∈ (r1, 1).
We write ψ(t) = t−2∆h(r)
∣∣∣
r=1−t−1
. It follows from the definition of σ(r) that
ψ is a nondecreasing function on [1,∞) and ψ(2t) = O(ψ(t)), t ≥ 2. Let us
estimate ψ˜(T ) =
∫ T
1
ψ(t)
t
dt. We have
ψ˜(T ) =
∫ T
1
∆h(r)
∣∣∣
r=1−t−1
t3
dt =
∫ 1−T−1
0
(1− r)∆h(r) dr =
=
∫ 1−T−1
0
(1− r)(rh
′(r))′
r
dr =
= (1− r)h′(r)
∣∣∣1−T−1
0
+
∫ 1−T−1
0
h′(r)
r
dr ≤
≤ h
′(1− T−1)
T
+ 2h(1− T−1), T ≥ 2.
Since h
′(r)
h(r)
= O((1− r)−1), r → 1−, we deduce that
ψ˜
( 1
1− r
)
= O
(
h(r)
)
, r → 1− .
We then estimate Nzk(t) for t ≤ (1 − |zk|)/2. Using the separation con-
dition (8) and estimate (28) we deduce
Nzk((1− |zk|)/2) =
∫ (1−|zk|)/2
0
(nζ(t)− 1)+
t
dt ≤
∫ (1−|zk|)/2
ρ(zk)/2
nζ(t)
t
dt =
=
∫ (1−|zk|)/(2ρ(zk))
1/2
nζ(ρ(zk)τ)
τ
dτ ≤
∫ (1−|zk|)/(2ρ(zk))
1/2
D1τdτ ≤
≤ D1
8
(1− |zk|)2
ρ2(zk)
=
1
2
ψ
( 1
1− r
)
.
Since nz(
1−|z|
2
) = O(ψ( 1
1−|z|
)), |z| ∈ (r1, 1), applying Lemma 9 from [3] we
get the following estimate of the canonical product
log |P (z)| ≤ Cψ˜
( 1
1− |z|
)
≤ Ch(|z|). (29)
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Any analytic function f in D with the zero sequence Z = (zk) can be
written in the form f(z) = P (z)eg(z), where g is analytic in D. If f is a
solution of (1), then
P ′′ + 2P ′g′ + (g′2 + g′′ + a)P = 0, (30)
and, consequently
g′(zk) = − P
′′(zk)
2P ′(zk)
=: bk, k ∈ N. (31)
Therefore, in order to find a solution of (1) with the zero sequence Z we
have to find an analytic function h = g′ solving the interpolation problem
h(zk) = bk, k ∈ N. Using Cauchy’s integral theorem and (29) we deduce
|P ′′(zk)| ≤ 8
(1− |zk|)2 max|z|= 1+|zk|
2
|P (z)| ≤ 8
(1− |zk|)2 e
Cψ˜( 2
1−|zk |
)
.
On the other hand, (16) and (17) imply (cf. (15)) that
1
|P ′(zk)| ≤ (1− |zk|)e
Cψ˜( 1
1−|zk|
)
.
Hence
|bk| =
∣∣∣ P ′′(zk)
2P ′(zk)
∣∣∣ ≤ 4
1− |zk|e
Cψ˜( 1
1−|zk|
)
=
= e
Cψ˜( 2
1−|zk|
)+log 4
1−|zk| ≤ eCψ˜( 11−|zk | ), k ∈ N,
because ψ˜(t)/ log t→ +∞ (t→ +∞). Since the assumptions of Theorem F
are satisfied, there exists a function h analytic in D such that h(zk) = bk and
logM(r, h) ≤ Cψ˜( 1
1−r
), r → 1−, i.e. logM(r, g′) ≤ Cψ˜( 1
1−r
), r → 1−.
Then, applying Cauchy’s integral theorem once more, we get that
M(r, g′′) ≤ 2
1− rM
(1 + r
2
, g′
)
≤ eCψ˜( 11−r ), r → 1− .
From (30) we obtain
|a(z)| ≤
∣∣∣P ′′(z)
P (z)
∣∣∣+ 2|g′(z)|∣∣∣P ′(z)
P (z)
∣∣∣+ |g′(z)|2 + |g′′(z)|.
It follows from results of [5] (or [6]) that for any δ > 0 there exists a set
Eδ ⊂ [0, 1) such that
max
{ |P ′′(z)|
|P (z)| ,
|P ′(z)|
|P (z)|
}
≤ 1
(1− |z|)q , |z| ∈ [0, 1) \ Eδ,
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where q ∈ (0,+∞), and m1(Eδ ∩ [r, 1)) ≤ δ(1− r) as r ↑ 1. Thus,
|a(z)| ≤ eC˜ψ˜( 11−|z| ), |z| ∈ [0, 1) \ E. (32)
Since M(r, a) increases, condition (3) and Lemma 4.1 from [6] imply that
inequality (32) holds for all z ∈ D for an appropriate choice of C˜.
Remark 5. Though the hypotheses of Theorem 5 are similar to those of
Theorem G we do not use the interpolating function constructed in [2]. We
need an interpolating function f to have the property f(z) ≍ dist(z, Zf )p(z),
where Zf is the zero set of F , p(z) some nonvanishing continuous function
in D. But it seems that it is not the case.
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