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We propose a hybrid quantum-classical algorithm for approximating the ground state and ground
state energy of a Hamiltonian. Once the Ansatz has been decided, the quantum part of the algo-
rithm involves the calculation of two overlap matrices. The output from the quantum part of the
algorithm is utilized as input for the classical computer. The classical part of the algorithm is a
quadratically constrained quadratic program with a single quadratic equality constraint. Unlike the
variational quantum eigensolver algorithm, our algorithm does not have any classical-quantum feed-
back loop. Using convex relaxation techniques, we provide an efficiently computable lower bound
to the classical optimization program. Furthermore, using results from Bar-On et al. (Journal of
Optimization Theory and Applications, 82(2):379–386, 1994 ), we provide a sufficient condition for
a local minimum to be a global minimum. A solver can use such a condition as a stopping criterion.
Introduction.—Most of the available quantum comput-
ers have at most 50− 70 noisy qubits and nobody knows
whether it is possible to utilise these noisy intermediate-
scale quantum (NISQ) [1] devices to solve any problem of
practical relevance. A recent experiment by researchers
at Google has, however, indicated the ability of these de-
vices to execute computation beyond the capability of
any available powerful classical computer [2]. An impor-
tant question is how such breakthroughs can be trans-
lated into quantum advantages for practical use-cases.
To harness the potential of NISQ era quantum comput-
ers, hybrid quantum-classical variational algorithms have
been suggested in recent years [3–7]. These algorithms
operate via adaptive feedback control of the quantum de-
vice with the objective function encoding the solution of
the corresponding computational problem. These algo-
rithms are referred to as variational quantum algorithms
(VQA). Some of the canonical examples of VQAs are
variational quantum eigensolver (VQE) [3–5] and quan-
tum approximate optimization algorithm (QAOA) [6, 7].
The aforementioned algorithms employ classical optimiz-
ers to update the parameters in a parametric quantum
circuit while utilizing the quantum computer to evaluate
the objective function or its gradient efficiently. These
algorithms are considered the best hope for a near-term
quantum advantage. The training of the parameters of
the parametric quantum circuit for these algorithms, in
general, can be exceptionally challenging. The appear-
ance of the vanishing gradient problem (also referred to as
barren plateau problem) as the quantum hardware noise
or circuit depth increases, has led to valid concerns re-
garding the future of these algorithms [8–12]. Moreover,
the training landscape, in general, does not correspond to
any well-charactrized optimization program, thus making
their investigation difficult. Due to the aforementioned
reasons, the pursuit of alternatives becomes pertinent.
In this Letter, we propose a hybrid classical-quantum
algorithm for estimating the ground state of Hamilto-
nians. Unlike VQE, our algorithm does not mandate
tuning of parameters of a quantum circuit. Moreover,
there is no classical-quantum feedback loop. Our algo-
rithm proceeds in three stages, which we discuss infor-
mally now. The first step involves the selection of a
sufficiently expressible Ansatz. The second step corre-
sponds to the evaluation of specific matrix elements on a
quantum computer. We assume that the quantum com-
puter can estimate the aforementioned matrix elements
efficiently. After the second step, the job of the quan-
tum computer is over. The result from the second step
serves as input to the final step. The third step of our
algorithm is a classical optimization, which is a quadrati-
cally constrained quadratic program (QCQP) with single
quadratic equality constraint.
Using convex relaxation techniques such as Lagrangian
relaxation and semidefinite relaxation, we provide effi-
ciently computable lower bounds to the classical opti-
mization program. We also provide a sufficient condition
for a local minimum to be a global minimum, which can
be used by a solver as a stopping criterion. We refer to
our algorithm as quantum assisted eigensolver (QAE).
There has been a comprehensive study of QCQPs in the
non-convex optimization literature [13–15] and one can
hope to utilize many of the existing results from the afore-
mentioned community to prove theoretical guarantees for
our algorithm. Our algorithm has connections with Ritz
method, which is used to find an approximate solution
for boundary value problems. We believe that studying
the connections in detail will lead to improvements to our
algorithm. Recently, many algorithms based on overlap
matrix computation have been suggested in the litera-
ture to estimate the ground state of Hamiltonians [16–
24]. The second step of our algorithm could be improved
based on ideas from the aforementioned references.
Set-up—We assume that the Hamiltonian H is a linear
combination of unitaries,
H =
n∑
i=1
βiUi, (1)
where Ui ∈ SU
(
2N
)
, n ∈ N, and βi ∈ C for i ∈
{1, 2, · · · , n}. Our goal is to calculate an approximation
to the ground state and ground state energy for H. Let
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2us consider a set of m quantum states {|φj〉}mj=1 such
that 〈φj |φk〉 6= 1 for j 6= k and |φj〉 = Vj |0⊗N 〉, for some
efficiently implementable unitary Vj ∈ SU
(
2N
)
. Our
Ansatz for approximating the ground state is
|ψ (α)〉 =
m∑
i=1
αj |φj〉, (2)
for α ∈ Cm. The task remains to find a suitable αˆ ∈
Cm which minimises the expectation value of H for the
Ansatz in 2.
Formulating the Optimization Problem—The expecta-
tion value of the Hamiltonian in 1 for the Ansatz in 2
can be expressed as
〈H (α)〉 =
∑
i,j,k
βiαj〈φj |Ui|φk〉αk. (3)
Using the notation Djk ≡
∑
i βi〈φj |Ui|φk〉, we get
〈H (α)〉 =
∑
j,k
αjDj,kαk
= αTDα. (4)
The requirement on the Ansatz in 2 to be a valid quantum
state implies ∑
j,k
αj〈φj |φk〉αk = 1. (5)
Using the notation Ej,k ≡ 〈φj |φk〉, we get∑
j,k
αjEj,kαk = 1. (6)
In compact notation, the above contraint can be re-
written as
αTEα = 1. (7)
Combining 4 and 7, we get the following final optimiza-
tion program, which we denote by P1.
minimize αTDα
subject to αTEα = 1 (8)
The above program P1 is a quadratic optimization prob-
lem with a single quadratic equality constraint. Further-
more, it is straightforward to see that matrix E is always
a positive semidefinite matrix. The matrix D is positive
semidefinite (PSD) whenever the Hamiltonian H in 1 is
guaranteed to be PSD.
The Hybrid Quantum-Classical Algorithm—For a given
Hamiltonian (of form 1) the QAE algorithm involves
three steps:
Quantum Assisted Eigensolver
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FIG. 1. The QAE algorithm involves three steps. The
first step corresponds to selecting an efficiently preparable
Ansatz. The second step concerns the calculation of matrices
D and E, where the elements of the matrices are of the form
〈0⊗N |U |0⊗N 〉 for some unitary U ∈ SU (2N) . After step 2,
we do not require the quantum computer. The third step is
an optimization program (more precisely a QCQP), which is
executed on a classical computer.
1. Selection of an Ansatz,
2. Calculation of the overlap matrices (D and E) on
a quantum computer, and
3. Execution of the corresponding QCQP on a classi-
cal computer.
Note that step 1 is crucial and heavily determines the
success of the QAE algorithm. Our algorithm demands
the Ansatz to be a linear combination of quantum states
{|φj〉}mj=1 such that 〈φj |φk〉 6= 1 for j 6= k and |φj〉 =
Vj |0⊗N 〉 for some efficiently implementable unitary Vj .
Step 2 involves the computation of the overlap matri-
ces (D and E). The computation of matrix elements of
the form 〈0⊗N |U |0⊗N 〉 (where U is some unitary ma-
trix) will furnish the overlap matrices We assume that
the quantum computer can efiiciently compute the afore-
mentioned matrices for the given Hamiltonian and the
choice of Ansatz.
Step 3 corresponds to a QCQP with input matrices of
size m × m. Note that the matrices D and E can be,
in general, complex Hermitian. The combination coef-
ficients α also in general belong to Cm. However, one
can always map the program P1 with complex variables
to a program with real variables, by creating a mapping
from Cm to R2m. We discuss one such mapping in the
Appendix. Thus, for the discussion in the main text,
without loss of generality, we will assume D and E to be
real symmetric matrices, and α ∈ Rm. We discuss the
details of step 3 in the follow-up paragraphs. See Figure
1 for a visual synopsis of the QAE algorithm. If a given
choice of Ansatz does not produce the desired accuracy,
one needs to revisit step 1.
Analysing the Classical Optimization—The objective
function in P1 is convex whenever D is PSD. The
3quadratic equality in the constraint, however, renders
the optimization program P1 non-convex. Using the La-
grange multiplier λ for the constraint αTEα = 1, we
define the following Lagrangian L : Rm × R→ R,
L (α, λ) = αTDα+ λ (αTEα− 1) . (9)
The first order condition for the optimality of P1 are
∂L
∂λ
= 0 =⇒ αTEα = 1, (10)
and
∂L
∂α
= 0 =⇒ (D + λE)α = 0. (11)
Using conditions 10 and 11, we get
αTDα+ λ = 0. (12)
Using the tangent plane T =
{
y : yTEα = 0
}
and H =
D + λE, the second order conditions for optimality are
given by
yTHy ≥ 0 ∀y ∈ T. (13)
Theorem 1. Given a tuple (α, λ) that is local minimum
and satisfies H ≥ 0 yields the global minimum of the
program P1 in 8.
Proof. The proof trivially follows from proposition 1 in
[14] and has been deferred to Appendix.
The aforementioned theorem provides a sufficient con-
dition for a given local minimum to be global minimum.
Such a condition can be used by a solver for P1 to provide
a stopping criterion.
Convex Relaxations—Lower bounds on the optimal value
of the nonconvex optimization program P1 can be pro-
vided by convex relaxation techniques for quadratically
constrained quadratic programs (QCQP). Minimizing
over α for the Lagrangian in 9, we get the follwing dual
function,
g (λ) = inf L (α, λ)
= −λ if (D + λE) < 0 (14)
and is unbounded otherwise. Using the dual function
g (λ) , we can construct the following dual of P1:
maximize λ
subject to D − λE < 0, (15)
We will denote the above dual program in 15 as D1. Note
that D1 is a semidefinite program (SDP) and hence can
be solved efficiently on a classical computer [13]. Instead
of Lagrangian relaxation (which turns out to be an SDP),
one can also have a direct SDP relaxation (see Appendix).
The aforementioned convex relaxation methods though
provide a lower bound efficiently, the optimal points in
the convex relaxed program may not be feasible. How-
ever, there exists sampling and convex-restriction based
techniques in the optimization theory literature, which
provide good feasible points [15].
A Toy Example—We explain the implementation of our
QAE algorithm by providing a toy example. We con-
sider the task of finding the ground state of the Hydrogen
molecule (H2). The Hamiltonian for H2 can be repres-
nted using two qubits as
H = a (Z ⊗ I + I ⊗ Z) + b (X ⊗X) , (16)
where a = 0.4 and b = 0.2 [25, 26]. The symbols X and
Z denote Pauli X and Pauli Z matrices. Our first step is
to select a set of efficiently preparable quantum states to
create the Ansatz (see 2). This step is crucial and will
determine the expressibility of the Ansatz. For the sake
of explanation, we choose |1, 1〉,|+,−〉 and |−,+〉. For
real coefficients αi for i ∈ {1, 2, 3} , the Ansatz is given
by
|ψ (α)〉 = α1|1, 1〉+ α2|+,−〉+ α3|−,+〉. (17)
The expectation value of the Hydrogen molecule Hamil-
tonian in 16 for the Ansatz in 17 can be written as αTDα
(see 4). The normalization constraint for the Ansatz can
be written as αTEα = 1(see 7). For our toy example
(with a = 0.4 and b = 0.2), we have
D =
 −0.8 0.5 0.50.5 −0.2 0
0.5 0 −0.2
 (18)
and
E =
 1 −0.5 −0.5−0.5 1 0
−0.5 0 1
 . (19)
Now the task remains to solve the optimization pro-
gram, which has to be done on a classical computer.
Since, in our case, the Ansatz coefficients
(
α ∈ R3)
and the input matrices (D and E) are already real,
no realification is required. Solving the QCQP gives
α = [−0.87033111, 0.1221769, 0.1221776]T . The corre-
sponding ground state energy is −0.824621, which is close
to the true ground state energy up to six digits after
decimal. Note that the success of the algorithm heavily
depends on the Ansatz and a bad Ansatz can give a poor
result.
Discussion and Open Problems—In this work, we pro-
posed a hybrid quantum-classical algorithm to approx-
imate the ground state and ground state energy of a
4Hamiltonian of form 1 via an Ansatz of form 2. Our
algorithm proceeds in three steps. The first step involves
selecting a set of efficiently preparable quantum states.
The choice of Ansatz heavily decides the proximity of
the final output to the correct value. Our algorithm re-
quires the Ansatz to be a linear combination of efficiently
preparable distinct quantum states. In future, it would
be interesting to develop systematic as well as heuris-
tic algorithms to provide sufficiently expressible Ansatz
which are compatible with our algorithm. The second
step involves the computation of matrix elements of the
form 〈0⊗N |U |0⊗N 〉 for some unitary U . Note that the
aforementioned matrix elements can have complex val-
ues and a straightforward execution of the unitary U on
a circuit initialized in |0⊗N 〉, followed by measurement in
the computational basis will kill all the phase informa-
tion. One popolar approach to calculate 〈0⊗N |U |0⊗N 〉 is
the Hadamard test, which involves controlled-unitaries.
Since implementing controlled-unitaries is challenging,
one needs to devise alternative methods. Ideas from [27]
could be a good starting point to proceed in the afore-
mentioned direction. Once the matrix elements have
been computed, the role of the quantum computer in
the algorithm is over. Unlike VQEs, there is no feedback
loop between the classical and quantum computer. The
output from the first step is used to provide input matri-
ces (D and E) for the second step of the algorithm. The
third step corresponds to a non-convex optimization pro-
gram (QCQP) with input matrices of size m×m. Using
standard techniques in optimization theory, we provided
a convex relaxation to the problem, which can be used to
efficiently compute a lower bound. Note that the afore-
mentioned lower bound corresponds to the lower bound
for the given choice of Ansatz. The optimal points in
the convex relaxed program may not be a feasible point.
However, one can use sampling and convex-restriction
based techniques in the optimization theory literature to
find good enough feasible points [15]. Furthermore, we
discussed the sufficient condition for a local minimum
to be a global minimum. There has been a thorough
study of QCQPs in the non-convex optimization litera-
ture, and one can hope to use many of the existing results
for QCPQs to prove theoretical guarantees for our algo-
rithm. The noise in the quantum system can affect the
computation of D and E matrices on a quantum com-
puter. In future, it would be interesting to study the
effect of noise on our algorithm. To comprehend the po-
tential of our algorithm, it would be interesting to deliver
theoretical guarantees using tools from complexity the-
ory. In recent years, a series of results have been supplied
in the VQE and QAOA set-up where the key idea has
been to map the problem to finding the ground state of a
Hamiltonian [6, 28, 29]. It would be interesting to study
these problems in our set-up. We hope that such studies
can lead to the demonstration of quantum advantage for
useful problems on NISQ devices.
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Inequality Representation
The equality constraint in P1 can also be rewritten as
two inequality constraints. In terms of inequality con-
straints, the program P1 becomes:
minimize αTDα
subject to αTEα− 1 ≤ 0, (20)
αT (−E)α+ 1 ≤ 0.
We denote the above QCQP by P2.
Semidefinite Relaxation
In the main text, we discussed the Lagrangian relax-
ation of the QCQP in 8 i.e., P1. However, one can also
have a direct convex relaxation using SDP. The SDP re-
laxation of program in 8 can be written as
minimize Tr (XD)
subject to Tr (XE) = 1, (21)
[
X x
xT 1
]
< 0,
X ∈ Sm×m, x ∈ R1×m.
Here X is a symmetric matrix of size m ×m and x is a
row vector of size 1×m.
Realification
The idea of realification is to create a mapping from Cn
to R2n. The crux of the idea is the following real matrix
representation for 1 and i,
1↔
[
1 0
0 1
]
≡ I (22)
and
i↔
[
0 −1
1 0
]
≡ I. (23)
It can be seen that I2 = −I,which mimics i2 = −1. Using
the mappings in 22 and 23, one can obtain the following
representation with a double-sided implication on posi-
tivity,
M < 0 ⇐⇒
[
MR −MI
MI MR
]
< 0, (24)
where MR and MI are the real and imaginary part of the
Hermitian matrix M = MR+ iMI . The representation in
24 works even if the matrix M is not PSD. For a quan-
tum state |ψ〉 = |ψR〉 + i|ψI〉, with real part |ψR〉 and
imaginary part |ψI〉, one can use the following represen-
tation,
|ψ〉 ↔
[ |ψR〉 −|ψI〉
|ψI〉 |ψR〉
]
. (25)
Using the aforementioned representations for quantum
state and Hermitian operator, we obtain the following
expression for the expectation values,
〈ψ|M |ψ〉 = [ 〈ψR| 〈ψI | ] [ MR −MIMI MR
] [ |ψR〉
|ψI〉
]
. (26)
Since the matrices D and E in 8 are Hermitian, the above
realification works.
Local and Global Optimality
Theorem 2. Given a tuple (α, λ) that is local minimum
and satisfies H ≥ 0 yields the global minimum of the
program P1 in 8.
Proof. Suppose there exists a tuple
(
α˜, λ˜
)
which satisfies
the first and second order conditions and results in H ≥
0, and achieves a lower minimum as compared to (α, λ)
i.e,
αTDα > α˜TDα˜. (27)
Since
(
α˜, λ˜
)
satisfies the first order conditions and (α, λ)
results in H ≥ 0, we have the following,
α˜T (D + λE) α˜ ≥ 0,
=⇒ α˜TDα˜ ≥ −λα˜Eα
=⇒ α˜TDα˜ ≥ −λ
=⇒ α˜TDα˜ ≥ αTDα. (28)
6The expression in 28 violates our assumption i.e., expres-
sion in 27. To complete the proof, we need to show that
for the tuples (α1, λ1) and (α2, λ2) that satisfy the first
and second order conditions and result in H ≥ 0,the as-
sociated objective values are same. Since D + λ1E ≥ 0,
we have
α2 (D + λ1E)α2 ≥ 0
=⇒ α2Dα2 ≥ −λ1
=⇒ α2Dα2 ≥ α1Dα1. (29)
Similarly D + λ2E ≥ 0 implies
α1Dα1 ≥ α2Dα2. (30)
From 29 and 30, we have
α1Dα1 = α2Dα2.
