Many data analysis and knowledge mining tasks require a basic understanding of the content of a dataset prior to any data access. In this demo, we showcase how data descriptions-a set of compact, readable and insightful formulas of boolean predicates-can be used to guide users in understanding datasets. Finding the best description for a dataset is, unfortunately, both computationally hard and task-specific. This demo shows that not only we can generate descriptions at interactive speed, but also that diverse user needs-from anomaly detection to data exploration-can be accommodated through a user-driven process exploiting dynamic programming in concert with a set of heuristics.
INTRODUCTION
Industry and research communities have always had the prerogative to develop easy-to-use and interactive mechanisms for data management and analysis. This problem is nowadays exacerbated to accommodate the many data enthusiasts who might not always be database-savvy and need to perform data-related activities. For instance, when conducting a data-driven task, an analyst spends a significant amount of time for searching meaningful data sources within the data lake of her organization or on the Web. At best, she is supported by portals like Kaggle 1 , DataHub 2 , Google Public Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019, Beijing, China © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6976-3/19/11. . . $15.00 https://doi.org/10.1145/3357384.3357849 Data Explorer 3 or government data (e.g., data.gov). These platforms offer a simple metadata page with basic statistics and categorization of attributes. This is clearly not enough to attest the value of data and to understand the interrelationships among features. Long operations have to be implemented to explore data further. The aim of this demo is to showcase how (data) descriptions can be useful in making a (large) set of data understandable at a glance by a human user. A description is a compact, readable and insightful structure formed by predicates that apply to the target dataset. Predicates are often more informative than single tuples and, for this reason, are used extensively in explanation systems [1-3, 5, 6] . Running Example. Consider the Mushroom dataset of Table 1 containing an excerpt from the UCI Mushroom Dataset 4 . Each record represents a mushroom with a list of characteristics (Cap-Shape, Cap-Surface, Odor, and Gill-color) and a Class (indicating whether a mushroom is edible or poisonous). For the sake of brevity, we associate the short labels C, Sh, Su, O and G to the attributes following the order of appearance in Table 1 .
Assume now a user who needs support for data analysis on Mushroom. Instead of directly writing data exploration code within a notebook session, or using task-specific tools (e.g., model explainers [2] or data explorers [1] ), she can start her exploration with the computation of descriptions. Indeed, data descriptions are generic inasmuch as they are able to concisely represent any arbitrary set of data tuples. Example 1. A naive description D 0 for Mushroom consists of the set of tuples themselves. Each tuple in D 0 is a set of attribute-value pairs. For instance, a description for t 1 is {C = edible, Sh = convex, Su = grooves, O = anise, G = black}, whereby D 0 includes such description and all the analogously formed descriptions for the tuples t 2 , . . . , t 8 . D 0 is verbose and arguably does not help in understanding the content of Mushroom. Desirably, when a user asks for a description, she wants an outline of the dataset that is both easy to read and understandable despite the loss of information due to summarization. Example 2. D 1 of Figure 1 is a description conjoining a list of predicates, each characterizing an attribute of the dataset with the related set of values. D 1 is more concise than D 0 since it removes duplicates at the expense of the possibility of reconstructing the original tuples. Dataset partitioning. Attributes of a dataset carry different degrees of relevance for users interested in gleaning insights from data. For example, a user may be interested in understanding when a specific attribute, e.g., the Class, assumes certain values. For this reason, it is more convenient to see the dataset Mushroom partitioned by Class instead of a monolithic entity. Following this intuition, we think of a dataset as the composition of different groups of related tuples. We let the user specify how the dataset has to be partitioned, and we associate a d-formula, i.e., a conjunction of predicates, to describe each partition in the dataset. The set of d-formulas is the final description for the dataset. Task-specific Descriptions through data Coverage. Data explanation is conducted for different purposes. In some cases, a general overview of the dataset is just enough for the user, and infrequent values can be ignored. Often, instead, there are users who are interested in finding outliers. We can accommodate multi-faceted goals of data explanation by allowing users to interactively change the coverage of the expected descriptions, intended as the percentage of the total number of tuples that are true for the description.
Example 4. Let us imagine a user who wants to know which are the main features of edible and poisonous mushrooms. Initially, she sets a high coverage to get a better picture and she obtains D 2 of Figure 1 where edible mushrooms are described according to their Cap-Shape and poisonous according to their Odor. She then decides to dig deeper by lowering the coverage, and she finds that only one edible mushroom has a brown Gill-color and one poisonous has a pink Gill-color (D 3 ). Finally, she wants to know in which way the mushroom attributes are related to the Gill-color and she obtains D 5 .
User-driven Quality Measures. We realize that it is not possible to define a unique way to assess the goodness of descriptions since (1) descriptions address different use cases that have their own relevance criteria, and (2) the quality is, in this context, subjective, e.g., a prolix description can be both suitable for a user and poor for another one. We embrace a user-driven approach whereby qualitative preferences are employed in the process of generating descriptions. Therefore (1) we define a series of dimensions that characterize the descriptions; (2) we let the users indicate their preferential value for these dimensions; and (3) we take into account the user's preferences in the scoring and ranking of the final descriptions (Section 2.3). Taking into account user preferences is a key differentiator from traditional machine learning approaches based exclusively on dataset features.
We identified three dimensions for characterizing the quality of a description D from a user perspective: coverage (introduced previously); degree, informally defined as the average number of attributes in a description's d-formulas; and diversity: the fraction of distinct attributes present in a description over the total number of attributes in the dataset. Table 1 in its entirety. The descriptions' degree is the same, since they involve the same number of unique attributes, whereas D 2 has higher diversity than D 4 because the former involves an overall higher number of different attributes.
Interactive Performance. While generating a description per se is relatively easy, the problem of generating all descriptions is exponential whereby searching for the "best description" becomes a challenging task. For accommodating the exploratory use cases we are targeting to, good descriptions must be rendered at interactive speed. To solve this second challenge, we use a set of heuristics, in concert with a dynamic programming-approach for generating and ranking the top-k descriptions.
THE APPROACH
The description generation process is interactive: users can specify their preference parameters-namely coverage, degree and diversity-and the system generates the best description according to these preferences. The user can repeatedly vary the preferences and generate further descriptions until the explanation need is fulfilled. Figure 2 illustrates the 5 steps driving the user in the generation process of descriptions. First of all, the user starts the process by selecting the dataset from our catalogue or by uploading a new dataset (➊). Once the dataset is selected, the user can specify the attributes of interest that must be considered by the system when generating the descriptions (➋, by default all attributes are used). Next, the user is guided through the UI into the 3 major phases in which the actual descriptions are generated. In the first phase (➌), the input dataset is partitioned such that the tuples that are expected to be described together reside in the same group. The interface currently accepts two different types of data partitioning: user-driven and data-driven. When the partitioning process is complete, users can introspect the partitions and get insights such as how many groups were generated or the number of tuples in each partition. Data partitioning is detailed in Section 2.1.
The generation of the d-formulas (conjunction of predicates, i.e., D 2 in Figure 2 has 2 d-formulas; 3 in D 5 ) happens during the second phase (➍). For each partition, the number of possible d-formulas is exponential over the number of attributes' values. Generating all possible d-formulas is, therefore, prohibitively expensive. As explained in Section 2.2, we adopt a heuristic procedure that allows us to prune d-formulas that are less relevant for the task at hand. In the last phase (➎), the actual descriptions are computed by combining d-formulas over different partitions. Intuitively, we assemble the top-k descriptions that minimize the scoring function from the generated d-formulas. This problem can be solved with a dynamic programming approach: in Section 2.3 we will employ a variant of the Viterbi Algorithm called LVA [4] (a.k.a. List Viterbi), although any other algorithm of the same type can be used.
User preferences are used for generating d-formulas (phase 2) and descriptions (phase 3). In both phases, the user can refine the quality measures for further investigation. Moreover, we complement the generation process with a set of validation metrics that can be used to get additional insights into the process.
Building partitions
The first phase of our technique splits the input dataset into partitions. Since partitions are described separately, it is desirable to create them such that similar tuples are grouped together. Users interact with the system in two different modes: user-driven and data-driven. The user-driven mode is useful when the task is to profile data over some feature of interest. The data-driven mode is instead more suited for cases where a user has little knowledge of the dataset, and the partitions are created in a fully-automated fashion via a clustering algorithm.
In user-driven mode, we create a partition for every distinct value of the projection over a non-empty set of user-provided attributes. In this case, the procedure applies a SQL's group-by operator over the pivotal attributes specified by the user. For example, the Mushroom dataset of Table 1 can be partitioned over the Class attribute: this generates 2 partitions with 4 tuples each. In data-driven mode, the partitioning logic ensues from the application of a clustering algorithm. In our implementation we used k-means; however, any clustering algorithm can be used.
Building d-formulas
In the second phase, we build all feasible and relevant d-formulas for each partition. The number of candidate predicates for each partition depends on the size of the active domain of the attributes in the partition. Therefore, the complexity of this phase
is the number of partitions and |adom p (a)| is the aforementioned size. Given the complexity for generating all possible d-formulas, we follow a heuristic process that generates the most relevant candidate d-formulas only. We adopt two heuristics, one for pruning prolix d-formulas, and one for pruning d-formulas and predicates with undesirable selectivity.
Heuristic 1 -pruning prolix d-formulas.
A low degree is specified when the user prefers a small number of predicates and, conversely, a high degree is for users who prefer descriptions with wide d-formulas. We push the degree intent of the users into the process of building d-formulas in order to early-prune d-formulas that do not meet such a requirement. This limits the number of predicates to evaluate, and it improves the efficiency of the process.
Heuristic 2 -pruning d-formulas with undesirable selectivity.
The coverage parameter (cov) indicates the desired percentage of tuples that make a d-formula true. Heuristic 2 transforms the input parameter value into an interval [cov l , cov u ] of admissible coverage values. The width of the interval is proportional to the coverage itself given that cov l = cov − offset(cov), cov u = cov + offset(cov) and offset(cov) = 0.14 * cov 2 . As for Heuristic 1, we push the coverage interval into the process of generating d-formulas for early pruning.
Generating d-formulas.
The approach adopted for generating all possible and relevant d-formulas takes in input the list of partitions, the list of dataset attributes, the desired coverage, and degree. The d-formulas of each partition are computed separately. First, we generate the atomic predicates (i.e., predicates with only one value). Atomic predicates are generated only if they are within the expected coverage as defined by Heuristic 2. Then the atomic predicates are combined together to generate conjunctions of predicates.
The resulting d-formulas, for each partition, are then returned as output.
When combining the predicates together, an internal routine makes sure that only those valid combinations (i.e., d-formulas) for Heuristic 2 are actually returned. The combination of the input predicates is organized in a lattice which is dynamically generated using a loop. In each iteration, we generate one level of the lattice (the n-th) by combining pairs of the previously generated predicates into one d-formula. Only combinations of predicates whose coverage is within the interval defined by Heuristic 2 are kept for the next level of the lattice. The generation of the lattice ends when the threshold, as per Heuristic 1, is reached or when it is no longer possible to generate predicates.
Building top-k descriptions
Selecting the best d-formulas in isolation does not necessarily lead to the best descriptions. We need to search for the optimal set of d-formulas across partitions that all together best fit the users' needs. To achieve this, we use dynamic programming: our current implementation is based on the List Viterbi Algorithm [4] . Viterbi Algorithm and its variants require to model the search space as a trellis. We build a vertical slice for each partition. The nodes in the slice are the d-formulas we have found in the previous phase. Nodes of a slice are connected to all the nodes of the next slice via weighted edges. A path represents a list of d-formulas, with at most one d-formula for partition. The algorithm is used to find the best full path.
Viterbi needs an objective function w to score a path, which intuitively represents the score of the (intermediate) descriptions we are computing. Given a trellis composed of N nodes and S slices, the score of a path terminating in a node j of a slice s can be recursively computed as:
where L is the adjacency matrix of the trellis, with L i j = 1 if there is an edge between node i and node j, otherwise L i j = +∞. H (j) is a measure of entropy for evaluating how discriminative attributes are. ∆ div and ∆ deд score diversity and degree in terms of adherence to the preferences of the user. The best description is the one minimizing the score of the node in the final slice. LVA generalizes the approach to compute the top-k solutions. The scoring function measures (1) the adherence between the features of the description and the expectation of the user; and (2) the goodness of the chosen attribute in describing the partitions.
Attendees can also interact with the system autonomously. However, during the demo, we will guide attendees in experimenting with the main features of the tool, which are:
(1) Data-and User-driven Modes. The participants can select a (set of) attributes for partitioning the dataset or simply insert the number of partitions that the clustering algorithm has to generate. These partitions represent the "point of view" for describing data: by varying the partitioning attribute(s) (or changing the input in the clustering algorithm) a new focus is selected; (2) Finding Outliers. By selecting a low coverage, the tool generates descriptions which are true for a small number of tuples, thus highlighting outliers; (3) Getting a Dataset Overview. By selecting a high coverage level, the tool generates descriptions that are valid for a large number of tuples, thus providing an extensive overview of the dataset content; (4) Tuning the Descriptions. By changing the degree parameter, the number of attributes used in the description will increase/decrease accordingly; (5) Evaluating and Comparing Descriptions. Some quality metrics (e.g., overlap, recall, and precision) are computed when a description is generated and recorded in a local history. Users can explore this information to evaluate the quality of a description and to compare it with previous generations. Finally, the tool lets the user extract the tuples of the dataset that are covered (or uncovered) by a description, and to visualize their value distributions.
IMPLEMENTATION DETAILS
The tool is implemented as a client-server application. The client is responsible for the GUI and for the experience of the user across the steps required to compute the descriptions (loading the dataset, selecting the attributes, partitioning the dataset, computing dformulas, and descriptions). The server embeds the application logic and exposes REST APIs. The client is served by a Tomcat application server. It also makes use of AngularJS (for the organization of the client-side application logic), Bootstrap (for graphics management) and other Javascript libraries (e.g., chartJS) for displaying statistics.
