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eland 
Fusion reactions with radioactive neutron-rich projectiles have been the sub­
ject of much recent theoretical and experimental interest.  Predictions of enhance­
ment  of the cross  section due to the use  of  a  neutron-rich projectile may  have 
implications for  synthesis of heavy nuclei.  In this work, the fusion-fission excita­
tion functions were measured for the 32,38S + 181Ta reactions.  The radioactive 38S 
beam was produced by projectile fragmentation.  In the :32S-induced reaction,  an 
incomplete fusion component was observed at high energies, with average momen­
tum transfer corresponding to escape of an alpha particle.  Angular distribution 
data were used to estimate the quasifission component of the stable-beam reaction. 
The excitation functions were analyzed using classical and coupled-channels meth­
ods;  the deduced interaction barriers were 130.7 ± 0.3 MeV and 124.8 ± 0.3 MeV 
for the :328_  and :38S-induced reactions, respectively.  No evidence of any additional 
mechanism beyond a  simple shift in the Coulomb barrier was observed.  Taking 
into account the difference in reaction Q-values, the net lowering of the compound 
nucleus excitation energy at the barrier is  about 12 MeV due to the use of the ra­
dioactive neutron-rich projectile; this could significantly affect survival probabilities 
of heavy nuclei. 
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FUSION ENHANCEMENT WITH NEUTRON-RICH 

RADIOACTIVE BEAMS 

1. INTRODUCTION 
1.1.  Radioactive nuclear beams 
For more than a decade, accelerator facilities providing beams of radioactive 
ions  have been improving their production techniques,  making possible an ever­
increasing range of experiments using short-lived radioactive nuclei.  Of the roughly 
6000  nuclides  with predicted halflives  greater than 1  {LS,  about  2000  have been 
observed;  only about 300  of these are stable or long-lived  [Boy92].  Clearly,  the 
availability of radioactive beams opens vast possibilities for  nuclear structure and 
reaction studies. 
Radioactive beam facilities  use two main production methods:  projectile 
fragmentation (PF) and isotope separation on-line (180L).  In the 180L method, 
fission,  spallation, and/or fragmentation are used to produce exotic nuclei.  The 
product nuclei  then diffuse  out of the target into an ion source where  they are 
separated, and the desired beam is  accelerated.  Projectile fragmentation depends 
on reactions in inverse kinematics:  a light target is  bombarded by a high-energy 
projectile with mass greater than the target; the resulting fragmentation products 
are strongly forward-focused and have velocities near that of the primary beam.  No 
secondary acceleration is  necessary in the projectile-fragmentation method.  The 
two techniques are complementary in many respects:  180L facilities generally have 
higher beam intensities, but PF facilities have a greater range of possible elements 2 
and halflives.  Detailed descriptions of the methods of radioactive nuclear beam 
(RNB) production can be found in reviews by Mueller and Sherrill [Mue93]  and by 
Giessel, Miinzenberg, and Riisager [Gie95]. 
1.2.  Fusion with neutron-rich projectiles 
In fusion reactions, the magnitude of the cross section is basically determined 
by the height of the fusion barrier.  Macroscopically, increasing neutron enrichment 
for  a  given  projectile or target element  leads  to a  net lowering  of the Coulomb 
barrier.  Since the barrier is proportional to Zl Z2/ (Ai/3 + A~/3), an increase in mass 
with no increase in charge results in a net lowering of the barrier, and corresponding 
enhancement of the low-energy cross sections. 
Superimposed on this global behavior, however, are a rich variety of nuclear 
structure effects.  For example, it has been shown [Sto78, Sto80, Rei82, Rei85] that 
deformation leads  to significant  enhancement of the cross sections,  especially at 
sub  barrier energies.  Coupling to vibrational modes [Bec88, Ste90] can also enhance 
sub  barrier cross sections.  Transfer of nucleons and rapid isospin equilibration of 
the fusing  system has  been shown  [Bec80,  Bec81,  Bec82 ,  Ste86]  to playa role, 
sometimes to the extent that the neutron-deficient projectile yields the larger cross 
sections.  (An example of this is seen in the 32,36S + lloPd reaction [Ste95],  where 
the 32S-induced cross sections are an order of magnitude larger at low energies than 
those of the 36S-induced reaction,  due to a  strong two-neutron transfer channel.) 
The influence of neutron transfer has also been described macroscopically in terms 
of neutron flow  and neck formation [Ste90].  The influence of nuclear structure on 
fusion cross sections has been a topic of much interest in the literature, and several 
detailed reviews have been written on the subject.  (See, e.g., [Rei94,  Das98].) 3 
The use of radioactive neutron-rich projectiles in fusion reactions is interest­
ing both from a macroscopic point of view and in light of the unusual structure of 
these nuclides.  The neutron enrichment should lead to a significant lowering of the 
Coulomb barrier as compared to stable isotopes;  in heavy-element synthesis reac­
tions especially, where it is advantageous to form the product compound nuclei with 
the lowest possible excitation energy, this barrier shift is of interest.  The structure 
of extremely n-rich neutron-skin and neutron-halo nuclei has led to much theoretical 
discussion about fusion with radioactive projectiles.  The binding energy of the last 
neutrons in these nuclei is  small, and their matter radii are correspondingly large 
and diffuse.  Predictions have been made that a  "soft dipole"  vibration (vibration 
of the nuclear core against the neutron skin)  or neck formation can cause signifi­
cant enhancement of the cross section for  these projectiles [Agu88,  Agu92 , Das92, 
Tak92].  However, the possibility of breakup of the halo (or loss of the valence neu­
trons before fusion) has also been postulated, and there is significant disagreement 
among theorists as to the net effect of fusion with exotic neutron-rich nuclei [Tak91, 
Hus91a, Hus91b, Das92, Agu92, Tak92]. 
Preliminary  experimental measurements  of fusion  with radioactive  n-rich 
beams have yielded results that are sometimes conflicting or inconclusive.  In mea­
surements of fusion of the neutron-skin nucleus 6He with 209Bi,  anomalously large 
fission cross sections were observed [Pen95]' while evaporation residue cross sections 
showed no significant enhancement.  However,  the results of Kolata et al.  [Ko198, 
Dey98] for the same system are in direct disagreement, finding  the fission cross sec­
tions to be more than an order of magnitude smaller than those seen in the previous 
work.  Fusion measurements for the 6He + 209Bi  [KoI98]  and 11 Be + 209Bi  [Yos95] 
systems show no evidence for suppression of fusion due to projectile breakup, but a 
strong enhancement of the low-energy cross sections which has been attributed to 4 
neutron flow.  Fission measurements for the 9,11 Be + 238U  systems [Fek95,  Fek97], 
however, show an anomalous decrease in the cross section at near-barrier energies for 
the 11Be-induced reaction, which could be attributed to projectile breakup.  (The 
authors have also speculated that the unusual behavior of the excitation function 
could be due to feeding of the low-energy cross sections by transfer reactions.)  A 
preliminary analysis of the 32,388 + 181Ta fusion-fission reactions [Zyr97] showed only 
an enhancement which was explainable in terms of Coulomb and size effects.  The 
first experimental measurements of fusion with exotic neutron-rich nuclei have left 
many open questions. 
1.3. Possibilities for heavy-element synthesis 
In theory, radioactive neutron-rich beams could be a useful tool in the syn­
thesis of the heaviest elements.  Two methods are used in heavy-element synthesis 
reactions.  "Hot" fusion is fusion of a light projectile with an actinide target, followed 
by evaporation of several neutrons.  At each step in the evaporation cascade, how­
ever, neutron evaporation competes with fission as a decay mode.  Moving up the 
periodic table, the "window"  between the energy to overcome the Coulomb barrier 
and the maximum excitation energy for  a reasonable probability of survival of the 
heavy nucleus becomes smaller and smaller. Elements 107 to 109 were synthesized in 
the 19S0s using heavy projectiles to bombard targets of lead and bismuth.  [MiinS1, 
MiinS2, MiinS4, MiinS6, MiinSS, OgaS4]  It had been shown [Oga74] that the use of 
targets near the closed-shell nucleus 208Pb led to a minimization of the compound 
nucleus excitation energy; this method is referred to as "cold fusion".  The use of a 
heavy projectile, however, results in smaller fusion cross sections than for hot fusion, 
due to a  dynamical hindrance to fusion when ZpZt  >  1600  [Bj¢S2,  8wiS2].  The 5 
lowering of the Coulomb barrier due to the use of neutron-rich radioactive projec­
tiles would allow synthesis of compound nuclei at lower excitation energies, and the 
predicted enhancements to the low-energy cross sections due to exotic effects could 
also have a significant effect on heavy-element synthesis reactions. 
The major drawback to the use of radioactive neutron-rich nuclei in heavy­
element synthesis is the limitation of low beam intensities with RNBs.  It has been 
shown [Lov93]  that for  synthesis of elements 110 and above,  high-intensity stable 
beams are still the only method of achieving reasonable overall production rates. 
However, synthesis of several neutron-rich isotopes of the lighter transactinides could 
be feasible using radioactive-beam reactions.  Since the N/Z ratio along the line of {3­
stability increases with increasing atomic number, the use of a stable projectile and 
target in a fusion reaction will result in a compound nucleus that is neutron-deficient. 
A neutron-rich projectile would bring the product compound nucleus closer to the 
line of stability, with a correspondingly longer halflife.  The use of radioactive beams 
in heavy-element synthesis reactions could allow synthesis of transactinides with 
halflives long enough for  detailed study of their physical and chemical properties. 
This thesis describes the first U.S. measurements of fusion with neutron-rich 
radioactive beams,  using the system 32,38S + 181Ta  ---+  Ac.  Chapter 2 provides 
a  description of the experimental design and methods.  Chapters 3 and 4 detail 
the data analysis of the 32S_  and 38S-induced reactions, and compare the results to 
various models of heavy-ion fusion; and Chapter 5 contains a comparison of the two 
systems, conclusions, and suggestions for future research. 6 
2.  EXPERIMENTAL DESIGN AND PROCEDURES 
Reaction studies with radioactive beams pose a unique set of challenges as 
compared to measurement of fusion reactions using stable beams.  The problems 
of low  beam intensities,  energy spread,  and beam impurities must be addressed 
in order to obtain a  reliable measurement.  The goal of the experimental design 
was to choose a system which could act as  a  prototype for  measuring the effects 
of unstable neutron-rich projectiles on heavy-ion fusion, while remaining within the 
current practical limitations on radioactive beam studies.  The experiment itself had 
to provide a  clear characterization of the radioactive beam and efficient  detection 
of the reaction products, so that the fusion cross section could be measured in a 
low-event-rate situation,  and the reaction products unambiguously attributed to 
the projectile of interest. 
2.1.  Choice of reaction 
The reactions  chosen  for  study were  32,38S  + 181Ta  ---+  Ac.  Stable 32S 
has a  neutron-to-proton ratio of 1:1,  while radioactive 388  has a  ratio of 1.38:1, 
which is  as  neutron-rich as  anything currently available in reasonable intensities 
from radioactive-beam facilities.  Neither the projectiles nor the target are magic, 
and so any enhancement of the fusion cross section would not be due to the shell­
stabilization effects discussed in Section 1.3.  The system is  heavy enough to be 
a  reasonable prototype for  heavy-element fusion reactions,  but the sulfur projec­
tile is  light enough that it was hoped that quasifission would be minimized.  (The 
charge product ZpZt  is  1168  for  this system; the effects of a dynamical hindrance 
to fusion are typically associated with ZpZt  2::  1600  [Bj¢82, Swi82].)  According to 
calculations with the statistical code PACE [Gav80], the actinium compound nuclei 7 
decay by fission in greater than 99%  of the events.  For heavy systems, fission is 
the dominant decay mode for  a  compound nucleus, with only the lowest  angular 
momentum partial waves resulting in evaporation residues.  If  a significant fraction 
of the reaction strength went to residue formation, it would be necessary to account 
for  this component before fitting the total fusion cross section.  In this case,  the 
fusion-fission cross section could be taken to be equivalent to the fusion cross section 
without correction for a heavy residue component, according to PACE calculations. 
Predictions using the code HIVAP [ReiS1], however, showed a significant fraction of 
the low-energy cross section in the residue channel.  In order to test the question 
experimentally, detectors to look for the alpha decay of any residues that might be 
produced were included in the experimental design.  One of the most important 
factors influencing the choice of projectile,  however,  was  that the radioactive 388 
beam was immediately available in intensities sufficient to make a fusion study pos­
sible.  The fusion enhancement factors for the more exotic, and less available, 54Ca 
have been predicted [Agu92 , Das92];  it was hoped that a  first  generation of pro­
totypical measurements could aid in the development of realistic theories of fusion 
enhancement using radioactive neutron-rich projectiles. 
2.2.  The stable-beam 32 8  experiment 
In order to make a  meaningful assessment of the effects of using neutron­
rich  388  in a  fusion  reaction,  it was  necessary  to measure the fusion  excitation 
function for  its stable analog 328 for  comparison.  The following section describes 
the experimental details of the stable-beam measurement,  and can be used as  a 
standard to compare the differences in experimental design required to do reaction 
studies with radioactive beams. 8 
2.2.1.  Beam characteristics 
The 32S  +  181Ta  experiment was  performed at the ATLAS  accelerator at 
Argonne National Laboratory.  Well-focused,  well-collimated beams of 32S  with 
intensities of 4 to 8 enA (or 1.5 to 3 x 109 32S/second) were sent to the 36" scattering 
chamber where the experimental apparatus was  arranged.  Measurements were 
made at sixteen beam energies ranging from  157 to 300  MeV;  the measurements 
were made in two separate passes through the range of energies in order to avoid 
possible systematic error.  All energy changes were made in the accelerator, with 
no  additional energy degradation at the chamber.  Typical energy resolution of 
the beam was ±0.01 to ±0.1 MeV,  and so direct measurement of time-of-flight of 
the beam particles was unnecessary.  (Beam energy and resolution at ATLAS are 
determined continuously in the linac by multiple time-of-flight measurements of the 
arrival of beam bunches at various points along the beamline.)  A satellite beam, 
nominally identified by time-of-flight and energy to be 160, was observed as scattered 
beam in the most forward detectors, but it was a very small component (on the order 
of 10-9 of the total beam) and was easily separable in the data analysis. 
2.2.2.  Chamber setup 
In the scattering chamber, sixteen 300 mm2 silicon surface-barrier detectors 
of thickness 60 to 100 jjm were arranged in a plane at angles from 15
0  to 160
0  in the 
lab frame,  at a distance of 170 mm from the target.  A schematic diagram of the 
setup is shown in Figure 2.1.  Each detector subtended 10.4 msr, and so the total 
solid angle covered by the detector array was 1.3% of 41f.  The target ladder in the 
center of the chamber contained an 0.46 mg/cm2 self-supporting 181Ta target and 
a 3 mm diameter hole for  tuning.  (Targets for  all of the experiments were made 9 
by L.  Einarsson of Uppsala University in Sweden.  Thicknesses were measured by 
weight,  and variations in target thickness were estimated to be 10%  by scanning 
across the midline of the target with an 241Am source.)  The target ladder could be 
rotated, and so  for  most energies, measurements were made with the target both 
perpendicular and at an angle to the beam (to increase available target thickness). 
A  Faraday cup at the end of the beamline was connected to a  current integrator 
in the operators' area; the output of this integrator was scaled at the experimental 
area to record beam current. 
The current integrator values became suspect during the data analysis, due 
to two incidents early in the experiment.  The first was  the operators' ability to 
change the integrator's full-scale value without notifying the experimenters.  The 
second incident was  a  recurrent discharging effect  observed in the beam current 
meter.  It was discovered that the tantalum plate which should rest at the back 
of the Faraday cup was lodged at an angle so close to the mouth of the cup that 
it was  arcing across  the insulator to the chamber.  Instead of current deposited 
by the beam being continuously read through the integrator,  then,  the cup was 
periodically charging and discharging to the chamber, giving inaccurate readings on 
the integrator.  Although these problems were corrected early in the experiment, 
during the data analysis the beam currents were normalized using measured elastic 
scattering cross sections.  The normalization procedure will be described in detail 
in Section 3.1.2. 
2.2.3.  Data acquisition 
Figure 2.2 shows a schematic diagram of the electronics for the stable-beam 
experiment.  A fast signal for  timing and a slow energy signal were taken from 10 
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the preamps for each of the sixteen silicon detectors; the slow signals were sent to 
analog-to-digital converters (ADCs) to measure the energy of the incident particles. 
Each fast signal was sent to a constant fraction discriminator to cut out low-level 
noise and derive the time signal for  the event, and the output fast logic pulse was 
fanned to a scaler,  a  time-to-digital converter (TDC), a  coincidence register,  and 
the "master gate" logic.  (The TDCs were later discovered to have been misaligned, 
and so  time-of-flight information for  particles incident on the Si detectors was not 
available for  this experiment.)  The coincidence register (or  "bit register") assigns 
one bit for each input, and so for a valid event registers which detector(s) triggered 
the event and records coincident triggers in multiple detectors. 
A valid event was defined by the master gate (MG):  negative logic pulses 
from each of the silicon detectors were combined in a logical .OR., and provided a 
single signal that any detector had fired.  This was used in a logical .AND. with a 
"not busy" signal from the computer to create the "master gate live"  (MGL).  The 
master gate live served as  a strobe to the ADCs,  TDCs, and bit register to read 
the input signals for the event.  In addition, the master gate live: master gate ratio 
defined the live time of the data acquisition system.  Typical live time values ranged 
from 70-90%.  Signals from the MG,  MGL,  and beam current integrator (as well 
as the individual detectors) were monitored using scalers, which read continuously 
and were not restricted by the event logic.  Data were read from the modules via 
a  CAMAC crate and controller, which were connected to a computer running the 
Michigan State data acquisition software and SARA data analysis system [Fox89, 
She94]. 
The beam current for  a  typical run was  1.5 - 3 x  109  32S/second,  giving 
event rates from 250-300 fission fragments/minute in the most forward detectors to 13 
50-100/minute in the most backward detectors.  Measurements of one half hour to 
one hour per energy were made in order to obtain adequate statistics. 
2.3. The radioactive beam 38g experiments 
The fusion excitation function for the radioactive beam 38S + 181Ta reaction 
was  measured in two separate experiments at the National Superconducting Cy­
clotron Laboratory (NSCL) at Michigan State University.  Beams from the K1200 
cyclotron were fragmented, and the secondary radioactive beam was separated and 
energy-degraded in the A1200 fragment separator.  After separation, the beam was 
sent to the 92"  scattering chamber where the experimental setup was located.  In 
the chamber,  the beam energy  was  further  degraded,  beam characteristics were 
observed, and measurement of the fusion reaction took place. 
2.3.1.  RNB production in the A1200 spectrometer 
Radioactive beams are produced at the NSCL  by the projectile fragmen­
tation method, in which a  high-energy primary beam impinges on a  light target, 
and the resulting fragments continue forward at velocities near that of the primary 
beam, as described in Section 1.1.  The desired secondary beam is  then selected 
from the fragmentation products by a magnetic separator, and sent to the experi­
mental area.  Figure 2.3 shows the A1200 magnetic spectrometer at the NSCL. 
The device consists of fourteen superconducting quadrupole magnets and four  su­
perconducting dipoles, with four sextupoles used for higher-order optical corrections 
[She91].  Beams from the K1200 cyclotron are fragmented using a production target 
at the beginning of the spectrometer; for  these experiments, the primary beam was 
40Ar at 40 MeV/A, and the production target was  141  mg/cm2  9Be.  As they pass 14 
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FIGURE 2.3.  The A1200 magnetic spectrometer at the NSCL [She91]. 15 
through the first set of dipoles, fragments are separated by their magnetic rigidity, 
based on the relationship 
Bp=~  (2.1) 
q 
Magnetic rigidity B p is the product of the magnetic dipole field B and the radius of 
curvature p of the particle trajectory; m,  v,  and q correspond to the mass, velocity, 
and charge of the particle.  At the position labeled "Dispersive Image #1", a set of 
slits allow momentum selection.  The A1200 has a maximum momentum acceptance 
of  D..p  =  3%  at Image 1,  although smaller acceptance can be selected by inserting 
p 
narrower transmission slits.  For the majority of the time during the 388  experi­
ments, the A1200 was run with 3% momentum acceptance in order to maximize the 
beam intensities.  (High beam purity was less important than intensity, since the 
experimental setup was designed for event-by-event beam characterization.)  A thin 
plastic scintillator at Image 1 acts as a start detector for time-of-flight measurements 
during beam identification runs.  At the position labeled "Dispersive Image #2" , 
an achromatic degrader wedge is used to separate fragments of similar mass/charge 
by differential energy loss.  For these experiments, a plastic wedge with thickness 
100 mg/cm2  was used.  The second set of dipoles separates the fragments further 
based on this energy loss through the degrader, and the secondary beam emerges at 
the focal plane (labeled "Final Achromatic Image"  in Figure 2.3).  During typical 
beam diagnostic runs in the A1200, a pair of PPACs (parallel-plate avalanche coun­
ters, which are x-y position-sensitive gas-filled transmission detectors) are used at 
Image 2 to observe fragment momentum, and another pair of PPACs are used at the 
focal plane to measure final positions and angles of the secondary beams.  Velocity 
measurements are made using the 14 m flight path from Image 1 to the focal plane, 16 
and particle identification is  made at the focal plane using a set of silicon andjor 
plastic b.E-E detectors. 
Figure 2.4  shows  the results  of a  simulation using the code INTENSITY 
to predict fragmentation products for  40  MeV j A  40Ar incident on a  141  mgjcm2 
9Be target.  INTENSITY [Win92]  was written by NSCL scientists as a tool for 
estimating secondary beam production in the A1200 and other fragment separators; 
the code typically agrees with experimental observations in the A1200 to about an 
order of magnitude.  Although the absolute cross sections shown in Figure 2.4 should 
be taken with caution, the simulation results can be used to gain an understanding 
of the relative intensities of fragments entering the separator.  The primary peaks 
for each element in Figure 2.4 are 4°Ar (65 mb), 37Cl (49 mb), 34S  (37 mb), and 32p 
(36 mb).  In contrast, the 38S peak is only 2 mb.  After passage through the A1200, 
however, the 38S  component can be selected and separated from the other, higher­
intensity fragmentation  products.  Figure 2.5  shows  results  of an INTENSITY 
simulation for the same reaction after passage of the A1200.  The input parameters 
for  this calculation (BpI =  1.7432,Bp2  =  1.00,  momentum acceptance =  3%,  100 
mgjcm2 plastic degrader) were taken from the initial experimental settings for  the 
A1200.  In Figure 2.5, stable nuclides are shown in gray, and satellite beams expected 
to be observed with the 38S  are shown in yellow.  Relative intensities have been 
normalized setting the 38S  rate =  100.  It should be mentioned that the A1200 was 
retuned several times during the experiment due to loss of beam for various reasons, 
and so the final settings (and relative satellite intensities) were almost certainly not 
the same as the initial settings.  The estimates shown in Figure 2.5 will be compared 
in Section 2.3.4 with the satellite beams actually observed during the experiment. 17 
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2.3.2.  Chamber setup 
After separation in the A1200, the secondary 38S beam, with a final energy of 
8 MeV  / A (as measured by time of flight in the A1200), was sent to the 92" scattering 
chamber.  The experimental setup inside the 92"  chamber consisted of a degrader 
wheel, two sets of detectors for beam timing and imaging, a set of fission detectors, 
and a silicon detector at the end of the beamline to monitor beam intensity and 
characteristics.  A schematic diagram of the apparatus is shown in Figure 2.6.  At 
the entrance to the chamber was mounted a wheel with twelve apertures of 3 cm 
diameter.  Aluminum foils ranging in thickness from 1.6 to 14 mg/cm2 were mounted 
over eleven of thf'.Be  holes to degrade the 38S  beam from 8 MeV  / A to the desired 
reaction energies.  The post-degrader beam energies are given in the description of 
observed beam characteristics in Section 2.3.4.  The wheel was attached to a stepper 
motor so that rotation of the foils into the beamline could be controlled from outside 
the chamber.  After the beam passed through the degrader, an image of the beam 
spot was  obtained using an x-y position-sensitive parallel-plate avalanche counter 
(PPAC) detector [Swa94]  with 5 cm  x5 cm active area, which also served as the 
first element of the beam timing system. The beam spot for a typical run from the 
second experiment was 1.5 to 2 cm in diameter before degradation in the chamber. 
The beam timing system consisted of two pairs of detectors mounted on a 
support arm extending roughly one meter from the beam entrance to the table 
supporting the fission detectors.  For the second experiment, the support arm was 
mounted on a movable rail, so that the entire beam timing system could be rotated 
out of the path of the beam during high-intensity stable-beam calibration runs.  The 
outer pair of timing detectors were PPACs:  the beam-imaging PPAC mentioned 
previously and a  second  10  cm  x 10  cm PPAC 114  cm downstream,  from  which 20 
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FIGURE 2.6.  Schematic diagram of the experimental setup for  the RNB experi­
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no imaging signals were taken.  Between the PPACs were a  pair of micro  channel 
plate detectors (M CPs) [Bat97]  separated by a flight path of 93 cm (97 cm in the 
second experiment). A micro  channel plate is a glass disc or annulus with thousands 
to millions of pores,  each typically a few  microns in diameter, etched through it. 
These channels  are coated with CsI,  which releases  multiple secondary electrons 
when struck by an energetic electron.  A potential difference is placed across the 
MCP to accelerate electrons from one side to the other, and charge is collected at 
the anode at the back of the detector.  Thin aluminum or aluminum oxide foils were 
placed in the beamline at an angle of 45° as electron emitter foils for the MCPs, and 
wire grids were used to focus the electrons onto the MCPs. In the first experiment, 
the emitter foil thicknesses were 3.09 mg/cm2  AI  (upstream) and 60  /-lg/cm2 Ah03 
on 10  /-lg/cm2  Au (downstream); in the second experiment, both emitter foils were 
1.62 mg/cm2  AI.  The detectors themselves were set at backward angles out of the 
beamline.  1.75 cm diameter collimators were placed in front of the MCPs during 
the second experiment to reduce scattered beam background.  The PPACs showed 
a  time resolution of 1.5  ns  FWHM for  the one-meter flight  path,  and the MCP 
time resolution was 530 ps FWHM, as measured using a stable 40Ar beam of 300.9 
MeV.  (The beam energy spectrum in the 8i detector at the end of the beamline 
had a FWHM of 2.5  MeV,  which corresponds to a spread in time-of-flight of 100 
ps.)  Time calibration spectra with the 40Ar beam are shown in Figure 2.7.  The 
time resolution of the 388 spectra was limited by the energy spread of the beam. 
Efficiency of the timing system was calibrated by measuring the percentage 
of 388 beam particles implanted in the silicon detector at the end of the beamline 
which had triggered a coincidence signal in the 388 time-of-flight peak for each pair 
of timing detectors.  The efficiency of the MCPs was 95-99%,  and PPAC efficiency 
was measured to be > 99%.  Both of the timing systems together recorded 99.9% 22 
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of the 388  beam particles.  (The 388  rates in the silicon detector were about 500 
particles/second for these runs, and the total beam rates were less than 700/second, 
time-averaged over  the runs.  This corresponds to more than 1 ms average time 
between particles, which is ample resolving time for the detectors.)  Because of the 
low beam intensity, the beam timing system could be used to give event-by-event 
time of flight  information for  the radioactive beam.  The MCPs were used as  the 
primary source of timing data due to their better resolution, with the PPACs as a 
backup system. 
After passing through the timing system,  the beam struck a  2 cm x2 cm 
181Ta target in the center of the chamber.  The targets were self-supporting, with a 
mean thickness of 0.924 mg/cm2 for the first experiment, and 0.857 mg/cm2 for the 
second.  (These targets were also made by the Uppsala targetmaker, as described in 
the previous section, and had an uncertainty in thickness of about 10%.)  A remotely 
movable target ladder allowed for  rotation of the targets to 40°  for  some runs, in 
order to increase the thickness presented to the beam. 
Two 500  Mm  16 x 16  silicon strip detectors were placed at backward angles 
from the target with the p+  (vertical strips) side facing the target.  The detectors 
were at ±155° (lab), at a distance of 14.6 cm.  Each detector had an active area of 47 
mm x47 mm and covered 0.101 sr solid angle; the strips were chained together into 
a 4 vertical  x  1 horizontal configuration.  Positive bias was applied to the vertical 
strips in order to collect the fast negative signals;  the horizontal side was left at 
ground potential to collect the slower positive signals.  For the second experiment, 
the strip detectors were removed due to operating difficulties, and were replaced by 
an array of silicon surface barrier detectors.  Eight 300 mm2 8i detectors of 100 Mm 
thickness were used, mounted four on each side of the beam in a square configuration 
which subtended 75% of the original strip detector's solid angle coverage.  The signals 24 
from the strips and Si detectors were used to detect fission fragments at backward 
angles, but also to look for  alpha particles from any heavy residues that may have 
survived.  No residue alphas were observed for  any of the data runs, which puts an 
upper limit on the heavy residue cross section of 3%  of all events.  Alpha spectra 
for these backward detectors, along with details of the upper-limit calculation and 
comparison to theoretical predictions for residue cross sections, will be given in the 
description of the data analysis in Chapter 4. 
Four 10  cm  x 10  cm x-y position-sensitive PPACs were placed around the 
target in order to detect fission  fragments.  Two detectors were centered at ±25° 
(lab frame)  at a  distance of 20  cm from the target, and two were at ±90° and a 
distance of 6.5 cm.  The position resolution of the PPACs was ~  5 mID as measured 
using a  plastic mask and a  252Cf calibration source.  The PPACs were filled  with 
isobutane gas at 5 to 8 torr and held applied voltages from +500 to + 750V.  (The 
operating pressure and voltage can be tuned to optimize the signal, depending on 
incident particle energy loss in the detector gas.)  The four  "fission PPACs" covered 
a total solid angle of 20% of 471" in the lab frame; this large area coverage was crucial 
to compensate for the low beam intensities.  The efficiencies of these four detectors 
for  fission  fragments  ranged from  85%  to 88%  as  measured with a  252Cf  source. 
Although the PPACs subtended large solid angles and gave position information, 
they are transmission detectors, and so  total energy of the incident particles was 
not recorded.  Since the detectors were also sensitive to other reaction products such 
as scattered beam, transfer products, and target recoils, separation of fusion-fission 
from other events had to be accomplished by observing angular correlations between 
pairs of coincident particles. 
Another Si  surface barrier detector with area 100  mm2 and thickness  500 
11m  was  placed downstream from  the target.  This detector was  mounted on an 25 
arm attached to a movable rail,  and was placed in the beam path to observe the 
intensity and characteristics of the radioactive beam. The rail on which this detector 
was mounted, which also acted as the base for the timing apparatus as mentioned 
previously, enabled the entire set of detectors for  timing and beam imaging to be 
rotated out of the beamline for  high-intensity stable-beam calibration runs.  The 
range of rotation was ±30°, which allowed for ample clearance of all detectors during 
these calibrations.  At the end of the beamline, a Faraday cup was attached to the 
exit  line  from  the chamber.  This was  connected to a  current integrator in the 
data acquisition area, and was used to measure beam current for the high-intensity 
beams. 
The total efficiency of the detector system was determined by measurement 
of the known fission  cross section for  the reaction of 160  + 197Au [Vio63]  as will 
be described in Chapter 4.  Time-of-flight and energy calibrations were made using 
well-defined primary beams of 40Ar at four energies in the first experiment, and of 
160  at three energies in the second. 
2.3.3.  Data acquisition 
The electronics setup for  the radioactive beam experiments was similar to 
that of the stable-beam 32 8 measurements.  Figure 2.8 shows a schematic diagram 
of the electronics.  Energy signals for the silicon detectors and position signals for 
the PPACs were sent through preamplifiers to shaping amplifiers and ADCs.  Fast 
timing signals from the PPACs and MCPs of the beam timing system were sent 
through fast amplifiers and discriminators to TDCs to allow time-of-flight calcula­
tion in software;  time of flight  was  also measured directly for  each pair of timing 
detectors using time-to-analog converters (TACs)  which were read into ADCs.  A 26 
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FIGURE 2.8.  Schematic diagram of the electronics for the radioactive beam exper­
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fast  time signal was  taken from each of the fission  detectors (fission PPACs  and 
silicons) as well, and sent to a constant fraction discriminator to eliminate low-level 
noise and generate a fast timing signal.  The logic outputs of these CFDs were used 
in the master gate logic to determine a valid event. 
A valid event for the data runs was defined as a coincidence signal in either 
of the two timing systems, in coincidence with a signal from any fission detector. 
(These events were further restricted in the data analysis to require a  timing + 
fission  +  fission  triple coincidence.)  For  runs to measure beam characteristics, 
an event was defined as a timing coincidence or a signal from the silicon detector 
at the end of the beamline.  The master gate was  used in a  logical  .AND.  with 
a  not-busy signal from  the computer to form  the master gate live;  as  in the 32S 
experiment,  this was  the strobe to trigger readout of an event.  Also  as  in the 
32S  experiment,  all detector signals,  as well  as  the master gate,  master gate live, 
and beam current integrator, were monitored with scalers that were independent of 
the event logic.  The ADCs, TDCs, scalers and bit register (which recorded which 
detector(s) triggered an event) were read using a CAMAC system controlled by the 
standard NSCL data acquisition software [Fox89]; data was written to tape and sent 
to a workstation running the SARA analysis program [She94]. 
2.3.4.  Beam characteristics 
Typical energy and time-of-flight spectra for  the 38S  radioactive beam are 
shown in Figures 2.9  and 2.10,  and a plot of energy vs.  time of flight  is  given in 
Figure 2.11.  It can be seen that,  although the 38S  is  the major component of 
the beam,  there are several satellite impurities as well.  These figures  show the 
"undegraded" radioactive beam; that is, with the timing apparatus in the beamline 28 
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FIGURE 2.9.  Energy spectrum of the 388 radioactive beam. 
as the only degraders.  With increasing energy degradation using the aluminum foils 
at the entrance to the chamber, the 388 and satellite beams became more separated 
in energy; and so these figures show the worst-case scenario for separation of the 388 
from other components of the beam.  Energy and time-of-flight data and relative 
beam intensities for  388 and the two largest satellites for all the measured energies 
are given in Table 2.1. 29 
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FIGURE 2.11.  Energy vs.  time-of-flight for  the 388 radioactive beam. 31 
TABLE 2.1.  Measured energy, time of flight,  and relative beam intensities for  388 
and the two largest satellites.  Energies are those observed in the silicon detector at 
the end of the beamline, while time-of-flight data is before energy loss in the second 
PPAC and MCP of the timing system. 
beam 
component 
initial 
degrader 
thickness 
(mg/cm2  AI) 
observed 
final energy 
(MeV) 
observed 
time of flight 
(ns) 
intensity 
relative 
to 388 
Expt 
2 
388  0  256.1 ± 3.6  25.63 ± 0.59 
satellite 1  226.9 ± 3.2  27.63 ± 0.76  0.12 
satellite 2  185.7 ± 2.6  29.62 ± 0.75  0.02 
i11S8  1.64  239.9 ± 3.4  26.15 ± 0.71 
satellite 1  209.6 ± 2.9  28.07 ± 0.82  0.13 
satellite 2  171.3 ± 2.4  29.88 ± 0.89  0.02 
:i1:i8  5.12  206.7 ± 2.9  28.02 ± 0.78 
satellite 1  173.3 ± 2.4  31.18 ± 1.17  0.13 
satellite 2  139.0 ± 2.0  33.67 ± 1.10  0.02 
i11S8  7.79  185.1 ± 2.6  29.26 ± 1.01 
satellite 1  137.8 ± 1.9  33.00 ± 1.27  0.14 
satellite 2  105.9 ± 1.5  35.46 ± 1.11  0.02 
Expt 
1 
388  0  256.8 ± 5.6  25.60 ± 0.87 
satellite 1  223.4 ± 4.8  27.84 ± 0.96  0.15 
i11S8  3.09  215.8 ± 4.7  27.17 ± 0.88 
satellite 1  181.3 ± 3.9  30.13 ± 0.98  0.10 
i11S8  6.55  187.9 ± 4.1  29.12 ± 0.89 
satellite 1  146.7 ± 3.2  33.47 ± 1.02  0.09 
:i1:i8  9.27  158.6 ± 3.4  31.21 ± 0.89 
satellite 1  104.9 ± 2.3  37.92 ± 1.09  0.10 32 
Maximum  beam intensities  on target  ranged  from  2000  to  10,000  parti­
cles/second,  with the 388  as  85%  to 90%  of the total flux.  In order to be sure 
that the observed fission fragments were induced by the 388 beam, event-by-event 
time-of-flight information was  used.  A  triple coincidence of timing + fission + 
fission  was required to define a  valid event.  Time-of-flight gates were then used 
in the data analysis to associate fission-fission  coincidences with the 388  or with 
the satellite beams.  True fusion-fission events (as defined by correct folding angle 
and coincidence with a 388 particle through the timing detectors) occurred at rates 
ranging from about two per hour at the highest energies to roughly one event every 
2.5 hours at the lowest energies.  Running times were from 7-16 hours of data per 
energy (which typically translates into more than 24 hours of real time). 
Although the 388  was identified and selected by its flight path and energy 
loss measurements in the calibrated A1200 spectrometer, it is  worthwhile to ask if 
the beam identity can be confirmed by time-of-flight and dE/dx measurements as 
the beam was degraded to lower energies in the chamber.  Energy loss through a 
degrader depends quadratically on Z of the projectile, and so dE/dx can be used for 
elemental identification.  (Typically this is measured with a  ~E-E  series of silicon 
detectors, but for the present measurements was calculated using the observed final 
energy after passage of a  series  of foils  of known thickness.)  Time of flight  for 
a known beam energy is  proportional to VA,  and so can be used to estimate the 
projectile mass. 
Figures 2.12 and 2.13 show energy-loss calculations for 388 for the two experi­
ments, compared to the observed final energies.  These values are also given in Table 
2.2.  The calculated values were obtained by using the observed final energy for the 
measurement with no initial degrader to calculate an initial beam energy into the 
chamber before passage through the timing apparatus.  From this initial energy, ---
33 
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TABLE 2.2.  Energy-loss and time-of-flight calculation results for  38S and the two 
largest satellite beams.  Energies are calculated at the final  silicon detector after 
passage through all elements of the timing system; runs marked '*' include passage 
through the Ta target as well.  Time of flight is based on calculated energy before 
the second elements of the timing system, deduced from observed final energies in 
the silicon detector. 
beam 
component 
initial 
degrader 
(mg/cm
2
) 
calculated 
final 
energy 
(MeV) 
observed 
final 
energy 
(MeV) 
calculated 
time of 
flight 
(ns) 
observed 
. time of 
flight 
(ns) 
Expt 
2 
38S  0  256.1  256.1 ± 3.6  25.56  25.63 ± 0.59 
satellite 1  226.9  226.9 ± 3.2  27.20  27.63 ± 0.76 
satellite 2  185.7  185.7 ± 2.6  29.10  29.62 ± 0.75 
JIIS  1.64  239.9  239.9 ± 3.4  26.18  26.15 ± 0.71 
satellite 1  209.2  209.6 ± 2.9  27.99  28.07 ± 0.82 
satellite 2  171.6  171.3 ± 2.4  30.04  29.88 ± 0.89 
JIIS  5.12  203.0  206.7 ± 2.9  27.81  28.02 ± 0.78 
satellite 1  168.6  173.3 ± 2.4  30.13  31.18±1.17 
satellite 2  136.5  139.0 ± 2.0  32.54  33.67 ± 1.10 
jllS  7.79  172.1  185.1 ± 2.6  29.04  29.26 ± 1.01 
33.00 ± 1.27 satellite 1  134.3  137.8 ±  1.9  32.75 
satellite 2  106.6  105.9 ±  1.5  35.63  35.46 ± 1.11 
Expt 
1 
JIIS  0  256.8  256.8 ± 5.6  25.36  25.60 ± 0.87 
27.84 ± 0.96 satellite 1  223.4  223.4 ± 4.8  27.44 
jllS  3.09*  220.7  215.8 ± 4.7  27.25  27.17 ± 0.88 
30.13 ± 0.98 satellite 1  183.8  181.3 ± 3.9  29.85 
::IllS  6.55*  182.4  187.9 ± 4.1  29.01  29.12 ± 0.89 
satellite 1  141.0  146.7 ± 3.2  32.77  33.47 ± 1.02 
31.21 ± 0.89 
37.92 ± 1.09 
jllS  9.27*  149.3  158.6 ± 3.4  31.28 
satellite 1  103.5  104.9 ± 2.3  37.73 36 
calculations were then made to predict final  energies after passage of the various 
27Al degrader foils  and the timing apparatus for  the other three runs.  All dE/dx 
calculations were made using the program RANGE [Lil95],  which interpolates val­
ues using the range-energy correlations of Hubert et al.  [Hub90].  At low energies, 
these predictions are accurate to about six percent [Hub90].  It can be seen that 
the measured beam energies are in agreement with predictions for  388, within the 
accuracy of the model.  (This method is fairly insensitive to errors in the thickness 
of the Al foils and PPACs, due to the fact that the initial energy was obtained from 
back-calculation through these elements.  Changing the foil thicknesses resulted in 
different initial energies, and so the calculated final energies for the degraded-beam 
runs remained similar.  For example, decreasing the PPAC thicknesses by 35% re­
sulted in a 4.7% difference in final energy at the lowest measured data point, where 
the effect is largest; and changing the MCP foil  thicknesses by 0.4 mg/cm
2
,  which 
corresponds to a  10  mg weighing error, shifted the final  energy down by only 2.6 
Me V at the lowest measured data point.  The slope of the line, which is the key to 
elemental identification, was extremely insensitive to changes in degrader thickness.) 
Time-of-flight predictions and masses calculated from the measured time of flight 
are shown in Figures 2.14 and 2.15, and are also in agreement with the beam iden­
tification as 388.  For the first experiment, in addition to the degrader thicknesses 
listed in Table 2.2, the first MCP foil was 3.09 mg/cm2
,  set at 45°, and the second 
foil  was  60  J-lg/cm2  A120 3•  Runs marked with an asterisk in Table 2.2  also had a 
0.924 mg/cm
2 Ta target in place.  For the second experiment, both MCP foils were 
1.62 mg/cm2  Al set at 45°,  and no target was in place.  The PPACs were taken to 
have a thickness of 0.68 mg/cm2  carbon equivalent [Yur99]  for all calculations. 
The same procedure was used to make nominal identifications of the two most 
intense satellite beams.  The primary satellite, which accounted for  roughly 10% of 37 
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the beam, remained separable through the degraded-energy runs; but the secondary 
satellite spectra were not clean for  the lower energy runs, and so identification is 
tentative (and was not possible for the first of the two experiments).  The secondary 
satellite accounted for only 1-2% of the beam, and did not trigger any fission events, 
and so did not have any large effect on the experiments.  Figures 2.16 and 2.17 show 
energy-loss  calculations for  the primary satellite for  the two experiments.  The 
measured data agree with the energy-loss calculations for sulfur; time-of-flight and --
--
40 
220 
>
(J.)  200 
~  ........... 
>. 
0> 
L.  180 
(J.) 
C 
w 
160  • E  ro 
Q) 
en 
140 

378 

37p

120 
satellite 1 
40C1 
398 
o 	 2  4  6  8  10 
Initial degrader thickness (mg/cm 2 AI) 
FIGURE 2.17.  Energy-loss calculations for the primary satellite, second experiment 41 
mass calculations (shown in Figures 2.18 and 2.19) show a best fit to 398 (reduced 
X2 = OAO,  first  experiment;  0.25,  second experiment) or 408  (reduced X2  = 0.28, 
first  experiment;  0.25,  second experiment).  Energy-loss and time-of-flight plots 
for the secondary satellite for the second experiment are shown in Figures 2.20 and 
2.21.  The data match the energy-loss predictions for silicon; the time-of-flight data, 
however,  were not easily separable from nearby satellites, and so the mass cannot 
be unambiguously determined.  (It is possible that multiple beams are included in 
this data.)  Reduced X2  for a fit in time of flight to 378i was 0.54, however, so this 
is one tentative identification.  Comparing these identifications with the simulation 
predictions given in Figure 2.5, it can be seen that although 398 is a possible satellite, 
the predicted silicon isotopes are all lighter than 378i.  The time-of-flight data for 
the secondary satellite were not always cleanly separable, though, so error in the 
calculated masses is  likely.  It is  also noted that the observed satellites are both 
lighter elements than those predicted to have the highest intensities (40CI and 42Ar); 
however,  minor tuning of the A1200 can change the observed beam ratios.  Given 
that the beam was  retuned several times  after the initial test runs  (from which 
the settings used in the simulation were  taken),  a  difference  in relative satellite 
intensities between prediction and observation is not unreasonable. 
2.4.  Summary 
The measurement of the stable-beam 328 reaction used a straightforward ex­
perimental design.  The beams were well-focused and well-defined,  so collimation 
and precise time-of-flight measurements were unnecessary.  Multiple silicon detec­
tors were used in order to obtain angular distributions of the fission fragments, but 42 
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beam currents were high enough that adequate statistics could be obtained in runs 
of an hour or less, without high solid angle coverage. 
The radioactive beam measurements, in contrast, posed several significant 
challenges.  Since elimination of all impurities in the secondary beam would be 
difficult  or impossible,  it was  necessary to use a  high-precision timing system to 
identify the beam particles on an event-by-event basis.  Direct measurement of the 
energies with a silicon detector was also valuable in characterizing the radioactive 
beam.  Since the beam spot was physically large (a few centimeters in diameter as 
compared with a few  millimeters for  a typical stable beam), some care had to be 
taken in balancing collimation to protect the detectors with losses in intensity due 
to the collimation and to straggling from the degrader foils.  Finally,  due to the 
low beam intensities, high solid angle coverage and measurements of  7 to 16 hours 
per energy were required in order to carry out a measurement of the fusion cross 
section. 
In summary, reaction studies with radioactive bearns, although feasible, pose 
a unique set of challenges, and require significant differences in experimental design 
as compared to typical stable-beam experiments. 47 
3.  32S + 181TA DATA ANALYSIS 
The objectives of the data analysis for  the stable-beam 328 + 181Ta exper­
iment were to use the measured fission  data to determine the excitation function 
for  the reaction and extract the fusion barrier from it.  This was accomplished by 
an analysis of the fission fragment singles angular distributions, and separately by 
determination of coincident fission fragments with full  linear momentum transfer. 
The fission  excitation function was fitted to extract the fusion barrier and radius 
using both a  classical method and a  coupled-channels approach;  good agreement 
between the two results was observed.  This chapter will describe the methods used 
in the singles and coincidence analysis,  and compare the results to various model 
predictions.  In addition, an estimate will be made of the quasifission contribution 
to the reaction, in order to relate the fission  cross section to the cross section for 
true complete fusion.  Results of this data analysis will be used for  comparison to 
the radioactive beam 388 + 181Ta reaction in Chapter 5. 
3.1.  The singles analysis 
3.1.1.  Angular distributions 
Fission cross sections were extracted from the data by integration of the an­
gular distributions of fission fragments.  As shown in Figure 2.1, sixteen detectors 
were arranged in a  plane around the target,  at angles  ranging from  15°  to 160°. 
Thirteen of these detectors were used in the analysis; the two most forward detec­
tors (at 15°  and 20°) were unplugged during the experiment (the rates of scattered 
beam were causing almost continuous triggers in these detectors, leading to unrea­
sonable dead times in the data acquisition system), and the detector at 45°  failed 48 
during the course of the experiment.  The yield of fission fragments in each detector 
was determined by integrating the counts within a gate set on the energy spectrum. 
Fission fragments were easily separable in energy from scattered beam; a represen­
tative energy spectrum is  shown in Figure 3.1.  The differential cross section  :~ 
for each detector was calculated, where 
N 
(3.1) dO"  =  n¢. LT 
where N  is  the number of counts in the fission  peak,  n  is  the number of target 
atoms, ¢ is the beam flux,  and LT is the live time of the data acquisition system; 
and do' is the detector solid angle in the center-of-mass (eM) frame. 
For each energy,  the in-plane angle  ()  (relative to the beam axis)  was  also 
transformed into the center-of-mass frame.  Fission fragment velocities used in the 
eM transformations were calculated using the systematics of Viola,  Kwiatkowski, 
and Walker  [Vio85]  for  total kinetic energy of fission.  By fitting to a  large set 
of experimental data, Viola et al.  describe the most probable total kinetic energy 
release in fission  (EK )  as: 
Z2 
(EK )  =  (0.1189 ± 0.0011) AI/3 + 7.3 (±1.5)  MeV  (3.2) 
Symmetric fission was assumed, with the total kinetic energy divided equally be­
tween the fission fragments.  (A mass split of 1.4:1 would introduce an uncertainty in 
the eM angles of up to 1.5° at the lowest energy and up to 3° at the highest energy.) 
Once the system was transformed to the center-of-mass frame, the differential cross 
dO" 
sections do'  were plotted as a function of ()  to give the angular distributions. 
Two methods were used to fit  the angular distribution data.  In the sim­
.  1
plest  approach,  the data can be modeled  by a  curve WIth  shape --:--().  In the 
SIn 
center-of-mass frame,  fission fragments are emitted isotropically {assuming a fully 49 
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FIGURE 3.1.  A  representative energy spectrum showing the separation between 
fission fragments and scattered beam. 50 
equilibrated compound nucleus); that is,  d(J'  is  constant as a function of  O.  Since 
dO. is proportional to sin0 dO,  then plotting  d(J'  as f (0)  should yield a curve which 
dO.  . 
can be fitted by a  function ~ where x  is  a  constant.  These fits to the data 
sinO 
are shown in Figures 3.2 and 3.3.  The function was truncated at 12
0  and 168
0  for 
numerical integration. 
A more exact method to describe fission fragment angular distributions was 
taken from Vandenbosch and Huizenga [Van73]  and was also used to fit  the data. 
In this approach, the fissioning  nucleus is  described as an axially symmetric top. 
The system can be defined by the angular momentum, J;  K, the projection of J on 
the nuclear symmetry axis;  and M,  the projection of J  along the space-fixed axis 
(which is defined as the beam axis), as shown in Figure 3.4. 
The probability of emitting fission fragments in a  given state (J,K,M) at a 
given angle 0 can be written as [Boh39] 
wJ  (0)  =  2J + 1 IdJ  (0) 12  (3.3)
M,K  2  M,K 
where the functions  dit,K (0)  are given by the symmetric top wavefunctions.  If 
it is  assumed that the projection M  of the total angular momentum on the beam 
axis is small compared to J,  then for  a given  J,  the angular distribution of fission 
fragments is  determined by K,  the projection of J  on the nuclear symmetry axis. 
The distribution of K values can be treated as a  Gaussian function and K5,  the 
variance in the K  distribution, is taken to be 
(3.4) 
T  is  the thermodynamic temperature, and Jeff is the effective moment of inertia: 
1  1  1 
--- (3.5)
Jeff  Jil  J.l 51 
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Using an approximate expression for  the d'k K  (0)  functions,  Vandenbosch  , 
and Huizenga give an analytic expression (developed by Huizenga,  Behkami,  and 
Moretto [Hui69]) for the angular distribution of fission fragments: 
00 
(3.6) 
Jo is the zero-order Bessel function with an imaginary argument, and erf(x) is the 
error function.  For the transmission coefficients TJ , the sharp cutoff approximation 
was used.  The angular distribution data were fitted according to this prescription, 
using Jmax values determined by the experimental cross sections, and allowing K6 
to vary to achieve the best fit  to the data.  These fits  are also shown in Figures 
3.2 and 3.3.  When the angular distribution fits were integrated to yield total cross 
sections for the 32S + 181Ta data, the two methods of fitting gave equivalent results; 
this can be seen in a  plot of the unnormalized cross sections obtained from each 
fitting method, given in Figure 3.5. 
3.1.2.  Normalization procedure 
The angular distributions of fission fragments, when integrated, resulted in 
absolute cross sections that were more than a factor of two less than any theoretical 
predictions.  Given the experimental difficulties with the Faraday cup (described in 
Section 2.2.2), the values for absolute beam currents were suspect, and so the cross 
sections for elastically scattered beam in the most forward detectors were used as a 
measure of beam current to normalize the fission cross sections. 55 
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FIGURE 3.5.  Comparison of cross sections obtained by the two methods used to 
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The differential cross  section for  pure Coulomb scattering is  given by the 
Rutherford formula: 
2 2 
d(J"Rutherford  =  (ZlZ2e  )  _1_  (3.7) (d5) _1_ = 
do'  4.  4  ()  4E  .  4  () 
sm  - sm  ­
2  2 
where do is the distance of closest approach for a head-on collision, which is dictated 
by the projectile and target charges  Zl and Z2,  and by the center-of-mass beam 
energy E.  (The angle  ()  and solid  angle do'  are  also  in the CM  frame.)  For 
collisions with small impact parameters, i.e.,  near-head-on collisions in which the 
beam particle is scattered to backward angles, nuclear forces between the two nuclei 
come into play and so the cross sections for scattered beam cannot be described by 
the Rutherford cross section.  However,  at forward angles  (corresponding to large 
impact parameters), the forces involved are pure Coulomb, and the elastic scattering 
cross section shows a  1:1  correspondence to the Rutherford cross section (see,  e.g., 
[Bas80,  Sat90]).  The ratio of observed scattered beam in detectors  inside the 
grazing angle to predicted Rutherford scattering cross sections, then, can be used 
as a normalization factor.  The grazing angle ()gr,  which is the angle at which the 
collision impact parameter corresponds to the Coulomb radius of the system,  is 
given by [Bas80]: 
.  (()gr)  Cc sm  - =--- (3.8)
2  2c - Cc 
where c is the laboratory energy per nucleon of the projectile, and Cc is the reduced 
Coulomb barrier: 
(3.9) 

The Coulomb radius Rc was taken to be 
(3.10) 

Rn =  roc A;!3  with roc =  1.44 fm. 57 
Detectors inside the grazing angle sample the portion of elastic scatter resulting 
from pure Coulomb interactions, and so elastic scattering cross sections for the most 
forward detectors were determined and used with the calculated Rutherford cross 
sections to normalize the beam current data.  (The grazing angle for  the highest 
measured energy for  this system,  299.1  MeV,  is  41°,  and so  even at the highest 
energies  at least one detector was  well  inside the grazing angle.)  The resulting 
normalized fission cross sections are given in Table 3.4, and the excitation function 
is shown in Figure 3.6. 
Uncertainties listed for  the fission  cross sections are relative uncertainties. 
They were estimated by assuming that the fission yields followed a Gaussian distri­
bution, and so the error in the count rate was taken to be the square root of the 
number of counts.  The live time and current integrator count rate were assumed 
to be accurate to 1%.  The uncertainty in the Rutherford normalization was deter­
mined by the differences in correction factors for several detectors in the same run 
and for  different runs at the same beam energies; this was the largest contribution 
to the total uncertainty, and was of the order of 1.5-4%. 
3.2.  Comparison of singles data to fusion models 
Once the absolute cross sections were extracted from the angular distribu­
tion data, the singles excitation function could be compared to various models for 
fusion.  A simple classical approach was used to describe the data and to determine 
experimental values for  the fusion barrier Vb  and radius Rb;  these were then com­
pared with model predictions.  The issue of near- and subbarrier fusion also had to 
be addressed:  fusion for  medium to heavy systems show significant deviations in 
the near- and subbarrier cross sections as compared to those predicted by classical •  • 
•  • 
• •  • •  • •  • •  • • 
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models using a one-dimensional barrier (see, e.g., [Vaz81, Rei85]).  To test this, the 
data were analyzed using a coupled-channels method which takes into account the 
effects of coupling to modes such as static deformations, dynamic excitations, and 
transfer reactions on the fusion cross section.  In both of these analyses of the singles 
data, the assumption was made that passage of the barrier was necessary and suffi­
cient condition for fusion; that is, the fate of the mononucleus between capture and 
fission was assumed to be formation of a fully equilibrated compound nucleus.  This 
is  not necessarily the case;  however,  the models used do not distinguish between 
mononucleus formation and true complete fusion,  and so the issue will be treated 
separately in Section 3.4. 
In this section, a brief description of some common models for fusion will be 
given, followed by a comparison of the singles data to the predictions of these models. 
The effects of a distribution of barriers on the cross section and the coupled-channels 
analysis will then be described; and the results of the classical and coupled-channels 
approaches will be compared.  Finally, the same analysis methods will be applied 
to existing data for  two similar systems, 34S + 168Er  and 32S + 182W, in order to 
test the method on high-precision data and to view the results for  32S + 181Ta in 
the context of other, similar systems. 
3.2.1.  Models for  fusion 
3.2.1.1.  The  classical approach and barrier penetration [Bas80] 
The fusion of two nuclei is governed by the effective nucleus-nucleus potential 
between them,  which combines  the attractive short-range nuclear force  and the 
repulsive long-range Coulomb interaction.  This effective potential typically has 
an energy minimum, or  "pocket", at short range r  < Rb  (where Rb  is the barrier 60 
radius) and a potential barrier of height Vb  and curvature !'iu;  centered at Rb•  In 
addition, the angular momentum of the compound system must be accounted for 
2 
by a centrifugal term £(£ + 1; n ,  which has the net effect of raising the pocket in 
2Jlr 
the potential until at some critical angular momentum £crit,  there is  no longer a 
minimum in the nucleus-nucleus potential. 
The most straightforward approach to determining the fusion cross section 
is to apply the classical formula 
That is,  the cross  section increases from  zero at the fusion  barrier E  - Vb  to a 
saturation value of 7rR2  at E  »Vb.  At energies  below the barrier,  there is  no 
possibility of fusion  in the classical treatment;  however,  measurable fusion  cross 
sections at subbarrier energies are a well-documented fact.  Inclusion of quantum 
tunneling in a "one-dimensional barrier penetration" model improves the agreement 
between theory and experiment at subbarrier energies. 
If  the cross section is rewritten as a sum over all possible partial waves, 
a = La) =  7r}.2 L
00 
(2£ + 1)T£  (3.12) 
)  £=0 
then the transmission coefficients T£  can help define both the high-energy and low-
energy limits of fusion.  At high energies, a common assumption is the "sharp cutoff 
approximation" , where 
(3.13) 
=  0  £ > £crit 
although in reality, a slightly less abrupt transition from T£  =  1 to T£  =  0 would be 
expected.  For energies at and below the barrier, the Hill-Wheeler barrier penetra­61 
tion model [HiI53]  can be used to define Te: 
T,  ~  (3.14) [1+ exp ( +2"Viru:;,E)r' 
where Vi is the effective barrier height for the partial wave with angular momentum 
i.  An elaboration of Equation 3.11  which includes penetrability was proposed by 
Wong [Won73]  expressing the fusion cross section as 
(3.15) 
The barrier  penetration model  includes  quantum tunneling  effects,  resulting  in 
nonzero transmission probabilities at energies below the barrier, and so  is  a good 
first-order approach to subbarrier fusion. 
3.2.1.2.  Nuclear potentials [Bas80,  Ram87b,  Fel84,  Vaz81] 
The fusion barrier can be parametrized by the barrier height Vb,  its radius 
Rb,  and the curvature 1iw  of the top of the barrier potential.  Any theoretical 
description of these quantities is  dependent on the models chosen to describe the 
nucleus-nucleus potential.  The Coulomb contribution is generally treated using the 
2 
familiar formula Vc  =  ZlZ
2e  ;  however,  there are several widely-used models for 
R 
the attractive nuclear potential.  Nuclei are too complex for exact solutions to the 
many-body Schr6dinger equation to be feasible,  yet they are not large enough to 
treat rigorously with statistical methods.  This problem is compounded by the fact 
that the interaction between nucleons is not completely understood.  Descriptions of 
the nuclear potential used in fusion models commonly treat the attraction between 
nucleons as  an average effective potential and ignore the internal structure of the 
nucleus.  In addition, several of the most popular potential models are semiempir­
ical parametrizations which have evolved from fitting to experimental data.  Sev­62 
eral models for  nuclear potentials are commonly cited in the literature, including 
the Woods-Saxon potential [Wo054],  the proximity potential [Ran74,  Bl077],  the 
Krappe-Nix-Sierk (KNS)  potential [Kra79],  the Akyiiz-Winther potential [Aky79], 
and the energy-density formalism [Ngo75].  A broad comparison of many different 
excitation functions has been  made in a  review by Vaz,  Alexander, and Satchler 
[Vaz81]'  in which it is shown that the deduced empirical fusion barriers vary only 
slightly with the model potential chosen.  A more detailed discussion of the many 
commonly used nuclear potentials is  beyond the scope of this work,  and may be 
found in the references above. 
3.2.1.3.  Empirical models 
One of the most well-accepted models for fusion is the semiempirical approach 
developed by Bass [Bas74,  Bas77,  Bas80].  In this method, it is assumed that the 
sizes and shapes of the colliding nuclei are frozen during barrier passage, and so mass 
transfer and dynamic deformations do not affect the system.  Fusion occurs when 
the energy of relative motion is completely dissipated and the system is trapped in 
the attractive pocket of the effective potential.  In essence, the Bass model assumes 
that the system's complex evolution in degrees of freedom such as shape and mass 
transfer happen on a longer timescale than barrier passage, and so do not affect the 
fusion barrier.  (These degrees of freedom strongly affect the fate of the compound 
system after barrier penetration, but this is  beyond the scope of the Bass model 
and will be discussed in Section 3.4.)  The fusion cross section in the Bass model is 
based on the classical formula of Equation 3.11, and the nuclear potential is taken 
to be an empirical modification of the proximity potential developed by fitting to 
experimental data.  The Bass model has shown great success in its predictive ability 63 
for near- and above-barrier fusion cross sections, and has gained wide acceptance in 
the literature. 
Although the Bass model is probably the most well-accepted parametrization 
of fusion  excitation functions,  several other empirical and semiempirical prescrip­
tions have been proposed.  A few  of these will be compared to the data in Section 
3.2.2, and so are briefly summarized here. 
Vaz,  Alexander,  and Satchler [Vaz78 , Vaz81]  used the proximity potential 
with small  empirical  changes,  and developed  a  systematization of s-wave  fusion 
barriers and barrier radii.  They describe the barrier height and radius in terms 
only of Z and A  of the projectile and target.  A comparison with experimental 
data from 87 excitation functions  [Vaz81]  shows reasonable agreement at energies 
near and above the barrier.  At subbarrier energies, the model often underestimates 
the fusion  cross  sections for  heavier systems;  this is  a  problem common to one­
dimensional barrier models, and will be discussed in Section 3.2.3. 
Recently, Royer, Normand, and Druet [Roy98]  have published fully analytic 
expressions for  determining fusion and fission parameters.  They model the collid­
ing  (or  separating) nuclei  as  liquid drops which move through a  "compact quasi­
molecular shape"; that is,  a shape evolution from two separate spheres through a 
one-body necked configuration with spherical ends, to the final spherical compound 
nucleus.  Analytic polynomial expressions in terms only of A and Z of the projectile, 
target, and compound system were developed for  the fusion barrier height and ra­
dius, and for symmetric and asymmetric fission barriers for ,B-stable nuclei.  These 
equations were solved in this analysis using a  FORTRAN code available upon re­
quest from the authors.  A comparison of the results obtained using the expressions 
of Royer  et al.  with empirical values shows  good agreement over a wide range of 
masses and asymmetries of the fusing systems. 64 
In order to assist experimentalists in the prediction and characterization of 
heavy-ion reactions, Wilcke et al.  [WilSO] have tabulated several reaction parameters 
for more than 400 systems in the range of 1 to 50 MeV/nucleon.  Their fusion cross 
sections are calculated using the proximity potential and Equation 3.11.  Values for 
the barrier radius are taken from a previously published analysis of 56 experimental 
data sets [Bir79]. 
3.2.2.  Application ofmodels to the 328 + 181Ta system 
The experimental values of the fusion barrier and barrier radius were deter­
mined using the classical formula of Equation 3.11.  If  the cross section is modeled 
as (J =  7rR2 (1 - ViEb), then a plot of the cross section data vs.  _1_ will have a linear 
ECM 
form with the x-intercept at ~, and the y-intercept at 7rR2.  In reality, however, 
Vb 
nonlinearities can occur at near- and subbarrier energies due to tunneling effects 
and coupling to other reaction modes, and at high energies due to angular momen­
tum limitations on the fusion  proce,ss.  In this analysis,  only data in the range 
200 ::;  (J  ::;  SOO  mb were used in the linear fit, in order to exclude these nonlinear 
regions.  A plot of the cross section data vs.  _1_ is shown in Figure 3.7; reduced 
ECM 
X2 for this fit is 0.22.  The barrier as determined by this fit is Vb  =  130.9 ± 0.5 MeV, 
and the barrier radius is  Rb  =  10.4 ± 0.3 fm. 
Fusion barriers and radii were also calculated for the 328 + 181Ta system using 
the methods of Bass, Vaz  et al.,  Royer et al.,  and Wilcke et al.,  as described in the 
previous section.  Table 3.1  gives the experimental values and those of the various 
model predictions.  It can be seen that all of the predicted values  overestimate 
the experimental barrier and barrier radius, with the predictions of Bass and Royer 
coming closest to the deduced experimental values.  The measured barrier in this --
65 
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TABLE 3.1.  Fusion barriers and barrier radii for the 328 + l8l Ta system. 
Imodel  I Vb  (MeV) I ~  (fm) 
experimental (liE) 
experimental (CCDEF) 
130.9 ± 0.5 
129.5 ± 1.7 
10.4 ± 0.3 
10.2 ± 0.4 
mean  1130.7 ± 0.3 110.3 ± 0.1 1 
Bass [BasSO] 
Vaz  et al.  [VazS1] 
Royer et al.  [Roy9S] 
Wilcke et al.  [WiISO] 
134.1 
13S.0 
135.0 
137.9 
11.6 
11.4 
11.5 
11.4 
case, however,  is  the interaction barrier, which in heavy systems is not necessarily 
identical to the barrier for  true complete fusion.  As  the charge product  ZpZt 
increases, it becomes possible for the system to penetrate the interaction barrier and 
form a  mononucleus,  then fission  before full  equilibration.  True complete fusion 
requires an additional "extra-push"  energy beyond that required to penetrate the 
interaction barrier.  This process,  "quasifission",  will  be addressed in detail in 
Section 3.4.  The models used for  comparison here are based on complete fusion, 
and so  the low  value of the experimentally deduced barrier could be taken as a 
first-order indication of the presence of quasifission. 
A secondary consideration is that all of the models above treat the collision 
partners as spherical.  In reality,  the Ta nucleus has a static prolate deformation 
(f32  =  0.269,  [M6195]).  In collisions with a deformed target, the barrier and barrier 
radius do not have a  single value,  but are dependent on the angle of orientation 
between the collision axis and the symmetry axis of the deformed nucleus.  It has 
been shown  [St078,  StoSO,  ReiS2,  ReiS5]  that in reactions with deformed nuclei, 
averaging over  all orientations of the deformed nucleus yields an average value for 67 
the barrier that is lower than that of the equivalent spherical system.  In describing 
the fusion excitation function,  then, factors beyond the masses and charges of the 
reaction partners must be taken into account.  In this analysis, the effects of nuclear 
structure factors on the fusion cross section were addressed using a coupled-channels 
formalism. 
3.2.3.  Distributions of barriers 
One common characteristic of all the fusion models mentioned above is that 
they tend to underestimate the cross section at subbarrier energies for heavier sys­
tems.  Inclusion of tunneling effects as in the one-dimensional barrier penetration 
model is not sufficient to explain the enhancement.  The failure of one-dimensional 
models at subbarrier energies has long been recognized (see, e.g., a review by Vaz, 
Alexander, and Satchler [Vaz81]), and much research has been devoted to exploring 
the mechanisms responsible.  Better agreement between theory and experiment can 
be obtained if the concept of a single fusion barrier is replaced by a distribution of 
barriers due to effects of the nuclear structure of the  colliding nuclei.  However, the 
relative importance of the many possible degrees of freedom is still an open question; 
among the mechanisms explored have been static deformation, excitation of vibra­
tional and rotational modes, coupling to nucleon transfer channels, and macroscopic 
ideas such as neutron flow  and neck formation. 
In  experiments using  144-154Sm  targets,  Reisdorf et al.  [Rei82,  Rei85]  and 
Stokstad et al.  [Sto78,  Sto80]  have shown that the cross sections for  reactions be­
tween spherical nuclei are equivalent when the bombarding energy is scaled by the 
Bass  barrier for  each system,  while  reactions  with deformed  targets do  not fall 
into agreement,  but show  an enhancement of the low-energy cross  section going 68 
from spherical to deformed targets.  This enhancement can be described [Sto78] 
by replacing the spherical radius R in calculations of the nuclear potential by an 
angle-dependent R(O), where 0 is the angle between the symmetry axis of the target 
nucleus and the beam axis. 
In addition to static deformations,  dynamic excitations of low-lying states 
in the projectile and/or target have been shown to affect the fusion cross section 
[Bec88].  Stelson  et al.  [Ste90]  have measured excitation functions for  46,50Ti + 
90Zr,93Nb,  and showed that the presence of low-lying collective states can enhance 
the subbarrier fusion cross section by an order of magnitude.  However, vibrational 
excitations are insufficient to completely explain their data:  the cross sections for 
the 46,50Ti + 93Nb reaction were factors of 3 to 6 larger than those of the 46,50Ti +  90Zr 
reaction, although 90Zr and 93Nb have similar quadrupole collective states.  Stelson 
et al.  attribute this to the difference in binding energies of the valence neutrons.  The 
valence neutrons in 93Nb are much more weakly bound than those of 90Zr, and the 
barrier for neutron transfer disappears at about 1 fm greater distance for 93Nb.  They 
postulate that transfer or flow of neutrons may lead to formation of a neck between 
the colliding nuclei as a precursor to fusion.  (Wu and Bertsch [Wu86]  provide an 
alternate explanation for  the differences in the 46,50Ti + 90Zr,93Nb  cross sections, 
in terms of coupling to several higher-order excitations in addition to the first  2+ 
state.)  Much attention has since been devoted in the literature to the importance of 
inelastic excitations as a microscopic approach, or neutron flow  and neck formation 
as an alternative, macroscopic approach to describing subbarrier fusion  (see,  e.g., 
reviews by Reisdorf [Rei94]  and Dasgupta et al.  [Das98], and references therein). 
Transfer of nucleons between the colliding nuclei (in a microscopic approach) 
has  also  been studied as  a  factor  influencing  subbarrier fusion.  Beckerman  et 
al.  [Bec80,  Bec81,  Bec82]  measured fusion cross sections for  the systems 58,64Ni + 69 
58,64Ni,  and found that the excitation function for 58Ni + 64Ni did not resemble an 
interpolation between the 58Ni  + 58Ni  and 64Ni  + 64Ni  systems.  At subbarrier 
energies, the mixed system 58Ni + 64Ni has higher cross sections than either of the 
symmetric systems, suggesting that neutron transfer to establish N/Z equilibrium 
strongly enhances subbarrier fusion.  Consistent results were seen in an extension of 
this work to include the systems 58,64Ni + 74Ge and 74Ge + 74Ge [Bec83].  8tefanini 
et al.  [8te86]  demonstrated that the effect can be generalized to mass-asymmetric 
systems, in measurements of 32,368 + 58,64Ni.  When the neutron-poor target 58Ni 
was used,  the n-rich 368 led to higher fusion cross sections at the lowest energies; 
however, in the case of the n-rich 64Ni target, the n-poor projectile 328 yielded the 
larger subbarrier cross sections.  The relative N /Z ratios of projectile and target, 
and transfer of nucleons between them, clearly playa role in subbarrier fusion.  (8ee 
the reviews and references cited above; also, e.g., [Mac96, Oer96, Ros97].) 
Inclusion  of coupling  to deformations,  dynamic  excitations,  and nucleon 
transfer requires replacing the single,  one-dimensional potential barrier Vb  with a 
distribution of barriers with varying heights and widths depending on the entrance 
channel of the colliding nuclei.  This can be modeled using  a  coupled-channels 
approach, and it has been shown [Row91]  that, with high-precision data, this dis­
tribution of barriers can be directly extracted from experimental data.  These tech­
niques have been used extensively in recent literature to determine the presence and 
strength of coupling to additional reaction channels from high-precision subbarrier 
fusion data ( [Das98],  and references therein). 70 
3.2.4.  The coupled-channels approach 
The coupled-channels formalism is widely used to model the effect of coupling 
to additional reaction modes on the gross fusion excitation function and distribu­
tion of barriers.  Reviews  by Reisdorf [Rei94],  Balantekin and Takigawa [BaI98], 
and Dasgupta [Das98],  among others, contain detailed descriptions of the coupled­
channels problem and methods of solution.  The description herein will follow  the 
approximations of Dasso et ai.  [Das83,  Br083b, Lan84], which were used to model 
the data with the codes CCFUS [Das87]  and CCDEF [Fer89]. 
In the fusion  of two nuclei,  quantum tunneling under a  multidimensional 
barrier can be described by a set of coupled equations in terms of the relative motion 
wavefunctions.  Dasso  et ai.  assume that the coupling interaction can be factored 
into relative and intrinsic motion parts, and make the further simplification of taking 
the relative motion form factor to be a constant, equal to the coupling strength at the 
s-wave barrier.  (The fusion cross section is dependent on the flux passing through 
the barrier, and so only the coupling strength in the barrier region is  taken to be 
essential. )  This is typically referred to as the "constant coupling"  approximation. 
The coupled equations decouple under these approximations, and the single barrier 
V (r) has been replaced by a set of eigenbarriers V (r) +  .An,  which corresponds to 
the physical concept of a distribution of barriers described in the previous section. 
The transmission coefficients and fusion cross section can then be calculated using 
this set of eigenbarriers.  The transmission coefficients are taken by Dasso et al.  to 
have the Hill-Wheeler form, and the fusion cross section is calculated in CCFUS and 
CCDEF using a modification of Equation 3.15.  In the codes CCFUS and CCDEF, 
the coupling of each mode is treated as a separate two-channel problem.  CCFUS 
assumes that both reaction partners are spherical, but CCDEF allows for  axially 71 
symmetric deformations; the fusion cross sections are determined by averaging over 
all  orientations of the deformed system.  This approach treats the deformation 
within the sudden approximation [Won73]:  since the timescale for barrier passage 
is short compared to that of rotational motion, the two nuclei are treated as frozen 
during the collision.  Averaging over  all orientations,  therefore,  is  equivalent  to 
coupling to the ground state rotational band. 
Although simplified coupled-channels codes provide a good qualitative model, 
it has been noted [Bal98]  that the constant coupling approximation can result in 
overestimates of the transmission functions as compared to exact coupled-channels 
calculations; this must be considered in any quantitative description of the data.  In 
an analysis of fusion data for  the 64Ni + 92,96Zr system, however, Stefanini [Ste92] 
compared results of the code CCFUS to exact coupled-channels calculations and 
found  no  significant  difference.  Another potential shortcoming of the simplified 
coupled-channels codes is that only single-phonon excitations are considered; it has 
been shown [Das97,  Kru93 , Ste95]  that in some cases multiphonon states can cou­
ple strongly and playa significant role at subbarrier energies.  This enhancement, 
however,  is  most evident in a low-energy, subbarrier region of the excitation func­
tion ((T  ~  10 - 50  mb,  [Kru93 , Ste95]) which is  not relevant to this data analysis. 
Although the limitations of coupled-channels codes must be kept in mind, they have 
come into common use in analysis of fusion data and in many cases can reproduce 
the measured excitation functions  and distributions of barriers quite well  [Ste92, 
Hin95 , Cha95, Agu95 , Liu96 , Bie96]. 72 
3.2.5.  Coupled-cbannels analysis of tbe 328 + 181Ta data 
A coupled-channels fit to the 32S + 181Ta excitation function was made using 
the code CCDEF.  The parameters used in the fit were the 181Ta static deformation, 
with f32  =  0.269 and (34  =  -0.090 [MoI95];  and the first 2+  and 3- excited states 
of the 32S  projectile ((32  =  0.336, at 2.302 MeV [Ram87];  (33  =  0.48, at 5.006 MeV 
[Spe89]).  The barrier height and radius were allowed to vary to achieve the best fit 
to the experimental data.  The resulting fit is shown in Figure 3.8. 
The barrier parameters which gave the best fit to the experimental data were 
Vb  =  129.5 ± 1.7 MeV, Rb  =  10.2 ± 0.4 fm,  and !iw =  3.99 MeV.  These are listed in 
Table 3.1 with the results of the liE  fit; it can be seen that the coupled-channels and 
classical fits yield the same results within error.  (Error in the barrier height and 
radius for  all coupled-channels fits was determined using a nonlinear least-squares 
fit  to the data.  Error bars were not assigned to the quantity !iw;  since the lowest 
measured data point was at 133.7 MeV, i.e., still above the barrier, the curvature 
could be varied greatly with no significant effect on the excitation function in the 
region of the data.) 
The best fit  to the data, given by the solid line in Figure 3.8,  is  obtained 
from coupling to the target static deformation only.  Reduced X2 for this fit is 1.95. 
Addition of coupling to the 32S vibrational excitations results in a slight overpre­
diction of the cross  section at the lowest  energies.  However,  in other published 
fits with coupled-channels calculations [Ste92, Agu95 , Bie96], enhancements in the 
cross section due to vibrational couplings seem to be significant only in the region 
(J  ~  100 mb and below.  Since the only significant deviation between the data and 
the fit which includes the 32S  excited states is  at the lowest-energy data point, the 
results of this fit  are inconclusive.  Additional data at subbarrier energies would 73 
-. 
..0 
E  ............ 
c 
.Q 
en 
:::l 
b 
1000 
100 
•  singles data 
-­ deformation only 
........  coupling to 2+, 3- of 32S 
120  140  160  180  200  220  240  260  280 
Ecm (MeV) 
FIGURE 3.8.  Coupled-channels fit to the 32 8 + 181Ta excitation function. 74 
be necessary in order to draw any strong conclusions on the presence or absence of 
coupling to the vibrational states of the projectile. 
3.2.6.  Comparison to similar systems 
In order to test the analysis methods and to place the 328 + 181Ta results 
within the context of similar systems, the same analysis was performed on fusion 
data for  the reactions 348 + 168Er  and 328 + 182W,  which bracket the 328 + 181Ta 
system. 
3.2.6.1.  The 348 + 168Er system 
High-precision subbarrier data for fusion of 348 + 168Er [Mor98] was used to 
test the coupled-channels method.  The cross section was measured in 1 MeV steps 
down to the 1 mb range with very small error,  and so leaves much less room for 
ambiguity in fitting than the 328 + 181Ta data.  A coupled-channels fit with CCDEF 
was performed, including the 168Er deformation ((32  =  0.294, (34  =  -0.007, [M6195]) 
and exploring couplings to the first  2+  and 3- vibrational states of the projectile 
and/or target.  The parameters used for  the 348  excited states were (32  =  0.252 
at E  =  2.127  MeV,  (33  =  0.008  at E  =  4.623  MeV;  and for  164Er,  (32  =  0.338 
at E  = 0.0798  MeV,  and (33  = 0.044  at E  = 1.431  MeV [Ram87,  8pe89].  The 
barrier height and radius were allowed to vary as  before to obtain the best fit  to 
the data.  The results of this fit were Vb  =  124.2 ± 0.6 MeV,  Rb  =  11.3 ± 0.9 MeV, 
and nw  =  3.21  MeV;  the fit  is  shown in Figure 3.9.  For this system, it can be 
seen that coupling to static deformation of the 168Er target alone is insufficient to 
describe the data.  The best fit  (with reduced X2  =  2.18  )  includes coupling to 
the first  2+  and 3- states of 168Er,  as well as  the static deformation; these states ----
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TABLE 3.2.  Fusion barriers and barrier radii for the 348 + 168Er system. 
model  Vb  (MeV)  Rb  (fm) 
experimental (CCDEF)  124.2 ± 0.6  11.3 ± 0.9 
Bass [Bas80]  124.6  11.2 
Vaz  et al.  [Vaz81]  128.8  11.4 
Royer et al.  [Roy98]  126.2  11.5 
are very low-lying and can be seen to have a 'strong effect especially at subbarrier 
energies.  An alternative fit,  coupling to the first 2+  and 3- excited states of the 
348 projectile as well  as the target deformation,  describes the excitation function 
well into the subbarrier region, but begins to underrepresent the data at the lowest 
energies, in the region of (J :s;  10 mb. 
Predictions for  the s-wave barrier Vb  and barrier radius Rb  for  348 + 168Er 
were calculated using the various fusion models in the same manner as for  the 328 
+ 181Ta system.  These are listed in Table 3.2.  As  with the 328 + 181Ta system, 
the Bass barrier is the best match to the experimental value, with the parameters 
of Royer  et al.  also providing a  reasonable description.  The model of Vaz  et al. 
slightly overestimates the barrier, as it did for the 328 + 181Ta system. 
3.2.6.2.  The 32 S + 182 W system 
The same analysis methods were also applied to previously published data 
for the 328 + 182W reaction [Ke187].  Since this system differs from 328 + 181Ta by 
only a single proton in the target, any large variations in the analysis results would 
be an indication of problems in the data or analysis methods. 77 
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The barrier height and radius were first extracted using the classical method 
of linear fitting to 1/EcM.  The fit  was  made to data in the range 175  mb :s;  (j 
:s;  750 mb,  and is  shown in Figure 3.10.  The resulting barrier parameters were 
Vb  = 133.0 ± 1.2 MeV and Rb = 10.2 ± 0.4 fm,  with reduced X2 = 0.58.  A coupled­
channels fit  using CCDEF was also made, using {32  = 0.259,  {34  = -0.084 [MoI95] 
for  the 182W static deformation.  Coupling to the lowest vibrational states of the 
328 projectile was also tested, using the same parameters given for  the 328 + 181Ta 78 
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32
fits.  The CCDEF fits are given in Figure 3.11; it can be seen that, as with the  8 
+ 181Ta system, the best fit to the data includes only the target static deformation. 
(Reduced  X2  for  this fit  was  0.80.)  In this  case,  however,  there is  very little 
difference between the fit using deformation only and that including the first 2+ and 
3- vibrational states of 328,  most probably because the data only extend down to 
180 mb, which is above the region where the effects of these couplings should become 
evident.  The parameters which provided the best fit  to the data for  the coupled­79 
TABLE 3.3.  Fusion barriers and barrier radii for the 328 + 182W system. 
Imodel  I  Vb (MeV) I ~ (fm) 
experimental (liE)  133.0 ± 1.2  10.2 ± 0.4 
experimental (CCDEF)  132.4 ± 3.4  9.9 ± 1.2 
mean  I  132.9 ± 0.2 I  10.1 ± 0.1 I 
Bass [Bas80]  135.3  11.3 
Vaz et al.  [Vaz81]  139.9  11.4 
Royer et al.  [Roy98]  136.8  11.5 
channels fit  were Vb  =  132.4 ±  3.4 MeV,  Rb  =  9.9 ±  1.2 fm,  and fiw  =  3.8  MeV. 
These are listed in Table 3.3  along with various model predictions for  the 328 + 
182W system.  The results of the analysis for the 328 + 182W system are very similar 
to those for  328 + 181Ta.  Again, the values for  barrier height and radius obtained 
from the classical and coupled-channels methods are in agreement, and again, the 
experimental values are lower than the model predictions.  The Bass model provides 
the closest match to the experimental values, although again, the values of Royer et 
al.  are also close.  The predictions of Vaz  et al.  are slightly high.  In the analysis 
of this published data, the authors made quantitative estimates of the quasifission 
component to the fission cross section, and found that it contributed a significant 
fraction; which agrees with the observation here that the interaction barrier is lower 
than the predicted barriers for  true fusion.  Comparing the experimental barrier 
heights and radii for the 328 + 181Ta and 328 + 182W data, it can be seen that the 
radii for the two systems are the same within error, as would be expected (10.3±0.1 
fm for  the 181Ta target,  10.1 ± 0.1 fm for  182W).  The barrier height for  the 328 + 
182W system (132.9 ±  0.2  MeV)  is slightly higher than for  the 328 + 181Ta system 
(130.7 ± 0.3 MeV), which is consistent with addition of a proton to the target. --
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Figure 3.12  shows  a  plot of the reduced excitation functions  for  the three 
systems 328 + l81Ta,  l82W,  and 348 + l68Er.  By plotting u/'U.s/ R~ against ECM/Vb, 
the inherent differences between the three systems due to Coulomb and size effects 
are removed.  Variations  between the excitation functions  which  persist in this 
reduced plot indicate either differences  in  the reaction mechanism or problems in 
the data or fitting method.  It can be seen in Figure 3.12 that when Coulomb and 
size differences are removed, the excitation functions for  the three systems analyzed 81 
here are in good agreement.  The data for  the 32S + 181Ta reaction are consistent 
with previous measurements for other, similar systems. 
In summary, the singles angular distributions for  the 32S  + 181Ta  reaction 
were integrated and normalized to the Rutherford cross sections.  The resulting 
excitation function was analyzed using both a classical and a coupled-channels ap­
proach to extract the barrier parameters; the results of the two fitting methods were 
in agreement, and were consistent with data for other, similar systems. 
3.3. The coincidence analysis 
One of the necessary conditions of a complete fusion event is that there be 
full  linear momentum transfer from the projectile to the compound system.  AI-
though an analysis of the fission excitation function, as in the singles data analysis, 
yields valuable information about the fusing system, there is a possibility that some 
fraction of these events are the result of deep-inelastic collisions, incomplete fusion, 
or other reactions.  In order to separate these events from the fusion cross section, 
a reanalysis was made of the 32S + 181Ta data using coincident fission fragments to 
gate on full momentum transfer events. 
3.3.1.  Coincidence analysis methods 
Since no time-of-flight  information was  available for  the fission  fragments, 
an iterative procedure was  used to extract masses,  momenta,  and fission  kinetic 
energies.  Initially,  symmetric fission  was  assumed,  and using m  =  A~N, fission 
fragment momenta in the lab frame were calculated from the detector angles and 
corrected energies of a  coincidence event.  (The same energy cuts on the fission 
fragment distributions were used as in the singles analysis.)  The deposited energy 82 
in the detectors was calibrated for  pulse height defect  [Sch66,  Wei86];  corrections 
were also made for  energy losses in the gold layer on the detector surface and in 
the Si  dead layer.  Energy loss in the target was calculated using the target half­
thickness.  The magnitude of these energy-loss corrections was  3-6  MeV for  the 
target, and 0.7-1  MeV in the detector;  this corresponds to a shift of 2-3%  of full 
momentum transfer. 
The laboratory momenta of the fission  fragments were added to the com­
pound nucleus momentum (determined by the beam energy) to give the momenta 
of the fragments in the frame of the fissioning system.  From this, the kinetic en­
ergy of each fragment in the frame of the fissioning system was calculated, and new 
values for the mass of each fragment were obtained by assuming that the fragment 
momenta were equal and opposite in the frame of the fissioning system: 
(3.16) 
The new fragment masses were compared to the previous values; if the dif­
ference was greater than 0.1  amu, another iteration was started.  When the mass 
values had converged,  the component of the laboratory momentum parallel to the 
beam direction was  compared to the compound nucleus momentum to determine 
the linear momentum transfer for the event. 
The total fusion cross section for  the coincidence data was extracted by se­
lecting events within ±10% of full  linear momentum transfer and integrating the 
counts for  each detector pair.  The counts were then corrected for  beam current, 
computer dead time,  and target thickness,  and normalized to the elastic scatter­
ing cross sections in the same manner as the singles data.  Corrections were also 
made to compensate for the fact that the angles of the detector pairs did not always 83 
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correspond to the optimum folding  angle,  and for  efficiency loss in the "sweeper" 
detector due to rocking of the folding  angle from neutron emission by the fission 
fragments.  The statistical code LINDA  [Due85]  was  used to model the folding 
angle distributions for  a given trigger-sweeper detector pair.  Figure 3.13 shows a 
comparison of predicted and observed folding angles; it can be seen that the LINDA 
predictions provide a  reasonable description of the data.  In the simulation, the 
trigger  detector was  set to the same angle and dimensions as  those of the actual 84 
experiment, and the sweeper detector was allowed to cover 180
0  on the other side 
of the beam in order to observe the width of the fission fragment distribution.  The 
Gaussian distributions in ((), <p)  of the sweeper fragments given by LINDA were then 
used in a Monte Carlo simulation which calculated the fraction of events seen by a 
sweeper detector set off-center from the folding angle.  In calculating the total cross 
section,  detector pairs in which this  "rocking efficiency"  was less than 10%  were 
considered to be too far from the optimum folding angle to be reliable, and so were 
not used.  Data from each of the detector pairs were weighted according to relative 
count rates in the angular distributions for  each trigger angle when averaging to 
obtain the coincidence cross sections. 
The resulting coincidence excitation function is shown in Figure 3.14, and the 
cross sections are given in Table 3.4.  Uncertainties in the cross sections were esti­
mated in the same manner as for the singles data, but also including the uncertainty 
resulting from the effect  on the rocking efficiency correction of a  ±1° error in the 
folding angle.  The coincidence data are in very good agreement with the singles 
data at energies below 240 MeV; however, above this , the coincidence cross sections 
begin to decrease slightly while the singles excitation function continues to rise.  It 
is  apparent that, at higher energies, there is an additional reaction contributing to 
the total fission cross section. 
3.3.2.  The incomplete momentum transfer component 
Analysis  of the momentum distributions of the fission  fragments  shows  a 
single peak centered at full  linear momentum transfer (FLMT), corresponding to 
complete fusion,  to be the only observable reaction for  the measured energies be­
tween 157 MeV and 225 MeV (lab).  At 239 MeV and above, however, a "shoulder" ---
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TABLE 3.4.  Cross sections for the 32S + 181Ta reaction. 
I Elab  (MeV) I (J fis (singles)  (mb) I (J fis ( coinc) (mb) I 
157.3 

165.1 

170.2 

175.1 

178.3 

185.6 

192.5 

200.1 

215.6 

225.3 

239.6 

250.6 

265.5 

274.3 

288.3 

299.1 

89±4 

230±4 

290±7 

420±8 

520 ± 25 

600 ± 17 

740 ± 19 

810 ± 16 

930 ± 12 

1040 ±  20 

1130 ± 10 

1210 ± 20 

1340 ± 30 

1420 ± 30 

1540 ±  10 

1580 ± 30 

88±4 

220 ± 20 

320 ±  10 

430 ± 70 

460 ± 20 
600 ± 20 
680 ± 20 
780 ± 60 
1000 ± 20 

1040 ± 90 

1030 ± 30 

1130 ± 70 

1090 ± 40 

1150 ± 30 

1030 ±  20 

1070 ± 30 

in the momentwn transfer distributions corresponding to approximately 87% of full 
momentwn transfer can also be observed.  Figures 3.15 and 3.16 show the momen­
tum distributions.  Fitting of a  double Gaussian to the data shows that these 
incomplete momentwn transfer events correspond to roughly 15-30%  of the total 
fission cross section at the highest energies, and account for the differences in cross 
section between the singles and coincidence data. 
In measurements of 40Ar-induced fusion  on targets ranging from  116Sn  to 
197Au and bombarding energies of 222-340 MeV, Delagrange et al.  [DeI79]  observed 
forward-peaked emission of 1H and 4He.  The cross sections for the 4He component 
corresponded to up to 20%  of the fission  cross section,  and the authors discussed 
the probable inclusion of an incomplete fusion component as well as  complete fu­87 
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sion in the fission data.  Siwek-Wilczyilska and Wilczynski [8iw79, Wil80b, Wil82] 
proposed that incomplete fusion reactions could be understood in terms of a  dis­
appearance of the pocket in the internuclear potential with increasing angular mo­
mentum.  For partial waves above the critical angular momentum, escape of some 
portion of the projectile would remove some linear and angular momentum from the 
system, thus restoring a pocket in the potential and allowing fusion of the remain­
ing projectile fragment.  Following this interpretation, Huizenga, Thbbs, and their 
colleagues [Hui83, Thb85] looked at 2oNe-induced fission using targets from 165Ho to 
238U.  The data could be well reproduced by decomposing the angular correlation 
data into components corresponding to full momentum transfer and one-, two-, and 
three-alpha escape.  The relative yields for  the 20Ne + 181Ta reaction at 292  MeV 
bombarding energy showed roughly 60% of the reaction strength to be in the FLMT 
peak, and about 30% in the one-alpha escape component, which is similar to the 
proportions observed in the 328 + 181Ta data. 
For the 328 + 181Ta reaction, at the highest energies the maximum angular 
momentum f max of the compound system is well above the critical angular momen­
tum for fusion.  Wilcke gives the critical angular momentum for  328 + 181Ta to be 
fcrit  = 96,  while the Bass model predicts fcrit  = 87;  however,  in the experimental 
data, the cross sections indicate angular momenta in excess of 120n at the highest 
bombarding energies.  It  can be argued, then, that the incomplete momentum trans­
fer events correspond to the highest partial waves, with angular momenta too high 
to permit complete fusion.  In Figure 3.17, the linear momentum of the incomplete 
transfer peak is plotted as a function of bombarding energy.  The lines show full mo­
mentum transfer for projectiles with mass A =  28 to 32, corresponding to escape of 
projectile fragments up to an alpha particle.  A correlation is observed between the -- -- -- - -- --- -- --- -- --- -- -- -- -- --- --- ---
-- -- -- -- -- -- -- --------- -- -- --
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data and the Aprojectile =  28 calculation, and so the incomplete momentum transfer 
component could be interpreted as escape of an alpha from the 32 8 projectile. 
3.4.  Quasifission 
3.4.l.  Background 
In discussing quasifission, the rotating liquid drop model and the statistical 
transition state model  are the commonly accepted framework  for  describing  the 
fission process.  The rotating liquid drop model [Coh74] treats the fissioning system 
as  a  charged,  rotating liquid with surface tension,  and describes the equilibrium 
shapes of the system in terms of a balance between the attractive surface energy Es , 
the repulsive Coulomb energy Ee , and the rotational energy Erot  .  The ground state 
shape and the saddle point shape, or the shape where fission becomes inevitable, are 
determined by the mass and charge of the system and by the angular momentum. 
The system is  parametrized by two  dimensionless  variables:  x, which is  usually 
called the fissility, is given by 
Ee  1 
X= --- =  ------~--------------~~  (3.17)
2E,  50.883 [1 _ 1.7826 (N ~ Z) '] 
and y,  the angular-momentum-dependent term, is written 
Erot  1.9249  £2 
(3.18) Y = -E- = -;:[:------(---)-2]:::;"" .A7/3 
s  1 _  1.7826  N ~  Z 
The bracketed term in the denominator of these equations is derived from the liquid 
drop surface energy"  which can be written 92 
I  =  0.9517 [1 - 1.7826 12]  Me  V  / fm2  ,  (3.19) 
1= NCN - ZCN  (3.20) 
ACN 
For a system with x  =  1,  the fission barrier vanishes at zero angular momentum. 
For systems with x  < 1,  the fission barrier decreases and the saddle point config­
uration becomes more compact with increasing angular momentum.  This fissility 
parameter is the most commonly used predictor for determining whether quasifission 
will be present in a given system, as will be described below. 
In the statistical transition state model (STSM) for fission  [Boh56],  the K­
distribution (where K  is  the projection of the angular momentum on the nuclear 
symmetry axis)  may change during the evolution of the fissioning  system up to 
the saddle point.  At the saddle point, K6  (the variance of the K distribution) is 
thought to be frozen in, and does not change further during the descent from saddle 
to scission.  Under this assumption, the fission fragment angular distributions can 
be modeled as described in Section 3.1.1.  K6  is related to the moments of inertia 
of the fissioning system as shown in Equation 3.4,  and it has been demonstrated 
for  alpha- and heavy-ion-induced reactions  [Vi063,  Kar68]  that the experimental 
angular distributions correspond to the moments of inertia for the liquid drop model 
saddle point shapes. 
Many cases  in which the angular distributions deviate from  the standard 
RLDM/STSM description of fission have been observed, however.  For heavy sys­
terns or  high bombarding energies, the maximum angular momentum can exceed 
the point where the RLDM fission  barrier vanishes,  and so  an equilibrated COffi­
pound nucleus is impossible.  Fissionlike fragments have nonetheless been observed 
from these systems [Bor81, Bac81], and the process of collision and reseparation in 
a system without a barrier has been termed "fast fission" .  Angular distributions 93 
which cannot be described by the transition state model have also been observed in 
systems with nonvanishing fission barriers [Ros83, Bac83, Bac85a]; these have been 
taken to be evidence of '" quasifission" , a process described by the dynamical model 
for fusion. 
Swiatecki's dynamical model for  fusion  [Swi81,  Swi82]  has been successful 
in describing fusion data for  which one-dimensional models fail,  especially in the 
case of medium to heavy systems.  The fusing  system is  treated in terms of a 
multidimensional potential surface, where the relevant degrees of freedom are mass 
asymmetry, fragment separation, and neck size.  Three configurations are taken to 
be important in the evolution of the system:  the contact configuration, where neck 
formation becomes favorable;  the conditional saddle point, which has frozen mass 
asymmetry; and the unconditional saddle point, which is the fission saddle point.  A 
schematic diagram for a system in which all three configurations are distinct is shown 
in Figure 3.18.  For light systems, passing the contact configuration is  sufficient 
condition for  fusion;  for  heavier systems or those with high angular momentum, 
however, the contact point is  outside the conditional saddle point, and so an extra 
amount of radial energy (the "extra-push" energy Ex), is needed above the contact 
threshold in order to induce fusion.  Swiatecki estimates that the extra-push energy 
is  required for systems with an effective fissility xeff greater than 0.57, where xeff 
is defined analogously to the fissility of Equation 3.17: 
3Z2e2 
(3.21)
xeff =  407r'YR3 
For some symmetric or heavy systems, the conditional saddle point no longer lies at 
a more compact configuration than the unconditional (fission) saddle; in this situa­
tion, the energy beyond the contact threshold needed to pass both the unconditional 
and conditional saddles is called the "extra-extra-push" energy.  It is possible for  a 94 
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system of this type to form a mononucleus but not a true, equilibrated compound 
nucleus:  as the system evolves in mass asymmetry inside the conditional saddle 
point, the increasing repulsion as the charge product Zl Z2  increases can be suffi­
cient to cause reseparation without passage of the unconditional saddle.  Swiatecki 
called reactions of this type "quasifission".  The extra-extra-push energy is espe­
cially relevant in synthesis of the heaviest elements, where use of Pb and Bi targets 
has resulted in minimization of the compound nucleus excitation energy.  However, 
these systems have lower cross sections than those using actinide targets, because of 
the "dynamical" hindrance of the extra-extra-push.  From comparison with exper­
imental data for synthesis of actinide residues [Gag84J,  Gaggeler et al.  determined 
a fissility  of xeff =  0.72  to be the threshold for  the onset of quasifission and the 
extra-extra-push.  Variations of the effective fissility  have been suggested to be 
relevant as well,  including a  mean fissility  which is the geometric average of the 
effective fissility and the fissility of the compound nucleus; and an effective fissility 
after charge equilibration of the collision partners, x:h.  Gaggeler et  al.  compared 
these to the experimental residue data, and demonstrated that in addition to the 
effective fissility, the data could be well-described by a mean fissility calculated using 
x:Jf' with a threshold value of 0.72. 
3.4.2.  Relating angular distributions to quasifission 
The use of fission  fragment  angular distributions to discriminate between 
compound-nucleus fission and quasifission has been proposed by Back et al.  [Bac83, 
Bac85a].  Since the anisotropy in the angular distribution increases with increasing 
deformation of the fissioning system, anisotropies larger than those predicted by the 
rotating liquid drop model shapes would indicate that the system had not passed 96 
inside the fission  saddle point.  By fitting the experimental angular distributions 
and allowing KJ  to vary to achieve the best fit,  experimental values for  the ratio 
of the moments of inertia .:10/Jeff can be extracted, as in Equation 3.4.  Back et 
al.  [Bac85b]  compared these experimental moments of inertia to predictions of the 
RLDM saddle point shapes for  many systems of varying mass and mass asymme­
try.  For projectiles lighter than 24Mg,  the data could be described by the rotating 
liquid drop model, but for 24Mg and heavier projectiles, the anisotropies of the an­
gular distributions were significantly larger than RLDM predictions.  This agreed 
qualitatively with the 8wiatecki model in that increasing mass and decreasing mass 
asymmetry resulted in quasifission, but suggested the onset of quasifission at quan­
titatively larger mass asymmetries than the initial model predictions.  By fitting 
the angular distributions using KJ values corresponding to the RLDM moments of 
inertia for  partial waves  below an experimentally determined critical angular mo­
mentum, and values corresponding to a point outside the fission saddle for  higher 
partial waves, Back et al.  were able to quantitatively estimate the fraction of fission 
events that were due to quasifission. 
3.4.3.  Application to the 328 +  181Ta data 
In order to make an estimate of the quasifission component of the 328  + 
181Ta  data, the angular distributions were analyzed according to the methods of 
Back, Keller, and their colleagues, who have treated the 328 + 182W,208Pb systems 
using the approach outlined above [Ke187,  Tsa83,  Bac85b].  It was  assumed that 
the cross section consists of two components, with partial waves less than or equal 
to the critical angular momentum resulting in compound nucleus formation, while 97 
those with angular momentum greater than fcrit lead to quasifission.  Moments of 
inertia for  the partial waves were assigned as follows: 
30  =  (  30 )  f  :::;  fcrit'  (3.22)
Jeff  Jeff  RLDM 
=  1.5  f  > fcrit  (3.23) 
where the RLDM values were calculated using a modified fissility x =  XRLDM+0.03, 
and the arbitrary value of 30/Jeff =  1.5 for the highest partial waves corresponds to a 
shape intermediate between the scission shape and touching spheres.  The angular 
distributions were fitted  as  described in Section 3.1.1, using a  two-component fit 
in K6  to determine the relative strengths of the complete fusion and quasifission 
contributions.  K6  values were assigned to each partial wave using the moments of 
inertia described above, varying fcrit to give the best fit to the experimental data. 
These fits  are shown in Figures 3.19 and 3.20.  It should be noted that, since the 
data for energies of 239.6 MeV and higher contain an incomplete fusion component, 
the deduced complete fusion cross sections are probably incorrect. 
The resulting cross sections for true compound nucleus formation are given 
in Table  3.5  and shown in Figure 3.21;  according to this  analysis,  roughly half 
the fission  yield is  attributable to quasifission.  Back  et  al.  estimate that this 
method of determining the quasifission correction factors is  accurate to 20%,  and 
so  the uncertainty in the data was  assigned using the uncertainties of the fission 
cross sections and assuming a  20%  uncertainty in the correction factors.  When 
compared with the results of the quasifission analysis for  the 32S  + 182W  system 
[KeI87],  the magnitude of the quasifission corrections determined in this analysis 
are in good agreement with those of the previously published work.  The "true 
complete fusion"  excitation function was then fitted using the same methods as for 
the fission excitation function in order to extract the true fusion barrier.  For the 98 
FIGURE 3.19.  Fission fragment angular distribution fits used in determining the 
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TABLE 3.5.  Compound nucleus cross sections and estimated extra-extra-push en­
ergies (from Equations 3.24 to 3.26) for the 32 8 + 181Ta reaction. 
IE1ab  (MeV) IEcm  (MeV) Iafis (mb) IaCN (mb) IExx  (MeV) I 
157.3  133.7  88±4  14±4  2.4 ± 0.5 
165.1  140.3  220 ± 20  60± 10  6.8 ± 0.7 
170.2  144.6  320 ± 10  220 ± 50  4.3 ± 2.2 
175.1  148.8  430 ± 70  300 ± 40  5.4 ± 2.7 
178.3  151.5  460 ± 20  420 ± 50  2.0 ± 2.3 
185.6  157.7  600 ± 20  340 ± 60  12 ±3 
192.5  163.6  680 ± 20  540 ± 80  6.8 ± 3.9 
200.1  170.0  780 ± 60  700 ± 160  3.8 ± 8.5 
215.6  183.2  1000 ± 20  700 ± 140  16 ±7 
225.3  191.5  1040 ± 90  830 ± 160  12 ± 10 
239.6  203.6  1030 ± 30  960 ± 190  5 ±  13 
250.6  213.0  1130 ± 70  860 ± 170  20 ± 13. 
265.5  225.6  1090 ± 40  700 ± 140  34± 12 
274.3  233.1  1150 ± 30  930 ± 160  20± 14 
288.3  245.0  1030 ± 20  730 ± 140  33 ± 16 
299.1  254.2  1070 ± 30  860 ± 180  24±21 101 
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TABLE 3.6.  Deduced barriers and barrier radii for the 328 + 181Ta true complete 
fusion data. 
data set, fit method  IVb  (MeV) I Rv  (fm) 
fission  130.7 ± 0.3  10.3 ± 0.1 
complete fusion (liE)  133.1 ± 8.1  8.9 ± 1.0 
complete fusion (CCDEF)  133.1 ± 6.6  9.4 ± 0.9 
fit with CCDEF, the same parameters were used as for  the fit to the fission data, 
and coupling to the Ta static deformation was included.  As with the fission data, 
results of the classical and coupled-channels methods are in agreement; these values 
are listed in Table 3.6.  Figures  3.21  and 3.22  show the coupled-channels and 
classical fits to the excitation function.  Reduced X2 for the liE fit was 0.55, and for 
the CCDEF fit was 0.71. 
The barrier for  true complete fusion  has been shifted up by 2.4  MeV  as 
compared to the "capture" barrier of the fission excitation function.  It is interesting 
to note, also, that the barrier radius for  true complete fusion has shifted from 10.3 
fm  to 8.9 fm,  which could be attributed to the more compact shape necessary for 
complete fusion. 
Again following  the methods of Back [Bac85a],  the deduced true complete 
fusion cross sections can be used to estimate the extra-extra-push energies for  the 
system.  The energy necessary for  capture can be written as 
(3.24) 

and the energy for  complete fusion, as 
(3.25) 
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Since the cross section is  proportional to the square of the maximum i-wave,  the 
ratio of the cross sections for capture and true complete fusion can be used to find 
the extra-extra-push energy: 
(3.26) 
The values for  the extra-extra-push energies deduced by this method are given in 
Table 3.5.  The increase in Exx  with increasing bombarding energy is due to the 
increasing maximum angular momentum,  up to the critical angular momentum, 
where the values saturate. 
The experimentally deduced extra-extra-push energies can be extrapolated 
to a value at zero angular momentum, which is the "Exx"  commonly discussed in 
the literature.  In the dynamical model, the extra-extra-push energy is related to 
an angular-momentum-dependent mean fissility xm(i) by 
(3.27) 
where Xth is  the threshold fissility for  the onset of quasifission, a,  the slope param­
eter, is  a constant, and Xm (P.)  can be related to the mean fissility at zero angular 
momentum Xm by 
(3.28) 
The quantities Ech and i ch are the characteristic energy and angular momentum of 
the system,  which are model parameters (see  [Bj082]).  The angular momentum 
term in Xm (i)  is  corrected by 1', which assumes that only a fraction of the total 
angular momentum will remain in the orbital motion.  Following the procedure of 
Back et al., a value of f' =  0.6 was used.  Using Equation 3.27, the value of the extra­
extra-push at zero angular momentum can be extrapolated from the experimental --
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data by fitting the equation 
J Exx  =  "(  _"  ) + "f'. (eeN) 2 a  Xm  Xth  a  (3.29) f) Ech  ~ch 
where the double-primed values indicate experimentally determined quantities.  Fig­
ure 3.23 shows these fits to the experimental estimates of Exx.  As in the liE fits, 
only data below  (J  =  800 mb were used in the fits,  to avoid the nonlinearities at 
high energies.  The best-fit parameters were  a" =  6.3  and Xth  =  0.59.  These 
results are in reasonable agreement with the values obtained by Back for  projec­
tiles from 19F  to 328 on 208Pb,  where the deduced parameters were a"  =  8 ± 2 and 106 
Xth =  0.63 ± 0.03.  In an analysis of quasifission in 238U-induced reactions, Shen et 
al.  [She87]  also found that experimentally-determined extra-extra-push energies for 
238U + (160, 26Mg,  27AI,  32S,  35CI)  could be described by Xth values of 0.59 to 0.64. 
The extra-extra-push energies at zero angular momentum were deduced from these 
fits to be Exx  =  2.5 ± 2.4 MeV, which agrees with the observed barrier shift. 
Although Back et al.  estimate the values for the quasifission contribution as 
determined in this manner to be accurate to about 20%,  it should be noted that 
there are several approximations inherent in this analysis.  Assuming a sharp cutoff 
of angular momentum values is a simplistic approach; in reality there is probably a 
more gradual transition between the two components.  The value for the ratio of 
the moments of inertia of the quasifission component was taken to be :fo/Jeff =  1.5, 
but a different estimate of the shape of the mononucleus would give different values 
for  the relative contributions of fusion and quasifission.  The angular distribution 
fits  were made using the singles  fission  data, where there was  no requirement of 
full  momentum transfer.  At the highest  energies,  there may be contamination 
from incomplete fusion events, and for this reason, calculated complete fusion cross 
sections above 239 MeV bombarding energy were not used in the barrier fits. 
Quasifission is a topic which has received much attention in recent literature. 
Much of the discussion centers on anomalous anisotropies observed in subbarrier 
reactions  of lighter projectiles such as  12C  and 160  on heavy,  deformed actinide 
targets [Ram90,  Cha94,  Hin95,  Mor95,  Hin96,  Van96 ,  Sam96,  Maj96].  In very 
mass-asymmetric systems with light projectiles, quasifission would not be expected; 
the observed quasifission component has been attributed to collisions with the tips 
of the deformed targets at subbarrier energies.  At energies  above the barrier, 
the anisotropies return to the values expected on the basis of the transition state 
model.  Alternatively, it has been proposed that this subbarrier effect may be due 107 
to fission  before K-equilibration  [Liu94,  Liu96].  Studies of pre-scission neutron 
emission  [Hin89,  Hin92,  Rud97]  indicate that the timescales for  fission  following 
complete fusion  and quasifission may be very different.  With some development, 
this approach could provide an alternate method for  estimating quasifission. 
In summary, although qualitative discussions of anomalous angular distribu­
tions and quasifission are very much a current topic, the problem of quantitatively 
unfolding the quasifission and complete fusion components of the fission cross sec­
tion still remains a complex issue.  In this analysis, the best estimates have been 
made given the available information. 108 
4.  38S + 181TA DATA ANALYSIS 

The fusion cross sections for the radioactive-beam 38S + 181Ta reaction were 
determined using the same principles as for the stable-beam 32S + 181Ta data.  A 
valid event was defined by observation of coincident fission fragments with a folding 
angle corresponding to full linear momentum transfer, with the additional require­
ment that the event  be in coincidence with a  trigger in the beam time-of-flight 
system within the gate set on the 38S peak.  Cross sections for  these events were 
calculated for  each bombarding energy,  and then were corrected for  the efficiency 
of the detector system by normalization to the known cross sections for the 160  + 
197Au reaction.  The resulting excitation functions were analyzed using both the 
classical and coupled-channels methods in order to extract the barrier Vb and barrier 
radius Rb,  in the same manner as for the stable-beam data. 
4.1.  Determination of the cross sections 
Since the PPACs used as the primary fission detectors in these experiments 
are transmission detectors and no energy information was recorded for incident par­
ticles,  it was not possible to differentiate between fission fragments and scattered 
beam in the singles data.  Because of this, no singles angular distribution informa­
tion could be extracted, and so determination of the fusion cross sections was based 
on full momentum transfer events in the coincidence data.  In order to determine 
the folding  angles for  the coincidence events, the PPACs were position-calibrated 
using plastic masks as described in Section 2.3.2.  Once the laboratory angle ((), ¢) 
with respect to the beam axis was determined for each event in the fission detectors, 
the folding angles for  coincident fission fragments were calculated.  Time-of-flight 
gates were set in the MCP spectra on the 38S and primary satellite peaks, and were 109 
used to select fission  events in coincidence with these beam particles.  For  each 
bombarding energy,  a background measurement was made using an empty target 
frame.  There were no valid fission + fission + beam coincidences observed in any 
of these background runs, which indicates that the valid events were not triggered 
by beam scattered from the target frame or other background.  In the data ac­
quisition, each detector which triggered was marked by a bit set in the bit register 
pattern, so the possibility of including any "triple coincidence"  fission + fission + 
background events was eliminated as well.  (In the high-rate 160  + 197Au calibration 
runs, these triple-coincidence events corresponded to only 0.3% of the full momen-, 
tum transfer peak without any beam gating requirement, and so their occurrence in 
the radioactive beam data, with its very low event rates, would be unlikely in any 
case.) 
Figure 4.1  shows the beam-gated folding  angle distributions for  the 388 + 
181Ta  data.  Fusion events for  the 388-induced  reaction were selected by cuts 
on the folding angle distributions at ±15% of the full momentum transfer folding 
angle.  These cuts were  sufficient  to encompass all the counts in this region of 
the folding  angle distributions (with the exception of the two counts that can be 
observed at Off  =  150
0  in the 237.7 MeV data; despite the fact that they lie just 
outside the folding angle cut, they appear to be part of the distribution and were 
included in the fusion  data).  The only other counts observed were  typically at 
angles much smaller than the FLMT folding  angle,  and included a  hit in one of 
the two  most  forward  detectors.  In most  of these cases,  the hits were  in two 
detectors on the same side of the beam; these  "unphysical"  coincidences are most 
probably due to 252Cf  background in coincidence with a  scattered beam particle. 
A 252Cf calibration source was mounted facing backward in the target ladder, and 
although an aluminum shield was mounted over it to keep the source shielded from 110 
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FIGURE 4.1.  Beam-gated folding angle distributions for the 388 + 181Ta data. 111 
the detectors when the target was in position, some background was still observable 
in the detectors,  especially in the right PPAC when the target was in the tilted 
configuration.  The rate of these accidental coincidences was approximately one per 
108 beam particles, or about one every three to four hours at typical beam rates; 
the typical folding angle for these events was 80-100
0 
• 
Cross sections for  the FLMT events were calculated as in Section 3.1.1 by 
correcting for target thickness, beam flux, live time of the acquisition system, solid 
angle of the detectors, and angular coverage of each detector.  For this correction, it 
was assumed that the angular distributions had a 1/  sin  ()  shape.  To calculate the 
beam flux,  the scaler rates in the PPAC time-of-flight system were used, multiplied 
by the fraction of the total beam that was 38S. 
In order to determine the total efficiency of the detector system, measure­
ments were made of the known 160  +  197Au fusion  cross section at two energies 
[Vio63].  Two calibrations were made at each energy:  a high-beam-intensity run 
with the timing system out of the beamline, in order to calibrate the fission PPACS; 
and a run with beam intensities attenuated to a few thousand particles per second, 
in order to determine the efficiency of the entire fission and timing detector system 
in RNB configuration.  In both calibrations, valid events were determined by co­
incident fission fragments with full momentum transfer as in the 38S runs; for  the 
RNB-configuration calibrations, the additional requirement of a trigger in the beam 
TOF gate of the timing system was added.  The efficiency of the entire detector 
system was 78% ±4% as determined by the ratio of the observed to the known cross 
sections for this reaction, and the 38S-induced cross sections were normalized using 
this calibration.  Uncertainties given for  the final cross sections are relative uncer­
tainties.  They were determined by including the uncertainty in the normalization; 
taking the error in the scaler readings for  the live time and beam rates to be 1%; 112 
and assuming that the ratio of 385 to total beam in the TOF spectra was accurate 
to 3%.  The uncertainty in the angle and solid angle corrections was determined by 
assuming an error of ±1 cm in the position of the detectors, and the accuracy of 
the coincidence count rates was taken to be ±1 count. 
4.2.  Evaporation residues 
An attempt was also made to observe any evaporation-residue alpha particles 
which could be detected in the backward silicon strip detectors.  Although the 
statistical code PACE [Gav80]  predicts that the product actinium nuclei will decay 
by fission in greater than 99%  of the events, another code,  HIVAP [Rei81]'  which 
is  commonly used for  predicting heavy-element cross sections,  predicts significant 
residue cross sections at the lower energies.  Figure 4.2 shows the measured fission 
cross sections for the 385 + 181Ta reaction, along with HIVAP predictions for fission 
and residue formation.  The code predicts the residue cross section at the lowest 
measured energy,  161.2  MeV,  to be 65  mb,  or  about a  quarter of the observed 
fission cross section.  If  the residue cross sections are indeed this high, they should 
be observable, and must be accounted for  in the total fusion cross sections. 
In the second experiment, the silicon detectors at backward angles were used 
to look for  any residue alphas;  these alpha spectra are shown in Figure 4.3.  It 
can be seen that the only observed counts in these spectra were background from 
the 252Cf calibration source.  An upper limit for  the residue cross section can be 
set by assuming that one Ac  alpha was  observed,  and taking the ratio of that to 
the beam-gated fission counts observed in these detectors.  (In empty-target runs, 
it was determined that the requiring a coincidence with the 385 peak in the time­
of-flight system eliminated the 252Cf fission  background in these detectors.)  This --
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TABLE 4.1.  Fission cross sections for the 388 + 181Ta reaction. 
IE1ab  (MeV) I Ecm  (MeV) I  (Jfis  (mb) I 
161.2 ± 7.3  133.2 ± 6.0  280 ± 140 
182.7 ± 5.8  151.0 ± 4.8  810 ± 410 
190.5 ± 7.2  157.4 ± 6.0  950 ± 100 
204.3 ± 5.2  168.9 ± 4.3  1380 ± 260 
237.7 ± 5.3  196.5 ± 4.4  1670 ± 160 
254.0 ± 4.7  209.9 ± 3.9  1620 ± 180 
gives an upper limit of 3%  at the lowest energy (182.7 MeV), and less than 2% for 
204.3 MeV bombarding energy.  Taking the HIVAP residue cross sections (56 mb 
for  182.7 MeV, and 23 mb for  204.3 MeV), it would be expected that three counts 
would have been observed at 182.7 MeV, and one count at 204.3 MeV; these are not 
seen in the data.  Further support for  this comes from the measured residue cross 
sections for the similar system 32 8 + 184W [Bac99].  The maximum observed residue 
cross section for  this system was measured to be 200  {Lb,  while HIVAP predicts a 
maximum of 4 mb.  Based on these results, it was assumed that, within the precision 
of this data, the actinium compound nuclei decayed by fission without a significant 
evaporation residue channel. 
4.3.  The classical and coupled-channels analysis 
The final, normalized cross sections for  the 388 + 181Ta reaction are given in 
Table 4.1  and shown in Figure 4.4.  The excitation function was analyzed in the 
same manner as the stable-beam 32 8 data; that is,  a  liE fit  was made to extract 
V; 
the barrier and barrier radius using the classical equation (J  =  1rR2(1  - ~), and 116 
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a  coupled-channels fit  was made using the code CCDEF.  As before, the classical 
fit  was made including only cross sections smaller than 800 mb, to avoid possible 
nonlinearities at high energies.  This fit  is  shown in Figure 4.5;  the parameters 
extracted are Vb  =  125.2±5.3 MeV, and Rb  =  l2.2±0.4 fm, with reduced X
2 =  0.49. 
These are also given in Table 4.2. 
In the coupled-channels fit,  the 181Ta static deformation was included using 
the same values as for  the 32S  analysis, as given in Section 3.2.5.  In this case, the 118 
TABLE 4.2.  Fusion barriers and barrier radii for the 388 + 181Ta system. 
Imodel  I Vb  (MeV) I ~  (fm) 
experimental (liE)  125.2 ± 5.3  12.2 ± 0.4 
experimental (CCDEF)  124.3 ± 5.9  11.9 ± 0.7 
mean  I 124.8 ± 0.3 I 12.1 ± 0.1 I 
Bass [Bas8O]  130.1  11.6 
Vaz  et al.  [Vaz81]  135.2  11.7 
Royer et al.  [Roy98]  132.1  11.9 
388 projectile is also deformed; the measured value for the projectile deformation of 
(32 =  0.246 [8ch96] was also included.  As in the 32 8 case, the lowest-energy data are 
well above the barrier, and so coupling to additional modes such as vibrational states 
was unnecessary to describe the data, since these modes have significant effects on 
the cross section only in the sub  barrier region.  The best fit to the excitation function 
(with reduced X2  =  0.39) is shown in Figure 4.4.  The barrier parameters extracted 
from this fit  are Vb  =  124.3 ± 5.9  MeV,  Rb  =  11.9 ± 0.7 fm,  and 1lw  = 3.3 MeV. 
(Uncertainties in the coupled-channels fit were determined in the same manner as in 
the 32 8 analysis, by using a nonlinear least-squares fit.)  These experimental values 
are given in Table 4.2, along with various model predictions for this reaction.  The 
barrier height and radius as  determined by the two  fitting methods agree,  and it 
can be seen that as in the 32 8 case, the measured barriers are lower than all model 
predictions,  with the Bass barrier being the closest  match to the data.  Again, 
this can be taken as  a  first-order  indication that the fission  cross  section is  not 
equivalent to the complete fusion cross section; there is probably some quasifission 
component in the data. In these experiments, however, event rates were too low to 119 
obtain angular distribution data, and so the quasifission component could not be 
estimated. 
In summary, the cross sections for the radioactive-beam 388 + 181Ta reaction 
were determined using coincident fission fragments corresponding to full momentum 
transfer.  No  evaporation residues were observed, and so fission was  taken to be 
the only significant exit channel for the compound system.  The resulting excitation 
function was analyzed using both a classical and coupled-channels approach, in order 
to extract the barrier height and radius.  In the following  chapter, the results of 
this analysis will be compared with that of the stable-beam 328-induced reaction, in 
order to determine the enhancement resulting from use of the radioactive neutron­
rich beam. 120 
5.  RESULTS AND CONCLUSIONS 

The object of these experiments was to make a comparison of the 32,38S + 
181Ta fusion reactions in order to determine the enhancement due to the use of the 
radioactive neutron-rich projectile.  In this chapter, the results of the data analysis 
for the 32S_ and 38S-induced reactions will be compared, and the differences between 
the reactions will  be discussed in the context of heavy-element fusion.  Finally, 
suggestions will be made for future research to clarify and extend the work presented 
here. 
5.1.  Comparison of the analysis results 
In comparing the excitation functions for  the stable-beam and radioactive­
beam reactions, there are two topics of interest.  First is any observable shift in the 
height and radius of the interaction barrier, which could allow lower bombarding 
energies in a synthesis reaction,  and consequently lower excitation energies of the 
fused  system.  Second,  exotic effects  such as  a  soft  dipole vibration have been 
predicted [Agu88 , Agu92 , Das92 , Tak92]  to enhance the cross sections for  fusion 
of neutron-rich nuclei,  and so  the data will  be examined for  indications of any 
influence of additional mechanisms in the radioactive-beam reaction for the energy 
region measured. 
Table 5.1 shows the experimental values of Vb extracted from the fission cross 
sections for the 32S_ and 38S-induced reactions.  The mean barrier shift resulting from 
the use of the radioactive neutron-rich 38S  is  5.9 ± 0.4 MeV.  This shift is on the 
order of the binding energy of a neutron in heavy nuclei, which is typically 5-6 MeV. 
Taking into account the difference in fusion  Q-values for  the two systems,  which 
were calculated using Audi-Wapstra masses  [Aud95]  to be -80.58 and -86.86 MeV 121 
TABLE 5.1.  Comparison of the experimental barrier heights  and radii deduced 
from the fission cross sections. 
reaction  328 + 181Ta  388 + 181Ta  barrier shift 
Vb  (MeV)  130.7 ± 0.3  124.8 ± 0.3  5.9 ± 0.4 
~  (fm)  10.3 ± 0.1  12.1 ± 0.1  1.8 ± 0.1 
for 328_ and 388-induced fusion, the excitation energy at the barrier is lowered from 
about 50 MeV for the stable projectile to about 38  MeV for the radioactive beam. 
In the context of synthesis reactions for  heavy nuclei,  a lowering of the excitation 
energy by 12  MeV, which could allow retention of up to two additional neutrons, 
would increase survival probabilities against fission by orders of magnitude.  The 
lowering of the barrier by use of radioactive neutron-rich projectiles,  then, could 
have a significant impact on production cross sections for the heaviest elements. 
It is  interesting to ask whether the cross section enhancement seen in the 
388-induced  reaction is  a  straightforward result of the Coulomb barrier shift,  or 
if other exotic effects  such as  a  soft  dipole vibration or neck formation may be 
present.  Figure 5.1  shows the excitation functions for the 32,388 + 181Ta reactions 
plotted as  reduced cross  sections:  the differences  in barrier have been factored 
out of the bombarding energy,  and the same has been done in the cross sections 
for  the differences in barrier radius.  It can be seen that, when the effects of the 
barrier shift have been removed, the two excitation functions are in agreement.  No 
evidence for  an enhancement due to any additional mode is  observed.  (It should 
be noted, however, that predictions of enhancement due to the soft dipole vibration 
focus mainly on increased transmission coefficients at subbarrier energies.  It cannot 123 
be inferred from this data whether 38S is not neutron-rich enough to possess a soft 
dipole mode, or if the effect simply is not present above the barrier.) 
5.2. Evaporation residue formation 
The increase in evaporation residue cross sections with increasing neutron­
enrichment of a given projectile or target element is a well-known effect which has 
been observed for  many systems  (see  reviews  by Beckerman [Bec85,  Bec88]  and 
references therein;  also  [Rei85,  Cle84,  Gag84]).  In the context of heavy-element 
synthesis, the product compound nucleus is usually neutron-deficient (relative to {3­
stability) and highly fissionable.  The increasing difference between the fission bar­
rier and neutron binding energy with increasing neutron enrichment greatly increases 
the survival probability of the reaction products (see, e.g., a review by Schmidt and 
Morawek [Sch91], and references therein).  For example, in the synthesis of 269,271110 
via the 62,64Ni + 208Pb reaction [Hof95a], the estimated experimental values for the 
production cross section increased by more than a factor of two in going from the 
62Ni to the 64Ni projectile.  It would be expected, then, that neutron-rich radioactive 
beams could prove to be an important tool in heavy-element synthesis reactions. 
Estimates have been made of evaporation-residue production rates for  the 
heaviest elements using neutron-rich radioactive projectiles [Lov93],  based on pre­
dicted beam intensities for  two  proposed radioactive-beam facilities.  Although 
much of the discussion in the literature of radioactive-beam fusion centers on en­
hancements to the cross section, the low beam intensities associated with radioactive 
beams are in many cases the limiting factor in a heavy-element production reaction. 
Figure 5.2  shows  a  comparison of evaporation-residue production rates using ra­
dioactive and stable beams.  It can be seen that high-intensity stable beams are 124 
Comparison of Heavy Element Synthesis Methods 
Radioactive vs Stable Beams 
FIGURE 5.2.  Comparison of heavy-element production rates using stable and ra­
dioactive beams [Lov93]. 125 
still the most efficient method of producing elements 110 and above, but that for 
the lighter elements,  radioactive beams may be an effective method for  synthesis 
of neutron-rich transactinides.  This would open many opportunities for study of 
the physics and chemistry of the heaviest elements, even though currently available 
beam intensities are prohibitively low for radioactive-beam fusion to be a route to 
the extension of the periodic table. 
It would be useful if the evaporation-residue production cross sections could 
be extrapolated from the measured fusion-fission data.  However,  systems similar 
to  32,388  + 181Ta  for  which  both fission  and residues  have been measured show 
significant discrepancies between them.  Clerc et al.  [Cle84]  have measured fission 
and neutron-evaporation residues for  40Ar on targets from 1 65Ho to 208Pb,  and saw 
that the maxima of the residue excitation functions in all cases were near the Bass 
barrier.  In a measurement of 308i + 232Th, however, Ikezoe et al.  [Ike98]  calculated 
that an extra-extra-push energy of 8 MeV was necessary to describe the residue 
cross sections.  Back and his colleagues [Bac99]  have measured residues for the 328 
+ 184W system, and found that the cross sections, rather than peaking, continued 
increasing even well  above the barrier.  At the present time,  there seems to be 
no straightforward way to extrapolate evaporation residue cross sections from the 
fission measurements of this analysis. 
5.3.  Summary 
In summary, the fusion excitation function for the radioactive-beam reaction 
388 + 181Ta was measured and compared to the stable-beam 328-induced reaction. 
It was found that the enhancement in the cross sections resulting from use of the 
radioactive projectile could be explained by a shift in the interaction barrier due to 126 
the neutron enrichment of the projectile.  The magnitude of the barrier shift was 
determined to be 5.9 ± 0.4  MeV;  when the difference in reaction Q-values is  also 
taken into account, the net lowering of the excitation energy at the barrier is about 
12 MeV.  This corresponds to retention of up to two additional neutrons in a heavy 
nucleus due to the use of a neutron-rich projectile.  No  indication of coupling to 
additional modes was observed for energies at and above the barrier. 
Ithas been demonstrated in this work that fusion studies are possible with the 
current beam intensities at radioactive-beam facilities, if the experimental design is 
modified to accomodate very-low-rate events and typical RNB impurities; and that 
the barrier shift due to the use of the neutron-rich radioactive projectile is  large 
enough to be of significance in heavy-element synthesis reactions. 
5.4.  Suggestions for future research 
On the basis of this first-generation work,  at least three areas can be iden­
tified where additional research could be quite useful in developing a stronger un­
derstanding of fusion reactions with radioactive neutron-rich projectiles.  The first 
is  a more quantitative analysis of quasifission, which would ideally include a spin­
zero target, measurement of evaporation residues, more complete fission fragment 
angular distribution data, and measurement of coincident neutrons.  Experimental 
measurements of the isotopic dependence of the quasifission component would also 
be useful in extrapolating to the radioactive-beam data.  (Direct measurements of 
the RNB-induced angular distributions would be ideal, but would require significant 
beam times in order to obtain reasonable statistics.) 
Secondly, as available beam intensities continue to increase with the improve­
ments in radioactive-beam facilities, it should be possible to extend fusion measure­127 
ments to subbarrier energies.  The effects of neutron transfer or flow and of the soft 
dipole vibration on subbarrier fusion with neutron-rich projectiles has been a topic 
of much theoretical discussion, and any data in this region will be of interest. 
Lastly,  extension to more neutron-rich species should be possible with the 
continuing  improvements  in  RNB  facilities.  Although  much  of the  focus  of 
radioactive-beam fusion literature has been on extremely neutron-rich halo nuclei, 
other systems may also yield interesting results.  For example, a systematic study 
of the sodium isotopes could be used in conjunction with charge- and matter-radius 
data to map the effects of the development of a neutron skin on fusion; and the de­
formed N  =  28 shell in 448 and 46Ar would make them good projectiles in hot-fusion 
synthesis reactions. 
All  of the measurements mentioned above would  benefit from  supporting 
structure and reaction data; the area of fusion reactions with neutron-rich radioac­
tive nuclear beams is a topic with many open questions and many opportunities for 
future research. 128 
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