ABSTRACT In this paper, a nonparametric spatial-temporal self-exciting point process is proposed to model clustering features in emergency calls. Gaussian kernel density functions are considered. The expectationmaximization algorithm is adopted for estimating the model. A simulation study is designed to carefully examine the performance of the proposed nonparametric method. The spatial-temporal patterns of the emergency calls in Montgomery County of Pennsylvania are studied using the proposed nonparametric model. The results demonstrate that the proposed nonparametric model captures the clustering phenomena present in the emergency calls from Montgomery County very well. Further, the proposed parameter estimation method results in robust and precise estimates.
I. INTRODUCTION
With the growth of major cities in hazard prone areas, many researches have focused on improving the system of early hazard warnings and emergency responses [7] . Many different types of crime data have been extensively studied for analyzing hazard prone areas in the framework of random point processes [8] , [11] , [14] , [17] , [18] , [22] - [24] , [32] . One important characteristic of crime data is the clustering feature in the dimensions of space and time [17] , [18] , [22] , [24] .
Self-exciting point processes were developed and discussed in the context of seismology with the Neymann-Scott models and other cluster process models [37] . The explicit form of a self-exciting point process was formally defined by [15] . The Epidemic Type Aftershock Sequence (ETAS) model developed in seismology is an early important application of self-exciting point processes [27] . Self-exciting point processes perform particularly well in modeling
The associate editor coordinating the review of this manuscript and approving it for publication was Jihad Aljaam. earthquakes due to the dependence between the main shocks and aftershocks [20] . The dependence between the major and subsequence events has also been noted in criminology [17] , [18] , [24] . Many factors play roles in the connection between one main crime and subsequent ones [24] . Lewis [18] pointed out that crimes may be correlated due to exogenous factors such as the state of economy, the month of the year, the change in military operations, etc., rather than ''caused'' by endogenous factors such as repeated offending behaviors. For example, burglars may repeatedly attack clusters of nearby targets because the local vulnerabilities are known to them [4] . A gang shooting may incite waves of retaliatory violence in a local region of the rival gang [33] . The contagious spread of crimes leads to the presence of clustering features in both space and time [24] . To account for the clustering features observed in crime data, self-exciting point processes were used to describe random collections of crimes where the occurrence of one crime increases the likelihood of other crimes occurring shortly thereafter [24] .
However, there is limited research on modeling emergency calls with stochastic models. Wang et al. [38] performed a simple descriptive statistical analysis for emergency calls of a metropolitan city in China. The application of spatialtemporal self-exciting point processes on modeling and characterizing emergency calls is a relatively new research field. Emergency call data provide the information on when and where people encounter emergent events. One emergency call may be associated with many other emergency calls within a short time period. This dependency among emergency calls is because sometimes emergency calls are the quick actions of the insiders who were involved in the emergencies. The insiders can be the real triggers, the witnesses or the indirect insiders who are told about the already happened emergencies. Studying emergency calls allows us to understand how human beings react to emergent events, and how the news of accidents is spread in order to identify and characterize hazard prone areas.
In this paper, we focus on analyzing and modeling an interesting emergency call dataset from Montgomery county of Pennsylvania. We explore the data with a nonparametric method, which allows us to construct a flexible spatial-temporal self-exciting point process. The proposed nonparametric model introduces some scaling parameters in both the background and triggering intensity functions. The intensity functions can be expressed as the product of the scaling parameters and densities, and the densities are formatted using Gaussian kernel density functions. Viewing the estimation of the proposed self-exciting point process as an incomplete data problem (see Section III-C), the Expectation and Maximization algorithm (EM) is employed to obtain the maximum likelihood estimates (MLEs) of the scaling parameters. With the proposed nonparametric spatial-temporal selfexciting point process along with the EM algorithm, we seek to tackle the following three questions: (a) Does the proposed nonparametric model work flexibly and effectively for spatial-temporal self-exciting point processes? (b) Are the clustering phenomena present in emergency calls? If they do exist, what are the characteristics of the clustering phenomena? (c) Can the proposed nonparametric spatial-temporal selfexciting point process model emergency calls very well? For the first question, we use a parametric spatial-temporal self-exciting point process to simulate a toy catalog [24] , and then examine the flexibility and effectiveness of the proposed nonparametric version. The simulation algorithm proposed in [43] is adopted to generate the simulated data. For the second question, the clustering features are studied using the estimated triggering intensity function. For the third question, we use a typical residual analysis, which is a simple and efficient model diagnostic method [31] , to examine the performance of the proposed nonparametric spatial-temporal self-exciting point process in modeling emergency calls. The contributions of this paper are: (1) The MLEs of the scaling parameters have explicit formulae; (2) A novel explanation of the proposed nonparametric spatial-temporal self-exciting point process is given based on the varied bandwidth kernel density estimation (KDE) method; (3) A detailed analysis of point processes provides insights about spreading patterns of the information in emergencies by human beings and the characteristics of hazard prone areas.
The rest of this paper is organized as follows. Section II describes the framework of spatial-temporal self-exciting point processes. Section III proposes a nonparametric spatial-temporal self-exciting point process. In this section, the MLEs of the nonparametric spatial-temporal self-exciting point process are derived based on the EM, and the overall Goodness-of-fit as well as a simulation algorithm for the estimated spatial-temporal self-exciting point process model are also introduced. Section IV provides the performance of the proposed method using a simulated dataset. The proposed model is implemented on an interesting emergency call dataset from Montgomery county, Montana, in Section V. Finally, Section VI summarizes the results and future research directions.
II. SPATIAL-TEMPORAL SELF-EXCITING POINT PROCESSES
A spatial-temporal point process X is a random collection of points with each point falling in an observed metric space S ×T ⊆ R 2 ×R. A spatial-temporal point process is uniquely determined by specifying its intensity process [19] . In a more general case the distributions of intensity functions of random point processes are conditional, not only on the time since the last event, but also on any additional information regarding the past history that may affect the distribution of the remaining times.
Let N be a simple counting process and H t be the collection of all events observed within the time interval (−∞, t), t ∈ T . The conditional intensity process λ(s, t) of a spatial-temporal point process is the expected rate describing the frequency of points occurring around space location s and time t, conditional on the history H t , t ∈ T , consisting of the set of location and time of all events that occur prior to time t. In other words, H t is a family of sigma-algebras generated by the events occurring at times up to, but not including t. The definition of conditional intensity process is given in Equation (1), if the limits in Equation (1) 
where s := (x, y) ∈ S represents a space location. The critical problem of modeling such point processes is to determine how the conditional intensity process depends on the past history [36] . Typically, it is dealt by specifying special structures for the conditional intensity process. The self-exciting point process models are one important kind of conditional intensity process models [19] . Given observed events with location s i and time t i up to time t (i = 1, 2, 3 · · · ), we have the following definition for the conditional intensity process of a spatial-temporal self-exciting point process.
Definition 1: Given an observed event sequence (s i , t i ), i = 1, 2, . . ., and t i < t, a spatial-temporal self-exciting point process is simply a point process N such that N has a conditional intensity process written in Equation 2.
Equation (2) is closely related to a branching process, i.e., each point of a self-exciting process is either an immigrant (background) or a descendant (offspring or triggering) [34] . A point of a self-exciting process occurs at location s i ∈ S and time t i ∈ R is called an immigrant if it is viewed as a point generated from an inhomogeneous Poisson process with the intensity function µ(s i , t i ). Then, it generates offsprings at future location s and time t > t i from an inhomogeneous Poisson process with the intensity function g(s − s i , t − t i ). All offsprings related to this immigrant are called the descendants of this immigrant (s i , t i ). Each immigrant generates either zero or more descendants independently. The immigration intensity function µ(s, t) governs the frequency at which new immigrants arrive. Whenever a point event occurs, it is either an immigrant or a descendant, and the conditional intensity process is increased temporarily, i.e., events arrive at a higher frequency for certain time windows. The increase in intensity causes secondary point events, which in turn can spawn descendants of their own. How fast this effect decays in time is governed by the triggering intensity function g(x, y, t).
In most applications of self-exciting point processes, the background intensity function µ(x, y, t) is assumed to be stationary [15] , [20] , [27] , [40] , [42] . Existing works often restrict the triggering intensity function as an exponential function in time [1] , [2] , [13] . The distribution in space of the triggering intensity function, according to the research fields of seismicity, crime and security, is often considered as an isotropic Gaussian kernel [24] , [28] , [42] . A more flexible approach was proposed using a set of basic functions to explore the triggering intensity function [35] , [39] , [41] , where the coefficients and even the basic functions [41] are iteratively updated and refined. An alternative way to estimate the triggering intensity function non-parametrically was proposed in [3] by solving a set of p Wiener-Hopf systems in p 2 dimensions. Zhuang et al. [42] considered using a varied bandwidth kernel density function method to estimate the background intensity function. Marsan and Lengline [20] proposed a complete nonparametric method, namely the model-independent declustering algorithm (MISD), for estimating both the background and triggering intensity functions. Fox et al. [12] extended this method to the cases in which the background intensity function is inhomogeneous.
Given the conditional intensity process defined in Equation (2) over the observation period D := [t * , t * ), the parameter estimates can be obtained by maximizing the log-likelihood function [10] written in Equation (3) log
Note that the log-likelihood function depends on the choice of the observation period D. The history H t defined in Equation (2) is adjusted as a collection of all events observed during the time interval [t * , t), t ≤ t * .
III. NONPARAMETRIC MODEL AND MODEL DIAGNOSTICS
In this section, we consider spatial-temporal self-exciting point processes with inhomogeneous background intensity functions. We first present the proposed nonparametric model and then explore the estimation method based on the EM algorithm. To examine the Goodness-of-fit of the proposed nonparametric model, the residual analysis with the thinning method proposed in [31] is adopted.
A. NONPARAMETRIC MODEL
In an exploratory context for modeling point events, parametric models are not always flexible enough to cover all the possible structures of the intensity processes, therefore nonparametric models are very useful. In this paper the spatialtemporal self-exciting point process model considered has an inhomogeneous background intensity function µ(x, y, t) and a nonparametric triggering intensity function g(x, y, t). One can assume that the spatial-temporal background intensity function µ(x, y, t) can be separated as
where α is a positive scaling factor controlling the overall background intensity function [24] , [35] , [42] ;
Then the varied bandwidth KDE can be used to estimate u(x, y) and v(t) as
where
represents the background events; n b represents the number of background events; d 1,i and d 2,i are the varied bandwidths of space and time respectively calculated for each background event i; Furthermore, one can split the spatial-temporal triggering intensity function g(x, y, t) into two parts:
where β < 1 is a positive scaling factor and
can be viewed as the underlying joint probability density function for both space and time between a background event and its triggering events. Then the varied bandwidth KDE of h(x, y, t) can be given by
represent the inter-point distances between the triggering events and their parent events; n o represents the number of the triggering events; (4)- (8), we propose a general form of nonparametric models as λ(x, y, t|H t ) = αu(x, y)v(t)
B. MAXIMUM LIKELIHOOD ESTIMATION
Since the branching structure is unknown, we can view the estimation of self-exciting point processes as incomplete data problems. Then we use the EM algorithm to attain the maximum likelihood estimates (MLEs) of the scaling parameters (α, β) and update the kernel densities. The EM algorithm has been widely used in estimating the background and triggering intensity functions for both parametric and nonparametric models [12] , [13] , [16] , [18] , [20] , [24] , [34] . A good overview of the EM algorithm and its extensions is provided by [21] . In the rest of this section, we derive the MLEs of the proposed nonparametric model based on the EM algorithm.
Suppose we have observed a realization of a spatialtemporal self-exciting point process, with event locations {s 1 , . . . , s n } and times {t 1 , . . . , t n } over a spatial region S and a temporal window D. Define random variables
If a branching structure is incorporated, the complete data log-likelihood can be decomposed into the likelihood functions for the background and triggering events separately as log L c ( )
where = {ζ i , i = 1, . . . , n; } and x, y, t) } be the set of values of at the kth iteration. Then the E-step and the M-step can be calculated as:
and
The probabilities p ij , i, j ∈ {1, 2, . . . , n}, allow estimating u (k+1) (x, y), v (k+1) (t) and h (k+1) (x, y, t) using kernel density functions as
then σ b y and σ b t are estimated similarly;
, then σ o y and σ o t are estimated similarly; x ij := x i − x j , y ij := y i − y j and t ij := t i − t j .
Alternatively, a Monte Carlo-based method proposed in [24] can be used to gain efficiency of using KDEs when the data size is large. One can estimate u (k+1) (x, y), v (k+1) (t) and h (k+1) (x, y, t) as
where the background events
and the triggering-parent inter-point distances
ij , i, j ∈ {1, . . . , n}; n b is the number of the background events, while n o is the number of the triggering events.
One can calculate the scaling parameters by equaling the corresponding partial derivatives to zero, i.e.,
To simplify the above computation, we adopt the following approximation Equations (19) and (20) . The integral terms of Equation (17) can be approximated by 1 using the fact that the spatial-temporal distances between the triggering events and their parent events are usually much smaller than the study region S ×D. This approximation was also considered in [34] . For the similar reasoning, the integral term of Equation (18) can also be approximated by 1. Using these approximations, we have
Algorithm 1 summarizes our proposed Monte Carlo-based EM algorithm for estimating the parameters of the proposed nonparametric model.
Algorithm 1 Estimation
Input: Event locations {s 1 , . . . , s n } and times {t 1 , . . . , t n }. j=1 and triggering-parent inter-point distances
− 2 Estimate u (k) (x, y), v (k) (t) and α (k) from the sampled data using Equations (14), (15) and (20); − 3 Estimate h (k) (x, y, t) and β (k) from the sampled data using Equations (16) and (19); − 4 Update the probabilities in matrix P (k) = (p (k) ij ) using Equation (13)
then the algorithm is converged (in practice we take ε = 10 −4 ); Otherwise, repeat Steps 1 -5 until convergence.
Remark 1:
In [42] , zhuang et al. suggested choosing a value between 15 and 100 for n 1 . As well as in [24] , both n 2 and n 3 VOLUME 7, 2019 take values between 15-100. To overcome the over-fitting problem, the bandwidths should be greater than some small values due to measurement errors (e.g., the lower bound of space radiuses may be set as 0.02 km and the lower bound of time radiuses may be set as 0.05 h). In addition, P (0) is one possible initialization. One can use other initial matrices (see the examples in [12] ).
Remark 2: Other approaches used to estimate the background and triggering intensity functions have been discussed in [42] , [20] , [24] , and [12] . In [42] , Zhuang et al. used semi-parametric models and estimated the parameters using the iterative numerical optimization methods [28] . In [24] , a nonparametric estimate of g(x, y, t), which was consistent with our approximate estimate, was adopted directly without explanation. In [12] and [20] , Fox et al. and Marsan and Lengline considered using piecewise constant functions to model the background and triggering intensity functions, and then using histogram estimators for parameter estimation.
C. MODEL DIAGNOSTICS AND SIMULATION
In this section, we examine the Goodness-of-fit of the proposed nonparametric spatial-temporal self-exciting point process for emergency calls. The methods for evaluating the Goodness-of-fit are presented using residual analysis methods, such as thinning, re-scaling, and superposition, which involve transforming point processes with conditional intensity functions and then inspecting the uniformity of the results [9] . Residual analysis methods can help identify defects in spatial-temporal models and suggest ways in which the models may be improved [31] .
1) OVERALL GOODNESS-OF-FIT
There are many model diagnostic methods for self-exciting point processes [5] , [6] , [29] , [31] . We decided to use the residual analysis methods with the thinning idea proposed in [31] since it is simple and efficient. The thinning method uses the property that any process characterized by its conditional intensity process may be thinned to obtain a homogeneous Poisson process [26] . The following procedure is a standard thinning algorithm [31] :
; (3) Retain event i with probability p i .
For the thinning process, one can use Ripley's K -function [30] , which calculates the proportion of events per unit area within a given distance, to perform model diagnostics. This method detects whether the thinning process still has clusters not accounted by the model [31] . The most commonly used K -function with edge-corrected estimators is given in Equation (21) [30] :
where |S| is the volume of the observation region, d ij is the distance between the ith and jth points, and the weight 
2) SIMULATION
Here we introduce a simple and efficient simulation method proposed by [43] . For a thorough review of simulation methods and the rationality of the thinning method, please see [10] , [26] , and [25] .
IV. NUMERICAL EXPERIMENTS A. SIMULATED DATA
In this section, a simulated data generated from the conditional intensity function as defined in Equation (22) with the size around 6000 is used for verifying the performance of the proposed method. Number 6000 is a common data size used in most applications of earthquakes and crimes [24] , [42] . The background and triggering intensity functions for this simulation are written as:
where µ = 5.71, σ µ = 4.5, c = 10, d = 10, θ = 0.2, ω −1 = 10, σ x = 0.01 and σ y = 0.1. The simulation is carried out using Algorithm 3 in a 20 by 20 region of the space. In order to have a realization of the point process at a steady state, the first and last 2000 points are discarded in each simulation. Mohler et al. [24] used a similar conditional intensity process for their simulation study. However their triggering
Algorithm 3 Simulation
Input: The estimated intensity functions µ(x, y, t) and g(x, y, t) Output: Data simulation
y, t)dtdxdy; − 2 Generate events from the background with the intensity function µ(x, y, t) over region S×D, using the thinning method. Name this catalog of events G (0) ;
The triggering events' location and time are generated using the probability density function h, normalized from the triggering intensity function g. Name these triggering events O
is not empty, set l = l +1 and return to Step 4 .
, the rest points are the final set of simulated events.
intensity function g(x, y, t) has R 3 g(x, y, t)dxdydt > 1, which contradicts the definition of conditional intensity function [19] . We correct this contradiction and proposed the triggering intensity function as Equation (22).
B. FITTING SIMULATED DATASET
We estimate the conditional intensity process Equation (9) based on the simulated datasets generated from Equation (22) using Algorithm 1. The tuning parameters of the varied bandwidth KDEs, i.e., the bandwidths d 1,i , d 2,i and d 3,i , are set as (15, 100, 15) based on the previous research in [24] and [42] .
In Fig. 1 , the errors L 2 , the log-likelihood value and the branching coefficient β are plotted against the number of iterations. We observe that the errors converge quickly within the first 10 iterations and then stabilize. It can be seen that the log-likelihood value converges to some maximum value. The branching coefficient converges to the true value.
In Fig. 2 , we plot the estimated marginal densities of the background and triggering intensity functions against the actual distributions at the 50th iteration of one implementation of the Monte Carlo sampling. We observe that the estimated marginal densities of the background and triggering events are close to the true densities except that the edge effect of KDEs makes the estimated marginal densities deviate from the true densities at the boundary. 
B. MODELING EMERGENCY CALL DATA
Now we use the proposed approach to model the Montgomery County emergency call data. We first study the triggering FIGURE 5. Triggering marginals: g(x) (left), g(y ) (middle) and g(t ) (right) estimated using the proposed nonparametric self-exciting method for three types of emergency calls, i.e., fire, traffic and EMS respectively. FIGURE 6. Background marginals: g(x) (left), g(y ) (middle) and g(t ) (right) estimated using the proposed nonparametric self-exciting method for three types of emergency calls, i.e., fire, traffic and EMS respectively.
FIGURE 7.
Background space marginal µ(x, y ) estimated using the proposed nonparametric self-exciting method for three types of emergency calls, i.e., fire, traffic and EMS respectively. intensity function, which represents the clustering features of the emergency calls. The estimated marginal densities of the triggering intensity function are shown in Fig. 5 . The presence of clustering features can be seen clearly, as these estimated marginal densities of space appear to approximate Gaussian distributions with small variances. Fig. 5 shows that an emergency call may trigger other emergency calls in a very close distance and time. This is because these emergency calls may be triggered by the same emergency event and reported by nearby insiders within a time interval from a few minutes to several hours. For different types of emergency calls, the estimated marginal densities of spatialtemporal are different. The emergency calls of fire were made by the insiders within a 30 meters × 30 meters area and a time interval from zero to several days because fire is easy to spread and may last for long time. The emergency calls of traffic were made by the insiders within a bigger area than that of fire because the traffic accidents occur within a 50 meters× 50 meters area, but the time interval is less than one hour because the traffic accidents are reported immediately by the insiders and resolved in a shorter time period comparing to fire emergencies. The emergency calls of the EMS show a very different clustering pattern, i.e., these calls were made by the insiders within a uniform time interval from 0 to 10 days, which is consistent with the discovery that the crimes with high probabilities happen within 10 days after a ''main'' crime happened [24] .
Figs. 6 and 7 display the marginal densities of the estimated background intensity function, which represent the occurrence rate of spontaneous, untriggered emergency calls. Here we observe that the estimated background intensity function does not exhibit fluctuations on a time scale of months/days/hours, which are different from the fluctuations due to self-excitation. The background intensity function is spatially varied, and may be caused by the environmental heterogeneity in Montgomery County, such as the population density.
In Fig. 8 , the errors L 2 , the log-likelihood and the branching coefficient are plotted against the number of iterations. We observe that, from the left plot of Fig. 8 , the errors converge quickly within the first 5 iterations and then stabilize. The middle plot of Fig. 8 shows the log-likelihood converges to some maximum value. We also see that, from the right plot of Fig. 8 , the branching coefficient converges to some fixed value. All the convergence indicates that Algorithm 1 performs well for these three types of emergency calls. We examine the Goodness-of-fit of the proposed nonparametric spatial-temporal self-exciting point process in a selected region of size [50, 60] × [20, 40] . Fig. 10 shows the implementation of the thinning process. We observe that the thinning process behaves similarly to Poisson processes. Fig. 11 shows the estimated values of the centered L−function, L(d) − d, and the 95% confidence bounds of homogeneous Poisson processes of the selected region. Some spatial-temporal points occur at exactly the same location because of the location error. We therefore diagnose the estimated model using L(d) function where d is greater than 0.5. It shows that the estimated values of the centered L−function are almost within the 95% confidence bounds. This result demonstrates that the proposed spatial-temporal self-exciting point process can well model the three types of emergency calls.
VI. CONCLUSION
We propose a nonparametric spatial-temporal self-exciting point process model for modeling emergency calls. Using the residual analysis method, we examine the performance of the proposed model. The clustering features are studied based on the triggering intensity function. Using the simulated data, we show that the proposed nonparametric structure performs flexibly and effectively for spatial-temporal selfexciting point processes. Furthermore, we show how our spatial-temporal self-exciting point process model can be used for modeling emergency calls. It can be seen that the proposed nonparametric model is able to capture the clustering features in emergency calls. The estimated background and triggering intensity functions can be used to distinguish the areas with intrinsically high emergency calls and those with temporarily high emergency calls, as the former arises due to some specific geographical and environmental conditions and the latter may be caused by insiders' behaviors. These are also the reasons why different clustering patterns for different type of emergency calls are observed. The branching coefficients of the fire, traffic and EMS emergency calls are 26.90%, 47.55% and 45.2%, respectively. The clustering phenomena strongly present in the emergency call data in the researched region.
For future research, the branch coefficient β in Equation (9) can be extended as a function of space and time, such as the ETAS model where the branch coefficient is influenced by the magnitude. To model emergency calls, a varied branch coefficient is better because of the specific geographical and environmental conditions, such as the population density. Later, we will focus on studying a general form of branch coefficient spatial-temporal self-exciting point processes and their applications.
