Abstract. We describe how classical Floquet theory may be utilized, in a continuation framework, to construct an efficient Fourier spectral algorithm for approximating periodic orbits. At each continuation step, only a single square matrix, whose size equals the dimension of the phasespace, needs to be factorized; the rest of the required numerical linear algebra just consists of backsubstitutions with this matrix. The eigenvalues of this key matrix are the Floquet exponents, whose crossing of the imaginary axis indicates bifurcation and change-in-stability. Hence we also describe how the new periodic orbits created at a period-doubling bifurcation point may be efficiently computed using our approach.
Introduction.
Floquet theory is the mathematical theory of linear, periodic systems of ordinary differential equations (ODEs) and as such appears in every standard book on ODEs, e.g., [1, 20] . (We especially recommend, however, the extensive elementary discussion in [19] .) In this paper we wish to utilize Floquet theory in order to efficiently compute approximations to periodic orbits of nonlinear autonomous systems. The basic equations defining a periodic orbit are nonlinear, but applying a Newton-like method for their solution will lead to linear, periodic systems. It is for this reason that Floquet theory is so important for us.
The nonlinear, autonomous system we shall consider iṡ x(t) = F (x(t), λ), F : R n × R → R n ; (1. 1) i.e., F is a smooth function on R n and depends on a parameter λ. For the rest of this section (and sections 2 and 4), however, we shall temporarily consideṙ x(t) = F (x(t)),
The simplest solutions of (1.2) are the stationary points x ∈ R n defined by
We will only be interested in stationary points at which periodic orbits are created, i.e., the famous Hopf bifurcation points considered in section 3. It is the next simplest solution of (1.2) that this paper is concerned with. Definition. u : R → R n is a periodic orbit for (1.2), with (minimal) period 2πT > 0, ifu (t) = F (u (t)) ∀t ∈ R, u (0) = u (2πT ), u (t) = u (0) ∀t ∈ (0, 2πT ).
In order to set up an appropriate set of equations for computing a periodic orbit, two key facts should be kept in mind:
• T that defines the period is also unknown;
• for any c ∈ R, u (t + c) describes the "same" periodic orbit. (More precisely, u (t) and u (t + c) differ only by phase.)
The problem of working with an unknown period is dealt with by defining
Hence v has period 2π and satisfieṡ v (θ) = T F (v (θ)).
Thus we should solvev (θ) = T F (v(θ)), v(0) = v(2π) (1.3) for both the function v and the scalar T . Since there is an extra unknown, i.e., T , we must have an extra scalar equation. This fits in with the fact that v (θ + c) is a solution for any c ∈ R. The modern way of "fixing the phase," i.e., constructing an extra scalar equation which determines a unique c, is as follows.
• We assume that we know a nearby periodic orbit v 0 (θ) of period 2π. This is a natural assumption to make in a continuation framework.
• We fix the phase by seeking the value of c which makes v (θ + c) as close as possible to v 0 (θ), e.g., • Setting the derivative with respect to c equal to zero gives We shall follow this idea later in section 4, but using a more appropriate inner product.
As we shall see, Floquet theory is best combined with a Fourier method to approximate periodic orbits. This leads to the question, why aren't Fourier spectral methods more popular, compared to the completely dominant collocation with piecewisepolynomials [11, 14, 23, 24] ? (Of course, Fourier approximation of periodic orbits has been considered in a few papers, e.g., [9, 10] , but not using the present approach. For example, in [30] it is suggested that an approximation to the monodromy matrix be computed using an initial-value algorithm, which we regard as generally unacceptable.) So long as the solution one is trying to approximate is smooth, the standard advantage of spectral methods has always been their approximation power, and the standard disadvantage has been that they require the solution of linear equations with nonsparse coefficient matrices. The key task of the present paper is to emphasize that this disadvantage is not present when using Fourier spectral methods to approximate periodic orbits in a continuation framework. The underlying reason can be split into three parts.
• Fourier mode decoupling occurs for linear, constant-coefficient differential equations, as described in section 2.
• Floquet theory transforms linear, periodic differential equations into constantcoefficient form, as described in section 4. where each is of size n × n. (We assume that condensation of local parameters has been applied, as in [3] .) With a spectral method based on Fourier modes, however, just a single n × n matrix needs to be factorized; all other matrix operations are just back-substitutions with quasi-upper triangular matrices. We must admit, however, that it is necessary to use a small multiple of Nn 2 locations for storing Floquet information, i.e., roughly the same number of nonzero elements as in (1.5) .
To conclude this introduction, we describe the contents of this paper. In section 2, we show how mode-decoupling occurs for Fourier approximation of constant-coefficient problems, not only for 2π-periodic equations but also for another form of periodicity that is (in general) required by the Floquet theory. Some of these results are then applied in section 3 in order to efficiently calculate periodic orbits created at a Hopf bifurcation point. In section 4, we describe Floquet theory in the practical form that we shall utilize it. It is then immediately employed, in section 5, to advance a periodic orbit over a single continuation step. To illustrate the performance of the previous algorithms, we present some numerical results in section 6. Finally, section 7 shows how the Floquet theory makes it very easy to move onto the new periodic orbits created at a period-doubling point. For a background to many of the topics discussed in this paper, we recommend [12, 13] .
Constant-coefficient equations.
For periodic, constant-coefficient equations, Fourier analysis is especially simple because the Fourier modes decouple. We shall require two spaces of periodic functions, which we denote by Y + and Y − , respectively. The first of these is just the usual space of 2π-periodic functions, spanned by 1, cos θ, sin θ, cos 2θ, sin 2θ, . . . .
The second of these is the subspace of 4π-periodic functions which satisfy
and is therefore spanned by 
Of course, the direct sum
gives all 4π-periodic functions. The key reason why the space Y − is important to us is that the product of two of its elements lies in Y + , and such products will arise naturally in section 4. Similarly, the product of an element of Y + with an element of
We mention here that, throughout this paper, Fourier series will be described using real trigonometric functions rather than the mathematically more elegant complex exponentials. This is solely because we wish to remain close to the practical implementation of our algorithms.
Equations in Y
n + . For a constant n × n matrix A, consider the linear, periodic, homogeneous differential equation
which means that each component of z is in Y + . If the set {mi : m ∈ Z} does not contain any eigenvalue of A, then this equation only has the trivial solution z(θ) ≡ 0. Under this assumption, consider the linear, periodic, inhomogeneous differential equation 
and N ≡ 2M + 1 with θ j = 2πj N , j = 1, . . . , N. In other words, we are using the fact that
when f and g are both in the subspace of Y + spanned by 1, cos θ, sin θ, cos 2θ, sin 2θ, . . . , cos Mθ, sin Mθ.
Also the above transformation from function values to approximate Fourier coefficients can be written in matrix form
where
and Q + is the N × N orthogonal matrix with (i, j)th component
Thus it can be applied to the point values of each component of f to obtain (2.5).
(For large M , it is more efficient to map between point values and approximate modal values of f using the fast Fourier transform [17, 29] . In this case it may be preferable to choose N to be slightly greater than 2M + 1, i.e., so as to be a highly composite integer. The standard techniques for dealing with this situation are described in [6, 29] .) Now the approximate Fourier coefficients for z in (2.1),
may be computed as in (2.2) . Note that this is especially efficient when A has already been reduced to Schur form [17] ; i.e.,
whereÛ ∈ R n×n is a quasi-upper triangular matrix and Q ∈ R n×n is an orthogonal matrix. Then, ifz a) F (x , λ ) = 0 and the Jacobian matrix J(x , λ ) is nonsingular. Thus the implicit function theorem tells us that there is a locally unique curve of stationary points passing through (x , λ ). This may be parametrized by λ, and so we denote it by (x (λ), λ). (b) J(x , λ ) has a pair of simple purely imaginary eigenvalues ±iω , ω > 0, and no other eigenvalues of the form {miω : m ∈ Z}. Hence the right eigenvector pair ϕ ± iϕ satisfies
and the left eigenvector pair ψ ± iψ satisfies
i.e.,
A suitable choice of normalization is that
This means that, as λ moves away from λ , the eigenvalues of J(x (λ), λ) corresponding to ±iω are no longer purely imaginary; i.e., if these eigenvalues are denoted
If, for λ near λ , we look for a periodic orbit of (1.1) near x , then first we make our usual change-of-variable
which switches from u(t) with unknown period 2πT to v(θ) with period 2π, and (1.1) transforms tov
will be an approximate periodic orbit (of period 2πT ) if z(θ) is "small" and satisfies 
Thus we seek solutions of (3.3) in the form 
Equation (3.6a) fixes the amplitude of the periodic orbit, so we are using ε as a parametrization, and (3.6b) fixes the phase. We shall soon require properties of the constant coefficient differential operator
The right null-space of (3.7) is spanned by p (θ) and a (θ), while its left null-space is spanned bỹ
If we consider the augmented linear equation 
which is equivalent to (3.1). If the smooth mapping
is constructed by the following:
then the zeroes (z(θ), T, λ) of G for nonzero ε correspond to periodic orbits of (3.3) through (3.5) . It is immediate, however, that G(0, T , λ ; 0) = 0, and (3.8) also tells us that, at ε = 0, the linearization of G with respect to (z, T, λ) at (0, T , λ ) has no nontrivial solution. Hence the implicit function theorem applies to G at (0, T , λ ; 0) and tells us there is a locally unique solution curve of periodic orbits for (3.3), parametrized by ε. (We note that, from a practical point of view, it is more efficient to replace x (λ) above with the first-order approximation
where is defined by
For simplicity, however, we do not include this extra trick.) Rearranging the equation for zeroes of G enables us to define the following Newton-chord iteration for obtaining these periodic orbits.
• Choose small ε = 0 and set
• Solve
for z ∈ Y n + , δT , and δλ, where
• Set
Note that only the same augmented constant-coefficient differential equation, with varying right-hand sides, needs to be solved at each iteration.
Fourier approximation.
Finally, we show how to efficiently compute accurate approximations to the periodic orbits of (3.3), using the above Newton-chord iteration and the results of section 2.3. The key step is how to calculate the approxi- 
Hence the extra scalar unknowns δT and δλ are solved for as part of the m = 1 system, while the other modal equations remain the same as in section 2. i.e.,
and γ , γ are defined in (3.2) . If A has already been reduced to Schur form by
where U ∈ R n×n is a quasi-upper triangular matrix and Q ∈ R n×n is an orthogonal matrix, then it can be arranged that U has its eigenvalues ±i in the top left corner, i.e., 
for some nonzero β, as in the LAPACK standard form [2] . This means that
where q j denotes the jth column of Q . Hence, under the transformationsz
we have only to solve the systems
where the components of c 1 and c 2 are the coefficients of K q 1 and K q 2 , respectively, with respect to the orthonormal basis of R n formed by the columns of Q , i.e., 
Practical Floquet theory. Now let
At first glance the periodic differential equation
for a given f ∈ Y n + , seems much more difficult to analyze and solve than (2.1). It is the fundamental result of Floquet theory, however, that there is a change-of-variable
which transforms (4.1) to constant-coefficient form. The price one has to pay to remain within real arithmetic, however, is that some of the components of the solution to the constant-coefficient problem may lie in Y − rather than Y + : i.e., some of the components of w(θ) may be in Y − , with the corresponding columns of the n×n matrix P(θ) in Y n − , but this still means that the product P(θ)w(θ) is in Y n + . In conclusion then, our constant-coefficient equations may be a combination of (2.1) and (2.3).
To see how this occurs, let X(θ) be the principal fundamental solution matrix for the differential operator
and thus the jth column of X(θ) solves the homogeneous initial value problem formed from (4.2), with e j as the initial value. The columns of X(θ) remain linearly independent, and so X(θ) is always nonsingular. (There is, of course, no necessity for X to have any periodicity property!) X(2π) is called the monodromy matrix, and solutions of the fundamental algebraic eigenproblem X(2π)y = λy lead to the following three possibilities for solutions of the differential eigenproblem
1. For real λ > 0, we may define µ ∈ R by λ = e 2πµ and set
2. For real λ < 0, we may define µ ∈ R by −λ = e 2πµ and set
3. For a complex conjugate pair λ ± iλ and y ± iy , so that
we can do either of the following. (We describe below how to make a sensible choice!)
Then p , p ∈ Y n + , with p (0) = y and p (0) = y , and
• Define µ ≡ µ + iµ ∈ C by −λ = e 2πµ and again set
− , but we still have p (0) = y and p (0) = y , and
The eigenvalues λ of X(2π) are called the Floquet multipliers for (4.2), while the corresponding µ are called the Floquet exponents. (This is not quite the standard terminology but is certainly what we require for a practical algorithm!) Note that each µ, and hence also the corresponding p(θ), is not uniquely defined by the above construction; i.e., for any ∈ Z we may set µ → µ + i and p(θ) → p(θ)e i θ . We shall always choose the size of the imaginary parts of the Floquet exponents to be as small 
Instead of considering individual eigenvalues and eigenvectors for the monodromy matrix X(2π), the above argument can be better applied to well-conditioned invariant subspaces. Thus we choose some 0 < η < π, such that no eigenvalue λ of X(2π) has arg λ = η, and split the spectrum of X(2π) into two parts (see Figure 1 ), i.e.,
where, for some n ± ≥ 0 with n
Here the columns of Y + span the invariant subspace of X(2π) corresponding to all the eigenvalues λ of X(2π) satisfying −η < arg λ < η, while the columns of Y − span the invariant subspace of X(2π) corresponding to all the eigenvalues λ of X(2π
and E − ∈ R n−×n− and P − (θ) ∈ R n×n− by
we finally have
− , but the n × n matrix P(θ) must be nonsingular for all θ. The choice of η is not critical but, in order for our linear algebra problems to be uniformly well-posed, we shall
• keep η away from 0 and π, so that the moduli of the imaginary parts of the eigenvalues of E ± are all less than 1 2 , • let η correspond to a "gap" in the arguments of the Floquet multipliers, so that the sum of the largest imaginary part of an eigenvalue from E + with the largest imaginary part of an eigenvalue from E − stays below 1 2 . We shall see later that it is easy to adapt η within a continuation framework for periodic orbits.
The above differential equation for P, i.e., (4.3), should be regarded as an eigenproblem. This makes it clear that there is an indeterminacy in the choice of P(θ) and E, although the eigenvalues of E are invariants. Thus, for any orthogonal matrix Q ∈ R n×n , we have
and therefore we can choose
so that the transformations
mean that we can assume E + and E − are in real Schur (i.e., quasi-upper triangular) form. It would also be possible to ensure that 1 4π
and so (4.3) could be regarded as a dynamic Schur factorization; but this is of more theoretical than practical interest.
If we now return to the problem of solving (4.1), then we can use the change-ofvariable
where w + ∈ Y n+ + and w − ∈ Y n− − , and obtain
This simplifies to
and so we merely have to solve
and thus g + ∈ Y n+ + and g − ∈ Y n− − ; i.e., we have reduced the problem of solving (4.1) to the simpler problem of solving (2.1) and (2.3). Equation (4.4) is nonsingular so long as E + has no eigenvalues of the form mi for m ∈ Z and E − has no eigenvalues of the form (m − 1 2 )i for m ∈ Z. Hence, by our construction of E + and E − , singularity can only occur when 0 is an eigenvalue of E + , i.e., there is a Floquet multiplier equal to 1.
Application to periodic orbits.
Just as for stationary points, it is important to distinguish between regular periodic orbits and singular ones. For stationary points x , we have only to look at the Jacobian matrix J(x ): however, for a periodic orbit u (t), with period 2πT , we must consider whether a linear differential equation has any nontrivial solutions. Looking at (1.4), we see that (v (θ), T ) satisfieṡ
Hence we consider whether the linearization of this equation at the solution (v , T ), i.e.,
has any nonzero solutions (v(θ), T ).
We investigate (4.6) by applying the above Floquet theory to the linear periodic differential operator
where A (θ) ≡ T J(v (θ)); i.e., there exist n × n matrices
Since we know that
has the nontrivial solution v(θ) =v (θ), we can choose the first column of P (θ) to be a normalization ofv (θ), i.e.,
for some nonzero α ∈ R; hence, E + is in quasi-upper triangular form with zero first column and
Thus to answer our question about (4.6), we only have to determine whether the much simpler problem
has any nontrivial solutions (w(θ), T ). Since, by our construction of E ± , it is only possible for a nontrivial solution to appear in the constant Fourier mode for w + , this leads us to the following key definition.
The justification for this definition is that if zero is a simple eigenvalue of E + , with corresponding right and left eigenvectors ϕ and ψ say, then we know that the conditions [23] ψ · e 1 = 0,
are both necessary and sufficient for (4.8) to have only the zero solution. However, since ϕ ≡ e 1 , both these conditions are immediately satisfied. Similarly, if zero is not a simple eigenvalue of E + , then it is simple to check that (4.8) does have nontrivial solutions. Hence the basis of the above definition is the following conclusion.
Conclusion. A necessary and sufficient condition for (4.6) to have only the trivial solution (v, T ) = (0, 0) is that zero is a simple eigenvalue of the matrix E + .
Of course, this is in complete agreement with the standard definition of a nonsingular periodic orbit, i.e., that 1 is a simple Floquet multiplier for (4.7) [1, 20] .
Since, however, our algorithm in the next section works explicitly with E + , the above definition is more appropriate for us.
Finally, it is also clear that, when using Floquet theory and working with w(θ) instead of v(θ), we can simplify our phase condition in (4.5); i.e., the second equation there can be replaced by 1 2π
which is equivalent to the final equation of (4. (As we shall see in the next section, the 2π is a convenient normalization.) It is this phase condition that we shall use as part of our continuation algorithm in the next section, which connects with the fact that the bordered matrix
is invertible for a nonsingular periodic orbit.
Continuation of periodic orbits.
From our Floquet point of view, we describe a standard strategy for following a curve of periodic orbits for (1.1), commonly called pseudo-arclength [23] . Thus we assume that the equatioṅ
has a solution v (θ) with period 2πT at λ = λ . We also assume that the linearization
has invariant subspaces defined by 
• E is quasi-upper triangular, with
where E + ∈ R n+×n+ and E − ∈ R n−×n− ; • the sum of the largest imaginary part of an eigenvalue of E + with the largest imaginary part of an eigenvalue of E − is less than • the first column of P (θ) is a normalization ofv (θ) and the first column of E is zero. If our periodic orbit v (θ) of period 2πT is nonsingular at λ = λ , according to the definition in section 4.1, then the implicit function theorem applies. This follows from considering the linearization of (5.1) with respect to v(θ), T at (v (θ), T , λ ) and adding the phase condition (4.9): thus the equation
has only the zero solution; or equivalently, the equation
has only the zero solution. Hence there is a unique curve of periodic orbits through (v (θ), T ), and this curve is parametrizable by λ. We do not, however, wish to restrict ourselves to curves of periodic orbits which are parametrizable by λ. Thus we consider the full linearization of (5.1) with respect to v(θ), T, λ at (v (θ), T , λ ), and our basic assumption is that the equation
has a one-dimensional solution set spanned by (v t (θ), T t , λ t ). (This will be normalized in (5.7) below.) So the augmented equation
has the solution [v (θ), T , λ ] for ε = 0; and the full linearization of (5.3) at this point gives the equation
which has only the zero solution. Hence, the implicit function theorem tells us that (5.3) has a locally unique solution for all |ε| sufficiently small, and this gives us a curve of periodic orbits [v(θ), T, λ] parametrized by ε. Geometrically, our basic assumption on (5.2) is saying that the curve of periodic orbits has a unique tangent line. Thus, in section 5.1, we use our Floquet transformation to compute a Fourier approximation to this tangent line. Then, in section 5.2, we solve (5.3) using a Newton-chord iteration whose starting value is a point on this tangent line; see Figure 2 . By using a simplified Newton's method, which keeps the linearization fixed, we sacrifice the quadratic convergence of the full Newton's method; this is more than compensated, however, by only having to apply our Floquet theory at (v (θ), T , λ ). Thus we have an efficient algorithm for computing the Fourier approximation of a new point, (v n (θ), T n , λ n ) say, on the curve of periodic orbits. Having obtained this new point, we require the new Floquet variables P n (θ), E n there; i.e., we must efficiently update from P (θ), E to P n (θ), E n . The algorithm for obtaining a Fourier approximation of P n (θ), E n is described in section 5.3. Finally, in section 5.4 we explain how the crucial bound on the size of the imaginary parts of the Floquet exponents is maintained, while in section 5.5 we show how to start the continuation method at a Hopf point. where
has a one-dimensional solution space. It is clear that this assumption rests on the equation for the constant mode of w + (θ); i.e., that the (n + + 1)×(n + + 2) coefficient matrix
has full rank. Using the bordered matrix
this can arise in three different ways.
• If (5.6) is nonsingular, then v (θ) is a nonsingular periodic orbit as described in section 4.1.
• If (5.6) has rank n + , with E + having rank n + − 1, then this corresponds to zero being an eigenvalue of E + of geometric multiplicity one and algebraic multiplicity greater than one; in addition k c 0 is not in the range of E + . (Generically, we would expect this zero eigenvalue of E + to have algebraic multiplicity two [15, 21] .) • If (5.6) has rank n + , with E + having rank n + − 2, then this corresponds to zero being an eigenvalue of E + of geometric multiplicity two, but e 1 is not in the range of E + ; in addition k c 0 is not in the range of E + and not parallel to e 1 . (Generically, we would not expect these conditions to appear [21] .) This analysis also shows that a suitable normalization for the solution of (5.2) or (5.5) is
wheret ∈ R n+ is the constant mode of w + (θ); i.e.,
We shall also require t ∈ R n later, which is justt padded out with zeroes. • First, we construct the n×(n + 1) quasi-upper triangular matrix
whereÊ + is obtained from E + by removing the zero first column.
• Second, Givens rotations are used to annihilate the nonzero elements below the diagonal and thus change (5.11) into an n × (n + 1) upper triangular matrix.
• Third, post-multiplication with Householder matrices is used to annihilate the final column of (5.11). We can then solve (5.9) and (5.10), since the restriction on the size of the imaginary parts of the eigenvalues of E ± makes these systems nonsingular. 
Newton correction. Our Newton correction will solve the system
for chosen small |ε|, and consists of
Hence, under the Floquet transformations 
giving us for m = 1, . . . , M. By our construction of (t , T t , λ t ), the coefficient matrix in (5.14) is nonsingular. Our linear algebra at the end of section 5.1 also means that we can solve (5.14) efficiently. We can then solve (5.15) and (5.16), since the restriction on the size of the imaginary parts of the eigenvalues of E ± makes these systems nonsingular.
Floquet continuation.
After having calculated v n (θ), T n , and λ n , we need to update from
We seek P n (θ) in the Floquet form Hence we can apply a Newton-chord method to solve (5.18) for P(θ) and E n , analogous to that described theoretically in [28] and practically in [7] , and make use of our known Floquet variables for (5.17). Thus our Newton iteration starts from P (0) (θ) ≡ I and E (0) ≡ E and computes
We now make use of the decompositions
and the fact that P (θ) ≡ P + (θ)|P − (θ) leads to (5.22) and two equations with components in Y − ,
Each of (5.21), (5.22), (5.23), and (5.24) can be replaced by the analogous Fourier approximation, which leads to mode-decoupling as we see below. We then obtain Sylvester equations [17] , which can be solved by the Bartels-Stewart algorithm [4, 17] . Most of the work in this algorithm is devoted to reducing the appropriate matrices to Schur form, but here E ± already have this form! Otherwise, only back-substitutions are required. Of course the product to form R (k) (θ) in (5.20) is carried out in pointspace.
• To obtain Z ++ (θ), we set • To obtain Z +− (θ), we set
and so (5.23) gives us E − and E + have no common eigenvalue. Finally, we note that our limit
will not generally be quasi-upper triangular, and so we will have to perform a last Schur factorization with
mean that the diagonal blocks of E n are now in real Schur form.
Controlling the Floquet exponents.
On page 2539 we stated the conditions on our Floquet exponents, the eigenvalues of
that must be maintained during the continuation process. Basically, this means that the sum of any imaginary part of an eigenvalue of E + with any imaginary part of an eigenvalue of E − must be less than
We now show what to do if this condition is found either to fail or to be dangerously close to failing at the end of a continuation step.
Suppose we have
If the imaginary parts of a pair of complex conjugate eigenvalues of E − are too large, we could [17] • move them to the top left of E − , • block-diagonalize E − (altering P − (θ) in consequence), so that now E − has the form
where β 1 , β 2 are positive. Now, if we denote the first two columns of P − (θ) by p 1 (θ) and p 2 (θ), then transforming them by
will transform the leading 2×2 block of E − into
thus decreasing the size of the imaginary parts of the eigenvalues by 1 2 . Now the new p 1 (θ), p 2 (θ) are in Y n + , and so we increase n + by 2 and decrease n − by 2. Similarly, if the imaginary parts of a pair of complex conjugate eigenvalues of E + are too large, we carry out the analogous procedure to transfer them to E − ; e.g.,
• moving them to the bottom right of E + ,
• transforming the final two columns of P + (θ), so that the size of the imaginary parts of the dangerous eigenvalues is decreased by 1 2 . We have described above the simplest situations, where there is only a single pair of dangerous eigenvalues. We omit the obvious extensions, where a larger block of eigenvalues has to be controlled.
Starting at a Hopf point.
Finally, we show how E and P (θ) may be constructed at a Hopf bifurcation point in order to start the continuation process; so (x , λ ) is a Hopf bifurcation point for (1.1), satisfying the conditions at the beginning of section 3. Hence we have a Schur factorization
where D is the n×n block-diagonal matrix
with quasi-upper triangular U + ∈ R n+×n+ and U − ∈ R n−×n− . In fact each of U + and U − is itself block-diagonal with
so that the eigenvalues of U j , j ≥ 0, have an imaginary part "close to" ±j and the eigenvalues of U j 2 , j ≥ 1, have an imaginary part "close to" ± j 2 .
If α β1
−β2 α is a 2×2 diagonal block of U j or U j 2 for j ≥ 1, with β 1 , β 2 positive and s , s +1 denoting the corresponding columns of S , then we can transform these columns by
Thus we obtain
corresponding columns s , s +1 of S , then P + (θ) ∈ R n×n+ is obtained by replacing these columns with s cos jθ − s +1 sin jθ and s sin jθ + s +1 cos jθ.
Similarly, if
corresponding columns s , s +1 of S , then P − (θ) ∈ R n×n− is obtained by replacing these columns with s cos jθ/2 − s +1 sin jθ/2 and s sin jθ/2 + s +1 cos jθ/2.
Hence the columns of P + are in Y n + and the columns of P − are in Y n − , with 
is constructed from U + and U − . The imaginary parts of the eigenvalues of E are close to zero.
6. Numerical results. Now we illustrate the above algorithms with some wellknown examples.
The Lorenz equations.
For σ > b + 1 there is a subcritical Hopf bifurcation from the stationary solution curves
We use the parameter values (σ, b) = (10, 
The A → B reaction equations.
This system is used as an example in [14] , in particular for the parameter values a = 14 and b = 2. In this case, the stationary solution curve through (x, λ) = (0, 0) has two turning points as λ increases, and then there is a Hopf bifurcation point at
The curve of periodic orbits created here exists, with λ decreasing, until λ ≈ 0.1055, where it ends in a homoclinic orbit connected to the stationary solution curve. Again it is only necessary to work in Y + .
We use this example to illustrate how our algorithm may perform badly when applied to periodic orbits which lack smoothness or are poorly conditioned. In Figure 4 , we show approximations to periodic orbits at four different values of λ, using the algorithm in section 5 with M = 50. We see oscillations appearing in the approximations as they try to cope with the lack of smoothness developing as x = (1, 10) is approached. As is shown in [14] , this point is reached at λ ≈ 0.1055, when the homoclinic orbit appears. (If results for smaller λ were shown, the oscillations would be more violent.) We exhibit this lack of smoothness differently in Figure 5 , where the size of the Fourier modes is shown for m = 1, . . . , M. It is clear that, as λ decreases, the exponential decay of these modes is gradually being lost. Similar conclusions can be drawn when we plot the "zero" Floquet exponent against λ in Figure 6 . By the time λ ≈ 0.1193 is reached, the two exponents are almost equal! Finally, and most tellingly, we examine cond (P (θ)) in Figure 7 . Theoretically P (θ) can never be singular, and its condition number is a measure of the conditioning of the boundary value problem defining the periodic orbit. Here, however, we see cond (P (θ)) reaching 10 8 ! It is therefore no surprise that our algorithm, which explicitly works with P (θ), has difficulties in this situation. Collocation with piecewise-polynomials and an adaptive mesh, as used in [14] , will obviously perform better in such cases. This system is described in [27] . There is a stationary solution curve y(λ) ≡ (2λ, 0, 0, 0), which has a supercritical bifurcation at λ = 1 2 into the two stationary solution curves
At λ = 3, the new solution curves bifurcate again, and there is then a supercritical Hopf bifurcation at
We follow the branch of periodic orbits for λ H ≤ λ ≤ 17 and plot the behavior of the critical Floquet exponent in the three graphs of Figure 8 . Of course one Floquet exponent is always zero, but another uninteresting one remains real and strictly negative. Thus it is the other two that we are concerned with. They are plotted in the complex plane for λ H ≤ λ ≤ 10 in the first graph of Figure 8 . (Since they become a complex conjugate pair for λ ≈ 4, we only plot the one with positive imaginary part.) In this range of λ we can take n + = n = 4, but when λ reaches 10, this imaginary part has become greater than 0.3. Thus we decide to switch this pair of Floquet exponents from E + to E − , as described in section 5.4, and so n + = 2 and n − = 2. In the second graph of Figure 8 , we continue to plot the critical Floquet exponent in the complex plane, but now for 10 ≤ λ ≤ 14.3. Note that the imaginary part of the exponent at λ = 10 differs by described in section 5.4. At λ ≈ 14.3, this complex pair of critical Floquet exponents become real and negative, thus corresponding to negative real Floquet multipliers as described in section 4. We follow the interesting real Floquet exponent in the third graph of Figure 8 , this time plotting it against λ. It quickly passes through zero, thus corresponding to a period-doubling bifurcation as described in section 7, and then continues to increase.
Period-doubling bifurcation.
A further advantage of using Floquet theory to continue periodic orbits is that the occurrence of nonhyperbolic behavior is always obvious; i.e., because we always have E available in quasi-upper triangular form, we can immediately see when a Floquet exponent crosses the imaginary axis. The three simplest types of bifurcation that can occur are as follows.
1. Saddle-node bifurcation (turning points): when E + has a geometrically single, but algebraically double, zero eigenvalue, as mentioned in section 5. 2. Period-doubling bifurcation: when both E + and E − have a simple zero eigenvalue. 3. Neimark-Sacker (torus) bifurcation: when either E + or E − has a conjugate pair of purely imaginary simple eigenvalues.
If any of these occur during the continuation process, we may wish to determine the bifurcation point more precisely, which can be achieved by two different means.
• After having determined two values of the continuation parameter that bracket the bifurcation point, we may use a secant-like method to determine the parameter value at which the critical Floquet exponent is zero or has zero real part.
• We may set up a special augmented system of equations, whose solution will
give the bifurcation point immediately! Modern algorithms for the above three types of bifurcation have recently been described in [15] , and FloquetFourier versions of these algorithms could be constructed. In addition, after having located a period-doubling or torus bifurcation point accurately, we may wish to follow these newly created objects. We do not consider Neimark-Sacker bifurcation here, since this is rather complicated [8, 21] and a treatment combining Floquet theory with the ideas in [25] would be quite lengthy. In this section, however, we do wish to present an algorithm for moving onto the new periodic orbits created at a period-doubling bifurcation point. In particular, we will see how this fits in very neatly with the spaces Y ± used in section 4 to describe our general Floquet theory and with the symmetry-breaking framework within which period-doubling is usually described [10] .
The conditions that (v (θ), T , λ ) must satisfy in order to be a period-doubling bifurcation point are as follows. 
is one-dimensional and spanned byv (θ). Hence the implicit function theorem applies and there is a locally unique curve of periodic orbits through λ , parametrized by λ, which we denote by (v (θ; λ), T (λ)) and which satisfies
is a period-doubling bifurcation point; however, the solution space of (7.1) must also be one-dimensional in Y n − , spanned by ϕ (θ) say. (c) The final condition for period-doubling to occur is that
If µ (λ) were a simple real eigenvalue equaling zero at λ = λ and satisfying
3) is equivalent to the transversal crossing condition
It is not necessary, however, for this eigenvalue to be simple. In terms of our Floquet variables we have
with P + (θ) ∈ R n×n+ and P − (θ) ∈ R n×n− , and
with E + ∈ R n+×n+ and E − ∈ R n−×n− . As usual, n + + n − = n, with the columns of P + (θ) in Y n + and the columns of P − (θ) in Y n − . Since E + has a simple zero eigenvalue, this matrix can be chosen to be in quasi-upper triangular form with first column zero. Hence the first column of P + (θ) is a multiple ofv (θ), i.e., α p (θ) =v (θ). Similarly, since E − has a one-dimensional null-space, it too can be chosen to be in quasi-upper triangular form with first column zero, so that the first column of P − (θ) is ϕ (θ). We thus have p (θ) = P + (θ)e 1 and ϕ (θ) = P − (θ)e 1 .
Hence the key period-doubling condition (7.3) is equivalent to the last n − components of
not lying in the range of E − , where k (θ) ∈ R n is defined by From now on, we will be interested in a doubling of v (θ); i.e., we define
(Thus we are offending against the minimality condition usually considered as part of the definition of a periodic orbit; cf. page 2522.) The Floquet variables for this period-doubled orbit are
and thus they satisfy the equation
Note that all the columns of P d (θ) are now in Y n + , but if q (θ) is one of the first n + columns, then it is symmetric, i.e.,
while if q (θ) is one of the last n − columns, then it is antisymmetric, i.e.,
If we use (7.2) to define
It is symmetric and parametrizable by λ and satisfies
It is important to realize that, since the imaginary parts of the eigenvalues of E are bounded below 1 2 in size, the imaginary parts of the eigenvalues of E d are correspondingly bounded below 1 in size. As we will only be using E d in connection with equations in Y n + , as in section 2.1, this will be sufficient. Now we look for a new curve of periodic orbits passing through
with period T d (λ) + εT . Here ε is a small scalar which parametrizes the new curve, and (z(θ), T, λ) ∈ (Y n + , R 2 ) are to be determined. a d (θ) is the (n + + 1)th column of P d (θ), and the amplitude of v(θ) is fixed by insisting that
Note that a d (θ) ≡ ϕ (2θ) is antisymmetric according to the above definition, and so we are breaking the symmetry of v d (θ; λ). Similarly, the phase of v(θ) is fixed by insisting that 1 2π
The system of equations (z(θ), T, λ) must satisfy is therefore
together with (7.5) . In order to apply the implicit function theorem, we may adopt the strategy used for Hopf bifurcation in section 3 and construct the smooth mapping 
From (7. 3) and the fact that zero is a simple eigenvalue of E + , we know that neither of the two linearly independent vectors e 1 and 1 2π
are in the range of E d . Hence (7.9) has no nontrivial solution, and the implicit function theorem applies to G at (0, 0, λ ; 0) and tells us that G(z, T, λ; ε) = 0 has a locally unique solution curve parametrized by ε. Thus we define the following Newton-chord iteration for obtaining these nonsymmetric period-doubled orbits.
• Solve 
• Set y (k+1) (θ) = y (k) + z(θ),
Note that only the same augmented linear periodic differential equation, with varying right-hand sides, needs to be solved, at each iteration.
Fourier approximation.
Finally, we show how to efficiently compute accurate approximations to the periodic orbits of (7.6), using the above Newton-chord iteration and the results of section 2.3. Floquet transforming the basic linear iteration (7.10), we obtain 
Conclusion.
We have shown how Floquet theory may be utilized in order to compute Fourier approximations of periodic orbits. The key result is that the size of the linear systems which must be solved is independent of the number M of Fourier modes used in the approximation. The overhead is that the Floquet variables P(θ) must also be carried along in the continuation process, and this extra work is proportional to n, the dimension of the phase-space. Consequently, when n M , we have a highly efficient and accurate algorithm for smooth and well-conditioned periodic orbits.
Of course, it would be silly to assert that the present algorithm can replace the AUTO package in [14] , and we make no such claim! AUTO has been gradually refined over 20 years, and was developed from collocation and adaptive mesh ideas of an even earlier vintage, e.g., COLSYS [3] . What we do claim is that (just as in other areas of differential equations) spectral approximation of periodic orbits has its place alongside finite difference and piecewise polynomial approximation. Spectral methods are not trivial to implement efficiently and accurately on nonlinear problems, and further work is necessary before practical conclusions can be drawn. For example, if the basic linear algebra philosophy of [29] were used, Floquet theory could be thought of as an efficient way of (approximately) factorizing the structured Nn × Nn matrix obtained from collocation [6] .
Perhaps the most pleasing feature of the present algorithm is that it exploits the full mathematical structure of the periodic orbit problem. The fact that Floquet theory provides a constant matrix means that many algorithms for questions about stationary solutions (where the Jacobian matrix is constant of course) can easily be adapted for similar questions about periodic orbits.
• The algorithm for Hopf bifurcation in section 3 can be adapted to apply when invariant tori are created at a Neimark-Sacker bifurcation, as mentioned near the beginning of section 7.
• The algorithms for stable manifolds of stationary solutions and connecting orbits in [26] can be adapted to apply to stable manifolds of periodic orbits and periodic connections [5] .
• Fourier approximation was recommended in [9, 10] to exploit spatial-temporal symmetries of periodic orbits. The analysis of such symmetries becomes even clearer when Floquet theory is utilized as well. Papers devoted to these three applications of Floquet theory are currently being prepared.
