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ABSTRACT 
Multiple-antenna systems, denoted as multiple-input multiple-output (MIMO), promise 
huge performance gains over conventional single-antenna systems. However, it is not possible 
to employ multiple antennas in size limited scenarios. Recently new schemes called cooperative 
diversity and cooperative spatial multiplexing have been proposed. In these schemes, various 
users cooperate among themselves to form virtual antenna array and thus emulate multiple 
transmit antenna scenario. 
An extension of cooperative spatial multiplexing in which source and relays use different 
modulation techniques, called as cooperative spatial multiplexing with mixed modulations is 
investigated in this thesis. Detection algorithms at relays and destination are outlined. It 
is shown that this scheme performs better than the cooperative spatial multiplexing scheme 
which uses same modulation techniques at source and relays. Also, this scheme outperforms 
cooperative diversity scheme for high spectral efficiency regimes. 
Some of the significant findings of this thesis are as follows. In a cooperative spatial 
multiplexing scheme using mixed modulations, it is advantageous to place relays close to source 
and the system performs best if more relays are used and each relay employs modulations with 
smaller constellation size, thereby reducing the complexity and power requirements at relays. 
Extensive simulations are performed to compare this scheme in several scenarios. 
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CHAPTER 1. Introduction 
1.1 Thesis objectives 
This section outlines the research objective and contributions of this thesis along with the 
difference from the existing work. Cooperative spatial multiplexing scheme is introduced in [1] 
and it uses the same modulation scheme at source and relays. It is shown that the cooperative 
spatial multiplexing scheme performance approaches the conventional spatial multiplexing by 
properly allocating a given power between the source and the relay and locating the relays 
close to the source. The topic of this thesis is to employ mixed modulation techniques, i.e. 
different modulations at source and relays and to investigate the performance gains over the 
conventional cooperative spatial multiplexing scheme and also to compare this new scheme 
with cooperative diversity. To facilitate the mixed modulation technique, relays make LLR 
based detection on bits which is termed as Bit LLR and then either use BPSK or higher order 
constellations by grouping the bits together at the relays. A scheme in which direct path from 
source to destination antennas is also involved in the decision process is considered and the 
performance improvement is investigated. 
1.2 Overview and motivation 
Wireless channel is a power-limited, space-varying, time-varying, frequency-selective chan-
nel. Apart from the resource constraint nature, wireless channels also suffer from signal fading 
arising from multipath propagation, which means that the signal attenuation may vary signif-
icantly over the course of transmission. In conventional wireless systems, multipath represents 
an impairment to accurate transmission, because the replicas (of the signals) arrive at the 
receiver at slightly different times and can thus interfere destructively, canceling each other 
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out. For this reason, multipath is traditionally viewed as a serious impairment. 
To mitigate the effect of fading, multiple antennas (at transmitter, receiver or both) can 
be employed. Multiple antenna systems give a significant improvement in the performance of 
wireless systems. Multiple antennas are used to obtain independent fading channels between 
the transmitter and receiver and are instrumental in increasing diversity to combat fading. By 
having independently faded replicas, it is possible to achieve reliable reception. To achieve a 
diversity gain of d in a Rayleigh fading environment, d antennas can be used at the receiver 
(receive diversity). For high signal-to-noise ratio (SNR) , the average error probability decays 
as srJRa [2] . Also diversity can be achieved by using multiple antennas at the transmitter 
(transmit diversity). There are several kinds of transmit diversity techniques. Some of them 
are: l. Polarization diversity 2. Field component-energy density diversity 3. Space diversity 4. 
Frequency diversity 5. Time diversity 6. Angle diversity. For any two independent branches, 
the performance obtained from any of the diversity schemes listed above is the same; that is, 
the correlation coefficient of the two received signals becomes zero [3]. 
In particular, we focus on space diversity in which independent copies of signals are trans-
mitted using multiple antennas (from different locations) , thus allowing independently faded 
versions of the signal at the receiver. Space time codes such as block and trellis are the most 
popular transmit diversity schemes [4, 5]. The essential idea of transmit or receive diversity 
is to combat fading. Systems that employ multiple antennas at both the transmitter and the 
receiver are referred to as multiple-input multiple-output (MIMO) systems. MIMO diversity 
system spreads the information across transmit antennas and thus enables robust transmission 
in presence of fading with the help of efficient combining schemes at the reciever. 
Another viewpoint suggests that in MIMO systems, multipath can be beneficial through 
increasing the number of degrees of freedom. If the path gains between individual transmit-
receive antenna pairs fade independently, mutliple parallel spatial channels are created. This 
effect is called as Spatial Multiplexing. Spatial multiplexing divides the incoming data into 
multiple substreams and transmits each substream on a different antenna. In this scheme, the 
receiver is required to remove the mixing effect of the channel and to demultiplex the symbol 
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stream [6, 7]. 
MIMO diversity techniques can achieve a diverstiy order equal to the product of the number 
of transmit (Mr) and receive antennas (MR) [8]. Spatial Multiplexing schemes can only achieve 
diversity order at most equal to the number of receiving antennas (MR) when maximum 
likelihood (ML) is employed at the destination. When some reduced complexity algorithms 
using zero forcing (ZF) or minimum mean square error (MMSE) filters are employed, the 
channel can be viewed as several (minimum of Mr and MR) parallel channels called streams 
and the diversity order of each stream is MR - Mr - 1 [9]. 
Transmit diversity techniques can not be applied to many wireless systems because of the 
following factors. To have more antennas at the mobile would increase the size and complexity 
of the mobile terminal. In an arena where mobile phones form a part of fashion along with the 
intended use, it is impractical to increase the size of the mobile terminals. In sensor networks, 
size, complexity and power are the major limiting factors. 
A new form of communication systems called as cooperative communications are gaining 
interest in this perspective. Instead of having multiple antennas at the transmitter, several 
users cooperate with each other to form a virtual antenna array which in-turn act as multiple 
transmit antennas. The cooperating users receive the data from the transmitter, process it 
and retransmit to the receiver. To avoid saturating the receiver power amplifier, a mobile ter-
minal cannot relay information at the same time and in the same frequency band as it receives 
data. Therefore, either FDMA or TDMA has to be employed. Also, the cooperating users 
could employ several techniques like amplify and forward or decode and forward while relaying 
transmitter data to the receiver. Description of several of these techniques along with analysis 
is presented in [10]. Variations of both MIMO diversity and Spatial multiplexing are possible. 
Specifically they are referred to as Cooperative Diversity and Cooperative Spatial Multiplexing 
schemes. [11, 12, 13] are some of the works on cooperative diversity techniques. This thesis 
focuses on a generalized scenario of Cooperative Spatial Multiplexing and it is shown that in 
high Spectral efficiency regimes, cooperative spatial multiplexing outperforms cooperative di-
versity schemes. 
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1.3 Thesis organization 
The remainder of the thesis is organized as follows . Chapter 2 presents the Cooperative 
Diversity (C-DIV) scheme and formulates a lower bound on the error performance of a C-DIV 
system employing Alamouti kind of space-time coding. Chapter 3 introduces Cooperative Spa-
tial Multiplexing (C-SM) and outlines the detection algorithms that aid the C-SM scheme. It 
also introduces C-SM scheme with mixed modulation techniques (C-SM-MM) and outlines a 
framework for bit detection based on Loglikelihood ratio of individual bits at the relays. Chap-
ter 4 presents the simulation setup used and the results comparing various schemes. Chapter 
5 concludes the work with a possible future direction for the work. 
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CHAPTER 2. Cooperative Diversity 
In wireless environments which is a fading channel, in noise limited conditions, the trans-
mitter has to deliver a much higher power level to protect the link when the channel experiences 
severe fading during (possibly) short intervals. In mobile radio environment, the power avail-
able on the reverse link (link from the mobile to base station), is severely constrained by 
the battery capacity of the mobile user. Diversity techniques play a crucial role in reducing 
transmit power needs. 
Diversity is a technique which is commonly used to combat signal fading arising from 
multipath in wireless environments. The idea of diversity is as follows: If several replicas 
of the same information carrying signal are received over independently faded channels with 
comparable signal strengths, then there is a good likelihood that at least one or more of these 
several replicas is not in fade at any given instant of time, thus deliver adequate signal level to 
the receiver. 
There are several techniques to obtain independent fading branches. These can be broadly 
classified into two categories [14]. The first are explicit techniques where explicit redundant 
signal transmission is used to exploit diversity channels. An example of this is the use of dual 
polarized signal transmission and reception in many point-to-point radios. Such redundant 
signal transmission involves a inefficient use of the frequency spectrum or additional power.The 
second are implicit techniques where the signal is transmitted only once, but the decorrelating 
effects in the propagation medium such as multipaths are exploited to receive signals over 
multiple diversity channels. An example of this is the RAKE receiver in code division multiple 
access (CDMA) systems, which uses independent fading of resolvable multipaths to achieve 
diversity gain. 
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In explicit diversity, multiplies copies of the same signal are transmitted over independent 
channels using space, time or frequency dimension. At the receiver, arrangements are to be 
made to receive the diversity branches and combine them to reduce the outage probability 
(the probability that the signal level falls below a specified minimum level) or bit error rate 
(the number of erroneous bits divided by the total number of bits transmitted, received, or 
processed). 
As discussed in the previous chapter, there are several techniques for obtaining diversity 
branches. In particular, we focus on space diversity in which independent copies of signals are 
transmitted using multiple antennas (from different locations), thus allowing independently 
faded versions of the signal at the receiver. Space diversity is easy to implement and does 
not require additional frequency spectrum resources. Space diversity is exploited by spacing 
antennas apart so as to obtain sufficient decorrelation. The key for obtaining minimum uncor-
related fading of antenna outputs is adequate spacing of the antennas. Multiple antennas can 
be employed at the receiver site or both at transmitter site and receiver site. 
Several diversity combining techniques are also available that could be employed at the 
destination [14]. Some of them are: 1. Selection Combining 2. Maximal Ratio Combining 3. 
Equal Gain Combining. They can be used with each of the the diversity schemes mentioned 
above. 
To obtain the best diversity performance the multiple access, modulation, coding and 
antenna design of the wireless link must all be carefully chosen so as to provide a rich and 
reliable level of well-balanced, low-correlation diversity branches in the target propagation 
environment. Successful diversity exploitation can impact a mobile network in several ways in 
terms of reduced power requirements, increased coverage, battery life, better reuse factors and 
increased system capacity. 
As pointed out in the preceding discussion, the key for obtaining minimum uncorrelated 
fading of antenna outputs is adequate spacing of the antennas. In the reverse link (the link from 
mobile units to base station), it is not practical to have multiple antennas at the transmitter 
because of the increase in mobile unit size. To overcome this limitation and yet emulate 
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transmit diversity, a new class of diversity scheme referred to as cooperative diversity is gaining 
significant attention by the research community. First attempt in this direction is done by 
Andrew Sendonaris et al., [16]. 
Cooperative diversity is a form of diversity employing virtual antenna arrays consisting 
of a collection of distributed antennas (relays) belonging to multiple wireless terminals. In 
other words, diversity gains are achieved via the cooperation of in-cell users. Each user has a 
'partner'. Each of the two partners is responsible for not only their information, but also the 
information of their partner. The partner will receive and process the source information and 
forwards it to the destination. A simple cooperative diversity scheme is shown in figure 2.1. 
This scheme attempts to achieve spatial diversity through the use of the partner's antenna. 
In addition to the cellular scenario, user cooperation diversity has the potential to be used in 
wireless ad-hoc networks. 
Source 
Partner 
(Relay) 
Independent 
Fading paths 
Destination 
Figure 2.1 Figure illustrating a simple Cooperative Diversity system. Re-
lays receive the user data from source, process them and 
re-transmit to destination. 
Various schemes can be employed at relays [10]. Some of which are l. Amplify and forward , 
in which the relay simply amplifies what ever it receives and forwards the amplified data to the 
destination. 2. Decode and forward, in which the relay decodes the information completely, 
re-encodes and re-transmits the data to the destination. 3. Relays can employ repetition or 
more general space-time codes as well as algorithms with and without limited feedback from 
the receivers. It is shown in [10] that cooperative diversity can provide full spatial diversity, as 
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if each transmitting terminal has the number of antennas as the number of cooperating users. 
However, the cooperative diversity scheme is complicated by two factors. First is that the 
inter-user channel is noisy and this scheme introduces more inter-user channels. Second is that 
each user has their own data to transmit (this is not a simple relay problem) . Even with these 
complications, cooperative diversity scheme is very advantageous because it provides higher 
throughput and robustness to channel variations for both transmitting and relaying mobiles 
[16]. The increased data rate with cooperation can also be translated into reduced power for 
the users. That is, users need to use less total power to achieve a certain rate pair when com-
pared to non-cooperative schemes. Thus, cooperative schemes can be used to extend battery 
life of the mobiles. Alternatively, the cooperation gains may be used to increase cell coverage 
in a cellular system. Even though the channel varies over a wide range, the data rate remains 
almost same and this property is a significant enough advantage to employ user cooperation 
even if there were no other benefits. Examples of such cases are in real-time applications, 
such as voice or video, and the resulting lower probability of outage which translates to better 
quality of service (QoS). 
2.1 A cooperative diversity system (C-DIV) 
In this section, a cooperative diversity system is described which employs Alamouti kind 
of space time coding at relays [4] . The scheme is illustrated in figure 2.2. Maximal ratio 
combining (a form of linear combining) is used at the destination. 
Source to relay: 
Source transmits two M-ary symbols, x 1 and x2 in two successive time intervals with energy 
Es per symbol. 
Received signals at relay R 1 : 
Ym,1 = g1x1 + nm,1 
Ym,2 = g1x2 + nm,2 
(2.1 ) 
(2.2) 
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2 
' 
' 
' 
' 
Source Relays Destination 
Figure 2.2 Figure illustrating a Cooperative Diversity system using Alam-
outi kind of space-time coding at relays. 
Received signals at relay R2: 
YR2,1 = g2x1 + nR2,l 
YR2,2 = g2x2 + nR2,2 
(2.3) 
(2.4) 
where, 9i is the channel gains between the source and relays R;,. nRi,l and nRi,2 are the noise 
at relay i during the two time slots respectively. It is assumed that the channel is quasi static 
and so remains unchanged during the transmission of both the symbols from source to relay. 
9i is complex Gaussian random variables with mean zero and variance E[l9i 12] = G( dJ:0' 8 )-m, 
where dRi,s is the distance between the source and relay R;,; do is the reference distance (a 
point in the far field of the antenna) and G captures the effect of antenna gain and carrier 
frequecny. nRi,j are complex Gaussian random variables with mean zero and variance !ff- per 
dimension. 
Relays R1 and R2 receive the two symbols and they make an ML decision on the symbols to 
give x 1 and x2 at relay R 1; and .h and 5:1 at relay R2. 
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Relay to destination: 
Relays employ Alamouti coding and transmit the decoded symbols to the destination with an 
energy of Er per symbol from each relay as shown in figure 2.2. 
The received signals at the destination are: 
A* 
r12 = -hux; + h12i:1 + n12 
(2.5) 
(2.6) 
where, hij are the channel gains between relay j and the destination i and nij is the noise 
at relay i during the time j. hij are complex gaussian random variables with mean zero 
and variance E[lhijl 2] = G(d:! ';)-m, where dRj ,i is the distance between the relay Rj and 
destination antenna i. nij are complex gaussian random variables with mean zero and variance 
~ per dimension. Maximum ratio combining (a kind of linear combining) is employed at the 
destination to combine the received signal. 
(2.7) 
(2.8) 
We assume that 5:1 = i:1 and 5:2 = i:2, i.e. same decision is made at all relays. However, in 
practice, each relay will make an independent decision, causing an inter-symbol interference 
when different decisions are made at different relay nodes. This would give us a lower bound 
on the bit error rate (BER). Then y1 will be as follows: 
(2.9) 
Combining the received information from all the receive antennas (K) at the destination, 
K K 
Y1 = 2:)lhi112 + [hd2)i:1 + L(hi1ni1 + hi2ni2) (2.10) 
i = l i=l 
per dimension. 
Therefore, Y1 can be expressed in compact form as follows: 
(2.11) 
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where, N1 is normal distributed with mean zero and variance g!Y",f per dimension. 
An estimate of x1 can be found from YI by employing maximum likelihood (ML) detection. 
Similarly, Yi for any i can be found out [13]. 
2.2 Energy distribution of C-DIV system 
Let Er be the total energy available for transmitting a symbol from source to destination. 
Then, 
Er= Es+ 2Er (2.12) 
where, Es is the energy to transmit each symbol from source and Er is the energy to transmit 
each symbol from a relay to destination. We get expression in equation (2.12) because, a 
source and two relays are involved in transmitting the symbol from source to destination. If 
the symbol is drawn from M-ary constellation, Eb, energy to transmit a bit from source to 
destination is given by 
(2.13) 
2.3 Spectral efficiency of C-DIV system 
Consider a C-DIV as shown in figure 2.2 employing a binary signalling and extended to 
a N x K distributive space-time block coding at relays. N bits are transmitted over (2N)T 
seconds (NT seconds to transmit bits from source and NT seconds to transmit bits from N 
relays). Overall rate of the system is 2~ bits per sec (bps). Hence the Spectral Efficiency of 
the C-DIV system is ~ bps/ Hz. 
For a general case of M-ary modulation, the spectral efficiency of the C-DIV system is log~M 
bps/ Hz. 
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CHAPTER 3. Cooperative Spatial Multiplexing 
In the contemporary communication applications, the channel must be shared among var-
ious users or applications. The process of mixing multiple signals for transmission through a 
single channel is called multiplexing. When multiple signals occupy the same channel, they 
should be separable from each other, i.e. they should be orthogonal. 
There are several kinds of multiplexing. Some of them are: l. Frequency multiplexing 2. 
Wavelength multiplexing 3. Time multiplexing and 4. Space multiplexing. 
Specifically, we are interested in Space multiplexing. Space-division multiplexing [15] is 
the process of sharing a channel by concentrating individual signals in non-overlapping narrow 
beams. Spatial multiplexing splits a single user's data stream into multiple sub streams. Using 
an array of transmit antennas, all the parallel sub streams are transmitted simultaneously in 
the same frequency band, so that the frequency spectrum is efficiently used. This also leads 
to increase in data rate since user 's data is transmitted in parallel over multiple antennas. 
Vertical - Bell Labs Layered Space-Time (V-BLAST) [17] is a spatial multiplexing architec-
ture for realizing very high data rates over fading wireless channels developed by bell-labs. It 
is for a point-to-point communication link. Essentially if one source is willing to transmit the 
signal to the destination, source splits the signal into multiple sub streams and transmits the 
sub st reams over multiple antennas. Multiple antennas are equipped at the receiver to detect 
all the sub streams. Each receiving antenna receivers a mixture of all the signals from all the 
sub st reams. If the multipath scattering is sufficient , the sub streams are scattered differently, 
since they are transmitted from different antennas at transmitter site. The unavoidable mul-
tipath in wireless communication offers a very useful spatial parallelism that is used to greatly 
improve data-rates. In effect , multipath is converted to an advantage. Sophisticated signal 
13 
processing techniques such as successive interference cancellation (SIC) or Maximum likelihood 
(ML) can be implemented to identify and recover the sub streams [18] . 
The BLAST signal processing algorithms used at the receiver are the heart of the tech-
nique. At the receiver, all the signals from all the receiver antennas are viewed simultaneously. 
The strongest sub stream is extracted first, then proceeding with the remaining weaker sig-
nals, which are easier to recover once the stronger signals have been removed as a source of 
interference. The ability to separate the sub streams depends on the differences in the way 
the different sub streams propagate through the environment. It can be summarized in three 
steps: Nulling, ordering and cancellation. Details of the detection process are discussed in the 
next section. 
Because of the infeasibility of employing multiple antennas at the transmitter, a new scheme 
is proposed which is called as Cooperative Spatial Multiplexing [1] . Source in cooperation 
with a set of relays forms a virtual antenna array and transmits its symbol to the destination. 
The relays help in accomplishing the spatial multiplexing. Unlike the conventional spatial 
multiplexing scheme, cooperative spatial multiplexing scheme doesn't require multiple antennas 
at source. This schemes is further explained in figure 3.1. In the work related to the thesis , 
decode and forward scheme is used at the relays. The system from relays to destination can be 
viewed as a V-BLAST scheme. The receiver nulls and cancels the interference from different 
relays in order of magnitude of the log-likelihood ratio [19] and detects the signals transmitted 
from source. 
This scheme is particularly useful in uplink (mobile unit to base station) transmissions. 
Another application of this scheme is in sensor networks where in the source node can transmit 
the information symbol to the controller cooperating with the neighboring sensors forming a 
virtual array. 
Section 3.1 outlines a cooperative spatial multiplexing (C-SM) scheme employing the same 
kind of modulation at source and relays [l]. This scheme is extended to the case when source 
and relays employ different modulation techniques (C-SM-MM) in section 3.4. 
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Source Relay Destination 
V-BLAST 
Nulling 
Ordering 
& 
Cancellation 
Figure 3.1 Figure illustrating a Cooperative Spatial Multiplexing system 
with 4 relays and 4 destination antennas. Relays cooperate with 
source to spatially multiplex source data. 
3.1 Cooperative Spatial Multiplexing (C-SM) 
We assume that source and relays are equipped with single antenna and the destination 
is equipped with multiple antennas. Source transmits data x1x2 ... XN in a serial manner to 
N relays R1, R2, ... ,RN in N time slots with a transmission power of P5 • We assume that 
the transmission rate is 1 symbol in T sec from source and relays (without loss of generality). 
The relay ~ detects Xi and forwards its estimate Xi to the destination with a transmission 
power Pr. All the relays transmit simultaneously in the time slot N+l to the destination. 
The energy to transmit one symbol from source is Es ( = P5T) and the energy to transmit 
one symbol from each relay is Er (= PrT). Figure 3.1 shows a special case of the cooperative 
spatial multiplexing (C-SM) scheme when N = 4. 
The channel between the relay and the destination is assumed to be a rich-scattering wire-
less channel (to take advantage of the multipath fading). The destination should be equipped 
with K antennas, where K 2: N. V-BLAST (nulling, ordering and cancellation) algorithm 
is used to detect and estimate the transmitted symbols at the destination. The estimated 
symbols at the destination are represented as ±1 ±2 ... i: N. 
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The cooperative spatial multiplexing scheme is different from the conventional spatial mul-
tiplexing in two senses: Firstly, the source together with relays forms a virtual antenna array 
and this combination assists in the spatial multiplexing and secondly, the link between source 
and relays is wireless link which experiences fading and is added by noise at the relay anten-
nas which might cause the relay symbols to be different from source symbols in some cases. 
Additional errors will be induced due to additional wireless links. 
It is assumed that relay ~ detects and forwards only symbol Xi· The received signal at 
relay ~ is given by YRi, 
i = 1, 2, .. ., N (3.1) 
where hRi,s is the channel gain between the source and the relay~' Xi is an M-ary symbol 
and nR; is the complex Gaussian noise with zero mean and variance lY,f- per dimension. We 
assume that hRi,s is complex Gaussian distributed with mean zero and variance E[ihR;,sl2] = 
G(dd:i )-m, where ds,R; is the distance between the source Sand relay~; do is the reference 
distance (a point in the far field of the antenna) [20] and m is the path loss exponent. If we 
assume that the reference distance do is lm, we have E[lhR;,sl2] = Gds}t. Typically the path 
loss exponent m is in the range 2 ~ m ~ 4 [21]. G captures the effects of antenna gain and 
car~ier frequency and is given by ( 47r>.do ) 2 , where >. is the wavelength of the propagating signal 
and do is the reference distance. 
The received signal YDi at the /h receive antenna at the destination is given by 
N 
YDi = L9Dj ,RiXi + nvi 
i=l 
j=l,2, .. .,K (3.2) 
where 9Dj,Ri is the channel gain between the relay~ and destination Dj, Xi is the estimation 
of Xi at the relay ~ and nvi is complex Gaussian noise with mean zero and variance lY,f- per 
dimension. Maximum likelihood detection can be used at the relays to get Xi's. 9Dj ,Ri is a 
complex Gaussian random variable with mean zero and variance E[l9Dj,RJ2] = GdR;'":vi and 
dv R is the distance between the relay Ri and the destination D. The received vector at the J' t 
YD= Gx+nv (3.3) 
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where 
911 912 91N 
G= 921 922 92N (3.4) 
9Kl 9K2 9KN 
, [A A • ]T x= x1,x2, ... ,XN (3.5) 
and 
nD = [nD1' nD2' ... , nDK ]T (3.6) 
At the destination, successive interference cancellation (SIC) technique is employed with log-
likelihood ratio based ordering. For nulling, Zero Forcing (ZF) or Minimum Mean Square 
Estimation (MMSE) can be employed. 
3.1.1 Nulling 
Various nulling filters like Zero Forcing (ZF) [9], Minimum Mean Square Error (MMSE) 
[9] can be used at the destination. 
3.1.1.1 Zero Forcing (ZF) 
The zero forcing (ZF) linear filter is given by 
where w i is a lxM nulling vector. Using this ZF filter on the received signal yields, 
or 
i=l,2, ... ,N 
Representing w iY n by Zi, we have 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
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where winD is a complex Gaussian random variable with mean zero and variance llwi ll 2~ 
per dimension. 
3.1.1.2 Minimum Mean Square Error (MMSE) 
The Minimum Mean Square Error (MMSE) linear filter is given by 
W =(CHG+ _I_)-lGH 
SNR 
= [w1, w2, ... , WN ]T 
(3.12) 
(3.13) 
where Wi is a lxM nulling vector and SN R is the signal to noise ratio from relay to destination. 
Rest of the equations are same as in ZF case. 
3.1.2 Ordering 
Several kinds of ordering techniques can be implemented at the destination. Some of them 
are Log-likelihood ratio based [19], SNR based [17] and Envelope based ordering [19] schemes. 
The work in this thesis Log-likelihood ratio based ordering is considered. 
3.1.2.1 Log-likelihood ratio based ordering 
The destination detects the data stream x1, x2 , ... , XN by nulling, ordering and cancelling 
the interference. The detection ordering can be based on signal-to-noise ratio (SNR) or log-
likelihood ratio (LLR) in the iterative nulling and cancellation process. In this section LLR 
based ordering is presented. The motivation to use LLR based ordering is that LLR provides 
reliability information on the maximum a posteriori probability (MAP) decision. 
Binary signalling 
For binary signalling, the conditional (instantaneous) BER for the ith data Xi at t he destination 
is given by 
(3.14) 
where 
(3.15) 
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is the LLR for Xi given Zi· For the system model given in equation (3.11), it is shown in 
appendix A that-
(3.16) 
where 
4./Es { * } A(yR;) =~Re hR; ,sYR; (3.17) 
and 
(3.18) 
A(yR;) is the reliability of detection at the relay ~ and Av; represents the link reliabil-
ity between the relay and the destination. Note that, if there is no error at the relay ~, 
IA(yR;)I ---+ oo, then A(zi) = Av;· On the other hand, if Av; is large in magnitude when 
compared to IA(yRJ I (in other words, if the reliability of data decision at relays is small), then 
A(zi) = sgn(AvJIA(yR;)I . This can be summarized by the following equation 
where, 
sgn(AvJ = { 1 
-1 
if Av;> O; 
if Av; < 0. 
(3.19) 
for large values of IAv; I and/or IA(yR;)I - The LLR based ordering is based on IA(zi) I- It 
calculates A(zi) for all i and detects and cancels in the order of IA(zi)I, i.e. the compo-
nent of x = [x1,i:2, ... ,xN] that provides the maximum IA(zi)I is cancelled first. ~rom the 
equation (3.16), it can be noted that the reliability of decision at the relay will affect the de-
tection/cancellation ordering at the destination. 
M-ary Signalling 
For M-ary signalling, the source symbol Xi ES, where S = {s1,s2, ... , sM}, is the set of all 
possible M-ary symbols. The MAP decision for the ith symbol at the destination is given by 
ii= argmaxP(xi = smlzi) 
Sm 
(3.20) 
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and pairwise LLR is given by 
A. _ 1 P(xi = i:ilzi) im- n-----
' P(xi = smlzi) (3 .21) 
For equi-probable source and if P(xi =J xi) < ~ (probability of symbol error at relay) , it is 
shown in appendix B that [private communication with Dr. Kim] 
i:i = arg min lzi - sml 
Sm 
(3.22) 
The pairwise LLR (3.21) can be simplified further using equation (B.2) as 
(3.23) 
where, Pe = P(xi =J xi) is the symbol error probability at the relay. By properly allocating 
energy between source and relay with a constraint to maintain a low symbol error rate at 
relays, we can assume that Pe « 1. Also assuming that source symbols are equiprobable, 
equation (3.23) can be approximated as 
(3.24) 
Since 
(3.25) 
the pairwise LLR can be approximated as 
(3.26) 
Using equation (3.21) and the equality ~~=l P(xi = smlzi) = 1, the conditional symbol error 
probability given Zi is 
The ordering for M-ary signalling is based on ~~=l e -Ai,m, i.e. the component of x = 
[x1, x2 , ... , xN] that provides the minimum ~~=l e -A;,m is cancelled first. 
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3.1.2.2 SNR based ordering 
The conventional ordering is determined by the signal-to-noise ratio (SNR). The SNR for 
Xi is given by 
(3.28) 
(3.29) 
SNR based ordering calculates l/will2 for all i and detects and cancels in the order of l l w~l l z' 
i.e. the component of x = [:i:1, :i:2, ... , XN] that provides the minimum llwill2 is cancelled first. 
3.1.3 Cancelling 
Once the ordering is determined, a hard decision :h on Xi is made based on Zi. For BPSK, 
i:i = +.;E;. if A(zi) 2 0 and ii = -,;E;. if A(zi) < 0. The received vector YD and the channel 
matrix G are modified and the same steps are repeated to detect one of the remaining symbols. 
iigi is subtracted from YD to generate a modified received vector y£) given by 
(3.30) 
and the channel matrix is modified as 
(3 .31) 
where gi = [9lii92ii ... ,gKi]r. This procedure is repeated until all the symbols are detected. 
3.2 Energy distribution of C-SM system 
Let Er be the total energy available for transmitting a symbol from source to destination. 
Then, 
Er= Es +Er (3.32) 
where, Es is the energy to transmit each symbol from source and Er is the energy to transmit 
each symbol from a relay to destination. We get expression in equation (3.32) because, source 
and a relay are involved in transmitting the symbol from source to destination. If the symbol 
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is drawn from an M-ary constellation, Eb, energy to transmit a bit from source to destination 
is given by 
(3.33) 
3.3 Spectral efficiency of C-SM system 
Consider a C-SM as shown in figure 3.1 employing a binary signalling and extended to a 
NxK distributive spatial multiplexing at relays. N bits are transmitted over (N + l)T seconds 
(NT seconds to transmit bits from source and T seconds to transmit bits from N relays). 
Overall rate of the system is (Nf.i)r bits per sec (bps). Hence the spectral efficiency of the 
C-SM system is N~l bps/Hz. 
For a general case of M-ary modulation, the spectral efficiency of the C-SM system is N1;J~1M 
bps/Hz. 
It is shown in [1] that the C-SM scheme performance approaches the conventional spatial 
multiplexing by properly allocating a given power between the source and the relay and lo-
eating the relays close to the source. The above scheme used the same constellation size at 
source and relays. Instead of using the same modulation at both source and relays, different 
modulation schemes can be implemented to obtain improvement in BER performance. This 
kind of cooperative system is called cooperative spatial multiplexing with mixed modulation 
(C-SM-MM). This is the topic of the next section. 
3.4 Cooperative Spatial Multiplexing with Mixed Modulation techniques 
(C-SM-MM) 
In the cooperative spatial multiplexing scheme with mixed modulation, different modula-
tions are employed at source and relays. C-SM-MM can also be described using figure 3.1. If 
the xis transmitted as a single symbol instead of x1, x2, x3, x4 symbols in serial and at relay i, 
Xi is detected (which are from a smaller constellation size as compared to source modulation), 
the system is cooperative spatial multiplexing with mixed modulation. The scheme is further 
explained as follows. 
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Assume that M-ary symbol is transmitted from source (S), which is represented as Xj with 
energy E8 • Each relay receives the transmitted symbol from source, detects only a part of it 
and re-transmits it to the destination. In effect , smaller constellation size is employed at the 
relays. Let [a1, a2, ... , aN] be the bit representation of the symbol Xj (N = log2M) . Each of ai 
can be either 0 or 1, i.e. ai E {O, l}. Given that lh symbol is transmitted from source (S) , the 
received signal at relay (Rk) can be represented as 
(3.34) 
where, hRk>S is the channel gain between the source S and relay Rk and is complex Gaussian 
with mean zero and variance E[lhR"'sl 2] = Gds,~k (m is the path loss exponent; ds,Rk is the 
distance between source S and relay Rk and assuming that the reference distance is lm) and 
nRk is complex gaussian with mean zero and variance 1*- per dimension. LLR for the i th bit 
ai (Bit LLR) is given as follows 
For equally probable source, 
Since, 
we obtain, 
A(ai) = ln I:~1 ,a;= l P (yRk lhRk ,s , Xj) 
L:j= l ,a;=O P (yRk lhR"'S ' Xj) 
2 
_ llY R k -hRk ,S x jll 
A(a·) - ln I:J!=1 ,aF l e No 
i - l lYR -hR sx·i i2 M _ k k • 1 
L:j= l ,a;=O e No 
(3.35) 
(3.36) 
(3.37) 
(3.38) 
(3.39) 
A(ai) is utilized at the relays to detect the bits and also by the destination to find the reliability 
of relay decision. Bit detection iii at relays is as follows 
if A(ai ) > O; 
if A(ai) < 0. 
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IA( ai) I is the reliability of bit that is decoded and forwarded from the ith relay. This reliability 
value is utilized in deciding the ordering at the relay when BPSK is employed at relays. 
When BPSK is employed at relays, it is assumed that relay ~ detects and forwards the estimate 
of ith bit ai of the M-ary symbol to destination with an energy Er after modulating the bit 
using BPSK modulation. At the destination; for nulling, Zero Forcing (ZF) or Minimum Mean 
Square Error (MMSE) can be employed; for ordering, LLR or SNR based ordering can be 
employed. For LLR based ordering, in the case when BPSK is employed at relays, the LLR 
for Xi given Zi is given by 
e[I A(ai) l+ADi] + 1 
A(zi) = ln[ IA( )I A ] 
e ai + e Di 
where A(ai) is the Bit LLR given by equation (3.39) and 
AD = 4#r Re{zi} 
t No llwill 2 
(3.40) 
(3.41) 
If higher order modulation other than BPSK modulation is to be employed at the relays, Bit 
LLR is used at the relays to extract bits and the bits are paired up to form symbols and these 
symbols are forwarded to the destination. As an example, if we consider 28-ary modulation 
at source and 4-QAM at the relays, Bit LLR is used at the relays to extract bits. Two bits 
are paired up at each relay and a 4-QAM symbols is formed using the two bits. Thus formed 
4-QAM symbol is transmitted from each relay. In this case, the number of relays is 4 (Since 
the total number of bits is 8 and two bits are paired up at each relay). LLR based ordering 
with M-ary signalling described in the previous section is employed at the destination. 
Additional paths are available in the C-SM scheme. These are the direct paths from source 
to destination antennas. They can be utilized to improve the performance of C-SM-MM scheme 
(or in general any C-SM scheme). This is called C-SM-MM with direct path and is described 
in the following section. 
3.4.1 C-SM-MM with direct path 
The signals transmitted from source are also received by the destination antennas (since 
the medium is a broadcast medium) . The additional paths from source to destination antennas 
--- - ---- -------- ------------ - ---------
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can be utilized by the destination in the decision making process. Figure 3.2 shows a C-SM 
scheme with direct path. 
Source Relay Destination 
V-BLAST 
Nulling 
Ordering 
& 
Cancellation 
Figure 3.2 Figure illustrating a Cooperative Spatial Multiplexing system 
including direct paths from source to destination antennas. The 
additional paths from source to destination antennas can be 
utilized by the destination in the decision making process. 
The received signal at kth destination antenna is given by 
(3.42) 
where, hn..,,s is the channel gain between source and the destination antenna Dk , nnk is 
the complex Gaussian noise at destination antenna Dk with mean zero and variance !Y,J- per 
dimension. hn..,,s is complex Gaussian random variable with mean zero and variance E[lhn..,,sl 2J 
= Gds,7Jk and ds,Dk is the distance between the source S and the destination antenna Dk. 
Bit LLR for the ith bit of the received signals from source to destination antenna k is given by 
(3.43) 
At each destination antenna, Bit LLR for all the bits of the transmitted symbol can be calcu-
lated. 
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At the destination, nulling, ordering and cancellation are performed without effect of the 
direct path. Once ordering is determined at the destination, hard decision involves the Bit 
LLR's obtained from the direct paths from source to destination. The decision statistic in this 
case is A(zi) + 'L,f=1 A(ai,k)· That is, 
if A(zi) + 'L,f=1 A(ai,k) ~ 0; 
if A(zi) + 'L,f=1 A(ai,k) < 0. 
Even though this method is discussed for a cooperative spatial multiplexing scheme with mixed 
modulations (C-SM-MM), it can in general be applied to any cooperative spatial multiplexing 
scheme ( C-SM). 
3.5 Energy distribution of C-SM-MM system 
Let Er be the total energy available for transmitting a symbol from source to destination. 
Then, 
(3.44) 
where, Es is the energy to transmit each symbol from source and Er is the energy to trans-
mit each symbol from a relay to destination. We get expression in equation (3.44) because, 
source and all the relay are involved in transmitting the symbol from source to destination. If 
the symbol is drawn from M-ary constellation, energy to transmit a bit, Eb, from source to 
destination is given by 
(3.45) 
3.6 Spectral efficiency of C-SM-MM system 
Consider a C-SM-MM scheme as shown in figure 3.2 extended to form a NxK distributive 
spatial multiplexing at relays. M-ary symbol is transmitted from source. log2 M bits are 
transmitted over 2T seconds (T seconds to transmit M-ary symbol from source and T seconds 
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to transmit bits/symbols from N relays). Overall rate of the system is 10~}M bits per sec (bps) . 
Hence the Spectral Efficiency of the C-SM system is log~ M bps/Hz. 
3. 7 Cooperative Spatial Multiplexing with error control coding 
Cooperative Spatial Multiplexing can be combined with error correction coding to obtain 
significant performance improvement. Figure 3.3 shows the block diagram of coded coopera-
tive spatial multiplexing system. [m1, m2, . . . , mK] is the message vector that is input to the 
channel encoder and the encoder output is denoted by [c1, c2, ... , cN]· Output vector of the 
encoder is input to the C-SM system. The output of C-SM, [c1 , c2 , ... , cN], is the input to 
the channel decoder. Decoder output is given by [m1, m2, ... , mK]· The performance gain 
obtained using error control coding is presented in figure 3.9. 
(N,K) 
Channel 
Encoder 
C-SM 
C-SM 
detector 
(N,K) 
Channel 
Decoder 
Figure 3.3 Figure illustrating a Cooperative Spatial Multiplexing system 
with error control coding. 
3. 7.1 Error control coding with erasures 
Error control coding can be employed to correct erasures. Erasures are generated when the 
reception of a signal is in doubt. The scenario is further explained as follows. Relays receive 
the symbols transmitted from source and based on some criterion, decide if the symbols are 
to be declared as erasures. The criterion can be based on the channel gain or log-likelihood 
ratio or some similar measure. The relays which decide erasures will not transmit their share 
of the data to the destination thereby saving the transmission power. At the destination, it is 
assumed that erasure locations are known. Non-erased symbols are detected at the destination 
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using V-BLAST algorithm. Symbols detected along with erasures are passed to the error-and-
erasure decoder. 
The advantage of using erasures is three fold. Firstly, soft decision decoder improves 
performance when compared to hard decision decoder because twice the number of erasures 
can be corrected as compared to the number of errors [24]. Secondly, power saving is obtained 
at the relays by not transmitting the erased symbols and the saved energy can be used in 
transmitting more reliable symbols. Total energy, Er, to transmit a symbol from source to 
destination is given by 
(3.46) 
where Es is the energy to transmit each symbol from source to relays, Er is the energy to 
transmit each symbol from relay to destination and Neff is the effective number of relays that 
actually transmit the data to the destination. The average transmit energy per bit (Eb/N0 ) 
can be given by the following expression 
(3.47) 
where N is the total number of relays and r is the code rate. Thirdly, diversity gain can 
be increased. This is possible because as the number of effective relays decreases (because of 
erasures), the effective number of destination antennas per relay is increased and this leads 
to an increase in diversity gain. Figure 3.9 shows the performance gain obtained from these 
advantages. 
3. 7.2 C-SM-MM with error and erasure coding 
This section describes the encoding and decoding schemes and presents the performance 
gains obtained by using error correcting codes. The following C-SM-MM scheme is chosen 
for analysis; 8 relays and 8 destination antennas are used. At source 256-QAM modulation is 
employed and at relays BPSK modulation is employed. Source to destination distance, ds,D, is 
chosen to be lOOm and source to relay distance, ds,R, is chosen to be lm. At the destination, 
MMSE is employed for nulling with LLR based ordering. 
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ENCODING 
Binary BCH (31, 16) code is used in the analysis. This has a minimum distance, dmin of 7 and 
hence can correct e errors and f erasures satisfying 2e + f :S dmin - l. One of the following 
interleaving/deinterleaving methods can be used in the coding process. For the C-SM-MM 
scheme mentioned above, 8 message vectors are considered simultaneously. They are shown as 
message vectors in figure 3.4. 
Message vectors Code vectors 
m 5,1 m 5,2 m 5,3 . . . m 5,16 cs,1 cs,2 cs,3 cs,4 cs,s cs,6 cs,7 cs,s cs,9 Cs,10 . . . cs,31 
mil,l m6,2 mil,3 .. . nl.(;,16 Yi,1 c5,2 c6,3 c6,4 Yi,s Yi,6 Yi,7 c6,8 c6,9 c6,10 . . . c6,31 
m1,1 m7,2 m7,3 . . . m1,16 C7,1 Dr,2 C7,3 C7,4 C7,5 C7,6 C7,7 C1,8 C1,9 C7,10 . . . C7,31 
m 8,1 m 8,2 m 8,3 . .. m 8,i6 cs,1 cs,2 cs,3 Cs,4 cs,s cs,6 cs,7 cs,s cs,9 cs,10 . . . Cs,31 
Figure 3.4 Message vector and code vector notations at the channel en-
coder. 
Specifically, 
m1,1 m1,2 m1,3 ... m1,16 
is the first message vector and 
C1 ,1 Ct,2 C1,3 Cl,4 Ct ,5 C1,6 C1,7 C1,8 Cl,9 C1,l0 · · · Cl ,31 
(3.48) 
(3.49) 
is the corresponding code vector. 8 such combinations are chosen and stacked up as shown in 
figure 3.4. Set of 8 bits form an input to the C-SM-MM system. The set of 8 bits is transformed 
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to a 256-QAM symbol and the symbol thus obtained is transmitted through the C-SM-MM 
system. 
Scheme 1: Figure 3.5 explains scheme 1. During the first time interval, 8 bits 
(3.50) 
are chosen to form a symbol to be transmitted over C-SM-MM. During the next time interval, 
next 8 bits 
(3.51) 
are transmitted over C-SM-MM. 
The received bits at the C-SM-MM output, denoted by ci,j , are stacked in the fashion 
shown in figure 3.7. Input to channel decoder is each row vector of length 31. 
Input bit pattern 
Input bit pattern for for C-SM 
C-SM (first symbol) (second symbol) 
-
__ A. t 
r ~~~~~, ~ 
m1,1 m1,2 m1,3 ... m1,16 I C1,1 Ct ,2 Ct,3 Ct,4 Ct,5 C1,6 Ct,7 C1,11 C1,9 Ct ,10 . ··I Cl,31 
m2, 1 m2,2 m2,3 . .. m2,16 C2,1 C2,2 ~.3 C2,4 C·2,5 C2,6 vi,7 C2,8 ~.9 C2,10 ... C·l,31 
m3,1 m3,2 m3,3 . .. m3,t6 C3,1 C<J,2 C3,3 C3,4 C3,5 C3,6 C317 C3,8 C3,9 C3,10 ... C3,31 
m4,1 m4,2 m4,3 . .. m.4,16 C4,1 C4,2 C4,3 C4,4 C4,5 C4,6 C4,7 C4,8 C4,9 C..1,10 ... C4,31 
ms,1 m5,2 ms,3 . .. ms,16 Cs,l C5,2 C5,3 C5,4 C5,5 C5,6 C5,7 Cs,8 C5,9 C5,10 ... c5,31 
m6,1 nis,2 m6,3 ... m1l,16 Cfi,1 Cfi,2 c6,3 c-6,4 C1),5 c6,6 Cfi,7 Cfi,8 c6,9 c6,10 . .. Cfi,31 
m1,1 m1,2 m1,3 . .. m1,16 C7,1 C7,2 C7,3 C7,4 C7,5 C1,6 C7,7 C1,8 C7,9 C1,10 ... Ci,31 
m8,1 ms,2 ms,3 . .. ms,16 Cs,! Cs.2 Cs,3 Cs,4 Cti,5 Cs,6 Cs,7 Cs,8 Cs,9 Cs,10 ... Cs,31 
Message Vector Code Vector 
Figure 3.5 Figure illustrating scheme 1. 
------------~----·· - -·· 
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Scheme 2: Figure 3.6 explains scheme 2. During the first time interval, first column vector 
(8 bits) 
Cl,l c2,1 C3, 1 C4,1 C5, 1 C6,l C7,1 cs,1 (3.52) 
is chosen to form a symbol to be transmitted over C-SM-MM. During the next time interval, 
next column 
C1 ,2 c2,2 C3,2 C4,2 C5,2 C6,2 C7,2 cs ,2 
is transmitted over C-SM-MM. 
Input bit pattern for 
C-SM (first symbol) 
-.... 
m1,1 m1,2 m1,3 .. . m1,16 C1,1 
m2,1 m2,2 m2,3 . . . m2,16 C2,1 
m3,1 m3,2 m3,3 . . . m3,15 C-a,J 
m4,1 m4,2 m4,3 • ·· m4,16 C4,J 
ms,1 ms,2 ms,3 ... ms,16 Cs, 
'"1(), 1 '"1(),2 1116,3 . .. m.6,16 Cs, 
m1,1 m1,2 m1,3 . .. m1,16 C7, 
ms,1 ms,2 ms,3 . . . m.8,16 C8,l 
Message vector 
Figure 3.6 
Input bit pattern for 
C-SM (second symbol) 
....--
C1,2 Ct ,3 Cl,4 C1,5 Ct ,6 C1,7 
C1,2 C2,3 C2,4 C2,5 C:?,6 C2,7 
C3,2 C3,3 C3,4 C3,5 C3,6 C-a,7 
C4,2 C4,3 C4,4 C4,5 C4,6 c4,7 
Cs,2 C5,3 C5,4 C5,5 Cs,6 C5,7 
Cs,2 fs,3 c6,4 C6,5 Cs,6 Cs,7 
C1,2 C7,3 C7,4 C7,5 C1,6 C7,7 
C8,2 Cs,3 C-s,4 C8,5 Cs,6 C8,7 
Ct ,8 
C1,8 
C3,8 
C4,s 
C5,8 
Cs,8 
C1,8 
C8,8 
Code vector 
C1,9 
C2,9 
C3,9 
C4,9 
C5,9 
c6,9 
C7,9 
C-s,9 
Figure illustrating scheme 2. 
(3.53) 
C1 ,10 ... Ct ,31 
C2,10 ... C2,31 
C3,10 . .. C3,31 
C4,10 . .. C4,31 
C5,10 . .. Cs,31 
c6,10 . .. C6,31 
C7,10 ... C7,31 
Cs,10 ... Cs,31 
The received bits at the C-SM-MM output , denoted by q,j , are stacked in the fashion 
shown in figure 3.7. Input to channel decoder is each row vector of length 31. 
The received code vector (after C-SM-MM) is passed through the channel decoder to obtain 
the decoded message vector. This is explained through figure 3.7 
31 
Input vectors to Channel Decoder Decoded message vectors 
// I' 
I Ct,l c12 c1 ,3 c14 /c1 s c16 Ct,7 Ct ,8 c1,9 C1 ,10 . .. c1,31 I I 1h1,1 1nd m1 ,3 ... m1,1~ 
' ' ' ' J J 
I ~, 1 C2,2 ~,3 C2,4 C2,5 C2,6 c21 C2,8 c29 C2,10 . . . ~,311 lm2 1 m2 2 ri12 3 ... 1n2,16 I ' ' ' ' ' 
c3,1 c\2 C3,3 c3,4 c35 c3,6 c3,1 c-3,8 1\9 c310 . .. c3,31 1h3,1 1h3,2 m3,3 . .. m316 
' ' ' 
c4,1 c42 c4,3 c4,4 c4,s c46 c41 c4,8 c49 c410 c431 ' ' ' . . . m4,1 m4,2 m4,3 .. . m4,t6 
' ' ' ' ' ' 
cs,1 Cs,2 c\3 C5,4 cs,s cs,6 cs,1 cs,s cs,9 Cs,10 .. . cs,31 1hs 1 1hs2 ms3 . .. ms,16 1 , ' 
cii,1 4 ,2 cii,3 c6,4 4 ,s 4,6 Q;,7 4,s 4,9 Q;,10 ... c6,31 ·~.1 m6,2 ~.3 · · · m-6,16 
c1,1 b1,2 c1,3 C7,4 c1,s C7,6 i:1,1 c78 c1,9 0 ,10 ... c\31 m7,1 m1,2 m1,3 .. . m.7,16 
' 
C8,1 Cs,2 C8,3 i:s,4 Cs,5 cs,6 Cs,7 cs8 Cs,9 Cs,10 . .. cs ,31 ms,1 ms,2 7118,3 ... ms 16 
' ' 
Figure 3. 7 Received code vector and decoded message vector notations at 
the channel decoder. 
Figure 3.8 compares the performance of scheme 1 against scheme 2. It can be seen from 
the figure that scheme 2 outperforms scheme 1. This is because using VBLAST algorithm 
errors occur in bursts and with the limited error correction capability we can not correct all 
the errors using scheme 1. By using scheme 2, we can make the error patterns random to the 
decoder thus improving the error correction capability. In all the further simulations, scheme 
2 is used. 
Figure 3.9 shows comparison between uncoded and coded system. For small values of 
transmit Eb / N 0 , uncoded system performs better than coded system, but as transmit Eb / N 0 
increases, coded system outperforms uncoded system. 
DECODING 
When error-and-erasure coding is used, erasures are decided at the relays based on a thresh-
old based on the channel gain between source and corresponding relays. If the channel gain 
(lhR;,s l) is less than a threshold, relay f4 decides an erasure and doesn't transmit its share of 
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-+--- Scheme 2 
- e - Scheme 1 
a: 10-2 w 
co 
' 0 
10-3 
10-4 ~~~-'-~~_._~~--'-~~~,__~~-'-~~_._~~--'-~~~..__~~~ 
62 64 66 68 70 72 74 
Transmit Eb/No [dB] 
76 78 
Figure 3.8 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficiency = 4 bps/Hz, 
ds,D = lOOm and ds,R = lm. Scheme 2 outperforms scheme 1. 
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data to the destination. At the destination, binary BCH error-and-erasure decoding algorithm 
is implemented. The received vector at the destination which would be the input to the channel 
decoder would consist of erasures in addition to hard decisions. The binary error-and-erasure 
decoding algorithm used is as follows. 
Step 1: Given a received word r , replace the erased coordinates will all the possible combina-
tions of O's and l's and decode normally using a binary BCH decoding algorithm. For example, 
if p number of erasures are present in the received word, the number of possible combinations 
would be 2P . 
Step 2: Find the hamming distance between the decoded vectors in Step 1 and the received 
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word r. Find the minimum of all the hamming distances and the decoded vector which gives 
the minimum hamming distance is the final decoded output. 
Figure 3.9 shows comparison result. Error and erasure decoding performs better than error 
decoding without erasures. For the setup discussed, optimum threshold is found to be 0.07. 
The performance improvement when compared to errors-only decoding is about ldB at a BER 
value of 4x10-4 . 
---uncoded 
- + - error-only decoding 
- ~ - error-and-erasure decoding - Threshold= 0.0 
- e - error-and-erasure decoding - Threshold= 0.1 
\ 
10-4'--~~~--L.~~~~-'-~~~~"'--~~-o~_._~~~--' 
60 65 70 75 80 85 
Transmit Eb/No [dB] 
Figure 3.9 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficiency = 4 bps/Hz, 
ds,v = lOOm and ds,R = lm. Coded scheme performs bet-
ter than uncoded scheme. Coding with erasures performs even 
better. 
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CHAPTER 4. Simulations and Results 
Extensive simulation studies are performed using MATLAB to compare end-to-end BER 
of cooperative diversity and cooperative spatial multiplexing schemes. This chapter presents 
the simulation setup and the results obtained that emphasize the performance improvement of 
cooperative spatial multiplexing with mixed modulation scheme (C-SM-MM) when compared 
to both cooperative spatial multiplexing (C-SM) and cooperative diversity (C-DIV). Simulation 
results for comparisons between various cooperative spatial multiplexing schemes with mixed 
modulations are also presented. Comparisons are done for schemes with same spectral efficiency 
values. 
4.1 Simulation setup 
This section outlines the general setup used for simulations. The simulation setup for 
cooperative diversity is based on figure 2.2 and the setup for cooperative spatial multiplexing 
is based on figure 3.1. The distance between source and destination is denoted by ds,D , source 
and relay is denoted by ds,R, and relay and destination is denoted by dR,D· It is assumed that 
all relays are at equal distance from source and all destination antennas are at equal distance 
from relays. Distances are chosen such that they follow the following relation. 
ds,D = ds,R + dR,D ( 4.1) 
Wireless channels between source, relay and destination are assumed to be Rayleigh faded. 
Specifically, the channel gain is modeled as complex Gaussian distributed (envelope is Rayleigh 
distributed) with mean zero and variance G(¥o)-m, where di,j is the distance between i and j 
and i, j E { S, R, D}. do is the reference distance and is assumed to be lm in all the simulations. 
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m is the path loss exponent, which is chosen to be 4. G captures the effect of frequency of 
operation and antenna gains, which is chosen to be 1. At the destination, either MMSE or ZF 
are employed for nulling with either LLR or SNR-ordered successive interference cancellation. 
Performance is evaluated in terms of bit error rate (BER) against total transmit energy per 
information bit to noise spectral density ratio, Eb/ N 0 • The total available energy Er is held 
constant and it is divided between source (Es) and relays (Er) efficiently so that the overall 
BER is minimized. Increasing Es will increase the reliability of decision at the relays but 
would reduce the energy that can be allocated to the relays which would effect the reliability 
at the destination. On the other hand, increasing Er would improve the reliability of decision 
at the destination, but would decrease the reliability of decision at the relays. So, there exists 
an optimal pair of Es and Er that minimizes the probability of error at the final destination. 
Also, optimum Es and Er depends on the location of relays. 
In the cases where LLR based ordering is utilized, relay reliability value is not utilized unless 
other wise mentioned. For the case where relay reliability value is not utilized at the destination, 
equation (3.16) reduces to 
(4.2) 
4.2 Results 
Significant results of the thesis are outlined in this section. 
4.2.1 Comparison between C-SM and C-SM-MM 
This section compares cooperative spatial multiplexing (C-SM) and cooperative spatial 
multiplexing scheme with mixed modulation (C-SM-MM). Comparison is done for a spectral 
efficiency value of 2.5 bps/Hz for both schemes and energy is optimally allocated between 
source and relays in each scheme to minimize the BER. 5 relays and 5 destination antennas 
are used in each case. For C-SM scheme, 8-PSK modulation is employed at source and relays. 
For C-SM-MM scheme, 32-QAM modulation is employed at source while BPSK modulation 
is employed at the relays. Source to destination distance, ds,D, is chosen to be 20m. At the 
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destination, ZF is employed for nulling with LLR based ordering. Figure 4.1 shows the com-
parison result. For a BER value of 10-2 , it can be seen that about 7 dB performance gain 
can be obtained using the C-SM-MM scheme when the relay is located close to the source. 
As the relays is located farther away from source, it can be seen that C-SM scheme performs 
better than C-SM-MM and the performance improvement is about 1 dB at a BER value of 10-2 . 
a: 
w 
cc 
30 
-a- 32 QAM + BPSK (1 m) 
~ 32 QAM + BPSK (1 Om) 
· -o- · BPSK + BPSK (1 m) 
· -0- · BPSK + BPSK (1 Om) 
35 40 45 50 
Transmit Eb/No [dB] 
55 60 
Figure 4.1 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficiency= 2.5 bps/Hz, 
ds,D = 20m. C-SM-MM performs better than the C-SM when 
the relay is located close to the source. 
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4.2.2 Comparison among C-SM-MM, SIMO and conventional spatial multiplex-
ing 
This section compares the performance of cooperative spatial multiplexing scheme using 
mixed modulation with single input multiple output (SIMO) system and conventional spatial 
multiplexing. In the cooperative spatial multiplexing scenario, there is one antenna at the 
transmitter, several cooperating relays and several antennas at the receiver. It is compared 
with a scheme utilizing one antenna at the transmitter and several antennas at the destination 
with no relays. This scheme is the conventional SIMO. Conventional spatial multiplexing is a 
multiple-input multiple-output (MIMO) system employing spatial multiplexing. Comparison is 
done for a spectral efficiency value of 4 bps/Hz and energy is optimally allocated between source 
and relays in each scheme to minimize the BER. Source modulations, relay modulations and 
the number of relays in various schemes are chosen to meet the spectral efficiency requirement. 
The number of destination antennas is 8 in all cases. For C-SM-MM case, 8 relays are used; 
256-QAM modulation is employed at source and BPSK is employed at the relays. For SIMO 
case, 16-QAM is employed at source (Spectral efficiency of SIMO = log2M bps/Hz, where 
M is the modulation size). For conventional spatial multiplexing scheme, 4 source antennas 
are used and BPSK is employed at each source antenna (Spectral efficiency of conventional 
spatial multiplexing is Nlog2M bps/Hz, where N is the number of antennas at the transmitter 
and M is the modulation size). Source to destination distance, ds,D is chosen to be lOOm in 
all schemes. At the destination for C-SM-MM and conventional spatial multiplexing scheme, 
MMSE is employed for nulling with LLR based ordering. Comparisons are done for same 
Eb/No value (81dB) in all cases. Figure 4.2 shows the comparison result. It can be seen that 
when relay is close to source, performance of C-SM-MM approaches the conventional spatial 
multiplexing. It can also be seen that the advantage of using relays diminishes as relay moves 
farther away from source. As long as the source to relay distance is less than about 20m, 
C-SM-MM performs better than SIMO and when source to relay distance is greater than 20m, 
there is no advantage by involving relays to transmit source data to the destination. 
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--C-SM-MM 
- - - Conventional SM 
SIMO 
10-4 ~~~~~~~~~~~~~~~~~--'-~~~~~~~~ 
0 10 20 30 40 50 60 
Source-Relay distance (d5R) 
70 80 90 
Figure 4.2 BER vs. source to relay distance ds,R: Spectral efficiency 
= 4 bps/Hz, ds,D = lOOm, Eb/No = 81dB. Performance of 
C-SM-MM approaches conventional spatial multiplexing when 
relay is located close to the source. The advantage of using 
relays diminishes as relays moves farther from the source. 
4.2.3 Comparison between C-DIV and C-SM-MM schemes 
This section compares the cooperative diversity (C-DIV) scheme with cooperative spatial 
multiplexing scheme with mixed modulations (C-SM-MM) for high spectral efficiency values. 
Comparison is done for a spectral efficiency value of 4 bps/Hz for both the schemes and energy 
is optimally allocated between source and relays in each scheme to minimize the BER. For 
both the schemes, 2 relays and 8 destination antennas are used. For C-DIV scheme, 256-QAM 
modulation is employed at both source and relays and Alamouti-kind of space-time coding is 
employed at relays. For C-SM-MM scheme, 256-QAM is employed at source and 16-QAM is 
employed at relays. Source to destination distance, ds,v, is chosen to be lOOm and source to 
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relay distance, ds,R, is chosen to be lm. At the destination, for C-SM-MM scheme, MMSE 
is employed for nulling with LLR based ordering. Figure 4.3 shows the comparison result. It 
can be seen that C-SM-MM scheme performs better than C-DIV scheme and the performance 
improvement at a BER of 10-6 is about 8 dB. 
D C-SM-MMI 
-0- · C-DIV 
- -~ 
\ 
\ 
\ 
\ 
~ 
\ 
\ 
\ 
\ 
\ 
\ 
0 10-6 '--~~_.__~~--'-~~~~~~.__~~-'-~~--'-~~~~~---' 
60 65 70 75 80 85 90 95 
Transmit Eb/No [dB] 
100 
Figure 4.3 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficieny = 4 bps/ Hz, 
ds,D = lOOm, ds,R = lm. C-SM-MM scheme performs better 
than C-DIV scheme. 
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4.2.4 Comparison between C-DIV and C-SM-MM for different spectral efficiency 
values 
This section compares C-DIV and C-SM-MM schemes for different spectral efficiency values. 
Comparison is done for spectral efficiency values 2 bps/Hz and 4 bps/Hz for both schemes and 
energy is optimally allocated between source and relays in each scheme to minimize the BER. 
For all the schemes, 2 relays and 2 destination antennas are used. For C-SM-MM scheme with 
spectral efficiency value 2 bps/Hz, 16-QAM modulation is employed at source while 4-QAM 
modulation is employed at the relays and for spectral efficiency value 4 bps/ Hz, 256-QAM 
modulation is employed at source and 16-QAM modulation is employed at relays. For C-DIV 
scheme with spectral efficiency value 2 bps/Hz, 16-QAM modulation is employed at both source 
and relays and for spectral efficiency value of 4 bps/ Hz, 256-QAM modulation is employed at 
both source and relays. Source to destination distance, ds,D, is chosen to be lOOm and source to 
relay distance, ds,R, is chosen to be lOm in all cases. At the destination, for C-SM-MM scheme, 
MMSE is employed for nulling with LLR based ordering. Figure 4.4 shows the comparison 
result. For high spectral efficiency values C-SM-MM performs better than C-DIV scheme and 
for low spectral efficiency values, C-DIV performs better than C-SM-MM scheme. 
a: 
UJ 
cc 
1--C-SM-MM 
- - -C-DIV 
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+ 
10-3 ~~~~~~~~~~~~~~~~~~~~~~~~~~ 
65 70 75 80 85 90 95 
Transmit Eb/No [dB] 
Figure 4.4 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficieny = 4 and 2 
bps/Hz, ds,D = lOOm, dsR = lOm. For high spectral efficiency 
values, C-SM-MM scheme performs better than C-DIV scheme 
and for low spectral efficiency values, C-DIV performs better 
than C-SM-MM. 
4.2.5 Comparison among C-SM-MM schemes using different modulations at re-
lays 
This section compares various cooperative spatial multiplexing schemes with mixed mod-
ulation techniques that employ different modulation techniques at relays. Comparison is done 
for a spectral efficiency value of 4 bps/Hz for all the schemes and energy is optimally allocated 
between source and relays in all cases to minimize the BER. In all the cases, 8 destination 
antennas are used. For the case when BPSK modulation is employed at the relays, 8 relays 
are used; when 16-QAM modulation is employed at the relays, 2 relays are used and when 
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256-QAM is employed at the relays, only one relay is used. In all the case, 256-QAM modu-
lation is employed at the source. Source to destination distance, ds,D, is chosen to be lOOm 
and source to relay distance, ds,R, is chosen to be lm in all cases. At the destination, MMSE 
is employed for nulling with LLR based ordering. Figure 4.5 shows the comparison result. 
Schemes employing BPSK modulation at relays perform better than schemes that employ 
higher order modulations at relays. This can be translated to saying when number of relays is 
not a constraint, employing BPSK at relays gives the best performance, consumes less energy 
and reduces the complexity at relays. 
10-S,.__~~~~~~~~~~~~~~~-,\ 
--+O+-- C-SM-MM (BPSK at the relays) 
-o- C-SM-MM (16QAM at the relays) 
'V C-SM-MM (256QAM at the relays) 10-6'--~~~~~~~~~~~~~~~-'--'--~~--'-~~---'~~--' 
60 65 70 75 80 85 
Transmit Eb/No [dB] 
90 95 100 
Figure 4.5 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficieny = 4 bps/Hz, 
ds,D = lOOm, dsR = lm. Schemes employing BPSK at relays 
perform better than schemes that employ higher modulation 
schemes. 
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4.2.6 Comparison among C-SM-MM using different modulations at relays, C-
DIV and SIMO 
This section compares the performance of cooperative spatial multiplexing scheme with 
mixed modulations that employ different modulation techniques at relays, cooperative diversity 
scheme and SIMO. Comparison is done for a spectral efficiency value of 4 bps/ Hz for all schemes 
and energy is optimally allocated between source and relays in all schemes. In all the cases, 
8 destination antennas are used. For C-SM-MM case, 256-QAM modulation is employed at 
source and when BPSK modulation is employed at the relays, 8 relays are used; when 16-QAM 
modulation is employed at the relays, 2 relays are used. For C-DIV scheme, 2 relays and 8 
destination antennas are used; 256-QAM modulation is employed at both source and relays 
and Alamouti-kind of space-time coding is employed at relays. For SIMO case, there are no 
relays. 1 source and 8 destination antennas are used. Source to destination distance, ds,D, is 
chosen to be lOOm and source to relay distance, ds,R, is chosen to be 5m. At the destination, 
MMSE is employed for nulling with LLR based ordering. Figure 4.6 shows the comparison 
result. C-SM-MM performs better than C-DIV and SIMO. Performance improvement of C-
SM-MM scheme employing BPSK at relays when compared to C-DIV is about lOdB at a BER 
of 10-3 . 
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Figure 4.6 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ N0 : Spectral efficieny = 4 bps/ Hz, 
ds,D = lOOm, ds,R = lm. C-SM-MM performs better than 
both SIMO and C-DIV. 
4.2. 7 Comparison among C-SM-MM schemes with different source to relay dis-
tances 
This section compares the performance of cooperative spatial multiplexing scheme with 
mixed modulations for different source to relay distances (ds,R)· Comparison is done for a 
spectral efficiency value of 2.5 bps/Hz for all schemes and energy is optimally allocated between 
source and relays in all schemes. 5 relays and 5 destination antennas are used in all schemes. 
32-QAM is employed at source and BPSK modulation is employed at relays in all schemes. 
Source to destination distance, ds,D, is chosen to be 20m. At the destination, ZF is employed 
for nulling with LLR based ordering. Figure 4. 7 shows the comparison result. It can be seen 
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that the scheme with relay located close to the source performs better than other schemes. 
--+-1m 
~5m 
-*-10m 
10-4 '--~~~-'-~~~~,__~~~-'-~~~~,__~~~-'-~~~--' 
30 35 40 45 50 55 60 
Transmit Eb/No [dB] 
Figure 4. 7 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficieny = 2.5 bps/Hz, 
ds,D = 20m. The closer the relay to source, the better is the 
performance. 
4.2.8 Comparison between C-SM-MM schemes using MMSE and ZF 
This section compares the performance of ZF and MMSE filters used for nulling at the 
destination for a cooperative spatial multiplexing scheme with mixed modulations. Comparison 
is done for a spectral efficiency value of 4 bps/Hz for all the schemes and energy is optimally 
allocated between source and relays in each scheme to minimize the BER. 8 relays and 8 
destination antennas are used in each scheme. 256-QAM modulation is employed at the source 
and BPSK is employed at relays for all schemes. Source to destination distance, ds,D, is 
chosen to be lOOm and source to relay distance, ds,R, are chosen to be lm and 50m. Figure 4.8 
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shows the comparison result. It can be seen that MMSE performs better than ZF in all cases. 
This is because ZF only eliminates the multistream interference (MSI) at the expense of noise 
enhancement where as MMSE balances MSI mitigation with noise enhancement. Performance 
improvement is decreased with the increase in the distance between source and relays ( ds,R). 
MMSE 
ZF 
50m 
10-4 L::==========i===---~~~~L._~~~~__JL._~~~~~L__J 
60 65 70 75 80 
Transmit Eb/No [dB] 
Figure 4.8 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficiency = 4 bps/ Hz, 
ds,D = lOOm. MMSE performs better than ZF and the per-
formance improvement is significant for small ds,R distances. 
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4.2.9 Comparison between C-SM-MM schemes using ML and SIC (LLR and SNR 
as ordering criteria) 
This section compares performance of cooperative spatial multiplexing with mixed mod-
ulations using maximum likelihood (ML) and successive interference cancellation techniques 
(LLR and SNR based ordering schemes) at the destination. Comparison is done for a spectral 
efficiency value of 4 bps/Hz for all the schemes and energy is optimally allocated between 
source and relays in each scheme to minimize the BER. 8 relays and 8 destination antennas are 
used in each scheme. 256-QAM modulation is employed at the source and BPSK is employed 
at relays for all schemes. Source to destination distance, ds,D, is chosen to be lOOm and source 
to relay distance, ds,R, are chosen to be lm and 50m. ML at the destination is given by the 
following equation 
f = argmin llYD - Gsll} 
s 
(4.3) 
where s is the set of all possible M-ary symbols. Note that the ML equation in equation ( 4.3) 
doesn't consider source to relay path. 
Figure 4.9 shows the comparison result. At the destination MMSE is employed in all cases 
using SIC. It can be seen that LLR based ordering performs better than SNR based ordering 
and when the relay is placed close to source, the performance improvement is significant. ML 
performs better than SIC schemes for all the source to relay distances. 
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Figure 4.9 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ N 0 : Spectral efficiency = 4 bps/Hz, 
ds,D = lOOm. LLR based ordering performs better than SNR 
based ordering and the performance improvement is significant 
for small ds,R distances. ML performs better than SIC schemes. 
4.2.10 Optimum Es and Er distribution for different source to relay distances 
This section gives the optimum Es and Er distributions for a cooperative spatial multiplex-
ing scheme with mixed modulaitons (C-SM-MM scheme). Comparison is done for a spectral 
efficiency value of 4 bps/ Hz for all the schemes and energy is optimally allocated between 
source and relays in each scheme to minimize the BER. 8 relays and 8 destination antennas 
are used. 256-QAM modulation is employed at source and BPSK modulation is employed at 
the relays. Source to destination distance, ds,D , is chosen to be lOOm. Er/ No is chosen to 
be 80 dB, where Er = Es + N Er is the total energy to transmit one symbol from source 
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to destination. At the destination, MMSE is employed for nulling with LLR based ordering. 
Figure 4.10 shows the result. If the relay is close to source, less energy can be given to the 
source and more energy to relays. As the relays move farther away from source, more energy is 
to be given to source and less energy to relays. This is to maintain a high reliability of decision 
at the relays. 
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Figure 4.10 Es and Er distribution for different ds,R distances: Spectral 
efficiency = 4 bps/ Hz, ds,D = lOOm. If the relay is close to 
source, less energy can be given to the source and more energy 
to relays. As the relays move farther away more energy is to 
be given to source. 
4.2.11 Comparison between C-SM-MM schemes with and without direct path 
This section compares cooperative spatial multiplexing with mixed modulations for the 
schemes which use direct path (source to destination paths) in the decision making process 
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and those which doesn 't use the direct path information. Comparison is done for a spectral 
efficiency value of 4 bps/Hz for all the schemes and energy is optimally allocated between 
source and relays in each scheme to minimize the BER. Simulations for with direct path is 
based on figure 3.2. 8 relay and 8 destination antennas are used in each scheme. 256-QAM 
modulation is employed at source and BPSK modulation is employed at the relays. Source to 
destination distance, ds,D, is chosen to be lOOm and source to relay distances, ds,R, are chosen 
to be lm and 50m. At the destination, MMSE is used for nulling with LLR based ordering. 
Figure 4.11 shows the comparison result. When relay is close to source, no significant gains 
are achieved, but when relay moves farther from source, the performance gains are significant. 
Since optimum Es is small when relay is close to source, due to path loss between source and 
destination, the decision reliability at destination of symbol transmitted from source is very 
small and insignificant. But when relay is farther away from source, optimum Es value is large 
and in this case the decision reliability at destination of symbol transmitted from source is 
significant. 
-- With direct path 
Without direct path 
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Figure 4.11 BER vs. Total transmit energy per information bit to noise 
spectral density ratio, Eb/ No: Spectral efficiency= 4 bps/Hz, 
ds,D = lOOm. For small ds,R values, no signifincant gains are 
achieved using the direct path but for large ds,R distances, 
considerable gain is achieved using the direct path. 
4.2.12 Comparison between C-SM-MM using and not using relay reliablity 
This section compares cooperative spatial multiplexing scheme with mixed modulations 
for cases which use the relay reliability information at the destination and which doesn't use 
this information. Comparison is done for a spectral efficiency value of 2.5 bps/Hz for all 
the schemes and energy is optimally allocated between source and relays in each scheme to 
minimize the BER. 5 relays and 5 destination antennas are used in all schemes. 32-QAM is 
employed at source and BPSK modulation is employed at relays in all schemes. Source to 
destination distance, ds,D, is chosen to be 20m. At the destination, ZF is employed for nulling. 
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LLR based ordering using the relay reliability and not using the relay reliability are considered 
in this comparison. Figure 4.12 shows the comparison result. Scheme that doesn't use the 
relay reliability performs better than the scheme which uses the relay reliability value. But the 
performance improvement is very small when relay is close to source and as the relay moves 
farther, performance improvement is considerable. This is a significant result as it says that 
without the additional overhead of transmitting the relay reliability to destination, better BER 
performance could be obtained. 
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Figure 4.12 BER vs. Total transmit energy per information bit to 
noise spectral density ratio, Eb/ No: Spectral efficiency = 2.5 
bps/Hz, ds,D = 20m. For small ds,R values, no signifincant 
gains are achieved using the reliability of the decision at relays 
but for large ds,R distances, not using the reliability of the 
decision at relays improves the performance considerably. 
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CHAPTER 5. Conclusions and Future work 
This chapter discusses conclusions of the thesis and outlines some possible future work. 
5.1 Conclusions 
This thesis discussed a scheme in which the transmitter along with some relays forms a 
virtual antenna array thus implementing spatial multiplexing in a cooperative way which is 
called as cooperative spatial multiplexing. Source and relays can employ the same modulation 
scheme or different modulation schemes. It is shown that using different modulation schemes 
would give a better BER performance. This scheme outperforms cooperative diversity scheme 
in high spectral efficiency regime. This scheme has applications in both cellular networks and 
sensor networks. It is a promising technology because performance gains can be achieved 
without any additional hardware. Multiple transmit antennas can be emulated without having 
them at the transmitter. 
One of the important conclusion of this work is that it is better to have relays close to 
source. Another significant result is that performance is the best if modulations with smaller 
constellation size are employed at relays. This translates to low power consumption and re-
duced complexity at cooperating relays . If the network is dense, which is the case in most of 
the sensor networks and in urban cellular networks, both the results can be taken to advantage 
and overall performance can be improved significantly. Even otherwise, a combination of these 
schemes can be applied depending on the location of relays and the processing power available 
at the relays. 
It is also seen that additional over head of transmitting the relay reliability would not 
improve the performance. This is an interesting result which would promote the scheme further. 
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In essence, performance improvement for high spectral efficiency systems can be achieved 
smartly. 
5.2 Future work 
Sky is the limit? Well, not exactly in this case. Shannon limit is the limit! 
A variety of improvements can be thought of to promote the scheme further. A variety of 
channel coding schemes can be super-imposed on this scheme to obtain further performance 
gains. Erasure based schemes can be implemented where in the relays erase the received 
signals based on some criteria and not transmit the part of the information that the relays are 
supposed to transmit to destination. These erasures can be detected at the destination and 
using powerful error correction codes, the erasures can be corrected. 
To diversify, cooperative spatial multiplexing can be extended to a more generic network 
topology. That is, the assumptions that all the relays are located at equal distance from source 
and all the destination antennas are located at equal distance from all the relays can be relaxed. 
Another area to explore is the relay selection criteria [22]. In any network scenario, it is 
important to select the relays that should participate in the cooperative scheme. There could 
be two viable options. Centralized or distributive selection. Centralized is an easy way, but it 
not possible always to have a centralized system (for example, in sensor networks). Distributive 
selection though seems challenging, it is promising at the same time because it can be applied 
to any cooperative scenario. As a revolution, multi-hop cooperative spatial multiplexing can 
be investigated. That is, source transmits symbols which are received by a set of relays and 
these relays spatially multiplex the data stream which are received by the destination after a 
few hops of relaying. 
As an other advancement, multi-hop cooperative spatial multiplexing can be investigated. 
That is, source transmits symbols which are received by a set of relays and these relays spatially 
multiplex the data stream which are received by the destination after a few hops of relaying. 
Another advanced area is to consider integrating the concept of adaptive antennas or in-
telligent antennas [23] with the cooperative spatial multiplexing scheme. 
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APPENDIX A. Derivation of log-likelihood ratio (LLR) for C-SM when 
binary signalling is employed at relays 
In this appendix equation (3.16) is deiived. 
The log-likelihood ratio at the destination is given by 
where, 
(A.4) 
and 
(A.5) 
Consider 
(A.6) 
(A.7) 
Similarly, 
(A.8) 
(A.9) 
and 
(A.10) 
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4v'E;' Re{z ·} 
=e No~ 
Denoting 4'{/f ~~:11J by Ani, and using equations (A.4) and (A.5), we have 
(A.11) 
(A.12) 
(A.13) 
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APPENDIX B. Derivation of estimate of received signal at the 
destination for C-SM when non-binary modulation is employed at relays 
In this appendix equation (3.22) is derived. 
Since 
and 
we obtain 
&i = argmin lzi - sml 
Sm 
for equiprobable source. 
(B.3) 
(B.4) 
(B.5) 
(B .6) 
(B.7) 
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