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Abstract. In this paper we prove Lp estimates for Stein’s square functions associated to Fourier–Bessel ex-
pansions. Furthermore we prove transference results for square functions from Fourier–Bessel series to Hankel
transforms. Actually, these are transference results for vector–valued multipliers from discrete to continuous
in the Bessel setting. As a consequence, we deduce the sharpness of the range of p for the Lp–boundedness
of Fourier–Bessel Stein’s square functions from the corresponding property for Hankel–Stein square functions.
Finally, we deduce Lp estimates for Fourier–Bessel multipliers from that ones we have got for our Stein square
functions.
1. Introduction
Our purpose in this paper is to establish Lp–boundedness properties for Stein’s square functions associated
to Fourier–Bessel expansions. These results are applied to obtain Lp–inequalities for certain Fourier–Bessel
multipliers.
Before stating our results, we recall other ones that motivated our study. Firstly, we consider the Bochner–
Riesz mean of order α > 0, Rαt , defined by
R̂αt f(ξ) =
(
1− |ξ|
2
t2
)α
+
f̂(ξ), t > 0, ξ ∈ Rn.
Here, by f̂ we denote the Fourier transform and u+ = max{0, u}, for u ∈ R. The Bochner–Riesz mean is
a summability method that has been studied by many authors, who were looking for convergence properties
of Fourier series and integrals. Even today, there are important and difficult open problems related to these
matters. One of them is the Bochner–Riesz conjecture which says that, for every t > 0 and 1 < p < ∞, p 6= 2,
the inequality ‖Rαt f‖p ≤ C‖f‖p holds, if and only if, α >
(
n| 12 − 1p | − 12
)
+
. The necessity of this condition can
be found in [20]. The conjecture is true when n = 2 (see [8]), but the problem is still open when n ≥ 3. However,
some partial results have been obtained (see [3, 4, 5, 26]).
The square function Gα defined by
Gα(f) =
(∫ ∞
0
∣∣∣∣ ∂∂tRαt f
∣∣∣∣2 tdt
) 1
2
was introduced by Stein [37] in order to study almost everywhere convergence for Bochner–Riesz means for Fourier
series and integrals. Lp–boundedness properties for Gα imply other ones for maximal operators associated with
the Bochner–Riesz means and multipliers. Carbery ([7]) showed how Gα dominates Fourier multipliers and
maximal Fourier multipliers.
Note that Gα can be written as
Gα(f) = ‖Kt ∗ f‖L2((0,∞), dtt )
where
K̂t(y) = 2α
|y|2
t2
(
1− |y|
2
t2
)α−1
+
, t > 0, y ∈ Rn.
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Here and throughout the paper, the expression (1− u)σ+, when σ < 0, will mean
(1− u)σ+ = (1− u)σχ(0,1)(u), u ∈ (0,∞).
The above expression of Gα says that it can be seen as a vector–valued convolution operator. By using
Plancherel theorem it follows that Gα is bounded on L
2(Rn) provided that α > 12 ([37]). If 1 < p ≤ 2, Gα is
bounded on Lp(Rn) if and only if α > n
(
1
p − 12
)
+ 12 (see [22] and [39]). In this case the oscillation character
of the kernel Kt does not play any role. When p > 2, a necessary condition for Gα to be bounded on L
p(Rn) is
that α > max
{
n
(
1
2 − 1p
)
, 12
}
([28]). It was conjectured that this condition is also sufficient. In dimension 2, the
conjecture was verified by Carbery ([6]). When n ≥ 3 the question remains unsolved. Some progress has been
made in [13, 24, 27, 34]. In [27], some weighted L2-estimates for Gα were obtained. Carro and Domingo-Salazar
[9] proved weighted Lp–inequalities for Gα showing that, when α >
n+1
2 , it can be controlled by a finite sum of
sparse operators.
Bochner–Riesz means are radial Fourier multipliers and they can be defined by using the spectral resolution
of the Laplace operator. This fact suggests defining the Bochner–Riesz means for positive self-adjoint operators.
Suppose that (X, d, µ) is a metric measure space, where d is the metric and µ, the measure. Let L be a positive
self-adjoint operator on L2(X). We can write
L =
∫ ∞
0
λdEL(λ),
where EL represents the spectral measure associated with L. The Bochner–Riesz mean R
α,L
t of order α ≥ 0 is
defined by
Rα,Lt (f) =
∫ ∞
0
(
1− λ
t2
)α
+
dEL(λ)f, f ∈ L2(X) and t > 0.
In other words, for every t > 0, Rα,Lt = S
α
t (L), where S
α
t (z) = (1− z/t2)α+, z > 0.
Also, the maximal operator Rα,L∗ and the Stein’s square function GLα are defined in the natural way. L
p–
boundedness properties for Rα,Lt , for t > 0, R
α,L
∗ and GLα have been established in [11, 12, 17, 35].
In order to obtain these properties it is usual to assume that the operator L satisfies some kind of Gaussian
or Davies-Gaffney estimates and has a finite speed of propagation property.
We now define the Stein’s square function associated with Fourier–Bessel expansions, which is the main object
of our study. Let ν > −1. By Jν we denote the Bessel function of the first kind and order ν and by {sν,j}∞j=1 we
represent the sequence of positive zeros of the function Jν where sν,j < sν,j+1, j ∈ N. We define, for every j ∈ N,
φν,j(x) =
√
2xJν(sν,jx)
|Jν+1(sν,j)| , x ∈ (0, 1).
The sequence {φν,j}∞j=1 is a complete and orthonormal system in L2(0, 1) ([21]). If f is a complex measurable
function on (0, 1) such that xmin{ν+
1
2 ,0}f ∈ L1(0, 1), we define
cν,j(f) =
∫ 1
0
f(x)φν,j(x)dx, j ∈ N.
Note that, since ν > −1, xmin{ν+ 12 ,0}f ∈ L1(0, 1), provided that f ∈ L2(0, 1).
The Bessel operator Lν is defined by
Lνf =
∞∑
j=1
s2ν,jcν,j(f)φν,j , f ∈ D(Lν),
where the domain D(Lν) of Lν is
D(Lν) =
f ∈ L2(0, 1) :
∞∑
j=1
s4ν,j |cν,j(f)|2 <∞
 .
D(Lν) is a dense subspace of L
2(0, 1) because the space C∞c (0, 1) of smooth functions with compact support in
(0, 1) is contained in D(Lν). Moreover, for every φ ∈ C∞c (0, 1), Lνφ = Lνφ, where
Lν = −x−ν− 12 d
dx
x2ν+1
d
dx
x−ν−
1
2 , on (0, 1).
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Lν is a positive self-adjoint operator. Hence, −Lν generates a holomorphic semigroup {W νt }t>0 in L2(0, 1). For
every t > 0, we can write
W νt (f)(x) =
∫ 1
0
W νt (x, y)f(y)dy, f ∈ L2(0, 1),
where
W νt (x, y) =
∞∑
j=1
φν,j(x)φν,j(y)e
−ts2ν,j , x, y ∈ (0, 1), t > 0.
According to [29, Theorem 1.1] (see also [32]), there exists C > 0 such that
1
C
Gνt (x, y) ≤W νt (x, y) ≤ CGνt (x, y), x, y ∈ (0, 1), t > 0,
where
Gνt (x, y) =
(xy)ν+
1
2 (1 + t)ν+2
(t+ xy)ν+
1
2
min
{
1,
(1− x)(1− y)
t
}
1√
t
exp
(
−|x− y|
2
4t
− s2ν,1t
)
, x, y ∈ (0, 1), t > 0.
Note that if −1 < ν < − 12 the kernel W νt (x, y) has not Gaussian upper bounds, and if ν ≥ − 12 , then
W νt (x, y) ≤
C√
t
exp
(
−|x− y|
2
4t
)
, x, y ∈ (0, 1), t > 0.
The Bochner–Riesz means associated with Lν can be represented by
Rα,Lνt (f) =
∞∑
j=1
(
1− s
2
ν,j
t2
)α
+
cν,j(f)φν,j , f ∈ L2(0, 1) and t > 0.
Weighted Lp–inequalities for Lν–Bochner–Riesz means were obtained by Ciaurri and Roncal ([14] and [15]).
Lp–boundedness properties for the maximal operator associated to {Rα,Lνt }t>0 were established in [16].
The Stein’s square function associated to Lν is given by
GLνα (f) =
(∫ ∞
0
∣∣∣∣ ∂∂tRα,Lνt (f)
∣∣∣∣2 tdt
) 1
2
.
The main result of this paper is the following.
Theorem 1.1. There exists C > 0 such that
(1.1)
1
C
‖f‖p ≤ ‖GLνα (f)‖p ≤ C‖f‖p, f ∈ L2(0, 1) ∩ Lp(0, 1),
provided that some of the following three properties hold:
(i) ν ≥ − 12 , 1 < p <∞ and α > max
{
1
p , 1− 1p
}
;
(ii) −1 < ν < − 12 , 22ν+3 < p ≤ 2 and α > 14ν+4
(
2
p + 2ν + 1
)
;
(iii) −1 < ν < − 12 , 2 ≤ p < − 22ν+1 and α > 14ν+4
(
− 2p + 2ν + 3
)
.
The following figures illustrate the situation.
p
α
2
2ν+3
2 − 22ν+1
1
2
1
Figure 1. Case −1 < ν < − 12
p
α
1 2
1
2
1
Figure 2. Case ν ≥ − 12
Note that if −1 < ν < − 12 and 1 < p < 2, then 1p < 14ν+4
(
2
p + 2ν + 1
)
. Thus, in this case we also have α > 1p .
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Suppose that ν ≥ − 12 . As it was mentioned above, the kernel W νt (x, y), x, y ∈ (0, 1) and t > 0, has a Gaussian
upper bound. Then, according to [18, Lemma 2.2]
(1.2)
∫ 1
0
∣∣∣KF (√Lν)(x, y)∣∣∣2 dy ≤ C|I(x, t−1)| ‖Ft‖2∞,
for every t > 0 and every Borel function F on R such that supp(F ) ⊂ [0, t]. Here, for each x ∈ (0, 1) and t > 0,
I(x, t) = (0, 1) ∩ (x− t, x+ t), and |I(x, t)| is the length of the interval I(x, t). Also, for every Borel function F
on R, KF (√Lν) represents the integral kernel of the operator F (
√
Lν) that is defined by functional calculus, and
Ft(z) = F (tz), for z ∈ R and t ∈ (0,∞).
In the above inequality (1.2), ‖ · ‖∞ cannot be replaced by ‖ · ‖p for any p < ∞, since, for every j ∈ N, s2ν,j
belongs to the pointwise spectrum of Lν (i.e. the spectrum of Lν is non-empty; see [18, p. 450]).
From [11, Theorem 1.1] we deduce that (1.1) holds when 1 < p <∞ and α > 2
∣∣∣ 1p − 12 ∣∣∣+ 12 . Note that
2
∣∣∣∣1p − 12
∣∣∣∣+ 12 =

2
p − 12 , p ∈ (1, 2),
3
2 − 2p , p ∈ [2,∞),
and so, 2
∣∣∣ 1p − 12 ∣∣∣+ 12 ≥ max{ 1p , 1− 1p}.
On the other hand, if −1 < ν < − 12 , then WLνt (x, y), x, y ∈ (0, 1) and t > 0, has not got Gaussian upper
bounds. Hence, Theorem 1.1 generalizes [11, Theorem 1.1] for the operator Lν . The proof of Theorem 1.1 is
different from [11, Theorem 1.1], since we take advantage of the properties of several Bessel–type functions.
One of the steps in the proof of Theorem 1.1 consists in proving Lp–boundedness properties for the Stein’s
square functions defined through the Hankel transform instead of using the Fourier transform.
Let again ν > −1. The Hankel transform hν(f) of a complex measurable function f on (0,∞) such that
xmin{ν+
1
2 ,0}f ∈ L1(0, 1) and f ∈ L1(1,∞) is defined by
hν(f)(x) =
∫ ∞
0
√
xyJν(xy)f(y)dy, x ∈ (0,∞).
The transform hν can be extended from C
∞
c (0,∞), the space of smooth functions with compact support in
(0,∞), to L2(0,∞) as an isometry on L2(0,∞) ([2, Lemma 2.7]). We define the Bessel operator Bν as follows
Bνf = hν
(
x2hν(f)
)
, f ∈ D(Bν),
where the domain D(Bν) of Bν is given by
D(Bν) =
{
f ∈ L2(0,∞) : x2hν(f) ∈ L2(0,∞)
}
.
Since C∞c (0,∞) ⊂ D(Bν), D(Bν) is a dense subspace of L2(0,∞). If f ∈ C∞c (0,∞), we can see that
Bνf = Lνf = −x−ν− 12 d
dx
x2ν+1
d
dx
x−ν−
1
2 f.
We have that Bν is a positive self-adjoint operator and its spectrum is σ(Bν) = [0,∞). Hence, Bν is a sectorial
operator and −Bν generates a holomorphic semigroup of operators {WBνt }t>0. For every t > 0 and f ∈ L2(0,∞)
we can write
WBνt (f)(x) =
∫ ∞
0
WBνt (x, y)f(y)dy, x ∈ (0,∞),
where
WBνt (x, y) =
√
xy
2t
Iν
(xy
2t
)
e−
x2+y2
4t , x, y, t ∈ (0,∞).
Here, Iν denotes the modified Bessel function of the first kind and order ν.
If ν ≥ − 12 , WBνt (x, y, t), for x, y, t ∈ (0,∞), has a Gaussian upper bound, but, if −1 < ν < − 12 , it lacks this
property.
We define the Bochner–Riesz means associated with Bν of order α > 0 by
Rα,Bνt f = hν
((
1− z
2
t2
)α
+
hν(f)
)
, f ∈ L2(0,∞).
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The Stein’s square function for Bν of order α is defined by
GBνα (f)(x) =
(∫ ∞
0
∣∣∣∣ ∂∂tRα,Bνt f(x)
∣∣∣∣2 tdt
) 1
2
.
If ν > − 12 we can prove that ∫ ∞
0
|KF (√Bν)(x, y)|2dy ≤
C
|J(x, t−1)| ‖Ft‖
2
2,
for every x, t > 0 and every Borel function F on R such that supp(F ) ⊂ [0, t], where KF (√Bν) represents the
integral kernel of the operator F (
√
Bν) that is defined by functional calculus and, as before, Ft(z) = F (tz), for
z ∈ R and t > 0. Here, for each x, t ∈ (0,∞), |J(x, t)| is the length of the interval J(x, t) = (x− t, x+ t)∩ (0,∞).
According to [11, Theorem 1.1], GBνα is bounded on L
p(0,∞) when ν > − 12 and
α >
∣∣∣∣1p − 12
∣∣∣∣+ 12 =

1
p
, p ∈ (1, 2),
1− 1
p
, p ∈ [2,∞).
We improve this result as follows.
Theorem 1.2. GBνα is bounded on L
p(0,∞), when α > max
{
1
p ,
1
2
}
and
(i) ν > − 12 and 1 < p <∞ or
(ii) −1 < ν ≤ − 12 and 22ν+3 < p < − 22ν+1 .
Moreover, if GBνα is bounded on L
p(0,∞) with ν > −1, 2p > −(2ν + 1) and 1 < p <∞, then α > 1p .
In order to prove this result we use a vector–valued version of a transplantation result for Hankel transforms
due to Nowak and Stempak ([33, Theorem 2.1]).
In [2] some transference results of Lp–boundedness properties from Fourier–Bessel to Hankel multipliers were
established. We now show a transference of Lp–boundedness from GLνα to G
Bν
α . In order to do so, we consider
square functions as vector–valued multipliers. The procedure developed in the proof of our transference property
between square functions can also be used to see, in a simpler way, the transference results for Littlewood-Paley
squares functions stated in [10] and [31].
Theorem 1.3. Let ν > − 12 , 1 < p < ∞ and α > 12 . If GLνα is bounded on Lp(0, 1), then GBνα is bounded on
Lp(0,∞). In particular, if 1 < p ≤ 2 and GLνα is bounded on Lp(0, 1), then α > 1p .
By combining the above theorems it follows that when ν > − 12 and 1 < p ≤ 2, GLνα (respectively, GBνα ) is
bounded on Lp(0, 1) (respectively, Lp(0,∞)) if and only if α > 1p . We recall that the classical Stein’s square
function Gα is bounded on L
p(Rn), with 1 ≤ p ≤ 2, if and only if α > n
(
1
p − 12
)
+ 12 (see [28] and [39]).
Let ν > −1. If m = {mj}∞j=1 is a complex sequence, the spectral multiplier associated with Lν defined by m
is given by
m(Lν)f =
∞∑
j=1
mjcν,j(f)φν,j , f ∈ L2(0, 1).
In the case where m is a bounded sequence, m(Lν) is a bounded operator on L
2(0, 1). In the following theorem
we give a smoothness condition on m that allows us to extend m(Lν) from L
2(0, 1) ∩ Lp(0, 1) to Lp(0, 1) as a
bounded operator on Lp(0, 1), with 1 < p < ∞. The Stein’s square functions GLνα plays a fundamental role in
its proof.
Theorem 1.4. Suppose that m = {mj}∞j=1 is a complex sequence such that
|||m||| = sup
j∈N
|mj |+
( ∞∑
`=1
1
`s
∑`
k=1
|m(sν,k+1)−m(sν,k)|2
) 1
2
<∞.
If 1 < p <∞ and some of the following conditions hold
(i) ν > − 12 ;
(ii) −1 < ν ≤ − 12 and 22ν+3 < p ≤ 2;
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(iii) −1 < ν ≤ − 12 and 2 ≤ p < − 1ν+ 12 ;
the operator m(Lν) can be extended from L
2(0, 1) ∩ Lp(0, 1) to Lp(0, 1) as a bounded operator on Lp(0, 1).
In the following sections we present proofs of our results. Throughout this paper C denotes a positive constant
that can change from one line to another.
2. Proof of Theorem 1.2
In order to prove Theorem 1.2, let ν > −1 and recall that, for every t > 0,
Rα,Bνt f = hν
((
1− z
2
t2
)α
+
hν(f)
)
, f ∈ L2(0,∞).
Since
√
zJ− 12 (z) =
√
2/pi cos z, z ∈ (0,∞), we have that h− 12 = Fc, the Fourier-cosine transformation, given by
Fc(f)(x) =
√
2
pi
∫ ∞
0
cos(xy)f(y)dy, x ∈ (0,∞),
for every f ∈ L1(0,∞). It is well-known that this transform can be extended from L1(0,∞) ∩ L2(0,∞) as a
bounded operator on L2(0,∞). We get, for each t > 0, that
R
α,B− 1
2
t f = Fc
((
1− z
2
t2
)α
+
Fc(f)
)
, f ∈ L2(0,∞).
We consider the Fourier transformation defined, as usual, by
f̂(x) =
1√
2pi
∫ +∞
−∞
e−ixyf(y)dy, x ∈ R,
for every f ∈ L1(R). It is also widely known that this transformation can be extended from L1(R) ∩ L2(R) to
L2(R) as an isometry on L2(R).
If g is a measurable function defined on (0,∞) we consider ge as the even extension of g to R. For every
f ∈ L2(0,∞), we have that,
(Fc(f))e = f̂e,
and it follows that
R
α,B− 1
2
t f =
((
1− z
2
t2
)α
+
f̂e
)̂
= Rαt fe
∣∣∣∣
(0,∞)
, t > 0.
Note that f̂e is an even function and
̂
g = (Fc(g))e, provided that g ∈ L2(R) is even.
We can write
Rα,Bνt f = Tν,− 12R
α,B− 1
2
t T− 12 ,νf, f ∈ L
2(0,∞),
where Tν,− 12 and T− 12 ,ν represent the following transplantation operators
Tν,− 12 = hνh− 12 and T− 12 ,ν = h− 12hν .
To simplify, we put H = L2((0,∞), dtt ). We consider G˜
B− 1
2
α : L2(0,∞) −→ L2((0,∞),H) defined by
G˜
B− 1
2
α (f)(x, t) = t
∂
∂t
R
α,B− 1
2
t f(x), f ∈ L2(0,∞) and x, t ∈ (0,∞).
According to [38, 39, 40], G˜
B− 1
2
α is bounded from Lp(0,∞) into Lp((0,∞),H) whenever p ∈ (1,∞) and α >
max
{
1
2 ,
1
p
}
.
We also consider, for every µ > −1, the operator G˜Bµα : L2(0,∞) −→ L2((0,∞),H), defined by
G˜Bµα (f)(x, t) = t
∂
∂t
R
α,Bµ
t f(x), f ∈ L2(0,∞) and x, t ∈ (0,∞).
If α > 0 and 1 < p < ∞, GBνα is bounded on Lp(0,∞) if and only if G˜Bνα is bounded from Lp(0,∞) into
Lp((0,∞),H).
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According to [33, Theorem 2.1] the operator T− 12 ,ν is bounded on L
p(0,∞) provided that some of the following
conditions hold:
(i) ν + 12 = 2k, for some k ∈ N ∪ {0}, and 1 < p <∞;
(ii) ν + 12 6= 2k, for every k ∈ N ∪ {0}, and 22ν+3 < p <∞.
Note that, whatever the case, if ν ≥ − 12 , then 22ν+3 < p <∞.
On the other hand, the operator Tν,− 12 is bounded on L
2((0,∞),H). Indeed, for every µ > −1, the Hankel
transformation hµ is an isometry in L
2(0,∞) ([2, Lemma 2.7]). Then, hµ can be extended from L2(0,∞)⊗H to
L2((0,∞),H) as a bounded operator on L2((0,∞),H) (see, for instance, [1, Theorem 1.8.2]).
By proceeding as in the proof of [33, Theorem 2.1] but in the H–valued setting we conclude that Tν,− 12 is
bounded on Lp((0,∞),H), 1 < p <∞, when some of the following properties are satisfied:
(i) ν + 12 = 2k, for some k ∈ N ∪ {0};
(ii) ν + 12 6= 2k, for every k ∈ N ∪ {0} and 2p > −(2ν + 1).
Note that if ν > − 12 , then 2p > −(2ν + 1), for every 1 < p <∞.
By combining the above results we conclude that GBνα is bounded on L
p(0,∞) when
(i) ν > − 12 , provided that 1 < p <∞ and α > max
{
1
2 ,
1
p
}
; or when
(ii) −1 < ν ≤ − 12 , 22ν+3 < p < − 22ν+1 and α > max
{
1
2 ,
1
p
}
.
Thus, the proof of the first part of Theorem 1.2 is finished.
In order to prove the necessity of the conditions, we consider a function φ ∈ C∞(0,∞) such that φ(x) = 1
for x ∈ (0, 1), and φ(x) = 0 for x ∈ (2,∞). Let ν > −1. It is clear that xν+ 12φ ∈ L1(0,∞) and φ ∈
L1(0,∞) ∩ L2(0,∞). We define ψ = hν(φ). We claim that
(2.1) |ψ(x)| ≤ C

xν+
1
2 , 0 < x ≤ 2,
1
x
, x > 2.
Indeed, since z−νJν(z) and
√
zJν(z) are bounded functions on (0, 1) and on (1,∞), respectively ([25, pp. 104
and 122, respectively]), we get
|ψ(x)| ≤ C
∫ 2
0
(xy)ν+
1
2 dy ≤ Cxν+ 12 , 0 < x ≤ 2,
and ∣∣∣∣∣
∫ 1
x
0
√
xyJν(xy)φ(y)dy
∣∣∣∣∣ ≤ Cx , x > 2.
Also, by taking into account that ddx [x
−νJν(x)] = −x−νJν+1(x) ([25, (5.3.5)]) and Lν(
√
xJν(x)) =
√
xJν(x),
x ∈ (0,∞), ([25, (5.3.7)]), partial integration leads to∫ b
a
√
xyJν(xy)φ(y)dy = − 1
x2
∫ b
a
y−ν−
1
2
d
dy
[
y2ν+1
d
dy
(
y−ν−
1
2
√
xyJν(xy)
)]
φ(y)dy
= − 1
x2
(
−x√xyJν+1(xy)φ(y)
∣∣∣∣b
a
− yν+ 12√xyJν(xy) d
dy
(
y−ν−
1
2φ(y)
) ∣∣∣∣b
a
+
∫ b
a
√
xyJν(xy)y
−ν− 12 d
dy
(
y2ν+1
d
dy
(
y−ν−
1
2φ(y)
))
dy
)
,
for any 0 < a ≤ b <∞ and x ∈ (0,∞). It yields∣∣∣∣∣
∫ 2
1
x
√
xyJν(xy)φ(y)dy
∣∣∣∣∣ ≤ Cx+ 1x2 ≤ Cx , x > 2.
We conclude that |ψ(x)| ≤ Cx , x > 2, so (2.1) holds. This inequality let us deduce that ψ ∈ Lp(0,∞), provided
that 1 < p <∞ and ν + 12 > − 1p .
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We can write
G˜Bνα (ψ)(x, t) = 2αhν
((
1− z
2
t2
)α−1
+
z2
t2
hν(ψ)(z)
)
(x) = 2αhν
((
1− z
2
t2
)α−1
+
z2
t2
φ(z)
)
(x)
= 2hν
((
1− z
2
t2
)α−1
+
z2
t2
)
(x), x ∈ (0,∞), t ∈ (0, 1).
According to [19, (34) p. 26], for t ∈ (0, 1) and x ∈ (0,∞), we get
G˜Bνα (ψ)(x, t) =
2α
t2α
∫ t
0
(
t2 − z2)α−1 z2√xzJν(xz)dz
=
2αB(α, 74 +
ν
2 )
2ν+1Γ(ν + 1)
tν+
3
2xν+
1
2 1F2
(
7
4
+
ν
2
; ν + 1, α+
7
4
+
ν
2
;−x
2t2
4
)
.
Here B represents the Beta Eulerian function and 1F2 denotes the hypergeometric function.
By [42], for certain a, b ∈ R we have that
G˜Bνα (ψ)(x, t) = at
−2x−3
(
1 +O
(
1
x2t2
))
+ bt−α+1x−α
(
cos
(
xt− pi
2
(
ν +
1
2
+ α
))
+O
(
1
xt
))
, t ∈ ( 12 , 1) , x ∈ [1,∞).
Thus, it follows that ∫ ∞
1
(∫ 1
1
2
∣∣∣G˜Bνα (ψ)(x)∣∣∣2 dtt
)p/2
dx <∞,
if and only if ∫ ∞
1
(∫ 1
1
2
cos2
(
xt− pi
2
(ν +
1
2
+ α)
)
dt
)p/2
x−αpdx <∞.
We can write∫ 1
1
2
cos2
(
xt− pi
2
(
ν +
1
2
+ α
))
dt
=
1
4
[
1 +
1
x
(
sin
(
2x− pi
(
ν +
1
2
+ α
))
− sin
(
x− pi
(
ν +
1
2
+ α
)))]
, x ∈ [1,∞).
Then, there exists x0 > 1 such that∫ 1
1
2
cos2
(
xt− pi
2
(
ν +
1
2
+ α
))
dt ≥ 1
8
, x > x0.
We conclude that ∫ ∞
1
(∫ 1
1
2
cos2
(
xt− pi
2
(
ν +
1
2
+ α
))
dt
)p/2
x−αpdx <∞
only if α > 1p .
Hence, if 1 < p <∞, ν + 12 > − 1p and G˜Bνα is bounded from Lp(0,∞) into itself, necessarily α > 1p . Thus, the
proof is complete.
3. Proof of Theorem 1.1
Our first objective is to prove that, if any of the conditions (i), (ii) or (iii) is satisfied, then
(3.1) ‖GLνα (f)‖p ≤ C‖f‖p, f ∈ L2(0, 1) ∩ Lp(0, 1).
Assume that ν > −1 and f ∈ L2(0, 1). We can write
Rα,Lνt f(x) =
∫ 1
0
Rα,Lνt (x, y)f(y)dy, x ∈ (0, 1), t > 0,
Lp–BOUNDEDNESS OF STEIN’S SQUARE FUNCTIONS ASSOCIATED TO FOURIER–BESSEL EXPANSIONS 9
where
Rα,Lνt (x, y) =
∞∑
j=1
(
1− s
2
ν,j
t2
)α
+
φν,j(x)φν,j(y), x, y ∈ (0, 1), t > 0.
It is clear that
t
∂
∂t
Rα,Lνt (x, y) = 2α
∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
s2ν,j
t2
φν,j(x)φν,j(y)
= 2α(Rα−1,Lνt (x, y)−Rα,Lνt (x, y)), x, y ∈ (0, 1), t ∈ (0,∞) \ {sν,j}∞j=1.
By proceeding as in the proof of [14, Lemma 1] we can see that, for every x, y ∈ (0, 1) and t > 0,
t
∂
∂t
Rα,Lνt (x, y) = H
α
ν,t;1(x, y) +H
α
ν,t;2(x, y),
where
Hαν,t;1(x, y) = 2α
√
xy
∫ t
0
z
(
1− z
2
t2
)α−1 (z
t
)2
Jν(xz)Jν(yz)dz,
and
(3.2) Hαν,t;2(x, y) = 2α lim
ε→0+
√
xy
2
∫
Sε,t
(
1− z
2
t2
)α−1 (z
t
)2 zH(1)ν (z)Jν(xz)Jν(yz)
Jν(z)
dz.
Here, Sε,t, ε, t > 0, denotes the path defined as follows
Sε,t(u) =
 t+ iu, u ∈ (ε,+∞),−t− iu, u ∈ (−∞,−ε),
and H
(1)
ν is the Hankel function of the first kind and order ν.
A few words about the definitions of the functions in the complex plane. We need to precise in every case the
branch of the logarithm that is considered. The Bessel function Jν is defined, when ν ∈ R, by
Jν(z) = σν(z)
∞∑
k=0
(−1)k2−ν−2kz2k
Γ(k + 1)Γ(k + ν + 1)
, z ∈ C \ i(−∞, 0],
where σν(z) = e
ν(ln |z|+iθ(z)), z ∈ C \ i(−∞, 0], and
θ(z) =
{
Arg z, −pi2 < Arg z ≤ pi,
2pi + Arg z, −pi < Arg z < −pi2 .
The function H
(1)
ν is defined, for every ν > − 12 , ν 6∈ N, by
H(1)ν (z) =
J−ν(z)− e−νpiiJν(z)
i sin(νpi)
, z ∈ C \ i(−∞, 0].
When ν = n ∈ N, H(1)ν (z) = limν→nH(1)ν (z), z ∈ C \ i(−∞, 0].
Finally, for every β ∈ R\Z, the function wβ(z) = (1−z2)β is defined in a holomorphic way in C\ ((−∞,−1]∪
[1,+∞)).
Thus, the function
ξ(z) =
(
1− z
2
t2
)α−1
z2
t2
zH
(1)
ν (z)Jν(xz)Jν(yz)
Jν(z)
,
is holomorphic in C \ ((−∞,−t] ∪ [t,+∞) ∪ (i(−∞, 0]) ∪ {sν,j}∞j=1). ξ has branch points in = −t, z = t, and
z = 0 and ξ has poles when z = ±sν,j , j = 1, ..., j(t), where j(t) ∈ N and sν,j(t)+1 ≥ t.
We choose an even and smooth function φ on R such that, 0 ≤ φ ≤ 1, φ(x) = 1, for x ∈ [−1, 1], and φ(x) = 0
for x 6∈ (−2, 2), and write
t
∂
∂t
Rα,Lνt (x, y) = H
α
ν,t;1(x, y) + (1− φ(t|x− y|))Hαν,t;2(x, y) + φ(t|x− y|)Hαν,t;2(x, y)
=:
3∑
j=1
Aαν,t;j(x, y), x, y ∈ (0, 1), t > 0.(3.3)
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For j = 1, 2, 3, we consider the operators
Aαν,t;j(f)(x) =
∫ 1
0
Aαν,t;j(x, y)f(y)dy, x ∈ (0, 1), t > 0,
and the square functions
GAαν;j(f)(x) =
(∫ ∞
0
|Aαν,t;j(f)(x)|2
dt
t
) 1
2
, x ∈ (0, 1).
In order to show (3.1) we will analyze first the Lp–boundedness properties for GAαν;j , j = 1, 2, 3.
• Lp–boundedness properties for GAαν;1. By defining f˜ as the extension of f to (0,∞) such that f˜(x) = 0
for x ∈ (1,∞), we get
GAαν;1(f)(x) ≤ CGBνα (f˜)(x), x ∈ (0, 1).
Then, according to Theorem 1.2, GAαν;1 is bounded on Lp(0, 1) when α > max
{
1
p ,
1
2
}
and one of the following
conditions is satisfied:
(i′) ν ≥ − 12 and 1 < p <∞;
(ii′) −1 < ν < − 12 and 22ν+3 < p < − 22ν+1 .
• Lp–boundedness properties for GAαν;2. We are going to prove that GAαν;2 is a bounded operator on Lp(0, 1),
when α > 1 and one of the above conditions (i′) or (ii′) hold.
For every ε, t > 0, let us represent by S+ε,t and S
−
ε,t the paths given by
S+ε,t(u) = t+ iu, u ∈ (ε,+∞) and S−ε,t(u) = −t− iu, u ∈ (−∞,−ε).
It is clear that z ∈ S−ε,t if and only if −z ∈ S+ε,t. Moreover, by using that Jν(−z) = eνpiiJν(z), H(1)ν (−z) =
−e−νpiiH(2)ν (z), Jν(z) = Jν(z) and H(2)ν (z) = H(1)ν (z) for z ∈ C \ (−∞, 0], where H(2)ν denotes the Hankel
function of the second kind and order ν, we have that, if z ∈ S−ε,t, then
H
(1)
ν (z)
Jν(z)
√
zxJν(zx)
√
zyJν(zy) =
H
(1)
ν (−z)
Jν(−z)
√−zxJν(−zx)
√
−zyJν(−zy), x, y ∈ (0, 1).
Thus, we can write∫
S−ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
√
zxJν(zx)
√
zyJν(zy)dz
=
∫
S−ε,t
(
1− (−z)
2
t2
)α−1
(−z)2
t2
H
(1)
ν (−z)
Jν(−z)
√−zxJν(−zx)
√
−zyJν(−zy)dz
=
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
√
zxJν(zx)
√
zyJν(zy)dz.
By taking into account this equality, it is sufficient to analyze the boundedness on Lp(0, 1) for the operator
GAα,+ν;2 defined like the operator GAαν;2 but considering the kernel H
ν,+
ν,t;2 as in (3.2), by replacing the path Sε,t
by S+ε,t. As we will see, we need to use this trick because asymptotic expansions for Bessel type functions do not
work uniformly on C \ (−∞, 0] (see [25, §5.11] and [41, p. 199]).
As before, let us consider H = L2 ((0,∞), dtt ). Minkowski’s integral inequality leads to
GAα,+ν;2 (f)(x) ≤
∫ 1
0
∥∥∥(1− φ((·)|x− y|))Hα,+ν, · ;2(x, y)∥∥∥H|f(y)|dy, x ∈ (0, 1).
We claim that, for every x, y ∈ (0, 1),
(3.4)
∥∥∥(1− φ((·)|x− y|))Hα,+ν, · ;2(x, y)∥∥∥H ≤ C
{ 1
x ,
x
2 ≤ y ≤ 2x,
ψν(x, y), y <
x
2 or y > 2x,
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where
ψν(x, y) =

min{x,y}ν+12
max{x,y}ν+3/2 , −1 < ν < − 12 ,
1
max{x,y} , ν ≥ − 12 .
To establish these estimations we are going to see that there exists C > 0 such that, for every x, y ∈ (0, 1) and
0 < ε < 1,∫ ∞
1
|x−y|
∣∣∣∣∣
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
√
xzJν(xz)
√
yzJν(yz)
Jν(z)
dz
∣∣∣∣∣
2
dt
t
≤ C
{ 1
x2 ,
x
2 ≤ y ≤ 2x,
ψν(x, y)
2, y < x2 or y > 2x.
Let 0 < ε < 1 and consider x, y ∈ (0, 1). According to [41, p. 199] we have that
√
wJν(w) = a0 cos(w − θν) + b0 sin(w − θν)
w
+K(w), w ∈ C \ (−∞, 0],
where θν =
νpi
2 +
pi
4 and, for every 0 < r < pi, there exists C > 0 such that |K(w)| ≤ Ce|Im w|/|w|2, |arg w| < pi−r.
Then, for each z ∈ S+ε,t, t > 0, we can write
√
xzJν(xz)
√
yzJν(yz) = c1 cos((x+ y)z − 2θν) + c2 cos((x− y)z)
+ c3
x+ y
xyz
sin((x+ y)z − 2θν) + c4x− y
xyz
sin((x− y)z) +K(x, y, z),
for certain cj ∈ R, j = 1, ..., 4, and where
|K(x, y, z)| = e(x+y)|Im z|
(
O
(
1
xy|z|2
)
+O
(
1
x2|z|2
)
+O
(
1
y2|z|2
)
+O
(
1
xy2|z|3
)
+O
(
1
x2y|z|3
)
+O
(
1
x2y2|z|4
))
.
Thus, for every t > 0,∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
√
zxJν(zx)
√
zyJν(zy)dz
= c1
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
cos((x+ y)z − 2θν)dz
+ c2
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
cos((x− y)z)dz
+ c3
x+ y
xy
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
sin((x+ y)z − 2θν)
z
dz
+ c4
x− y
xy
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
sin((x− y)z)
z
dz
+
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
K(x, y, z)dz
=
5∑
j=1
Tαε,t;j(x, y).
Assume now that 0 < x2 ≤ y ≤ 2x. Let us estimate ‖Tαε, · ;j(x, y)‖L2(( 1|x−y| ,∞), dtt ), for j = 1, ..., 5. We will use
that
∣∣∣H(1)ν (z)Jν(z) ∣∣∣ ≤ Ce−2Im z, z ∈ S+ε,t, t > 0 (see [25, (5.11.4) and (5.11.6)]), and that, if z = t+ iu, t, u > 0,
(3.5)
∣∣∣∣1− z2t2
∣∣∣∣α−1 |z|2t2 ≤
(
u
t
+
u2
t2
)α−1 (
1 +
u
t
)2
=
(u
t
)α−1 (
1 +
u
t
)α+1
≤
(u
t
)α−1
+
(u
t
)2α
.
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We first study the cases j = 3, 5. Let us observe that, since x ≥ |x− y|, then, if t|x− y| ≥ 1,
|K(x, y, z)|
∣∣∣∣
z=t+iu
≤ C e
(x+y)u
x2t2
(
1 +
1
xt
+
1
x2t2
)
≤ C e
(x+y)u
x2t2
≤ C e
(x+y)u
xt
, u > 0.
By taking into account that 2− r − s > |r − s|, r, s ∈ (0, 1), we get, for every t ≥ 1|x−y| ,
|Tαε,t;3(x, y)|+ |Tαε,t;5(x, y)| ≤
C
xt
∫ ∞
0
((u
t
)α−1
+
(u
t
)2α)
e−(2−x−y)udu ≤ C
x
∫ ∞
0
(vα−1 + v2α)e−t|x−y|vdv
≤ C
x
(
1
(t|x− y|)α +
1
(t|x− y|)2α+1
)
≤ C
x(t|x− y|)α .
It follows that ∫ ∞
1
|x−y|
(|Tαε,t;3(x, y)|2 + |Tαε,t;5(x, y)|2) dtt ≤ Cx2|x− y|2α
∫ ∞
1
|x−y|
1
t2α+1
≤ C
x2
.
On the other hand, for j = 2, 4, by using that 2− |x− y| ≥ x ≥ |x− y|, we can write, for every t ≥ 1|x−y| ,
|Tαε,t;2(x, y)|+ |Tαε,t;4(x, y)| ≤ C
(
1 +
|x− y|
x2t
)∫ ∞
0
((u
t
)α−1
+
(u
t
)2α)
e−(2−|x−y|)udu
≤ Ct
∫ ∞
0
(vα−1 + v2α)e−txvdv ≤ C t
(tx)α
,
and, since α > 1,∫ ∞
1
|x−y|
(|Tαε,t;2(x, y)|2 + Tαε,t;2(x, y)|2) dtt ≤ Cx2α
∫ ∞
1
|x−y|
1
t2α−1
dt ≤ C |x− y|
2α−2
x2α
≤ C
x2
.
In the following, we handle the case j = 1. By partial integration we get
Tαε,t;1(x, y) = i
∫ ∞
ε
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
cos((x+ y)z − 2θν)
∣∣∣∣
z=t+iu
du
=
∫ ∞

(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
d
du
[
sin((x+ y)z − 2θν)
x+ y
] ∣∣∣∣
z=t+iu
du
=
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
sin((x+ y)z − 2θν)
x+ y
∣∣∣∣
z=t+iu
]u→+∞
u=ε
−
∫ ∞
ε
d
du
[(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
∣∣∣∣
z=t+iu
]
sin((x+ y)z − 2θν)
x+ y
∣∣∣∣
z=t+iu
du, t > 0.
We have that, for every t > 12 ,∣∣∣∣∣
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
sin((x+ y)z − 2θν)
x+ y
∣∣∣∣
z=t+iu
∣∣∣∣∣ ≤ Cx
((u
t
)α−1
+
(u
t
)2α)
e−(2−x−y)u, u > 0.(3.6)
Observe that the right-hand side of the inequality and, consequently, the left one, converge to 0 when u→ +∞.
Also, since
(
H
(1)
ν
)′
(z)Jν(z)− J ′ν(z)H(1)ν (z) = 2ipiz , for z 6= 0 (see [14, p. 94]), we obtain
d
du
[(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
∣∣∣∣
z=t+iu
]
= i
[
−(α− 1)
(
1− z
2
t2
)α−2
2z3
t4
H
(1)
ν (z)
Jν(z)
+
(
1− z
2
t2
)α−1
2z
t2
H
(1)
ν (z)
Jν(z)
+
2i
pi
(
1− z
2
t2
)α−1
z
t2
1
(Jν(z))2
] ∣∣∣∣
z=t+iu
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=
3∑
j=1
Bj(z, t)
∣∣∣∣
z=t+iu
, t, u > 0.
Then, we can write
Tαε,t;1(x, y) = −
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
sin((x+ y)z − 2θν)
x+ y
∣∣∣∣
z=t+iε
−
∫ ∞
ε
3∑
j=1
Bj(z, t)
sin((x+ y)z − 2θν)
x+ y
∣∣∣∣
z=t+iu
du, t > 0.
From (3.6), since α > 1 and 0 < ε < 1, it follows that,∣∣∣∣∣
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
sin((x+ y)z − 2θν)
x+ y
∣∣∣∣
z=t+iε
∣∣∣∣∣ ≤ Cx
(
1
tα−1
+
1
t2α
)
≤ C
xtα−1
, t >
1
2
.
On the other hand, by proceeding as above, taking into account again that 2− r − s > |r − s|, r, s ∈ (0, 1), and
that α > 1, we get∣∣∣∣∣∣
∫ ∞
ε
3∑
j=1
Bj(z, t)
sin((x+ y)z − 2θν)
x+ y
∣∣∣∣
z=t+iu
du
∣∣∣∣∣∣
≤ C
xt
∫ ∞
0
((u
t
)α−2 (
1 +
u
t
)α+1
+
(u
t
)α−1 (
1 +
u
t
)α)
e−u(2−x−y)du
≤ C
xt
∫ ∞
0
((u
t
)α−2
+
(u
t
)α−1
+
(u
t
)2α−1)
e−u(2−x−y)du
≤ C
x
∫ ∞
0
(vα−2 + vα−1 + v2α−1)e−t|x−y|vdv
≤ C
x
(
1
(t|x− y|)α−1 +
1
(t|x− y|)α +
1
(t|x− y|)2α
)
≤ C
x(t|x− y|)α−1 , t >
1
2
.
Thus,
|Tαε,t;1(x, y)| ≤
C
x
(
1
tα−1
+
1
(t|x− y|)α−1
)
≤ C
x(t|x− y|)α−1 , t >
1
2
,
and, since t > 12 when t|x− y| ≥ 1, we deduce that∫ ∞
1
|x−y|
|Tαε,t;1(x, y)|2
dt
t
≤ C
x2|x− y|2α−2
∫ ∞
1
|x−y|
1
t2α−1
dt ≤ C
x2
.
Putting together all the estimates above, we conclude that (3.4) is satisfied when x2 ≤ y ≤ 2x.
Next, we show (3.4) for y ∈ (0, x2 ) ∪ (2x, 1). Actually, it is sufficient to see the estimation when 0 < y < x2 ,
because of the symmetry of the property.
Suppose that 0 < y < x2 . We will use that |Jν(w)| ≤ C|w|ν for |w| ≤ 1 and |arg (w)| ≤ pi ([25, (5.4.3]), and
that, for every r ∈ (0, pi) there exists C > 0 such that |√wJν(w)| ≤ CeIm w for |w| ≥ 1 and |arg w| < pi − r ([41,
p. 199]).
Observe that when z = t + iu ∈ S+ε,t and t|x − y| ≥ 1, then |xz| ≥ xt > t|x − y| ≥ 1 and, consequently,
|√xzJν(xz)| ≤ Cexu. By using (3.5) we can write, for t ≥ 1|x−y| ,∣∣∣∣∣
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
Jν(z)
√
zxJν(zx)
√
zyJν(zy)dz
∣∣∣∣∣
≤ C
∫ ∞
0
[(u
t
)α−1
+
(u
t
)2α]
e−u(2−x)|√yzJν(yz)|
∣∣∣∣
z=t+iu
du
14 V. ALMEIDA, J. J. BETANCOR, E. DALMASSO, AND L. RODRI´GUEZ-MESA
= C
(∫
u>0, y|t+iu|≥1
+
∫
u>0, y|t+iu|<1
)[(u
t
)α−1
+
(u
t
)2α]
e−u(2−x)|√yzJν(yz)|
∣∣∣∣
z=t+iu
du
= I1(x, y; t) + I2(x, y; t).
We get, in the same way as before, and by taking into account that x2 < x− y < x, that
I1(x, y; t) ≤ C
∫ ∞
0
[(u
t
)α−1
+
(u
t
)2α]
e−u(2−x−y)du ≤ C t
(tx)α
, t ≥ 1|x− y| .
On the other hand, when ν ≥ − 12 , we have
I2(x, y; t) ≤ C
∫ ∞
0
[(u
t
)α−1
+
(u
t
)2α]
e−u(2−x)du ≤ C t
(t(2− x))α ≤ C
t
(tx)α
, t ≥ 1|x− y| ,
and, in the case that −1 < ν < − 12 , since α > 1, it follows that, for every t ≥ 1|x−y| ,
I2(x, y; t) ≤ C
∫ ∞
0
[(u
t
)α−1
+
(u
t
)2α]
e−u(2−x)(yu)ν+
1
2 du ≤ Ctν+ 32 yν+ 12
∫ ∞
0
(vα−1 + v2α)e−t(2−x)vvν+
1
2 dv
≤ Ctν+ 32 yν+ 12
(
1
(t(2− x))α+ν+ 12 +
1
(t(2− x))2α+ν+ 32
)
≤ C t
ν+ 32 yν+
1
2
(tx)α+ν+
1
2
= C
yν+
1
2
tα−1xα+ν+
1
2
.
Then, when ν ≥ − 12 ,∫ ∞
1
|x−y|
∣∣∣∣∣
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
√
xzJν(xz)
√
yzJν(yz)
Jν(z)
dz
∣∣∣∣∣
2
dt
t
≤ C
x2α
∫ ∞
1
|x−y|
1
t2α−1
dt ≤ C |x− y|
2α−2
x2α
≤ C
x2
.
If −1 < ν < − 12 , we obtain∫ ∞
1
|x−y|
∣∣∣∣∣
∫
S+ε,t
(
1− z
2
t2
)α−1
z2
t2
H
(1)
ν (z)
√
xzJν(xz)
√
yzJν(yz)
Jν(z)
dz
∣∣∣∣∣
2
dt
t
≤ C
(
1
x2
+
y2ν+1
x2α+2ν+1
∫ ∞
1
|x−y|
1
t2α−1
dt
)
≤ C
(
1
x2
+
y2ν+1
x2ν+3
)
≤ C y
2ν+1
x2ν+3
.
Thus we have established that (3.4) holds when 0 < y < x2 or 2x < y < 1.
We conclude that, for each x ∈ (0, 1),
GAα,+ν;2 (f)(x) ≤ C

1
x
∫ x
0
|f(y)|dy +
∫ 1
x
|f(y)|
y
dy, ν ≥ −1
2
,
1
xν+3/2
∫ x
0
|f(y)|yν+ 12 dy + xν+ 12
∫ 1
x
|f(y)|
yν+3/2
dy, −1 < ν < −1
2
.
From Hardy’s inequality ([30]) we deduce that GAα,+ν;2 is bounded on Lp(0, 1), when α > 1 and any of the
conditions (i′) or (ii′) is satisfied.
• Lp–boundedness properties for GAαν;3. We first observe that
|Aαν,t;3(x, y)| = φ(t|x− y|)
∣∣∣∣t ∂∂tRα,Lνt (x, y)−Hαν,t;1(x, y)
∣∣∣∣ , x, y ∈ (0, 1), t > 0.
According to [14, pp. 106 and 107] we obtain, for every x, y ∈ (0, 1) and t > 0,∣∣∣∣t ∂∂tRα,Lνt (x, y)
∣∣∣∣ = 2α|(Rα−1,Lνt (x, y)−Rα,Lνt (x, y))| ≤ C
 (xy)
ν+ 12 t2(ν+1), (x, y) ∈ Qt,1,
t, (x, y) ∈ Qt,2,
where, for each t > 0,
Qt,1 =
{
(x, y) : x, y ∈ (0, 1) and 0 < max{x, y} ≤ 4
t
}
,
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Qt,2 =
{
(x, y) : x, y ∈ (0, 1) and 4
t
≤ max{x, y}, |x− y| ≤ 2
t
}
.
Note that when 0 < t ≤ 4, Qt,1 = (0, 1)× (0, 1) and Qt,2 = ∅, as illustrated below.
x
y
Qt,1
Qt,2
y = x2
y = 2x
1
2
12
t
4
t
1
2
1
2
t
4
t
On the other hand, since z−νJν(z) is bounded in (0, 1), we get, for every t > 0 and (x, y) ∈ Qt,1,
|Hαν,t;1(x, y)| = 2α
√
xyt2
∣∣∣∣∫ 1
0
(1− z2)α−1z3Jν(txz)Jν(tyz)dz
∣∣∣∣ ≤ C(xy)ν+ 12 t2(ν+1).
If t > 0 and (x, y) ∈ Qt,2, we take into account also that
√
zJν(z) is bounded on (1,∞) and write
|Hαν,t;1(x, y)| ≤ C
√
xyt2
(∫ 1
tx
0
+
∫ 1
1
tx
)
(1− z2)α−1z3|Jν(ztx)Jν(zty)|dz
≤ C√xyt2
(∫ 1
tx
0
(1− z2)α−1z3(ztx)ν(zty)νdz +
∫ 1
1
tx
(1− z2)α−1z3(txz)− 12 (tyz)− 12 dz
)
≤ C
(
(xy)ν+
1
2 t2(ν+1)
∫ 1
tx
0
(1− z2)α−1z2ν+3dz + t
∫ 1
0
(1− z2)α−1z2dz
)
≤ Ct
(
yν+
1
2
xν+
1
2
+ 1
)∫ 1
0
(1− z2)α−1z2dz ≤ Ct.
In the last inequality we have used that, if t > 0 and (x, y) ∈ Qt,2 then x2 < y < 2x.
Thus, since φ(t|x− y|) = 0, when t|x− y| ≥ 2, we have seen that
(3.7) |Aαν,t;3(x, y)| ≤ C
 (xy)
ν+ 12 t2(ν+1), (x, y) ∈ Qt,1,
t, (x, y) ∈ (0, 1)× (0, 1) \Qt,1,
We note that, indeed, Aαν,t;3(x, y) = 0, when t > 0 and (x, y) ∈ (0, 1)×(0, 1)\(Qt,1∪Qt,2) or (x, y) ∈ Qt,1\{(x, y) :
|x− y| ≤ 2t }.
On the other hand, since ddx [x
−νJν(x)] = −x−νJν+1(x), x ∈ (0,∞), we can write, for each x, y ∈ (0, 1) and
t > 0,
∂
∂x
[
t
∂
∂t
Rα,Lνt (x, y)
]
=
∂
∂x
2α ∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
s2ν,j
t2
φν,j(x)φν,j(y)

= 2α
∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
s2ν,j
t2
φν,j(y)
√
2√
sν,j |Jν+1(sν,j)|
(
ν + 12
x
√
sν,jxJν(sν,jx)− sν,j√sν,jxJν+1(sν,jx)
)
=
ν + 12
x
[
t
∂
∂t
Rα,Lνt (x, y)
]
− 2α
∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
s3ν,j
t2
φν,j(y)
√
2xJν+1(sν,jx)
|Jν+1(sν,j)| ,
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and
∂
∂x
Hαν,t;1(x, y) = 2αt
∫ 1
0
(1− z)α−1z2
(
ν + 12
x
√
txzJν(txz)− tz
√
txzJν+1(txz)
)√
tyzJν(tyz)dz
=
(ν + 12 )t
x
Hαν,t;1(x, y)− 2αt2
∫ 1
0
(1− z)α−1z3√txzJν+1(txz)
√
tyzJν(tyz)dz.
By proceeding as above we obtain
(3.8)
∣∣∣∣ ∂∂x
[
t
∂
∂t
Rα,Lνt (x, y)
]∣∣∣∣+ ∣∣∣∣ ∂∂xHαν,t;1(x, y)
∣∣∣∣ ≤ C

(xy)ν+
1
2 t2(ν+1)
x
, (x, y) ∈ Qt,1,
t2, (x, y) ∈ Qt,2,
with x, y ∈ (0, 1) and t > 0.
Since for every x, y ∈ (0, 1) and t > 0, | ∂∂xφ(t|x− y|)| ≤ Ct, and φ(t|x− y|) = 0, when t|x− y| ≥ 2, we deduce
from (3.7) and (3.8)
(3.9)
∣∣∣∣ ∂∂xAαν,t;3(x, y)
∣∣∣∣ ≤ C

(xy)ν+
1
2 t2(ν+1)
x
, (x, y) ∈ Qt,1,
t2, (x, y) ∈ (0, 1)× (0, 1) \Qt,1.
We can see that
(3.10) ‖Aαν, · ;3(x, y)‖H ≤
C
|x− y| , x, y ∈ (0, 1),
x
2
< y < 2x.
Indeed, if x, y ∈ (0, 1), x2 < y < 2x, then 2|x− y| < max{x, y}, and we can write, according to (3.7),∥∥∥Aαν, · ;3(x, y)∥∥∥2H =
(∫ 4
max{x,y}
0
+
∫ 2
|x−y|
4
max{x,y}
)
|Aαν,t;3(x, y)|2
dt
t
≤ C
(
x4ν+2
∫ 4
max{x,y}
0
t4ν+3dt+
∫ 2
|x−y|
4
max{x,y}
tdt
)
≤ C
(
x4ν+2
max{x, y}4ν+4 +
1
|x− y|2 +
1
max{x, y}2
)
≤ C
(
1
x2
+
1
|x− y|2
)
≤ C|x− y|2 .
With the same arguments and using (3.9) we get
(3.11)
∥∥∥∥ ∂∂xAαν, · ;3(x, y)
∥∥∥∥
H
+
∥∥∥∥ ∂∂yAαν, · ;3(x, y)
∥∥∥∥
H
≤ C|x− y|2 , x, y ∈ (0, 1),
x
2
< y < 2x.
On the other hand, when 0 < y < x2 or 2x < y < 1 and t|x − y| ≤ 2, we have that (x, y) ∈ Qt,1, and, again
from (3.7) we deduce∥∥∥Aαν, · ;3(x, y)∥∥∥2H =
∫ 2
|x−y|
0
|Aαν,t;3(x, y)|2
dt
t
≤ C(xy)2ν+1
∫ 2
|x−y|
0
t4ν+3dt = C
(xy)2ν+1
|x− y|4ν+4 ≤ C
(xy)2ν+1
max{x, y}4ν+4 .
Thus,
(3.12)
∥∥∥Aαν, · ;3(x, y)∥∥∥H ≤ C min{x, y}ν+
1
2
max{x, y}ν+ 32 ≤ Cψν(x, y), 0 < y <
x
2
or 2x < y < 1.
Here, the function ψν is the one appearing in (3.4).
For every x ∈ (0, 1) we write
GAαν;3(f)(x) ≤ GAαν;3(χ( x2 ,2x)f)(x) +GAαν;3(χ(0,1)\( x2 ,2x)f)(x) =: GA
α,loc
ν;3 (f)(x) +GA
α,glob
ν;3 (f)(x).
Suppose that f ∈ L2(0, 1) and that the support of f is compact in (0, 1). According to (3.7) we have that∫ 1
0
|Aαν,t;3(x, y)||f(y)|dy <∞, x ∈ (0, 1), t > 0.
Let x ∈ (0, 1) \ supp(f) and h ∈ H. We define
Fx(t) =
(∫ 1
0
Aαν, · ;3(x, y)f(y)dy
)
(t), t ∈ (0,∞),
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where the integral is understood in an H–Bochner sense. Note that by using (3.10) and (3.12) we deduce
(3.13)
∫ 1
0
‖Aαν, · ;3(x, y)‖H|f(y)|dy <∞.
We can write∫ ∞
0
Fx(t)h(t)
dt
t
=
∫ 1
0
∫ ∞
0
Aαν,t;3(x, y)h(t)
dt
t
f(y)dy =
∫ ∞
0
∫ 1
0
Aαν,t;3(x, y)f(y)dyh(t)
dt
t
.
The first equality follows from properties of the H–Bochner integrals and the second one by interchanging the
order of integration. This interchange can be justified by using Ho¨lder inequality and (3.13).
Hence,
Fx(t) =
∫ 1
0
Aαν,t;3(x, y)f(y)dy = Aαν;3(f)(x, t), a.e. t ∈ (0,∞).
According to local and vector–valued Caldero´n-Zygmund theory for singular integrals (see [33] for the scalar
case) we can prove that the operator Aα,locν;3 is bounded from Lp(0, 1) into Lp((0, 1),H), for every 1 < p < ∞,
and α > 1. In other words, we have seen that the operator GAα,locν;3 is bounded on Lp(0, 1) for every 1 < p <∞
and α > 1.
Moreover, by using the Minkowski integral inequality and estimation (3.12) we get, proceeding analogously to
the analysis of GAα,+ν;2 , that GA
α,glob
ν;3 is bounded on L
p(0,∞) when α > 1 and one of the conditions (i′) or (ii′)
holds.
We conclude then that GAαν;3 is a bounded operator on Lp(0,∞) when α > 1 and one of the conditions (i′)
or (ii′) is satisfied.
From (3.3) and the Lp–boundedness properties for GAαν;2 and GAαν;3 we obtain that the operator defined by
GBαν (f)(x) =
∥∥∥∥∫ 1
0
Hαν,·,;2(x, y)f(y)dy
∥∥∥∥
H
, x ∈ (0, 1),
is bounded on Lp(0, 1), when α > 1, and provided that any of the conditions (i′) or (ii′) is fulfilled.
Now, we observe that, since {φν,j}∞j=1 is an orthonormal complete sequence in L2(0, 1), it follows that, when
α > 12 , ∫ 1
0
|GLνα (f)(x)|2dx = 4α2
∫ 1
0
∫ ∞
0
∣∣∣∣∣∣
∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
(sν,j
t
)2
cν,j(f)φν,j(x)
∣∣∣∣∣∣
2
dt
t
dx
= 4α2
∫ ∞
0
∞∑
j=1
(
1− s
2
ν,j
t2
)2α−2
+
(sν,j
t
)4
|cν,j(f)|2 dt
t
= 4α2
∫ ∞
0
∞∑
j=1
(1− u2)2(α−1)+ u3|cν,j(f)|2du = 2α2
Γ(2α− 1)
2Γ(2α+ 1)
‖f‖22.
We have also seen that GAαν;1 is bounded on L2(0, 1) when α > 12 . Then, again from (3.3), we deduce that
GBαν is bounded on L2(0, 1) provided that α > 12 .
By using now Stein’s complex interpolation theorem (see, for instance, [36]), we obtain that GBαν is bounded
on Lp(0, 1) when some of the properties (i), (ii) or iii) in the statement of the Theorem 1.1 holds. This fact,
jointly with the Lp–boundedness properties of the operator GAαν;1, leads to (3.1).
Next, we are going to see that, for every f ∈ Lp(0, 1),
(3.14) ‖f‖p ≤ C‖GLνα (f)‖p,
provided that some of the previous properties (i), (ii) or (iii) holds.
Note firstly that if 1 < p <∞ and p′ = p/(p− 1) is the conjugate of p we have that
(3.15)
2
2ν + 3
< p ≤ 2 ⇐⇒ 2 ≤ p′ < − 2
2ν + 1
,
and
(3.16) α >
1
4ν + 4
(
2
p
+ 2ν + 1
)
⇐⇒ α > 1
4ν + 4
(
− 2
p′
+ 2ν + 3
)
,
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when −1 < ν < − 12 . These relations allow us to prove (3.14) by using the Lp–boundedness properties for GLνα
established in the first part of this proof and duality arguments.
Assume that some of the properties (i), (ii) or (iii) is satisfied and suppose that f ∈ C∞c (0, 1), the space of
the smooth functions with compact support in (0, 1). We write
Sν,t = t∂tRα,Lνt , t > 0.
We have that
(3.17) f = cα
∫ ∞
0
(Sν,t)2f
dt
t
, with cα = 2− 1
α
,
where the integral is understood in the L2(0, 1)–Bochner sense. Indeed, we can write
(Sν,t)2f = 4α2
∞∑
j=1
(
1− s
2
ν,j
t2
)2(α−1)
+
s4ν,j
t4
cν,j(f)φν,j , t > 0.
Partial integration leads to
cν,j(f) = s
−2
ν,jcν,j(Lνf), j ∈ N,
which gives that |cν,j(f)| = O(s−2ν,j).
For every n ∈ N, we have∥∥∥∥∥∥
∞∑
j=1
(
1− s
2
ν,j
t2
)2(α−1)
+
s4ν,j
t4
cν,j(f)φν,j
∥∥∥∥∥∥
2
≤
∞∑
j=1
(
1− s
2
ν,j
t2
)2(α−1)
+
s4ν,j
t4
|cν,j(f)|‖φν,j‖2
≤
∞∑
j=1
(
1− s
2
ν,j
t2
)2(α−1)
+
s4ν,j
t4
1
s2ν,j
, t > 0.
Since sν,j ∼ j, for j ∈ N ([41, p. 489]), and α > 12 , we obtain∫ ∞
0
∞∑
j=1
(
1− s
2
ν,j
t2
)2(α−1)
+
s4ν,j
t4
1
s2ν,j
dt
t
≤ C
∞∑
j=1
1
j2
∫ 1
0
(1− u2)2(α−1)u3du <∞.
According to the Dominated Convergence Theorem for L2(0, 1)–Bochner integrals we can write∫ ∞
0
(Sν,t)2f
dt
t
= 4α2
∞∑
j=1
cν,j(f)φν,j
∫ ∞
0
(
1− s
2
ν,j
t2
)2(α−1)
+
s4ν,j
t4
dt
t
= 4α2
∞∑
j=1
cν,j(f)φν,j
∫ 1
0
(1− u2)2(α−1)u3du = α
2α− 1f.
Thus (3.17) is proved.
Let g ∈ C∞c (0, 1). We have that∫ 1
0
g(x)(Sν,t)2f(x)dx = 4α2
∞∑
j=1
cν,j(g)cν,j(f)
(
1− s
2
ν,j
t2
)2(α−1)
+
s4ν,j
t4
= 4α2
∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
s2ν,j
t2
cν,j(g)
(
1− s
2
ν,j
t2
)α−1
+
s2ν,j
t2
cν,j(f)
=
∫ 1
0
Sν,tf(x)Sν,tg(x)dx.
Then, the properties of the L2(0, 1)–Bochner integrals lead to∫ 1
0
f(x)g(x)dx = cα
∫ 1
0
g(x)
(∫ ∞
0
(Sν,t)2f
dt
t
)
(x)dx = cα
∫ ∞
0
∫ 1
0
g(x)(Sν,t)2f(x)dx
dt
t
= cα
∫ ∞
0
∫ 1
0
(Sν,tf)(x)(Sν,tg)(x)dx
dt
t
= cα
∫ 1
0
∫ ∞
0
(Sν,tf)(x)(Sν,tg)(x)
dt
t
dx.
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The last equality is justified because∫ 1
0
∫ ∞
0
|(Sν,tf)(x)(Sν,tg)(x)| dt
t
dx ≤ ‖GLνα f‖p‖GLνα g‖p′ ≤ C‖f‖p‖g‖p′ ,
where we have used that GLνα is bounded on L
p(0, 1) and on Lp
′
(0, 1) when some of the properties (i), (ii) or
(iii) holds (recall the relations (3.15) and (3.16)).
Since C∞c (0, 1) is a dense subspace of L
p(0, 1) we conclude that∫ 1
0
f(x)g(x)dx = cα
∫ 1
0
∫ ∞
0
(Sν,tf)(x)(Sν,tg)(x)
dt
t
dx,
for every f ∈ Lp(0, 1) and g ∈ Lp′(0, 1).
Let f ∈ Lp(0, 1). It follows that
‖f‖p = sup
g∈Lp′ (0,1),‖g‖p′≤1
∣∣∣∣∫ 1
0
f(x)g(x)dx
∣∣∣∣ = cα sup
g∈Lp′ (0,1),‖g‖p′≤1
∣∣∣∣∫ 1
0
∫ ∞
0
(Sν,tf)(x)(Sν,tg)(x)
dt
t
dx
∣∣∣∣
≤ cα sup
g∈Lp′ (0,1),‖g‖p′≤1
‖GLνα f‖p‖GLνα g‖p′ ≤ C‖GLνα f‖p,
and (3.14) is established.
Thus, the proof of Theorem 1.1 is finished.
4. Proof of Theorem 1.3
We adapt the ideas developed in [2, pp. 118–120] to a Hilbert–valued setting.
Suppose that GLνα is bounded on L
p(0, 1). We are going to show that there exists C > 0 such that
‖GBνα f‖Lp(0,∞) ≤ C‖f‖Lp(0,∞), f ∈ C∞c (0,∞).
Let f ∈ C∞c (0,∞), the space of smooth functions with compact support in (0,∞). Without loss of generality,
we will assume that supp(f) ⊂ (0, a), with a > 0. For every r > 0, we define fr(x) = f(rx), x ∈ (0,∞). Note
that there exists r0 > 1 such that, for every r > r0, fr ∈ C∞c (0, 1), where C∞c (0, 1) represents the space of smooth
functions with compact support in (0, 1).
We recall that for g ∈ C∞c (0, 1) and h ∈ C∞c (0,∞)
GLνα (g)(x) = 2α
∥∥∥∥∥∥
∫ 1
0
g(y)
∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
s2ν,j
t2
φν,j(x)φν,j(y)dy
∥∥∥∥∥∥
H
, x ∈ (0, 1),
GBνα (h)(x) = 2α
∥∥∥∥∥
∫ ∞
0
h(y)
∫ ∞
0
(
1− z
2
t2
)α−1
+
z2
t2
√
xzJν(xz)
√
yzJν(yz)dzdy
∥∥∥∥∥
H
, x ∈ (0,∞).
Let r > r0. We define
Fr(x) = χ(0,r)(x)
∞∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
cν,j(fr)φν,j
(x
r
)
.
In view of the boundedness of GLνα on L
p(0, 1), by considering H = L2 ((0,∞), dtt ), we obtain
‖Fr‖Lp((0,∞),H) =
∥∥∥∥∥∥∥∥
∫ ∞
0
∣∣∣∣∣∣
∞∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
cν,j(fr)φν,j
( ·
r
)∣∣∣∣∣∣
2
dt
t

1
2
∥∥∥∥∥∥∥∥
Lp(0,r)
= r
1
p
∥∥∥∥∥∥∥∥
∫ ∞
0
∣∣∣∣∣∣
∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
s2ν,j
t2
cν,j(fr)φν,j (·)
∣∣∣∣∣∣
2
dt
t

1
2
∥∥∥∥∥∥∥∥
Lp(0,1)
≤ Cr 1p ‖fr‖Lp(0,1) = C‖f‖Lp(0,∞).
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Since Plancherel’s equality holds in L2((0, 1),H) with respect to {φν,j}∞j=1, we also have that
‖Fr‖L2((0,∞),H) = r 12
∥∥∥∥∥∥∥∥
∫ ∞
0
∣∣∣∣∣∣
∞∑
j=1
(
1− s
2
ν,j
t2
)α−1
+
s2ν,j
t2
cν,j(fr)φν,j (·)
∣∣∣∣∣∣
2
dt
t

1
2
∥∥∥∥∥∥∥∥
L2(0,1)
(4.1)
= r
1
2
 ∞∑
j=1
|cν,j(fr)|2
∫ ∞
0
(
1− s
2
ν,j
t2
)2(α−1)
+
s4ν,j
t4
dt
t
 12
= r
1
2
 ∞∑
j=1
|cν,j(fr)|2
∫ 1
0
(
1− z2)2(α−1) z3dz
 12
=
(
Γ(2α− 1)
2Γ(2α+ 1)
) 1
2
r
1
2
 ∞∑
j=1
|cν,j(fr)|2
 12
=
(
Γ(2α− 1)
2Γ(2α+ 1)
) 1
2
‖f‖L2(0,∞).
Then, there exist an increasing sequence {rj}∞j=1 ⊂ (r0,∞) such that rj → ∞ as j → ∞, and a function
F ∈ Lp((0,∞),H) ∩ L2((0,∞),H) such that Frj → F as j →∞, weakly in L2((0,∞),H) and in Lp((0,∞),H).
Moreover,
‖F‖L2((0,∞),H) ≤ C‖f‖L2(0,∞),
and
‖F‖Lp((0,∞),H) ≤ C‖f‖Lp(0,∞).
We are going to prove that
F (x, t) =
1
2α
t∂tR
α,Bν
t (f)(x), a.e. (x, t) ∈ (0,∞)2.
Given r > r0, for every k ∈ N we decompose
Fr = I
k
r +D
k
r ,
where
Ikr (x, t) = χ(0,r)(x)
k[r]∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
cν,j(fr)φν,j
(x
r
)
, x, t ∈ (0,∞),
and
Dkr (x, t) = χ(0,r)(x)
∞∑
j=k[r]+1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
cν,j(fr)φν,j
(x
r
)
, x, t ∈ (0,∞).
We recall that
cν,j(fr) =
(
r
sν,j
)2
cν,j((Lνf)r), j ∈ N.
Let k ∈ N. By proceeding as in (4.1), we get
‖Dkr‖2L2((0,∞),H) =
Γ(2α− 1)
2Γ(2α+ 1)
r
∞∑
j=k[r]+1
|cν,j(fr)|2
=
Γ(2α− 1)
2Γ(2α+ 1)
r
∞∑
j=k[r]+1
r4
s4ν,j
|cν,j((Lνf)r)|2
≤ Cr
k4
∞∑
j=1
|cν,j((Lνf)r)|2 = C
k4
‖Lνf‖22,
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where the constant C does not depend on r or k. We have used that sν,j = pi
(
j + ν2 − 14 +O
(
1
j
))
, for j ∈ N
(see [2, (2.2)]).
By using a diagonal argument we can find an increasing function φ : N→ N such that, for every k ∈ N, there
exists Dk ∈ L2((0,∞),H) verifying Dkrφ(j) → Dk, as j → ∞, weakly in L2((0,∞),H), with ‖Dk‖L2((0,∞),H) ≤
C/k2. Then, there exists an increasing function ψ : N → N such that ‖Dψ(k)(x, ·)‖H → 0, as k → ∞, for a.e.
x ∈ (0,∞), and Dψ(k)(x, t)→ 0, as k →∞, for a.e. (x, t) ∈ (0,∞)2. We define, for every k ∈ N, F k = F −Dψ(k).
Hence, we have
lim
j→∞
Iψ(k)rφ(j) = Frφ(j) −Dψ(k)rφ(j) −→ F −Dψ(k) = F k, weakly in L2((0,∞),H).
Also, F k(x, t) → F (x, t), as k → ∞, for a.e. (x, t) ∈ (0,∞)2, and ‖F k(x, ·)− F (x, ·)‖H → 0, as k → ∞, for a.e.
x ∈ (0,∞).
For every k ∈ N and x ∈ (0,∞) we denote by Fx : [0, pik]→ H the function given by
[Fx(y)](t) =
(
1− y
2
t2
)α−1
+
y2
t2
hν(f)(y)
√
xyJν(xy), y ∈ (0, pik) and t ∈ (0,∞), y ∈ (0, pik], t > 0,
and
[Fx(0)](t) = 0, t > 0.
Our next objective is to establish that, for each k ∈ N and x ∈ (0,∞),
lim
r→∞ I
k
r (x, ·) =
∫ pik
0
Fx(y)dy, in H.
Here, the integral is understood in the H–Bochner sense.
Let k ∈ N and x ∈ (0,∞). We first observe that, Fx is H–Bochner integrable. Since Jµ(z) ∼ 12µΓ(µ+1)zµ, as
z → 0+, when µ > −1, we have that∥∥∥∥∥
(
1− y
2
t2
)α−1
+
y2
t2
hν(f)(y)
√
xyJν(xy)
∥∥∥∥∥
H
≤ C
∥∥∥∥∥
(
1− y
2
t2
)α−1
+
y2
t2
∥∥∥∥∥
H
|hν(f)(y)||√xyJν(xy)|
≤ C
∫ a
0
|√yzJν(yz)||f(z)|dz|√xyJν(xy)| ≤ Cy2ν+1, 0 < y < pik + 1.(4.2)
Then, ∫ pik
0
‖Fx(y)‖Hdy ≤
∫ pik
0
y2ν+1dy ≤ C.
Furthermore, Fx is continuous in [0, pik]. In order to see this, assume that y ∈ [0, pik] and {yn}∞n=1 is a sequence
in [0, pik] verifying yn → y, as n → ∞. We are going to show that Fx(yn) → Fx(y), as n → ∞, in H. Suppose
firstly that y > 0. We have that
[Fx(y)](t)− [Fx(yn)](t) =
(
1− y
2
t2
)α−1
+
y2
t2
[hν(f)(y)
√
xyJν(xy)− hν(f)(yn)√xynJν(xyn)]
+
[(
1− y
2
t2
)α−1
+
y2
t2
−
(
1− y
2
n
t2
)α−1
+
y2n
t2
]
hν(f)(yn)
√
xynJν(xyn)
= H1(t, n) +H2(t, n), n ∈ N and t > 0.
From the continuity of hν(f) on [0,∞), we get
‖H1(·, n)‖H = |hν(f)(y)√xyJν(xy)− hν(f)(yn)√xynJν(xyn)|
∥∥∥∥∥
(
1− y
2
t2
)α−1
+
y2
t2
∥∥∥∥∥
H
=
(
Γ(2α− 1)
2Γ(2α+ 1)
) 1
2
|hν(f)(y)√xyJν(xy)− hν(f)(yn)√xynJν(xyn)| −→
n→∞ 0.
On the other hand, since |hν(f)(yn)√xynJν(xyn)| ≤ Cy2ν+1n , n ∈ N, we have that
‖H2(·, n)‖H ≤ Cy2ν+1n
∥∥∥∥∥
(
1− y
2
t2
)α−1
+
y2
t2
−
(
1− y
2
n
t2
)α−1
+
y2n
t2
∥∥∥∥∥
H
, n ∈ N.
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Let us write mn = min{yn, y} and Mn = max{yn, y}, n ∈ N. Then, we get∥∥∥∥∥
(
1− y
2
t2
)α−1
+
y2
t2
−
(
1− y
2
n
t2
)α−1
+
y2n
t2
∥∥∥∥∥
2
H
=
∫ Mn
mn
∣∣∣∣∣
(
1− m
2
n
t2
)α−1
m2n
t2
∣∣∣∣∣
2
dt
t
+
∫ ∞
Mn
∣∣∣∣∣
(
1− m
2
n
t2
)α−1
m2n
t2
−
(
1− M
2
n
t2
)α−1
M2n
t2
∣∣∣∣∣
2
dt
t
=
∫ 1
mn
Mn
(1− u2)2(α−1)u3du+
∫ 1
0
∣∣∣∣∣
(
1− m
2
n
M2n
u2
)α−1
m2n
M2n
− (1− u2)α−1
∣∣∣∣∣
2
u3du, n ∈ N.
Since α > 12 and
mn
Mn
−→ 1, as n→∞, it is clear that the first integral converges to 0, as n→∞. On the other
hand, we choose n0 ∈ N such that mnMn ∈
(
1
2 , 1
)
, n ≥ n0, and observe that, for every n ≥ n0,(
1− m
2
n
M2n
u2
)α−1
m2n
M2n
≤
{ (
1− u2)α−1 , 12 < α < 1,(
1− 12u2
)α−1
, α ≥ 1.
Then, by using the Dominated Convergence Theorem, we obtain that
lim
n→∞
∫ 1
0
∣∣∣∣∣
(
1− m
2
n
M2n
u2
)α−1
m2n
M2n
− (1− u2)α−1
∣∣∣∣∣
2
u3du = 0.
Hence, ‖H2(·, n)‖H → 0, as n→∞.
If y = 0, we have that
‖Fx(0)− Fx(yn)‖H =
∥∥∥∥∥
(
1− y
2
n
t2
)α−1
+
y2n
t2
∥∥∥∥∥
H
|hν(f)(yn)√xynJν(xyn)|
=
(
Γ(2α− 1)
2Γ(2α+ 1)
) 1
2
|hν(f)(yn)√xynJν(xyn)| −→ 0, as n→∞.
Since Fx is continuous in [0, pik] and H is separable, the H–Bochner integral of Fx on [0, pik] coincides with
the H-Riemann integral of Fx on [0, pik] (see, for instance [23]).
Now we write
Ikr (x, t) = χ(0,r)(x)
k[r]∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
cν,j(fr)φν,j
(x
r
)
= χ(0,r)(x)
k[r]∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
hν(f)
(sν,j
r
)√x
r
sν,jJν
(x
r
sν,j
) d2ν,j
r
= χ(0,r)(x)
k[r]∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
hν(f)
(sν,j
r
)√x
r
sν,jJν
(x
r
sν,j
) sν,j+1 − sν,j
r
+ χ(0,r)(x)
k[r]∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
hν(f)
(sν,j
r
)√x
r
sν,jJν
(x
r
sν,j
) d2ν,j − sν,j+1 + sν,j
r
= Ikr;1(x, t) + I
k
r;2(x, t), t > 0.
Here, dν,j =
√
2
∣∣√sν,jJν+1(sν,j)∣∣, j ∈ N.
Let us show that
lim
r→∞ I
k
r;2(x, ·) = 0, in H.
Since Jµ(z) ∼ 12µΓ(µ+1)zµ, as z → 0+, for any µ > −1, and sν,j = pi
(
j + ν2 − 14 +O
(
1
j
))
, for j ∈ N, we get∣∣∣∣√xr sν,jJν (xr sν,j)
∣∣∣∣ ≤ C (xr sν,j)ν+ 12 ≤ C
(
xj
r
)ν+ 12
, j ∈ N, 1 ≤ j ≤ k[r],
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and, ∣∣∣hν(f)(sν,j
r
)∣∣∣ ≤ C ∫ a
0
|f(y)|
∣∣∣∣√yr sν,jJν (yr sν,j)
∣∣∣∣ dy
≤ C
(
j
r
)ν+ 12 ∫ a
0
|f(y)|yν+ 12 dy, j ∈ N, 1 ≤ j ≤ k[r].
Also, since dν,j =
√
pi
(
1 +O
(
1
j
))
, for j ∈ N, it follows that d2ν,j − sν,j+1 + sν,j = O
(
1
j
)
, j ∈ N.
We then deduce that
‖Ikr;2(x, ·)‖H ≤ C
k[r]∑
j=1
∥∥∥∥∥∥
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
∥∥∥∥∥∥
H
(
j
r
)2ν+1
1
jr
≤ C
r2ν+2
k[r]∑
j=1
j2ν ≤ C
(k[r])2ν+2
k[r]∑
j=1
j2ν
≤ C
(k[r])2ν+2

(k[r])2ν+1, if ν ≥ 0,
1 +
∫ k[r]
1
s2νds = 1 +
(k[r])2ν+1 − 1
2ν + 1
, if ν < 0.
Hence,
lim
r→∞ ‖I
k
r;2(x, ·)‖H = 0.
Next we are going to see that
lim
r→∞ I
k
r;1(x, t) =
∫ pik
0
Fx(y)dy, in H,(4.3)
where, as it was shown, the integral can be understood in the H-Riemann sense.
Assume that ν > − 12 . Recalling that sν,j = pi
(
j + ν2 − 14 +O
(
1
j
))
, for j ∈ N, it follows that
sν,k[r]
r
=
pi
(
k[r] + ν2 − 14 +O
(
1
k[r]
))
r
= pik +
pi
(
k([r]− r) + ν2 − 14 +O
(
1
k[r]
))
r
−→
r→∞ pik.
Therefore, there exists η > 0 such that
sν,k[r]
r
< pik + 1, for every r > η.
We distinguish three cases. Firstly, we suppose that
sν,k[r]+1
r
< pik. If j ∈ N is such that sν,k[r]+j
r
< pik,
we have that j < −ν2 + 12 + k, when r > η1, for some η1 > η. For every r > η1, we define jr ∈ N such that
sν,k[r]+jr
r
< pik and
sν,k[r]+jr+1
r
≥ pik. We write
Ikr;1(x, t) =
k[r]+jr∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
hν(f)
(sν,j
r
)√x
r
sν,jJν
(x
r
sν,j
) sν,j+1 − sν,j
r
−
k[r]+jr∑
j=k[r]+1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
hν(f)
(sν,j
r
)√x
r
sν,jJν
(x
r
sν,j
) sν,j+1 − sν,j
r
:= A1(r)(t) +B1(r)(t), r > η1.
Here sν,j+1 = sν,j+1, j = 1, . . . , k[r] + jr − 1, and sν,k[r]+jr+1 = kpi. Thus, we have that
‖B1(r)‖H ≤ C
k[r]+jr∑
j=k[r]+1
(sν,j
r
)2ν+1 sν,j+1 − sν,j
r
≤ C
r
, r > η1.
Suppose now
sν,k[r]+1
r
> pik. If j ∈ N and sν,k[r]−j
r
> pik, then j < max{1, ν/2} when r > η2 for some η2 > η.
We redefine, for this case, jr ∈ N such that
sν,k[r]−jr
r
< pik and
sν,k[r]−jr+1
r
≥ pik, where r > η2.
We write
Ikr;1(x, t) =
k[r]−jr−1∑
j=1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
hν(f)
(sν,j
r
)√x
r
sν,jJν
(x
r
sν,j
) sν,j+1 − sν,j
r
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+
(
1−
s2ν,k[r]−jr
t2r2
)α−1
+
s2ν,k[r]−jr
t2r2
hν(f)
(sν,k[r]−jr
r
)√x
r
sν,k[r]−jrJν
(x
r
sν,k[r]−jr
) pik − sν,k[r]−jr
r

+
(1− s2ν,k[r]−jr
t2r2
)α−1
+
s2ν,k[r]−jr
t2r2
hν(f)
(sν,k[r]−jr
r
)√x
r
sν,k[r]−jrJν
(x
r
sν,k[r]−jr
) sν,k[r]−jr+1 − pik
r
+
k[r]∑
j=k[r]−jr+1
(
1− s
2
ν,j
t2r2
)α−1
+
s2ν,j
t2r2
hν(f)
(sν,j
r
)√x
r
sν,jJν
(x
r
sν,j
) sν,j+1 − sν,j
r

= A2(r)(t) +B2(r)(t), r > η2.
We have that
‖B2(r)‖H ≤ C
k[r]∑
j=k[r]−jr+1
(sν,j
r
)2ν+1 1
r
≤ C
r
, r > η2.
For the third case, that is, when
sν,k[r]+1
r
= pik, we define A3(r)(t) = I
k
r;1(x, t).
We observe that Aj(r), j = 1, 2, 3, are Riemann sums for Fx on [0, pik] with amplitude smaller than C/r,
where C > 0 does not depend on r. Then, if ε > 0, there exists η3 > 0 such that∥∥∥∥∥
∫ pik
0
Fx(y)dy −Aj(r)
∥∥∥∥∥
H
< ε, r > η3 and j = 1, 2, 3.
We conclude that if ε > 0, there exists η > 0 such that∥∥∥∥∥
∫ pik
0
Fx(y)dy − Ikr;1(x, ·)
∥∥∥∥∥
H
< ε, r > η.
Assume now that −1 < ν ≤ − 12 . In this case we must do some more work on this because the function z
1
2 Jν(z)
is not bounded in any neighbourhood of the origin.
Let ε > 0. According to (4.2) we can find λ ∈ (0, pik) such that∫ λ
0
‖Fx(y)‖H dy ≤ C
∫ λ
0
y2ν+1dy < ε.
We choose r1 > 0 such that
sν,j+1 − sν,j
r
<
λ
2
, j ∈ N and r > r1.
Let r > r1. There exists kr such that
sν,kr
r
≤ λ
2
and
sν,kr+1
r
>
λ
2
. Also, there exists M > 0 such that(
sν,j
sν,j+1
)2ν+1
≤M, j ∈ N.
Then ∥∥Ikr;1(x, ·)∥∥H ≤ C kr∑
j=1
(sν,j
r
)2ν+1 sν,j+1 − sν,j
r
≤ C
kr∑
j=1
(sν,j+1
r
)2ν+1 sν,j+1 − sν,j
r
≤ C
∫ λ
0
y2ν+1dy ≤ Cε.
By using the same arguments as in the previous case, we obtain that there exists η > 0 such that∥∥∥∥∥
∫ pik
0
F(y)dy − Ikr;1(x, ·)
∥∥∥∥∥
H
< ε, r > η.
Thus (4.3) is established.
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Let 0 < a < b <∞ and 0 < c < d <∞. By proceeding as above we get, for every x ∈ [a, b],∫ d
c
∣∣∣∣∣Iψ(k)rφ(j)(x, t)−
(∫ piψ(k)
0
Fx(y)dy
)
(t)
∣∣∣∣∣ dtt ≤
(
log
d
c
) 1
2
∥∥∥∥∥Iψ(k)rφ(j)(x, ·)−
(∫ piψ(k)
0
Fx(y)dy
)
(·)
∥∥∥∥∥
H
≤
ψ(k)[rφ(j)]∑
i=1
∥∥∥∥∥∥
(
1− s
2
ν,i
t2r2φ(j)
)α−1
+
s2ν,i
t2r2φ(j)
∥∥∥∥∥∥
H
∣∣cν,i(frφ(j))∣∣ ∣∣∣∣φν,i( xrφ(j)
)∣∣∣∣
+
∫ piψ(k)
0
∥∥∥∥∥
(
1− z
2
t2
)α−1
+
z2
t2
∥∥∥∥∥
H
|hν(f)(z)||
√
xzJν(xz)|dz
≤ C
ψ(k)[rφ(j)]∑
i=1
∣∣cν,i(frφ(j))∣∣ ∣∣∣∣φν,i( xrφ(j)
)∣∣∣∣+ ∫ piψ(k)
0
|hν(f)(z)||
√
xzJν(xz)|dz
 ≤ C.
Dominated Convergence Theorem allows us to obtain
lim
j→∞
∫ b
a
∫ d
c
∣∣∣∣∣Iψ(k)rφ(j)(x, t)−
(∫ piψ(k)
0
Fx(y)dy
)
(t)
∣∣∣∣∣ dtt dx
=
∫ b
a
lim
j→∞
∫ d
c
∣∣∣∣∣Iψ(k)rφ(j)(x, t)−
(∫ piψ(k)
0
Fx(y)dy
)
(t)
∣∣∣∣∣ dtt dx
≤
(
log
d
c
) 1
2
∫ b
a
lim
j→∞
∫ d
c
∣∣∣∣∣Iψ(k)rφ(j)(x, t)−
(∫ piψ(k)
0
Fx(y)dy
)
(t)
∣∣∣∣∣
2
dt
t
 12 dx = 0.
Then,
F k(x, t) =
(∫ piψ(k)
0
Fx(y)dy
)
(t), a.e. (x, t) ∈ (0,∞)2.
Hence,
F (x, t) = lim
k→∞
(∫ piψ(k)
0
Fx(y)dy
)
(t), a.e. (x, t) ∈ (0,∞)2.
Let h ∈ L2((0,∞),H), 0 < a < b < +∞ and 0 < c < d < +∞. We have that∫ b
a
∫ d
c
(∫ piψ(k)
0
Fx(y)dy
)
(t)h(x, t)
dt
t
dx =
∫ b
a
∫ piψ(k)
0
∫ d
c
[Fx(y)](t)h(x, t)
dt
t
dydx
=
∫ b
a
∫ d
c
∫ piψ(k)
0
[Fx(y)](t)dyh(x, t)
dt
t
, k ∈ N.
The last equality is justified because, by proceeding as in (4.2), we get∫ b
a
∫ piψ(k)
0
∫ d
c
[Fx(y)](t)h(x, t)
dt
t
dydx ≤
∫ b
a
∫ piψ(k)
0
‖Fx(y)‖H‖h(x, ·)‖Hdydx
≤ C
∫ b
a
∫ piψ(k)
0
|hν(f)(y)||√xyJν(xy)|dydx
≤ C
∫ b
a
xν+
1
2 dx
∫ piψ(k)
0
y2ν+1dy <∞.
We deduce that(∫ piψ(k)
0
Fx(y)dy
)
(t) =
∫ piψ(k)
0
(
1− y
2
t2
)α−1
+
y2
t2
hν(f)(y)
√
xyJν(xy)dy, a.e. (x, t) ∈ (0,∞)2.
Hence,
F (x, y) =
∫ ∞
0
(
1− y
2
t2
)α−1
+
y2
t2
hν(f)(y)
√
xyJν(xy)dy =
t
2α
∂tR
α,Bν
t (f)(x), a.e. (x, t) ∈ (0,∞)2.
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We conclude that
‖GBνα f‖Lp(0,∞) ≤ C‖f‖Lp(0,∞).
Thus, the proof is finished.
5. Proof of Theorem 1.4
We consider the operator
m(Lν)f =
∞∑
j=1
mjcν,j(f)φν,j , f ∈ L2(0, 1).
Since {mj}∞j=1 ∈ `∞, m(Lν) is bounded on L2(0, 1).
Let f ∈ L2(0, 1). We have that
GLν1 (f)(x) =
(∫ ∞
0
∣∣∣∣ ∂∂tR1,Lνt (f)(x)
∣∣∣∣2 tdt
) 1
2
=
(∫ ∞
0
|H1,Lνt (f)(x)|2
dt
t
) 1
2
, x ∈ (0, 1),
where
H1,Lνt (f)(x) =
∞∑
j=1
χ(0,1]
(sν,j
t
)(sν,j
t
)2
cν,j(f)φν,j(x), x ∈ (0, 1), t > 0.
Then,
H1,Lνt (m(Lν)f)(x) =
∞∑
j=1
χ(0,1]
(sν,j
t
)(sν,j
t
)2
mjcν,j(f)φν,j(x)
=
j(t)∑
j=1
(sν,j
t
)2
mjcν,j(f)φν,j(x), x ∈ (0, 1), t > 0,
where j(t) = max{j ∈ N : sν,j ≤ t}.
By using Abel summation formula we get
H1,Lνt (m(Lν)f)(x) = mj(t)+1
j(t)∑
j=1
(sν,j
t
)2
cν,j(f)φν,j(x)−
j(t)∑
k=1
(mk+1 −mk)
k∑
j=1
(sν,j
t
)2
cν,j(f)φν,j(x)
= mj(t)+1H1,Lνt (f)(x)−
j(t)∑
k=1
(mk+1 −mk)
k∑
j=1
(sν,j
t
)2
cν,j(f)φν,j(x), x ∈ (0, 1), t > 0.
We can write, for each x ∈ (0, 1) and t > 0,∣∣∣∣∣∣
j(t)∑
k=1
(mk+1 −mk)
k∑
j=1
(sν,j
t
)2
cν,j(f)φν,j(x)
∣∣∣∣∣∣ ≤
j(t)∑
k=1
|mk+1 −mk|
t2(sν,k+1 − sν,k)
∫ sν,k+1
sν,k
∣∣∣∣∣∣
k∑
j=1
s2ν,jcν,j(f)φν,j(x)
∣∣∣∣∣∣ du
=
j(t)∑
k=1
|mk+1 −mk|
t2(sν,k+1 − sν,k)
∫ sν,k+1
sν,k
u2|H1,Lνu (f)(x)|du
≤ 1
t2
j(t)∑
k=1
|mk+1 −mk|2
 12 j(t)∑
k=1
1
(sν,k+1 − sν,k)2
∫ sν,k+1
sν,k
u5du
∫ sν,k+1
sν,k
|H1,Lνu (f)(x)|2
du
u
 12 .
Since sν,k+1 − sν,k = pi +O(1/k), k ∈ N, it follows that∣∣∣∣∣∣
j(t)∑
k=1
(mk+1 −mk)
k∑
j=1
(sν,j
t
)2
cν,j(f)φν,j(x)
∣∣∣∣∣∣
≤ C
t2
j(t)∑
k=1
|mk+1 −mk|2
 12 j(t)∑
k=1
∫ sν,k+1
sν,k
|H1,Lνu (f)(x)|2
du
u
 12
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≤ C
t2
j(t)∑
k=1
|mk+1 −mk|2
 12 (∫ sν,j(t)+1
sν,1
|H1,Lνu (f)(x)|2
du
u
) 1
2
.
Then,∫ ∞
0
∣∣∣∣∣∣
j(t)∑
k=1
(mk+1 −mk)
k∑
j=1
(sν,j
t
)2
cν,j(f)φν,j(x)
∣∣∣∣∣∣
2
dt
t
=
∫ ∞
sν,1
∣∣∣∣∣∣
j(t)∑
k=1
(mk+1 −mk)
k∑
j=1
(sν,j
t
)2
cν,j(f)φν,j(x)
∣∣∣∣∣∣
2
dt
t
≤ C
∫ ∞
sν,1
1
t5
j(t)∑
k=1
|mk+1 −mk|2dt
∫ ∞
0
|H1,Lνu (f)(x)|2
du
u
≤ C
∫ ∞
0
|H1,Lνu (f)(x)|2
du
u
∞∑
`=1
∫ sν,`+1
sν,`
1
t5
j(t)∑
k=1
|mk+1 −mk|2dt
≤ C
∫ ∞
0
|H1,Lνu (f)(x)|2
du
u
∞∑
`=1
s4ν,`+1 − s4ν,`
s4ν,`s
4
ν,`+1
∑`
k=1
|mk+1 −mk|2
≤ C
∫ ∞
0
|H1,Lνu (f)(x)|2
du
u
∞∑
`=1
1
`5
∑`
k=1
|mk+1 −mk|2, x ∈ (0, 1).
We conclude that
(5.1) GLν1 (m(Lν)f)(x) ≤ |||m|||GLν1 (f)(x), x ∈ (0, 1).
By using Theorem 1.1 and (5.1) the proof of this theorem can be finished.
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