The degree of equivalence of national measurement standards is established by means of key comparisons. The analysis of data from a key comparison requires the determination of a reference value, which is then used to express the degree of equivalence of the national measurement standards. Several methods for determining a reference value are available and these methods can lead to different results. In this study current methods for determining a reference value are compared. In order to quantitatively assess the quality of performance, the methods are applied to a large set of simulated key comparison data. The simulations refer to several realistic scenarios, including correlated measurements. Large differences in the results can occur and none of the methods performs best in every situation. We give some guidance for selecting an appropriate method when assumptions about the reliability of quoted uncertainties can be made.
Introduction
Mutual recognition arrangements play a major role in the globalization of metrology. The mutual recognition of national measurement standards has recently been signed by several national metrology institutes [1] . The capabilities of each participating national metrology institute are checked by key comparisons which establish the degree of equivalence of standards issued by the national metrology institutes. In particular, it is judged whether a laboratory participating in a key comparison is measuring as accurately as it claims to do. The degree of equivalence of measurement standards is determined by their agreement with a reference value obtained from the key comparison data. Consequently, the reference value and its associated uncertainty are essential for the analysis of key comparisons. However, there is no prescribed method for determining the reference value, so several methods are in use.
Traditionally, reference values are calculated as the (weighted) mean of the individual results obtained by the participating laboratories. Since the (weighted) mean is very sensitive with respect to outliers (or highly underrated uncertainties), interest has been directed towards more robust methods in cases in which there may be outliers [2] . In a recent work Cox [3] reported on several approaches to determining a key comparison reference value. In particular, the interrelations between possible assumptions, such as assumptions about the credibility of the uncertainties stated, and the method chosen for determining a reference value is emphasized. Using data of one key comparison, Cox illustrates the results obtained by the several different methods.
This paper aims at a quality assessment of various methods for determining a key comparison reference value. This goal is reached by simulating and analysing many sets of key comparison data. The advantage of using simulated data is that the performance of each method of analysis can be judged quantitatively. The simulations address various realistic situations, including correlated measurements. In particular, the sensitivity of methods of analysis with respect to the credibility of the quoted uncertainties is studied. On the basis of the results, we give some guidance for the choice of a method when assumptions about the credibility of the uncertainties stated can be made.
Four current methods for determining a reference value are considered. The first two methods, involving the weighted mean and a cluster method, both make use of the uncertainties provided by the participating laboratories. The other two methods, involving a resampling procedure using the median and a maximum likelihood estimator, do not make use of this information. There are, of course, further methods for determining a key comparison reference value, e.g. taking the mean or the median. The choice of methods was made in an attempt to represent fairly different current approaches. The method involving the weighted mean uses all information and can be viewed as the standard method. The cluster method tries to overcome problems associated with the weighted mean due to gross outliers and underrated uncertainties. The maximum likelihood estimator stands for a sophisticated analysis method using specific assumptions about the distribution of the data, whereas the resampling method using the median combines bootstrap methodology and a robust estimator.
In contrast to the other methods, use of the maximum likelihood estimator assumes that repeated measurements are carried out. Therefore, this method is separately described and compared with the other methods. In the next section the first three methods of analysis are briefly described. Simulated key comparison data used for the quality assessment of these methods are then presented in section 3 and the associated results are shown in section 4. In section 5 the maximum likelihood estimator is dealt with. After this method has been introduced, further simulated key comparison data, including repeated measurements, are presented. These data are constructed in such a way that the mean values of the repeated measurements follow the scenarios of the simulations of section 3. The associated results are also shown in section 5 and compared with the results obtained by the other methods. Finally, a discussion of the results of all methods is added in section 6.
Three methods for determining a key comparison reference value
Let in the following x i , u(x i ), i = 1, . . . , N denote the values of measurement standards together with associated standard uncertainties obtained by N laboratories participating in an interlaboratory comparison. It is assumed that no information about correlations among the values of measurement standards is available.
The weighted mean
The weighted mean y is calculated according to
with an associated (standard) uncertainty given by [4] :
This formula is derived under the assumption that the values of measurement standards are not correlated. The weighted mean can be viewed as an estimator which, in a least-squares sense, optimally accounts for the given information. It can, however, lead to unreasonable estimates in cases in which, e.g., some of the quoted uncertainties are highly underrated, i.e. when the given information is (partly) unreliable. This can be detected by applying the so-called χ 2 -criterion, cf equation (5.77) on p 204 in [4] . If this criterion is not satisfied, the data and, in particular, quoted uncertainties, should be carefully checked and, if possible, corrected. For the simulation study below the weighted mean is applied as it is, i.e. without considering the χ 2 -criterion.
The cluster method
This method tries to overcome possible shortcomings of using the weighted mean in the presence of some underrated uncertainties while maintaining its excellent properties when all uncertainties are reliable. The method proceeds in two steps. First, a cluster method is applied in order to identify those values of measurement standards for which quoted uncertainties appear reliable. Then the weighted mean of these values is taken as the final value. The cluster method basically follows the proposal in [3] . It considers intervals [x i − ku(x i ), x i + ku(x i )] with correspondingly high levels of confidence. It can be expected that these intervals tend to overlap for cases in which uncertainties u(x i ) are reliably quoted. Any subset of laboratories is said to form a cluster if the corresponding intervals have a common intersection. The largest cluster or clusters are determined and the corresponding results are associated with the set of reliable values of measurement standards. The results reported in section 4 were obtained by application of the cluster method to the intervals [ Figure 1 illustrates the clustering procedure.
The resampling procedure
This method combines bootstrap methodology, which has been applied in metrology [5] , and the median as a robust estimator of the reference value. It works as follows. Samples (x l1 , . . . , x lN ) of length N are drawn randomly from the set of values {x 1 , . . . , x N } with probabilities P (x lj = x k ) = 1/N for j, k = 1, . . . , N. For each random sample the median is calculated and its sampling distribution is approximated by drawing many random samples (x l1 , . . . , x lN ). The reference value y is then calculated as the mean of this distribution and the square root of the variance of this distribution is assigned as its uncertainty. For a more detailed description of this method see [3] .
When the number of random samples tends to infinity this estimator of the reference value can be written as a so-called L-estimator
with the associated uncertainty
where x (i) , i = 1, . . . , N, denote the ordered sample, i.e. (x (1) , . . . , x (N ) ) is a permutation of (x 1 , . . . , x N ) chosen such that x (1) x (2) · · · x (N ) holds, and the α i and γ ij are weights which depend on the number N of measurements but not on the values x 1 , . . . , x N . These weights can hence be determined in advance. Owing to the use of the median, this estimator is expected to be robust, i.e., some outlying values have only a minor influence on the resulting reference value. Figure 2 shows the weights α i in case N = 10.
Simulating key comparison data
The simulation of values of measurement standards addresses the following three scenarios:
(i) all quoted uncertainties are reliable and of the same size; (ii) all quoted uncertainties are reliable but some are much smaller than the rest of the uncertainties; and (iii) there are some outliers with too small quoted uncertainties.
In all three cases both uncorrelated and moderately correlated data were considered.
The first scenario reflects a situation in which all participating laboratories obtain values of measurement standards of the same quality and all quoted uncertainties are reliable. In the second scenario all quoted uncertainties are still reliable. However, some of them are smaller and hence the corresponding laboratories provide more information than do the rest. The third scenario relates to the aspect of robustness of the methods of analysis with respect to the presence of outliers and underrated uncertainties. The latter can occur if the modelling of the measurement is incomplete, i.e. if a major source of uncertainty has not been considered.
The value of the quantity estimated by the laboratories is assumed to be zero. For each simulated set of values of measurement standards N = 10 laboratories were considered. One simulated set of key comparison data is obtained by assigning a result x i to each of the N = 10 laboratories. Since the value of the quantity of interest is assumed to be zero, x i equals the error of the ith result. In order to provide many different data sets with similar characteristics, each value x i was chosen as a normally distributed random number with zero mean and variance σ 2 i . An uncertainty u(x i ) is said to be reliably quoted if it characterizes the size of the corresponding error, namely u(x i ) ≈ σ i . Note that each data set simulates a different key comparison and the values of measurement standards in different data sets should not be viewed as results obtained by repeating a specific key comparison between the same laboratories; indeed, the errors x i could, for instance, all be of a purely systematic nature. The performance of a method over all data sets can then be viewed as the mean behaviour of this method when it is applied to many different key comparisons with common assumptions about the reliability and the size of quoted uncertainties.
The simulation parameters and quoted uncertainties for the above-described three scenarios were chosen (in arbitrary units) as follows.
The parameter i 0 denotes the number of laboratories of better (scenario (ii)) or worse (scenario (iii)) quality and is varied between 1 and 3. Uncorrelated data were generated by drawing independent random numbers. In the case of correlated data, a vector of length N = 10 was drawn from a multivariate normal distribution with a prescribed covariance matrix. The vector was built using independent normal random numbers and a Cholesky factorization of the covariance matrix. The covariance matrix was constructed using the variances for the three scenarios and the following correlation structure. In case (i) the correlation between all results was fixed to ρ = 0.4. In the two latter cases the correlation of the first i 0 results and of the remaining N − i 0 results was fixed to ρ = 0.4. The two groups of results were drawn independently of each other. Figure 3 shows typical data for the situations addressed. Note that, for scenario (ii) and correlated data, there occur situations in which the first i 0 (and usually better) values x i appear as outlying results with too small quoted uncertainties.
Results
For each simulation scenario 100 000 sets of values of measurement standards were generated and analysed by using the weighted mean, the cluster method and the resampling procedure. For each individual set of values of measurement standards and each of the methods of analysis a reference value and its associated uncertainty were calculated. The difference between the calculated reference value and the value of the quantity of interest is the error of this reference value estimate. From the results for the 100 000 sets of key comparison data the following statistics then were calculated: 
(recall that the value of the quantity of interest is assumed to be zero) and the root mean square of calculated uncertainties rmsu is given by
Good performance of a method implies that the root mean square error rmse is small and that the root mean square of the calculated uncertainties rmsu is about the root mean square error. For instance, for a case in which all uncertainties are quoted reliably and are of the same size, say u, rmse is expected to be about u/ √ N , where N denotes the number of laboratories. Table 1 and figure 4 show the results obtained. The accuracy of the results in table 1 was chosen such that in essence the same results were obtained when the simulation and analysis of all data sets were repeated.
For all three methods the results are better for uncorrelated data than they are for correlated data. This is to be expected since in these methods it is assumed that the data are independent.
When the information about uncertainties is reliable the weighted mean performs best among all methods. In scenario (ii), with i 0 = 3, its mean accuracy is higher than that of the resampling method by about a factor of three; in contrast to the resampling procedure, taking the weighted mean makes efficient use of the expectation that, in this case, i 0 = 3 results are more accurate than the remaining ones. Note that the values of rmse for the weighted mean correspond to what can be expected when all uncertainties are quoted reliably. However, the weighted mean is not robust with respect to the presence of outliers and underrated uncertainties. Even one observation with a highly underrated uncertainty can lead to the mean accuracy of the weighted mean being reduced by more than a factor of three. The root mean squares of calculated uncertainties coincide with the corresponding root mean square errors in the uncorrelated case when the uncertainties are reliably stated. The cluster method performs almost as well as the weighted mean when the uncertainties are reliably stated. In the presence of some outliers and underrated uncertainties it appears to be robust in contrast to the weighted mean. When the results of correlated data and uncorrelated data are compared for scenario (ii), this method comes off more badly than does use of the weighted mean. This seems to be due to the fact that the clustering step of this method performs worse in the case of correlated data. The overall performance of the cluster method appears, however, to be quite good; it seems to make efficient use of the given information without breaking down when some part of the information turns out to be unreliable. Just like for the weighted mean, the root mean squares of calculated uncertainties essentially coincide with the corresponding root mean square errors in the uncorrelated case for scenarios (i) and (ii); in scenario (iii) the calculated uncertainties appear fairly reliable in contrast to the weighted mean.
The resampling procedure and the cluster method both appear to be robust with respect to highly underrated uncertainties. This is to be expected since the former method does not take into account the uncertainties and the latter method is designed to eliminate corresponding results prior to analysis. The resampling procedure does not, however, reach the accuracy either of taking the weighted mean or of the cluster method when uncertainties are reliably quoted; the difference in accuracy can be quite remarkable, cf scenario (ii). For the resampling procedure the root mean squares of the calculated uncertainties are of the order of the corresponding root mean square errors. However, they do not match the root mean square errors as well as they do for the two other methods in cases of uncorrelated data for scenarios (i) and (ii).
It should be noted that the weighted mean can easily be extended to correctly account for correlated data. Let V denote the covariance matrix of x 1 , . . . , x N . The appropriate weighted mean then is given by
where x t = (x 1 , . . . , x N ) and j t = (1, . . . , 1), see, for example, [4] . When this method is applied to scenarios (i) and (ii) and correlated data, almost the same root mean square errors as for the weighted mean without correlations being considered were obtained for the correlation patterns chosen in the simulations. However, the root mean squares of the calculated uncertainties coincided with the root mean square errors of the estimated reference values, in contrast to the application of the weighted mean for scenario (i) without the correlations being considered.
The maximum likelihood estimator

A key comparison reference value based on a maximum likelihood estimator
In contrast to the three methods dealt with above, use of the maximum likelihood estimator [6, 7] assumes that repeated measurements are performed. No information about uncertainties has to be provided. Let x ij , j = 1, . . . , n i , i = 1, . . . , N denote the j th repeated value of the measurement standard of the ith laboratory. The method models the x ij as realizations of random variables
where the b i and e ij are assumed to be normally distributed with zero mean and variances σ 2 and σ
. . , N; the b i and e ij are assumed to be independent. The maximum likelihood estimator y of µ then serves as the reference value estimate. Bayesian inference can be applied to derive a probability distribution from which the variance of this estimator, that is u 2 (y), can be calculated; for details of this approach, cf [6] .
Simulating key comparison data
Again the value of the quantity estimated by the laboratories is assumed to be zero. Denote by x ij the j th simulated value of the measurement standard of laboratory i where 1 j n i and 1 i N and, again, N = 10. The numbers n i of repeated measurements were chosen to be n i = 5 for all laboratories. The x ij were obtained as realizations of random variables
where the b i and ij are normally distributed with zero mean and variances σ 2 i andσ 2 i , respectively. The larger the quotient σ i /σ i the more correlated the simulated repeated measurements. In a real measurement process a large correlation for repeated measurements is obtained when, e.g., a systematic error (which is constant during repeated measurements) is present and large relative to the size of the random errors. Hence, a large quotient σ i /σ i models the presence of dominating systematic errors.
By constructing the means X i of the simulated repeated measurements, one obtains
and hence var(
For the results of the maximum likelihood estimator to be comparable to the results of the other three analysis methods, analogous scenarios to those in section 3 were considered. More precisely, σ i andσ i were chosen such that the variances of the mean values X i equal the variances of the individual measurements in the three simulation scenarios of section 3. This condition does not determine the values of σ i andσ i . Hence, a further condition, namely, a prescribed ratio of σ i andσ i , has been imposed. For each scenario three different quotients of σ i /σ i were chosen according to
The first case relates to the situation in which the error of the repeated measurements is dominated by the ij . In the last case the errors of the x ij are almost the same for all repeated measurements, as in the presence of a dominating systematic error. The second case models a situation in between.
In the case of correlated measurements, the b i were drawn correlated in such a way that the same correlation pattern for the mean values resulted as for the three scenarios of section 3. The random errors ij were again drawn independently. Consequently, for correlated data, only cases (b) and (c) were considered.
Results
The application of the maximum likelihood estimator is (much) more time-consuming than are the other three methods. This holds in particular for the determination of the uncertainty using the Bayesian approach, since in this case integrals with infinite bounds have to be evaluated numerically. Hence, for each scenario the uncertainty has been calculated for only 20 data sets and the root mean square of these uncertainties is reported. The reference value estimate which can be efficiently computed using the algorithm proposed in [6] has again been evaluated 100 000 times. The results obtained are shown in figure 5 and table 2.
The results depend strongly on the chosen quotient σ i /σ i . For scenario (i), the results are slightly improved by changing from small σ i /σ i to large σ i /σ i . For the remaining scenarios, however, a significant deterioration has been observed for large quotients σ i /σ i .
When the results for small σ i /σ i are considered, the method appears to be robust and performs fairly well, although not as well as the cluster method. In the case of large σ i /σ i , however, the method performs worst when it is compared with the other three methods and it is not robust in the presence of outliers. Indeed, in these cases this method performed as poorly as use of the weighted mean.
Worse results were obtained in the case of correlated data than in the case of uncorrelated data. This is to be expected since the assumption that measurements of different laboratories are independent is essential for the application of this method.
The root mean squares of the calculated uncertainties do not coincide with the root mean square errors in some cases. Corresponding differences can be quite large even in the case of uncorrelated data, cf scenario (ii). It is to be noted that the maximum likelihood estimator assumes that the b i in (8) are, in particular, identically distributed. This is realized for the simulations according to (9) only when the σ i are the same for all laboratories, i.e. only for scenario (i).
Discussion
The simulation results are discussed with the aim of giving some guidance for the choice of a method when assumptions about the reliability of stated uncertainties can be made.
When all quoted uncertainties are reliable and all values of measurement standards are independent, use of the weighted mean is the method of choice. Its efficiency can be quite remarkable in comparison with those of methods that do not make use of quoted uncertainties such as the resampling method. Note that the loss of efficiency in the cluster method is rather small.
As expected, the weighted mean breaks down in the presence of underrated uncertainties. Hence, whenever some small quoted uncertainties are doubtful, or the χ 2 -criterion for testing conformity of data and model [4] is not satisfied, this method should be used with caution, if at all. In this case one should carefully check the data and, in particular, quoted uncertainties. If this does not change the situation, one might turn to a robust method like the resampling procedure or one might apply the cluster method. If it can be expected that most of the quoted uncertainties are reliable but the reliability of all of them cannot be ensured, the cluster method might be a good choice. If repeated measurements have been made and systematic errors are negligible, the maximum likelihood estimator might also be applied. When there are moderate correlations which are not, however, known and all quoted uncertainties are reliable, taking the weighted mean can still lead to good results, whereas the performance of the cluster method can be significantly reduced.
The presence of correlations can have a strong influence on the results. Therefore, any knowledge about correlations should generally be used when a reference value and its associated uncertainty are calculated. Note that the weighted mean is easily extended to deal with this situation, as stated in section 4.
Simulations for the case in which none of the quoted uncertainties is reliable have not been considered since this is scarcely expected for key comparisons. However, in this case, one would probably want to use a method which does not make use of quoted uncertainties at all. In this case the resampling method might be a good choice or one could use the maximum likelihood estimator when systematic errors are negligible and random errors of the repeated measurements are not correlated.
Conclusions
The analysis of key comparisons has been dealt with. Four different methods for determining a key comparison reference value have been studied. Simulated key comparison data have been used to assess the quality of performance of the methods of analysis for various scenarios. The performance of each of the methods has been determined for situations in which all or almost all uncertainties are reliably quoted; the case of correlated measurements has also been considered.
None of the methods turned out to be the best in all situations. In the discussion we have given some guidance regarding what method should be chosen when assumptions about the reliability of quoted uncertainties can be made. Taking the weighted mean, for instance, provides an excellent performance when all uncertainties are reliably stated; it can, however, break down when even one uncertainty is underrated. The cluster method appeared robust and it gave a good overall performance without much loss of efficiency compared with the weighted mean when the uncertainties are quoted reliably. The presence of unknown correlations can, however, enlarge the loss of efficiency for this method.
The decision regarding what method should be chosen depends on the reliability of the quoted uncertainties or correlation patterns. The reliability of quoted uncertainties might not in any case be easily judged. The reported results show how the accuracy of results can change when use of the weighted mean is replaced by an alternative method.
