In this paper, we consider the maximum likelihood (ML) and Bayes estimation of the parameters of the generalized exponential distribution based on progressive first failure censored samples. We also consider the problem of predicting an independent future order statistics from the same distribution. However, since Bayes estimator do not exist in an explicit form for the parameters, Markov Chain Monte Carlo (MCMC) method is used to generate samples from the posterior distribution. Importance sampling is applied to estimate the parameters and to predict the future observations. Simulation data are analyzed for illustrative purpose.
Introduction
The two-parameter generalized exponential distribution (which is denoted by GE(α, λ)) was introduced by Gupta and Kundu (1999) . It was observed that the GE distribution can be used in situations where a skewed distribution for a nonnegative random variable is needed.
The probability density function (pdf), cumulative distribution function (cdf) are given respectively by f (x|α, λ) = αλ 1 − e −λx α−1 e −λx , x > 0, α > 0, λ > 0, (1.1)
where α is the shape parameter and λ is the reciprocal of a scale parameter. When α = 1, the GE distribution coincides with the exponential distribution. For this model, Gupta and Kundu (1999) considered different estimation procedures and compared their performances through numerical simulations. Raqab and Ahsanullah (2001) and Raqab (2002) studied the properties of order and record statistics, and their inferences, respectively. Gupta and Kundu (2003) used the ratio of the maximized likelihoods in discriminating between the Weibull and GE distributions. Raqab and Madi (2005) considered the Bayesian estimation and prediction for GE distribution, using informative priors. Kundu and Gupta (2008) consider the estimation problem of GE using Bayesian viewpoints. Kim and Song (2010) considered Bayesian estimation of the parameters of the GE distribution based on doubly censored sample. They also used the Gibbs sampling to provide sample-based estimates for predictive density function of the future items under doubly censored sample.
In this paper, we consider the ML and Bayes estimations of the parameters of GE(α, λ) based on progressive fist failure censored sample. The Bayes estimates can not be obtained in closed form. Therefore, we use the Gibbs and Metropolis sampler to generated MCMC samples and obtain the Bayes estimates of the parameters and sample-based estimates for predictive density function of the future observations using Importance sampling. In Section 2, we briefly describe the progressively first failure censoring scheme. In Section 3 and 4, we consider the ML and Bayes estimators of the unknown parameters. MCMC methods are used to provide sample-based estimates for the parameters and Bayes prediction for future order statistics. Finally, an illustrative example is provided in Section 5.
Progressive first-failure-censoring scheme
The first-failure censoring which introduced by Wu and Kus (2009) is combined with progressive censoring. Suppose that n independent groups with k items within each group are put in a life test. R 1 groups and the group in which the first failure is observed are randomly removed from the test as soon as the first failure, say X R 1:m:n:k , has occurred, R 2 groups and the group in which the second failure is observed are randomly removed from the test as soon as the second failure, say, X R 2:m:n:k has occurred, and finally R m groups and the group in which the mth failure is observed are randomly removed from the test as soon as the mth failure, say X 
For simplicity, the m ordered observed failure times denoted by X 1 , X 2 , · · · , X m are called progressively first-failure censored order statistics and f (x) and F (x) are its corresponding probability density function and cumulative distribution function, respectively. Then, the joint probability density function for 
Maximum likelihood estimation
Let X i , i = 1, 2, · · · , m, be the progressively first-failure censored order statistics with censoring scheme R = (R 1 , R 2 , · · · , R m ) from generalized exponential distribution. In accordance with (1.1) and (2.1), the likelihood function of α and λ is given by
where C is defined in (2.1), u i = 1 − e −λx i and w λ (x) = − m i=1 log(u i ). Assuming that the parameters α and λ are unknown, the MLEα M andλ M of α and λ can be obtained by solving the following likelihood equations
where l(α, λ|x) denotes the log-likelihood function of α and λ. Obtaining the closed forms forα M andλ M are not possible. The solutions can be obtained by using Newton-Raphson method.
The asymptotic variance-covariance matrix of the MLE for parameters α and λ is given by the elements of the Fisher information matrix
But, there is a difficulty to get the exact expressions of the above expectation. Therefore, we will take the approximate asymptotic variance-covariance matrix for MLE. The asymptotic variance-covariance matrix is given bŷ
The asymptotic normality of the MLE can be used to compute the approximate confidence intervals for the parameters α and λ, which become
where z a/2 is an upper (α/2)100pth percentile of the standard normal variate.
Bayes estimation and Prediction
We present the posterior densities of the parameters α, λ and Byesian prediction for the future failure times based on the observed progressive first failure censored data. Since α and λ are both unknown, a natural choice for the prior distributions of α and λ would be to assume that the two quantities are independent gamma distribution as the following forms;
where a, b, c and d are chosen to reflect prior knowledge about α and λ. By combining (3.1) and (4.1), the joint posterior density of α and λ is proportional to
where
log (u i ). Therefore, the Bayes estimate of any function of α and λ, say g(α, λ) under SEL is the following formŝ
In general, the ratio of the two integrals given by (4.3) can not obtained in a closed form. Markov Chain Monte Carlo method is used to approximate (4.3).
MCMC method
We propose to approximate (4.3) by using importance sampling technique as suggested by Chen and Chao (1999) and also construct the corresponding credible intervals. From (4.2), the posterior density function of α and λ given the data can be written as
where g 1 (α|λ, x) is a gamma density function with the shape and scale parameters as m + a and b + w λ (x), respectively. g 2 (λ|x) is a proper density function given by
Therefore, the Bayes estimate of any function of α and λ, say g(α, λ) under SEL is the following formŝ
It is not possible to obtain in a closed form. We consider the importance sampling technique to compute the Bayes estimates and also to construct the credible interval of g(α, λ) = θ using Algorithm 1.
Algorithm 1:
Step 1. Generate α from g 1 (α|λ, x)
Step 2. Generate λ from g 2 (λ|x) using Metropolis-Hastings algorithm
Step 3. Repeat Step 1 and Step 2 and obtain (α (t) , λ (t) ), t = 1, 2, · · · , N Step 4. An approximate Bayes estimate of θ under SEL can be obtained aŝ
where M is burn-in.
Prediction of future observations
Let X 1 < X 2 < · · · < X m and Y 1 < Y 2 < · · · < Y n represent a progressive first-failure censored sample of size m, and a future ordered sample of size n, respectively. It is further assumed that the two samples are independent and each of their corresponding random samples is drawn from the generalized exponential distribution, defined by (1.1). Two-sample prediction problem involves the prediction and associated inference of the order statistics Y 1 < Y 2 < · · · < Y n of a future sample from the same distribution function. In this section, we consider the Bayes prediction of the kth ordered observation in a future sample of size n. We also construct a symmetric 100(1 − β)% prediction interval of Y s .
Let us consider a future sample Y 1 < Y 2 < · · · < Y n of size n, independent of the informative sample X 1 < X 2 < · · · < X m and let Y 1 < · · · < Y s < · · · < Y n be the order statistics of the future sample of size n. The probability density function of the sth order statistic of the future sample is of the form
where f (·|α, λ) and F (·|α, λ) are given in (1.1). Substituting (1.1) in (4.9), the density function and the cumulative distribution function of y s , for given α and λ is given by respectively z(y s |α, λ) = s n s αλe
The Bayes predictive density function of Y s is obtained by
where π(α, λ|x) is the joint posterior density function of α and λ given by (4.2). It can not be expressed in closed form and therefore, it can not be evaluated analytically.
Using MCMC sampling technique as described in previous section, the sample-based estimator of predictive density function, z(y s |x), and predictive distribution function, Z(y s |x), can be obtained as respectivelŷ
where Let us consider a symmetric 100β% predictive interval for Y s . L and U denote the lower and upper bounds. Then the predictive intervals for L and U can be obtained by solving the following nonlinear equations:
Since it is not possible to obtain the solutions analytically, we need to apply a suitable numerical method for solving these non-linear equations. 
Illustrative Example
To illustrate the estimation methods in the previous sections, a data set consisting of 60 items is generated from generalized exponential distribution with parameters (α, λ) = (3, 0.5). The generated data are given in Table 1 . We assume that the data are randomly grouped into 30 groups with k = 2 items within each group. The groups are as follows: {1.6604, 9.1586}, {0. For this case, 15 groups are censored and 15 first-failure times are observed. Under the progressively first-failure censored sample, the MLE of α and λ are 2.555 and 0.549, respectively. The approximate 90% confidence intervals for α and λ are (1.248, 3.862) and (0.275, 0.822), respectively. Very small values are given to the prior parameters to reflect vague prior information. Therefore, we assume that a = b = c = d = 0.1. According to Algorithm 1, we generate 10,000 Markov Chain Monte Carlo samples and discarded the first 5000 samples as 'burn-in'. The resulting Bayes estimates for α and λ are found to beα B =2.608 andλ B =0.544, respectively. The Bayesian prediction intervals for future order statistics is given in Table 2 . Figure 1 shows the estimated predictive density function of Y 1 and Y 3 , respectively. It is seen that the estimated predictive distribution is unimodal and positively skewed. 
