Shannon in his seminal paper "A mathematical theory of communication" [ Shannon , 1948 ] . Shannon's entropy measures the uncertainty of a random variable by quantifying an expected value of information encoded in some message. In other words, Shannon's entropy is a probabilistic concept describing the average uncertainty in an observer's knowledge of a system's state. Data or models that reduce this uncertainty are defined as providing "information." Information theory is part of the family of Bayesian methods, which are unique among statistical and probabilistic methods in that they provide for quantitative statistical inference based on fundamental first principles.
Two broad categories of techniques from information theory have found use in Earth science: (1) signal analysis, model diagnostics, and pattern discovery in dynamic systems using information statistics, e.g. mutual information, relative entropy, and transfer entropy [ Shannon , 1948 ; Schreiber , 2000 ] , and (2) maximum Shannon entropy estimation, often called "MaxEnt," applied to estimate the most likely state taken by a system given the available empirical information and constraints [ Jaynes , 1957 ] . It is important to understand that Shannon Entropic methods and MaxEnt techniques are used to quantify information transfer and are not to be confused with the thermodynamic concept of entropy maximization under the second law of thermodynamics. This theory and the mathematical applications are now mature and are well documented for physical and dynamical geoscience applications (e.g., reviews by DelSole [ 2004 ] and Kleeman [ 2011 ] ).
Information theory enables a variety of important applications for geoscientists. Previous applications of information theory optimize spatio-temporal observational sampling strategies [ Stoy et al ., 2009 ] , identify physical process scales in landsurface processes [ Brunsell and Anderson , 2011 ] , estimate small scale fractal structure based on large-scale properties [ Nieves et al ., 2011 ] , assimilate data selectively into dynamical forecast models [ Zupanski et al ., 2007 ] , quantify the probabilistic relationships between remotely sensed climate variables [ Knuth et al ., 2005 ] , identify teleconnections and climate networks [ Abramov et al ., 2005 ; Donges et al ., 2009 ] , and use MaxEnt techniques that identify most-probable system states for energy fluxes . Important emerging applications include quantifying sources of error in model outputs compared with observations, delineating climate or ecosystem, and identifying missing predictive information in observations of dynamic systems.
To illustrate a detailed application, Ruddell and Kumar [ 2009 ] applied information statistics to formally resolve feedback between an agricultural terrestrial ecosystem and the system's meteorological climate forcings (Figure 1 in Additional Supporting Information in the online version of this article). For example, a two-way feedback of information is observed between precipitation and solar radiation processes. This information feedback characterizes the physics of cloud formation and precipitation recycling in the atmospheric boundary layer. The information flows between system processes are dynamic in time and delineate a "process network" describing the constantly changing couplings and feedbacks within the system. In this example, information feedbacks in the atmospheric boundary layer are reduced or severed when the system enters a drought state, as it did during July 2005. Drought can therefore be uniquely described with information flow statistics as a system state characterized by a significant reduction of information feedback associated with precipitation and clouds when a certain threshold of moisture availability is crossed.
Information theory is an important tool for use in geoscientific applications to quantify how and when the subsystems and scales of the Earth system are coupled, to improve models of complex and feedback-based systems, to statistically estimate system states in the presence of process and observational uncertainty, and to quantify the extent to which we can-or cannotpredict, model, and observe the behavior of the dynamic Earth system. We believe that the geoscience community can make better use of the tools and concepts of information theory and that these tools and concepts will add significant value to Earth-observational research.
