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Abstract
Generally, Neural Machine Translation mod-
els generate target words in a left-to-right
(L2R) manner and fail to exploit any future
(right) semantics information, which usually
produces an unbalanced translation. Recent
works attempt to utilize the right-to-left (R2L)
decoder in bidirectional decoding to allevi-
ate this problem. In this paper, we propose
a novel Dynamic Interaction Module (DIM)
to dynamically exploit target semantics from
R2L translation for enhancing the L2R trans-
lation quality. Different from other bidirec-
tional decoding approaches, DIM firstly ex-
tracts helpful target information through ad-
dressing and reading operations, then up-
dates target semantics for tracking the inter-
active history. Additionally, we further in-
troduce an agreement regularization term
into the training objective to narrow the gap
between L2R and R2L translations. Exper-
imental results on NIST Chinese⇒English
and WMT’16 English⇒Romanian translation
tasks show that our system achieves significant
improvements over baseline systems, which
also reaches comparable results compared to
the state-of-the-art Transformer model with
much fewer parameters of it.
1 Introduction
In recent years, end-to-end neural machine trans-
lation (NMT) models (Cho et al., 2014; Sutskever
et al., 2014; Bahdanau et al., 2014; Luong
et al., 2015; Wu et al., 2016; Gehring et al.,
2017; Vaswani et al., 2017) have made promising
progress. Generally, NMT decoders generate tar-
get words in the left-to-right (L2R) manner condi-
tioned on the previously generated words and fail
to access the future (right) predictions, which usu-
ally leads to the unbalanced translation. In other
words, the left part of the translation seems more
reasonable than the right part.
To address the aforementioned issue, right-
to-left (R2L) decoding are exploited to enhance
the L2R decoding procedure. Rerank-based ap-
proaches (Liu et al., 2016; Sennrich et al., 2016;
Hoang et al., 2017) utilize R2L translation mod-
els to re-score L2R translations for determining
the appropriate translation, but it is difficult for
independent decoders to fully exploit target se-
mantics (Zhang et al., 2018a). Some researchers
(Yang et al., 2018; Zhang et al., 2018b; Hassan
et al., 2018) attempt to exploit R2L target seman-
tics through incorporating regularization term into
the training objective and neglect deep semantics-
level interactions between decoders. Recently,
Zhang et al. (2018a) propose ABDNMT to em-
ploy the attention mechanism for extracting target
semantics from hidden states of the R2L decoder
to guide the L2R generation. However, ABDNMT
retrieves all R2L hidden states at each step without
recording interaction histories, which may lead to
inaccurate attention and limited performance.
In this paper, we propose a novel Dynamic
Interaction Module (DIM) to extract useful target
semantics from the R2L hidden states to guide the
L2R generation through addressing and reading
operations. The innovative part in the proposed
DIM is the well-designed updating mechanism ap-
plied to the R2L hidden states at each decoding
step for tracking interaction histories. In this way,
the R2L target semantics is dynamically utilized
and we expect the DIM to extract more relevant
target information with accurate attention distribu-
tions. In addition, we integrate an effective agree-
ment regularization based on generated logits of
two decoders to narrow the gap between L2R and
R2L translations for further enhancing the transla-
tion quality.
We validate the effectiveness of our ap-
proach on NIST Chinese⇒English and WMT’16
English⇒Romanian translation tasks. Experi-
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mental results show that our approach respec-
tively surpasses the strong NMT baseline sys-
tem (RNNSEARCH∗) and the strong bidirectional
decoding NMT system (ABDNMT∗) by +3.23
and +1.04 BLEU points on the Chinese⇒English
task. Corresponding improvements on the
English⇒Romanian task are +2.25 and +1.02
BLEU points, respectively. It is worth mentioning
that this is also a comparable result with the state-
of-the-art Transformer model but with much fewer
parameters of it. Ablation study further proves the
effectiveness of our approach. The attention visu-
alization reflects that the DIM tends to attend the
previous un-attended R2L target semantics with
more centralized attention distributions.
2 Background
Given a source sentence x = {x1, x2, . . . , xn} and
a target sentence y = {y1, y2, . . . , ym} , NMT di-
rectly models the translation probability as:
p(y|x; θ) =
m∏
t=1
P (yt|y<t,x; θ)
=
m∏
t=1
softmax(f(yt−1, ct, st))
(1)
where θ is a set of model parameters, y<t =
{y1, . . . , yt−1} is a partial translation, f(·) is a
non-linear function, and st is the hidden state
of decoder at time step t. ct is calculated by
the attention mechanism, highly formulated as
ct = Attention(s˜t−1,h), which is composed of
Address and Read operations as:
at = Address(s˜t−1,h) (2)
ct = Read(at,h) (3)
where at is an attention weights calculated by a
content-based addressing method, h is source an-
notations produced by the encoder and s˜t−1 is an
intermediate state for computing the attention. Re-
fer to Bahdanau et al. (2014) for details.
3 Approach
3.1 Model Overview
As shown in Figure 1, our model mainly includes
three components: 1) an encoder with parameter
set θe ; 2) a R2L decoder with parameter set θr2l
; 3) a L2R decoder with parameter set θl2r. To be
noticed that the L2R decoder generates ultimate
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<latexit sha1_base64="FVOuKeEK6yMPTNOFcz//Xiwn3hk=">AAACBnicbVBNS8NAEN3Ur1q/oh5FWCyCp5KIoMeiF48VbCs0IWy2m2bpZjfsbpQScvLiX/HiQRGv/gZv/hs3bQ7a+m Dg8d4MM/PClFGlHefbqi0tr6yu1dcbG5tb2zv27l5PiUxi0sWCCXkXIkUY5aSrqWbkLpUEJSEj/XB8Vfr9eyIVFfxWT1LiJ2jEaUQx0kYK7ENPGFvSUayRlOIh9xKk4zDK46II3MBuOi1nCrhI3Io0QYVOYH95Q4GzhHCNGVJq4Dqp9nMkNcWMFA0vUyRFeIxGZGAoRwlRfj59o4DHRhnCSEhTXMOp+nsiR4lSkyQ0neWRat4rxf+8QaajCz+nPM004Xi2KMoY1AKWmcAhlQRrNjEEYU nNrRDHSCKsTXINE4I7//Ii6Z22XKfl3pw125dVHHVwAI7ACXDBOWiDa9ABXYDBI3gGr+DNerJerHfrY9Zas6qZffAH1ucPtWaZ5A==</latexit><latexit sha1_base64="FVOuKeEK6yMPTNOFcz//Xiwn3hk=">AAACBnicbVBNS8NAEN3Ur1q/oh5FWCyCp5KIoMeiF48VbCs0IWy2m2bpZjfsbpQScvLiX/HiQRGv/gZv/hs3bQ7a+m Dg8d4MM/PClFGlHefbqi0tr6yu1dcbG5tb2zv27l5PiUxi0sWCCXkXIkUY5aSrqWbkLpUEJSEj/XB8Vfr9eyIVFfxWT1LiJ2jEaUQx0kYK7ENPGFvSUayRlOIh9xKk4zDK46II3MBuOi1nCrhI3Io0QYVOYH95Q4GzhHCNGVJq4Dqp9nMkNcWMFA0vUyRFeIxGZGAoRwlRfj59o4DHRhnCSEhTXMOp+nsiR4lSkyQ0neWRat4rxf+8QaajCz+nPM004Xi2KMoY1AKWmcAhlQRrNjEEYU nNrRDHSCKsTXINE4I7//Ii6Z22XKfl3pw125dVHHVwAI7ACXDBOWiDa9ABXYDBI3gGr+DNerJerHfrY9Zas6qZffAH1ucPtWaZ5A==</latexit><latexit sha1_base64="FVOuKeEK6yMPTNOFcz//Xiwn3hk=">AAACBnicbVBNS8NAEN3Ur1q/oh5FWCyCp5KIoMeiF48VbCs0IWy2m2bpZjfsbpQScvLiX/HiQRGv/gZv/hs3bQ7a+m Dg8d4MM/PClFGlHefbqi0tr6yu1dcbG5tb2zv27l5PiUxi0sWCCXkXIkUY5aSrqWbkLpUEJSEj/XB8Vfr9eyIVFfxWT1LiJ2jEaUQx0kYK7ENPGFvSUayRlOIh9xKk4zDK46II3MBuOi1nCrhI3Io0QYVOYH95Q4GzhHCNGVJq4Dqp9nMkNcWMFA0vUyRFeIxGZGAoRwlRfj59o4DHRhnCSEhTXMOp+nsiR4lSkyQ0neWRat4rxf+8QaajCz+nPM004Xi2KMoY1AKWmcAhlQRrNjEEYU nNrRDHSCKsTXINE4I7//Ii6Z22XKfl3pw125dVHHVwAI7ACXDBOWiDa9ABXYDBI3gGr+DNerJerHfrY9Zas6qZffAH1ucPtWaZ5A==</latexit><latexit sha1_base64="FVOuKeEK6yMPTNOFcz//Xiwn3hk=">AAACBnicbVBNS8NAEN3Ur1q/oh5FWCyCp5KIoMeiF48VbCs0IWy2m2bpZjfsbpQScvLiX/HiQRGv/gZv/hs3bQ7a+m Dg8d4MM/PClFGlHefbqi0tr6yu1dcbG5tb2zv27l5PiUxi0sWCCXkXIkUY5aSrqWbkLpUEJSEj/XB8Vfr9eyIVFfxWT1LiJ2jEaUQx0kYK7ENPGFvSUayRlOIh9xKk4zDK46II3MBuOi1nCrhI3Io0QYVOYH95Q4GzhHCNGVJq4Dqp9nMkNcWMFA0vUyRFeIxGZGAoRwlRfj59o4DHRhnCSEhTXMOp+nsiR4lSkyQ0neWRat4rxf+8QaajCz+nPM004Xi2KMoY1AKWmcAhlQRrNjEEYU nNrRDHSCKsTXINE4I7//Ii6Z22XKfl3pw125dVHHVwAI7ACXDBOWiDa9ABXYDBI3gGr+DNerJerHfrY9Zas6qZffAH1ucPtWaZ5A==</latexit>
…  !
h n
<latexit sha1_base64="8kMYNCZaad0Rstx8UVICCouL5Xc=">AAACBnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48VbCs0oWy2m2bpJht2J0oJOXnxr3jxoIhXf4M3/42bNgdtfTDweG+GmXl+IrgG2 /62KkvLK6tr1fXaxubW9k59d6+rZaoo61AppLrziWaCx6wDHAS7SxQjkS9Yzx9fFX7vninNZXwLk4R5ERnFPOCUgJEG9UNXGlvxUQhEKfmQuRGB0A+yMM8Hxm/YTXsKvEickjRQifag/uUOJU0jFgMVROu+YyfgZUQBp4LlNTfVLCF0TEasb2hMIqa9bPpGjo+NMsSBVKZiwFP190RGIq0nkW86iyP1vFeI/3n9FIILL+NxkgKL6WxRkAoMEheZ4CFXjIKYGEKo4uZWTEOiCAWTXM2E4My/vEi6p03Hbjo3Z43WZRlHFR2gI3S CHHSOWugatVEHUfSIntErerOerBfr3fqYtVascmYf/YH1+QMR6Zoh</latexit><latexit sha1_base64="8kMYNCZaad0Rstx8UVICCouL5Xc=">AAACBnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48VbCs0oWy2m2bpJht2J0oJOXnxr3jxoIhXf4M3/42bNgdtfTDweG+GmXl+IrgG2 /62KkvLK6tr1fXaxubW9k59d6+rZaoo61AppLrziWaCx6wDHAS7SxQjkS9Yzx9fFX7vninNZXwLk4R5ERnFPOCUgJEG9UNXGlvxUQhEKfmQuRGB0A+yMM8Hxm/YTXsKvEickjRQifag/uUOJU0jFgMVROu+YyfgZUQBp4LlNTfVLCF0TEasb2hMIqa9bPpGjo+NMsSBVKZiwFP190RGIq0nkW86iyP1vFeI/3n9FIILL+NxkgKL6WxRkAoMEheZ4CFXjIKYGEKo4uZWTEOiCAWTXM2E4My/vEi6p03Hbjo3Z43WZRlHFR2gI3S CHHSOWugatVEHUfSIntErerOerBfr3fqYtVascmYf/YH1+QMR6Zoh</latexit><latexit sha1_base64="8kMYNCZaad0Rstx8UVICCouL5Xc=">AAACBnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48VbCs0oWy2m2bpJht2J0oJOXnxr3jxoIhXf4M3/42bNgdtfTDweG+GmXl+IrgG2 /62KkvLK6tr1fXaxubW9k59d6+rZaoo61AppLrziWaCx6wDHAS7SxQjkS9Yzx9fFX7vninNZXwLk4R5ERnFPOCUgJEG9UNXGlvxUQhEKfmQuRGB0A+yMM8Hxm/YTXsKvEickjRQifag/uUOJU0jFgMVROu+YyfgZUQBp4LlNTfVLCF0TEasb2hMIqa9bPpGjo+NMsSBVKZiwFP190RGIq0nkW86iyP1vFeI/3n9FIILL+NxkgKL6WxRkAoMEheZ4CFXjIKYGEKo4uZWTEOiCAWTXM2E4My/vEi6p03Hbjo3Z43WZRlHFR2gI3S CHHSOWugatVEHUfSIntErerOerBfr3fqYtVascmYf/YH1+QMR6Zoh</latexit><latexit sha1_base64="8kMYNCZaad0Rstx8UVICCouL5Xc=">AAACBnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48VbCs0oWy2m2bpJht2J0oJOXnxr3jxoIhXf4M3/42bNgdtfTDweG+GmXl+IrgG2 /62KkvLK6tr1fXaxubW9k59d6+rZaoo61AppLrziWaCx6wDHAS7SxQjkS9Yzx9fFX7vninNZXwLk4R5ERnFPOCUgJEG9UNXGlvxUQhEKfmQuRGB0A+yMM8Hxm/YTXsKvEickjRQifag/uUOJU0jFgMVROu+YyfgZUQBp4LlNTfVLCF0TEasb2hMIqa9bPpGjo+NMsSBVKZiwFP190RGIq0nkW86iyP1vFeI/3n9FIILL+NxkgKL6WxRkAoMEheZ4CFXjIKYGEKo4uZWTEOiCAWTXM2E4My/vEi6p03Hbjo3Z43WZRlHFR2gI3S CHHSOWugatVEHUfSIntErerOerBfr3fqYtVascmYf/YH1+QMR6Zoh</latexit>
Attention
Attention
  s 0
<latexit sha1_base64="4YI/GRG21mCmu846sdoT9Cdq7f8=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyURQY9FLx4r2FZoQthsJ+3STTbsbpQSevHiX/HiQRGv/gdv/hs3bQ7a+mDg8 d4MM/PClDOlHefbqiwtr6yuVddrG5tb2zv27l5HiUxSaFPBhbwLiQLOEmhrpjncpRJIHHLohqOrwu/eg1RMJLd6nIIfk0HCIkaJNlJgH3rC2BwiTaQUD7kXEz0Mo1xNJoET2HWn4UyBF4lbkjoq0QrsL68vaBZDoiknSvVcJ9V+TqRmlMOk5mUKUkJHZAA9QxMSg/Lz6RcTfGyUPo6ENJVoPFV/T+QkVmoch6azOFLNe4X4n9fLdHTh5yxJMw0JnS2KMo61wEUkuM8kUM3HhhAqmbkV0yGRhGo TXM2E4M6/vEg6pw3Xabg3Z/XmZRlHFR2gI3SCXHSOmugatVAbUfSIntErerOerBfr3fqYtVascmYf/YH1+QPkwJlx</latexit><latexit sha1_base64="4YI/GRG21mCmu846sdoT9Cdq7f8=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyURQY9FLx4r2FZoQthsJ+3STTbsbpQSevHiX/HiQRGv/gdv/hs3bQ7a+mDg8 d4MM/PClDOlHefbqiwtr6yuVddrG5tb2zv27l5HiUxSaFPBhbwLiQLOEmhrpjncpRJIHHLohqOrwu/eg1RMJLd6nIIfk0HCIkaJNlJgH3rC2BwiTaQUD7kXEz0Mo1xNJoET2HWn4UyBF4lbkjoq0QrsL68vaBZDoiknSvVcJ9V+TqRmlMOk5mUKUkJHZAA9QxMSg/Lz6RcTfGyUPo6ENJVoPFV/T+QkVmoch6azOFLNe4X4n9fLdHTh5yxJMw0JnS2KMo61wEUkuM8kUM3HhhAqmbkV0yGRhGo TXM2E4M6/vEg6pw3Xabg3Z/XmZRlHFR2gI3SCXHSOmugatVAbUfSIntErerOerBfr3fqYtVascmYf/YH1+QPkwJlx</latexit><latexit sha1_base64="4YI/GRG21mCmu846sdoT9Cdq7f8=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyURQY9FLx4r2FZoQthsJ+3STTbsbpQSevHiX/HiQRGv/gdv/hs3bQ7a+mDg8 d4MM/PClDOlHefbqiwtr6yuVddrG5tb2zv27l5HiUxSaFPBhbwLiQLOEmhrpjncpRJIHHLohqOrwu/eg1RMJLd6nIIfk0HCIkaJNlJgH3rC2BwiTaQUD7kXEz0Mo1xNJoET2HWn4UyBF4lbkjoq0QrsL68vaBZDoiknSvVcJ9V+TqRmlMOk5mUKUkJHZAA9QxMSg/Lz6RcTfGyUPo6ENJVoPFV/T+QkVmoch6azOFLNe4X4n9fLdHTh5yxJMw0JnS2KMo61wEUkuM8kUM3HhhAqmbkV0yGRhGo TXM2E4M6/vEg6pw3Xabg3Z/XmZRlHFR2gI3SCXHSOmugatVAbUfSIntErerOerBfr3fqYtVascmYf/YH1+QPkwJlx</latexit><latexit sha1_base64="4YI/GRG21mCmu846sdoT9Cdq7f8=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyURQY9FLx4r2FZoQthsJ+3STTbsbpQSevHiX/HiQRGv/gdv/hs3bQ7a+mDg8 d4MM/PClDOlHefbqiwtr6yuVddrG5tb2zv27l5HiUxSaFPBhbwLiQLOEmhrpjncpRJIHHLohqOrwu/eg1RMJLd6nIIfk0HCIkaJNlJgH3rC2BwiTaQUD7kXEz0Mo1xNJoET2HWn4UyBF4lbkjoq0QrsL68vaBZDoiknSvVcJ9V+TqRmlMOk5mUKUkJHZAA9QxMSg/Lz6RcTfGyUPo6ENJVoPFV/T+QkVmoch6azOFLNe4X4n9fLdHTh5yxJMw0JnS2KMo61wEUkuM8kUM3HhhAqmbkV0yGRhGo TXM2E4M6/vEg6pw3Xabg3Z/XmZRlHFR2gI3SCXHSOmugatVAbUfSIntErerOerBfr3fqYtVascmYf/YH1+QPkwJlx</latexit>
  s 1
<latexit sha1_base64="sbonaHQ4xjju9GPPIoQled9X3DQ=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyURQY9FLx4r2FZoQthsJ+3STTbsbpQSevHiX/HiQRGv/gdv/hs3bQ7a+m Dg8d4MM/PClDOlHefbqiwtr6yuVddrG5tb2zv27l5HiUxSaFPBhbwLiQLOEmhrpjncpRJIHHLohqOrwu/eg1RMJLd6nIIfk0HCIkaJNlJgH3rC2BwiTaQUD7kXEz0Mo1xNJoEb2HWn4UyBF4lbkjoq0QrsL68vaBZDoiknSvVcJ9V+TqRmlMOk5mUKUkJHZAA9QxMSg/Lz6RcTfGyUPo6ENJVoPFV/T+QkVmoch6azOFLNe4X4n9fLdHTh5yxJMw0JnS2KMo61wEUkuM8kUM3HhhAqmb kV0yGRhGoTXM2E4M6/vEg6pw3Xabg3Z/XmZRlHFR2gI3SCXHSOmugatVAbUfSIntErerOerBfr3fqYtVascmYf/YH1+QPmRJly</latexit><latexit sha1_base64="sbonaHQ4xjju9GPPIoQled9X3DQ=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyURQY9FLx4r2FZoQthsJ+3STTbsbpQSevHiX/HiQRGv/gdv/hs3bQ7a+m Dg8d4MM/PClDOlHefbqiwtr6yuVddrG5tb2zv27l5HiUxSaFPBhbwLiQLOEmhrpjncpRJIHHLohqOrwu/eg1RMJLd6nIIfk0HCIkaJNlJgH3rC2BwiTaQUD7kXEz0Mo1xNJoEb2HWn4UyBF4lbkjoq0QrsL68vaBZDoiknSvVcJ9V+TqRmlMOk5mUKUkJHZAA9QxMSg/Lz6RcTfGyUPo6ENJVoPFV/T+QkVmoch6azOFLNe4X4n9fLdHTh5yxJMw0JnS2KMo61wEUkuM8kUM3HhhAqmb kV0yGRhGoTXM2E4M6/vEg6pw3Xabg3Z/XmZRlHFR2gI3SCXHSOmugatVAbUfSIntErerOerBfr3fqYtVascmYf/YH1+QPmRJly</latexit><latexit sha1_base64="sbonaHQ4xjju9GPPIoQled9X3DQ=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyURQY9FLx4r2FZoQthsJ+3STTbsbpQSevHiX/HiQRGv/gdv/hs3bQ7a+m Dg8d4MM/PClDOlHefbqiwtr6yuVddrG5tb2zv27l5HiUxSaFPBhbwLiQLOEmhrpjncpRJIHHLohqOrwu/eg1RMJLd6nIIfk0HCIkaJNlJgH3rC2BwiTaQUD7kXEz0Mo1xNJoEb2HWn4UyBF4lbkjoq0QrsL68vaBZDoiknSvVcJ9V+TqRmlMOk5mUKUkJHZAA9QxMSg/Lz6RcTfGyUPo6ENJVoPFV/T+QkVmoch6azOFLNe4X4n9fLdHTh5yxJMw0JnS2KMo61wEUkuM8kUM3HhhAqmb kV0yGRhGoTXM2E4M6/vEg6pw3Xabg3Z/XmZRlHFR2gI3SCXHSOmugatVAbUfSIntErerOerBfr3fqYtVascmYf/YH1+QPmRJly</latexit><latexit sha1_base64="sbonaHQ4xjju9GPPIoQled9X3DQ=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyURQY9FLx4r2FZoQthsJ+3STTbsbpQSevHiX/HiQRGv/gdv/hs3bQ7a+m Dg8d4MM/PClDOlHefbqiwtr6yuVddrG5tb2zv27l5HiUxSaFPBhbwLiQLOEmhrpjncpRJIHHLohqOrwu/eg1RMJLd6nIIfk0HCIkaJNlJgH3rC2BwiTaQUD7kXEz0Mo1xNJoEb2HWn4UyBF4lbkjoq0QrsL68vaBZDoiknSvVcJ9V+TqRmlMOk5mUKUkJHZAA9QxMSg/Lz6RcTfGyUPo6ENJVoPFV/T+QkVmoch6azOFLNe4X4n9fLdHTh5yxJMw0JnS2KMo61wEUkuM8kUM3HhhAqmb kV0yGRhGoTXM2E4M6/vEg6pw3Xabg3Z/XmZRlHFR2gI3SCXHSOmugatVAbUfSIntErerOerBfr3fqYtVascmYf/YH1+QPmRJly</latexit>
…   s m0
<latexit sha1_base64="HF8B8e5787G3ycRjVngNlQeEMnA=">AAACCHicbVDLSsNAFJ3UV62vqEsXBovoqiQi6LLoxmUF+4AmhMl00g6dR5iZKCVk6cZfceNCEbd+gjv/xkmbhbYeuHA4517uvSdKKFHadb+tytLyyupadb22sbm1vWPv7nWUSCXCbSSokL0IKkwJx21 NNMW9RGLIIoq70fi68Lv3WCoi+J2eJDhgcMhJTBDURgrtQ18Ym+JYQynFQ+YzqEdRnKk8DzN2kod23W24UziLxCtJHZRohfaXPxAoZZhrRKFSfc9NdJBBqQmiOK/5qcIJRGM4xH1DOWRYBdn0kdw5NsrAiYU0xbUzVX9PZJApNWGR6SzuVPNeIf7n9VMdXwYZ4UmqMUezRXFKHS2cIhVnQCRGmk4MgUgSc6uDRlBCpE12NROCN//yIumcNTy34d2e15tXZRxVcACOwCnwwAVoghvQAm2AwCN4Bq/gzXqyXqx362PWWrHKmX3wB9bnD4j6mus=</latexit><latexit sha1_base64="HF8B8e5787G3ycRjVngNlQeEMnA=">AAACCHicbVDLSsNAFJ3UV62vqEsXBovoqiQi6LLoxmUF+4AmhMl00g6dR5iZKCVk6cZfceNCEbd+gjv/xkmbhbYeuHA4517uvSdKKFHadb+tytLyyupadb22sbm1vWPv7nWUSCXCbSSokL0IKkwJx21 NNMW9RGLIIoq70fi68Lv3WCoi+J2eJDhgcMhJTBDURgrtQ18Ym+JYQynFQ+YzqEdRnKk8DzN2kod23W24UziLxCtJHZRohfaXPxAoZZhrRKFSfc9NdJBBqQmiOK/5qcIJRGM4xH1DOWRYBdn0kdw5NsrAiYU0xbUzVX9PZJApNWGR6SzuVPNeIf7n9VMdXwYZ4UmqMUezRXFKHS2cIhVnQCRGmk4MgUgSc6uDRlBCpE12NROCN//yIumcNTy34d2e15tXZRxVcACOwCnwwAVoghvQAm2AwCN4Bq/gzXqyXqx362PWWrHKmX3wB9bnD4j6mus=</latexit><latexit sha1_base64="HF8B8e5787G3ycRjVngNlQeEMnA=">AAACCHicbVDLSsNAFJ3UV62vqEsXBovoqiQi6LLoxmUF+4AmhMl00g6dR5iZKCVk6cZfceNCEbd+gjv/xkmbhbYeuHA4517uvSdKKFHadb+tytLyyupadb22sbm1vWPv7nWUSCXCbSSokL0IKkwJx21 NNMW9RGLIIoq70fi68Lv3WCoi+J2eJDhgcMhJTBDURgrtQ18Ym+JYQynFQ+YzqEdRnKk8DzN2kod23W24UziLxCtJHZRohfaXPxAoZZhrRKFSfc9NdJBBqQmiOK/5qcIJRGM4xH1DOWRYBdn0kdw5NsrAiYU0xbUzVX9PZJApNWGR6SzuVPNeIf7n9VMdXwYZ4UmqMUezRXFKHS2cIhVnQCRGmk4MgUgSc6uDRlBCpE12NROCN//yIumcNTy34d2e15tXZRxVcACOwCnwwAVoghvQAm2AwCN4Bq/gzXqyXqx362PWWrHKmX3wB9bnD4j6mus=</latexit><latexit sha1_base64="HF8B8e5787G3ycRjVngNlQeEMnA=">AAACCHicbVDLSsNAFJ3UV62vqEsXBovoqiQi6LLoxmUF+4AmhMl00g6dR5iZKCVk6cZfceNCEbd+gjv/xkmbhbYeuHA4517uvSdKKFHadb+tytLyyupadb22sbm1vWPv7nWUSCXCbSSokL0IKkwJx21 NNMW9RGLIIoq70fi68Lv3WCoi+J2eJDhgcMhJTBDURgrtQ18Ym+JYQynFQ+YzqEdRnKk8DzN2kod23W24UziLxCtJHZRohfaXPxAoZZhrRKFSfc9NdJBBqQmiOK/5qcIJRGM4xH1DOWRYBdn0kdw5NsrAiYU0xbUzVX9PZJApNWGR6SzuVPNeIf7n9VMdXwYZ4UmqMUezRXFKHS2cIhVnQCRGmk4MgUgSc6uDRlBCpE12NROCN//yIumcNTy34d2e15tXZRxVcACOwCnwwAVoghvQAm2AwCN4Bq/gzXqyXqx362PWWrHKmX3wB9bnD4j6mus=</latexit>
 !s t
<latexit sha1_base64="hlxf63jXIT+s0WZopw3hbD1tsSM=">AAACCHicbVBNS8NAEN3Ur1q/oh49uFgETyURQY9FLx4r2FZoQtlsN+3STTbsT pQScvTiX/HiQRGv/gRv/hs3bQ7a+mDg8d4MM/OCRHANjvNtVZaWV1bXquu1jc2t7R17d6+jZaooa1MppLoLiGaCx6wNHAS7SxQjUSBYNxhfFX73ninNZXwLk4T5ERnGPOSUgJH69qEnja34cAREKfmQeRGBURBmOs/7GeR9u+40nCnwInFLUkclWn37yxtImkYsBiqI1j3XScDPiAJOBctrXqpZQuiYDF nP0JhETPvZ9JEcHxtlgEOpTMWAp+rviYxEWk+iwHQWZ+p5rxD/83ophBd+xuMkBRbT2aIwFRgkLlLBA64YBTExhFDFza2YjogiFEx2NROCO//yIumcNlyn4d6c1ZuXZRxVdICO0Aly0TlqomvUQm1E0SN6Rq/ozXqyXqx362PWWrHKmX30B9bnDwebmz4=</latexit><latexit sha1_base64="hlxf63jXIT+s0WZopw3hbD1tsSM=">AAACCHicbVBNS8NAEN3Ur1q/oh49uFgETyURQY9FLx4r2FZoQtlsN+3STTbsT pQScvTiX/HiQRGv/gRv/hs3bQ7a+mDg8d4MM/OCRHANjvNtVZaWV1bXquu1jc2t7R17d6+jZaooa1MppLoLiGaCx6wNHAS7SxQjUSBYNxhfFX73ninNZXwLk4T5ERnGPOSUgJH69qEnja34cAREKfmQeRGBURBmOs/7GeR9u+40nCnwInFLUkclWn37yxtImkYsBiqI1j3XScDPiAJOBctrXqpZQuiYDF nP0JhETPvZ9JEcHxtlgEOpTMWAp+rviYxEWk+iwHQWZ+p5rxD/83ophBd+xuMkBRbT2aIwFRgkLlLBA64YBTExhFDFza2YjogiFEx2NROCO//yIumcNlyn4d6c1ZuXZRxVdICO0Aly0TlqomvUQm1E0SN6Rq/ozXqyXqx362PWWrHKmX30B9bnDwebmz4=</latexit><latexit sha1_base64="hlxf63jXIT+s0WZopw3hbD1tsSM=">AAACCHicbVBNS8NAEN3Ur1q/oh49uFgETyURQY9FLx4r2FZoQtlsN+3STTbsT pQScvTiX/HiQRGv/gRv/hs3bQ7a+mDg8d4MM/OCRHANjvNtVZaWV1bXquu1jc2t7R17d6+jZaooa1MppLoLiGaCx6wNHAS7SxQjUSBYNxhfFX73ninNZXwLk4T5ERnGPOSUgJH69qEnja34cAREKfmQeRGBURBmOs/7GeR9u+40nCnwInFLUkclWn37yxtImkYsBiqI1j3XScDPiAJOBctrXqpZQuiYDF nP0JhETPvZ9JEcHxtlgEOpTMWAp+rviYxEWk+iwHQWZ+p5rxD/83ophBd+xuMkBRbT2aIwFRgkLlLBA64YBTExhFDFza2YjogiFEx2NROCO//yIumcNlyn4d6c1ZuXZRxVdICO0Aly0TlqomvUQm1E0SN6Rq/ozXqyXqx362PWWrHKmX30B9bnDwebmz4=</latexit><latexit sha1_base64="hlxf63jXIT+s0WZopw3hbD1tsSM=">AAACCHicbVBNS8NAEN3Ur1q/oh49uFgETyURQY9FLx4r2FZoQtlsN+3STTbsT pQScvTiX/HiQRGv/gRv/hs3bQ7a+mDg8d4MM/OCRHANjvNtVZaWV1bXquu1jc2t7R17d6+jZaooa1MppLoLiGaCx6wNHAS7SxQjUSBYNxhfFX73ninNZXwLk4T5ERnGPOSUgJH69qEnja34cAREKfmQeRGBURBmOs/7GeR9u+40nCnwInFLUkclWn37yxtImkYsBiqI1j3XScDPiAJOBctrXqpZQuiYDF nP0JhETPvZ9JEcHxtlgEOpTMWAp+rviYxEWk+iwHQWZ+p5rxD/83ophBd+xuMkBRbT2aIwFRgkLlLBA64YBTExhFDFza2YjogiFEx2NROCO//yIumcNlyn4d6c1ZuXZRxVdICO0Aly0TlqomvUQm1E0SN6Rq/ozXqyXqx362PWWrHKmX30B9bnDwebmz4=</latexit>
 !s t+1
<latexit sha1_base64="U6gyInQDmZR4RfeLzq1V6bXlzw0=">AAACCnicbVBNS8NAEN3Ur1q/oh69RIsgCCURQY9FLx4r2A9oQthsN+3STTbsTpQScvbiX/HiQRGv/gJv/hs3bQ7a+mDg8d4MM/OChDMFtv1tVJaWV1bXquu 1jc2t7R1zd6+jRCoJbRPBhewFWFHOYtoGBpz2EklxFHDaDcbXhd+9p1IxEd/BJKFehIcxCxnBoCXfPHSFtiUbjgBLKR4yN8IwCsJM5bmfwamT+2bdbthTWIvEKUkdlWj55pc7ECSNaAyEY6X6jp2Al2EJjHCa19xU0QSTMR7SvqYxjqjysukruXWslYEVCqkrBmuq/p7IcKTUJAp0Z3GomvcK8T+vn0J46WUsTlKgMZktClNugbCKXKwBk5QAn2iCiWT6VouMsMQEdHo1HYIz//Ii6Zw1HLvh3J7Xm1dlHFV0gI7QCXLQBWqiG9RCbUTQI3pGr+jNeDJejHfjY9Z aMcqZffQHxucP99Kbrg==</latexit><latexit sha1_base64="U6gyInQDmZR4RfeLzq1V6bXlzw0=">AAACCnicbVBNS8NAEN3Ur1q/oh69RIsgCCURQY9FLx4r2A9oQthsN+3STTbsTpQScvbiX/HiQRGv/gJv/hs3bQ7a+mDg8d4MM/OChDMFtv1tVJaWV1bXquu 1jc2t7R1zd6+jRCoJbRPBhewFWFHOYtoGBpz2EklxFHDaDcbXhd+9p1IxEd/BJKFehIcxCxnBoCXfPHSFtiUbjgBLKR4yN8IwCsJM5bmfwamT+2bdbthTWIvEKUkdlWj55pc7ECSNaAyEY6X6jp2Al2EJjHCa19xU0QSTMR7SvqYxjqjysukruXWslYEVCqkrBmuq/p7IcKTUJAp0Z3GomvcK8T+vn0J46WUsTlKgMZktClNugbCKXKwBk5QAn2iCiWT6VouMsMQEdHo1HYIz//Ii6Zw1HLvh3J7Xm1dlHFV0gI7QCXLQBWqiG9RCbUTQI3pGr+jNeDJejHfjY9Z aMcqZffQHxucP99Kbrg==</latexit><latexit sha1_base64="U6gyInQDmZR4RfeLzq1V6bXlzw0=">AAACCnicbVBNS8NAEN3Ur1q/oh69RIsgCCURQY9FLx4r2A9oQthsN+3STTbsTpQScvbiX/HiQRGv/gJv/hs3bQ7a+mDg8d4MM/OChDMFtv1tVJaWV1bXquu 1jc2t7R1zd6+jRCoJbRPBhewFWFHOYtoGBpz2EklxFHDaDcbXhd+9p1IxEd/BJKFehIcxCxnBoCXfPHSFtiUbjgBLKR4yN8IwCsJM5bmfwamT+2bdbthTWIvEKUkdlWj55pc7ECSNaAyEY6X6jp2Al2EJjHCa19xU0QSTMR7SvqYxjqjysukruXWslYEVCqkrBmuq/p7IcKTUJAp0Z3GomvcK8T+vn0J46WUsTlKgMZktClNugbCKXKwBk5QAn2iCiWT6VouMsMQEdHo1HYIz//Ii6Zw1HLvh3J7Xm1dlHFV0gI7QCXLQBWqiG9RCbUTQI3pGr+jNeDJejHfjY9Z aMcqZffQHxucP99Kbrg==</latexit><latexit sha1_base64="U6gyInQDmZR4RfeLzq1V6bXlzw0=">AAACCnicbVBNS8NAEN3Ur1q/oh69RIsgCCURQY9FLx4r2A9oQthsN+3STTbsTpQScvbiX/HiQRGv/gJv/hs3bQ7a+mDg8d4MM/OChDMFtv1tVJaWV1bXquu 1jc2t7R1zd6+jRCoJbRPBhewFWFHOYtoGBpz2EklxFHDaDcbXhd+9p1IxEd/BJKFehIcxCxnBoCXfPHSFtiUbjgBLKR4yN8IwCsJM5bmfwamT+2bdbthTWIvEKUkdlWj55pc7ECSNaAyEY6X6jp2Al2EJjHCa19xU0QSTMR7SvqYxjqjysukruXWslYEVCqkrBmuq/p7IcKTUJAp0Z3GomvcK8T+vn0J46WUsTlKgMZktClNugbCKXKwBk5QAn2iCiWT6VouMsMQEdHo1HYIz//Ii6Zw1HLvh3J7Xm1dlHFV0gI7QCXLQBWqiG9RCbUTQI3pGr+jNeDJejHfjY9Z aMcqZffQHxucP99Kbrg==</latexit>
  s (t)
<latexit sha1_base64="WG+f9YCNJLFyeaOJM7rRUDjctNk=">AAACCXicbVBNS8NAEN34WetX1KOXxSLUS0lE0GPRi8cK9gOaWjbbTbt0kw27E6WEXL34V7x4UMSr/8Cb/8ZNm4O2Phh4vDfDzDw/FlyD43xbS8sr q2vrpY3y5tb2zq69t9/SMlGUNakUUnV8opngEWsCB8E6sWIk9AVr++Or3G/fM6W5jG5hErNeSIYRDzglYKS+jT1pbMECIErJh9QLCYz8INVZdpdW4STr2xWn5kyBF4lbkAoq0OjbX95A0iRkEVBBtO66Tgy9lCjgVLCs7CWaxYSOyZB1DY1IyHQvnX6S4WOjDHAglakI8FT9PZGSUOtJ6JvO/FA97+Xif143geCil/IoToBFdLYoSAQGifNY8IArRkFMDCFUcXMrpiOiCAUTXtmE4M6/vEhapzXXqbk3Z5X6ZRFHCR2iI1RFLjpHdXSNGqiJKHp Ez+gVvVlP1ov1bn3MWpesYuYA/YH1+QMDhJsl</latexit><latexit sha1_base64="WG+f9YCNJLFyeaOJM7rRUDjctNk=">AAACCXicbVBNS8NAEN34WetX1KOXxSLUS0lE0GPRi8cK9gOaWjbbTbt0kw27E6WEXL34V7x4UMSr/8Cb/8ZNm4O2Phh4vDfDzDw/FlyD43xbS8sr q2vrpY3y5tb2zq69t9/SMlGUNakUUnV8opngEWsCB8E6sWIk9AVr++Or3G/fM6W5jG5hErNeSIYRDzglYKS+jT1pbMECIErJh9QLCYz8INVZdpdW4STr2xWn5kyBF4lbkAoq0OjbX95A0iRkEVBBtO66Tgy9lCjgVLCs7CWaxYSOyZB1DY1IyHQvnX6S4WOjDHAglakI8FT9PZGSUOtJ6JvO/FA97+Xif143geCil/IoToBFdLYoSAQGifNY8IArRkFMDCFUcXMrpiOiCAUTXtmE4M6/vEhapzXXqbk3Z5X6ZRFHCR2iI1RFLjpHdXSNGqiJKHp Ez+gVvVlP1ov1bn3MWpesYuYA/YH1+QMDhJsl</latexit><latexit sha1_base64="WG+f9YCNJLFyeaOJM7rRUDjctNk=">AAACCXicbVBNS8NAEN34WetX1KOXxSLUS0lE0GPRi8cK9gOaWjbbTbt0kw27E6WEXL34V7x4UMSr/8Cb/8ZNm4O2Phh4vDfDzDw/FlyD43xbS8sr q2vrpY3y5tb2zq69t9/SMlGUNakUUnV8opngEWsCB8E6sWIk9AVr++Or3G/fM6W5jG5hErNeSIYRDzglYKS+jT1pbMECIErJh9QLCYz8INVZdpdW4STr2xWn5kyBF4lbkAoq0OjbX95A0iRkEVBBtO66Tgy9lCjgVLCs7CWaxYSOyZB1DY1IyHQvnX6S4WOjDHAglakI8FT9PZGSUOtJ6JvO/FA97+Xif143geCil/IoToBFdLYoSAQGifNY8IArRkFMDCFUcXMrpiOiCAUTXtmE4M6/vEhapzXXqbk3Z5X6ZRFHCR2iI1RFLjpHdXSNGqiJKHp Ez+gVvVlP1ov1bn3MWpesYuYA/YH1+QMDhJsl</latexit><latexit sha1_base64="WG+f9YCNJLFyeaOJM7rRUDjctNk=">AAACCXicbVBNS8NAEN34WetX1KOXxSLUS0lE0GPRi8cK9gOaWjbbTbt0kw27E6WEXL34V7x4UMSr/8Cb/8ZNm4O2Phh4vDfDzDw/FlyD43xbS8sr q2vrpY3y5tb2zq69t9/SMlGUNakUUnV8opngEWsCB8E6sWIk9AVr++Or3G/fM6W5jG5hErNeSIYRDzglYKS+jT1pbMECIErJh9QLCYz8INVZdpdW4STr2xWn5kyBF4lbkAoq0OjbX95A0iRkEVBBtO66Tgy9lCjgVLCs7CWaxYSOyZB1DY1IyHQvnX6S4WOjDHAglakI8FT9PZGSUOtJ6JvO/FA97+Xif143geCil/IoToBFdLYoSAQGifNY8IArRkFMDCFUcXMrpiOiCAUTXtmE4M6/vEhapzXXqbk3Z5X6ZRFHCR2iI1RFLjpHdXSNGqiJKHp Ez+gVvVlP1ov1bn3MWpesYuYA/YH1+QMDhJsl</latexit>
  s (t+1)
<latexit sha1_base64="6FFeeZRduDjj7na2wO2tNx1vsNg=">AAACC3icbVBNS8NAEN34WetX1KOX0CJUhJKIoMeiF48V7Ac0sWy2m3bpJht2J0oJuXvxr3jxoIhX/4A3/42bNgdtfTDweG+GmXl+zJkC2/42lpZXVtfWSxvlza3tnV1zb7+tRCIJbRHBhez6WFHOItoCBpx2Y0lx6HPa8c dXud+5p1IxEd3CJKZeiIcRCxjBoKW+WXGFtjkNAEspHlI3xDDyg1Rl2V1agxPnOOubVbtuT2EtEqcgVVSg2Te/3IEgSUgjIBwr1XPsGLwUS2CE06zsJorGmIzxkPY0jXBIlZdOf8msI60MrEBIXRFYU/X3RIpDpSahrzvzU9W8l4v/eb0EggsvZVGcAI3IbFGQcAuElQdjDZikBPhEE0wk07daZIQlJqDjK+sQnPmXF0n7tO7YdefmrNq4LOIooUNUQTXkoHPUQNeoiVqIoEf0jF7Rm/FkvBjvxsesdckoZg7QHxifP/ODm5U=</latexit><latexit sha1_base64="6FFeeZRduDjj7na2wO2tNx1vsNg=">AAACC3icbVBNS8NAEN34WetX1KOX0CJUhJKIoMeiF48V7Ac0sWy2m3bpJht2J0oJuXvxr3jxoIhX/4A3/42bNgdtfTDweG+GmXl+zJkC2/42lpZXVtfWSxvlza3tnV1zb7+tRCIJbRHBhez6WFHOItoCBpx2Y0lx6HPa8c dXud+5p1IxEd3CJKZeiIcRCxjBoKW+WXGFtjkNAEspHlI3xDDyg1Rl2V1agxPnOOubVbtuT2EtEqcgVVSg2Te/3IEgSUgjIBwr1XPsGLwUS2CE06zsJorGmIzxkPY0jXBIlZdOf8msI60MrEBIXRFYU/X3RIpDpSahrzvzU9W8l4v/eb0EggsvZVGcAI3IbFGQcAuElQdjDZikBPhEE0wk07daZIQlJqDjK+sQnPmXF0n7tO7YdefmrNq4LOIooUNUQTXkoHPUQNeoiVqIoEf0jF7Rm/FkvBjvxsesdckoZg7QHxifP/ODm5U=</latexit><latexit sha1_base64="6FFeeZRduDjj7na2wO2tNx1vsNg=">AAACC3icbVBNS8NAEN34WetX1KOX0CJUhJKIoMeiF48V7Ac0sWy2m3bpJht2J0oJuXvxr3jxoIhX/4A3/42bNgdtfTDweG+GmXl+zJkC2/42lpZXVtfWSxvlza3tnV1zb7+tRCIJbRHBhez6WFHOItoCBpx2Y0lx6HPa8c dXud+5p1IxEd3CJKZeiIcRCxjBoKW+WXGFtjkNAEspHlI3xDDyg1Rl2V1agxPnOOubVbtuT2EtEqcgVVSg2Te/3IEgSUgjIBwr1XPsGLwUS2CE06zsJorGmIzxkPY0jXBIlZdOf8msI60MrEBIXRFYU/X3RIpDpSahrzvzU9W8l4v/eb0EggsvZVGcAI3IbFGQcAuElQdjDZikBPhEE0wk07daZIQlJqDjK+sQnPmXF0n7tO7YdefmrNq4LOIooUNUQTXkoHPUQNeoiVqIoEf0jF7Rm/FkvBjvxsesdckoZg7QHxifP/ODm5U=</latexit><latexit sha1_base64="6FFeeZRduDjj7na2wO2tNx1vsNg=">AAACC3icbVBNS8NAEN34WetX1KOX0CJUhJKIoMeiF48V7Ac0sWy2m3bpJht2J0oJuXvxr3jxoIhX/4A3/42bNgdtfTDweG+GmXl+zJkC2/42lpZXVtfWSxvlza3tnV1zb7+tRCIJbRHBhez6WFHOItoCBpx2Y0lx6HPa8c dXud+5p1IxEd3CJKZeiIcRCxjBoKW+WXGFtjkNAEspHlI3xDDyg1Rl2V1agxPnOOubVbtuT2EtEqcgVVSg2Te/3IEgSUgjIBwr1XPsGLwUS2CE06zsJorGmIzxkPY0jXBIlZdOf8msI60MrEBIXRFYU/X3RIpDpSahrzvzU9W8l4v/eb0EggsvZVGcAI3IbFGQcAuElQdjDZikBPhEE0wk07daZIQlJqDjK+sQnPmXF0n7tO7YdefmrNq4LOIooUNUQTXkoHPUQNeoiVqIoEf0jF7Rm/FkvBjvxsesdckoZg7QHxifP/ODm5U=</latexit>
Read
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Read
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Encoder
x1
<latexit sha1_base64="2HhTHyaEJkkJenBTAOB/h38YNco=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVhCf8ONC0Xc+jPu/BsnbRbae mDgcM693DMnSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0G3qBac+vuHGSVeAWpQYHmoPrlD2OWRlwhk9SYnucm2M+oRsEkn1X81PCEsgkd8Z6likbc9LN55hk5s8qQhLG2TyGZq783MhoZM40CO5lnNMteLv7n9VIMr/uZUEmKXLHFoTCVBGOSF0CGQnOGcmoJZVrYrI SNqaYMbU0VW4K3/OVV0r6oe27du7+sNW6KOspwAqdwDh5cQQPuoAktYJDAM7zCm5M6L86787EYLTnFzjH8gfP5AypgkcA=</latexit><latexit sha1_base64="2HhTHyaEJkkJenBTAOB/h38YNco=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVhCf8ONC0Xc+jPu/BsnbRbae mDgcM693DMnSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0G3qBac+vuHGSVeAWpQYHmoPrlD2OWRlwhk9SYnucm2M+oRsEkn1X81PCEsgkd8Z6likbc9LN55hk5s8qQhLG2TyGZq783MhoZM40CO5lnNMteLv7n9VIMr/uZUEmKXLHFoTCVBGOSF0CGQnOGcmoJZVrYrI SNqaYMbU0VW4K3/OVV0r6oe27du7+sNW6KOspwAqdwDh5cQQPuoAktYJDAM7zCm5M6L86787EYLTnFzjH8gfP5AypgkcA=</latexit><latexit sha1_base64="2HhTHyaEJkkJenBTAOB/h38YNco=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVhCf8ONC0Xc+jPu/BsnbRbae mDgcM693DMnSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0G3qBac+vuHGSVeAWpQYHmoPrlD2OWRlwhk9SYnucm2M+oRsEkn1X81PCEsgkd8Z6likbc9LN55hk5s8qQhLG2TyGZq783MhoZM40CO5lnNMteLv7n9VIMr/uZUEmKXLHFoTCVBGOSF0CGQnOGcmoJZVrYrI SNqaYMbU0VW4K3/OVV0r6oe27du7+sNW6KOspwAqdwDh5cQQPuoAktYJDAM7zCm5M6L86787EYLTnFzjH8gfP5AypgkcA=</latexit><latexit sha1_base64="2HhTHyaEJkkJenBTAOB/h38YNco=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiQi6LLoxmUF+4CmlMl00g6dTMLMjVhCf8ONC0Xc+jPu/BsnbRbae mDgcM693DMnSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29zvPHJtRKwecJrwfkRHSoSCUbSS70cUx0GYPc0G3qBac+vuHGSVeAWpQYHmoPrlD2OWRlwhk9SYnucm2M+oRsEkn1X81PCEsgkd8Z6likbc9LN55hk5s8qQhLG2TyGZq783MhoZM40CO5lnNMteLv7n9VIMr/uZUEmKXLHFoTCVBGOSF0CGQnOGcmoJZVrYrI SNqaYMbU0VW4K3/OVV0r6oe27du7+sNW6KOspwAqdwDh5cQQPuoAktYJDAM7zCm5M6L86787EYLTnFzjH8gfP5AypgkcA=</latexit>
x2
<latexit sha1_base64="/xhoKoWR751dxO/nYLz15N6jlLs=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQIuiy6cVnBPqApZTK9aYdOJmFmIpbQ33DjQhG3/ow7/8ZJm4W2Hhg 4nHMv98wJEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5zf3OIyrNY/lgpgn2IzqSPOSMGiv5fkTNOAizp9mgPqhU3Zo7B1klXkGqUKA5qHz5w5ilEUrDBNW657mJ6WdUGc4Ezsp+qjGhbEJH2LNU0gh1P5tnnpFzqwxJGCv7pCFz9fdGRiOtp1FgJ/OMetnLxf+8XmrC637GZZIalGxxKEwFMTHJCyBDrpAZMbWEMsVtVsLGVFFm bE1lW4K3/OVV0q7XPLfm3V9WGzdFHSU4hTO4AA+uoAF30IQWMEjgGV7hzUmdF+fd+ViMrjnFzgn8gfP5AyvkkcE=</latexit><latexit sha1_base64="/xhoKoWR751dxO/nYLz15N6jlLs=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQIuiy6cVnBPqApZTK9aYdOJmFmIpbQ33DjQhG3/ow7/8ZJm4W2Hhg 4nHMv98wJEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5zf3OIyrNY/lgpgn2IzqSPOSMGiv5fkTNOAizp9mgPqhU3Zo7B1klXkGqUKA5qHz5w5ilEUrDBNW657mJ6WdUGc4Ezsp+qjGhbEJH2LNU0gh1P5tnnpFzqwxJGCv7pCFz9fdGRiOtp1FgJ/OMetnLxf+8XmrC637GZZIalGxxKEwFMTHJCyBDrpAZMbWEMsVtVsLGVFFm bE1lW4K3/OVV0q7XPLfm3V9WGzdFHSU4hTO4AA+uoAF30IQWMEjgGV7hzUmdF+fd+ViMrjnFzgn8gfP5AyvkkcE=</latexit><latexit sha1_base64="/xhoKoWR751dxO/nYLz15N6jlLs=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQIuiy6cVnBPqApZTK9aYdOJmFmIpbQ33DjQhG3/ow7/8ZJm4W2Hhg 4nHMv98wJEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5zf3OIyrNY/lgpgn2IzqSPOSMGiv5fkTNOAizp9mgPqhU3Zo7B1klXkGqUKA5qHz5w5ilEUrDBNW657mJ6WdUGc4Ezsp+qjGhbEJH2LNU0gh1P5tnnpFzqwxJGCv7pCFz9fdGRiOtp1FgJ/OMetnLxf+8XmrC637GZZIalGxxKEwFMTHJCyBDrpAZMbWEMsVtVsLGVFFm bE1lW4K3/OVV0q7XPLfm3V9WGzdFHSU4hTO4AA+uoAF30IQWMEjgGV7hzUmdF+fd+ViMrjnFzgn8gfP5AyvkkcE=</latexit><latexit sha1_base64="/xhoKoWR751dxO/nYLz15N6jlLs=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQIuiy6cVnBPqApZTK9aYdOJmFmIpbQ33DjQhG3/ow7/8ZJm4W2Hhg 4nHMv98wJEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5zf3OIyrNY/lgpgn2IzqSPOSMGiv5fkTNOAizp9mgPqhU3Zo7B1klXkGqUKA5qHz5w5ilEUrDBNW657mJ6WdUGc4Ezsp+qjGhbEJH2LNU0gh1P5tnnpFzqwxJGCv7pCFz9fdGRiOtp1FgJ/OMetnLxf+8XmrC637GZZIalGxxKEwFMTHJCyBDrpAZMbWEMsVtVsLGVFFm bE1lW4K3/OVV0q7XPLfm3V9WGzdFHSU4hTO4AA+uoAF30IQWMEjgGV7hzUmdF+fd+ViMrjnFzgn8gfP5AyvkkcE=</latexit>
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Figure 1: The architecture of our proposed model.
translations and the R2L decoder provides target
semantics to the L2R decoder.
The R2L decoder generates hidden states←−s ={←−s 1,←−s 2, . . . ,←−s m′}, where m′ indicates the
length of translation. It also generates translation←−y = {←−y 1,←−y 2, . . . ,←−y m′} to be optimized by
a teacher-forcing method at training phase. Par-
ticularly, we use hidden states of the R2L de-
coder as primary target semantics. To reduce the
time cost, we use greedy search to generate hid-
den states ←−s . The L2R decoder generates trans-
lation −→y = {−→y 1,−→y 2, . . . ,−→y m} where m is the
length of translation. An attention mechanism is
employed to gather related source context cl2rt ac-
cording to the L2R decoder’s state and source rep-
resentations at each decoding step t, as cl2rt =
Attention(
−→˜
s t−1,h). To dynamically exploit
target semantics, the L2R decoder employs DIM
to extract R2L target semantics from←−s (t) as ctgtt
and update←−s (t) to←−s (t+1) at each L2R decoding
step, which is described in Section 3.2. ←−s (t) rep-
resents target semantics at decoding step t. Then
we concatenate the source context and target se-
mantics as ct = [cl2rt ; c
tgt
t ] and employ ct for cal-
culating −→s t and predicting −→y t.
3.2 Dynamic Interaction Module
Inspired by the neural turing machine (Graves
et al., 2014), the DIM in our model contains three
operations: Address, Read and Update. The Ad-
dress and the Read are the same as they are in the
attention mechanism:
atgtt = Address(
−→˜
s t−1,←−s (t)) (4)
ctgtt = Read(a
tgt
t ,
←−s (t)). (5)
Similar to Meng et al. (2016, 2018), the Update
operation consists of two specific actions: FOR-
GET and ADD. The FORGET action erases the re-
dundant content. Specifically, we use Ft vector
SYSTEM ARCHITECTURE # Para. MT02 MT03 MT04 MT05 MT06 AVE. ∆
Bahdanau et al. (2014) RNNSearch 85.62M – 36.59 39.57 35.56 35.29 36.75
Zhang et al. (2018a) ABDNMT 122.86M 41.60 40.02 42.32 38.84 38.38 39.89
Vaswani et al. (2017) Transformer 90.64M 44.89 44.27 45.54 44.57 43.95 44.58
Our Implementations
RNNSEARCH∗ 46.39M 44.15 42.13 43.70 41.67 42.28 42.45 –
ABDNMT∗ 55.84M 45.77 43.91 46.15 44.07 44.44 44.64 +2.19
Our Model 56.36M 46.74 45.12 47.03 46.20 44.38 45.68 +3.23
Table 1: Case-insensitive BLEU scores (%) on NIST Zh⇒En task. Domain differences between MT02 and MT06
cause our model to decrease slightly over ABDNMT∗ on MT06.
to control values to be forgotten on each dimen-
sion of −→s t−1 and use atgtt to specifies extents to
be erased over different positions of target seman-
tics. Correspondingly, the ADD action determines
the complementary current content to be written
into target semantics, which utilizesAt vector and
atgtt to control the values and extents over different
positions to be written respectively. The Update
operation is formalized by:
←−s (t) =←−s (t−1) · (1− atgtt · Ft)︸ ︷︷ ︸
FORGET
+atgtt ·At︸ ︷︷ ︸
ADD
(6)
Ft = σ(Wf
−→s t−1), At = σ(Wa−→s t−1) (7)
where Wf , Wa are parameters of FORGET and
ADD actions and σ means the sigmoid function.
In this way, the DIM is able to track the inter-
action histories and dynamically exploit target se-
mantics to extract more relevant target information
with accurate attention distributions.
3.3 Joint Training with Agreement
Regularization
We propose to further introduce joint training with
agreement regularization (Liang et al., 2006, 2008;
Cheng et al., 2015) into our model. The motivation
is to enhance the translation consistency between
the R2L decoder and the L2R decoder. We com-
pute the L2 loss between generated logits rather
than hidden states (Yang et al., 2018) of two de-
coders as the agreement term due to logits con-
tain more direct prediction information than hid-
den states.
Formally, given parameters θe, θr2l, θl2r and
training data D = {(x,y)}, the training objective
function is as follows:
L = max 1|D|
∑
<x,y>
{
log(p(←−y |x; θe, θr2l))
+ log(p(−→y |x; θe, θr2l, θl2r))− L2(←−E ,−→E )
}
(8)
where
←−
E and
−→
E are generated logits of the R2L
decoder and the L2R decoder, respectively.
4 Experiments
4.1 Setup
We conduct experiments on NIST
Chinese⇒English (Zh⇒En) and WMT’16
English⇒Romanian (En⇒Ro) translation tasks.
For Zh⇒En, the training data consists of 1.25M
sentence pairs extracted from the LDC corpora.
We choose MT02 dataset as the valid set and
MT03-MT06 datasets as test sets. For En⇒Ro,
we use the preprocessed version of WMT’16
dataset released by Lee et al. (2018) that com-
prises 0.6M sentence pairs. We use newsdev2016
as the valid set and newstest2016 as the test set.
We adopt the multi-bleu.pl script to calculate
BLEU scores (Papineni et al., 2002).
There are three baselines in our experiments:
1) RNNSEARCH∗: Our in-house implementation
of RNNSearch (Bahdanau et al., 2014), which is
augmented by combining recent advanced tech-
niques1; 2) ABDNMT∗: Our in-house implemen-
tation of ABDNMT (Zhang et al., 2018a) based
on the strong NMT baseline RNNSEARCH∗;
3)Transformer: The state-of-the-art NMT model
based on self attention (Vaswani et al., 2017). To
ensure a fair comparison, we employ the same set-
tings1 for RNNSEARCH∗, ABDNMT∗ and our
model. We use base model implemented in fairseq
(Ott et al., 2019) for Transformer.
4.2 Results on NIST Chinese⇒English
Table 1 shows results on the NIST Zh⇒En trans-
lation task. Our model achieves +3.23 BLEU
improvements over RNNSEARCH∗, which proves
exploiting R2L target semantics can effectively
enhance the L2R translation quality. ABDNMT∗
is a strong bidirectional decoding baseline that
surpasses ABDNMT by +4.75 BLEU on average
due to advanced techniques. Our model can still
surpass ABDNMT∗ by +1.04 BLEU on average,
which proves the effectiveness of our method. Be-
sides, our model surpasses the Transformer model
1It is available in the supplemental material.
by +1.10 BLEU points with only 63% parameters
compared to it (56.36M vs. 90.64M).
4.3 Results on WMT’16 English⇒Romanian
Table 2 shows results on WMT’16 En⇒Ro
translation task. Our model also outperforms
RNNSEARCH∗ and ABDNMT∗ notably by
+2.25 BLEU and +1.02 BLEU respectively. Com-
pared to Transformer, it yields a gain of +0.84
BLEU with only 68% parameters of it (42.32M
vs. 62.05M). It proves that our approach can also
achieve remarkable gains in other language pairs.
ARCHITECTURE # Para. BLEU ∆
Transformer 62.05M 32.85
RNNSEARCH∗ 33.13M 31.44 –
ABDNMT∗ 41.80M 32.67 +1.23
Our Model 42.32M 33.69 +2.25
Table 2: Case-insensitive BLEU scores (%) on
WMT’16 En⇒Ro test set.
4.4 Ablation Study
We perform an ablation study on the Zh⇒En valid
set to validate the effect of each module. As shown
in Table 3, removing agreement regularization or
Update operation both decrease the BLEU score
but it’s still higher than ABDNMT∗, which proves
these two modules are both useful to improve the
translation quality. Removing the whole DIM
causes a heavy decrease in BLEU scores, which
demonstrates the DIM can effectively improve the
performance.
4.5 Attention Visualization
We choose an example to visualize the attention
alignment scores between the R2L decoder and
the L2R decoder. As Figure 2 shows, ABDNMT∗
tends to generate a disperse attention distribution
(a) ABDNMT∗ (b) Our Model
Figure 2: A visualization example of attention between
the R2L decoder and the L2R decoder. The x-axis rep-
resents the corresponding R2L translation of target se-
mantics and the y-axis represents the L2R translation.
The higher the relevance, the whiter the grayscale.
ARCHITECTURE MT02 ∆
Our Model 46.74 –
− agreement regularization 46.39 -0.35
− Update 46.13 -0.61
− DIM (Address & Read & Update) 45.15 -1.59
Table 3: Ablation study of agreement regularization
and the DIM on NIST Zh⇒En valid set.
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Figure 3: The BLEU scores (%) on the merged test sets
with respect to different source sentences lengths.
and sometimes attends to the parts that have been
translated. However, our model can always pro-
duce a high attention score near the diagonal and
focus more on the part to translate. We also ob-
serve that both models keep focus on the first to-
ken of R2L translation (’.’ in this example) during
the whole decoding procedure, which indicates it
has more information to attend.
4.6 About Length
To evaluate our model’s ability on different
sentence lengths, we merge four test sets and
test BLEU scores according to different source
sentence lengths. As Figure 3 shows, our
model always yields higher BLEU scores than
RNNSEARCH∗ and ABDNMT∗, even on long
source sentences. It indicates that our method can
effectively explore R2L target semantics to im-
prove L2R translation.
5 Conclusion
We propose a novel mechanism to improve bidi-
rectional decoding with dynamic target semantics.
Experimental results show our method achieves
remarkable improvements over our baselines. It
also indicates our model can track the interaction
histories and lead to more accurate attention dis-
tribution. Recently a synchronous decoding ap-
proach proposed by Zhang et al. (2019) achieves
promising results and we plan to integrate their
method into our model for further exploration in
the future study.
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A Advanced Techniques
The encoder of RNNSEARCH∗ is composed of 2
bidirectional GRUs, totally 4 layer RNNs, and the
decoder is composed by conditional GRU, totally
2 layer RNNs. We combine these advanced tech-
niques to enhance our baseline system:
• Multi-head Additive Attention: A multi-
head version of RNNSearch’s additive atten-
tion.
• Dropout: We apply dropout on embedding
layers, RNN output layers of the encoder,
output layer before prediction of the decoder.
• Label Smoothing: We use uniform label
smoothing with an uncertainty=0.1.
B Training Details
For Zh⇒En, the number of byte pair encoding
(BPE) (Sennrich et al., 2015) merge operations is
set to 30k for both source and target languages.
For En⇒Ro, we use a shared vocabulary gener-
ated by 40k BPEs. The parameters are initial-
ized uniformly between [-0.08, 0.08] and updated
by the Adam optimizer (Kingma and Ba, 2014)
(β1 = 0.9, β2 = 0.999 and  = 1e−6). And we
follow Chen et al. (2018) to vary the learning rate
as follows:
lr = lr0 ·min(1 + t · (n− 1)
np
, n, n · (2n) s−nte−s )
where t is the current step, n is the number of con-
current model replicas in training, p is the number
of warmup steps, s is the start step of the expo-
nential decay, and e is the end step of the decay.
We use 2 Nvidia Titan XP GPUs for synchronous
training and set lr0, p, s and e to 10−3, 500, 8000
and 64000 respectively according to (Meng and
Zhang, 2018). We train our models on 2 Nvidia
Titan XP GPUs and limit tokens per batch to 4096
per GPU. We set heads count in multi-head ad-
ditive attention as 8, word embedding size and
hidden size as 512, gradient norm as 5.0. Addi-
tionally, we set dropout rates of embedding lay-
ers, output layer before prediction of the decoder
and RNN output layers of the encoder to 0.5, 0.5
and 0.3 respectively. To reduce GPU memory us-
age, we tie the word embeddings and output em-
beddings (Press and Wolf, 2016). During transla-
tion phase, we set beam size to 10. We use trans-
former base v2 2 settings to train Transformer in
our experiments.
2https://github.com/tensorflow/tensor2tensor/blob
/master/tensor2tensor/models/transformer.py
