Strassen's matrix multiplication (MM) has benefits with respect to any (highly tuned) implementations of MM because Strassen's reduces the total number of operations. Strassen achieved this operation reduction by replacing computationally expensive MMs with matrix additions (MAs). For architectures with simple memory hierarchies, having fewer operations directly translates into an efficient utilization of the CPU and, thus, faster execution. However, for modern architectures with complex memory hierarchies, the operations introduced by the MAs have a limited in-cache data reuse and thus poor memory-hierarchy utilization, thereby overshadowing the (improved) CPU utilization, and making Strassen's algorithm (largely) useless on its own.
INTRODUCTION
In the last 30 years, the complexity of processors on a chip is following accurately Moore's law; that is, the number of transistors per chip doubles every 18 months. Unfortunately, the steady increase of processor integration does not always result in a proportional increase of the system performance on a given application (program); that is, the same application does not double its performance when it runs on a new state-of-the-art architecture every 18 months. In fact, the performance of an application is the result of an intricate synergy between the two constituent parts of the system: on one side, the architecture composed of processors, memory hierarchy and devices, and, on the other side, the code composed of algorithms, software packages and libraries steering the computation on the hardware. When the architecture evolves, the code must adapt so that the system can deliver peak performance.
Our main interest is the design and implementation of codes that embrace the architecture evolution. We want to write efficient and easy to maintain codes, which any developer can use for several generations of architectures. Adaptive codes attempt to provide just that. In fact, they are an effective solution for the efficient utilization of (and portability across) complex and always-changing architectures (e.g., [16, 11, 30, 19] ). In this paper, we discuss a single but fundamental kernel in dense linear algebra: matrix multiply (MM) for any size and shape matrices stored in double precision and in standard row or column major layout [20, 15, 14, 33, 3, 18] .
We extend Strassen's algorithm to deal with rectangular and arbitrary-size matrices so as to exploit better data locality and number of operations, and thus performance, than previously proposed versions [22] . We consider the performance effects of Strassen's applied to rectangular matrices directly (i.e., exploiting fewer operations) or, after a cache-oblivious problem division, to (almost) square matrices only (i.e., exploiting data locality). We show that for some architectures, the latter can outperform the former, (in contrast of what estimated by Knight [25] ), and we show that both must build on top of highly efficient O(n 3 ) MMs based on the state-of-the-art adaptive software packages such as ATLAS [11] and hand tuned packages such as GotoBLAS [18] . In fact, we show that choosing the right combination of our algorithm with these highly tuned MMs, we can achieve an execution-time reduction up to 30% and 22% when comparet to using alone ATLAS and GotoBLAS respectively. We present an extensive quantitative evaluation of our algorithm performance for a large set of different architectures to demonstrate that our approach is beneficial and portable. We discuss also the numerical stability of our algorithm and its practical error evaluation.
The paper is organized as follows. In Section 2, we discuss the related work and we highlight our contributions. In Section 3, we present our algorithm and discuss its practical numerical stability and complexity. In Section 4, we present our experimental results; in particular, in Section 4.1, we discuss the performance for any matrix shape and, in Section 4.2, for square matrices only. We conclude in Section 5.
RELATED WORK
Strassen's algorithm is the first and the most used fast algorithm (i.e., breaking the O(n 3 ) operation count). Strassen discovered that the original recursive algorithm of complexity O(n 3 ) can be reorganized in such a way that one computationally expensive recursive MM step can be replaced with 18 cheaper matrix additions (MA). As a result, Strassen's algorithm has (asymptotically) fewer operations (i.e., multiplications and additions) O(n 2.86 ). Another variant is by Winograd; Winograd replaced one MM with 15 MAs and improved Strassen's complexity by a constant factor. Our approach can be applied to the Winograd's variant as well; however, Winograd's algorithm is beyond the scope of this paper and it will be investigated separately and in the future.
In practice however for small matrices, Strassen's has a significant overhead and a conventional MM results in better performance. To overcome this, several authors have shown hybrid algorithms; that is, deploying Strassen's MM in conjunction with conventional MM [5, 4, 20] , where for a specific problem size n1, or recursion point [22] , Strassen's algorithm yields the computation to the conventional MM implementations. 1 With the deployment of modern and faster architectures (with fast CPUs and relatively slow memory), Strassen's has performance appeal for larger and larger problems, undermining its practical benefits. In other words, the evolution of modern architectures -i.e., capable of solving large problems fast-presents a scenario where the recursion point has started increasing [2] . However, the demand for solving larger and larger problems has increased together with the development of modern architectures; this sheds a completely new light on what/when a problem size is actually practical, making Strassen's approach extremely powerful. Given a modern architecture, finding for what problem sizes Strassen's is beneficial has never been so compelling.
Our approach has three contributions/advantages with respect to previous approaches.
1. Our algorithm divides the MM problems into a set of balanced subproblems without any matrix padding or peeling, so it achieves balanced workload and predictable performance. This balanced division leads to: a cleaner algorithm formulation, an easier parallelization, and little or no work in combining the solutions of the subproblems (conquer step). This strategy differs from the division process proposed by Huss-Lederman et al. [22, 20, 1] leading to fewer operations and better data locality. In this approach [22] , the problem division is a function of the matrix sizes such that for oddmatrix sizes, the problem is divided into a large even-size problem, on which Strassen can be applied, and into (extremely irregular) subproblems deploying matrix-by-vector and vector-by-vector computations.
2. Our algorithm applies Strassen's strategy recursively as many time as a function of the problem size. If the problem size is large enough, the algorithm has a recursion depth that goes as deep as there is any performance advantage. This is in contrast to the approach in [22] where Strassen's strategy is applied just once. Furthermore, we determine the recursion point empirically by micro-benchmarking at installation time; unlike as in [32] , where Strassen's algorithm is studied in isolation without any performance comparison with highperformance MM.
3. We store matrices in standard row or column major format and, at any time, we can yield control to a highly tuned MM such as ATLAS's DGEM M without any overhead. Thus, we can use our algorithm in combination with these highly tuned MM routines with no modifications or change of layout overheads (i.e., estimated as 5-10% of the total execution time [32] ).
In the literature, there are other fast MM algorithms. For example, Pan showed a bilinar algorithm that is asymptotically faster than Strassen-Winograd [27] O(n 2.79 ) and he presented a survey of the topic [28] with best O(n 2.49 ). The practical implementation of Pan's algorithm is presented by Kaporini [23, 24] . New approaches are emerging recently, which promise to be practical and numerically stable [7, 12] . The fastest to date is by Coppersmith and Winograd [8] O(n 2.376 ).
BALANCED MATRIX MULTIPLICA-TION
In this section, we introduce our algorithm, which is a composition of three different layers/algorithms: on the top level (in this section), we use a cache oblivious algorithm [17] so to reduce the problem to almost square matrices; in the middle level (Section 3.1), we deploy Strassen's algorithm to reduce the computation work; in the lower level, we deploy ATLAS's [33] or GotoBLAS [18] to unleash the architecture characteristics. In the following, we introduce briefly our notations and then our algorithms.
We identify the size of a matrix A ∈ M m×n as σ(A)=m×n, where m is the number of rows and n the number of columns of the matrix A. Matrix multiplication is defined for operands of sizes σ(C)=m×p, σ(A)=m×n and σ(B)=n×p, and identified as C=AB, where the component ci,j at row i and column j of the result matrix C is defined as ci,j = P n k=0 a i,k b k,j . In this paper, we use a simplified notation to identify submatrices. We choose to divide logically a matrix M into at most four submatrices; we label them so that M0 is the first and the largest submatrix, M2 is logically beneath M0, M1 is on the right of M0, and M3 is beneath M1 and to the right of M2 (e.g., how to divide a matrix into two submatrices, and into four, see Figure 1 ). This notation is taken from [6] .
In Table 1 , we present the framework of our cache-oblivious algorithm that we identify as Balanced MM. This algorithm divides the problem and specifies the operands in such a way that the subproblems have balanced workload and similar operand shapes and sizes. In fact, this algorithm reduces the problem to almost square matrices; that is, A is almost square if m ≤ γmn or n ≤ γnm and γ is usually equal to 2. We aim at the efficient utilization of the higher level of the memory hierarchy; that is, the memory pages 
×p else A, B and C almost square Strassen C=A * sB see Section 3.1 often organized using small and fully associative cache, table lookaside buffer (TLB). This formulation has been proven (asymptotically) optimal [17] in the number of misses. We present detailed performance of this strategy for any matrix size and for three systems in Section 4. This technique breaks down the general problem into small and regular problems to exploit better data locality in the memory hierarchy. Knight [25] presented evidence showing that this approach is not optimal in the sense of number of operations; for example, using directly Strassen decomposition to the rectangular matrices should achieve better performance. In Section 4.1, we address this issue quantitatively and show that we must exploit data locality as much as the operation reduction.
In the following section (Section 3.1), we describe our version of Strassen's algorithm for any (almost square) matrices and, thereby completing the algorithm specified in Table 1 . We call it hybrid ATLAS/GotoBLAS-Strassen algorithm (HASA).
Hybrid ATLAS/GotoBLAS-Strassen algorithm (HASA)
In this section, we present our generalization of Strassen's MM algorithm. Our algorithm reduces the number of passes through the data as well as the number of computations because of a balanced division process. In practice, this algorithm is more efficient than previous approaches [31, 22, 32] . The algorithm applies to any matrix sizes (and, thus, shape) rather than only to square matrices like in [9, 10] . ). We generalized Strassen's algorithm in order to compute the MM regardless of matrix size, as shown in Table 2 . Notice that, dividing a matrix into almost square submatrices as described previously, we can achieve a balanced division into subcomputations. However, now we do not have submatrices of the same sizes. In such a scenario, we defined the MA between matrices so that we have a fully functional recursive algorithm; that is, we reduce the computation to 7 well defined MMs, where the left-operand columns match the right operand rows, and MAs are between almost square matrices as follows.
Consider a matrix addition X=Y + Z (subtraction is similar). Intuitively, when the resulting matrix X is larger than the addenda Y or Z, the computation is performed as if the smaller operands are extended and padded with zeros. Otherwise, if the result matrix is smaller than the operands, the computation is performed as if the larger operands are cropped to fit the result matrix. Formally, X=Y + Z is defined so that σ(X)=m×n, σ(Y)=p×q and σ(Z)=r×s and xi,j=f (i, j) + g(i, j) where: 
which is a term of M1, is a singular product and it is required for the computation of C0; in contrast, A0B3 is an artificial product, 2 computed in the same expression, because of the way the algorithm adds submatrices of A and B together in preparation of the recursive MM. Every artificial product must be removed (i.e., subtracted) by combining the different MAs (e.g., M1 + M5) so as to achieve the final correct result. By construction, Strassen's algorithm is correct; here, the only concern is our adaptation to any matrix sizes: First, we note that all MM are well defined -i.e., the number of columns of the left operands is equal to the number of rows of the right operand. Second, all singular products are correctly computed and added. Third, all artificial products are correctly computed and removed.
Numerical considerations
The classic MM has component-wise and norm-wise error bounds as follows:
Norm-wise:
where we identify the exact result with C and the computed solution withĊ, |A| has components |ai,j|, and A = maxij |aij|.
For this algorithm, we can apply the same numerical analysis used for Strassen's algorithm. Strassen's has been proved weakly stable. Brent and Higham [5, 20] showed that the stability of the algorithm is worsening as the depth of the recursion increases.
Again, n1 is the size where Strassen's algorithm yields to the usual MM, and u is the inherent floating point precision. We denote with the recursion depth; that is, the number of times we divide the problem. This is a weaker error bound (a norm-wise bound) than the one for the classic algorithm (a component-wise bound) and it is also a pessimistic estimation (i.e., in practice). Demmel and Higman [13] have shown that, in practice, fast MMs can lead to fast and accurate results when they are used in blocked computation of the LAPACK routines.
Here, we follows the same procedure used by Higham [21] to quantify the error for our algorithm and for large problems sizes such as to investigate the effect of error in double precision ( Figure  2) .
Input. We restrict the input matrix values to a specific range or intervals: [−1, 1] and [0, 1]. We then initialize the input matrices using a uniformly distributed random number generator.
Reference Doubly Compensated Summation. We consider the output of the computation C = AB. We compute every element cij independently and by performing first a dot product of the row vector ai * by the column vector b * j and we store the temporary products z k = a ik b kj into a temporary vector z. Then, we sort the vector in decreasing order such that |zi| ≥ |zj| with i < j using the adaptive sorting library [26] . Eventually, we add the vector components so that to compute the reference output using Priest's doubly compensated summation (DCS) procedure [29] in extended double precision as described in [21] . This is our baseline or ultimate reference.
Comparison. We compare the output-value difference (w.r.t of the DCS based MM) of ATLAS algorithm, HASA (Strassen algo- 2 The product A0B3 cannot be computed directly because is not defined in general: the columns(A0) > rows(B3) and thus we should pad B3 or crop A0 properly. Figure 2 : Pentium 4 3.2GHz Maximum error estimation: Recursion point n1=900, 1 recursion 900≤n≤1800, 2 recursions 1800≤n≤3600, and 3 recursions 3600≤n rithm using ATLAS's MM) and the naive row-by-column algorithm (RBC) using an accumulator register, for which the summation is not compensated and the values are in the original order. Considerations. In Figure 2 , we show the error evaluation w.r.t. the DCS MM for square matrices only. For Strassen's algorithm the error ratio of HASA over ATLAS is no larger than 10 for both ranges [0, 1] and [−1, 1]. These error ratios are less dramatic than what an upper bound analysis would suggest. That is, each recursion could increases the error as 2 instead of 3 , and in practice, no more than 10 (one precision digit w.r.t. the 16 available).
Recursion Point and Complexity
Strassen's algorithm embodies two different locality properties because its two basic computations exploit different data locality: matrix multiply MM has spatial and temporal locality, and matrix addition MA has only spatial locality. In this section, we describe how these data reuses affect the algorithm performance and thus our strategy.
The 7 MMs take 2π(
) seconds, where π is the efficiency of MM -i.e., pi for product-and Table 2 ), where α is the efficiency of MA -i.e., alpha for addition. For example, we
Thus, we find that the problem size [m, n, p] to yield control to the ATLAS/GotoBLAS's algorithm is when Equation 2 is satisfied:
We assume that π and α are functions of the matrix size only, as we explain in the following. Layout effects. The performance of MA is not affected by a specific matrix layout (i.e., row-major format or Z-Morton) or shape as long as we can exploit the only viable reuse: spatial data reuse. We know that data reuse (spatial/temporal) is crucial for matrix multiply. In practice, ATLAS and GotoBLAS cope rather well with the effects of a (limited) row/column major format reaching often 90% of peak performance. Thus, we can assume for practical purpose that π and α are functions of the matrix size only.
Square Matrix MM. Combining the performance properties of both matrix multiplications and matrix additions with a more specific analysis for only square matrices; that is, n = m = p. We can simplify Equation 2 and we find that the recursion point n1 is
For example, if we assume a ratio α/π=50 (this is common for the systems tested in this work), we find that the recursion point corresponds to the problem (matrix) size n1 > 1100. For problems of size ( )n1 ≤ n < ( + 1)n1, we may apply Strassen's times. In fact, the factors π and α are easy to estimate by benchmarking and we can determine the specific recursion point n1 by a linear search.
EXPERIMENTAL RESULTS
We split this experimental section. We present experimental results for rectangular matrices and square matrices separately. For rectangular matrices, we investigate the effects of the problem sizes and shapes w.r.t. the algorithm choice and the architecture. For square matrices, we show how effective our approach is for a large set of different architectures and odd matrix sizes, and we show detailed performance for a representative set of architectures.
Rectangular matrices
Given a matrix multiply C = AB with σ(A)=m×n and σ(B)=n×p, we characterize this problem size by a triplet s = [m, n, p]. For presentation purpose, we opted to represent one matrix multiplication by its number of operations x=2 Q 2 i=0 si and plot it on the abscissa (otherwise the performance plot must be a 4-dimension graph, [time, m, n, p]).
HP zv6000, Athlon-64 2GHz using ATLAS, data locality vs. operations
In this section, we turn our attention to a general performance comparison of the balanced MM (Table 1) and HASA (Table 2) with respect to the routine cblas dgemm -i.e., ATLAS's MM for matrices in double precision-for dense but rectangular matrices. In Figure 3 , we present the relative performance, we then discuss the process used to collect these results and offer an interpretation.
We investigated the input space s∈T×T×T with T={100, 500, 1000, 1500, 2000, 2500, 3000, 3500, 4000, 4500, 5000, 6000, 8000, 10000, 12000}; however, we ran only the problems that have a working set (i.e., operands, C, A and B, and one-recursion-step temporaries, M, T1 and T2) smaller than the main-memory size (i.e., 512MB). We present relative performance results for two algorithms with respect to cblas dgemm: Balanced and HASA dynamic.
Balanced is the algorithm where we determine the recursion point for HASA when we install our codes into this architecture. First, we found the experimental recursion point for square matrices, which isṅ1=1500. We then set the HASA (Table 2) to stop the recursion when at least one matrix size is smaller than 1500.
HASA dynamic is the algorithm where we determine the recursion point for every specific problem size at runtime (no cacheoblivious strategy). To achieve the same performance of the Balanced algorithm for square matrices, we set a coefficient =20 as an additive contribution to the ratio αs πs ∼ αs πs + . At run time and for each problem s, we measure the performance of MAs (i.e., αs) and the performance of cblas dgemm (i.e., πs). We set the recursion point as the problem size satisfying
Performance observations. ATLAS's peak performance is 3.52 GFLOPS; Balanced and HASA dynamic peak performance is normalized to 3.8 GFLOPS (i.e., 2 * m * n * p/ExecutionT ime, it is an overestimate of the actual number of operations per second but it is still a valid comparison measure). The erratic performance of both algorithms (i.e., from 50% speedup to 20% slowdown and especially for small sizes and very large sizes w.r.t. ATLAS's cblas dgemm) is not a problem of the recursion point determination, which may cause either the recursion to improve performance unexpectedly or the recursion overhead to choke the execution time. The main reason for the sudden speedups is the poor performance of cblas dgemm; the main reason for the slowdowns is the access of the hard-disk memory space by our algorithm.
We conclude that Strassen's algorithm can be applied successfully to rectangular matrices and we can achieve significant improvements in performance in doing so. However, the improvements are often the result of a better data-locality utilization than just a reduction of operations. For example, HASA dynamic algorithm is bound to have fewer floating point operations than Balanced, because the former apply Strassen's division more times than the latter especially for non-square matrices; however, Balanced algorithm achieves on average 1.3% execution-time reduc- tion instead HASA dynamic achieves on average 0.5%. 3 In general, Balanced presents very predictable performance with often better peak performance than HASA dynamic.
GotoBLAS, Strassen vs. Faster MM
Recently, GotoBLAS MM has replaced ATLAS MM and the former has become the fastest MM for most of state-of-the-art architectures. In this section, we show that our algorithm is almost unaffected by the change of the leaf implementation (i.e., when the recursion yields to ATLAS/GotoBLAS), leading to comparable and even better improvements.
We investigated the input space s∈T×T×T with T={1000, 1500, 2000, 2500, 3000, 3500, 4000, 4500, 5000, 6000}. We present relative performance results for two algorithms with respect to GotoBLAS DGEMM (resp. Balanced and HASA) and for two architectures Athlon 64 2.4GHz and Pentium 4 3.2 GHz. Balanced and HASA are tuned offline (i.e., recursion point determined once for all).
Optiplex GX280, Pentium 4 3.2GHz using GotoBLAS. GotoBLAS peak performance is 5.5 GFLOPS; Balanced and HASA dynamic peak performance is normalized to 6.2 GFLOPS (for comparison purpose). For this architecture, the recursion point is empirically found at n1 = 1000 and we stop the recursion when a matrix size is smaller than n1. By construction, HASA algorithm has fewer instructions than Balanced because it applies Strasssen's division to larger matrices; however, HASA achieves smaller relative improvement w.r.t. GotoBLAS MM than what the Balance algorithm achieves (on average Balanced achieves 7.2% speedup and HASA achieves 5.8%), see Figure 4 . This suggests that the algorithm with better data locality delivers better performance than the algorithm with fewer operations (for this architecture).
Notice that the performance plot has an erratic behavior, which is similar to the previous scenario (i.e., Figure 3) ; however, in this case, the performance is affected by the architecture as we show in the following using the same library but a different system. Altura 939, Athlon-64 2.5GHz using GotoBLAS. GotoBLAS peak performance is 4.5 GFLOPS, Balanced and HASA dynamic peak performance is normalized to 5.4 GFLOPS (as comparison). For this architecture (with a faster memory hierarchy and processor than in Section 4.1), the recursion point is empirically found at n1 = 900 and we stop the recursion when a matrix size is smaller 3 The input set has mostly small problems, thus the average time reduction is biased towards small values. than n1. Both algorithms Balanced and HASA have similar performance; that is, on average HASA achieves 7.7% speedup and Balanced achieves 7.5% speedup. Also, for this architectures, the performance is very predictable and the performance plot shows the levels of recursion applied clearly, see Figure 5 (clearly 3 levels and a fourth for very large problems).
Square Matrices
For square matrices, we measure only the performance of HASA because the Balanced algorithm will call directly HASA. For each machine, we had three basic kernels: the C-code implementation cblas dgemm of MM in double precision from ATLAS, hybrid AT-LAS/Strassen algorithm (HASA) -in Table 2 where the leaf computation is the cblas dgemm-and our hand-coded MA, which is tailored to each architecture. In Table 3 , we present a summary of the experimental results (for rectangular matrices as well) but, in this section, we present details for only four architectures (see [9, 10] for more results).
Installation. We installed the software package ATLAS on every architectures. The ATLAS routine cblas dgemm is the MM we used as reference: we time this routine for each architecture so to determine our baseline and the coefficient π (i.e.,, for square matrices of size 1000), and this routine is also the leaf computation of HASA.
We timed the execution of MA (i.e.,, for square matrices of size 1000) [9, 10] and we determined α. Once we have π and α, we determined the recursion point n1=22 π α , which we have used to install our codes. We then determined experimentally the recursion pointṅ1 (i.e., n1=22( π α + )) based on a simple linear search. Performance presentation. We present two measures of performance: the relative execution time of HASA over cblas dgemm and cblas dgemm relative MFLOPS over ideal machine peak performance (i.e., maximum number of multiply-add operations per second). In fact, the execution time is what any final user cares about when comparing two different algorithms. However, a measure of performance for cblas dgemm, such as MFLOPS, shows whether or not HASA improves the performance of a MM kernel that is either efficiently or poorly designed. This basic measure is important in as much as it shows the space for improvement for both cblas dgemm and HASA.
We use the following terminology: HASA is the recursion algorithm for which the recursion point is based on the experimental 
10
6 is the performance of cblas dgemm or DGEMM (GotoBLAS) in MFLOPS for n=1000; 1 α 10 6 is the performance of MA in MFLOPS for n=1000; n1 is the theoretical recursion point as estimated in 22 α π ; instead,ṅ1 is the measured recursion point.
System
Processors + )), which is different for each architecture, and it is statically computed once. The S-k is the Strassen's algorithm for which k is the recursion depth before yielding to cblas dgemm, independently of the problem size. Note that we did not report negative relative performance for S-k because they would have mostly negative bars cluttering the charts and the results. So for clarity, we omitted the correspondent negative bars in the charts. The performance obtained by the systems in Table 3 , are obtained by the collection of the best performance among several trials and thus with hot caches.
Performance interpretation. In principle, the S-1 algorithm should have about sp1 = (1 −ṅ1/n)/8 relative speedup whereṅ1 is the recursion point as found as in Table 3 and n is the problem size (e.g., it is about 7-10% for our set of systems and n=5000). The speedup, for the algorithm with recursion depth , is additive, sp = P i=1 spi; however, each recursion contribution is always less than the first one (spi < sp1), because the number of operations saved is decreasing when going down the division process. In the best case, for a three level recursion depth, we should achieve about 3sp1 ∼ 24−30%. We achieve such a speedup for at least one architecture, the system ES40, Figure 7 (and similar trend for the Altura system Figure 5 ). However, for the other architectures, a recursion depth of three is often harmful.
CONCLUSIONS
We have presented a practical implementation of Strassen's algorithm, which applies an adaptive algorithm to exploit highly tuned MMs, such as ATLAS's. We differ from previous approaches in that we use an-easy-to-adapt recursive algorithm using a balanced division process. This division process simplifies the algorithm and it enables us to combine an easy performance model and highly tuned MM kernels so that to determine off-line and at installation what is the best strategy. We have tested extensively the performance of our approach on 17 systems and we have shown that Strassen is not always applicable and, for modern systems, the recursion point is quite large; that is, the problem size where Strassen's start having a performance edge is quite large (i.e., matrix sizes larger than 1000 × 1000). However, speedups up to 30% are observed over already tuned MM using this hybrid approach.
We conclude by observing that a sound experimentation environment in combination with a simple complexity model -which quantifies the interactions among the kernels of an application and the underlying architecture-can go a long way in helping the design of complex-but-portable codes. Such metrics can improve the design of the algorithms and may serve as a foundation for a fully automated approach.
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