• A self-consistent-field method for optimizing the sum of the Rayleigh quotients is proposed.
Introduction
In this paper, we consider fast and efficient methods for solving the following maximization problem:
where W 2 S ++ n is a symmetric and positive definite matrix of size n by n, and B, D 2 S n are symmetric matrices. In theory, one can assume, without loss of generality, that D is also positive definite and even diagonal because of the unit sphere constraint. Problem (1.1) can arise from some real-world applications, for example, in the downlink of a multi-user MIMO system [1] and in the sparse Fisher discriminant analysis in pattern recognition [2] [3] [4] [5] . Moreover, it has been pointed out [5] that there are several other problems that can be equivalently transformed to (1.1). For instance, the solution of the following problem: ) , (1.3) where e W , G 2 S ++ n , can be equivalently obtained from solving (1.1). In fact, both objective functions of (1.2) and (1.3) are invariant with respect to non-zero scaling of x, and therefore the constraint kxk 2 = r 6 = 0 is in essence equivalent to x 6 = 0. For (1.3), if we define y = G .
Certainly, one can directly solve (1.2) or (1.3), which amounts to maximizing the objective functions on the real projective space PR n 1 , a quotient manifold of R n ⇤ = R n {0} (see [6] ); however, we prefer the equivalent form (1.1) to (1.3) as the unit sphere constraint is simply a smooth Riemannian manifold embedded in R n , whose geometric objects such as the tangent space, the gradient and the Hessian can be understood and be addressed much more easily than PR n 1 (see, e.g., [6, 7] ).
Notice that the objective function of (1.1) is the sum of two Rayleigh quotients, each of which, under the constraint kxk 2 = 1, corresponds to an extreme eigenvalue problem (see, e.g., [8, 9] ). One thereby can expect the global maximizer of (1.1) to also be related to a certain eigenvalue problem. Indeed, it has been shown in [5] that the problem of finding a global maximizer of (1.1) is closely associated with the solving of a nonlinear extreme eigenvalue problem (see details in Section 2). Rather than resorting to some optimization methods for general equality constrained maximization problems, we are motivated to adopt some efficient algorithms for solving nonlinear eigenvalue problems. In this paper, by relying closely upon the global optimality condition that states that (1.1) is equivalent to a nonlinear extreme eigenvalue problem, we apply the so-called self-consistent-field (SCF) iteration to the resulting nonlinear eigenvalue problem. The SCF iteration is currently one of the most widely used algorithms for solving the Hartree-Fock and Kohn-Sham equations in electronic structure calculations (see, e.g., [10] [11] [12] [13] [14] [15] ); moreover, in dimension reduction and feature extraction, the effective algorithm discussed in [16] is also an SCF-like iteration for the trace quotient (or trace ratio) optimization problem. In every step, our proposed SCF-like iteration finds a dominant eigenpair of a relevant matrix, which can be achieved by some sophisticated eigensolvers, and thereby, is also suitable for large-scale problems. Our convergence analysis indicates that the global convergence and the local quadratic convergence rate are achievable under certain conditions. For the general case, on the other hand, we observed that divergence may take place. To stabilize the SCF iteration and for good global convergence behavior, we will introduce a trust-region SCF (TRSCF) iteration for (1.1), which is a technique proposed and widely used in the material sciences community and the quantum chemistry community (see, e.g., [11, 13, 15] ).
Our preliminary numerical experiments demonstrate that these algorithms are more efficient than some manifold-based optimization methods, including the Riemannian trust-region (RTR) method [17] .
We organize the paper in the following way. In Section 2, we will first provide some inspirational and useful properties of (1.1), and then introduce the simplest form of SCF iteration. The global convergence and the local convergence rate of the SCF will then be discussed in Section 3. In Section 4, we will introduce the TRSCF iteration, and the numerical tests of these algorithms, as well as the comparison with two manifold-based algorithms, are reported in Section 5. Finally, concluding remarks are drawn in Section 6.
Notation. Throughout the paper, all vectors are column vectors and are typeset in bold, and x i represents the ith component of x. The symbols S n and S ++ n stand for the sets of symmetric and symmetric positive definite matrices of size n by n, respectively. For a matrix A 2 R n⇥n , A > and tr(A) stand for its transpose and the trace of A, respectively, and I n 2 R n⇥n represents the identity matrix. In addition, we use
to denote the ordered eigenvalues of A when they are all real. To simplify our presentation, we will also adopt M := {x 2 R n |kxk 2 = 1} to represent the unit sphere, and use the following notation:
Optimality conditions and the SCF iteration
In this section, we will introduce a self-consistent-field-like (SCF-like) iteration for solving (1.1). The simplest form of SCF iteration (Algorithm 1) is very concise, and the global convergence and the local quadratic convergence could be achieved in some special situations. For the convergence of the general case (1.1), we should modify this simplest form by incorporating some other techniques, which leads to our trust-region SCF iteration discussed in Section 4.
To begin with, we first note that the gradient rf (
where
By applying the Lagrange multiplier theory, it can be readily verified [5] that the first-order optimality condition (KKT) for (1.1) is as follows: 
3)
The preceding property says that any critical point of (1.1), i.e., a point x 2 M satisfying (2.3), is also an eigenvector of a nonlinear eigenvalue problem (2.3), but does not specify whether the global maximizer is associated with the dominant eigenvalue. The following results [5] further offer useful characterizations for any local and global maximizers of (1.1), respectively. 
It is demonstrated through a concrete example in [5] that a local maximizerx of (1.1) could indeed be a unit eigenvector corresponding to the second-largest eigenvalue of E(x). Nevertheless, as our goal is to find the global maximizer, the second part of Theorem 2.2 becomes crucial since it transforms the original optimization problem into an extreme nonlinear eigenvalue problem (2.3), which is the motivation for our proposed algorithms in this paper. Indeed, more can be said on a subset of global maximizers for the special case D = µW (µ > 0), as the following result 1 shows.
is a subset of all global maximizers of (1. 
To solve the problem (1.1), in [5] , the abstract Riemannian trust-region (RTR) method is realized for (1.1), which possesses the following convergence properties: (1) for any starting point x (0) 2 M, the generated sequence {x
(2) the sequence {f (x k )} is monotonically increasing and converges; (3) under certain conditions, the local superlinear convergence of {x (k) } is achievable. However, the RTR algorithm focuses on the maximization problem (1.1) and does not respect our global optimality conditions. With the knowledge of Theorems 2.1-2.3, it appears a natural idea to seek a maximizer of (1.1) directly via solving the extreme nonlinear eigenvalue problem (2.3). Although the solution x in E(x) of (2.3) is unknown, one can use an iterative scheme to approach the target solution x, which then yields the following simplest form of self-consistent-field iteration (Algorithm 1).
Several remarks are in order regarding Algorithm 1:
(i) In step 2, we added an additional but almost computation-free requirement:
which is able to reduce the uncertainty of choosing the dominant eigenvector in the eigenspace E 1 (E(x (k) )), and is a condition for the convergence of the sequence {x (k) }. 1 We point out here that Theorem 2.3 is a corrected version of Theorem 3.6 in [5] . Indeed, the proof of Theorem 3.6 in [5] only shows that S ⇤ given by (2.4) is a subset of the set of all global maximizers, and the statement that S ⇤ contains all global maximizers is not verified at that stage.
Algorithm 1: An SCF-like iteration for (1.1).
1. Choose the tolerance ✏ > 0 and an
0; 3. Stop and return the approximate solution
otherwise, set k = k + 1 and go to step 2.
(ii) The term % (k+1) defined in step 3 serves as the residual for the approximate x (k) of the nonlinear eigenvalue problem (2.3).
(iii) Once the sequence {x (k) } converges tox, then we can not only ensure thatx is a critical point of (1.1), but also guarantee thatx satisfies the global optimality condition (ii) of Theorem 2.2. We believe that this is one of the advantages of the SCF iteration over some optimization-based methods (see, e.g., [18] , [19, Section 9.4] ) which primarily concern the monotone change of the objective value and can only ensure convergence to a critical point. This implies that the SCF iteration could more likely achieve a global maximizer than some optimization-based methods. (iv) The major computational cost of Algorithm 1 lies in step 2, where a dominant eigenvector of E(x (k) ) should be computed in every iteration. One may employ any state-of-the-art eigensolver-for example, the implicit QR algorithm [20] , which computes the full eigensystem of E(x (k) ). It is known that such eigensolvers require O(n 3 ) flops and O(n 2 ) storage, which could be efficient for small or medium size and dense problems but is impractical for large-scale and sparse problems. Alternative and efficient methods include the Lanczos method (which belongs to the Krylov subspace methods [21] ) and the Jacobi-Davidson iteration [22] , which are designed for finding some specific eigenvalues, and are therefore suitable for large-scale problems with special sparse structure. The implicitly restarted Lanczos method (IRLM), incorporated into MATLAB (eigs), can be viewed as a synthesis of the Lanczos process with the implicitly shifted QR technique that is able to find the largest eigenvalues and eigenvectors of a matrix efficiently; the reader is recommended to refer to [20, [23] [24] [25] and the references therein for more detailed discussions.
Convergence analysis for the SCF iteration
In this section, we will analyze both the global and the local convergence behavior of the simplest form of SCF iteration (Algorithm 1).
Global convergence of the SCF iteration
As is already observed in the literature, the convergence behavior of the SCF iteration is closely dependent on the targeted nonlinear eigenvalue problem. For example, the efficient algorithm [16, Algorithm 1] for the trace ratio optimization problem is indeed an SCF-like iteration. It is shown that, for this problem, the SCF-like iteration converges globally to the global maximizer and the convergence rate is quadratic under a generic condition. However, in [14] , for a class of nonlinear eigenvalue problems, oscillation would take place and will generate a sequence of approximate solutions that contain two convergent subsequences, neither of which converges to the solution for the related nonlinear eigenvalue problem. For our discussed problem (1.1), we will first show that for the special case D = µW (µ > 0), good global convergence properties hold, but in general, the same phenomenon as was discussed in [14] occurs. We will further introduce, in Section 4, as a remedy for the failure of convergence, a trust-region SCF iteration, which has been proven to be effective for minimizing the Kohn-Sham total energy function [11, 13, 15] .
Let us first consider the case D = µW for some µ > 0. The following relation [5] is very important for our convergence analysis of our SCF-like iteration.
Lemma 3.1. For any x, z 2 M, the following relation is true:
In analyzing the global convergence properties of our SCF-like iteration for the case D = µW , we can simply assume µ = 1, and to simplify the presentation further, we will use the notation
On the basis of Lemma 3.1, the global convergence behavior of the SCF iteration is revealed in the following theorem.
} is the sequence generated by the SCF iteration (Algorithm 1)
starting from an arbitrary
then:
} monotonically increases and converges to f (x ⇤ );
; in other words, any limit point of {x
} satisfies the global optimality condition (ii) of Theorem 2.2;
Proof. For (i), by (3.1), it follows that
it follows that 1f
0. This implies that {f
} is nondecreasing and converges to, sayf . Furthermore, we have,
For (ii), from the SCF iteration, for j 2 J, we have
Therefore, according to the fact that the eigenvalues are continuously dependent on the entries of a matrix, we know that
On the other hand, by ⌘ w (x ⇤ ) is the largest eigenvalue of E(x ⇤ ) and furthermore, from the relation
we can conclude that (
We prove (iii) by induction. For the first part, we first assume`= 1 and assume that {x
, and noting (3.5), we have E(x
is also the dominant eigenpair of E(x ⇤ ). Moreover, according to the SCF iteration, one knows thatx
on the basis of the condition 1 
This then implies that the sequence {x
⇤ . By induction, we know that for positive integer l, the sequence {x
Lastly, for the second part of (iii), similarly, we consider first`= 1, and suppose that {x
(h) , and noting (3.5), we have
we know thatx is also the dominant eigenvector of E(x ⇤ ). } converges monotonically, but also claims that any limit point of {x (k) } satisfies the first-order necessary optimality condition and, most importantly, a global optimality condition, (ii) of Theorem 2.2, as well. In general, the latter property could not be achieved in many optimization methods including the RTR algorithm, and is, therefore, an attractive feature of the SCF iteration.
Although, under the condition 1 } and {x
The following illustrative example indicates that a sequence satisfying (P1) and (P2) does not necessarily converge. Consider the sequence {a
, . . . ,
}. It is clear that there is a subsequence converging to zero and (P1) is fulfilled.
To verify (P2), let {a (h) } with h 2 H be any subsequence converging to zero. Thus for any 0 < " < 1, there is an N such that for any h > N and h 2 H, we have a
. By the definition of this sequence, we know that
, and
This implies that (P2) is also fulfilled for {a
}. However, it is clear that {a
} does not converge to zero. As a final remark for this subsection, we point out that for a general (1.1), even the monotone convergence of {f } from the SCF iteration (with ✏ = 10 7 ) oscillates and diverges (see Fig. 1 ). We observed that there are two convergent subsequences (see Fig. 2 ) contained in {x
}, but neither of them approaches a solution to (1.1). We will revisit this example in Section 4. In [15] , the oscillation phenomenon of the SCF iteration is investigated and partially interpreted from an optimization point of view, from which a trust-region SCF is introduced as a remedy. In Section 4, this idea will also be borrowed for our problem and an effective modification of the simplest form of SCF iteration will be proposed.
Local convergence of the SCF iteration
Before discussing the trust-region SCF iteration, we show some further local convergence properties of the simplest form of SCF iteration (Algorithm 1) in this subsection. As we have observed numerically, once the SCF iteration converges, it converges very fast. This suggests that a high local convergence rate may exist. In the following discussions, we will provide a condition for ensuring the local convergence of {x (k) } and a special situation where the quadratic convergence occurs.
To measure the convergence rate of the SCF iteration, it is preferable to utilize the distance between subspaces, due to the fact that f (x) = f ( x). This technique has been used to analyze the convergence of the SCF iteration, for instance, in [14, 16] . For (1.1), in particular, we will analyze the distance between span(x (k) ) and span(x ⇤ ), where span(u) denotes the one-dimensional subspace spanned by u, and x ⇤ is the limit point of {x
}. It is known (see, e.g., [20] ) that the distance between span(x (k) ) and span(x ⇤ ) is defined by
) is the angle between span(x (k) ) and span(x ⇤ ), given by cos
and thus
This leads to the following straightforward lemma.
Our main result in this subsection is presented as follows. 
where } converges to zero; } converges to zero quadratically.
Proof.
To simplify the presentation of the proof, we drop the superscript of iteration k, and denote
b by b , and x (k+1) by x + , and so on. Further, we will define 
It is clear that 1E ! 0 as 1x ! 0. According to Theorem 8.1.10 and Corollary 8.1.11 in [20] , it follows that for sufficiently small 1x, there exists an x + such that x + is an eigenvector of E and
By the continuity of eigenvalues of a matrix with respect to its elements, and the condition (3.8) and (3.11), we know that there is a constant c 0 > 0 such that if k1xk 2  c 0 , then x + is the dominant eigenvector of E(x). We prove (i) by showing d + < d. To this end, we should estimate the right hand side of (3.12). First, we have
and by W x ⇤ = x ⇤ ↵ + X ? y and (3.7), it follows that 
moreover, noting (3.14) with y = 0 and Lemma 3.5, we consequently have
which implies the local quadratic convergence of the SCF iteration. This completes the proof. ⇤ Remark 3.7. As we have pointed out in Section 1, the solution to (1.1) remains unchanged if the matrix D is shifted by µI n (µ 2 R), and therefore, the condition (3.9) for the local convergence could be refined as
, where # := min µ2R kD µI n k 2 .
The following are our observations from Theorem 3.6. First, it is known that the term P x ⇤ W x ⇤ is the orthogonal projection
, and its norm measures the distance of x ⇤ in approximating an eigenvector of W [20] . Thus, this theorem basically says that, as long as x ⇤ is sufficiently close to an eigenspace of W , the local convergence of the SCF iteration is ensured, and the closer x ⇤ is to an eigenspace of W , the faster the convergence is (see (3.16) ). Secondly, it also specifies some important factors that determine the local convergence of {x (k) } and the speed as well. In the following corollary, we present a class of problems where the local quadratic convergence is guaranteed. 
Proof. From the definition of E(x) in (2.2), and the conditions BW = WB and DW = WD, it follows that E(x)W = WE(x)
and thus 
A trust-region SCF iteration
We have observed in Example 3.4 that, for a general problem (1.1), the simplest form of SCF iteration (Algorithm 1) may diverge. In that example, the iterate x (k) oscillates and the sequence {f
} is not monotonically increasing. This convergence behavior of the SCF iteration has been previously observed in electronic structure calculations (see, e.g., [11, [13] [14] [15] [14, 15] ) have made efforts to analyze and explain this phenomenon. In particular, because finding a dominant eigenvector
) is equivalent to solving the following maximizing problem:
according to [15] , the SCF iteration can be interpreted as an iterative procedure that maximizes the related optimization problem (1.1), by maximizing a sequence of quadratic surrogate functions of the form (4.1). To show this more clearly, we point out that the gradient of the objective function in (4.1) at the current iterate
, which coincides with the gradient rf (x) given by (2.1) at x (k) . This means that if we move along the gradient of (4.1) from x (k) with sufficiently small step length, the objective value f (x) will also increase, and thus, global convergence of {f (k)
} could be achieved. The reason that the monotonicity of {f (k) } is violated is because x (k+1) is too far away from x (k) (refer to [15] for a more detailed discussion on this point).
The trust-region-based SCF framework
A number of heuristics are proposed as remedies for the convergence of the SCF iteration in the material sciences community and in the quantum chemistry community (see, e.g., [11, 13, 15] ). Among them, the trust-region SCF (TRSCF) iteration provides a simple but efficient approach. The basic idea is to restrict the approximate solution to (4.1) to a trust region; i.e., we require that the next iterate x (k+1) should not be too far away from x (k) so that x (k+1) could still provide an increase to the objective function. To realize this idea, we should again take the fact that f (x) = f ( x) into account. In particular, the distance between x (k+1) and x (k) is preferably measured as the distance between span(x (k) ) and span(x (k+1) ), rather than kx
With this in mind, according to (3.6) and noting that
also measures 2 the distance [20] between span(x (k) ) and span(x), we arrive at the trust-region-based quadratic surrogate problem:
where k is the trust-region radius. A technique that alternatively solves (4.2) is transforming the last constraint into a penalty term by introducing a penalty parameter ⇢ > 0; i.e., it is clear that (4.3) can be equivalently rewritten as
whose global maximizer is simply the dominant unit-length eigenvector of E
> . It is interesting to note that in the asymptotic state when x 4) which implies that the gap between the largest and the second-largest eigenvalue of the shifted matrix E
> is now enlarged and is approximately + ⇢. Another attractive feature is that we can incorporate this procedure into the simplest form of SCF iteration, with only slight modifications.
The choice of the penalty parameter
The parameter ⇢ plays the role of controlling the monotonicity of {f (k)
} and the convergence speed as well. From the above discussion, it appears that, as long as ⇢ is sufficiently large, the next iterate x (k+1) must satisfy f (x (k+1) ) > f (x (k) ). However, on the other hand, a too large penalty parameter ⇢ implies a small dist(span(x (k) ), span(x (k+1) )), which, as a result, will slow down the convergence. Moreover, computational difficulty will also arise if ⇢ gets too large. Theoretically, nevertheless, the 'optimal' parameter for the kth iteration, namely⇢ (k) , could be defined aŝ
where x (k+1) ⇢ 2 M stands for the dominant eigenvector of the matrix
Interestingly, it turns out that this optimal⇢ (k) could alternatively be expressed by (4.7) in the following theorem. Then the optimal parameter defined by⇢ := arg max ⇢ 0 f (x ⇢ ) could be equivalently expressed bŷ
Now by applying (3.1) in Lemma 3.5 with z = x ⇢ , we obtain
, (4.9) and thus our assertion (4.7) follows. ⇤ Because x ⇢ | ⇢=0 is just the iterate generated from the SCF iteration (Algorithm 1), from (4.9) and
we know that the case f (x ⇢ | ⇢=0 ) < f (x) could not arise unless we had  ⇢ | ⇢=0 < 0. Moreover, (4.9) also provides us with a way to explain the effectiveness of (4.3), in curing the non-monotonicity of {f is sufficiently small, the largest eigenvalue
> is analytic with respect to t (see Section 3.1 in [21] ) and
which implies
and the following approximation for sufficiently large ⇢:
Substituting (4.10) into the numerator of (4.9) yields
We have mentioned that the decrease of f (x) in the SCF iteration can only happen when  ⇢ | ⇢=0 < 0; from (4.11), we see that the trust-region SCF model (4.3) with ⇢ > 0 includes an additional term ⇢(1 (x
If we take a closer look at this term furthermore, we know that
which is just the penalty term that we have included in the trust-region SCF model (4.3) . This partially explains the effectiveness of the TRSCF.
Certainly, maximizing (4.7) directly for the optimal⇢ is impractical, since ⌘ ⇢ ,  ⇢ and x ⇢ are unknown. Heuristics of choosing ⇢ are then useful in practice. In the classical trust-region method (see, e.g., [18] ), one monitors the quality of the trust-region subproblem in approximating the original problem, and updates the trust-region radius (which just corresponds to the parameter ⇢) in a dynamic way. However, it is pointed out by Yang et al. [15] that the same procedure could be ineffective for the TRSCF since the surrogate function in (4.2) does not match well enough the original objective function f (x). As an alternative and simple heuristic for choosing ⇢, Yang et al. [15] further suggest using the gap between the wanted eigenspace and the rest to update ⇢. For our case in particular, the gap is just given by (3.8) . On the basis of our local convergence analysis, it seems that this strategy is reasonable, since a larger gap means that the SCF iteration is more likely to converge (see (i) of Theorem 3.6), and faster convergence (see (3.16) ) as well. Thus we will adopt this strategy for our TRSCF iteration. Specifically, suppose ⇢ is the current penalty parameter in the kth iteration. Once we encounter
is defined similarly by (4.6) and > 1 is a constant.
With this scheme, we summarize the complete TRSCF iteration in Algorithm 2. In our numerical testing reported in Section 5, we choose empirically = 2 and ✏ = 10 8 .
Algorithm 2:
The TRSCF iteration.
Choose the tolerance ✏, a constant > 1 and } is plotted in Fig. 3 . It can be observed from this figure that, at iteration k = 2, a decrease of f (2) is detected, and the TRSCF iteration then produces a positive penalty parameter ⇢, which leads to a value f (3) larger than that from the SCF, and the convergence consequently. Secondly, besides the testing for Example 3.4, we made extensive numerical tests on small size random problems 3 and our experiments suggest that the TRSCF iteration is of good global convergence behavior. More numerical experiments will be reported in Section 5. Lastly, it should be pointed out that the current TRSCF iteration could further be improved by using other sophisticated strategies in choosing the parameter ⇢ in step (A) of Algorithm 2. Such strategies should be able to balance the convergence of {f (k) } and the speed in an efficient way, which approximates the optimal⇢ given in (4.7).
Preliminary numerical experiments
We carried out the numerical testing on the MATLAB 7.10.0 (R2010a) platform on a PC Intel(R) Core(TM)2 Quad CPU Q9300 @2.50 GHz, and report the preliminary numerical experiments in this section.
To evaluate the performance of our algorithms, we compare our SCF-like iteration (Algorithm 1, coded as SCF) and the TRSCF (Algorithm 2, coded as TRSCF) with other optimization methods. In MATLAB 7.10.0 (R2010a), the function fmincon, which uses the sequential quadratic programming (SQP) method [18] with quasi-Newton and line search techniques (for medium-scale optimization), is a routine that solves the general nonlinear programming problem. However, it is already observed in [5] that fmincon is inefficient for (1.1). Thus we choose two other manifold-based optimization methods for comparison purposes: the Riemannian trust-region (RTR) method 4 proposed in [17] and the Stiefel manifold-based optimization methods, coded into sg_min 5 [19, Section 9.4 ] (see also [7] ). The Riemannian trust-region (RTR) method is a generic approach that minimizes an objective function over a general Riemannian manifold and it is realized (coded as RTR) and tested in [5] for our problem (1.1). Besides the theoretical convergence properties mentioned in Section 2, it is observed numerically that RTR also performs efficiently and stably for (1.1). The Stiefel manifold-based optimization algorithm sg_min minimizes an objective function specifically over the Stiefel manifold which includes the unit sphere M as its simplest case. There are four different specific approaches incorporated in sg_min: the Fletcher-Reeves CG iterative search, the Polak-Ribière CG iterative search, the Newton iterative search, and the dogleg Newton iterative search, all
with method = frcg, prcg, newton, dog, respectively. In order to run sg_min, we need to provide
Bx, where x(t) is any smooth curve on M with x = x(0) and h =ẋ(0) 2 T x M.
We present a comparison of SCF and TRSCF with RTR and sg_min. For RTR, the same values of the parameters involved as have been given and tested in [5] are used, and the default options of sg_min are tested. For SCF and TRSCF, we set ✏ = 10 8 and employ the MATLAB function eig if n  300 and eigs if n > 300 as a solver for finding the dominant eigenpair of the relevant matrix. According to our convergence analysis for the SCF iteration, we will conduct our numerical testing for two situations: the special case D = W and the general case.
• Numerical experiments for the case D = W . It has been shown that when D = µW (µ > 0), the simplest form of the SCF iteration (Algorithm 1) converges monotonically, and thus the TRSCF iteration (Algorithm 2) reduces to SCF. Therefore, we compare the performance of SCF with those of RTR and sg_min on problem (1.1) with randomly generated 7 B, W : for a given dimension n, we randomly generated 50
), where the elements of B L and W L are chosen from normal distributions, and x (0) is a unit-length random vector.
The average performances of SCF, RTR and sg_min over these 50 problems are compared in Tables 1-3, where we recorded the outer loop iterations, 8 the residual % defined in Algorithm 1 and the CPU time (measured by the MATLAB function cputime), respectively. On comparing the results summarized in these tables, the superiority of SCF becomes obvious in this set of problems. It is also interesting to note that, in the case D = W , SCF requires about only three iterations to achieve a highly accurate solution (with residual % up to 10 9 ) for a random problem (1.1). In addition, we also observed that, except for the case n = 100, all these algorithms approach the same objective value for each test problem; in several test 4 In the MATLAB environment, the generic Riemannian trust-region package for the optimization of functions defined on Riemannian manifolds is available at http://www.math.fsu.edu/~cbaker/GenRTR/ 5 The MATLAB code sg_min of the latest version (version 2.4.3) is available at http://web.mit.edu/~ripper/www/sgmin.html 6 Because sg_minminimizes a function on the Stiefel manifold, we use f (x) instead of f (x). 7 We point out that it does not lose any generality to assume that B is also positive definite as we can shift B to B + ⇠ W so that it is positive definite but with the maximizers unchanged.
8 Both RTR and SCF involve outer and inner loop iteration. For RTR, we can record the iteration number used in the inner loop (i.e., the trust-region subproblem), but for SCF, it is not easy to get the iteration number used in the MATLAB function eigs. Table 4 Outer iterations: averaged over 50 random tests for the general case.
n TRSCF RTR sg_min frcg prcg Newton dog problems for n = 100, SCF was observed to converge to larger objective values than others, which supports our statement that SCF is more effective for achieving a global maximizer than some optimization methods. The numerical performance of this test set is quite encouraging.
• Numerical experiments for the general case. Now we evaluate the performances of TRSCF and RTR on randomly generated problems (1.1). Similarly, for a given dimension n, we first produced 50 Tables 4-6 . We have the following observations from our numerical results:
(1) For each test problem, every algorithm converges to the same objective value.
(2) The solutions obtained by TRSCF are of higher accuracy. (3) There is no distinguishable difference in numerical performance for RTR between the special case D = W and the general case; TRSCF, on the other hand, demonstrates differing behavior in terms of speed and accuracy. The difference in behavior between the two cases just implies that non-monotonicity of the objective function is encountered and the penalty term ⇢x (k+1) (x (k+1) )
> is added to E(x (k+1) ) in attempting to recover the monotonicity of the objective function.
Concluding remarks
In this paper, we have applied the SCF iteration to maximize the sum of two Rayleigh quotients, discussed the convergence and reported preliminary numerical experiments. Rather than focusing on the objective function like many optimization methods do, our proposed SCF-like and TRSCF iterations work directly on a global optimality condition, which is stated as a 
