Abstract-Latent Dirichlet Allocation (LDA), has been recently used to automatically generate text corpora topics, and applied to sentences extraction based multi-document summarization algorithms. However, not all the estimated topics are of equal importance or correspond to genuine themes of the domain. Some of the topics can be a collection of irrelevant or background words, or represent insignificant themes. This paper proposed a topic-sensitive algorithm for multi-document summarization. Our approach is distinguished from existing approaches in that we use LDA model to identify and distinguish significance topic which is used in sentence weight calculation. Moreover, beside topic characteristics, this approach also considered some statistics characteristics, such as term frequency, sentence position, sentence length, etc. This approach not only highlights the advantages of statistics characteristics, but also cooperated with LDA topic model. The experiments showed that the proposed algorithm achieved better performance compared the other state-of-the-art algorithms on DUC2002 corpus.
INTRODUCTION
Over the past several years, there has been much interest in the task of multi-document summarization. Recently, generative models for documents have begun to explore topic-based content representations, modeling each document as a mixture of probabilistic topics. LDA (Latent Dirichlet Allocation) topic model in the multi-document summarization can back to the early 2003s.
In [1] , an author-topic model is introduced. The model is a generative model for documents that extends LDA to include authorship information. In [2] , documents set content is represented specificity as a hierarchy of topic vocabulary distributions utilizing a hierarchical LDA-style model. In [3] ,a new Bayesian sentence-based topic model for summarization is presented. This model makes use of both the term-document and term-sentence associations to help the context understanding and guide the sentence selection in the summarization procedure. In [4] , a multi-aspect Blog sentiment analysis method is proposed using LDA topic model and Hownet lexicon. In [5] , an unsupervised probabilistic approach based on topic-model, called Dualsum, is proposed for update summarization. In [6] , a novel supervised approach taking advantages of both topic model and supervised learning is proposed. This approach can incorporate rich sentence feature into Bayesian topic models. In [7] , a new multi-document summarization method that combines topic model and fuzzy logic model is proposed. The method extracts some relevant topic words by topic model and uses them as elements of fuzzy sets. The final summarization is generated by a fuzzy inference system.
It is usually thought that the more similar between sentence with document, it is more likely to choose this sentence as summarization. Topic models are based upon the idea that documents are mixtures of topics, where a topic is a probability distribution over words. But the choice of the number of topics can affect the interpretability of the results. Models with very few topics would result in broad topic dentitions that could be a mixture of two or more distributions. On the other hand, models with too many topics are expected to have very specific descriptions that are uninterruptible [8] . Therefore, when select summary sentence which is based on topic similarity between sentence with document, the first work is to identify which topic is collections of insignificant words that are meaningless to the thematic structure of document.
Aim at the above problem, this paper proposed a topicsensitive multi-document summarization algorithm. Difference from other method, in term of topic similarity between sentence and document, our approach introduced and define the concept of significance topic, divided topic into significance and insignificance topic. Significance topic is used in calculation topic similarity. Moreover, besides topic characteristics, our approach also considered some statistics characteristics, such as term frequency, sentence position, etc. Our approach not only highlights the advantages of statistics characteristics, but also cooperated with LDA topic model. The paper is organized as follows. We devote Section to describing the Latent Dirichlet allocation algorithm. Section defined the concept of significance topic. In Section , we discuss generative Topic-sensitive multidocument summarization algorithm, and in Section we present the results of applying this algorithm to DUC datasets. We conclude and discuss further research directions in Section .
II. LATENT DIRICHLET ALLOCATIONS
In this section we describe latent Dirichlet allocation (LDA). LDA is a generative probabilistic model of a corpus. The basic idea of LDA is that documents are represented as random mixtures over latent topics, each topic is characterized by a distribution over words.
The LDA model is represented as a probabilistic graphical model in Figure 1 . The boxes are plates representing replicates. The outer plate represents documents, while the inner plate represents the repeated choice of topics and words within a document. As the figure makes clear, there are three levels to the LDA representation. The parameters α and β are corpus level parameters, assumed to be sampled once in the process of generating a corpus. The variables θ d are document-level variables, sampled once per document. Finally, the variables z dn and w dn are word-level variables and are sampled once for each word in each document. LDA assumes the following generative process for each document w in a corpus D:
(2) Choose θ Dir (α). (a) Choose a topic z n Multinomial (θ).
(b) Choose a word w n from p (w n |z n ,β), a multinomial probability conditioned on the topic z n . A k-dimensional Dirichlet random variable θ can take values in the (k-1)-simplex, and has the following probability density on this simplex:
where the parameter α is a k-vector with components α i A0, and where Γ(x) is the Gamma function. The Dirichlet is a convenient distribution on the simplex, has finite dimensional sufficient statistics, and is conjugate to the multinomial distribution. Given the parameters α and β, the joint distribution of a topic mixture θ, a set of N topics z, and a set of N words w is given by:
where p(z n |θ) is simply θ i for the unique i. Integrating over θ and summing over z, we obtain the marginal distribution of a document:
Finally, taking the product of the marginal probabilities of single documents, we obtain the probability of a corpus:
In LDA, the observed data are the words of each document and the hidden variables represent the latent topical structure. In a given dataset, the posterior distribution can determines a hidden topical decomposition of the dataset. Many topic model applications use posterior estimates to perform tasks, such as information retrieval and document browsing.
III. SIGNIFICANCE TOPIC OF LDA MODEL
LDA is a statistical generative model that represents documents as a mixture of probabilistic topics and topics as a mixture of words. The setting of the number of topic K is extremely critical and directly affects the quality of the model and the interpretability of the estimated topics, the inferred topics of LDA does not always represent meaningful themes. Therefore, it is essential to identify significance and insignificance topics before calculation the similarity between sentence and document.
To identify insignificance topics from the LDA estimated topics, the following learning setting is considered. Given a dataset of D={D 1 ,D 2 , ,D M } documents with a total of N token words and W={W 1 ,W 2 , ,W N } unique terms and R sentence S={S 1 ,S 2 , ,S R }, a topic model T={T 1 ,T 2 , ,T K } is generated from fitting its parameters, θ and φ , to the dataset assuming that the number of topics is set to K.
A. Diversity of word distribution
Zipf's law states that given some corpus of natural language utterances, the frequency of any word is inversely proportional to its rank in the frequency table. For example, the probability of vocabulary "casualties" and "victims" could be far greater than other words in the document describing the topic "earthquake". Therefore, if the probability P(W|T) of word W under topic T is approximate average, then the diversity of word distribution is lower. We estimate the diversity by KL (Kullback-Leibler) Divergence. Definition 1. Diversity of word distribution Assumpting the probability distribution P(T|D) of topics for each document and probability distribution P(W|T)of the words over the topic, Diversity of topic-word distribution for
B. Diversity of Topic distribution Definition 2. Diversity of topic distribution Each document is always a subset of collection which is relevant to the same topic in multiple document collections. If the probability P(T|D) of topic T under document D is approximately equal, then the diversity of topic distribution is lower. We estimate the diversity by KL Divergence,
C. Significance Topic According Definition 1 and Definition 2, the lower the Diversity is, the more insignificance the topic is. The significance topic is measured by linear weighted of word distribution diversity and topic distribution diversity.
According to Div(T j ), topic estimated from LDA model can be classified into two categories, insignificance and significance topics. Significance topic is used to calculate the similarity between sentence topic and document topic.
IV. TOPIC-SENSITIVE MULTI-DOCUMENT SUMMARIZATION ALGORITHM
Most traditional multi-document summarization algorithm adopted statistical features of sentence, such as word frequency, position information, as a basis for sentence weighting, while seldom considering lexical semantic relation. In this paper, in additional to these traditional features, our approach used LDA feature to calculate sentence weight.
A. Statistical Features of Sentence
Traditional sentence features include term frequency, sentence position, sentence length, etc.
(1) Word Frequency The word frequency occurrences within a document have often been used for calculating the importance of sentence. The more feature word the sentence contained, the more information the sentence contained. Research has shown that, the proportion that the first sentence as summarization is 85%, and the last sentence as summarization is 7%. The sentence length score
P(S d,i ) for sentence S d,i of document D i is measured as
According to the above three feature, the sentence weight is calculated as
B. LDA Features of Sentence
In traditional, similarity between sentences is measure by the number of co-occur word, which ignoring the semantic relevance. This section introduces LDA model on similarity between sentence with document.
(i). Sentence Topic
Using LDA we break down the set of documents into topics. We assume that a sentence S r of document D m represents a topic T j if all the words of the sentence S r belong to the topic T j and that the topic belongs to the document D m . Thus topic of sentence is measured by sum of word probability. (ii). Topic Similarity between Sentence and Document LDA model can achieve the document distributions over topics and on the topic distributions over words by considering Dirichlet priors. From Section , we can identify significance topic from estimated topic. Therefore, Similarity between sentence and document is computed by KL Divergence between sentence and significance topic.
The LDA feature of sentence is defined by
(iii). Algorithm
Topic-sensitive multi-document summarization algorithm is described in detail as follows
• Run the LDA Model to get the probability distributions P(T j |D k )-probability of topic T j given document D k and P(W i |T j )-probability of word W i given topic T j ; • Calculate Div(T j ) using probability distribution and Equation (7), pick significance topic; • Calculate statistical features weight SCORE_statistics(S d,i ) of each sentence according Equation (11);
of each sentence according Equation (14), the final sentence weight
• Form summarization according sentence weight.
V. EXPERIMENTAL RESULTS
We use DUC2002 Corpus datasets in our experiments. The data was made up of 59 sets of documents each containing on an average 10 documents and the candidate algorithms were required to make multi-document summary for each document set. The length of the summary was limited to 200 and 400 words.
We compare proposed algorithm in terms of ROUGE with another algorithm for term frequency, namely SumBasic algorithm [9] and two other LDA algorithms, namely Doc-LDA [10] and KL-LDA [11] . The reason why we choose these three methods as baseline lies in that: baseline SumBasic algorithm is based on word frequency method to generate multi-document summarization, Doc-LDA and KL-LDA method is based on the topic model to generate multi-document summarization. Compared with the first method, we can verify whether topic model can improve the document the results. Compared with other two methods, we can validate whether our proposed method is more effective than other method which is also based on LDA.
For evaluation using ROUGE we have used two methods, keeping stop-words and removing stop-words from both model summarization and candidate summarization. In both the cases Porter Stemmer was used to stem the words to their root form. We have calculated the ROUGE scores separately for 200 and 400 length summary as we want to even see the effect of the length of the summarization on the quality of the summarization.
We are mainly interested in the ROUGE-1, ROUGE-2, ROUGE-L, ROUGE-S4 and ROUGE-SU4 recall score. ROUGE is a widely used and standard measure for comparing the performance of summarization. The measure evaluates the quality of the summarization by counting the number of overlapping units, such as n-grams and word sequences, between the model summarization and candidate summarization. Table 1 presents the results of keeping stop-words versus removing stop-words in terms of 200 words summarization for the proposed algorithm and baseline algorithms. Table 2 presents the results of keeping stop-words versus removing stop-words in terms of 400 words summarization for the proposed algorithm and baseline algorithms. Each reported result is an average over ten trials. We have chosen the number of word-topics to be fixed and equal to 50.
A number of conclusions can be drawn from the results.
(1) All the 3 LDA based algorithms perform better than the term frequency algorithm. This holds for the summarization of length 200 and 400 words, thus showing that the algorithm work irrespective of the size of the summarization.
(2)For the same algorithm, summarization results with stop words outperforms without stop words. The reason is that ROUGE evaluates the co-occurrence words units between system summarization and expert summarization. Obviously, the addition of stop words will lead to the increase of ROUGE score.
(3) Although our approach is also used the topic similarity between sentence and document, some of the topics can be a collection of irrelevant or background words, or represent insignificance themes and not all topic is effective for similarity. Therefore, difference from other method, our approach identified the significance topic and insignificance topic and computed topic similarity between sentence and significance topic, which can avoid the adverse influence of insignificance topic. This is the reason why our LDA approach is outperformed the other two LDA approach. 
VI. CONCLUSIONS
Extraction based multi-document summarization algorithm consist of choosing sentences from the documents using some weighting mechanism and combining them into a summarization. This paper has introduced a novel algorithm which is sensitive to topic for multi-document summarization. The proposed algorithm divided estimated topic into significance topic and insignificance topic. In term of sentence weight, we use similarity between sentence topic and significance topic as LDA characters of sentence. Meanwhile, we use traditional characters such as term frequency, sentence position and sentence length. In the future, we will consider how to determine the number of topic by significance topic automatically.
