Abstract-Internal routing inside an ISP network is the foundation for lots of services that generate revenue from the ISP's customers. A fine-grained control of paths taken by network traffic once it enters the ISP's network is therefore a crucial means to achieve a top-quality offer and, equally important, to enforce SLAs. Many widespread network technologies and approaches (most notably, MPLS) offer limited (e.g., with RSVP-TE), tricky (e.g., with OSPF metrics), or no control on internal routing paths. On the other hand, recent advances in the research community [1] are a good starting point to address this shortcoming, but miss elements that would enable their applicability in an ISP's network.
I. INTRODUCTION
It is unquestionable that routing choices inside the network of an Internet Service Provider (ISP) are critical for the quality of its service offer agreed in SLAs and, in turn, for its revenue. Several technologies have been introduced over time to provide ISPs with different levels of control on their internal routing paths. These technologies, ranging from approaches as simple as assigning costs to network links (like, e.g., in OSPF) to real traffic engineering solutions (like, e.g., RSVP), usually fall short in at least one among: complexity of setup, predictability of the effects, and degree of control on the routing paths. The research community has worked and still contributes to this hot matter from different points of view: control over paths is attained by means of source routing techniques; besides this, many papers advocate the use of multipath routing (e.g., [1] - [7] ) as a means to ensure resiliency and quick recovery from failures; moreover, the granularity of the routing information to be disseminated to support multipath and source routing is sometimes controlled by using hierarchical routing mechanisms. However, to the extent of our knowledge, existing technological and research Work partially supported by ESF project 10-EuroGIGA-OP-003 "GraDR."
solutions still fail in conjugating a fine-grained control of network paths, support for multipath, differentiation of Quality of Service levels, and the possibility to independently configure different network portions, a few goals that an ISP is much interested in achieving without impacting the simplicity of configuration primitives, the scalability of the control plane (in terms of consumed device memory and of exchanged messages, especially in the presence of topological changes), the robustness to faults, and the compatibility with existing deployed routing mechanisms.
In this paper we propose the design of a new control plane for internal routing in an ISP's network which integrates all these advantages. Our control plane is built on top of pathlet routing [1] , which we believe to be one of the most convenient approaches introduced so far to tackle an ISP's requirements. Although we inherit a range of approaches from the literature, our contribution is meant to combine and apply them to intradomain routing, filling a gap that, as far as we know, is still open.
The foundational principles of our control plane are as follows. A pathlet is a path fragment described by a t-uple FID, v 1 , v 2 , σ, δ , the semantic being the following: a pathlet, identified by a value FID, describes the possibility to reach a network node v 2 starting from another network node v 1 , without specifying any of the intermediate devices that are traversed for this purpose. A pathlet need not be an endto-end path, but can represent the availability of a route from an intermediate system v 1 to an intermediate system v 2 in the ISP's network. An end-to-end path can then be constructed by concatenating several pathlets. The δ attribute carries information about the network destinations (e.g., IP prefixes) that can be reached by using that pathlet, if any. In the control plane we propose, routers are grouped into areas: an area is a portion of the ISP's network wherein routers exchange all information about the available links, in a much similar way to what a link-state routing protocol does; however, when announced outside the area, such information is summarized in a single pathlet that goes from an entry router for the area directly to an exit router, without revealing routing choices performed by routers inside the area. This special pathlet, which we call crossing pathlet, is considered outside the area as if it were a single link. An area can enclose other areas, thus forming a hierarchical structure with an arbitrary number of levels: the σ attribute in a pathlet encodes a restriction about the areas where that pathlet is supposed to be visible.
In designing our control plane we took into account several aspects, among which: efficient reaction to topological changes and administrative configuration changes, meaning that the effects of such changes are only propagated to the network portion that is affected by them; support for several kinds of routing policies; support for multipath and differentiation of QoS levels; and compatibility and integration with other technologies that are already deployed in the ISP's network, to allow an incremental deployment. By introducing areas we also offer the possibility for different network administrators to independently configure different portions of an ISP's network without the need to be aware of the overwhelmingly complex setup of the whole network.
Our contribution consists of several parts. First of all, we introduce a model for a network where nodes are grouped in a hierarchy of areas. Based on this model, we define the basic mechanisms adopted in the creation and dissemination of pathlets in the network. We then present a detailed description of how network dynamics are handled, including the specification of the messages of our control plane and of the algorithms executed by a network node upon receiving such messages or detecting topological or configuration changes. Further, we elaborate on the practical applicability of our control plane in an ISP's network in terms of possible deployment technologies and propose some possible extensions to accommodate further requirements. Last, we present an experimental assessment of the scalability of our approach in a simulated scenario.
The rest of the paper is organized as follows. In Section II we review and classify the state of the art on routing mechanisms that could match the requirements of ISPs. In Section III we introduce our formal network model. In Section IV we describe the pathlet creation and dissemination mechanisms, and discuss how to handle network dynamics. In Section V we present applicability considerations and possible extensions to accommodate other requirements. In Section VI we present the results of our experiments run in the OMNeT++ simulation framework. Last, conclusions and plan for future work are presented in Section VII. A more complete description of our control plane with all the technical details can be found in [8] .
II. RELATED WORK
Many of the techniques that we adopt have already been proposed in the past. However, they have often been conceived for inter-domain routing, where the degree of control offered by the available technologies, as well as the goals that ISPs are interested in pursuing, are different than those we focus on. Moreover, none of the contributions we are aware of combines the techniques used in our control plane in a way that provides all the benefits offered by our approach.
Widely deployed technologies such as OSPF [9] do not offer fine-grained control of routing paths, impose restrictions on the configuration of areas, are not designed to support source routing, and have limitations on the handling of multiple alternative paths. Although conceived with traffic engineering in mind, RSVP [10] shares many of these shortcomings.
Pathlet routing [1] is probably the contribution that is closest to our control plane approach: its most evident drawback is the lack of a clearly defined mechanism for the dissemination of pathlets, which the authors only hint at. Path splicing [2] is a mechanism designed with fault tolerance in mind (see also [11] ): it exploits multipath to ensure connectivity between network nodes as long as the network is not partitioned. However, actual routing paths are not exposed, and this limits the control that the ISP could enforce on internal routing. Even in MIRO [3] , where multiple paths can be negotiated to satisfy the diverse requirements of end users, there can be no full control of a whole routing path. NIRA [4] compensates this shortcoming, but it is designed only for an interdomain routing architecture, like MIRO, and it relies on a constrained address space allocation, a hardly feasible choice for an ISP that is taken also by Landmark [12] . Slick packets [6] is also designed for fault tolerant source routing, achieved by encoding in the forwarded packets a directed acyclic graph of different alternative paths to reach the destination. Besides the intrinsic difficulty of this encoding, it inherits the limits of the dissemination mechanisms it relies on: NIRA or pathlet routing. BGP Add-Paths [5] and YAMR [7] also address resiliency by announcing multiple paths selected according to different criteria, but they only adopt multipath routing, provide very limited or no support for hierarchical routing, and have some dependencies on the BGP technology. A completely different approach is taken by HLP [13] , which proposes a hybrid routing mechanism based on a combination of linkstate and path-vector protocols. This paper also presents an in-depth discussion of routing policies that can be implemented in such a scenario. Although this contribution matches more closely our approach, it is not conceived for internal routing in an ISP's network, it constrains the way in which areas are defined on the network, and it has limits on the configurable routing policies. A similar hybrid routing mechanism called ALVA [14] offers more flexibility in the configuration of areas but, like Macro-routing [15] , it does not explicitly envision source routing and multipath routing. HDP [16] is a variant of this approach that, although natively supporting Quality of Service and traffic engineering objectives, is closely bound to MPLS and accommodates source routing and multipath routing only in the limited extent allowed by this technology. Completely different routing approaches, like [17] , exploit Bloom filters to gain efficiency, but they are more oriented to multicast forwarding and, being based on a probabilistic model, do not offer a complete control on routing paths.
Some of the papers we mention here also point out an aspect that is key to attain the nice control plane features we are looking for: path-vector protocols allow the setup of complex information hiding and manipulation policies, whereas linkstate protocols offer fast convergence with a low overhead. Therefore, a suitable combination of the two mechanisms, which is considered in our approach, should be pursued to inherit the advantages of both.
III. A HIERARCHICAL NETWORK MODEL
We now describe the hierarchical model we use to represent the network. The description is organized as follows: we first introduce our reference network model; then we describe how vertices in the network are assigned additional information called label stacks, used to realize a hierarchical network structure, and define on these stacks a few operators that are used in the rest of the paper to construct and propagate routing data; we then introduce the concept of area, namely a set of vertices that hide detailed routing information from vertices outside the area; finally, we distinguish those vertices that are in charge of summarizing internal routing information for an area, calling them border vertices. In order to make the description as accurate as possible, we describe all the details
Fig . 1 . A sample network. Rounded boxes represent areas Aσ, with the associated stacks specified as subscript σ. Stack labels are integer numbers.
of our model using a rigorous formalism; reading is also aided by examples wherever possible.
We model the physical network topology as a graph, with vertices being routers and edges representing links between routers: let G = (V, E) be an undirected graph, where V is a set of vertices and E = {(u, v)|u, v ∈ V } is a set of edges that connect vertices. Fig. 1 shows an example of such graph. We assume that any vertex in the graph is interested in establishing a path to special vertices that represent routers that announce network destinations. Therefore, we introduce a set of destination vertices D ⊆ V . We highlight that the same representation can be adopted to capture the topology of overlay networks, while keeping the model unchanged.
In order to improve scalability and limit the propagation of routing information that is only relevant in certain portions of the network, we group vertices into structures called areas. To describe the assignment of a vertex v ∈ V to an area we associate to v a stack of labels S(v) = (l 0 l 1 . . . l n ), where each label is taken from a set L. To simplify notation and further reasoning, we assume that l 0 is the same for every S(v). We now define some operations on label stacks that allow us to introduce the notion of area and will be useful in the rest of the paper. Given two stacks
Given two stacks σ 1 and σ 2 , we say that σ 2 strictly extends σ 1 , denoted by σ 1 σ 2 , if σ 2 is longer than σ 1 and σ 2 starts with the same sequence of labels as in σ 1 , namely there exists a nonempty stackσ such that σ 2 = σ 1 •σ. We say that σ 2 extends σ 1 , indicated by σ 1 σ 2 , ifσ can be empty.
We call area A σ a non-empty set of vertices whose stack extends σ, namely a set A σ ⊆ V such that ∀v ∈ A σ : σ S (v) . From this definition follows this property: Our definition of area has a few interesting consequences. First, by Property 3.1, specifying the stack S(v) for a vertex v defines all areas A σ such that σ S(v). Thus, areas can be conveniently defined by simply specifying the label stacks for all vertices. Considering again the example in Fig. 1 , the assignment of label stacks to vertices implicitly defines areas A (0) , A (0 1) , A (0 1 3) , A (0 2) , and A (0 2 1) (note that A (0 2) = A (0 2 1) ). Moreover, areas can contain other areas, thus forming a hierarchical structure (note that areas can never overlap partially, that is, given any two areas A 1 and A 2 , it is always A 1 ⊆ A 2 or A 2 ⊆ A 1 ). Also, the first label l 0 in any stack plays a special role, because it is:
Areas are introduced to hide the detailed internal topology of portions of the network and, therefore, to limit the scope of propagation of routing information. As a general rule, assuming that the internal topology of an area A σ consists of all the vertices in A σ and the edges of G connecting those vertices, our control plane propagates only a summary of this information to vertices outside A σ . With this approach in mind, we introduce two additional operators on label stacks, that are used to determine the correct level of granularity to be used in propagating routing information. Given two areas A σa and A σ b , the first operator, indicated by , is used to determine the most nested area that contains both A σa and A σ b , namely the area within which routing information that is relevant only for vertices in A σa and A σ b is supposed to be confined: this area is defined by A σa σ b . Referring to the example in Fig. 1 , the most nested area containing both v 5 and
, is used to determine the least nested area that includes all vertices in A σa but not those in A σ b , namely the area that vertices in A σa declare to be member of when originating summary routing information to be sent to neighboring vertices in 
We extend these definitions in a natural way by assuming that
Be aware that is commutative, whereas is not.
For each area, a subset of the vertices belonging to the area are in charge of summarizing internal routing information and propagating it outside the area: these vertices are called border vertices. In particular, a vertex u ∈ A σ incident on an edge (u, v) such that v / ∈ A σ is called a border vertex for area A σ . In the example in Fig.1 , v 2 is a border vertex for area
. Because of Property 3.1, a single vertex can be a border vertex for more than one area: in Fig. 1 , v 2 is also a border vertex for area A (0 1) because v 2 ∈ A (0 1) and v 6 / ∈ A (0 1) . Also, by definition it may be the case that a neighbor of a border vertex is not a border vertex for any areas: in Fig. 1, v 6 is not a border vertex. Derived from the definition of border vertex, we can state the following property:
Property 3.2:
There can be no border vertex for area A (l0) .
IV. A CONTROL PLANE FOR PATHLET ROUTING
We can now illustrate how routing information is disseminated over the network. In order to do so, we first define the concept of pathlet and describe how pathlets are created and propagated. We then introduce conditions on label stacks and routing policies that regulate the propagation of pathlets.
Pathlets -In order to learn about paths to the various destinations, vertices in graph G exchange path fragments called pathlets [1] . In order to support the definition of areas and the consequent information hiding mechanisms, we present an enhanced definition of a pathlet that is slightly different from the original one. A pathlet π is a t-uple FID, v 1 , v 2 , σ, δ where all fields are assigned by vertex v 1 : FID is an identifier of the pathlet called forwarding identifier, and is unique at v 1 ; v 1 ∈ V is the start vertex; v 2 ∈ V |v 2 = v 1 is the end vertex; σ is a stack of labels from L ∪ {⊥} called scope stack, and is a new field introduced to restrict the areas where pathlet π should be propagated (⊥ is a special label that we will use to mark pathlets representing network linkswhich we call atomic pathlets -and regulate their propagation appropriately); and δ is a (possibly empty) set of network destinations (e.g., network prefixes) available at v 2 . A pathlet where set δ is empty is a building block to reach v 2 from v 1 , which can be used for assembling a longer path to a vertex hosting a network destination. FIDs are used to distinguish between different pathlets starting at the same vertex v 1 and are exploited by the data plane of v 1 to determine where traffic is to be forwarded. Even pathlets that have the same scope stack and, using different network paths, connect the same pair of vertices, can still be distinguished based on the FID. We assume FIDs are integer numbers.
Packet forwarding -Each vertex has to keep forwarding state information to support the operation of the data plane. Since our control plane has to update these information, we now provide hints about the packet forwarding mechanism, which is the same presented in [1] , and define the two data structures that make up the forwarding state of a vertex. In pathlet routing, each data packet carries in a dedicated header a sequence of FIDs: each FID in this sequence indicates a pathlet that the packet should be routed along to reach the destination. When a vertex u receives a packet, it considers the first FID in the sequence contained in its header: this FID, referenced as f in the following, uniquely identifies a pathlet π that is known at u and that has u as start vertex. Now, in the general case pathlet π may lead to an end vertex that is not adjacent to u. Since a pathlet does not contain the detailed specification of the routing path to be taken to reach the end vertex, before forwarding the packet u has to modify the sequence of FIDs contained in the packet header to insert such specification: u achieves this by replacing f with another sequence of FIDs that indicates the pathlets to be used to reach the end vertex of π. Therefore, the first structure in the forwarding state of u is a correspondence between each value of the FID and a (possibly empty) sequence of FIDs, which we indicate as fids u (FID). At this point, u has to pick a neighboring vertex to forward the packet to. Since also this information is missing in pathlet π, it must be kept locally at u. The second structure in the forwarding state of u is therefore the specification of a next-hop, namely of the vertex that immediately comes after u along π, which we refer to as nh u (FID). Both fids u and nh u are computed and updated by our control plane.
Atomic, crossing, and final pathlets -We distinguish among three types of pathlets: atomic, crossing, and final. An atomic pathlet is a pathlet π = FID, v start , v end , σ, δ created between a start and an end vertex that are adjacent on graph G, and whose scope stack σ terminates with ⊥. Atomic pathlets carry in the δ field the network destinations possibly available at v end . Atomic pathlets are used to disseminate information about the network topology and are propagated only inside the most nested area that contains both v start and v end . For example, in Fig. 1 an atomic pathlet 1, v 4 , v 5 , (0 1 ⊥) , ∅ can be created by v 4 to reach v 5 . To represent the fact that a network link (v start , v end ) is bidirectional, two atomic pathlets need to be created for that link, one from v start to v end (created by v start ) and another from v end to v start (created by v end ). Atomic pathlets are always marked by putting the special label ⊥ at the end of the scope stack. More formally, an atomic pathlet is such that (v start , v end ) ∈ E and ∃σ = ()|σ =σ • ⊥. Besides serving as a distinguishing mark for atomic pathlets, label ⊥ has been introduced to simplify the description of pathlet dissemination mechanisms, because it avoids the need to consider several special cases.
A crossing pathlet π for area A σ is a pathlet created between a start and an end vertex that are border vertices for A σ . Crossing pathlets always have δ = ∅ and do not contain label ⊥ in the scope stack. A crossing pathlet offers to vertices outside A σ (that is, whose label stack is strictly extended by σ) the possibility to traverse A σ without knowing its internal topology: crossing pathlets are therefore one of the fundamental building blocks of our control plane, as they realize the possibility to hide detailed routing information about the interior of an area. Referring to Fig. 1 Last, a final pathlet π is a pathlet that is created between a start vertex that is the border vertex of an area and an end vertex v end that is a destination vertex. A final pathlet is such that δ = ∅, and does not contain label ⊥ in the scope stack. An example of possible final pathlet created by vertex v 5 in Fig. 1  is 11, v 5 , v 1 , (0 1 
Notice that between two neighboring vertices it is possible to create an atomic, a crossing, and a final pathlet: these pathlets are disseminated independently and have each a different role, as described above. The type (and, therefore, the role and scope of propagation) of these pathlets can be determined based on the contents of δ and on the presence of the special label ⊥ in the scope stack. Since the creation and dissemination mechanisms are very similar for crossing and final pathlets, in the following we detail only those applied to crossing pathlets, assuming that they are the same for final pathlets unless differently stated.
Pathlet creation -We now describe how atomic, crossing, and final pathlets are created at each vertex. By "create" we mean that a vertex defines these pathlets, assigns to each of them a unique FID, and keeps them in a local data structure (detailed in [8] ). We also use the term "composition" to refer to the creation of crossing or final pathlets.
S(v), and δ contains the set of network destinations possibly available at v. The scope stack σ is chosen in such a way to restrict propagation of each atomic pathlet up to the most nested area that contains both u and v. These pathlets are used to disseminate information about the physical network topology and act as building blocks for creating crossing and final pathlets. When creating an atomic pathlet, vertex u also updates its forwarding state with nh u (FID) = v and fids u (FID) = (). Looking at the example of Fig. 1, v 4 creates atomic pathlets 1, v 4 , v 5 , (0 1 ⊥) 
) = ().
Atomic pathlets can be concatenated to create pathlets between non-neighboring vertices. To achieve this, we introduce a set chains (Π, u, v, σ (Π, u, v, σ) is formally defined as the set of all possible sequences of pathlets in Π, where each sequence (π 1 π 2 . . . π n ) is finite, cyclefree, and such that
A border vertex u exploits these concatenations to create crossing pathlets, that can be used to traverse the areas that u belongs to as if they consisted of a single link. Although u may be a border vertex for several areas, it creates crossing pathlets only for those areas that u's neighbors are actually interested in traversing. To find out which are these areas, we must consider how u appears to its neighbors: we assume that each neighbor n of u that is not in A S(u) considers u as a member of the least nested area that includes u but not n, that is, area A S(u) S(n) . For this reason, u creates a set of crossing pathlets for each areaĀ = A S(u) S(n) : these pathlets start at u and end at any other border vertex v for A, v = u. Similarly, u creates final pathlets that start at u and end at any other destination vertex v ∈ D ∩Ā. In the example in Fig. 1, v 6 considers v 2 as a member of area A (0 1 3) (0)=(0 1) , whereas v 4 considers v 2 as a member of area A (0 1 3) (0 1)=(0 1 3) . For this reason, v 2 will create crossing and final pathlets for A (0 1) to be offered to v 6 and crossing and final pathlets for A (0 1 3) to be offered to v 4 . More formally, for each neighbor n, a border vertex u ∈ A σ creates crossing pathlets by populating a set crossing u (Π, σ), with σ = S(u) S(n). Each set crossing u (Π, σ) contains a pathlet π = FID, u, w, σ, δ for each border vertex w = u for A σ and for each sequence (π 1 π 2 . . . π n ) in set chains (Π, u, w, σ) . FID is chosen in such a way to be unique at u and δ is set to the empty set ∅. Assuming that π i = FID i , u i , v i , σ i , δ i , the forwarding state of u is updated by setting fids u (FID) = (FID 2 FID 3 . . . FID n ) and nh u (FID) = nh u (FID 1 ) = v 1 . Because of the way in which set chains(Π, u, w, σ) is used in our control plane, and in particular because of the composition of set Π on which it is constructed, we assume without loss of generality that π 1 is always an atomic pathlet. As an example taken from Fig. 1 Final pathlets are created in a much similar way as crossing pathlets, except that they are composed towards vertices in A σ ∩ D and δ is set to the set δ n of network destinations of the last component pathlet in the sequence. Final pathlets are put in a set final u (Π, σ) . Because of the way in which pathlets are created and of the fact that there are no crossing or final pathlets for area A (l0) (Property 3.2), we can easily conclude that there are always at least two labels in the scope stack of any pathlet. This is stated by the following property: Discovery of border vertices -In order to be able to compose crossing pathlets for an area, a border vertex u must be able to discover which are the other border vertices for the same area. The only information that u can exploit to this purpose are the pathlets it has received. Given that a border vertex connects the inner part of an area with vertices outside that area, a simple technique to detect whether a vertex v is a border vertex consists therefore in comparing the scope stacks of suitable pairs of pathlets that have v as a common vertex.
The technique is based on Lemma 4.1 from [8] : a vertex u ∈ A σ can discover other border vertices for A σ based on a set of known pathlets Π by considering every pair (π 1 , π 2 ) of pathlets in Π whose start and end vertices have exactly one vertex v in common; if for any such pair the scope stack of π 1 is equal to σ 1 • (l), with l ∈ L ∪ {⊥} and σ 1 = (), and the scope stack of π 2 is equal to σ 2 • (⊥), with σ 2 = (), and it is σ 2 σ = σ 1 , then v is a border vertex for A σ .
Routing policies -So far we have described how to compose crossing and final pathlets by considering all the possible concatenations of available pathlets. Although this produces the highest possible number of alternative paths, resulting in the best level of robustness and in the availability of different levels of Quality of Service, depending on the topology and on the assignment of areas it can be demanding in terms of messages exchanged on the network and of pathlets kept at each router. However, our control plane can also easily accommodate routing policies that influence the way in which pathlets are composed and disseminated. We stress that these policies can be implemented independently for each area: that is, the configuration of routing policies on the internal vertices of an area may have no impact on the routing information propagated outside that area. We believe this is a significant relief for network administrators, who do not necessarily need any longer to keep a complete knowledge of the network setup and to perform a complex planning of configuration changes.
We envision two kinds of policies: filters and pathlet composition rules. Filters can be used to restrict the propagation of pathlets. For example, a filter on a vertex u can specify an adjacent vertex v and a triple w 1 , w 2 , σ : when such a filter is applied, u will avoid propagating to v all those pathlets whose start vertex, end vertex, and scope stack match the triple.
Pathlet composition rules can be used to affect the creation of crossing and final pathlets. We describe here a few possible pathlet composition rules. As opposed to the strategy of considering all the possible concatenations of pathlets, a border vertex v can create, for each end vertex w of interest, only one crossing (or final) pathlet that corresponds to an optimal sequence of pathlets to that end vertex. Several optimality criteria can be pursued. For example, v could select the shortest sequence of pathlets by running Dijkstra's algorithm on the graph resulting by the union of the pathlets it knows. We highlight that, with this approach, v can still keep track of possible alternative paths but does not propagate them as pathlets: in case the shortest sequence of pathlets to a certain vertex w is no longer available (for example because of a failure), v can transparently switch to an alternative sequence of pathlets leading to w by just updating the forwarding state and without sending any messages outside its area A S (v) . Alternatively, pathlets can be weighted according to performance indicators (delay, packet loss, jitter) of the network portion they traverse: in this case the optimal sequence of pathlets is the one offering the best performance. Pathlets can also be weighted according to their nature of atomic or crossing pathlet: if atomic pathlets are assigned weight 0 and crossing pathlets are assigned weight 1, the optimal pathlet tries to avoid transit through areas. Other pathlet composition rules are discussed in [8] .
Pathlet dissemination -All the created pathlets are disseminated to other vertices in G based on their scope stacks, as explained in the following. Consider any pathlet π = FID, u, v, σ, δ and let σ =σ • (l) (by Property 4.1, suchσ = () and l ∈ L ∪ {⊥} must exist). The dissemination of π is regulated by the following propagation conditions. A vertex w can propagate π to a neighbor n either if n = u or if π's scope stack does not satisfy any of the following conditions:
1) S(w) S(n)
σ: restricts propagation of pathlets outside the area in which they have been created; 2) σ S(w) S(n): prevents propagation of crossing and final pathlets inside the area where they were created; 3) σ = S(n) S(w): prevents w / ∈ A from propagating crossing and final pathlets for A inside A; 4) n = v: prevents sending to n a useless pathlet.
Conditions 2), 3), and 4) are introduced to prevent the propagation of pathlets to vertices that would never use them, thus limiting the amount of exchanged information during pathlet dissemination. Condition 1) can be expressed from the point of view of a single vertex, leading to the following invariant: As extensively explained in [8] , the propagation conditions, combined with the routing policies, regulate the propagation of most of the messages of our control plane. Messages and network dynamics -To complete the specification of our control plane, we need to define messages that are used for the dissemination of routing information and algorithms executed for handling dynamic network changes.
Example of pathlet creation and dissemination
We use two main classes of messages in our control plane, specified in detail in [8] : the first class consists of neighbor greeting messages, used to let each vertex learn about the presence and configuration (label stack) of its neighbors; these messages are periodically sent in order to also detect configuration and topological changes, including faults. The second class consists of pathlet dissemination messages: we use separate messages for propagating a new pathlet and for withdrawing no longer available pathlets. Several actions must be undertaken by a vertex when it receives a message, involving a check of the freshness of the received information, an update of some data structures that represent the current knowledge that the vertex has about the network, and the creation, deletion, and update of atomic, crossing, and final pathlets. We describe in detail handling of received messages, as well as the data structures kept locally at each vertex, in [8] .
The dynamic network changes we consider include topological changes and administrative reconfigurations. As discussed in [8] , all these changes can be represented in our model as a change of the label stack assigned to a vertex which, in turn, triggers the execution of algorithms for the creation, deletion, and update of pathlets. These algorithms, described in detail in [8] , are conceived to limit the propagation of the effect of the change to the network portions (areas) that are affected by the event. Moreover, in order to ensure consistency of routing information, shorten convergence times, and limit the number of exchanged messages, we took into account several possible conditions in defining these algorithms. For example, appearance (or re-activation after a reboot) of a vertex u in the network needs special care, because there are cases in which u's neighbors send to u inconsistent pieces of information, and u must be able to discriminate the correct pieces from the outdated ones. We addressed this by augmenting messages with a freshness label and by making vertices keep a history of the most recent information known about each pathlet. Also, in order to prevent indefinite growth of the data structures locally kept at each vertex, which could occur in some particular, yet not uncommon operational conditions, we introduced expiry timers that are used to automatically purge information (pathlets, history entries) that are no longer useful. Further, when a crossing or final pathlet is no longer available and can be replaced by an alternative pathlet, a vertex can transparently transition to using the alternative pathlet by just updating its own forwarding state, without sending any messages. A complete description of the algorithms executed by vertices to update and disseminate pathlets, as well as a discussion about other special cases, can be found in [8] .
V. APPLICABILITY CONSIDERATIONS
In this section we describe how our control plane can be implemented in real world, and we explain how further requirements, like support for QoS levels, can easily be accommodated in our model. Overall, we argue that it takes a limited effort for an ISP to adopt our control plane. In fact, network administrators do not need to understand the formal details of its specification, specifying areas and filters is quite easy, and pathlet composition rules can just be picked in a set of ready-to-use alternatives.
Technologies -Our control plane is completely independent of the data plane that carries its messages: the disseminated network destinations are completely generic and communication only happens between adjacent vertices, thus only requiring link-layer connectivity. However, the information collected by our control plane can only be fully exploited if a data plane that can handle pathlets is available. We highlight that, in the forwarding mechanism illustrated in Section IV, the sequence of FIDs can be represented by a stack of labels and the operations on this sequence actually correspond to a label swap. For this reason, it is easy to implement the data plane of pathlet routing, as well as our control plane, on top of MPLS. The authors of [1] share the same vision, yet they underline that MPLS does not allow an administrator to implement an overlay topology, which is very useful to specify, e.g., local transit policies. We argue that, unlike [1] , our control plane is conceived for internal routing in an ISP's network, a different scenario where MPLS is a commonly adopted technology and different requirements exist in terms of routing policies. As a side note, assessing the overhead of the pathlet forwarding mechanism is out of the scope of this paper. However, given the rates at which current routers can swap labels, we believe they can easily cope with the case when a single FID has to be replaced by multiple FIDs in the header of a packet. Also in [1] , where the forwarding mechanism was first introduced, the forwarding overhead is not considered prohibitive.
Incremental deployment -It is of course unrealistic for an ISP to change the internal routing protocol in the whole network in a single step. Our control plane is therefore designed to support an incremental deployment, so that a pathletenabled zone of the network that adopts our control plane and an MPLS data plane can nicely coexist with other non-pathletenabled zones of the same network that use different control and data planes. Assuming that non-pathlet-enabled zones use IP, we have two interesting situations: a pathlet-enabled zone is embedded in an IP-only network (initial deployment phase) or an IP-only zone is embedded in a pathlet-enabled network (legacy zones may remain after the deployment). Of course there is no sharp frontier between the first and the second scenario, because the roles of "embedded" and "embedder" zone can be easily swapped: it is up to the administrator to decide which one is it best to apply. Both scenarios can be implemented by using redistribution: in particular, IP prefixes from the IP control plane can be distributed by routers at the boundary of the two zones as final pathlets, whereas the destinations carried by final pathlets can be distributed as if boundary routers originated them in the IP zone. The second scenario (IP-only zone embedded in a pathlet-enabled zone) requires a way for boundary routers to exchange pathlets on an IP-only control plane: this can be achieved by using tunnels or by encoding pathlets in BGP messages (possibly in the AS path attribute). In this way, IP-only routers can reach destinations inside a pathlet zone or traverse it just as if it were a network link, while an IP-only zone can be traversed (or its internal destinations be reached) just as if it were an area of the pathlet zone. An extensive discussion of the incremental deployment, including considerations about the data plane, is in [8] .
Quality of Service -We have designed our control plane to support the computation of multiple paths between the same pair of routers. Besides improving robustness, this feature can also be exploited to support Quality of Service. In particular, each pathlet could be labeled with performance indicators (delay, packet loss, jitter, etc.) that characterize the quality of the path that it exploits. Upon creating a crossing or final pathlet, a router will update the performance indicators according to those of the component pathlets. When multiple pathlets are available between the same pair of routers, a router will be able to choose the one that best fits the QoS requirements for a specific traffic flow.
OpenFlow -Software Defined Networking, a relatively recent trend represented by the separation of the control plane logic of a device from the traffic forwarding components, has a concrete realization in the OpenFlow protocol specification [18] . We believe that our approach has several elements that make it compatible with an OpenFlow scenario. First of all, the fact that packets are forwarded according to the sequence of FIDs contained in their header is a form of source routing: this matches with the OpenFlow mechanism of setting up flow table entries to route all the packets of a flow along an established path. Moreover, a recent contribution [19] proposes a hierarchical architecture for an OpenFlow network: a set of devices under the coordination of a single controller can be seen as a single logical device that is part of a larger OpenFlow network, in turn having its own controller. Following this approach, we could assign an OpenFlow controller instance to each area, and all these instances could be organized in a hierarchy that reflects the hierarchy of areas: in this way, each instance can direct traffic along the desired sequence of pathlets within the area that it controls, whereas instances at higher levels of the hierarchy can only see lower controllers as a single entity, reflecting the idea of crossing pathlet.
VI. EXPERIMENTAL EVALUATION
In order to verify the scalability of our approach, we performed several experiments in a simulated scenario. For this purpose we used OMNeT++ [20], a component-based C++ simulation framework based on a discrete event model. OMNeT++ has a very accurate model of a router's components, allows to run on a single machine a complete simulated network with realistic parameters, such as link delay, and comes with lots of ready-to-use extensions for the simulation of specific scenarios, including IP networks [21] . We therefore built a prototype implementation of our control plane based on IP: the messages of our control plane are encapsulated in IP packets with a dedicated IP protocol number. We implemented most of the mechanisms described in Section IV and detailed in [8] , with very few exceptions that are not relevant for our experiments. In particular, we implemented all the message types described in [8] (except fields carrying network destinations), all the propagation conditions, the mechanisms to discover border vertices and to compose atomic and crossing pathlets, the history at each vertex, and a relevant portion of the forwarding state (the mapping between a pathlet and its component pathlets). Some of the algorithms adopted in our implementation may still not be tuned for best efficiency, but this is irrelevant because we measured routing convergence times using the simulation timer provided by OMNeT++, instead of the wall clock.
We first executed several experiments in a small topology consisting of 15 routers, 20 edges, 4 areas with a maximum length of the label stacks equal to 3 (including label l 0 ), and at least 3 vertices in each area. This helped us to thoroughly verify the implementation for consistency. We then implemented a random topology generator and used it to create larger topologies that could allow us to conduct a preliminary assessment of the scalability of our control plane. Our generator produces a hierarchical network topology and takes the following parameters as input: length N of the label stack of all routers; number of routers in each bottom-level (i.e., most nested) area, specified as a range [R min , R max ] (all routers are assigned a stack of length N ); number of areas contained in each area, specified as a range [A min , A max ]; probability P of adding an edge between two vertices; fraction B of the routers within an area that act as border routers for that area (namely that can have links to vertices outside that area). Generated topologies are always connected. A detailed description of the topology generation algorithm can be found in [8] . We ran several experiments keeping every input parameter fixed, except one that was used to change the size of the topology. For each experiment, we collected the number of messages sent by each router, the number of pathlets stored by each router, and the convergence time of the protocol. Unfortunately, hard limits of OMNeT++ forced us to select topologies with a very limited number of alternative paths between vertices in bottomlevel areas. Although this limited the possibility to simulate true ISP-scale topologies, we believe the results we obtained are still valuable for a preliminary scalability assessment.
In a first experiment, we fixed R min = R max = 10, N = 2, P = 0.1, and B = 5, and we varied the number of areas A min = A max contained in each area in a range from 2 to 7 (that is, we fixed the number of these areas at each value between 2 and 7). For each combination of these values, we generated 10 random topologies and ran a simulation on each topology. For each batch of 10 simulations, the upper plot in Fig. 2 shows the maximum number of pathlets stored at each router (crosses in the plot) when the simulations were run on a topology with a certain number of edges. The number of pathlets grows roughly linearly with respect to the number of edges in the topology, as confirmed by a linear regression analysis (line in the plot). Considering the slope of the line, we expect that the maximum number of pathlets stored at each router increases on average by a factor of 0.83 for each new edge in the network. We ascribe this linear dependence to the fact that the number of crossing pathlets created in each area also grows linearly with A max and that routers keep a constant number of atomic pathlets plus each crossing pathlet created by border routers of neighboring areas. In the lower plot in Fig. 2 we show that a similar dependence holds also between the number of edges in the topology and the maximum number of messages sent by each router. Indeed, many behaviors that we observed for the number of pathlets are also valid for the number of sent messages.
In a second experiment we fixed R min = R max = 10, A min = A max = 2, P = 0.1, and B = 5, and we varied the length N of label stacks in a range between 1 and 4. Once more, we generated 10 random topologies for each combination of parameters and ran a simulation on each of them. Also in this case, the maximum number of pathlets stored in each router grows linearly with respect to the number of edges in the topology. In this case the slope of the linear regression is 1.38. In both experiments, we observed the same linear dependencies also between the number of edges and the average number of pathlets and sent messages.
We now briefly present the convergence times observed in the two experiments. We set link delays uniformly variable between 10ms and 50ms. In the first experiment we achieved convergence times in the range [363ms,611ms], whereas in the second experiment they were in the range [259ms,736ms]. It should be considered that these values does not take into account message processing delays at routers, but in both cases they are well below 1s. Unlike for the case of stored pathlets and sent messages, we did not observe a linear correlation between the number of edges and the convergence time.
Since both experiments (as well as others that we are not documenting here) have been run with a pathlet composition rule that requires the composition of all the possible pathlets, we believe all these results are very promising in terms of the scalability of our control plane. We provide many more details about the results obtained during these experiments in [8] .
Our prototype implementation, including the topology generator, is publicly available at [22] .
VII. CONCLUSIONS AND FUTURE WORK
In this paper we introduce a control plane for internal routing inside an ISP's network that has several desirable properties, ranging from fine-grained control of routing paths to scalability, robustness, and QoS support. We formally define the dissemination mechanisms, which are based on a well-known contribution [1] , and validate our approach through experimentation in the OMNeT++ simulator, observing promising scalability and convergence times. Our prototype implementation is available at [22] .
There are a lot of improvements that we are still interested in working on. Some of them are optimizations, while others are foundational issues that are still open: here we mention a few. Routing policies, especially pathlet composition rules, could of course be refined to accommodate further requirements that we have not considered yet. Moreover, their specification and application could be enhanced to improve scalability in common usage scenarios (for example, when several areas are grouped into a larger one). Further improvements are needed to correctly make vertices purge unusable pathlets in the presence of routing policies. The handling of administrative configuration changes could also be improved: in particular, we could design more effective mechanisms to transparently replace a pathlet that is no longer visible with other newly appeared pathlets, without spreading messages to the whole network. In line with this transparency principle, we would like to investigate on how to deal with dynamic changes in QoS levels associated with pathlets. Being modeled in a similar way as configuration changes, the handling of faults could be improved likewise. On the experimental side, we are interested in extending the simulation to topologies with more realistic scales, and in comparing the results with the behavior of well-known technologies (e.g., OSPF).
