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Relationship between configuration interaction and 
coupled cluster approaches
J. Paldus,a) P. E. S. Wormer, F. Visser, and A. van der Avoird
Institute o f Theoretical Chemistry, Catholic University, Toernooiveld, Nijmegen, The Netherlands 
(Received 9 July 1981; accepted 30 October 1981)
A variational principle for the linear coupled pair many-electron theory (L-CPMET) is given and its 
implications for the relationship between certain configuration interaction (Cl) and coupled cluster 
approaches (CCA), and for the computational aspects of solving the algebraic systems occurring in CCA, are 
discussed. An exact relationship between the correlated energies and wave functions as obtained with the L- 
CPMET and with the Cl limited to at most doubly excited configurations (D-CI) is derived and used to 
provide a new viewpoint on the origins of Davidson’s correction for unlinked cluster contributions in the D- 
CI energy. The results are illustrated on the CO molecule.
I. INTRODUCTION
The coupled cluster approach (CCA) to the many- 
electron correlation problem is based on the cluster 
expansion of the exact nonrelativistic electronic wave 
function. It was used for the f i r s t  time in the nuclear 
many-Fermion correlation problem by Coester and
Kümmel . 1 The form of the CCA wave function guarantees 
the additivity of cluster components for noninteracting 
systems. However, in contrast to an ordinary config­
uration interaction (Cl) linear expansion, the cluster 
expansion is not amenable to a variational approach.
Even though the equations of the CCA are  obtained by 
considering various moments of the Schrödinger equa­
tion, these are  not associated with the usual variational 
principle of quantum mechanics and, consequently, the 
upper bound property for the energy is lost (cf. , e .g. , 
Ref. 2).
A general method of deriving the explicit form of the 
CCA equations was given by Cizek . 3 He has also derived 
these equations for the most important case of pair 
c lusters ,  thus formulating a coupled pair m any-e lec­
tron theory (CPMET ) . 3 Presently , a number of reviews 
and derivations of the CPMET equations and of their ap­
plications is available . 4 - 13  The orthogonally spin- 
adapted version of the CCA was also formulated14,15 and, 
very recently, this form of the CPMET equations was 
used by Chiles and Dykstra16 to obtain a computationally 
very promising SCEP (self-consistent electron pair) 
fo rm 17 of these equations (essentially, by transforming 
the virtual orbital part  back into the atomic orbital 
basis). The most recent survey of the CCA and its 
applications to various molecular systems was given by 
B art le t t . 18
The attractiveness of the CCA lies particularly in its 
size extensivity (cf., e . g . ,  Ref. 11), which is especially 
important when studying various associative or d issoc ia ­
tive processes .  This is also the case for various pe r-  
turbative approaches based on the Rayleigh-Schrödinger 
(RS) many-body perturbation theory (MBPT) (cf., e . g . ,
a)On leave of absence  from : D epar tm en t  of Applied M athe­
m a t ic s ,  Facu lty  of M athem atics  and (GWC)2, Facu lty  of 
Science, W aterloo  C am pus ,  U nivers i ty  of W ater loo ,  W a te r ­
loo, O nta r io ,  Canada N2L 3G1.
Ref. 18). In fact, the special version of this approach, 
in which all the MBPT diagrams with at most doubly 
excited intermediate states are summed to all o rd e rs  
(the so-called DMBPT18), is equivalent to the linear 
version of the CPMET3 (the so-called L-CPMET).
This approach yields correlation energies which are  
very close to the full CPMET correlation energies, un­
less the studied ground state is quasidegenerate, as, 
for example, in the case of the beryllium atom. In the 
la t ter  case, the assumption of nondegeneracy represents  
too severe  an approximation, and one should in fact use 
the CCA for a (nearly) degenerate ground state recently 
developed by Lindgren . 19 The L-CPMET approach is 
also known as CEPA(O) , 7’ 13 since it involves no explicit 
coupling of pair  c lus ters  (all nonlinear te rm s  in the 
CPMET approach are  neglected).
Since the L-CPMET approach is closely related to 
perturbation theory, it is not surpris ing that one can 
associate with it a variational functional of the Hylleraas 
type (cf. Ref. 2, p. 187), as we shall show in this 
paper. This viewpoint suggests, in turn, a very simple 
and useful relationship between the L-CPMET and the 
corresponding variational approach, the doubly excited 
Cl (referred to as D-CI). This relationship elucidates 
from a new viewpoint the often used Davidson c o r r e c ­
tions20-24 to the D-CI energies, and enables us to both 
improve upon this correction and to obtain the c o r ­
responding approximate wave function. It also suggests 
the suitability of certain numerical methods for solving 
the CCA equations by providing a better understanding of 
the relationship between variational and coupled cluster 
approaches in general.
II. BASIC FORMALISM
We briefly introduce the necessary  notation and the 
basic formalism for the coupled cluster  and variational 
Cl approaches. We consider a nondegenerate ground 
state of an N-electron system described by the non- 
re la t iv is t ic  electronic Hamiltonian H. We designate 
the exact and the independent partic le  model (IPM) 
ground states by |\£0) and l$ 0), respectively. We shall 
use the time-independent Schrödinger equation in the 
normal product form (relative to the IPM ground state 
l $ 0> taken as the F e rm i  vacuum of the ho le -par t ic le
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formalism (cf., e . g . ,  Ref. 25) 
Hn I *o>= ^  I *o> y (1)
where AE  is the correlation energy when we choose the 
res tr ic ted  H a r t re e -F o c k  (RHF) solution for | $ 0)
AE — E 0 — ($o IH I * 0> y (2)
with E 0 being the lowest energy eigenvalue of the Hamil 
tonian H. Imposing the intermediate normalization con 
dition on | ^ 0)
(*01 $0> = 1 , (3)
the correlation energy is also given by the asymmetric  
energy formula
A£ =  (<î>o \Hn I * 0) .
A. Cl approach
(4)
In the variational Cl approach, the exact state | ^ 0) 
is expanded through | $ 0) by promoting one, two, three, 
etc. electrons from the spin-orbitals  \B{) occupied in 
13>0), into the virtual spin-orbitals  113*). Using the 
intermediate normalization [Eq. (3)] we can thus write
I ^o>= (1 + C) I $o) >
A A
where C is the sum of excitation operators  C{
N
c =  E  c ,  . 
i=i
(5)
(6)
A A
The zth component C{ of C will thus generate from | $ 0) 
an appropriate vector from the ¿-times excited subspace
C i $o>= E 4 " «i*1) . (7)
where l $ /<}) is the z'-times excited configuration state 
characterized by an ordered configuration I
B l ; B i B 2 ‘ • • B (} , (8)
obtained by promoting z electrons from the sta tes IBj),
IB2), . .  . ,  \B{) occupied in the reference IPM state | $ 0) 
into the virtual s ta tes  \B{), \B2) , . .  . ,  \Bl ), respec tive­
ly, while c}n designates the corresponding coefficient in 
the resulting Cl wave function (5).
For a spin-independent Hamiltonian H , we can choose 
an appropriate coupling scheme and consider the ex­
pansion (7) in te rm s  of orthonormal spin-adapted con­
figurations. Our conclusions will hold equally for the 
spin-orbital form alism  and for the spin-adapted fo r ­
malism so that I $ j i}) can, in the following, represen t  
either an ordered  spin-orbital  configuration state with I 
given by Eq. (8 ) o r  an orthonormal spin-adapted con­
figuration, in which case /  designates appropriate o r ­
bital labels and spin coupling quantum numbers (cf . , 
e .g . ,  Refs. 14, 15, or  26).
The basic equations of the variational approach may 
be simply obtained by projecting the Schrödinger equa­
tion (1) with | * 0) given by Eq. (5) onto the configura­
tion sta tes l $ /n ) appearing linearly in | ^ 0) (cf., e . g . ,  
Ref. 2 )
I * 0> = AS <11 #„> = A£cJ(I) (9)
Since Hn contains at most two-body operators ,  the left-
hand side of Eq. (9) has the form
i+2
<*ico hn I * 0> = E  E  #  > (10)
j n i - 2
where
# >  =  <), i f  j < 0 ;  c r - c i #, =  l. _(0>__(0) (11)
and
U> (12)
Clearly,
rj(00 ) **00 ($0 16ff I $0) = 0 . (13)
We thus obtain the well-known chain of Cl equations 
(z = 0, 1 , . .  . ,  N; I ordered)
<♦ 2
E  Z [ Ä ^ i ) - A £ 6 i y >] Cy >=0 , (14)
j = i - 2  J
where
(15)
Considering, for the sake of simplicity, only the 
even-number-of-times excited configurations, the chain 
(14) has the form [note that C(00> =  1 ]
£  c <2> =  a £  ,
H ì l 0 ) +  £  H \ r  c‘2) + £  =  A £ c i 2) , (16)
E  tf/52)cj2>+ E  n \ r cr  + E  = a  E c r
e t c . ,
where the equation for each z > 0  represen ts  a system of 
equations for all possible configurations/.  With some 
given finite set of (spin) orbital states,  the full system 
(14) or  (16) will yield the full-CI solution. To obtain a 
limited-CI approximation we decouple the above chain 
(14) or  (16) at a certain excitation level i — m  by ne ­
glecting all H}jJ) matrix  elements with j > m .  Thus, for 
example, the doubly-excited Cl equations (D-CI) are  
obtained by neglecting all matr ix  elements in the 
second Eq. (16), which gives
aJ cJ — Ed >
aI + 2  ^ bjj Cj —Ed ci ,
(17)
where we designated
(18)
with /,  J =  1 , . . . ,  M, where M  is the number of biex­
cited configurations l$ j2)), m — 2, ED is the D-CI ap­
proximation to AE, Eq. (2), and a* is the complex con­
jugate of a . In matrix  form we can write Eq. (17) as
HC =  £ d C , (19)
where
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H =
o *-
I
1
a b v
* o II
c
(20)
with a and c being column m atrices  with M  entries at 
and C/, respectively, and b is the M x M  matrix with 
entries bu .
B. CC approach
In the coupled cluster approach, the state | ^ 0) is ex­
panded through the same IPM configuration sta tes l$ /n ) 
as above, however, with the c luster  expansion ansatz 
for the wave operator
io> = eT 4>0) , (21)
where again T  is the sum of the ¿-fold excitation opera-  
to rs  Tf. Analogously to Eq. (7) we have that
) (22)
The relationship between both excitation operators ,  
or  between the corresponding expansion coefficients in 
Eqs. (7) and (22), follows immediately from a com pari­
son of both expansions [Eqs. (5) and (21)] (cf . , e . g . , 
Refs. 27 and 28) yielding
C,= E  It («i !)'1 f " / ,
<Pi j=i
(23)
where the sum extends over all partitions (P. of i, i . e . ,
i
i = £  0 i j)j  , 0 4 Hj =i  ; f ] = l  . (24)
i= l
The right-hand side of Eq. (23) contains one term  con- 
sisting of a single factor T{, which represen ts  a con­
n e d  ed / - t im es  excited cluster component, while the r e ­
maining te rm s,  involving products of at least two lower 
o rder  components, represen t  disconnected  ¿-times ex­
cited c lus ters .  In the MBPT language, all the te rm s  
in the expansions (5) and (21), except for the F erm i 
vacuum component |<J>0), a re  represented by linked 
wave function type diagrams (i. e . , the d iagrams with 
at least one ho le-par t ic le  pair of fermion lines in each 
disconnected part  extending in the positive “ t im e” di­
rection). Fur therm ore ,  the term T J^o )  is represented 
by a connected diagram, while the product te rm s
• • • | 4>0) are  represented by disconnected  d ia ­
grams.
(3? t 7
(25)
Assuming that 7\ = 0 [which is exactly the case if 
Brueckner or  maximum overlap (spin) orbitals  are 
used], the f i r s t  disconnected term  appears in the 
quadruply excited component, namely,
A Ac, = r, = o ,
C* =  Ti (i = 2, 3) ,
C4 = f , + i f |  .
^  29Since T4 is usually negligible relative to the c o r r e ­
sponding disconnected component t \ ,  the approximation 
T ~ T 2 represents ,  in most cases ( i .e . ,  when T3‘is not 
very important, cf. , e . g . ,  Refs. 18 and 30), an ex­
cellent approximation . 3
With the coupled cluster  ansatz [Eq. (21)] we can re -
duce the Schrödinger equation (1) to the following con­
nected cluster fo rm 3,14,15:
$ n eT)c I * o > =  *o> y (26)
where the subscript C indicates that only connected dia­
g ram s (or terms) are  to be considered. The equations 
which determine various c luster  componets ( i . e . , the 
coefficients /j<}) are  again obtained14,15 by projecting 
Eq. (26) onto the configuration states l$/(1)), [ i . e . ,  by 
considering moments of Eq. (26) relative to the config­
uration states l $ /<}>], even though the resulting equa­
tions are  not variational equations in the sense of p ro ­
viding an upper bound to the energy. In this approach, 
the energy is given by the projection of Eq. (26) onto the 
reference state | $ 0), i . e . ,  by the asymmetric  formula 
[Eq. (4)]
AE  =  ( i >o (A,v eT)c <1>0) . (27)
while the equations determining the cluster coefficients, 
which a re  obtained by projecting Eq. (26) onto the ex­
cited configurations
(Hn eT )c cK) = 0 (28)
are  energy independent.
An explicit form of these equations is best obtained 
through the use of diagrammatic techniques (cf. , e . g . , 
Refs. 3, 14, 15, 25, and 26). One sees immediately 
from Eq. (27) that AE depends at most on the f i r s t  two 
components T { and T2. Assuming that T ~ f 2, only the 
linear term  survives, so that the CPMET correlation 
energy E cp  is given by
^ c p - (^ o  $nT2)c $o> • (29)
We also find that the system (28) decouples automatical 
ly, obtaining
<*}n | (HN + H NT 2 + ±;H„Tj)c <t0) = O 
or ,  more explicitly,
(30)
j
ij (31)J*K
where aI and bu  a re  given again by Eq. (18), tj = t j 2), 
and dIJK represen ts  the connected part  of the matrix 
element between the doubly excited configuration l4>{2)) 
and the quadruply excited configuration consisting of 
double excitations given by the configurations J  and K . 
For an explicit form of these coefficients see Ref. 3, 
or  in the orthogonally spin-adapted case Ref. 14.
Designating the column matrix  of tj coefficients as t, 
we can also write Eq. (29) as
E cp  = ar t . (32)
Neglecting the nonlinear te rm s  in the CPMET Eq. (31), 
we obtain the corresponding L-CPMET equations
a + btL = 0  ,
El = a t t , = - a tb‘1a ,
(33)
(34)
where the subscript L  indicates the linear approxima­
tion, and where we have assumed that b is nonsingular 
in the last  equation.
Let us mention, finally, that the same simple re la -
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tionship between the D-CI matrix H [Eq. (20)] and the 
corresponding L-CPMET equations [Eqs. (33) and (34)] 
holds even when both mono- and biexcited configurations 
are considered and an RHF reference state is used (cf . ,
e.g. , Ref. 15). However, this is not the case when also 
triexcited configurations a re  taken into account [ c f . , 
diagram 7(c) of Ref. 15]. We thus assume in the fol­
lowing that H [Eq. (20)] and the corresponding CCA 
equations involve either doubly excited configurations 
(D-CI) or  both singly and doubly excited configurations 
(sometimes re fe rred  to as the SD-CI), even though we 
shall always use the D -C I matrix H [Eq. (20)] for s im ­
plicity’s sake.
. COMPARISON OF VARIATIONAL AND COUPLED 
CLUSTER APPROACHES
We now briefly outline the relationship between the 
variational limited Cl approaches and the corresponding 
CCA’s in o rder  to understand better  the derivations and 
the discussion in the subsequent sections. We shall, 
in particular ,  examine the s implest CCA, namely the 
L-CPMET and the corresponding D-CI approach.
Both D-CI and L-CPMET exploit the same informa­
tion about the system considered as given by the D-CI 
matrix H [Eq. (20)] or,  equivalently, by its subma­
tr ices a and b with matrix elements defined by Eq.
(18). It should be noted that b in Eq. (33) need not be 
Hermitian, since we can multiply each equation of this 
linear system by an a rb i t ra ry  nonvanishing scalar .
This is, in fact, the case in the usual formulation of the 
CPMET and L-CPMET equations (cf . , e . g . ,  Refs. 3,
14, and 15), where renormalized coefficients ljl) a re  
often used. However, it is very easy to make a t r a n s i ­
tion from these unnormalized /-m atr ix  elements or  co­
efficients to the normalized ones, as is shown in Refs.
14 and 15, so that the assumption that the m atr ices  a 
and b a re  identical in the D-CI problem [Eq. (19)] and 
in the CPMET [Eq. -(33)] problems rep resen ts  no r e ­
striction on the generality of our considerations.
In o rder  to see the conditions for the breakdown of the 
L-CPMET approach in more physical te rm s ,  as well as 
to clarify the relationship of this method with both v a r ia ­
tional and perturbative approaches, it is convenient to 
transform the D-CI matrix H [Eq. (20)] to a form in 
which its doubly excited part  is diagonal (cf. Refs. 31 
and 32). Consider, thus, a unitarily equivalent matrix
H = Vt HV , (35)
where V has the same block s truc ture  as H [Eq. (20)]
V =
1 0 
0 V
(36)
and where v is the unitary matrix which diagonalizes b
bv = v/3 , (37)
with
0 = [0/C// 1 (38)
Thus,
H =
0 at_
a
f i  _
(39)
where
a =V a . (40)
The transformation V thus introduces a new basis  in the 
doubly excited subspace.
Clearly, H [Eq. (39)] has the same eigenvalues as the 
original D-CI matrix H, Eq. (20). It is easy to see that, 
also, the corresponding L-CPMET problem
a + p r  = 0 , El = c ?  t (41)
yields the same energy as the original problem [Eqs. 
(33) and (34)]
¿ x = a t T = - a t/3"1a = - a tb“1a = £ x , 
since Eq. (37) implies that
(42)
v/3"V = b -l (43)
assuming b is regular.  In fact, the L-CPMET c o r ­
relation energy [Eq. (42)] can be written in the form
- £ a /  17/3, , (44)ƒ=!
which shows immediately that EL will have a singularity 
if /3j — 0  for some I.
In a well-behaved problem, the matrix  b will be diag­
onally dominant and positive definite. Only when some 
of the doubly excited configurations will be quaside­
generate with the reference RHF state can we expect 
the lowest eigenvalue of b to be very small or  even 
negative. We have investigated the behavior of the 
L-CPMET approximation in such quasidegenerate 
cases  e lsew here . 31-34
Using the canonical form (39) of the D-CI matrix, 
we can also write the corresponding secular  problem 
in a simple form. Expanding the associated secular 
determinant about the f i r s t  row or  column, or  using 
simply the partitioning technique, we obtain
A/
Ed = - E l Oit V t e t - E B) , (45)
7 = 1
the well known formula of the escalator diagonalization 
method.
Equations (44) and (45) also indicate a connection 
with corresponding perturbative approaches. Solving 
the L-CPMET equations (33) iteratively, using bas ica l­
ly an algorithm due to Jacobi, we see immediately that 
we obtain an equivalent resu l t  to the DMBPT . 11,18 In 
fact, partitioning properly the diagonal te rm s ,  we can 
go continuously from an Epste in -N esbet  type p e r tu rb a ­
tion theory to the M011er-Plesset type (cf. Ref. 32). 
Moreover, when the canonical form (39) is used, we 
obtain the desired L-CPMET or  DMBPT energy already 
in the second o rder  of Rayleigh-Schrftdinger p e r tu rb a ­
tion theory (RSPT), as Eq. (44) indicates. On the other 
hand, the D -C I energy can be obtained from the c o r ­
responding second o rd e r  Brillouin-Wigner perturbation 
theory (BWPT), as follows from Eq. (45). It is well
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known that the RSPT is size extensive while BWPT is 
not, which is consistent with the charac ter is t ics  of 
the D-CI and L-CPMET approaches.
The size extensivity of the L-CPMET (or, in fact, of 
the CCA in general) follows immediately from the cluster 
ansatz [Eq. (21)] which transform s multiplicative s t ru c ­
tures  into additive ones, and which leads to the cancella­
tion of all disconnected c lusters ,  Eq. (26). In o rder  to 
see this cancellation in more detail, let us consider the 
appropriate moments of the Schrödinger equation a s ­
sociated with the D-CI and L-CPMET cases.
In the D-CI case, Eq. (9) can be written in the form
(46)
(47)
<*/ |(ff#r - £ i>)(1 + C2) | * 0> = 0 ,
while the corresponding L-CPMET equations follow 
from Eq. (26):
<<!>{'’ | [£,v(l + f 2)k - E l I 4>0) = 0 ,
where t' = 2. The basic difference between these two 
systems of equations lies in the presence of the term 
($ j2) \Ed C2 I <i>0) = Ed Cj2) in the D-CI system (46). This 
te rm  corresponds to the unlinked diagrams in the p e r ­
turbation theory approach, and is therefore responsible 
for the size inconsistency of the D-CI approach. In the 
L-CPMET (or CPMET) approach, these unlinked te rm s 
have been canceled by the unlinked (and thus discon­
nected) component ($ /2) I {hHN f \ ) UL I 4>0). This cancella­
tion is implicit in the connected cluster form of the 
Schrödinger equation, Eq. (26).
It should be noted, however, that the canceled te rm  
(4?{2 ) \EdC2 I <i>0) contains both the EPV (exclusion p r inc i­
ple violating) and the non-EPV components since the 
summations over the (spin) orbital labels in each factor 
are  independent. F rom  this viewpoint, the L-CPMET 
“o v e rco r rec ts” the D-CI result  and the EPV te rm s  are 
reintroduced through certain nonlinear EPV connected 
te rm s  in the CPMET approach. The most important 
te rm s in this respect  a re  those represented by d ia­
grams which can be separated over one or two hole 
lines: these te rm s play the most important role when 
going from the L-CPMET to the CPMET approach (cf. 
Refs. 31, 34, and 35) and form the basis of various 
CEPA(/e), k ± 0 ,  approaches (cf. Refs. 31 and 34).
In this respect,  it is interesting to compare the D-CI 
and the L-CPMET approaches for the case of two-elec­
tron systems. Clearly, the D-CI approach yields the 
exact energy within the model space considered, while 
the L-CPMET does not. This is due to the fact that the 
latter approach includes a correction for the unlinked 
tetraexcited c lus te rs  [which is implicit in the connected 
form given by Eq. (26), as explained above]. How­
ever, all tetraexcited components are  unphysical in this 
case, and thus of the EPV type. These te rm s  would 
be subsequently cancelled by the nonlinear CPMET 
te rm s ,  which are  also always of the EPV type in the 
two-electron case considered, and the D-CI result  
would be restored .  Clearly, the CPMET, or its simple 
version the L-CPMET, are  designed for many-electron 
ra ther  than two-electron systems, for which the number 
of non-EPV unlinked type contributions will be much 
la rger  than the number of s im ilar  EPV type te rm s.
Therefore, the corrections for the unlinked tetraexcited 
te rm s,  present  in the D-CI approach, will be much more 
important than the overcorrection due to the inclusion 
of the EPV term s,  which are  necessary  to achieve the 
factorization, and which are  corrected for when the 
proper “ coupling” of pair c lus ters  is considered in the 
CPMET approach.
IV. HYLLERAAS-TYPE FUNCTIONAL FOR THE 
L-CPMET
Since the L-CPMET can be regarded as a special case 
of perturbation theory as explained above, it is worth­
while to look for the Hylleraas-type functional (cf. Ref.
2 , p. 187) whose optimization yields an equivalent r e ­
sult. Such a functional must clearly contain the same 
information about the system as contained in the D-CI 
matrix H, Eq. (20). Such a functional might thus p ro ­
vide, at least in principle, a useful insight into the 
relationship of Cl and CC approaches.
We recall  that in the D-CI approach the correlation 
energy is given by the minimum of the following Ray­
leigh quotient
Fd (Y) = Yt HY/(YtY) , (48)
where H is the D-CI matrix (20) (with the diagonal en­
tr ies  relative to the reference RHF state energy) and Y 
is an a rb i t ra ry  tr ia l  vector. Since we wish to relate 
this variational approach with the L-CPMET approach, 
we shall use an intermediate normalization for Y and
write
Yr =
1
x (49)
without res tr ic t ing  generality in any way.
The minimum condition for FD(Y) [Eq. (48)] is given 
by the eigenvalue equation
HU = UA ,
where A is diagonal 
A = [x, öjj] ,
(50)
(51)
with the lowest eigenvalue A0 giving the minimum of 
Fd {Y), which defines the desired  correlation energy ED
Ed =  n iinFD(Y) = FD{Yl'e)) = A0 ,
Y
(52)
u
and U is a unitary matrix whose zth column Uj r e p r e ­
sents  an eigenvector of H, which is associated with an
eigenvalue A.,
UfU = UUf = 1 . (53)
Recalling elementary properties  of the diagonal form 
of a Hermitian matrix, we can write
H = UAUf
or, equivalently, in te rm s  of matrix elements
h i j  ---  ^  V ^ k ^ i k ^ j k  >
(54)
(55)
where we designated the matrix elements of H and U by
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corresponding lower case le t ters
n=[htJ], u =[»,,]. (56)
After recalling these elementary facts, let us con­
sider the problem outlined at the outset. Ju s t  as in 
perturbation theory, we can construct the desired Hyl- 
leraas functionals in each o rder  by inspection36; it is 
easy to see that the L-CPMET equations (33) a re  ob­
tained as a condition for an extremum of the func­
tional
FL (YL) ^ f L (jL)= YÌHYL  > (57)
with Y l given by Eq 
D-CI matrix H [Eq. 
dratic function:
(49). Using an explicit form of the 
(2 0 )] we obtain the following qua-
1 t
I
O _1 1
/ j »  =
X a b X = xfa + afx + xfbx , (58)
so that the conditions for an extremum of f L (x) be
come
a + bx = 0 . (59)
The conditions are  identical with the L-CPMET equa­
tions (33) when we identify the unknowns x and tL.
The necessary  and sufficient condition for an ex is ­
tence of a unique extremum is the definiteness of the 
matrix b. In this case, b“1 exists and we can easily 
verify that the L-CPMET energy EL, as given by Eq. 
(34), can be obtained as an extremal value of the func­
tionals (57) or (58),
El = afxe = -  a'b-'a = f L (xc) , 
with xe designating the solution of the system (59).
(60)
Both functionals (48) and (57) rep resen t  clearly special 
cases of the same general functional G, given by the 
quadratic form
G(X) = XtHX .
Indeed, we have
FD(Y) = GQt) = G(YD) , 
when
(61)
(62)
X = Y0 ^Y(Yt Y)-l/2 = Y / IY (63)
and
F L (YL) = f L (*) = GQi)= G(Yl ) , (64)
when
1
(65)
This formulation provides an interesting geometrical 
viewpoint on the two approaches considered. Both the 
D-CI and the L-CPMET energies can be regarded as 
the extrema of the same functional but under different 
constraints: the tr ia l  vectors  are  res tr ic ted  to the unit 
sphere ||X II = 1 in the D-CI case, and to the tangent 
plane x Q = 1 to this sphere, at the point corresponding to 
the reference RHF state in the L-CPMET case.
V. MODEL EXAMPLE
Before we discuss the implications of the above given 
functionals we wish to i l lustrate  them in more detail on 
the s implest possible example: a two-electron, two- 
level model system with only one doubly excited config­
uration. This system will be described by the following 
D-CI matrix:
Hi =
0
a
(66)
which we assume to be rea l  in o rder  to simplify our no 
tation as much as possible. In this case, the general 
functional (61) is given by the following quadratic form 
in two variables:
Gj (X) — Gj
0 a 
a b
= x {{2axQ + bxi)  . (67)
When res tr ic t ing  the variables x 0 = y%, x { =)/l  to the 
unit c ircle
(y?)2+ (y?)2 = i , (68)
we obtain the D-CI functional
FD(Y) = G(YD) = Gl
cos/3
sin/3
=  sin /3 (2a cos /3 + ò sin /3)
= a sin 2/3 + ^ ò(l -  cos 2/3) = \ b 1 -  (1 + tan22j3) - 1 / 2
x 11 -  y  tan 2/3 [assuming ]/3 I < tt/4] ,
= : go 0 ) . 
where we have set
(69)
21- 1 / 2x„ =  V? = c o s p = y li(y0+ y l )
^ l = y ? = sin i3=>’l(3’o+3’i)"1/2 •
(70)
Similarly, setting x Q = y^ = 1 and X\ = y f  = x ,  following 
Eq. (49), we obtain the L-CPMET functional
f L (x) =  Gt I  ^ l =  x ( 2 a +  bx) (71)
Both sets  of variational pa ram ete rs  are  related as fol­
lows:
x  = — =  — = ^ 5- = tan (3 , 
*o 3>o
(72a)
and
Vo =  cos/3 =  (1 + x  )2 \-1 / 2
— sin/3 =x( l  +x  )2 1 / 2
(72b)
so that we can also write the above functionals in the 
following equivalent forms:
F l = f L (x) = g-x (/3 ) = tan/3(2a + òtan/3) (73a)
and
Fd =gD (P)=x(2a + bx ) / (1 + x 2)
= F l (tan /3 ) /  (1 + tan20 )
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FIG. 1. R e la t ionsh ip  of D-CI and 
L -C P M E T  var ia t iona l  p a r a m e t e r s  in a 
s im p le  two-dimensional  model c a se .  The 
re la t io n sh ip  given by Eq. (82), which 
connects  e x t r e m a l  va lues  of var ia t iona l  
p a r a m e t e r s ,  is  shown below the xq axis, 
s ince  Xq = — a/b  < 0, a s su m in g  that a , b 
> 0. The points m a rk e d  by full c i r c l e s  
indicate  the abso lu te  m in im um  of the 
functional G t (X) [Eq. (67)] on the unit 
c i r c le  and on its  tangent a t x 0 = l ,  r e ­
p re sen t in g  D-CI and L -C P M E T  so lu ­
t ions ,  r e sp e c t iv e ly .
=  S l  (£0 c o s 2/3 . (73b) (1=13%, given by the condition
The relationship between various variational p a ram e­
te rs  used above is i l lustrated in Fig. 1.
Thus, while in the D-CI approach we are  searching 
for a minimum of the functional (67) along the unit 
c irc le  (6 8 ) (cf. Fig. 1), in the L-CPMET approach, we 
search for the minimum of the same functional along 
the tangent at unity Cv0 = X\ = 0 ), which corresponds 
to the RHF reference state used. Since the functional
(67), or (61) in general,  is a homogeneous quadratic 
form, we have for any sca la r  k that
G(/;X) =  fc2G(X) . (74)
We can also see immediately that both functionals (73a) 
and (73b) have the same nodes, at least in the physical­
ly relevant interval -  tt/ 2  </3 <tt/2 .
The extremum of f L Cv) will occur for x — xLe given by 
the condition
dfi  C v )
dx = 2{a + bx) \x=xl = 0  , (75)x=x
which is equivalent to the corresponding L-CPMET 
equation [Eq. (33) or  (59)] for x%
a + bXg = 0 ,
so that
.L __nL
(76)
x e =  tan/3,, =  - a / b  , -  j t /2 < #  <jt/2 , (77)
and
E l =  axi =  fL (xj ) =  -  a2/b =  -  b tan20^ =gL(&) .
Similarly, the extremum of FD{Y) = gD(f3) occurs  at
(78)
dgD(J3)
dfi 8=8?
= 2a cos 2¡3 + b sin 2/3 6>îd =  0 , (79)
which yields
tan 2/3? =  — 2a/b  , (80)
so that we find immediately from the last  Eq. (69) that
ED= g D(pDe ) = i b { l - [ l + ( 2 a / b ) 2]U2} , (81)
which is clearly identical with the lowest eigenvalue of 
Hi [Eq. (6 6 )] assuming that 6>0.
The relationship between both ex trem al pa ram ete r  
values follows immediately from Eqs. (77) and (80), 
yielding (cf . , also, Fig. 1)
tan 2/3? = 2 tan. /3? (82)
or
tan /3g = tan (1 -  tan2/3^ )_1 (83)
Geometrically, the L-CPM ET extremum occurs  when 
the gradient of (X) [Eq. (67)] is perpendicular to the 
line Xq = 1, while the D-CI minimum occurs  when the 
gradient is normal to the unit c irc le ,  Eq. (6 8 ).
The above simple model may be easily extended by 
considering N  noninteracting sys tem s of this kind, 
in which case the D-CI matrix  [Eq. (20)] has the form
Rn =
0
bl
, aT =  aip,, , b( =  61 , (84)
where
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(85)
N
This model has been often employed11’ 18’ 21»37" 39 to ex­
amine the size extensivity of the D-CI approach. This 
was done by comparing the D-CI energies with the exact 
one given by N E D . We shall thus only concentrate on a 
comparison of the D-CI and the L-CPMET energies for 
this model, which are relevant to this paper.
In view of the symmetry of this model, we have that
X r  =  [x0 x f  ] , X [ = X ! ^ ,
with * 0 =  1, x t = x  in the L-CPMET case, and 
=  \ \ Yd 11=1 in the D-CI case, so that
x 0 = y% = cos/3 , x t = -yi = AT172 sin/3 .
(86)
X
(87)
The general functional [Eq. (61)] is now simply a multi­
ple of the corresponding functional G{ [Eq. (67)] for one 
isolated system
*
GN Qt) = N G x
o
(88)
Correspondingly, the L-CPMET functional [Eqs. (57) and 
(58)] is also additive
(89)
while the D-CI functional will depend nonlinearly on the 
particle  number N
F i/ ) (Y) = N G l
cos/3
- 1 / 2 sin/3
(90)
We also note that the Hamiltonian matrix  HN [Eq. 
(84)] is automatically in the canonical form (39) used 
in Sec. Ill, so that
E[n) = N E L = - N a z/ b  , (91)
while the D-CI energy E\? } is given by Eq. (45), which 
in this case becomes
bD — - N a (92)
so that
£ ‘/°  = i& {l-[ l+N (2a/& )2]1/2} , (93)
which is also easily seen to minimize FpN), Eq. (90).
This resu l t  also nicely i l lus tra tes  the size extensivity 
of the L-CPMET procedure, in contrast  to the D-CI 
method. Expanding the D-CI energy E {dn) [Eq. (93)] 
about the L-CPMET value E[n) [Eq. (91)] we obtain
■4W) =  -  N{al / b ) [ \  -  N { a / b f  + 2N l ( a / b f  -  5N i { a / b f
+ U N ^ a / b f ------]
= E[n ’ ( 1 -  Nix i  f  + 2 N 2 Cxf  ) 4 -  5AT3 ixf )
+ U N a(x^)s - • • • ]• (94)
The reason behind this very different behavior of the 
D-CI and the L-CPMET (and CPMET) approaches maybe 
easily understood from the geometrical  p ropert ies  of
the variational spaces characterizing them. As we have 
seen above, the variational space in the D-CI approach 
is compact, namely a unit sphere in the (M + l ) -d i -  
mensional Euclidean space, while in the L-CPMET 
case, the variational space is a linear space given by 
the tangent hyperplane to the unit sphere just men­
tioned, at the point characterizing the RHF reference 
state (cf . , also, the above example). Thus, if one 
would regard the D-CI variational space as a Lie group, 
then the corresponding L-CPMET variational space is 
given by the corresponding Lie algebra. Consequently, 
the independent systems behave additively in the linear 
L-CPMET space, so that this approach is size ex­
tensive, while this is not the case for the D-CI space, 
which has a multiplicative ra ther  than additive s t ru c ­
ture. The additive charac ter  of the L-CPMET space 
will be preserved  in the CPMET approach, even though 
the respective functional will be given by a form which 
is higher than quadratic..
This viewpoint nicely i l lus tra tes  the basic incom­
patibility between the requirements  of size extensivity 
and the upper bound property, as warranted by the use 
of the variational principle, as long as the t r ia l  func­
tions a re  selected from the subspaces characterized 
by a ra ther  limited excitation level.
VI. RELATIONSHIP BETWEEN THE D-CI AND THE 
L-CPMET APPROACHES 
A. Exact relationship
We shall exploit the fact that both approaches and the 
corresponding functionals a re  closely related and that 
they a re  defined through the s a m e  matrix representative 
of the Hamiltonian, as a comparison of Eqs. (48) and
(57) indicates. To obtain the desired  relationship, we 
thus could express  the L-CPMET functional (57) in 
te rm s  of the D-CI eigenvalues and eigenvectors by sub­
stituting for H, using Eq. (54), and then attempt to find 
an extremum of this functional explicitly. Indeed, this 
procedure would yield a system of linear equations 
which can be easily solved in te rm s  of and u ijm Sub­
stituting this solution into the L-CPMET energy ex­
pression  [Eq. (60)] we would obtain the L-CPMET energy 
in te rm s  of the variational energies \ { and corresponding 
eigenvectors. Even though this procedure is not difficult 
to ca rry  out, it is a bit laborious, and one can simply 
obtain the same resu l t  directly using the fact that the 
L-CPMET equations a re  related with the D-CI matrix  
as Eqs. (20) and (33) indicate.
Assume, thus, that none of the eigenvalues of H 
[Eq. (20)] vanishes, so that H is invertible. Since H"1 
must also be Hermitian, we can write it in the same 
block s truc tu re  as the matrix  H, namely,
H"1 = (95)
with r  Hermitian
r f = r (96)
The condition that H"1 [Eq. (95)] is the inverse of H [Eq. 
(2 0 )] implies the following conditions for the component 
blocks of H“1:
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I
o
J
P qf 1 0
I p cr I _q r 0 1_
(97)
An explicit form of these conditions for the f i r s t  column 
is clearly
a*q = 1 ,
up + bq = 0  .
(98)
(99)
Since p is a nonzero scalar ,  this last equation is in fact 
identical with the L-CPMET system [Eq. (59)] when we 
set
x« = tl. = P ' \  •
We thus find for the L-CPMET energy that 
EL = atxc= / r 'a tq=/>-1 ,
(100)
(101)
where we have used Eq. (98) in the last step. Knowing 
the eigenvectors u< and the corresponding eigenvalues 
\ { of H [Eq. (50)] we can write for the elements of H"1
(H 1 ) i i —  ^  ^ k u i k ulk i
so that, in the special case needed, we have
(102)
p = ( h - ‘) o o = E  K l "Ok (103)
We thus find that
E l = u0/? AL k
(104)
Furtherm ore ,  using again Eq. (100),
xe=/>‘1q = -Ei q ,
and Eq. (102) for q
(105)
Qi (106)
we find easily the components x if where and q{ a re  
components of x and q column vectors, respectively,
(107)
and M designates the number of doubly excited con­
figurations considered.
We can thus summarize
Ed o y
m \ -1
£  «;) . j=o /
(108)
(109)
and
i (110)
where
Kj  = ( i n )
Finally, we also note that with identifications given by 
Eqs. (100) and (101), the system of linear equations 
(98) and (99) is equivalent to the L-CPMET problem. 
This fact could be exploited in finding actual L-CPMET 
solutions when a D-CI matrix is available in either an 
implicit or an explicit form.
B. Approximate relationships
Let us now examine some simplifications and applica­
tions of the derived relationships [Eqs. (109) and (110)] 
between the D-CI and the L-CPMET approaches. In 
turn this analysis will enable us to see in a new light 
the very often employed simple approximations which 
co rrec t  the D-CI results  for the size inconsistency due 
to the unlinked te rm s,  particularly the well known 
Davidson correc t ion . 20
We f i r s t  note that the coefficients Kj [Eq. ( I l l ) ]  are 
given by the ratio of the probability factor |w0j | 2, r e p r e ­
senting the weight of the RHF reference configuration 
in the jth D-CI state 0, and the jth D-CI energy eigen­
value Xj. Except in quasidegenerate cases,  the RHF 
reference configuration gives clearly the la rgest  con­
tribution to the D-CI ground state. We can thus a s ­
sume that
uoo » itOi j> 0  . (112)
We also assume that the D-CI eigenstates are  ordered 
according to their energies
. j i O  , (113)
and, if no quasidegeneracy is present,  that there is a 
large energy gap between the ground state and the ex­
cited D-CI sta tes ,  namely,
A0« A y , j >  0 . (114)
Then
?/oo / |A 0 » KJ j > 0  ,
(115)
so that retaining only the f i r s t  te rm  in the sum on the 
right-hand side of Eq. (109) will yield a very good ap-
proximation E {L0) to EL . Thus,
^ i0) = ^ô1 = xo / | woo|2 > 
which we can also write as
(116)
£ i0) = -^o + ^o(| o^o -2 -1 )
= Ed +Ed { 1 -  I «0 0 12)/ I «00 (117)
This is exactly the approximation derived by Siegbahn , 23 
who used a perturbation theory estimate for the unlinked 
cluster  contribution [cf. also, Eq. (1; ) of Ref. 21 and 
Eq. (24) of Ref. 24]. In fact, this approximation is im ­
plicitly contained in the paper by Bartle tt  and Shavitt22 
[when Eq. (20) of Ref. 22 is solved exactly for S, ra ther  
than expanded to the f i r s t  o rder  in S], who f i r s t  showed 
explicitly the origin of this correction. When also 
U 0 0 l2 *l> the approximation (117) is very close to the 
well known Davidson correct ion 20
E[D ' = ED + ED (1 -  I «0 0 12) (118)
Thus, both the original20 and renorm alized 21-21  David- 
son corrections can also be regarded as the f i r s t  appro­
ximation to the L-CPMET energy based on the D-CI r e ­
sults.
Using higher than the ground state D-CI eigenvalues 
and eigenvectors (or, more precisely, the reference 
state components of these eigenvectors), we can im ­
prove the approximation to EL , which in the absence
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of quasidegeneracy is always very close to the full 
CPMET result.  In fact, the L-CPMET approach yields 
often better energies, and corresponding properties  
derived from the potential energy hypersurface near 
equilibrium geometry, than the CPMET approach (e. g. , 
Ref. 40), since it overestimates  the correction due to 
the unlinked tetraexcited c lusters ,  and this o v e re s t i ­
mate is in the same direction and of roughly the same 
magnitude as the correction to CPMET due to the con­
nected triexcited c lus ters .  Thus, employing other than 
the ground state D-CI eigenvalues Xj ( j>0) and the c o r ­
responding weights of the RHF ground state \uQj I2, the
relationship (109) enables one to introduce further s y s ­
tematic corrections to D-CI. With increasing Xj, the 
te rm s  Kj [Eq. (111)1 will generally decrease  (though not 
monotonically), so that using a few te rm s  in the r e l a ­
tionships (109) and (110) might yield a resu lt  which is 
very close to the L-CPMET one. We il lustra te  this be­
havior on an example in Sec. VIII.
Another very simple improvement may be obtained 
using an Unsold-type approximation. Thus, assuming 
that
Xj ~X , j > 0 ,  
where A is the average doubly excited state energy
si
X — Tr(b)/M , Tr(b) = bKK .
K ol
(119)
(120)
and M is the number of doubly excited s ta tes  used, we 
obtain
£ i ' >=[|«00  2A o + ( l -  «00 12 )/Ä]1-1 (121)
We note that E^/) will tend to E[q) as the basis  set used 
is extended since, in this case, A~°°. Obviously, in 
this case, the assumption (1 2 0 ) is not valid and it should 
be replaced by a more rea lis t ic  way of obtaining A.
Finally, we observe that the various approximate 
energies discussed above will be generally ordered as 
follows:
E, < E Ï 1 ’ < E i ° 1 < E{,d » < Ed (122)
VII. COMPUTATIONAL IMPLICATIONS FOR THE 
SOLUTION OF CCA EQUATIONS
We outline briefly the implications of the above given 
results for the appropriateness of various numerical 
algorithms for the solution of algebraic systems of equa 
tions aris ing in the CCA.
For the L-CPMET approach, which may be regarded 
as the f i r s t  approximation to the CPMET, the problem 
is equivalent to that of finding an appropriate stationary 
point of the Hermitian quadratic function /¿ (x ) ,  Eq.
(58). This is most easily seen if we redefine the func­
tion f L (x) in te rm s  of the new variable z
Z = vtöc - x j  , (123)
with v defined by Eq. (37) and x e is the solution of the 
system (59). Substituting x from Eq. (123), i . e . ,
x = x e + vz (124)
A  (z) s  fL W  = + f L (x„) (125)
or,  explicitly
(126)
Considering, for simplicity, the most often occurring 
case of a rea l  D-CI matrix so that both the a and b sub­
m atr ices  of H are  rea l  and b is symmetric ,  we see im ­
mediately that f L (x) is a quadratic function with 
gradient g
g(x) = 2 (bx + a) ,
and with the Hessian h 
h = 2 b .
(127)
(128)
We also see immediately from Eq. (126) that z = 0 or 
x = x e is a unique minimum point (or a strong global 
minimizer) of f L(z) = f L (x) when >0 for all K,  i. e . , 
when b is positive definite. This is usually the case 
unless the RHF ground state is quasidegenerate [cf. 
the text following Eq. (44)].
Thus, when b is positive definite the solution of the 
L-CPMET equations is equivalent to the problem of 
minimization of the functional f L (x), suggesting the use 
of conjugate direct ion  methods. Recently, these tech­
niques for solving linear algebraic systems have been 
extensively studied, 41 particularly in connection with 
large sparse  systems.
It is well known that the convergence of the conjugate 
gradient method, as measured by the number of i t e r a ­
tions which a re  required to lower the e r ro r  of the initial 
approximation x (0) by a prescribed  factor, is p ropor­
tional to the square root of the spectra l  condition num­
ber 3C(b) of the coefficient matrix b. The e r ro r  is 
measured in the so called energy norm so that one mini­
mizes the value of the functional f L (x) ra ther  than the 
distance | | x - x e | | .  The spectra l  condition number is 
defined as the ratio of the la rgest  and the sm alles t  e i ­
genvalue of b
JC(b) =  /3m//31 . (129)
Thus, the more clustered the eigenvalues of b are ,  the 
faster  is the convergence of the conjugate gradient method.
The convergence charac te r is t ic s  as represented  by 
the spectra l  condition number 3C(b) can be improved by 
a so-called preconditioning. Generally, a precondition­
ing is achieved through a transformation of the unknowns
y = E rx ,
where the preconditioning matrix C
C =  E E r ,
(130)
(131)
is a positive definite matrix and E T designates the trans 
pose of E. For simplicity, we assume that b is a posi­
tive definite rea l  sym m etric  matrix. Since
xr bx = yr by , (132)
with
we find easily that
b= E^bE'7 ,
the system (33) or  (59) becomes
(133)
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a +  by= 0 , (134)
where
i  =  E-1a .  (135)
Since, further,  b is s im ilar  (with similarity t ran s fo rm a­
tion E t ) to C-1b, it has the same eigenvalues as C_1b. 
Thus, choosing an appropriate preconditioning matrix
C, the spectra l  condition number of b can be lower 
than that of b and a faster  convergence can be achieved 
for the system (134).
Since the transformation (130) must be performed at 
least once when using the preconditioning, it is of p ra c ­
tical importance that E or C is so chosen that the s y s ­
tem (130) can be easily solved. It is thus usually a s ­
sumed that E is a sparse  lower triangular matrix. A s ­
suming that b is diagonally dominant, so that its eigen­
values lie not very far away from the diagonal entries 
of b, we can apply the following simple diagonal p r e ­
conditioning matrix
C = bu)  = e e T , (136)
where blll) designates the diagonal part  of b, so that
e = [U>„)1/ 2ô „ l  . (137)
Assuming that the off-diagonal matrix elements are 
small compared to 1 , the majority of the eigenvalues of 
b should be clustered around one.
We have programmed the conjugate gradient method 
using the algorithm and the code as given by Axelsson 
and B a rk e r . 42 This program will be re fe rred  to as the 
CG (conjugate gradient) program. We have also written 
the preconditioned version using the simple precon­
ditioning matrix (136). This version is re fe rred  to as 
the PCG (preconditioned CG) program.
For  comparison we also programmed and used a very 
recently proposed approach by Purvis  and Bartlett,  called 
the reduced linear equation (RLE) method. 43 This 
method is very s im ilar  to that proposed ea r l ie r  by Pople 
et a / . 44 In fact, both these approaches can be shown to 
fall into the category of conjugate gradient a lgori thm s .41,42 
Moreover, since the RLE space is built up as a span of 
the i térants of the usual Jacobi algorithm
x(n*1)= - ( b (d))-1 [ a +  (b - b(d))x (n)] , (138)
the RLE procedure should perform similarly  as the above 
mentioned PCG method. This indeed turns out to be the 
case and the work on a detailed elucidation of this r e ­
lationship is in progress .
It should also be noted that the basic computational 
step in all the algorithms based on the steepest descent 
or  conjugate gradient methods (with or without p recon­
ditioning) is that of forming the matrix product bc(n) of 
a sparse  coefficient matrix b with some vector c(n) 
characterizing the nth iteration. This is precisely the 
same step which is required in most modern diagonaliza- 
tion algorithms for large sparse  m atrices .  Moreover, 
this step is also amenable to a so-called d irect  ap­
proach, and may be handled in the same fashion as in 
the corresponding d irect  D-CI approach . 45 This en­
ables one to exploit considerable computational ex-
TABLE I. Convergence of L -C P M E T  e n e rg ie s  (in 
a. u . ) in a 225-d im ensiona l  model space  for CO. See 
Eqs .  (50), (111), and (139) for definition of e n t r ie s .
11 Kn E p
0 - 0 .  131 454 - 0 . 7 2 5  843 - 0 .  137 771
1 + 0 .714645 0. 0 - 0 .  137 771
2 0.744 336 0 .000399 - 0 . 1 3 7  778
3 0. 807 597 0. 000357 -  0 .137 785
4 0.897 953 0 .0 - 0 .  137 785
5 0. 932 770 0 .004 717 - 0 .  137 875
6 0. 992 352 0. 000136 - 0 .  137 877
7 1. 091 888 0.000001 -  0 .137 877
8 1.222 070 0.0 - 0 .  137 877
50 2.141 860 0.000 029 -  0. 138 064
100 3. 119776 0.000 017 - 0 .  138 143
150 4 .052  877 0.000 143 - 0 . 1 3 8 1 7 0
200 5.417 043 0 .0 - 0 . 1 3 8  189
224 18. 100 258 0.000 001 - 0 .  138202
perience. We would also like to note that a very close 
similarity  of algorithms which can be employed to ob­
tain the D-CI and DMBPT solutions has been both noted 
and exploited by Blomberg and Siegbahn . 46 F u r th e r ­
more, a suitable variant of Newton’s method or the so- 
called se lf-correc t ing  conjugate gradient algorithm 47 
should provide solutions for the general large scale 
CPMET or  ECPMET approaches, which a re  based on 
higher than quadratic functionals.
V III. NUMERICAL EXAMPLE
In this section we will i l lustra te  the theory of the p r e ­
vious sections by some resu lts  on the CO molecule.
An RHF solution for CO is obtained at the experimen­
tal internuclear distance of 2. 132 a . u . , using the 
ATMOL3 suite of program s. 48 The basis of 58 atomic 
orbitals  used is the same as the one employed by Amos49 
and consists  of a se t  of (11, 6 , 3/5, 4, 2) contracted 
Gaussians on each nucleus. The SCF energy of 
-  112. 780 98 a. u. obtained with this basis  lies 0. 01 a. u. 
above the HF limit of Ref. 50.
In the ensuing L-CPMET and Cl calculations, we keep 
the lowest two molecular orbita ls  (the core MO’s) doubly 
occupied. Apart from this res tr ic t ion ,  all possible 
single and double excitations from the RHF reference 
state a re  included. Using the spatial symmetry group 
C2v one obtains 7272 spin-projected states ,  which in our 
case a re  symmetrically  orthogonalized spin bonded 
functions . 51
Before considering the 7272-dimensional L-CPMET 
and Cl problems, we f i r s t  examine the usefulness of the 
relationship (109). To study how rapidly the sum in this 
equation approaches the exact L-CPMET energy, we 
need all eigenvectors and eigenvalues of the D-CI matrix
H. In o rder  to obtain these, we have to truncate our
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TABLE II. D ifferent approx im ations  to 
the L -C P M E T  energy  (in a . u . )  of CO in 
225- and 7272-d im ensional  model sp a c e s .  
See Sec. VI fo r  definition of e n e rg ie s .
Energy Dim = 225 Dim = 7272
E d - 0 . 1 3 1  45 - 0 . 2 5 3 2 9
^  L - 0 . 1 3 7  48 - 0 . 2 7 1 2 7
c (0) 
^  L - 0 . 1 3 7  77 - 0 . 2 7 2  64
r W )
h  L - 0 . 1 3 8  02 - 0 . 2 7 3  20
E l - 0 .  1 3 8 2 0 - 0 . 2 7 5 6 1
basis of singly and doubly excited configurations. To 
that end, we have examined separately the interaction 
of each of the 7271 configurations with the RHF ground 
configuration, and selected those which produced an 
energy lowering of more than 3 x l 0 " 4 a .u .  In this m an­
ner, a 225-dimensional D-CI matrix H was obtained 
and subsequently completely diagonalized.
In o rder  to investigate the “ convergence” of the sum in 
Eq. (109), we define
where /c7- has been defined in Eq. (111). The values of 
E[n) as a function of n are  given in Table I, together with 
the corresponding eigenvalues An of H [cf. Eq. (50)]. 
Recall that A0 gives the D-CI correlation energy, Eq. 
(108). Note also that E[Q) gives the renormalized 
Davidson correc t ion , 21” 23 as shown by Eq. (117), and 
that E {Ln) with n=  224 gives the exact L-CPMET energy 
for this model. The different approximations to the 
L-CPMET energy EL, which were introduced in Sec.
VI B, a re  summarized in Table II. Note that they satisfy 
the inequalities (1 2 2 ).
The main conclusion which can be drawn from this 
model calculation is that the Davidson corrections a c ­
count for the major part  of the difference between the 
D-CI and the L-CPMET energies. We observe that the 
approximants (139) following E ^ ] approach very slowly 
the L-CPMET energy EL . This is due to an i r regu la r  
distribution of the ground state components uQj as a 
function of j ,  which causes Kj not to decrease  mono- 
tonically, although A^ and E[n) a re  mono tonic. The 
UnsOld-type approximation is not far  from the exact r e ­
sult in this case.
Since the E[n) values [Eq. (139)| approached EL very 
slowly in the model 225-dimensional case, we consider 
only the eigenvector with the lowest eigenvalue in the 
full 7272-dimensional case. The energy corrections 
which can be derived from this lowest eigenstate are  
given in the last column of Table II. The L-CPMET 
energy EL is obtained in this case using the PCG 
program, as outlined in Sec. VII, and, alternatively, 
using the RLE method of Purv is  and Bartlett.  13 S ta r t ­
ing with the zero vector, one needs seven iterations for 
a seven digit accuracy.
We find again that the Davidson E } and renormalized 
Davidson E^0) corrections for the unlinked c lus ters  bring 
the D-CI resu lt  close to the L-CPMET energy E h . The 
UnsOld-type approximation E (^ ) is again closest to EL , 
as predicted by the inequalities (122). However, the 
difference between E {LQ) and E ^ J) energies is small, due 
to the fact that X is large (\ = 9. 203 18 a. u . ). It is also 
worthwhile to note that the relative importance of the 
correction for unlinked c lus ters  as given by the L- 
CPMET approach is significantly la rger  for the 7272- 
dimensional model (namely, 8 . 8 % of the D-CI energy) 
than for the 225-dimensional case (5.1%).
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