The renormalization of electronic eigenenergies due to electron-phonon interactions (temperature dependence and zero-point motion effect) is important in many materials. We address it in the adiabatic harmonic approximation, based on first principles (e.g. Density-Functional Theory), from different points of view: directly from atomic position fluctuations or, alternatively, from Janak's theorem generalized to the case where the Helmholtz free energy, including the vibrational entropy, is used. We prove their equivalence, based on the usual form of Janak's theorem and on the dynamical equation. We then also place the Allen-Heine-Cardona (AHC) theory of the renormalization in a first-principle context. The AHC theory relies on the rigid-ion approximation, and naturally leads to a self-energy (Fan) contribution and a Debye-Waller contribution. Such a splitting can also be done for the complete harmonic adiabatic expression, in which the rigid-ion approximation is not required. A numerical study within the Density-Functional Perturbation theory framework allows us to compare the AHC theory with frozen-phonon calculations, with or without the rigidion terms. For the two different numerical approaches without rigid-ion terms, the agreement is better than 7 µeV in the case of diamond, which represent an agreement to 5 significant digits. The magnitude of the non rigid-ion terms in this case is also presented, distinguishing specific phonon modes contributions to different electronic eigenenergies.
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I. INTRODUCTION
Electronic properties of solids and nanostructures can be computed from first principles with varying accuracies. In particular, the widespread GW approximation 1 within many-body perturbation theory describes electronic bandgaps with errors in the range of 0.1-0.3 eV with respect to experiment 2 . Excitonic effects can be added based on the Bethe-Salpeter equation (BSE) 3 . However, a crucial ingredient is often disregarded: the electron-phonon interaction. Incidentally, the most advanced self-consistent GW calculations usually lead to overestimated bandgaps 2 , and most of the remaining discrepancy might be due to the electron-phonon interaction. Indeed, the influence of the lattice vibration at 0 Kelvin, known as the zero-point motion renormalization (ZPR), can be as large as 0.37 eV for the indirect bandgap of diamond 4, 5 . This correction often leads to a reduction of the bandgap and hence might be crucial to correct the overestimation of self-consistent GW approximation.
The study of the direct effects of the electron-phonon interaction on the electronic structure has a long history. From the fifties to the late eighties, they were investigated and computed in a semi-empirical context. It was first recognized that the temperature dependence of the electronic energies has two different origins: the volume expansion (studied by Shockley and Bardeen 6 ) and the electron-phonon interactions at constant volume. In fact, the effect of the electron-phonon interaction at constant volume is usually the major contribution, and proves to be the most difficult to compute from first principles. This contribution is the focus of this paper 79 . In a pioneering work, Fröhlich introduced a model Hamiltonian that includes these interactions [7] [8] [9] . However, his approach leads to overscreening of phonon frequencies and involves empirical parameters 10 . In parallel, the self-energy contribution to electronic eigenenergy renormalization due to thermal vibrations was introduced by Fan 11, 12 . His theory has no adjustable parameters and is based on the first-order perturbed Hamiltonian. Later, Cohen 13 used the Fan self-energy to compute the temperature dependence of the germanium bandgap. Also, ideas from electron diffraction theories based on thermally averaged nuclear potentials lead Antončík 14 and others [15] [16] [17] to develop empirical DebyeWaller (DW) corrections to the nuclear potential. As these two lines of thought (Fan and DW) were developed independently of each other, only one of them was usually included in calculations.
At about the same time as Antončík, Brooks 18 emphasized that the electronic gap is actually a free energy difference with respect to varying occupation numbers of electronic and phononic levels. Furthermore, Allen and Hui 19 highlighted the equivalence between the action of the phonon population (atomic position fluctuations) on the electronic eigenenergies and the action of the electronic occupations on the phonon eigenfrequencies. This equivalence, that was later called Brook's theorem, was used in the eighties by several authors to discuss the temperature dependence of eigenenergies 19, 20 . In 1974, Baumann 21 first suggested that both the Fan self-energy and DW terms were needed to describe the influence of lattice vibrations on the electronic eigenenergies. Two years later, Allen and Heine 22 rigorously unified the theory and made the DW term translationally invariant. Their approach, combined with the rigidion approximation (RIA), which is valid for their semiempirical model, allows for a re-writing of the problem in terms of first-order derivatives of the effective potential only. Calculations of electron-phonon renormalization were then led by Cardona and coworkers [23] [24] [25] [26] , including Allen, based on physically motivated models 27, 28 or on rigid-ion pseudopotentials approximations and empirical phonon models. The resulting approach is now called the Allen-Heine-Cardona (AHC) theory.
Until then, none of the calculation were based on first principles. In 1989, King-Smith et al 20 computed the temperature-dependent bandgap of Silicon using Density Functional Theory (DFT) 29 , by evaluating the change of phonon frequencies due to electronic occupations and invoking Brook's theorem.
It took more than one decade before other firstprinciples calculations were performed. Such studies relied on widely varying formalisms and methods, that can be broadly classified in three types, each with their distinct advantages and drawbacks. First, the temperaturedependent eigenenergies can be computed as a time average of the band gap obtained using first-principles molecular dynamics (MD) simulations. 33, 34 simulated the temperature dependence of diamond and 3C-SiC bandgap based on pathintegral molecular dynamics (PIMD). This approach has the interesting characteristics that it includes effects beyond the harmonic approximation. Moreover, while normal molecular dynamics, which involves the harmonic approximation, wrongly delivers a classical Boltzmann statistics for phonons, the more computationally demanding PIMD properly includes nuclear quantum effects and delivers Bose-Einstein statistics for phonons. Thus, with PIMD, zero-point motion effects are observed. However, this MD (or PIMD) method is most suited for finite systems. Indeed, for solids, a supercell has to be used to sample the phonon wavevector space, so that the eigenenergies are not well separated from each others and only the band edges can be clearly identified.
A second method uses frozen phonons (FP): the computation of the change of eigenenergies due to atomic displacements along the normal modes is followed by a Bose-Einstein weighted sum of the contribution of each mode. In 2005, Capaz et al 35 studied the temperature dependence of carbon nanotube bandgap within the framework of a tight-binding method. Patrick et al 36 examined diamondoids, and Han and Bester 37 studied various semiconductor nanoclusters, still using the FP method but this time with DFT simulation. Anharmonic electron-phonon contribution to the temperature dependence of the indirect band gap of diamond were also studied by Monserrat et al 38 with the same methodology. Recently, Antonius et al 39 , still relying on the FP method, computed the renormalization of the diamond bandgap within the GW approximation and observed a large increase of the renormalization with respect to DFT, in better agreement with experimental values. This result is in line with earlier estimations of many-body effects on electron-phonon coupling [40] [41] [42] [43] [44] [45] .
As a third approach, the diagrammatic method of many-body perturbation theory, from which the AHC approach originates, allowed Giustino et al 46 to compute the ZPR and the temperature dependence of the diamond bandgap with Wannier functions in the DensityFunctional perturbation theory (DFPT) 47, 48 framework. Marini et al [49] [50] [51] [52] focused on the dynamical effects, beyond the adiabatic approximation, which are absent from the two previous approaches (MD and FP).
There has been some confusion about the (non)-equivalence of these three approaches, in the firstprinciples context. Although the first (MD) and second (FP) one are equivalent when considered within the adiabatic harmonic approximation, the third one (AHC) is equivalent to the MD and FP only when the rigidion approximation is valid, which is not the case in the first-principle context. Indeed, Gonze et al 53 pointed out that the FP and AHC formalisms differ by nondiagonal Debye-Waller terms, and computed these for simple diatomic molecules. In some cases, the nondiagonal Debye-Waller terms were as large as the direct terms. They also reformulated the AHC theory using Sternheimer equations instead of summations over empty states, which led to a significant speed-up of their calculations. The difference between AHC and FP was also examined in the above-mentioned study by Antonius et al 39 , where the global effect of the RIA on the ZPR was found to be rather small for the bandgap of diamond. Recently, a thorough validation study by Poncé et al 54 , comparing different first-principles codes, allowed to resolve a persisting disagreement on the value of the ZPR for the direct bandgap of diamond and established a value of -0.41 eV from AHC formalism on top of DFT 54 . The latter study also revealed the very slow convergence with respect to the number of q-points (phonon wavevectors). Such a slow convergence is not restricted only to the AHC method: frozen phonons of many wavevectors should be taken into account for obtaining properly converged FP calculations as well, while huge supercells should be used in the case of MD-based approaches.
To complete this literature overview, the phononinduced lifetime broadening of the electronic states de-rived from the imaginary part of the Fan self-energy was investigated by Lautenschlager 55, 56 in a semiempirical context, and, more recently, by Giustino 57 and Restrepo 58, 59 with a first-principle implementation. In this paper, we will clarify or establish links between the different approaches at the first-principle level, for semiconductors and insulators. Strictly speaking, because of the adiabatic approximation, our theory does not apply to metals, as the phonon frequencies cannot be neglected with respect to electronic excitations. The same limitation is also encountered for semiconductors and insulators with a temperature sufficiently high to create a non-negligible population of holes and conduction electrons. So, provided the adiabatic approximation is valid, we establish Brook's theorem, and provide a detailed analysis of the difference between the AHC approach and the FP approach, elaborating on the brief results presented in Ref. 53 . Detailed DFT numerical results for diamond will also be provided, going, for DFT, further than Ref. 39 .
The structure of the paper is as follows. Section II examines Brooks theorem which relies, at the first-principle level, on Janak's theorem generalized to the case where the free energy including the vibrational entropy is used, instead of a purely electronic expression. Section III links the equations of section II with the AHC theory, in the periodic case (with notations suitable for later practical implementation) and also explores rigorously the rigidion approximation. In particular, one distinguishes the Fan contribution, the diagonal rigid-ion Debye-Waller contribution, the diagonal non-rigid-ion Debye-Waller contribution, and the non-diagonal Debye-Waller contribution. The sum over a large number of bands, present in the AHC theory, can be reduced drastically, by complementing it with an expression based on the projection over high energy bands of the first-order wavefunctions, in the spirit of the Sternheimer equation. Section IV establishes the connection between those equations and an equivalent finite-difference approach. Then, this connection is used in section V to validate the theory of section III as well as its implementation by comparison with finite-difference calculations for the case of diamond. This section also allows one to assess the importance of the rigid-ion approximation in the case of periodic solids.
All equations derived in this work are expressed in Hartree atomic unit where m e = = e = 1.
II. TEMPERATURE-DEPENDENT ELECTRONIC EIGENENERGIES IN THE ADIABATIC HARMONIC APPROXIMATION
Brook's "theorem" states that the electron-phonon interaction can be regarded either as the shift in an electronic eigenenergy (labeled n) when a phonon is added in a phononic mode (labeled m) or, equivalently, as the shift in the m phonon mode eigenfrequency when an electron is placed in the n level. Namely, [18] [19] [20] 
ε n and f n being respectively the eigenenergy and the thermal average of the occupation of the electronic state n, while ω m and n m are the eigenfrequency and the thermal average of the phononic occupation of the phonon mode m, respectively. In this section, we detail this equality in a firstprinciples context: the phonons are obtained in the harmonic adiabatic approximation, from the interatomic force constants, themselves second-order derivatives of the Born-Oppenheimer total energy in which the electronic occupations effects can be traced explicitly.
We decided, for pedagogical reasons, to work in this section with isolated systems but the extension to periodic systems is straightforward using the convention of appendices A 2 and A 3.
A. Fluctuations of atomic positions
The eigenfrequencies ω m and unitless mass-scaled eigendisplacements ξ m,κα for the phonon mode m can be obtained from the dynamical equation
where κ and κ ′ label atoms in the unit cell, α and γ label the cartesian spatial dimensions, and D κα κ ′ γ are the mass-scaled interatomic force constants. The mass-scaled quantities are expressed as follows
where M κ is the mass of atom κ, U m,κα is the phonon eigendisplacements, and
are the inter-atomic force constants (IFC), where E is the Born-Oppenheimer energy of the system (which excludes the kinetic energy of the nuclei), computed from first principles. Using the fact that the mass-scaled eigendisplacements ξ m,κα are orthonormal and complete, the phonon frequencies can be obtained from
and the normalisation of phonon eigendisplacements is
Within the harmonic approximation, where normal modes are decoupled from each others, we express the static temperature dependence of the eigenenergies ε n (T ) as a thermal average of the value of the temperatureindependent, position-dependent eigenenergiesε n [zU], where zU denotes generically a displacement from the equilibrium atomic positions (8) with N the number of atom, T the temperature, s m the integer occupation of phonon mode m,
the mode-partition function, k B the Boltzmann's constant, χ m,sm (z) the phonon eigenfunctions, z the spatial coordinate associated with a phonon mode and where bold symbols like U m,κ denote cartesian vectors.
We can expand the eigenenergiesε n [zU m,κ ] of Eq. (7) in a Taylor series up to second order in z, since we are working within the harmonic approximatioñ
and insert it in Eq. (7). Using the properties of phononic wavefunctions in an harmonic potential (see appendix A 1 for more details), we obtain
where we have defined α m ωm kB T . For sake of brevity, we introduce the notation ∆ε n (T )
. Using the properties of geometrical series to evaluate the sum over s m , we get
which simplifies to
where we have introduced the Bose-Einstein distribution
We can consider the phonon occupation numbers n m (T ) as independent variables in this expression, in which case
where we have defined the short-hand notation on the left hand side of the equation because each term in the central part of the equation depends on the temperature but their ratio does not. The slope of the eigenenergies with the phononic occupation is therefore independent of temperature and we will remove the explicit dependence of the terms when considering the slope. Eq. (12) can thus be written
Then, the zero-point motion contribution (ZPR) is simply the shift of the eigenenergies at T = 0, that is
highlighting that ε n (T = 0) = ε n [0]. Additionally, from Eqs. (5) and (6) . This "isotopic effect" allows for experimental measurements of the zero-point renormalization by substituting atoms with heavier isotopes, as explained in the review paper of Cardona and Thewalt 5 .
B. Eigenenergies as derivatives with respect to electronic occupation numbers fn
Following Janak, we extend to fractional occupations the first-principle Born-Oppenheimer energy E BO . Janak's theorem 61 then gives
where it has to be noted that the Janak theorem breaks down, within DFT, if the exact exchange-correlation functional is used. In that case, the total energy is not a continuous function of the electronic occupation anymore and eigenenergies must be defined as difference of total energies with integral occupations numbers.
We now complement the Born-Oppenheimer energy with phonon energy and entropy at the harmonic level. The energy becomes
where E BO is the total energy without phonon and electron-phonon contributions. Taking into account the vibrational entropy gives a Helmholtz free energy
where S vib is the vibrational entropy,
. (20) We now show that the temperature-dependent eigenenergies can be obtained from the extension of Janak's theorem to finite phonon temperature
For sake of simplicity, we neglect the dependence of the electronic occupations f n on electronic temperature. Actually, the explicit treatment of the electron system at finite temperature (e.g. using the Mermin functional 63 ), supposing (wrongly) the adiabatic approximation to be still valid, would not change the remaining of the paper. Using this definition of ε n (T ), Eq. (18), Eq. (19) and taking into account the dependence of the phonon frequencies on electronic occupation numbers as well as the dependence of phonon occupation numbers on electronic occupation numbers, the change of eigenenergies due to electron-phonon interaction becomes
Substituting Eq. (20) for S vib into Eq. (22) gives
Using Eq. (13), the last 2 terms in the sum cancel out.
We thus obtain
This is a first important result of the present paper. To the authors knowledge, it was never derived starting from the free energy Eq. (19) 
This link can be more rigorously established as follows. The derivative of the phonon frequency is retrieved from deriving Eq. (5) with respect to electronic occupation
where the derivative of the displacements U m,κα with respect to the occupations f n does not contribute thanks to the Hellmann-Feynman theorem 64, 65 . The temperature dependence of the eigenenergies is obtained by substituting the preceding result for ∂ωm ∂fn into Eq. (24) ∆ε
Using Janak's theorem, we can reformulate the derivative of the IFC into derivatives of eigenenergies
Substituting the above expression into Eq. (27), we obtain
The double sum over atomic position displacements is actually the second-order derivative of the eigenenergy with respect to the normal mode,
so that we recover, from Eqs. (14), (25) and (30) the following relations
We thus obtain a demonstration of the Brook's theorem in the first-principle context.
C. The Fan and Debye-Waller contributions
In order to establish the links with the Fan, DebyeWaller and AHC approaches, we now analyze Eq. (29) in more detail, focusing on the second-order derivative of the eigenenergies with respect to two atomic displacements. We can obtain it from perturbation theory. We start from
and differentiate it, also using the Hellmann-Feynman theorem. At the equilibrium geometry,
Eq. (33) can be derived a second time, with respect to another atomic displacement. An equivalent result can be obtained by switching the two atomic displacements. Both can be combined and deliver an expression that is real and explicitly symmetric with respect to the indices κα and
where (κα) ↔ (κ ′ γ) stands for the previous term in which the indices κα and κ ′ γ have been exchanged, and where (c.c.) stands for the complex conjugate of the previous term.
The contribution from the second-order perturbation of the Hamiltonian,
, gives the Debye-Waller (DW) term 14, 66 of the semi-empirical approach. The other bracketed term originates from the first-order modifications of the wavefunction and corresponds to the Fan term when considered in many-body perturbation theory. As mentioned in the introduction, the complementarity of the two terms for the description of the eigenenergy renormalization due to the electron-phonon interaction, although obvious in the present derivation, was first shown in 1974 by Baumann 21 .
III. FROM THE ADIABATIC APPROXIMATION TO THE ALLEN-HEINE-CARDONA THEORY
In this section, we relate Eq. (29) to the AHC theory, as formulated 80 by Giustino et al. 46 . We also carefully treat the RIA and unveil the terms it neglects. Furthermore, we discuss the translational invariance and its consequences. In order to focus on solids (in view of the application and testing for diamond and solid-state systems in general), we work with periodic systems and introduce the related definitions. More information in this respect is provided in appendix A 2 and A 3.
A. Wavevectors and translational invariance
We introduce a specific notation for the derivative of an arbitrary quantity X, that depends on the atomic coordinates, with respect to a collective displacement of atoms characterized by a wavevector q
where R lκα is the coordinate along the α axis of the atom κ in the cell l, and N BvK is the number of primitive cells of the periodic system defined by the Born-von Karman boundary conditions 67 . The eigendisplacement vectors are solution of the dynamical equation
where the Fourier transform of the IFC appears
where R l is a translation vector of the Bravais lattice. The eigendisplacement vectors fulfill the following normalization condition
All properties of a crystal, including its eigenenergies and their derivatives, must be invariant upon a uniform translation δ. Therefore,
In Eq. 40, we have taken the derivative with respect to a collective displacement of atoms that does not break the translation symmetry (q = Γ) to avoid any problem with the Bloch theorem, and keep the Bloch notation nk.
By Taylor expanding the right hand side of Eq. (40), we obtain
where δ β is the β component of the vector δ. For the equality to hold for all δ, every term of order one and higher in the series must be identically zero
B. The temperature dependence in the adiabatic harmonic approximation for the solid periodic case
Eq. (29) can be generalized to the periodic case, with a discretized integral over q (N q is the number of wavevectors used to sample the Brillouin zone)
Similarly, the generalization of Eq. (15) leads to
where
and we will focus on the latter quantity, which represents the change of eigenenergy due to a specific phonon mode.
To split this expression in a Fan and a Debye-Waller contribution, we substitute the extension to periodic system of Eq. (34) in it and retrieve
whereĤ k,k is defined through Eq. (A11) applied to the Hamiltonian. This allows us to introduce the following notation for the DW and Fan contributions related to band n and wavevector k (we skip the n and k indices, which should not be confusing in the present context)
The change of eigenenergy due to a specific phonon mode, Eq. (46), thus becomes
With the same notations, the translational invariance Eq. (42) reads
In particular, one can multiply this expression by any expression independent of κ ′ , and still get zero. This gives us some freedom on the form of the added terms which are chosen in such a way that the D terms will cancel out in the rigid-ion approximation (see next subsection). Moreover, we can also sum over κ instead of κ ′ in Eq. (50) in such a way that the resulting expression is Hermitian
Beyond the adiabatic and harmonic approximations, we have not made any additional approximation until now. The Debye-Waller term that we have obtained, Eq. (47), invokes the second-order derivative of the firstprinciple Hamiltonian. In most DFPT procedures, calculations of the phonon band structure rely only on the evaluation of the first-order derivative of the selfconsistent DFT Hamiltonian and wavefunctions. Indeed, while the expression leading to such phonon band structure calculations include a second-order derivative with respect to the non-self-consistent electron-ion potential, the latter term does not depend on second-order derivative of the wavefunction and Hamiltonian. Thus, the Debye-Waller term is not a by-product of a phonon band structure calculation. We will now show how the rigid-ion approximation allows us to compute the Debye-Waller term without computing the second-order derivative of the self-consistent first-principle Hamiltonian.
C. The rigid-ion approximation
In the case of semi-empirical potentials, it is natural to suppose that the Hamiltonian depend on potentials created independently by each nucleus, screened by electrons attached to them. In this case, as pointed by Allen and Heine 22 , the numerical burden of computing a second-order derivative of the Hamiltonian can be completely avoided. A rigid-ion Hamiltonian has the following formĤ
so that its mixed (off-site) second-order derivatives vanish
Within DFT, imposing such properties amounts to neglecting the effect of the density variation due to the displacement of one atom on the screening of the potential created by the displacement of another atom. Using the notation of Eq. (47), the rigid-ion approximation implies that D κα 
where the DDW RIA actually originates from the secondorder contribution of displacing the same atom, although it assumes a Fan-like form. We can see that within RIA all DW-type terms disappear making the calculations easier to perform (only first-order derivative of the Hamiltonian have to be computed). All Fan-like contributions can be derived from DFPT, as explained in the appendix A 3. In practice, in the AHC theory as formulated by Giustino et al 46 ,
is obtained using Eq. (48) and
where the infinite sum over bands is truncated in numerical calculations, while the prime after the sum symbol indicates that the terms with a vanishing denominator (such situation always occurs at Γ when n = n ′ ) have to be excluded.
In the resulting expression, one needs to sum over a large number of empty bands since the first-order wavefunction is expressed in the sum-over-states form. As shown by Sternheimer 68 , the summation over highly energetic bands can be replaced by the solution of a linear equation. This equation can then be solved iteratively with the same techniques as the ones of the DFPT approach used to calculate phonon eigenvectors and eigenenergies 47, 48, 69, 70 . The resulting expression for the first-order wavefunction is detailed in appendix A 3 of this paper (Eq. (A25)) and leads to an alternative form of Eq. (58), proposed in Ref. 53 ∂u nk ∂R κα (q)
This formulation is independent of the value of M, which is usually taken to be slightly larger than the number of bands for which the electron-phonon renormalization is sought. It removes the cumbersome sum over states, and results in a significant speed up of the calculations 53 as well as the elimination of the convergence study on the truncation of the sum. The complete expression for the change of eigenenergies due to electronphonon interactions, in the RIA, is obtained from the combination of Eqs. (44), (48), (55) and (59).
D. Beyond the rigid-ion approximation
One can actually analyze the full expression for the derivative of the eigenenergies with respect to phonon occupation numbers, Eq. (49), and split it into the sum of the two following contributions
where the first term has already been identified and with
where the DW term has been divided into a DDW and a non-diagonal DW contribution (NDDW) term defined as simply the diagonal and non-diagonal in κ, κ ′ parts of the full DW term of Eq. (49) (63) where the NDDW term is the mixed derivative of two different atoms in the same cell as well as its replicas. Finally, the DDW term can be divided even further into a diagonal rigid-ion approximation contribution (DDW RIA ) already identified and a diagonal non-rigidion approximation contribution (DDW NRIA )
where the DDW NRIA term can be obtained as the remaining components from Eq. (51) ∂ε DDWNRIA nk
where the DDW NRIA contains only the second-order derivative of the Hamiltonian with respect to two coordinates belonging to different periodic replicas of the same atom. Interestingly, although this term and the DDW RIA originate from the diagonal Debye-Waller term, its expression includes a non-diagonal contribution. We argue that this definition of the diagonal terms is mathematically more convenient as this definitions holds outside of the RIA. An alternative definition, previously used in the literature, defines the DDW as the diagonal term in κ, κ ′ at q = Γ which contain the same derivative taken twice with respect to the same atom. We may note that our FAN and DDW RIA terms are the same as Eq. 16 and Eq. 15 of Ref. 53, co-authored by some of us. Eq. 22 of the latter reference regroups our DDW NRIA and NDDW terms into a term that was called non-diagonal Debye-Waller. Incidentally, this paper studied isolated molecules, for which the only wavevector to be considered is q = Γ. Thus the DDW NRIA contribution always vanished in that case. We believe that the updated definitions are more general since our DDW term is really diagonal in κ, κ ′ , not only in the isolated molecule case, but also in the periodic case, while our NDDW term is purely off-diagonal, as implied by their names and in contrast to the definition of Ref. 53 .
IV. TEMPERATURE DEPENDENCE FROM FINITE DIFFERENCES OVER ATOMIC DISPLACEMENTS
The temperature dependence can also be computed through a FP approach where, in a supercell, a set of self-consistent first-principles calculations are done with atoms displaced slightly from their equilibrium positions. The change of force due to atomic displacement allows one to construct the IFC, from which the phonon frequencies and eigenvectors can be deduced.
In a DFT approach (GW behaves similarly, with an electronic self-energy replacing the DFT exchangecorrelation potential), the Hamiltonian is the sum of the kinetic energy operatorT and the Kohn-Sham potentialV KS [ρ] . The latter can further be split in the sum of potentials generated by each ion V lκ (r − R lκ ) and the Hartree and exchange-correlation (Hxc) potentialV Hxc [ρ] generated by the electronic density of the system
. (66) Thus, the change of the Hamiltonian is related to the change of the density only throughV Hxc [ρ] . The change of the density due to the displacement of one atom being in general affected by the displacement of another atom, the second order derivative of the Hamiltonian with respect to the displacement of two different atoms will contain contributions fromV Hxc [ρ], but not fromT and V lκ (r − R lκ ) since they have the form of Eq. (52). This can be seen as a consequence of the fact that, unlike the bare ionic potential, the Hxc potential is screened.
We can use the dielectric functionǫ to describe this effect more rigorously. The change of Kohn-Sham potential can then be expressed as the change of ionic (bare) potential, screened by the inverse dielectric functionǫ
As the dielectric function depends on all the atomic positions, frozen-phonon DFT calculations do include nondiagonal terms. Since, in contrast, the AHC formalism (and thus DFPT) neglects non-diagonal contributions through the RIA, it becomes interesting to devise a scheme that allows one to obtain these contributions from FP calculations. One can then assess the validity of the AHC formalism and obtain the magnitude of the contributions neglected by the RIA. We start from Eq. (45) and compute the second order derivative of the eigenenergies through a FP approach based on second-order finite differences
where h sets the amplitude of the FP displacement along the normal mode (m, q), R
lκα are the equilibrium position of the atoms, the eigenvalues ε nk are evaluated with the atoms displaced along the phonon mode (m, q) and the l, κ and α indices are iterated upon within the {}.
We also compute, from a FP approach, the first NRIA contribution to the eigenenergies renormalization, that is, the DDW NRIA contribution (Eq. (65))
where {h κ }, s and t are scalars introduced for finite differences purposes. The first term computed through finite differences is a collective displacement of the atoms in a primitive cell. The second order derivative of this term is non-zero because the curvature of the displaced potential is evaluated at fixed equilibrium ion position through the unperturbed periodic part of the wavefunction u
nk .
We finally proceed to calculate from a FP approach the second NRIA contribution to the renormalization, that is, the NDDW contribution
Antonius et al 39 computed the temperature dependence of diamond using finite differences (Eq. (68)) in the many-body GW framework, which led to an additional 200 meV ZPR of the diamond bandgap with respect to the AHC value, closer to the experimental bandgap. In this section, we compare AHC and and FP results for some chosen q-wavevector contributions to the ZPR of the diamond bandgap. We study the q-wavevector contributions to the ZPR instead of the full ZPR since the converged q-point integration required by the full ZPR is computationally out of reach for FP (it requires 70x70x70 q-point grids and associated supercells). For the full qpoint integration within AHC, please see Ref. 54 .
The calculation of structural properties in this work are based on Density Functional Theory (DFT) 29 within the local density approximation (LDA) 71, 72 . We use a planewave basis set to represent the wavefunctions and account for the core-valence interaction using normconserving pseudopotentials 73 . The valence electrons of carbon treated explicitly in our ab-initio calculations are 2s 2 2p 2 . All the calculations are done using the ABINIT software package 74 . Convergences studies with a tolerance of 0.5mHa per atom on the total energy led to the use of a 6x6x6 Γ-centered Monkhorst-Pack sampling 75 of the Brillouin zone and an energy cut-off of 30 Hartree for the truncation of the planewave basis set. The lattice parameter of 6.675 Bohr was obtained by structural optimization.
The phonon frequencies were calculated using Eq. (5) for the DFPT method and a second-order derivative of the total energy with respect to atomic displacements converged with a Richardson interpolation of order 4 for the finite-difference method. Also, for the latter method and the q = L point, a 2x2x2 supercell with a 3x3x3 Γ-centered Monkhorst-Pack sampling were used to ensure the k-point sampling remained equivalent to the one used for the DFPT calculation on the primitive cell. The comparison between FP and DFPT for the phonon frequencies is given in Table I . The discrepancies between the two methods remain within 0.2% for the two q-points considered, which demonstrates both the equivalence of the two methods and the convergence of our calculations.
We now assess the accuracy of our AHC implementation and quantify the impact of the RIA. The contribution of the same two q-points to the ZPR at k = Γ and k = L is given in Table II . This table presents the renormalization of the different eigenenergies due to electronphonon coupling for the 4 first distinguishable bands of diamonds. The Γ 25 ′ valence band maximum is threefold degenerate as well as the Γ 15 conduction band. In diamond, the conduction band minimum is located between the k = Γ and k = X points. At the k = L, the valence L 1 and conduction L 3 ′ bands are only doubly degenerate. It can also be noted that our results show the contribution of some q-points to the ZPR with values in very close agreements (within 2 meV) with Figure 1 of Ref. 39 that show the electron-phonon coupling energies (there is therefore a conversion factor of 1/2).
The AHC results are split into Fan and DDW RIA contributions that are computed using Eq. (56) and Eq. (57), respectively.
The importance of the rigid-ion approximation (RIA) can be deduced by computing the DDW NRIA and NDDW terms through finite difference calculations using Eq. (69) and Eq. (70), respectively. It can be noticed that the DDW NRIA and the NDDW terms are equal at q = Γ, due to the T 2g optical mode of the diamond crystal for which U m,κα = −U m,κ ′ α when κ = κ ′ , as expected from Eqs. (65) and (63) .
The impact of the RIA remains below 23% and is usually much smaller for wavevectors other than the zonecenter one. To assess completely the validity of the approximation, we should do a full q-point integration on the BZ. However, since the ZPR converges extremely slowly with the number of q-points 54 , this would require huge supercell calculations, which are currently computationally out of reach.
Finally, the sum of the AHC and NRIA contributions can be compared to the finite difference calculations done using Eq. (68) . All the FP calculations are also converged with a Richardson interpolation of order 4. The discrepancies remain below 7 µeV in absolute value. Such discrepancies can be attributed to numerical noise or anharmonicity. Indeed, the finite displacements selected in the FP method ensure a good compromise between these two sources of error, so that both are present, but as small as allowed by our convergence criteria.
VI. CONCLUSIONS
The renormalization of eigenenergies due to electronphonon coupling can be computed by different methods. In this paper, we have reviewed three of them: the first-principle molecular dynamics method, the frozenphonon (FP) method and the Allen-Heine-Cardona (AHC) method based on density-functional perturbation theory. The two first methods are equivalent within the adiabatic harmonic approximation while the third is only equivalent when the rigid-ion approximation (RIA) is also performed.
The theory's key ingredient is the second-order derivative of the eigenenergies with respect to two atomic displacements. This derivative gives rise to a term stemming from the first-order modification of the wavefunction called the Fan term and a term corresponding to a The present paper compared in detail two (AHC/DFPT and FP) of the three approaches still used today to calculate the ZPR. We considered the first for its efficiency in the computation of the ZPR at arbitrary q-points, crucial for periodic system, and the later, to go beyond the RIA and study its impact on the calculated ZPR.
Also, in this paper, we derived Brook's theorem in the first-principle context and obtained an expression for the eigenenergy renormalization from the finite temperature extension of Janak's theorem (see Eqs. (31) and (24)).
We also rederived how, within the RIA, the translational invariance (Eq. (42)) allows to express the DW contribution in terms of first-order derivatives of the Hamiltonian only.
A major contribution of this paper is the clarification of the terms appearing beyond the RIA made in the AHC theory. The DW term is divided into a diagonal rigid-ion approximation contribution (DDW RIA ), a diagonal nonrigid-ion approximation contribution (DDW NRIA ), and a non-diagonal DW contribution (NDDW). This allows all the term's definition to be coherent with their respective names (see Eqs. (56), (57) , (65) and (63)).
Nevertheless, due to the computational limitation related to the evaluation of the second-order derivative of the Hamiltonian, the NRIA terms cannot be computed with DFPT. Therefore we derived the equations related to the FP approach, which allows us to numerically evaluate the NRIA terms in the case of bulk diamond (see Eqs. (68), (69) and (70)).
For the diamond phonon frequencies, the discrepancy between the FP and AHC approaches is below 0.2%. The differences of ZPR between the two methods are always below 7µeV in absolute value, which strengthens our confidence in the theory and numerical implementation within the ABINIT software. These small differences are attributed to the unavoidable numerical noise and anharmonicity in the FP calculations. The impact of the RIA is also evaluated for two q-points (Γ and L) and is found to be as large as 23% for the Γ zone center contribution to the ZPR but is usually much smaller for other q-points contributions.
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nomial and ξ = √ ω m z is a dimensionless position variable. Hermite polynomials satisfy the following orthonormality condition
The phonon wavefunctions are thus normalized, with
The first-order integral cancels out, as an odd function integrates to zero.
Finally, the square of the dimensionless position operator in second quantization can be expressed as
Hence, the second-order in the Taylor expansion yields
Convention for the unperturbed periodic system
Following the same convention as Gonze 48 , the unperturbed wavefunction can be obtained as the product of a phase factor and a periodic function (Bloch's theorem)
where N BvK is the number of unit cells repeated in the Born-von Karman periodic box, Ω 0 the volume of the unperturbed unit cell, n the band index and k label the wave vector of the wavefunction. The periodic part of the Bloch wavefunction, in Eq. (A8), is subject to the following orthonormalization condition
where the scalar product of periodic functions is defined as
For a generic operator we follow the following convention
Perturbation theory
The perturbation theory for a periodic system is based on the idea that the solution of a reference system (usually the equilibrium ground state one-body Schrödinger equation) is known. In general, the perturbation can be incommensurate with the periodic system and characterized by a wave vector q. If the amplitude of the perturbation is characterized by a small scalar parameter λ, then any observable X(λ) can be expressed as a power serie X(λ) = X (0) + (λX (1) q + λ * X
(1)
q,−q + λ * λX (2) −q,q + λ * 2 X
−q,−q ) + · · · , (A12) were we use the superscript notation as a shorthand for derivatives:
. The perturbed Schrödinger equation now depends explicitely on the parameter λ H(λ) |Ψ nk (λ) = ε nk (λ) |Ψ nk (λ) ,
where n is the band index, k is a wavevector in the Brillouin zone. The solutions |Ψ nk (λ) must fulfill the normalization condition Ψ nk (λ)|Ψ nk (λ) = 1. The HamiltonianĤ(λ) depends parametrically on the atomic position R lκ of the atom κ in the cell l.
The translated first-order wave function becomes Ψ
nk,q (r + R a ) = e i(k+q)·Ra Ψ
nk,q (r),
where R a is a vector of the real space lattice. We can then factorize out the phase factor to map the incommensurate problem into a problem commensirate with periodicity of the unperturbed one. To this end, we introduce the periodic first-order wave functions
nk,q = (N BvK Ω 0 ) 1/2 e −i(k+q)·r Ψ (1) nk,q (r).
We define S Mk+q as the space of the M low-lying k + q states, M being larger or equal to the index of the highest band for which we aim to compute the temperaturedependent behaviour. We define P Mk+q as the projector on S Mk+q . We also define P ck+q as the projector on the subspace of k + q ground-state wavefunctions complementary to S Mk+q . The first-order derivatives of wavefunctions can be split in two contributions, one that is contained inside S Mk+q and one that belongs to its complimentary, u
nk,q = P Mk+q u
nk,q + P ck+q u 
n ′ k+q P ck+q u
nk,q = 0,
with the Lagrange parameters Λ * nn ′ k,k+q = Λ n ′ nk+q,k .
The minimum of this expression with respect to variations of P ck+q u 
