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ABSTRACT 
If we normalize a symmetric n x n matrix with nonnegative entries so that its 
largest entry is 1, then its spectrum is bounded below by - n/2. The lower bound is 
achieved in all even dimensions for (and only for) adjacency matrices of complete 
bipartite graphs with equal parts. 
1. NOTATION 
For a simple graph G we denote by A(G) its adjacency matrix. If G has v 
vertices, then A(G) = (aij) is a v X v symmetric matrix with rows and 
columns labeled by the vertices of G, and with aii = 0 for all i, and aij = 1 if 
{i,j}isanedgeofGandOothemise.Wedenotebyh,(G)~X,(G)~... 
< h,(G) the eigenvalues of A(G). For an arbitrary symmetric matrix A we 
denote by h,(A) the minimal eigenvalue of A; it is well known that 
Xi(A)=min ,,2,,= ,x’Ax. 
As G ranges over the collection of all simple graphs on v vertices, one 
often needs to known how small h,(G) ever gets. We are searching, therefore, 
for graphs with extreme spectral behavior. Such questions arise when search- 
ing for optimal statistical designs (E-optimal designs in particular; see e.g. 
[2]). They also arise in statistical mechanics, in the so-called Hiickel theory 
(see [3, Chapter 8]), as well as in other fields. Much work has been done on 
spectra of graphs by Hoffman [6, 71. Characterization of graphs by their 
spectra appears also in [8] and [4]. More recent work yielded a characteriza- 
tion of all simple graphs G with h,(G) >, - 2. This work appears in [l] and 
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[5]. The coup de maitre on classifying such graphs was rendered in [l] by 
establishing a connection to the root systems of semisimple Lie algebras. 
The problems that arise most often in some of the applied fields men- 
tioned above involve knowledge of a spectral structure as well us the fact that 
that spectral structure minimizes (or maximizes) a known function of eigen- 
values over a given class of graphs, say. With this information one then 
proceeds in discovering the combinatorial structure (if any) which has that 
spectral property. 
The essential tool in establishing our main result rests on the investigation 
of simple graphs. We then embellish this result with arguments involving 
convexity to extend it to symmetric matrices with nonnegative entries. 
We need the following notation: K, denotes the complete graph on v 
vertices, Kc,, cp is the complete bipartite graph on vr + va vertices, J is the 
matrix with all entries 1, 1 is the column vector with all entries 1, and I 
denotes the identity matrix. 
2. RESULTS 
We begin by providing the following result: 
PROPOSITION 1. A simple graph on v vertices has adjacency matrix of 
rank 2 if and only if it is isomorphic to KuI, c2 plus an additional v - (vl + v2) 
isolated vertices. 
Proof. It is easy to see that all graphs of the form K,,,,z plus an 
additional v - (v 1 + v2) isolated vertices have adjacency matrix of rank 2. 
Conversely, suppose G is a simple graph with rank A(G) = 2. By a suitable 
relabeling of vertices, line up the rows (and columns) of A(G) in decreasing 
order of row sums. Let x = (xi,. . . , x,) be the first row of A(G) (note that 
x f 0, and that it is the row with the largest number of l’s). Select another 
row y=(yi,..., y,) ( f 0) of A(G) such that x and y are linearly indepen- 
dent. We shall show that any row of A(G) is either 0, x, or y. 
Let z be a row of A(G) different from x and y. By the assumption on the 
rank of A(G), z = (YX + fi y. Since x # y, there exists an index i such that 
xi = 1 and y, = 0. This implies (Y = 1. We now separate the proof into two 
(exhaustive) cases: 
Case 1. x and y do not share a 1 in the same position. 
Case 2. There exists i with xi = yi = 1. 
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Under case 1 there exists j such that yj = 1 and xj = 0. This implies /3 = 1 
and hence z = x + y. But then x + y has strictly more l’s than x, which 
contradicts the arrangement of rows of A(G) in decreasing order of row 
sums. Hence x + y is not a row of A(G). In case 2 we must have p = - 1, 
giving z = x - y. Any row of A(G) is in this case either x, y, x - y, or 0. 
Assume that x - y is a row of A(G). Th en xi = 0 implies yi = 0. And since 
xi = 0, we have yi = 0 as well as xi - yi = 0. This means that the first 
column of A(G) consists of O’s only. By the symmetry of A(G) we conclude 
x = 0, which is contradictory. Hence x - y cannot be a row, and we conclude 
that the only rows of A(G) are x, y, and possibly 0. 
Suppose x occurs oi times, y occurs u2 times, and 0 occurs v - (vi + us) 
times as rows of A(G). Since A(G) has O’s on the diagonal, this forces A(G) 
to be of the form 
0 .J 0 [#I I 0 0 0 0 0 
[upon a possible reshuffling of rows and (same) columns]. This shows that G 
is isomorphic to K,,,,z plus a number of isolated vertices. This ends the 
proof. n 
[A shorter graph-theoretic proof of Proposition 1, suggested by the referee, 
is as follows: let the rank of A(G) be 2, and assume, without loss, that G is 
connected. If G is not bipartite, it has an odd cycle and hence an induced (or 
cordless) odd cycle. Then A(G) has a principal submatrix of odd order at 
least 3 which is invertible. This implies A(G) has rank 3 or more, a 
contradiction. If G is not complete bipartite, one easily finds 3 independent 
rows in A(G).] 
For any simple graph G on v vertices and m edges it is useful to be 
constantly aware of the following simple facts: 
traceA = 0 = e hi(G) 
i=l 
(a) 
and 
traceA = 2m = e Xi(G)“. 
i=l 
(b) 
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We now prove the following: 
PROPOSITION 2. 
(i) The minimal eigenvalue of the adjacency matrix of a simple graph on 
2n vertices is never less than - n. It equals - n if and only if the graph is 
isomorphic to K,,,. 
(ii) The minimal eigenvalue of the adjacency matrix of a simple graph on 
2n + 1 vertices is never less than - /n(n. It equuls - dn(n+l) if and 
only if the graph is isomorphic to K,, n + I. 
Proof. (i): Let G be a simple graph with 2n vertices and m edges. It is 
well known that the largest eigenvalue of a symmetric matrix equals 
ma+,i x’Ax. Taking the special value x = (l/&)1, we thus obtain the 
inequality 
X,,(G) a &ltA(G)l = &2m = F. 
From (b) above we conclude that Al(G)’ + h,,(G)’ 6 2m. Combining these 
two inequalities leads us to 
X,(G)2+ $ < 2m. 
If X,(G) < - n, this last inequality becomes n2 + m2/n2 < 2m, or (n - 
m/n)2 < 0, which is a contradiction. Hence h,(G)> - n. If A,(G) = - n, 
then by the above, (n - m/n)2 = 0, or m = n2. This implies that X,(G) = - n, 
h,,(G) = n, and the other eigenvalues are 0. We thus conclude that the rank 
of A(G) is 2, and now Proposition 1 informs us that G must be complete 
bipartite. 
(ii): Let us turn our attention to simple graphs on an odd number of 
vertices. We let G be a simple graph on 2n + 1 vertices with m edges. Our 
aim is to prove that X r( G) >, - \in(n+l) (irrespective of m).We separate 
the proof into two cases: m < n(n + 1) and m 2 n(n + l)+ 1. 
The first case is not so difficult to handle. If X,(G) < - Jn(n+ then 
necessarily A 2n + i , < Jn(nm, else the assumption on m and (b) above lead 
to2n(n+1)>,2m~X,(G)2+h2,+~(G)2>n(n+l)+n(n+1)=2n(n+1), 
a contradiction. But if A an + r(G) Q /m, then the Perron-Frobenius 
theorem (see [9, p. 1261) forces [h,(G)] < X,,+,(G)<\im. This con- 
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tradicts the assumption h,(G) < - \in( n + 1) . We must therefore have 
A,(G)>, - /n(n. 
In the second case we assume that m >, n( n + l)+ 1. It easily follows by 
induction on n (or as a form of Turan’s theorem) that a simple graph on 
2n + 1 vertices and at least n( n + l)+ 1 edges must contain a triangle (i.e., a 
KS). 
Then m >, n( n + l)+ 1 implies the existence of a triangle in G. And since 
A( Ks) has eigenvalues - 1, - 1, and 2, it follows that X,(G)< - 1 (by a 
well-known result on the interlacing of eigenvalues of principal minors in 
symmetric matrices, or by ad hoc arguments). Assume X,(G) < - vn( 11-t 1) 
(we shall contradict this). We have 
h,,+,(G) 2 &~A(G)I = 2m 2n+l 
and, as we just saw, X,(G) < - 1. Now fact (b) leads to 
2n+l 
2m= c X:(G)>n(n+l)+l+ 
i=l 
Writing m = n( n + l)+ w, for w >, 1, this last inequality becomes 
Upon simplifications this becomes equivalent to 
-3n2-3n-(4w2-2w+l)>O, (1) 
which is a contradiction. Hence h,(G) > - \in( n + 1) , as desired. [We 
should mention that the argument used above cannot be successfully carried 
out without observing that X,(G) < - 1.1 
The lower bound 
I 
-in(n+l) is best possible, since Ai(K,,,+i) 
= - iin(nm. Assume that for a simple graph G on 2n + 1 vertices (and m 
edges) we have hi(G) = {m. We shall show that G is K,, n + i. If 
m > n( n + 1) + 1, then, knowing that G must contain a triangle, we arrive at 
the contradiction (1) just as we did before. Hence we must have m < n( n + 1). 
By the Perron-Frobenius theorem we must also have X 2n + i(G) > in ( n + 1) . 
But now fact (b) gives a contradiction, unless m = n( n + 1), h2,,+ i( G) 
= /m, and the remaining 2n - 1 eigenvalues of A(G) are all 0, i.e., 
A(G) has rank 2. Proposition 1 and m = n( n + 1) now force G to be 
isomorphic to K n ,,+ i. This ends our proof. n 
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Proposition 2 has the following matrix-theoretic consequence: 
COROLLARY. 
< 1 
(i) Let A = (aij) be a 2n X2n symmetric matrix with a,, > n and 0 < aij 
for i # j; then A is positive semidefinite. A is singular if and only if 
A = A(G)+ nZ, where A(G) is the adjacency matrix of a graph G isomorphic 
to K, n. 
(ii) Let A =(aij) be u (2n +l)X(2n +l) symmetric matrix with a,, 
>, /m and 0 < a, j < 1 for i # j; then A is positive semidefinite. A is 
singular if and only if A = A(G) + /n(nZ, where A(G) is the adjacency 
matrix of a graph G isomorphic to K,z ,,+ 1. 
Proof of the Corollary. Standard convexity arguments show that any 
v x v symmetric matrix B = (bij) with bii = 0 for all i and 0 < b,, < 1 for 
i z j is a convex combination of adjacency matrices of simple graphs on v 
vertices. Therefore, if we denote by D the diagonal matrix with ith diagonal 
entry a ii, we can write A - D as a convex combination of adjacency 
matrices. Let this convex combination be written as A - D = Ci ai Ai. 
Assume A is 2n x2n. We have 
X,(A - D)= min %‘(A- D)x= min rt 
llxll = 1 
> cai min xtAix > cai( - n) = - n. 
i II4 = 1 i 
Proposition 2(i) explains the last inequality and also informs us that this last 
inequality becomes equality if and only if A - D = A(K,, ,). We conclude 
that A - D + nZ >, 0 or A > D - nZ > 0, which establishes part of the 
corollary. In addition, we know that A - D + nZ is singular if and only if 
A - D = A(K,, “). If A - D + nZ is indeed singular, then its kernel is of 
dimension one and spanned by the vector (l/&)( - 1,. . . , - 1, 1, . . . , l)t 
with first n entries - 1 and the rest 1; this is also the eigenvector of A( K,, ,,) 
with - n as corresponding eigenvalue. 
SupposextAx=Oforsomenonzerovectorx=(x,,...,x,,)fwith IIxII=l. 
We can rewrite this as 0 = xtAx = x’(A - D + nZ)x + x”(D - nZ)x. 
Since both forms on the right are positive semidefinite, this implies that 
x’(A-D+nZ)x=Oand x’(D-nZ)x=O. However, %‘(A-D+nZ)x=O 
for x # 0 implies that A - D + nZ is singular. Then, as we saw, x = 
(l/&%)( - 1,. . . , - l,l,. . . , l)f. The condition 
g-(-l,..., -1,l ,..., l)(D-nZ)(-l,..., -l,l,..., l)“=O 
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now forces D - nZ to be the zero matrix. This proves part (a) of the corollary. 
Part (b) is proved analogously. [We mention in passing that the eigenvector of 
A(K n n+ 1) associated with the eigenvalue 
equal’to - l/K 
- vn( IZ + 1) has its first n entries 
n and the remaining n + 1 entries equal to l/\/2( n + 1) .] 
This ends the proof. n 
We now give an alternative version of the corollary which puts the 
emphasis on the nonnegativity of the entries of the matrix. Apart from trivial 
adjustments, its proof parallels that of the corollary, so we omit it. 
For a square matrix A = (a i j) let 
M = maxlaijl and m = minJa,,l. 
i.j I 
i#j 
We can assert the following: 
PROPOSITION 3. 
(i) Zf A is a 2n X2n symmetric matrix with nonnegative entries, then 
X1(A) > m - Mn. Equality occurs if and only if A = ml + LVA( G), where G 
is isomorphic to K,,,. 
(ii) Zf A is a (2n + l)X(2n + 1) symmetric mutrir with nonnegatice 
entries, then h,(A) > m - M/m. Equality occurs if and only if 
A = ml + MA(G), where G is isomorphic to K ,,, n + I. 
A note of appreciation goes to Richard A. Brualdi for suggesting seceral 
improvements. These include the reference to Turan’s theorem in the proof of 
the second part of Proposition 2, the elimination of quoting the Perron- 
Frobenius theorem in part one of the same proposition, cw’ well as the brief 
graph-theoretic proof of Proposition 1. 
To my brother Gregory Magda, a kind remembrance. 
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