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Abstract
There has been significant progress in the optical resolution of microscopes over the
last two decades. However, the majority of currently used methods (e.g. STED, PALM,
STORM) have a number of drawbacks, including high intensities of light that result
in damage to living specimens in STED, and long data acquisition time leading to
limitations on live-cell imaging. Therefore, there is a niche for faster image acquisition
at lower intensities while maintaining resolution beyond the diffraction limit.
Here, we have developed a new methodology – Quantum Dot-based Optical Spec-
tral Separation (QDOSS) – which relies on using Quantum Dots (QDs) as fluorophores,
and on their separation and localisation based on their spectral signatures. We utilise
the key advantages of QDs over the usual organic fluorophores: broad excitation,
narrow emission spectra and high resistance to photobleaching. Besides, since QDOSS
is based on spectral differences for separation, QDs can be deterministically localised
in a relatively short time – milliseconds and, potentially, microseconds. Last but
not least, QDOSS is suitable for obtaining super-resolution images using a standard
confocal fluorescence microscope equipped with a single laser excitation wavelength
and capable of spectral signal separation (e.g. Leica TCS SP series or Zeiss LSM series).
First, we demonstrated resolution down to 60 nm using triangular DNA origami
as a reference. Furthermore, we labelled and imaged the alpha-tubulin structure
in HEK293T cells. We showed that using a mixture of standard off-the-shelf QDs
of different sizes, resolution down to 40 nm could be achieved via spectroscopic
separation of QDs. Finally, we demonstrated that QDOSS could also be used for
multicolour imaging of synaptic proteins distributed around synapsis in neurons
within diffraction limit.
All in all, we believe that these features of QDOSS make it a potential method
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1.1 Thesis content and structure
The aim of this thesis was to develop labelling strategies to test spectroscopic super-
resolution imaging of biological samples via "Quantum Dot-based Optical Spectral
Separation" (QDOSS) using a standard confocal microscope. The proposed approach
allows to shift super-resolution from the temporal to the spectral domain, thus promis-
ing in some cases much faster image acquisition than currently possible. The approach
is first tested using reference deoxyribonucleic acid (DNA) ruler and DNA origami
structures. It was then applied to imaging alpha-tubulin in human embryonic kidney
(HEK) 293T cells and to observe synaptic proteins localised around the synaptic cleft
in neurons. Finally, we tested our labelling methods using a novel fluorophore system
- carbon nanoparticles. We demonstrated that resolution down to at least 40 nm could
be achieved at sub-second acquisition time using a mixture of quantum dots with
distinct emission wavelength. The proposed method does not require complicated cus-
tom instrumentation and can be implemented using any standard confocal microscope
capable of spectral signal separation and a single excitation laser wavelength.
1.2 History of microscopy
Human beings have been trying to understand and influence their environment
throughout history. The special characteristic of human desire and curiosity has
25
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Figure 1.1: The first microscope, designed by Hans and Zacharias Janssen in
1590. Figure sourced from [2].
enabled us to develop science, philosophy, culture, technology and numerous other
fields of knowledge. Yet although we could explain macroscopic activities and
processes in the world with the naked eye, our understanding of astronomic and
microscopic fields came after the invention of artificial lenses, and using them in
telescopes and microscopes, which produce magnified visual images of objects that
are far away or too small to be seen by the naked eye. From the late 16th century,
several microscopic techniques have been developed, and microscopes have played an
important role in understanding what is going on in the micro world.
The first compound microscope, which was composed of three sliding tubes
measuring 18 inches when fully extended and provided 9 times magnification, was
conceived by two Dutch spectacle makers, Hans Jansen and his son Zacharias Jansen,
in the 1590s (Figure 1.1) [1, 2]. After the invention of the optical (light) microscope,
the first primitive observations of a plant cell was published by the English physicist
Robert Hooke, who first defined a "cell" in his book, Micrographia, in 1665 (Figure 1.2)
[3]. At around the same time, Dutch scientist Anton van Leeuwenhoek developed
a microscope that could achieve magnification by a factor of over 270 and used his
single lens microscope with its short focal length to achieve a resolution down to
micro scale. With this ability, he made an number of biological discoveries. He was
the first to see and describe bacteria and yeast plants.
In the subsequent 200 years of work in optical microscopy, there were some slight
improvements in microscope technology, such as the manufacturing of improved lenses
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Figure 1.2: (a) The Hooke microscope and (b, c) Hooke’s own sketches of his
observations: the structures of (b) cork and (c) flea. Figure sourced from
Micrographia.
in terms of correcting of chromatic1 and spherical2 aberrations by Joseph Jackson
Lister in the 1830s. Despite these improvements, the microscopic resolution was still
about 1 µm at that time. Following the development of homogeneous oil immersion
objective, Ernst Abbe and Carl Zeiss produced the world’s leading microscopes in
the 1880s [4]. In the early 20th century, the Austrian manufacturer Reichert Zetopan
introduced Infinity Corrected Optics (Figure 1.3 [5]), which makes it possible to adjust
the distance between the objective and relay lenses without affecting the magnification,
and to add additional optical elements to the tube, such as filters and mirrors, without
distorting the image. This technology is now well developed and commonly used as
an industrial standard by the microscope manufacturers, Zeiss and Leica.
Another fundamental development on microscopic imaging was the invention of
photodetectors, and so digital image processing. After the discovery of photoelectric
effect, which means the emission of electrons from a surface by an incident of light,
in 1887 by Heinrich Hertz [6], Albert Einstein drew a model that hypothesises the
photoelectric effect stems from the discrete energy packets of light in 1905 [7]. Since
then, the principle of the photoelectric effect has started being used in the detectors
of microscopes, such as photomultiplier tubes (PMT) and charge-coupled devices
(CCD). A typical PMT detector consists of a photocathode, where photons hit and are
1Chromatic Aberration: different refraction of light at different wavelengths by a lens.
2Spherical Aberration: imperfect refraction of an incident of light between edges and near the axis
after passing through a spherical lens.
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Figure 1.3: The principle diagram of (a) finite-correction optical system and (b)
infinity-corrected optical system. Figure sourced from [5].
converted into electrons; a multiplier chain, which is a string of electron enhancers,
called dynodes; and an anode, where the amplified electrical signal is collected and
measured (Figure 1.4a). PMTs can detect even a single photon of light, and now they
are widely used in microscopes. As for the charge-coupled device (CCD), it was first
introduced by Willard Boyle and George E. Smith in 1969 [8, 9]. A CCD consists of
sensors that convert photons to electrons, and transport the charge across the chip
to one corner of the array, where the charge is converted into a voltage by a charge
amplifier. So that photons hitting an array of pixels can be read and stored in the
memory of a digital device as a binary value (greyscale) related to the amount of
charge. The resolution of the digital output image is determined by the number of
these pixels per unit area (Figure 1.4b). Today, the physical size of the pixels on a
typical CCD camera ranges from 6.45 µm to 24 µm, which provides down to 60 nm
per pixel image resolution using a high magnification lens (100X 1.4 NA) [10]. Thanks
to the use of digital cameras in imaging, obstacles to the mathematical analysis of the
images were removed. While it was limiting to do image analysis via observation with
the naked eye or on photographic film, it has become possible to learn more about the
image by using PMT and CCD, such as quantification of intensity over a certain parts
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Figure 1.4: Schematic representation of the working principles of (a) photomulti-
plier tube (PMT) and (b) charge-coupled device (CCD).
of an image [11].
Another fundamental development in microscopic imaging was the invention of
"electron microscopy" [12]. Since the optical limit is related to the wavelength of
light according to Abbe and Rayleigh (see below), electromagnetic radiation with a
shorter wavelength than visible light has been used since the 1930s. As in the optical
microscope that has a light source, which allows the sample to be seen, the condenser,
which focuses light onto the specimen, and magnifier (lenses), which enables the
sample to be seen larger; in an electron microscope (EM), however, the electron beam
is used as a source instead of light to generate the image, and a magnetic lens is used
as a condenser rather than an optical lens. On the one hand, EM has advantages over
the traditional microscope, such as having a higher resolution, large depth of field
and capacity for continuously controlling the degree of magnification. On the other
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Figure 1.5: A timeline and key developments in the microscope history.
hand, there are also some disadvantages, for instance, biological specimens cannot be
viewed in vivo due to the fact that high vacuum condition and coating of the dried
sample are required. These requirements make it impossible to study live samples in
EM [13].
Illumination and contrast play key roles in microscopy. There are several methods
of illumination with the most common being bright and dark field microscopy. In
bright-field illumination (one of the simplest methods) a sample illuminated by
transmitted white light and contrast is achieved by attenuation of the transmitted light
according to density variation in the sample. In the late 19th century, Edward Nelson
introduced the Critical Illumination technique, where a substage condenser was used
for focusing the light of the illumination source on the sample bright illumination
[14]. However, it didn’t solve the problem of even illumination as the image of the
light source was also visible. Later, in 1893, August Köhler designed a new method of
illumination, the Köhler Illumination, which produced extremely even illumination
of the specimen via placing the image of the filament in the back focal plane of the
objective lens, so that the light source is no longer able to be seen by the observer’s eye
[15] (for a comparison between Critical Illumination and Köhler Illumination, please
see Figure 1.6). In the dark-field microscopy the scattered light from the sample is
used. A phase ring is placed between the light source and the condenser. It blocks
part of the light and allows only an outer ring of illumination, which reaches the
objective only when there is a sample on the focus plane, and the light is scattered
by the sample. In other methods, such as phase contrast microscopy, which was
CHAPTER 1. INTRODUCTION 31
Figure 1.6: A comparison of optical paths for (a) Critical and (b) Köhler Illumi-
nation. (FD: Field diaphragm, CD: Condenser diaphragm). Figure sourced from
[17].
invented by the Dutch physicist Frits Zernike in 1934, another condenser is used to
refocus the annular light to the objective, and a phase plate is inserted to increase
the contrast after the light is scattered from the specimen. Thicker part of a sample
shifts the phase of the scattered light compared to the direct light. This leads to
interference of the scattered light and the direct light so that a phase contrast can be
achieved. In cross-polarised illumination, instead of a phase ring and a phase plate,
two polarising plates orientated at 90 degrees to the illumination are used. Thus, no
light can be detected unless there is a sample. Another polarised light microscope used
for the contrast enhancement is differential interference contrast (DIC) microscopy,
which was first devised by Polish physicist Georges Nomarski in 1952 [16]. It uses
Nomarski-modified Wollaston prism to separate the polarised light into two rays with
90◦ polarisation before the sample and to recombine them after passing through the
sample, which causes optical differentiation that generates the image.
All of these methods have their advantages and disadvantages which become
quite significant for cellular work where contrast can be very low (see Figure 1.7a-d).
A solution to the problem of contrast was found with the development of fluores-
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Figure 1.7: Example images of several advanced optical microscopies. A fibrob-
last cell seen in (a) bright-field microscopy, (b) phase-contrast microscopy, (c)
differential interference contrast microscopy, (d) dark field microscopy [18], and
(e) multicolour fluorescence microscopy image of fixed fibroblast cells stained
with anti-alpha-tubulin antibody (red) and DAPI (blue) [19]. (Scale bar is 50
µm.)
cence microscopy in the second part of 20th century. In fluorescence microscopy in
place of absorption or reflection of white light, fluorescence and phosphorescence
properties that stem from the interaction of light and probe (i.e. fluorophore) in the
sample are used to enhance the contrast. Figure 1.7 shows example images of each
optical microscopy [18, 19]. Today, in the field of molecular bioimaging, fluorescent
microscopy is the most widely used microscopy technique. Fluorescence microscopes
offer contrast enhancement in images because of the self-illumination of the probes
against an otherwise dark background. Fluorescent microscopy offers not only the
contrast enhancement, but also provides multicolour imaging by using probes with
different emission wavelength (Figure 1.7e). Furthermore, fluorescence microscopes
offer a highly tuneable emission and illumination spectrum with the help of filters
and monochromatic light sources.
In the following section, the mechanism of fluorescence, the properties of fluores-
cent probes and different fluorescence microscopy techniques will be discussed in
details.
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Figure 1.8: (a) The energy state transitions, Jablonski diagram, that lead to
fluorescence and non-radiative decay to the ground state. (b) Excitation and
emission profile of Alexa Fluor 488. Figure sourced from [20].
1.3 Fluorescence microscopy
In 1852, the Irish physicist George Stokes first described the term ‘fluorescence’ as a
process whereby absorbing the light of a shorter wavelength of certain materials leads
to a shifting of emission to a longer wavelength [21]. When an electron is excited by a
photon with an equal or greater energy than the energy gap between an excited state
(S1) and ground state (S0), it transits to the excited state (Figure 1.8a). Then, it quickly
relaxes its energy to the lowest sublevel of the excited state through vibration (in a few
picoseconds). Here, it can either release the energy via reverting back to the ground
state (in the ns range), which is called fluorescence emission, or through intersystem
crossing where its excited singlet state passes to an excited triplet state, from where
the radiative decay to the ground state is known as phosphorescence (∼ µs) [22]. In
the fluorescence emission, the frequency of the emitted photon is related to the energy
difference between the excited state and the ground state:
hν = ∆E (1.1)
where h is Planck’s constant, ν is the frequency of the photon, and ∆E is the energy
difference between two states. However, dispersing the energy in vibration results in
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Figure 1.9: Structural and size variances of different fluorescent probes: (a)
organic dye (Alexa Fluor 488), (b) protein (red fluorescent protein, RFP) and (c)
quantum dot (Qdot-655 streptavidin conjugates), and (d) their excitation (dash
lines) and emission (filled area) spectra.
an emission with a lower energy than the excitation, i.e. shifting of wavelength, which
is called the Stokes shift (Figure 1.8b).
This is the principle of how fluorescent probes, so-called fluorophores, are involved
in fluorescence microscopy. In the following section, different types of fluorophores
and their properties will be discussed.
1.3.1 Fluorescent probes
Fluorophores are used to stain a specimen to be observed under a fluorescence
microscope. There is a wide range of fluorescent probes in use: organic dyes [23],
fluorescent proteins [24] and quantum dots (QDs) [25] (Figure 1.9).
Fluorescent dyes are small organic molecules, usually 1-2 nm in diameter, such as
Rhodamine 6G, Cy5 and Alexa Fluor 488 [23, 26]. The fluorescence emission stems
from the conformational changes in the structure of organic dyes (Figure 1.10). They
CHAPTER 1. INTRODUCTION 35
Figure 1.10: Fluorescence mechanism difference between (a) structure changes in
dyes/proteins (e.g. Dronpa [23]) and (b) electron transition between energy gap
in QDs.
are reported to have excellent quantum yields (QY), which means that the ratio of
the number of photons absorbed to emitted ones, approaching 100%. They provide
a wide selection of emission colours, for instance, while DAPI gives a blue emission
(461 nm), the maximum emissions are green (547 nm) for Rhodamine 6G, red (664
nm) for Cy5, and even near IR (805 nm) for Alexa Fluor 790. Fluorescent dyes are
widely used in cellular imaging because of their high QY and developed sophisticated
and comprehensive binding protocols suitable for biological samples [27].
Other alternatives to fluorescent dyes are fluorescent proteins. They are large
biological macromolecules (normally ∼2-5 nm) that can emit fluorescence. They have
become widely used since the discovery of the Green Fluorescent Protein (GFP) in
1962 [28], due to its high stability, decreased toxicity and ability to label the target
without the addition of external cofactors [29]. They are genetically fused to the target
of interest inside the cell; therefore they are highly stable inside the cell, and are the
preferred choice to be used for protein localisation and dynamics in living cells.
Similar to fluorescent dyes, fluorescence emission occurs as a result of structural
changes in fluorescent proteins with QYs of 79-85% [30]. However, some fluorescent
dyes and proteins are far from able to keep their structure in the long term [26].
During the absorption-emission process, changes in the geometrical shape of the
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Figure 1.11: Photostability comparison between organic dyes and quantum dots.
(a) Change of fluorescence signal in the cells labelled with Alexa Fluor 488
dye (green) and QD 630 (red) under continuous illumination for 3 minutes. (b)
Normalised intensities of Alexa 488-streptavidin and QD 608-streptavidin labelled
specimens that were mounted with glycerol or antifade mounting medium. Figure
sourced from [31].
molecule cause the bond structure to be weakened more quickly, and broken within
an average of 1 minute (see Figure 1.11). This irreversible photochemical destruction
is called photobleaching and leads to the termination of observation of organic dyes
under sufficient light exposure.
One alternative to organic fluorophores that has recently emerged are quantum
dots, which will be discussed in detail in the next section.
1.3.2 Quantum Dots
Quantum dots are inorganic nanocrystals that remain more stable under illumina-
tion, thus allowing for longer fluorescence observation periods, despite its lower
quantum yield (typically below 50-60%). This resistance to bleaching is the major
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advantage of QDs over organic dyes, in addition to ease of controlling of its emission
wavelength simply by changing particle size. Therefore, QDs occupy an important
niche in fluorescence imaging in biolabelling [32, 33]. Additionally, QDs have a broad
excitation wavelength range compared to organic dyes (see Figure 1.9d), which allows
to efficiently filter out excitation and emission light to avoid their overlap during
imaging.
In QDs, contrary to organic dyes, the excitation-relaxation mechanism is purely
electronic (i.e. transitions between conduction and valence bands). Therefore, QDs can
be observed for long periods of time without any problem of photobleaching, because
they do not undergo structural changes. Moreover, the crystal size at nanoscale results
in discrete energy levels, and the band gap of the semiconductor increases as the size
of the crystal decreases (Figure 1.12). This effect of size is called quantum confinement
and is used to control the emission wavelength. For instance, while 4 nm CdSe
QDs emit at red wavelengths (maximum 630 nm), 2 nm CdSe QDs emit at green
wavelengths (maximum 550 nm) [34]. Unlike dyes, there is no need to use multiple
sources for excitation: QDs of all sizes can be excited by the same source.
Furthermore, a single QD has a sharper emission spectrum than the organic dyes
because the fluorescence wavelength of a QD depends mostly on the band gap energy,
while a number of interband transitions may be allowed in organic dyes. It is shown
that ZnS-capped CdSe QDs have much narrower emission spectra compared to an
organic molecule (Rhodamine 6G) and the full width at half maximum (FWHM) can
be as narrow as 13 nm at room temperature [36]. This allows to fit a larger variety of
colours in a single image.
As far as the QY of QDs is concerned, it is much lower than the QYs of the
dyes. One of the reasons for low efficiency is surface trapping. However, the longer
lifetimes of QDs leads to signal generation over longer periods of time, which partially
compensates for the lower QY. Additionally, surface modifications, i.e. encapsulating
with a shell material with a higher conduction band, are used to increase the efficiency.
This shell material partially prevents the charge from escaping or being trapped at the
surface. In addition, it also enables the reduction of cytotoxicity of the core material,
CHAPTER 1. INTRODUCTION 38
Figure 1.12: Graphical representation of size dependent energy levels and band
gaps. (a) Continuous energy spectrum of a bulk semiconductor. (b) Increasing
band gaps and discrete energy levels with decreasing sizes of the QDs. Larger QDs
have narrow band gaps than small QDs. (c) Comparison of emission wavelengths
of different sized QDs (≈590 nm for 5.5 nm and ≈500 nm for 2.3 nm QD) excited
at the same wavelength. Figure sourced from [35].
and allows bioconjugation with organic molecules in the cell [37].
1.3.2.1 Light emission in quantum dots
The threshold energy for the absorption spectra is defined by the energy band gap
of the semiconductor. When an electron is excited by an energy of photon that is
higher than the band gap energy, it jumps from valence to conduction band and leaves
a positively charged hole behind. This follows by de-excitation of the electron and
recombination of it with the hole at the conduction band via emission of a photon, i.e.
fluorescence (Figure 1.13).
The origin of light emission stems from electron-hole recombination. Initially, no
electron exists in the conduction band (CB) and no hole can be present in the valence
band (VB). After excitation of an electron by a photon to the first excited state of the
crystal, an electron-hole pair (e-h pair), called exciton, is created. This corresponds
to the hydrogen-like bound state and can be described by the Bohr hydrogen model
[38]. In 1913, Niels Bohr developed the model, which is based on the quantisation of
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Figure 1.13: Schematic representation of an energy level diagram that shows an
increase of the effective band gap because of the confinement of an electron and
a hole in a potential well with a size of "a".
energy of an orbiting electron, to explain the hydrogen atom spectrum:




where aB is the Bohr radius, which is the orbital radius of the electron at minimum
energy state, ε0 is the the permittivity of vacuum, e is the electron charge, h̄ is the
reduced Planck’s constant and me is the electron rest mass.
The exciton is characterised by the exciton Bohr radius similar to the hydrogen
atom, but multiplied by the dielectric constant of the crystal ε 6= 1, and the electron
mass is replaced by electron-hole reduced mass µ (µ−1 = m∗−1e + m
∗−1
h , defined by








where ε is the dielectric constant of the bulk material, µ is the reduced mass of exciton.
The quantum confinement effect (QCE) is expected to be observed when the size of the
nanocrystals is comparable to the exciton Bohr radius. Under quantum confinement,
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Figure 1.14: 1-D particle in a box model, where the quantum particle is within a
potential well with infinite potential at the walls and zero potential within the
well.
carriers are trapped within a finite space, which can be approximated as enclosed by
infinite potential barriers. This can be illustrated in one dimension as seen in Figure
1.14 by the “particle in a box” model.
The allowed energies for a particle in a box model are discrete. The energy levels
are dependent on the effective mass m*, the size of the confinement space a and the





Brus and Efros used this simple approach to develop a model that could relate the
size of the quantum dot to the excited energy states [39]. The quantum dot behaves
like the potential well for an exciton in three dimensions:







where Eg* is the excited energy state, Eg is the bang gap energy of the bulk semiconduc-
tor, µ is the reduced mass, r is the radius of the quantum dot, h̄ is the reduced Planck’s
constant, e is the charge of an electron, ε is the dielectric constant [40]. This shows the
dependence of the emission energies on the radius of the quantum dot. Larger QDs
would have lower emission energies, and hence larger emission wavelengths.
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Figure 1.15: Diagram of the confocal principle. Figure sourced from [41].
In the following section, we turn our attention to the practical use of fluorophores
in fluorescence microscopy. In particular, a more sophisticated type of fluorescence
microscope, confocal microscope will be discussed. Besides the confocal microscope,
another type of fluorescence microscope, which is commonly used - "total internal
reflection fluorescence microscope" - will also be discussed.
1.3.3 Confocal Microscopy
Confocal Microscopes were first introduced by Marvin Minsky in 1957 [42]. The
technique is based on selecting light coming from the focus point, and rejecting light
from all other points via putting a pinhole in the back focal plane of the microscope to
increase the contrast of the image (Figure 1.15). This approach allows for rejection of
out-of-focus background light and thus in further improvement in contrast compared
to a regular fluorescence microscope. It is obvious that while eliminating the out-of-
focus light, the detector can get fewer photons at any given instant. This leads to
the requirement for longer exposure time, in order to collect enough light for a good
contrast. Therefore, modern confocal microscopes use high intensity light sources:
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Figure 1.16: Optical path of the light in laser scanning confocal microscopy by
either (a) moving of the specimen via stage control, or (b) using 2D scanning
mirrors [43]
lasers. Additionally, the size of the pinhole, theoretically, can be reduced to smaller
than an Airy disk, but in order to receive enough signals, it is usually adjusted to the
same size as an Airy disk. Today, a typical confocal microscope has ∼200 nm lateral
and ∼600 nm axial resolution.
In confocal microscopy, since only the light from a focus point is allowed to pass
through the pinhole, the image must be built using point-by-point detection. This
can be done by means of either scanning the laser methods or using the Nipkow disk
system. According to their illumination and detection elements, there are various types
of confocal microscopes. For instance, in a laser scanning confocal microscope (LSCM),
as its name implies, the sample is scanned and illuminated by one or more very
small spots. Either the specimen is moved by a precise stage control, or galvanometer
scanners controlled by computers are used to move two internal mirrors for the
scanning of lasers (Figure 1.16 [43]). In a typical LSCM, 512x512 pixel images in one
dimension take 1.28 seconds at 400 Hz scanning rate. Although this data acquisition
time is sufficient for the static systems, it is very slow for dynamic specimens such as
blood flow [44].
Another confocal microscopy approach is spinning disk confocal microscopy, which
uses a Nipkow disk, which is a spinning disk that has numerous pinholes for allowing
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Figure 1.17: Comparison between (a) Epi-fluorescence, (b) Laser Scanning Con-
focal and (c) TIRF microscopy. Figure sourced from [47].
the laser and light coming from the specimen to pass through [45]. Since the disc
has 20,000 pinholes with a diameter of 50 µm and can spin up to 10,000 revolutions
per minute, a high-speed measurement of 1 frame/ms can be achieved. Thus, it is
possible to observe a cellular process that occurs in milliseconds [46].
Alternative approach to rejecting background fluorescence is the "total internal
reflection fluorescence microscope" (TIRF). The idea of TIRF relies on using total
internal reflection (Figure 1.17c) to form an evanescent wave, which causes excitation
of fluorophores in a very thin optical section (<250 nm) adjacent to the coverslip.
Normally, if a light beam comes to a surface with a critical angle, while the majority
of the incident light is reflected, a small part of it penetrates through the surface
and leads to a thin electromagnetic field, called an evanescent wave, that propagates
parallel to the surface in the liquid medium. Therefore, compared to fluorescence
and confocal microscopy, only the fluorophores close to the surface are excited and
observed in TIRF microscopy with a lack of background noise. Figure 1.17 shows the
comparison of the illumination depth between epi-fluorescence microscopy, in which
the excitation and the emission light pass through the same light path, LSCM and
TIRF microscopy.
Confocal microscopes are now widely used in scientific research and for clinical
purposes. Due to its capacity for eliminating out-of-focus light and point-by-point
illumination, it provides extremely sensitive biological imaging, 3D and live-cell
images. In addition, Leica and Zeiss have commercially utilised spectral separation
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Figure 1.18: Single slit experiment demonstration of diffraction. Spherical waves
produce a diffraction pattern. Figure sourced from [48].
capabilities, which allows for multicolour imaging of different biological samples.
Despite described advances in techniques and methods, until recently the field of
microscopy was significantly held back by the fundamental problem related to the
wave nature of light - the diffraction limit. This problem is described in the following
section.
1.4 Resolution limit in microscopy
Despite the improvements in optical microscopy, it has spatial and angular limits on
resolution. Fundamentally, the resolution limit stems from the wave nature of light,
which leads to diffraction pattern when passing through an aperture or an object.
According to the principle of the Dutch physicist Christiaan Huygens and the French
physicist Augustin-Jean Fresnel, every point on a wave front acts as a secondary
spherical wave source, hence interference of spherical waves causes a diffraction
pattern centred on a central maximum at the boundary (Figure 1.18). As a result, a
point-like light source is seen as a blurred spot, which in optical microscopy is referred
to as the point-spread function (PSF).
The resolution limit of an optical microscope was first described and linked to the
diffraction on the aperture of an objective by Ernst Abbe in 1873 [49]. Though it is
practically possible to magnify the sample more than 1200X, there is an optical limit
(∼250 nm) for observing the matter, as expressed in the equation below [49]:
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Figure 1.19: Objects that are smaller than the PSF are seen as the same size as
the PSF even though they are different in size, and objects that are closer than





Where λ is the wavelength of light, n is the refractive index of the medium that
light travels in, θ is the angle that light is converging to, and n sin θ denominates as
numerical aperture (NA). This limit is the minimum size for an object or distance
between two objects that can be resolved by a microscope. That is to say, smaller
objects than the width of the PSF are observed as the same size as the PSF, even
though they are different in size, and two objects that are closer than the FWHM of
the PSF cannot be differentiated as separate (Figure 1.19).
Shortly afterwards, in 1879, Lord Rayleigh introduced his famous resolution
criterion (Equation 1.7). He linked the optical resolution with the wavelength of
light and the numerical aperture of a microscope. The Rayleigh resolution criterion
gives the minimum distance between two objects that can be resolved by an optical
microscope [50]. The point-spread function can also be measured by the Rayleigh
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where R is the lateral resolution limit, λ is the wavelength of light, NA is the numerical
aperture of the objective. As far as NA and λ are considered as 0.95 in the air and
400 nm for the shortest wavelength of visible light, violet, respectively, the resolution
limit can be found ∼250 nm. Compared to air (NA= 1), using oil (NA= 1.45) as an
immersion medium, the limit can be calculated down to ∼200 nm.
This resolution limit has been a significant challenge until recently, which is why
super-resolution (SR) microscopy has emerged to overcome the limit and yield higher
resolution images, i.e. down to several nm. In the following section, the historical
developments in SR imaging and several SR techniques that are commonly used will
be described in detail.
1.5 Super-Resolution Microscopy
Most of the SR microscopy techniques were started on the basis of imaging of single
particles. Historically, after Ernst Abbe first made a correlation between image
resolution of a microscope, the numerical aperture of objective and wavelength of
light in 1873, the imaging of single particles below the diffraction limit started in
the late 20th century. In 1986, Ashkin et al. invented optical tweezers to characterise
biomolecules at a single-molecule level; and Moerner and Kador first observed the
optical absorption spectrum of a single molecule at cryo-temperatures in 1989 [51, 52].
In the meantime, single-molecule detection techniques were improving, and Betzig
and Lewis et al. published a paper about Near Field Scanning Optical Microscopy
(NSOM) for high resolution imaging in 1986 [53]. Just a few years later, a theoretical
paper about how to surmount the diffraction limit was published in 1994 by Hell
and Wichmann [54]. They described a method based on the transition of fluorescent
molecules from “on” to “off” state, which gives rise to obtaining a smaller PSF than
that of the conventional one. This concept was first experimentally demonstrated
by Klar and Hell in 1999, and followed by an explosive development in the field of
super-resolution optical imaging [55, 56]. In 2003, Yildiz and his colleagues published
a wonderful paper showing that Myosin V, a dimeric molecular motor, has a hand-
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over-hand model of motility by tracking and localising a single fluorophore with one
nanometer accuracy in 1-500 milliseconds. They called their method "fluorescence
imaging with one-nanometer accuracy" (FIONA) [57].
There have been many techniques developed and commercially used in super-
resolution optical imaging up to now. Basically, they can be assembled into three
groups: (i) structured illumination techniques, (ii) deterministic-based ensemble tech-
niques and (iii) stochastic-based single-molecule localisation techniques. Whereas
the diffraction limit is broken via using a striped pattern of light in the structured
illumination microscopy [58], in ensemble-based ones, the aim is to carve out the
diameter of PSF using a high intensity of light that suppresses emissions of a large
number of photons’ fluorescence to the ground state (stimulated emission depletion,
STED) [55] or the metastable dark state (ground state depletion, GSD) [59]. On the
other hand, single-molecule localisation techniques, e.g. photoactivation localisa-
tion microscopy (PALM) [60], fluorescence photoactivation localisation microscopy
(FPALM) [61] and stochastic optical reconstruction microscopy (STORM) [62], are
based on the localisation of centroids of a single molecule with nanometer level locali-
sation precision (i.e. uncertainty of the position estimation) by turning “on” a small
sub-group of fluorescent probes. These methods typically use temporal separation of
fluorophores and visualise the structure by localising the centres of the probes’ PSF
after more than 1000 repeated measurements on a single area of interest. According
to all tremendous discoveries in single-molecule and sub-diffraction optical imaging,
as mentioned above, William Moerner, Eric Betzig and Stefan Hell were deemed to
deserve the Nobel Prize in Chemistry in 2014.
Some of the widely used super-resolution techniques will be considered in detail
in the following sections.
1.5.1 Structured Illumination Microscopy
The structured illumination microscopy (SIM) uses a known spatially structured
illumination light with a movable diffraction grating. After the excitation light is split
into two beams following the diffraction grating, they emerge when they reach the
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Figure 1.20: Diagram explaining the Moiré effect and the principle of structured
illumination microscopy (SIM) [66].
sample and form a sinusoidal illumination pattern. This is called the Moiré effect,
which produces a low spatial frequency when two structures of high spatial frequency
overlap. After acquiring multiple images that were illuminated by these different
patterns, a high-resolution image can be reconstructed (Figure 1.20). It has been
reported that SIM has a good capability for 3D imaging and multicolour imaging [63,
64]. The lateral resolution of SIM has been improved down to 50 nm [65].
1.5.2 Deterministic-based super-resolution microscopy
Similar to structured illumination microscopy, modified illumination patterns are used
in the deterministic-based ensemble techniques. One of the most known deterministic-
based super-resolution microscopy techniques is stimulated emission depletion (STED)
microscopy. The idea of "stimulated emission" was first theoretically described by
Albert Einstein in 1916 [67]. When a fluorophore at ground state (S0) absorbs a
photon, it jumps to the excited state (S1), where it vibrationally proceeds to the lowest
electronically excited state within a few picoseconds. Here, it can either spontaneously
jump down to the ground state with a fluorescence emission, or if it is hit by another
photon with a wavelength, which has an energy that fits the energy gap between
the ground state and the excited state, stimulation emission happens where the
fluorophore goes back to the ground state without fluorescence emission (Figure
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Figure 1.21: The principle of STED microscopy. (a) The stimulated emission
process. (b) Schematic representation of a STED microscope. (c) Formation of
effective PSF from combination of excitation laser and doughnut-shaped STED
laser in the xy mode [68]
1.21a) [68]. Stefan W. Hell and Jan Wichmann were the first to use this property
in super-resolution imaging in their theoretical paper in 1994 [54]. They applied a
second laser (depletion laser), which was designed as a doughnut shape, to make the
fluorophores revert back to the ground state without emitting photons except at the
centre of the illumination area at the focal spot (Figure 1.21b,c). Thus, only the tiny
centre of the luminous area is left, which makes it possible to decrease the size of the
PSF and to achieve lateral resolution down to 35 nm [54]. This new resolution limit in







where I is the peak intensity of the depletion laser and IS is the saturation intensity
for the fluorophore.
STED microscopy is performed using a combination of pulsed excitation and
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Figure 1.22: The principle of single-molecule localisation microscopy [74].
depletion lasers, which interact with the fluorophores sequentially and emissions are
collected in order. Therefore, STED microscopes can be easily derived from laser
scanning confocal microscopes. Although there have been several papers published
to show that STED microscopy can deliver resolution down to few nm, with image
recording times ranging from a few milliseconds to a few seconds [69, 70], it has
numerous drawbacks. A high intensity of the laser power that varies between 600
Wcm−2 to 10 MWcm−2 on the sample is required in order to achieve sufficient
stimulated emission [68, 71, 72]. This high level of light intensity leads to damage of
living specimens, photobleaching of fluorophores and a build-up of toxic products
in the cells [73]. Thus, requiring the use of high intensity of laser power, which
significantly affects cell functionality and eventually results in cell death, is still
criticised in STED microscopy for live-cell super-resolution imaging.
1.5.3 Stochastic-based super-resolution microscopy
Stochastic-based super-resolution microscopy relies on the detection of single fluo-
rescent probes signals and their precise localisations with subsequent image recon-
struction to achieve a super-resolution image. It can be either temporal or spectral
basis. In 2006, three different laboratories independently published a new concept for
super-resolution based on single-molecule localisation microscopy (SMLM): photoacti-
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Figure 1.23: Single-molecule localisation procedure via fitting the PSF to a
Gaussian function. (a) The PSF of a widefield fluorescence microscope is composed
on a wireframe representation of (b) the pixel arrangement from a digital camera
in two and three-dimensional diagrams. (c) The pixelated PSF of a single
fluorophore and its localisation point modelled by a 3D Gaussian function [75].
vated localisation microscopy, (PALM) [60], fluorescence photoactivation localisation
microscopy (FPALM) [61] and stochastic optical reconstruction microscopy (STORM)
[62]. While the photoactivatable green fluorescent protein is used as the fluorescent
probe in PALM and FPALM, photo-switchable dye pairs are used in STORM.
The fundamental concept anchoring these techniques is that if enough photons
can be gathered, the position of a single molecule can be localised with the accuracy
of a few nanometres (Figure 1.22). Localisation accuracy does not directly translate
into super-resolution images due to overlapping of fluorophores that emit light
simultaneously in densely labelled specimens. To prevent this from happening
and to break this "ensemble nature" of fluorescent labels, PALM and STORM are
designed in such a way that they can precisely localise individual single-molecule
emitters by switching the fluorescence "on" in groups of molecules before attempting
to locate them. This technique relies on stochastic photoswitching, where most
molecules remain dark. When radiated with excitation light at low power, molecules
are stochastically switched on, imaged, localised and then photobleached to remove
them from this group. This process is repeated in cycles to reproduce thousands of
images of localisations and layer them into a single image, allowing the construction
of a super-resolved image.
Identifying and localising single molecules were done on the basis of an area
consisting of single-molecule emitters. By gathering a number of photons, the central
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section of each diffraction-limited spot, recorded on a digital camera image plane,
corresponds to the position of a molecule, and which can be localised by a high nano-
metric position. Using statistical curve-fitting of the measured photon distribution to a
Gaussian function, the centre of localisation can be determined (Figure 1.23). In cases
where two single-molecule locations overlap with a separation distance shorter than
the diffraction limit, the centroid for each fluorophore can be individually localised
by subtracting the point-spread function of one fluorophore from the other (after it is
photobleached).
There are three main factors that affect the final resolution in this method: (i) the
fluorophore size, (ii) labelling density, and (iii) localisation precision. It is obvious that
the resolution cannot be improved better than the size of probe used for fluorescence
labelling. In addition, the labelling density of the probes and how well each of them
can be localised later, i.e. localisation precision, determines the resolution limit.
The effect of labelling density on the resolution has been best described by the
Nyquist sampling theory, which states that the minimum sampling rate must be twice
the frequency of the highest frequency component of the signal detected in order to
faithfully reconstruct the signal [68, 76, 77]. Thus, the minimum required molecular







where N is the labelling density, D is the dimension of the structure that is to be
imaged. This can be clearly illustrated by the fact that 104 probes per µm2 are required
to achieve a 20 nm resolution on a two-dimensional image.
As for localisation precision, the most commonly used method for the localisation
of the centroid of the PSF is to apply a two-dimensional Gaussian fit. Localisation
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where σ is the single-molecule localisation precision, FPSF is the FWHM of PSF, and
Np is the photon number. Thus, it is clearly expected to achieve a higher resolution
when a microscope system has a small PSF and bright fluorophores (i.e. more photons
from the probes).
1.5.4 Fluorophores used in super-resolution imaging
Currently, the most common approach for imaging in biological systems is based
on fluorescent dyes and proteins. The probes that are used in SR need to have
several properties: (1) they have to be photoactivated (i.e. can be switched from
light to dark state by changing the wavelength of light); (2) they should a have high
contrast ratio between these states; (3) they should be sufficiently bright to be detected.
As Thompson and his colleagues mentioned [78], the number of photons detected
is important in single-molecule SR techniques that rely on localisation precision.
Furthermore, STED dyes should be (a) easily switched to stimulated emission, (b)
photostable at high intensities of light, and (c) should not excite at the depletion
wavelength.
1.6 Examples of structures of interest in super-resolution
microscopy
Since the invention of different super-resolution strategies, they have been used
in imaging of plenty of structures and dynamics inside the cell. Among them,
microtubules are one of the widely studied structures as test subjects in SR imaging
due to their importance in cells and being continuous structures at sub-diffraction
level. In this thesis, we aimed to observe microtubules of a kidney cell and proteins
localised around the synaptic cleft of a neuron to test our labelling strategies rather
than understanding their structure. Thus, the structures of microtubules and neurons
will be discussed and examples in SR will be given in the next sections.
CHAPTER 1. INTRODUCTION 54
Figure 1.24: (a) The cytoskeleton is a networking system between the two
membranes [79] and (b) Cross-section of a microtubule that is composed of alpha-
and beta-tubulin dimer [18]
1.6.1 Microtubules
Microtubules are part of a cytoskeleton, which is a structure made up of a complex
network of filaments and tubules in the cytoplasm of the cell. The cytoskeleton extends
throughout the cell from one side to the other and has a plenty of functions, such
as maintaining the shape of the cell, and other internal organisations, to carry out
essential functions like endocytosis (uptake of an extracellular material), segregation
of chromosomes in cellular division and intracellular transportation (as a scaffold for
the movement of vesicles) [18].
In eukaryotic cells, there are three main types of cytoskeleton elements that vary
in size and protein composition: (i) actin filaments, (ii) intermediate filaments and (iii)
microtubules. Actin filaments are made up of a protein called Actin, and they are the
smallest type of filament with a diameter of around 7 nm. Intermediate filaments,
on the other hand, are mid-sized filaments with a diameter of about 10 nm and
constructed of various protein families. As for microtubules, they are hollow cylinders
that are mainly composed of two proteins: alpha- and beta-tubulin. While the outer
diameter of the microtubule cross-section is approximately 24 nm, the inner diameter
of the lumen is about 12 nm.
Microtubules are highly dynamic structures. They are continuously extended
or shortened via constant adding or subtracting of the tubulin dimers at both ends
(Figure 1.24). The microtubules tend to grow and branch out from the Microtubule
Organising Centres (MTOC), such as centrosome, where one side of the microtubules
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is anchored to near the nucleus, towards the plasma membrane, and they provide the
basic arrangement of the cytoplasm and location of organelles [80]. For the initiation
of the formation of the microtubule, gamma-tubulin, another form of tubulin found
in the MOTC, plays a key role in the process of microtubule nucleation. It combines
with other proteins to create a structure known as the gamma-tubulin ring complex
(γ-TuRC). After γ-TuRC formation, the tubulin dimers (alpha- and beta-tubulin) use it
as a platform to polymerise in the formation of microtubules. These protein dimers
are added end to end laterally to form a microtubule, and the hollow tube structure
of the microtubule results from the polymerisation of these building blocks. One
turn of a pseudo-helical structure is generated when thirteen tubulin dimers associate
laterally, and these polymers of tubulin can grow up to 50 micrometres.
The assembly of dimers leads to polarity in the structure of microtubules, and the
rate of growth or shrinkage at either side of the structure varies; whereas the one end
that has beta subunit exposed, known as plus end, grows more rapidly than the other
end that has alpha subunit exposed, also known as minus end. Polymerisation of
the structure occurs via binding of both subunits to Guanosine triphosphate (GTP)
and follows hydrolysis of GTP to Guanosine diphosphate (GDP). In case of a low
concentration of tubulin bound to GTP, the GTP bound to the tubulin at the plus
end hydrolyses to GDP, resulting in rapid depolymerisation and shrinkage of the
microtubule [18].
As mentioned above, microtubules provide structural support for the cell. In
addition to their structural supporting function, they serve as a highway system
for the secretory vesicles, organelles, and other intracellular macromolecules to be
transported along, with the aid of motor proteins. Different motor proteins can attach
to vesicles and walk along the microtubules. While dynein proteins walk towards
the MTOC, kinesins walk away from the MTOC. What is more, microtubules have a
structural role in cilia and flagella, which generate force for cells to swim or move
extracellular materials past them. They are composed of two central microtubules
(Axoneme) that are surrounded by nine outer doublets microtubules. Their structural
bending shape helps cells propel through a fluid or move the fluid across them.
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Figure 1.25: Example images of microtubules in the current SR methods: (a)
structured illumination microscopy (SIM) [81], (b) stimulated emission depletion
(STED) microscopy [82] and (c) stochastic optical reconstruction microscopy
(STORM) [83]. (d) Partially overlaid conventional fluorescence image (top left)
and STORM image (bottom right) of microtubules immunostained with Alexa
Fluor 647 and (e) transverse profile of localisations seen in yellow box in (d) [84].
Scale bars are 500 nm in (a-c) and 250 nm in (d).
Furthermore, microtubules have a key function in mitosis. During the replications
and separation of chromosomes, the centrosome is duplicated in the interphase cell,
then they move to opposite sides of the nucleus and form the two poles of the mitotic
spindle. Meanwhile, condensed chromosomes are lined up in pairs in the centre of
the cell and microtubules bind to centromeres, the region at which the two sister
chromatids remain attached at metaphase, on either side. As the microtubules begin
to disassemble and shrink from the minus end at centrosomes, the chromatids are
pulled apart in the direction of the two centrosomes before cytokinesis (the division of
cell) takes place.
Since microtubules have an extremely important role in the maintenance of cells
as described above, they have been investigated and studied for decades. In addition
to their well-known structures and functions, the continuity of their structure, ease of
CHAPTER 1. INTRODUCTION 57
targeting and labelling of their subunits (such as alpha-tubulin) by fluorophores and
having a diameter smaller than the diffraction limit, microtubules have become one of
the biological reference structures in super-resolution imaging [81–89].
In the study of Peter Kner and his colleagues in 2009, they imaged EGFP-fused
alpha-tubulin in living Drosophila S2 cells (intensity: 5–10 W/cm2), and they showed
that isolated microtubules could be reconstructed with a FWHM of 112±12 nm and
two microtubules separated by 150 nm can be resolved in the SIM construction
(Figure 1.25a) [81]. As a second example, STED and confocal images of citrine-fused
microtubules of a living PtK2 cell are shown in Figure 1.25b [82]. Here, Hein et al.
improved the lateral resolution from 180 nm to 60 nm (at illumination intensity of >62
MW/cm2). In 2007, Bates et al. have imaged anti-beta-tubulin labelled microtubules
with a FWHM of approximately 51 nm and two filaments 80 nm apart appeared in
the STORM image, which was acquired in 2-30 minutes (Figure 1.25c) [83]. As for the
STORM image captured by Dempsey et al. in 2011, even the hollowness structure of
microtubule could be observed as seen in the transverse profile analysis of STORM
image in Figure 1.25d and e [84].
In the next section, the structure of neurons will be described, and several examples
of their images in SR microscopy will be illustrated.
1.6.2 Neurons
The brain is the most complex biological system in the human body, consisting of
about 100 billion nerve cells (neurons). Each neuron is made up of a soma (cell body),
dendrites and axon (Figure 1.26) [90]. The soma, main body of the cell, is usually
about 10 to 25 micrometres in length and contains the nucleus. The dendrites are
the branching parts of the cell, and the axon is the extension part, arising from the
cell body, and can be elongated to a metre or more in a human body [91]. The axons
can be either myelinated or unmyelinated. Myelin is a layer of insulating substance,
which is produced by Schwann cells (in peripheral neurons) or oligodendrocytes (in
the central nervous system), and it enables rapid propagation of the electrical impulse
along axons [92]. Whereas the axon serves the cell as the single output of the signal
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Figure 1.26: Diagram of a neuron, illustrating the soma, dendrites, axon and
synapse. Each neuron has many inputs (dendrites) and only a single output
(axon). Illustration of the synapse and synaptic cleft also visible [90].
to the other cells, the dendrites serve as inputs of the impulses coming from many
other cells to the cell. All neurons can be electrically excited, and the nature of the
transmitted information can be electrical and chemical signals. When a neuron is
excited by an external stimulus, it transmits electrical pulses down the axon using ion
pumps embedded in the membrane, and the impulse is transferred to the next neuron
through the synapse. The synapse is a narrow gap structure, where a neuron passes
electrochemical signals to another nerve cell. The width of this extracellular space,
also known as the synaptic cleft, is about 20 nanometres [93]. The signal is converted
into a chemical signal, the neurotransmitters, by the presynaptic neuron. Then the
neurotransmitters travel through the synaptic cleft to the receptors of the postsynaptic
neuron and are converted back into an electrical signal.
Synapses are very crucial structures in neuron communication, and that is why
there are so many neurological disorders, such as autism and Alzheimer’s disease,
associated with the disfunction of proteins, receptors and other structures around
the synapses [94]. Therefore, it becomes very important to study them, and be able
to image them in super-resolution using optical microscopy, because the distance
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Figure 1.27: (a) The conventional fluorescence image (i) and the STORM image
(ii) of the synaptic structures, and zoomed in images (iii,v) of (i) and (iv,vi) of (ii)
[95]. (b) Comparison between fluorescence imaging and super-resolution imaging
of AMPAR localisation [96].
sizes between the proteins and receptors are below the diffraction limit. Additionally,
co-imaging of more than one structure around the synaptic cleft at the same time is
essential if the relation between two or more proteins/receptors is to be studied. Here,
multicolour super-resolution imaging is taken into consideration, in which more than
one structure is labelled with different fluorophores and the images are taken at the
same time in different channels, rather than overlaid to produce one image in order to
show the structural and localisational relationship between the structures (Figure 1.27)
[95–98].
Among these proteins and receptors, here, we will give two SR imaging examples
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of neurons. Figure 1.27a shows multicolour STORM images of Bassoon, a presynaptic
scaffolding protein, and Homer1, a postsynaptic scaffolding protein, published by
Dani et al. in 2010. Bassoon, together with Piccolo, has an important role in the
localisation of voltage-gated Ca2+ channels around the release sites, and regulates the
activity-dependant communication between synapses and nucleus [99, 100]. Similarly,
Homer1 has a key function in regulation of receptor trafficking and clustering via
interacting with other scaffold proteins such as Shank and PSD-95, and it enhances
the distribution and signalling of N-methyl-D-aspartate receptors (NMDARs) and
alpha-amino-3-hydroxy-5-methylisoxazole-4-propionate receptors (AMPARs), which
are very important for controlling synaptic plasticity and memory function [101, 102].
In the structural position analysis done by Dani and his colleagues, while Bassoon
and Homer1 were shown to be localised within a distance between 90 nm and 170
nm in the vicinity of synapses, the distance between Piccolo and PSD95 was found
about 50-160 nm, [95]. What is more, in the study of Nair et al. in 2013, they showed
AMPARs localisations in nanodomains with an image resolution of 46.6 nm, and
their individual trajectories along the neuronal surface using "single particle tracking
photoactivation localization microscopy", where imaging took up to 20 minutes (Figure
1.27b) [96].
In the following section, the drawbacks of currently used SR microscopies will
be discussed, and a different labelling strategy to solve the current problems will be
introduced.
1.7 Limitations of current super-resolution microscopies
Although there has been significant progress in the optical resolution of microscopes
over the last two decades, as described above, the majority of currently used methods
(e.g. STED, PALM, STORM) have a number of drawbacks. While STED microscopy
has been shown to deliver resolution down to a few nm [69], with image recording
times ranging from a few milliseconds to a few seconds, this approach generally
requires very high levels of light intensities (Table 1.1), which leads to photobleaching
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Table 1.1: Comparison of acquisition time and laser intensities currently used in
STED/GSD/RESOLFT and PALM/FPALM/STORM/GSDIM [68, 71, 72].
Name STED/GSD/RESOLFT PALM/FPALM/ STORM/GSDIM
Total Imaging Time
(for 512x512 image)
Millisecond – Seconds Seconds – Minutes
Intensity of Laser
on sample 600 Wcm
−2 – 10 MWcm−2 200 Wcm−2 – 30 kWcm−2
of fluorophores and damages to the live specimens [73]. On the other hand, whereas
SMLM techniques (e.g. PALM, STORM and their variants) require much lower light
intensity to stochastically turn on a small sub-group of fluorophores for delivering
resolution down to a few nm, relatively slow data acquisition times are required in
PALM/STORM (from seconds to several minutes, see Table 1.1) in order to obtain a
single super-resolution image [72]. Here, the sample drift problem and insufficient
time resolution for the live cell imaging are taken into consideration, in order to
overcome this. Therefore, current super-resolution techniques still require considerable
improvements for faster acquisition at lower intensities, which we worked to achieve
in this thesis, using spectral separation of QDs.
It has been suggested that in general, almost any variation in the photophysical
properties of fluorophores [103] (e.g. photo-switching [104], photobleaching [105],
blinking [106], fluorescence lifetime [107] and spectral differences [108]) can be used
for super-resolution microscopy. In case of spectral signal separation, in particular, the
temporal resolution can be vastly improved [109] and is only defined by the signal-
to-noise ratio, which in turn depends on the balance between illumination intensity
and fluorophore quantum yield. It has been shown previously that high precision
(σ <1 nm) localisation of organic fluorophores can be achieved by using spectral
precision distance microscopy (SPDM) [110]. However, this required a specialised
microscope set-up with the number of excitation wavelength growing proportionally
to the number of fluorophores (of different emission wavelength).
On the contrary, with the advantages of QDs over organic fluorophores including
broad excitation and narrow, tuneable emission spectra controlled by particle size,
QDs have been widely used for different types of labelling studies for decades [111]. In
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addition to them, QDs are highly resistant to photobleaching. For the purpose of super-
resolution imaging, blinking statistics and blueing of QDs have been demonstrated
to be used in a variety of super-resolution methods [106, 112]. Recently, it has been
shown that a combination of spectral and blinking properties of QDs can be employed
by using Joint Tagging Super-Resolution Optical Fluctuation Imaging (JT-SOFI) [87].
However, so far the majority of SR methods rely on photoluminescence intermittency,
which is stochastic in nature, hence requires hundreds to thousands of images to be
collected to obtain a single SR image.
To alleviate these constraints, it has been proposed that super-resolution imaging
can be achieved using only the spectral properties of the size-dependent light emission
of QDs [113, 114]. In this thesis, we suggest and test a new labelling method: quantum
dot-based optical spectral separation (QDOSS), which will be described in detail in
chapter 2, on several biological reference structures in vitro.
Chapter 2
MATERIALS AND METHODS
2.1 Quantum Dot-Based Optical Spectral Separation (QDOSS)
Quantum dot-based optical spectral separation (QDOSS) relies on the “spectral separa-
tion”, rather than “temporal separation” of QDs with the size-dependence of the peak
emission wavelength (Figure 2.1), and localisation and identification of a random mix-
ture of different-sized QDs in different emission channels to achieve super-resolution
imaging. In the spectroscopic super-resolution bio-imaging principle, a bio-sample is
Figure 2.1: Schematic representation of temporal separation and spectral separa-
tion.
63
CHAPTER 2. MATERIALS AND METHODS 64
Figure 2.2: Schematic representation of a laser scanning confocal microscope
(LSCM) and the strategy of how LSCM is used in QDOSS.
Figure 2.3: 2D Gaussian fitting based on the Levenberg-Marquardt method using
GDSC-SMLM. Localisation accuracy: 5±1 nm. Scale bar: 500 nm. Figure
sourced from [115].
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Figure 2.4: (a) Transmission electron microscope image of Qdot® nanoparticles.
Scale bar = 20 nm. (b) Schematic structure of a Qdot® streptavidin conjugate.
Figure sourced from [116].
labelled with a mixture of a few different-sized QDs that have different peak emission
wavelengths. After excitation of QDs on the sample, fluorescence emission light is
transferred to a series of filters, where the image is spectrally separated into dif-
ferent channels, and finally arrives to the detectors that collect specific wavelength
signals. These spectroscopic separated diffraction spots are later localised in order to
reconstruct the sub-diffraction resolution image (Figure 2.2).
In previous studies by our group, Mingying Song has demonstrated that a mixture
of different-sized non-modified germanium QDs can be resolved down to 20 nm using
the Levenberg-Marquardt method for a 2D Gaussian fitting model [115]. In Figure 2.3,
it is seen that the resolution limit is 240 nm if the image is not spectrally separated,
whereas the resolution is found down to 20 nm if the 2D Gaussian fitting model is
applied to each image from different channels. This model is the basis of the next
studies in this thesis.
2.2 Quantum dots
In this study, Qdot® streptavidin conjugates from Invitrogen, USA, are used as
labelling fluorophores. The off-the-shelf quantum dots are made from a semiconductor
material core, CdSe, and coated with an additional semiconductor shell, ZnS, which
helps to improve the optical properties of the material. This core-shell material also
has a polymer shell with streptavidin on its surface. This allows the materials to
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Figure 2.5: Emission spectra of Qdots® with a single 488 nm excitation.
be conjugated directly to biological molecules. The sizes of the Qdot® streptavidin
conjugates vary between 15 nm and 20 nm (Figure 2.4). The QDs have an emission
spectrum with the emission maximum at 525 nm, 565 nm, 585 nm, 605 nm, 625 nm,
655 nm or 705 nm. In Figure 2.5, the emission spectra of seven types of QDs with
relative intensities under 488 nm excitation are seen.
In the final stage of the study, in-house made novel carbon QDs (CQDs) were used.
The bench-top colloidal synthesis of CQDs was carried out by my colleague, Nikolaos
Papaioannou.
2.3 QDOSS testing on DNA
In order to test the idea of QDOSS, we first used 180 base pairs (bp) long ssDNA as a
reference and then triangular DNA origami as a template for attaching different QDs
within sub-diffraction distance.
2.3.1 DNA ruler
Because targeting a long single stranded (ss) DNA by streptavidin conjugated QDs
modified with small oligonucleotides is easy to perform, we first tested QDOSS on
a long ssDNA with a length of 180 bp. The sequences of the nucleotides and their
purification methods are seen in Table 2.1. While the long one (TP53-CDNA) was
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Table 2.1: List of single stranded DNAs.
Oligo Name Sequence (5’-3’) Purification
NPBIOTIN-1 Biotin - A A A A A A A A A A C G C T A G C A G A GC C G A G A T HPLC
TP53-CDNA
T T C G A C A T A G T G T G G T G G T G C C C T A T
G A G C C G C C T G A G G T T G G C T C T G A C T G
T A C C A C C A T C C A C T A C A A C T A C A T G T
G T A A C A G T T C C T G C A T G G G C G G C A T G
A A C C G G A G G C C C A T C C T C A C C A T C A T
C A C A C T G G A A G A C T C C A G T G G T A A T
C T A C T G G G A C G G A A C A G C T T T G A G G
HPLC
TP53-11
A C C T C A G G C G G C T C A T A G G G C A C C A
C C A C A C T A T G T C G A A A T C T C G G C T C T
G C T A G C G
Desalted
TP53-12
A C A C A T G T A G T T G T A G T G G A T G G T G G
T A C A G T C A G A G C C A A T C T C G G C T C T G
C T A G C G
Desalted
TP53-13
G G A T G G G C C T C C G G T T C A T G C C G C C C
A T G C A G G A A C T G T T A T C T C G G C T C T G
C T A G C G
Desalted
TP53-14
A G T A G A T T A C C A C T G G A G T C T T C C A G
T G T G A T G A T G G T G A A T C T C G G C T C T G
C T A G C G
Desalted
TP53-6 C C T C A A A G C T G T T C C G T C C C A T C T C GG C T C T G C T A G C G Desalted
purchased from Sigma, the others were purchased from Life Technology (USA). TP53-
CDNA was used as a template for short ssDNAs: TP53-11, TP53-12, TP53-13, TP53-14
and TP53-6. Each short ssDNA has a tail that has complementary sequences with
NPBIOTIN-1, which is biotinylated at its 5’ end. For programmed assembly of QDs,
after the surface of each quantum dot (Qdot® 525 Streptavidin Conjugate, Invitrogen,
Qdot® 705 Streptavidin Conjugate, Qdot® 585 Streptavidin Conjugate, Invitrogen,
USA) was modified by NPBIOTIN-1, they were mixed with TP53-11, TP53-13 and
TP53-6, respectively, in separate tubes and shaken at room temperature for 1 hour
for hybridisation in the presence of Mg2+ (Magnesium Chloride: 12.5 mM; pH 7.8).
Finally, 10 µL of the prepared samples were deposited onto the surface of coverslips
before being observed under microscopes.
2.3.2 Triangular DNA origami
After using a long ssDNA as a template, we used triangular DNA origami with a
side length of 120 nm because of its well-rigid structure, which enabled us to estimate
the accurate distances between QDs. The sequences of the triangular DNA were
CHAPTER 2. MATERIALS AND METHODS 68
taken from the study of Zhang and his colleagues, and can be found in Appendix A
[117]. M13mp18 ssDNA was purchased from Affymetrix, USA, and unmodified 220
staple strands and 6 modified staple strands were purchased from Integrated DNA
Technologies, UK (see Table A.1 and A.2 for the sequences, respectively).
Three staple strands on the middle positions of the sides were modified, and
extended with unique sequences for programmed assembly of three different strep-
tavidin conjugated QDs, with maximum emissions at 525 nm, 605 nm and 655 nm
(Qdot® 525 Streptavidin Conjugate, Invitrogen, Qdot® 605 Streptavidin Conjugate,
Qdot® 655 Streptavidin Conjugate, Invitrogen). Each of these QDs was functionalised
with a different biotin modified ssDNA, complementary to the sequences that ex-
tended from the sides of the aforementioned triangular DNA origami. Two or three
different types of QDs were then attached to DNA origami. In this arrangement, the
distance between the middle positions of the sides is approximately 60 nm, by design.
Triangular DNA origami nanostructures were assembled according to the method
from Rothemund’s work [118].
M13mp18 ssDNA (1 µg/µL) and 220 staple strands (100 µM) (see Appendix A)
were used in a 1:10 molar ratio. Strands were mixed to meet a final condition of
1× TAE-Mg2+ buffer (Tris: 40 mM; Acetic Acid: 20 mM; EDTA: 2 mM; Magnesium
Chloride: 12.5 mM; pH 7.8) in a PCR tube. Hybaid Sprint PCR Thermal Cycler
(Thermo Scientific, USA) was used for programming controlled steps cooling down
the strands mixture from 94 °C to room temperature over 10 hours. The assembled
DNA origami were purified and concentrated by 100K NMWL centrifugal filters
(Amicon® Ultra-0.5, Millipore, Ireland). The concentration was adjusted to 20 nM
using a molecular weight of 330 g/mol per base and an extinction coefficient of
50 mg/ml for A 260 = 1 in a NanoDrop Spectrophotometer (NanoVue™ Plus, GE
Healthcare, UK).
Two different QDs (Qdot® 605 Streptavidin Conjugate, Qdot® 705 Streptavidin
Conjugate, Invitrogen, USA) or three different QDs (Qdot® 525 Streptavidin Conjugate,
Invitrogen, Qdot® 605 Streptavidin Conjugate, Qdot® 655 Streptavidin Conjugate,
Invitrogen, USA) were used in the 2-QD-bound or 3-QD-bound system, respectively.
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They were assembled to each specific and distinct biotinylated ssDNA sequence by
biotin-streptavidin linkage. Qdot:ssDNA molar ratio was 1:100. Excess ssDNA was
removed by membrane filters (0.025 µm VSWP Membrane Filter, Millipore, Ireland).
QD-ssDNA conjugate probes were mixed with triangular DNA origami under 1:1
molar ratios. Mixtures were slowly cooled down from 47 °C to room temperature
overnight in a water bath to anneal three different QDs on triangular DNA origami.
The prepared samples were deposited onto freshly cleaved mica and left to adsorb on
the surface for 2 minutes before observing them under microscopes.
2.4 Cell culture
Following DNA template tests, we imaged alpha-tubulin structures in HEK293T cells
and several receptors and proteins in neurons.
2.4.1 Alpha-tubulin imaging
The HEK293T cell line, which is a human embryonic kidney cell line, was used as a
model. The cells were provided by Prof Gleb Sukhorukov (School of Engineering and
Materials, QMUL). HEK293T cells were grown in Dulbecco’s modified Eagle medium
and supplemented with 10% FCS, 1% Pen/Strep and 1% L-Glutamine in 50 mL culture
flasks at 37 ◦C in the presence of 5% CO2. Sub-culturing was performed twice a week
with a splitting ratio of 1:10. The density of cells used in imaging experiments was
5x104 cells per mL. The cells were seeded on poly-L-lysine-coated coverslips (0.13 to
0.17 mm thick) in a 12-well plate for overnight before use.
2.4.2 Neuron imaging
In order to use QDOSS on a real biological system, we aimed to observe the distribution
of the receptor clusters of NMDAR and AMPAR, which are receptor proteins in the
postsynaptic region of the nerve cells. Furthermore, we also applied our method
to observe the distribution of the presynaptic scaffolding proteins (Bassoon and
Piccolo) and postsynaptic scaffolding proteins (Homer1 and PSD95) located around
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the synaptic cleft. Neurons were obtained from Prof Dmitri Rusakov, (Institute of
Neurology, University College London). They were prepared from acute hippocampal
transverse slices (350 µm thick) of male rats, and fixed by 4% paraformaldehyde
(Thermo Scientific) on poly-L-lysine-coated coverslips (0.13 to 0.17 mm thick).
2.5 Microscopy
In this thesis, we used Atomic Force Microscope (AFM) to verify one of the results
found in QDOSS (DNA origami) and Laser Scanning Confocal Microscope (LSCM)
for testing the QDOSS approach. Besides, a super-resolution microscope was used for
comparison of QDOSS with currently used super-resolution technique (STORM).
2.5.1 Atomic Force Microscopy
5 µL of QDs modified triangular DNA origami (with a 1X TAE-30 mM Mg2+ buffer)
were deposited onto freshly cleaved mica and left to adsorb to the surface for 2 minutes.
Ultra-Pure water (18Ω, Millipore) was used to wash the mica surface, followed by a
blow dry via compressed air prior to AFM imaging. The modified DNA origami were
imaged by AFM using ScanAsyst Mode (Dimension Icon with ScanAsyst, Bruker).
2.5.2 Laser Scanning Confocal Microscopy
For the QDOSS imaging process, a Leica TCS SP2 Inverted Laser Scanning Confocal
Microscope, equipped with a 488 nm Ar Laser (125 mW) and two PMT detectors, was
used (Figure 2.6).
Images were taken under HCX PL APO 63X/1.40 (Oil) objective. Scanning formats
were selected according to priority of image in terms of quality or data acquisition
time, high (e.g. 4096-pixel) or small (e.g. 256-pixel), and line:frame averages were
taken (e.g. 2:3, i.e. 2-line-average and 3-frame-average were taken for the image of
one channel) or not (e.g. 1:1). The emission range of each channel was adjusted
according to the FWHM of each QD type, and different colours were assigned to
each QD to differentiate one from the other. For comparison of spectrally separated
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Figure 2.6: Leica TCS SP2 laser scanning confocal microscope (LSCM) equipped
with a 488 nm Ar Laser (125 mW) and two PMT detectors.
Table 2.2: Data acquisition time (seconds) depend on scanning rate and line:frame
averaging.
800 Hz (or
Scanning Rate 400 Hz
Bidirectional 400 Hz)
Line:Frame Averaging 1:1 2:1 2:2 1:1 2:1 2:2
4096 10.24 20.48 40.96 5.12 10.24 20.48
2048 5.12 10.24 20.48 2.56 5.12 10.24
1024 2.56 5.12 10.24 1.28 2.56 5.12
512 1.28 2.56 5.12 0.64 1.28 2.56
Pixel Size (px)
256 0.64 1.28 2.56 0.32 0.64 1.28
super-resolution imaging between non-spectral imaging, all QDs were observed in one
channel as well. The parameters were saved for each channel, and then the channels
were added to sequential scan mode in Leica Confocal Software (v2.1), which provides
images to be taken in series. The pixel sizes depended on the image size and scan
format, and were calculated by dividing the size of the scan field by the size of the
scan format. For instance, the scan field is 10.17 µm under 63X objective with a zoom
factor of 23.4, and if scan format of 256x256 is selected, the pixel size will be (10.17
µm/256=0.03972 µm) about 40 nm. As far as the data acquisition time of the image
is concerned, it is calculated by dividing the size of the scan format by the scan rate,
which was set to 400 Hz. If there is no line or frame average taken, the data acquisition
time will be (256-pixel/2x400 Hz=0.32 seconds) 320 milliseconds.
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2.5.3 Super-resolution Microscopy
For comparison of the QDOSS approach, we used Zeiss Super-resolution LSM 710
ELYRA PS.1, which is a combination of laser scanning confocal microscopy and super-
resolution imaging microscopy with TIRF. The samples were excited by HR Diode
488 nm (100 mW) Laser. The images were taken under PL APO 100X/1.46 Oil DIC
M27 objective and the data acquired by Andor iXon 897 EM-CCD camera in a 512x512
pixel format with a pixel size of 16 µm. 10,000 images were taken with an exposure
time of 45 ms, so the all data acquisition time took more than 7.5 minutes for a single
super-resolved image. The raw data of the images were analysed by the software Zen
2010D (Carl Zeiss Microscopy, Jena, Germany).
2.6 Analysis
Raw image data from experiments were analysed by the ImageJ (v1.48) plugin,
Genome Damage and Stability Centre-Single Molecule Localisation Microscopy (GDSC-
SMLM) (v3.1) (Available at: http://www.sussex.ac.uk/gdsc/intranet/microscopy/
imagej/smlm_plugins). A 2D Gaussian fitting based on the Levenberg-Marquardt
method was used in the reconstruction. All the candidate maxima of the interested re-
gion were found in the “Peak Fit” tool (Source code is available at: https://github.com/
aherbert/GDSC-SMLM). The PSF of the microscope was approximated to a 2D Gaus-
sian function using the PSF Calculator tool, and the initial parameters for the 2D
Gaussian were set to the initial standard deviation value in pixels. The gain was calcu-
lated by the mean-variance test of different voltage supplied by the PMT detectors,
and given as Analogue-to-Digital Units (ADUs) per photon in each image (see section
3.1.1). Calibration was set to the pixel size of the image. The images were scaled up to
10 times for producing a reconstructed image, where each localisation was weighted
to an average size of each QD, which is about 10 nm. The maximum localisation
precision of the single-QD positions were set (e.g. 5 or 6 nm) while the localisation
images were being reconstructed. Thus, any localisation, which has a precision above
this value, was discarded by the software. The quantification of the image resolution
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was calculated from the FWHM of the cross-sectional line profile in the microtubule
images. As for the DNA origami and neuron images, the average distances between
the localisations in the reconstructed images were calculated for determining the
image resolution that can be improved. The localisations in the reconstructed images
of DNA origami were recoloured in Adobe Photoshop 7.0 based on the colours in the
raw images. Finally, the drift of the system was calculated using 500 nm beads and
found as negligible for sub-minute data acquisition time (see section 3.1.2).
Chapter 3
RESULTS AND DISCUSSION
3.1 Microscope system characterisation
In this study, we used the GDSC-SMLM ImageJ plugin, which was developed by Alex
Herbert from the University of Sussex, for peak fitting. In order to use the "Peak
Fit" tool of the plugin, it needs to be calibrated in terms of pixel size, gain and PSF
approximation. The pixel size is given by the size of the scanned area divided by
the scanning format, as explained in section 2.5.2. In this section, the gain and PSF
calibration of the laser scanning confocal microscope will be described. In addition,
the mechanical stability of a microscope is essential in single-molecule localisation
techniques. Thus, the drift analysis of the microscope will be given in the following
subsections.
3.1.1 Mean-variance test and gain analysis
The number of pixel values recorded per photon is known as “the gain”, and it is
given in Analogue-to-Digital Units (ADUs)/photon. As we took 8-bit images, each
pixel value ranges from 0 to 255. The gain is required to specify to the software for the
conversion of the pixel values to photons and the volume of the fitted 2D Gaussian to
the localisation signal. The number of photons is computed by dividing signal to the
gain. The photon count is later used by the software using the formula of Mortensen
et al. for localisation precision using the least squares fitting [119]:
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where Varx is the variance of the localisation position in the X dimension, sa is the
standard deviation of the fitting function (Gaussian), a is the pixel size of the image
(in nm), N is the total number of photons measured, b2 is the expected number of
photons per pixel (background noise).
Therefore, we calculated the gain for our microscope, the Leica SP2 Laser Scanning
Microscope, before analysing the images in GDSC-SMLM. For this purpose, we first
imaged a homogeneous layer of 30 nm fluorescent beads at different laser powers, 0,
0.1 mW, 0.2 mW, 0.4 mW, 0.6 mW, 0.8 mW and 1 mW, and at different voltage supply,
600 V, 650 V, 700 V, 750 V, 800 V and 850 V. As a bias image, the sample was also
observed without any power and voltage supply. Each image was combined with
the bias image in a stack, and the mean-variance test was performed by the plugin
(GDSC-SMLM>Calibration). The software computed the mean and the variance of the
difference of each image as seen in Table 3.1.
The data was later used to approximate the camera gain, and the graph of the
variance of pixel values against the mean pixel values seen in Figure 3.1 was plotted
by using a linear best fit line in Excel. The gradient of each line gives the gain of that
particular voltage. These were also calculated and given in Figure 3.2. It is found that,
as the voltage applied to the PMT increases, the gain increases exponentially. The
blue dashed line shows a linear fit to the natural logarithm of the data. The value of
the gain was calculated each time depending on the applied voltage according to the
expression seen in Figure 3.2, and used in finding localisations.
3.1.2 Drift analysis
During the imaging processes, usually, there is a continuous movement of the sample,
known as "drift", which might be caused by vibrations of the platform, slippage
of the focus mechanism, thermal gradients or air flow in the sample. Drifting of
the sample is always a problem, especially for the long term imaging; for instance,
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Mean-1 Mean-2 Mean Variance
0 10.48 10.46 10.47 0.38
0.2 15.49 15.46 15.48 16.38
0.4 28.58 28.59 28.59 58.52
0.6 52.14 52.70 52.42 133.15
0.8 89.99 92.30 91.15 245.61
600 V
1 134.43 135.08 134.76 363.00
0 10.57 10.56 10.57 0.72
0.2 20.81 20.74 20.78 59.27
0.4 47.34 47.33 47.34 206.83
650 V
0.6 95.64 96.70 96.17 457.67
0 10.64 10.62 10.63 1.63
0.2 26.06 26.14 26.10 150.03700 V
0.4 66.76 66.85 66.81 516.16
0 10.77 10.78 10.78 4.02
750 V
0.2 41.31 40.87 41.09 466.64
0 10.78 10.77 10.78 10.08
0.1 10.88 10.93 10.91 12.21800 V
0.2 50.91 50.37 50.64 894.44
0 11.02 10.98 11.00 20.22
850 V
0.1 11.03 11.06 11.05 23.91
Figure 3.1: Graph of mean-variance test results for 600 V, 650 V, 700 V, 750 V,
800 V and 850 V, and best fit lines of each supply voltage.
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Figure 3.2: Graph and table of Gain (ADU/photon) vs Voltage (V) data at 600
V, 650 V, 700 V, 750 V, 800 V and 850 V.
several minutes or more. It can be either corrected or reduced by hardware solutions,
such as a vibration isolation table to improve the stability of the instrument, and an
environmental chamber that is enclosing the sample stage and the objective elements
to keep the temperature stable, or by software solutions via correcting the position of
the image with a reference point. In order to measure sample drift in our microscope
system, the Leica TCS SP2 Inverted Laser Scanning Confocal Microscope, we took
20 images of 0.5 µm fluorescent latex beads, (Sigma, L5530, excitation wavelength:
520 nm, emission wavelength: 540 nm) for 95 seconds with 5 second intervals. The
images were analysed by "Drift Analysis" of GDSC-SMLM (v3.1) in ImageJ (v1.48)
and, Figure 3.3 shows the axial drifts of a 500 nm bead in terms of pixels, both for the
X (blue) and Y (orange) axis. The pixel size of the images was 58 nm. In QDOSS, the
data acquisition time takes from 320 microseconds to 40 seconds, which are relatively
short periods compared to that in conventional single-molecule localisation based
super-resolution microscopy techniques (i.e. the data acquisition time takes from
several minutes to tens of minutes in STORM and PALM). Therefore, it is found that
the drift is negligible (<0.0244 px ≈<1.5 nm) within 1 minute of imaging via QDOSS
and ignored in our further localisation analysis. As for the comparison of QDOSS
with STORM, we took into consideration the drift in the image analysis in section
3.3.2 using a software-based drift correction of Zeiss.
After determining the gain and the drift, we studied DNA imaging as reference
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Figure 3.3: The plot of the calculated drift of the 0.5 µm fluorescent latex beads
in X-axis (blue) and Y-axis (orange) for 95 seconds. The pixel size was 58 nm.
structures for testing the QDOSS, and the results are given in the next section.
3.2 DNA imaging
In this study, as described in section 2.1, we used the size-dependence of the emission
due to quantum effects for the purpose of super-resolution. In order to test the idea,
first, we used 180 bp long ssDNA as a reference with three different off-the-shelf
QDs that are modified by complementary ssDNA to long ssDNA. Then, we targeted
triangular DNA origami by two and three different QDs that are attached within
sub-diffraction distance.
3.2.1 DNA ruler
Since it is easy to modify and target a long ssDNA with small oligonucleotides, we
first used 180 bp long ssDNA as a template. The sequences of the nucleotides are
given in Table 2.1. The longest ssDNA, TP53-CDNA, was used as a template sequence,
and the other short ssDNAs, TP53-11, TP53-12, TP53-13, TP53-14 and TP53-6 were
assembled on it. Before application of TP53-11, TP53-13 and TP53-6, they were mixed
with NPBIOTIN-1 modified QD525, QD705 and QD585, respectively, in separate tubes
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Figure 3.4: Schematic representation of the final structure of DNA ruler and
QDs modified by oligonucleotides with their sequences.
to achieve the final structure of DNA ruler with QDs (Figure 3.4). By design, the
distance between QDs was about 30 nm.
To be sure all ODNs were hybridised with each other, we first showed the con-
struction steps of the DNA ruler after each ssDNA added to long ssDNA using
electrophoresis, as seen in Figure 3.5. The DNA mixtures were loaded in a 2% agarose
gel and run at 80 V for 15 minutes. A 50 bp ladder was used as a marker. The second
well contained only QDs (QD525). That’s why it is seen so brightly under UV light.
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Figure 3.5: Photo of 2% Agarose gel loaded with ODNs for each step during
construction of a DNA ruler.
Table 3.2: The samples loaded in the wells.
Lane Sample
1 50 bp ladder
2 QD525
3 TP53-CDNA
4 TP53-CDNA + TP53-11
5 TP53-CDNA + TP53-11 + TP53-12
6 TP53-CDNA + TP53-11 + TP53-12 + TP53-13
7 TP53-CDNA + TP53-11 + TP53-12 + TP53-13 + TP53-14
8 TP53-CDNA + TP53-11 + TP53-12 + TP53-13 + TP53-14 + TP53-6
While the third well contained only the long DNA (TP53-CDNA), the fourth one was
loaded with TP53-CDNA and TP53-11 mixture. The next one contained TP53-CDNA,
TP53-11 and TP53-12. The others were loaded with the addition of the next ODN
to the previous mixture. The eighth well has the DNA ruler. As seen in Figure 3.5,
all bands are getting heavier each time, which means that all ODNs are hybridised
with the previous mixtures. Additionally, not seeing any unhybridised ODN in the
bands implies that all ODNs became part of the DNA ruler and no cross hybridisation
occurred between ODNs. The QDs weren’t loaded with the DNA ruler because it
is not possible to see a band with QDs due to their high intensity of light emission
under UV excitation.
The constructed QD-DNA ruler structure was observed under the laser scanning
confocal microscope and the conditions of the microscope are given in Table 3.3.
The two spots seen in the bottom left of Figure 3.6a were then observed in different
emission ranges (490-555 nm for QD525, 565-635 nm for QD585 and 640-800 nm for
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Figure 3.6: Super-resolution imaging of QDs attached to a DNA ruler. (a)
General confocal image of QD-DNA ruler system. (b-c) QDOSS analysis of left
(b) and right (c) spots: (i-iii) spectral separated and (iv-vi) localisations of each
spot in different emission ranges, (vii-viii) the spot seen in all emission range
and its localisation, and (ix) the reconstructed image via the overlay of each
localisation seen in iv-vi. Scale bar is 200 nm.
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Table 3.3: Microscopy settings for DNA ruler imaging.
Parameters Settings






















Scan size (µm) 48.77
Scan format (pixel) 512x512
Pixel size (nm) 95
Scan speed (Hz) 400
Scanning direction bidirectional
Line:Frame Averaging 2:2
Time per colour (sec) 2.56
Laser intensity (Wcm−2) 0.102
Bit depth 8
QD705 as seen in Figure 3.6b-i,ii,iii and c-i,ii,iii for left and right spot respectively).
After the centres of these spectrally separated spots were localised using an ImageJ
fitting plugin, GDSC-SMLM (v3.1), the final constructed images were obtained, as
seen in Figure 3.6b-ix and c-ix. The spots observed in all emission ranges (490-800 nm)
are seen in Figure 3.6b-vii and b-vii, and their single localisations are seen in Figure
3.6b-ix and c-ix. Compared to nonspectrally separated images, three QDs can be
localised and seen in the correct order (Figure 3.6b-ix and c-ix), although the distance
between the first and the last QD is not consistent with the length of the DNA ruler.
This may be because the localisation precision defined by the software is <30 nm. In
addition, the DNA ruler is not a rigid structure. So it can easily be bent whilst drying.
Therefore, we tried the same strategy by using DNA origami, which is more rigid
structure compared to a DNA ruler, as described in the following section.
3.2.2 Triangular DNA origami
DNA origami is a well-defined and rigid structure compared to other DNA structures.
We used triangular DNA origami with a side length of 120 nm (Figure 3.7). Three
staple strands in the middle positions of the sides were modified and extended with
unique sequences for programmed assembly of three different streptavidin conjugated
QDs with a maximum emission at 525 nm, 605 nm and 655 nm. Each of these QDs was
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functionalised with a different biotin modified single-stranded DNA, complementary
to the sequences which extended from the sides of the aforementioned triangular
DNA origami. Two or three different types of QDs were then attached to DNA
origami. In this arrangement, the distance between the middle positions of the sides
is approximately 60 nm, by design (Figure 3.7).
Atomic force microscopy (AFM) imaging was employed to verify the attachment
of QDs to the DNA origami (Figure 3.8). As seen in the line analysis of triangular
DNA origami with 3 QDs, while the height of double helix DNA is around 2 nm,
the heights of QDs are between 5.5 nm to 7.5 nm. Therefore, we can conclude that
different sizes of QDs were attached to DNA origami. It was also found that the
distance between the QDs varies between 60 nm to 90 nm, due to the flexibility of the
DNA strands anchoring the QDs to the Origami (Figure 3.8a and b).
These samples were then used to collect images using a conventional confocal
microscope capable of spectroscopic signal separation (Leica TCS SP2). The laser
scanning confocal microscopy settings of triangular DNA origami imaging are given
in Table 3.4. Since we attached 2 or 3 different QDs to DNA origami, different emission
ranges were set for the imaging of each type of QDs. Whereas the emission ranges
were 570-630 nm for QD585, 650-800 nm for QD705 in the 2-QDs-bound system, we
set the emission ranges to 490-560 nm for QD525, 570-620 nm for QD585 and 635-700
nm for QD655 in the 3-QDs-bound system. To image all QDs in the same channel, the
emission ranges were set to 570-800 nm and 490-700 nm, respectively. The gain values
were adjusted to "ADU/photon" while finding localisation, as explained in section
3.1.1. The pixel sizes were set to between 66 nm and 93 nm based on the scanning size
and zoom factor. Depending on the scanning format and speed, the data acquisition
times were taken between 3.84 to 5.12 seconds per each image.
Original frames were processed using an ImageJ fitting plugin, GDSC-SMLM,
to obtain SR images (Figure 3.9a and b). The average distance between the locali-
sations seen in the reconstructed images was found as 75±15 nm (Figure 3.9a and
b). Comparison of the AFM and the reconstructed SR images shows consistency in
the patterns and distances of QDs attached to DNA origami, thus confirming optical
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Figure 3.7: Schematic illustration of the preparation of 2-QDs and 3-QDs-bound
triangle DNA origami systems. The staple strands on each side have extension
sequences complementary to the ssDNA bound to QDs. While QD605 and QD655
were attached on two different sides of the DNA origami in the 2-QDs-bound
system, QD525 were included to attach on the third side in the 3-QDs-bound
system.
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Figure 3.8: (a) AFM image of 3-QDs-bound DNA origami and (b) cross line
profiles of left-bottom DNA origami seen in (a).
Table 3.4: Microscopy settings for triangular DNA origami imaging.
Parameters Settings
# of QDs 2 3 3
QD525 - - 490-560 762 490-560 770
QD605 570-630 684 570-620 800 570-620 816
QD655 - - 635-700 797 635-700 797


















570-800 656 490-700 775 490-700 715
Scan size (µm) 47.61 18.37 67.49
Scan format (pixel) 512x512 256x256 1024x1024
Pixel size (nm) 93 72 66
Scan speed (Hz) 400 400 400
Scanning direction bidirectional bidirectional bidirectional
Line:Frame Averaging 2:3 4:4 2:2
Time per colour (sec) 3.84 5.12 5.12
Laser intensity (Wcm−2) 0.018 0.363 0.099
Bit depth 8 8 8
resolution down to at least 60 nm (with localisation precision of 6 nm), i.e. well below
the diffraction limit.
3.3 Alpha-tubulin imaging
Following DNA origami tests, we imaged alpha-tubulin structures in HEK293T cells.
Since microtubules are continuous biological structures in the cytoplasm and their
outer diameter is about 24 nm, which is below the diffraction limit, they are widely
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Figure 3.9: AFM, confocal microscope, and reconstructed images of (a) 2-QDs
and (b) 3-QDs-bound systems. To give an illustration, two spots were spectrally
separated, and localisation images were reconstructed for each system. Sums
of all images (grey) represent the confocal images of the spots without spectral
separation (the emission wavelength ranges from 570 nm – 800 nm in a and 490
nm – 700 nm in (b). Spectrally separated images and the localisations in the
reconstructed images were recoloured as green for QD525, yellow for QD605 and
red for QD655 and QD705.
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Figure 3.10: Emission spectra of six types of Qdots® and their mixture with a
single 488 nm excitation.
used as a biological structure to stain for illustrating different super-resolution imaging
techniques. We stained the microtubules with six different types of QDs (525 nm,
565 nm, 585 nm, 605 nm, 655 nm and 705 nm), which were mixed before application.
Figure 3.10 shows the emission profiles of the individual and mixture of QDs excited
with a single wavelength at 488 nm.
3.3.1 Immunostaining of alpha-tubulin structure in HEK293T cells
The labelling protocol was developed from the manufacturer’s recommendations
(Invitrogen, Qdot® Streptavidin Conjugates) [116]. Instead of labelling a structure
with only one type of fluorophores, the mixture of six types of QDs were used in
the labelling procedure. Firstly, HEK293T cells (5x104 cell/mL) were seeded on poly-
L-lysine-coated coverslips (0.13 to 0.17 mm thick) in a 12-well plate for overnight
growth. Before staining, cells were washed with a 1X PBS buffer and then fixed with
4% paraformaldehyde (Thermo Scientific) in PBS for 15 minutes and permeabilised
with 0.25% v/v Triton X-100 (Sigma Aldrich) in PBS for 15 minutes. After washing
with 1X PBS, cells were left in an endogenous biotin blocking buffer for 1 hour. Then,
anti-alpha-tubulin monoclonal antibody (Thermo Fisher Scientific) was diluted to 1
µg/ml in the blocking buffer and added to cells for 1 hour. Staining was followed
with the addition of six colour QDs streptavidin conjugates (Invitrogen) with emission
peaks at 525, 565, 585, 605, 655 and 705 nm, and each colour of QDs was diluted to 15
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Figure 3.11: Schematic representation of QDOSS labelling and imaging of micro-
tubules.
nM in the blocking buffer. Finally, cells were washed with ethanol and toluene and
mounted with Cytoseal 60 (Thermo Fisher Scientific) before imaging them under a
microscope. Figure 3.11 shows the labelling and the QDOSS imaging procedure of
microtubules.
In order to compare QDOSS with current super-resolution techniques, we will
first give the results of the STORM imaging, which uses the blinking properties of
QDs. Then, we will show QDOSS microscopy images of the same sample in different
conditions, such as in high image formats, fast imaging, with spectral slicing and 3D
imaging.
3.3.2 STORM imaging
Stochastic Optical Reconstruction Microscopy (STORM) has been used for super-
resolution imaging since 2006 [62]. Although it was originally described using fluo-
rescent dyes, any photoswitchable fluorophore, such as organic dyes or QDs, can be
CHAPTER 3. RESULTS AND DISCUSSION 89
used for the reconstruction of a super-resolved image based on temporal separation
of stochastically activated fluorophores. Unlike dyes, the QDs are separated by their
blinking statistics. They were first shown in use in super-resolution imaging in 2005 by
Keith A. Lidke and his colleagues [120], and there have been several papers published
since then by other groups [121, 122]. In this part of the study, we observed micro-
tubules of HEK293T cells using a 100X 1.46 NA oil objective under the super-resolution
imaging microscopy of Zeiss, LSM 710 ELYRA PS.1 in TIRF mode. The QDs were
excited by HR Diode 488 nm (100 mW) Laser and 10,000 images were taken with
an exposure time of 45 ms (>7.5 minutes in total). The images were captured by the
electron multiplying CCD and saved in 512x512 pixels image format. The images sizes
were 42.65 µm and the laser intensity on the sample was 1.3 kW/cm2.
Figure 3.12a shows the confocal image of microtubules. 10,000 raw confocal images
were analysed with the software Zen 2010D (Carl Zeiss Microscopy, Jena, Germany)
and the reconstructed image is shown in Figure 3.12b. As the normalised line profiles
of orange (for the confocal image) and blue (for the STORM image) were measured, the
FWHM of the lines was found to be 280 nm and 78 nm in the standard confocal image
and the STORM image, respectively. This shows that the resolution was improved
from 280 nm to 78 nm by STORM. One should remember that it was previously
improved down to ≈51 nm via STORM with an image acquisition time of <30 minutes
[83]. Although line profiles of microtubules should have two peaks because of the
lumen of the microtubule (∼12 nm), as were seen in the previous studies using organic
dyes (Figure 1.25), we found only one peak in Figure 3.12c. This might be caused
by the large sizes of QDs (8-12 nm), which prevented us being able to observe the
cross-section of the microtubule in detail. In addition, even though the discontinuities
and the heterogeneities seen in Figure 3.12b show insufficient labelling density, the
improvement in the resolution can still be measured from the line analysis. Hence,
we used the same sample for QDOSS data acquisition in various conditions: high
imaging format, fast imaging, spectral slicing imaging and 3D imaging.
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Figure 3.12: STORM imaging and line profile analysis. (a) Confocal and (b)
STORM images of QDs, and (c) line profiles of microtubules seen in confocal
(orange line) and STORM (blue line) images.
3.3.3 High imaging format
Following acquisition and analysis of STORM images, we carried out QDOSS imaging
in the high imaging format. The images were taken in 4096x4096 pixels and small
pixel size (15 nm) (Table 3.5) to get a highly resolved image, though the pixel size
should be set to about half of the minimum spacing in order to resolve, according to
the Nyquist sampling theorem. Each image was taken by rescanning and averaging
of lines and frames twice to reduce the noise, with a data acquisition time of 40.96
seconds per frame (i.e. each colour channel) (see Table 2.2). The emission ranges were
selected as 500-560 nm, 540-580 nm, 570-605 nm, 590-630 nm, 630-675 nm and 675-755
nm, respectively. For comparison, all QDs were also observed in a single image that
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Table 3.5: Microscopy settings for imaging of microtubules in high imaging
format.
Parameters Settings

























Scan size (µm) 59.52
Scan format (pixel) 4096x4096
Pixel size (nm) 15
Scan speed (Hz) 400
Scanning direction Unidirectional
Line:Frame Averaging 2:2
Time per colour (sec) 40.96
Laser intensity (Wcm−2) 0.084
Bit depth 8
covered the emissions from 500 nm to 809 nm.
Following acquisition of the total emission signal (between 500 nm and 809 nm,
Figure 3.13a) and for each type of QDs in different channels (Figure 3.13d), the region
of interest (white square in Figure 3.13a) for each frame was reconstructed (Figure
3.13c, f) according to a 2D Gaussian fitting based on the Levenberg-Marquardt method.
While Figure 3.13c shows the reconstruction image of Figure 3.13b that includes
all QDs, Figure 3.13e shows each reconstructed image of each QD type shown in
Figure 3.13d, and the reconstructed (using all frames in Figure 3.13e) SR image is
shown in Figure 3.13f. One can see in Figure 3.13c and e that the QDs couldn’t be
localised better than the diffraction limit (250 nm), as expected. However, as seen in
the cross-sectional line profile analysis of Figure 3.14a and b, the resolution has been
improved from 298 nm to around 46 nm (Figure 3.14c) by image reconstruction of six
frames with a localisation precision of <6 nm (Figure 3.13e). What is more, compared
to STORM image of the same sample, it was found that better spatial resolution at
faster acquisition time has been achieved in QDOSS imaging. As scanning in the high
imaging format (i.e. 4096x4096 pixel) and taking the line and frame averaging twice
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Figure 3.14: Line profile analysis of confocal and QDOSS in high imaging format.
(a) Confocal image and (b) QDOSS reconstructed SR image of white square seen
in Figure 3.13, and (c) line profiles of microtubules seen in confocal (orange line)
and QDOSS (blue line) images. Scale bar is 500 nm.
lead to acquisition times in minutes, we decreased the imaging format to 256x256
pixel without rescanning in the next QDOSS imaging.
3.3.4 Fast QDOSS imaging
In this section, we tested the minimum time resolution that can potentially be delivered
by the QDOSS approach. The microscopy conditions are given in Table 3.6. In order
to decrease the data acquisition time, we took 256x256 pixel images of a selected area
without taking line and frame averaging. This enabled us to decrease the acquisition
time down to 320 milliseconds per colour channel using a bidirectional scanning rate
of 400 Hz in a 256x256 pixel scan format (40 nm pixel size with 320ms/256/256 ≈5 µs
per pixel) without line and frame averaging (1:1) (Table 2.2). The region of interest
was sequentially observed in different channels with the same strategy as described in
the previous subsection.
It is clear from the images (Figure 3.15b and d) that the contrast in the image
decreases as the scan time is reduced. Following data acquisition, a selected area
(white rectangle in Figure 3.15a) was analysed, and reconstructed images (Figure 3.15c,
e and f) were obtained from the total emission (Figure 3.15b) and from six spectral
channels (Figure 3.15d).
Line profile analysis of the reconstructed images shows that resolution can be
improved down to around 41 nm (<6 nm localisation precision) when separate spectral
channels are used, while it was remaining within the diffraction limit in confocal
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Table 3.6: Microscopy settings for fast QDOSS imaging of microtubules.
Parameters Settings

























Scan size (µm) 10.17
Scan format (pixel) 256x256
Pixel size (nm) 40
Scan speed (Hz) 400
Scanning direction Bidirectional
Line:Frame Averaging 1:1
Time per colour (sec) 0.32
Laser intensity (Wcm−2) 0.4914
Bit depth 8
Figure 3.16: Line profile analysis of confocal and QDOSS in fast imaging format.
(a) Confocal image and (b) QDOSS reconstructed SR image of white square seen
in Figure 3.15a, and (c) line profiles of microtubules seen in confocal (orange
line) and QDOSS (blue line) images. Scale bar is 500 nm.
image (Figure 3.16). This result confirms that the improved spatial resolution can still
be achieved with QDOSS even if the time resolution of a channel is decreased to 320
milliseconds.
3.3.5 Spectral slicing
After showing fast super-resolution imaging by QDOSS, we tried to observe the same
sample in 30 frames within 10 nm emission ranges from 490 nm to 790 nm. So far, we
have observed the samples in the number channels that is the same as the number
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Figure 3.17: The emission spectrum of quantum dot mixture that consists of
QD525, QD565, QD585, QD605, QD655 and QD705, and 30 emission ranges with
10 nm intervals that were used while observing microtubules (spectral slicing).
of types of QDs. In the previous studies done by Mingying Song, we argued that
the broad emission spectrum of a mixture of QDs consists of the emission spectra of
individual QDs in different sizes, and its spectrally sliced imaging can be used for
finding the localisation of individual QDs [114, 115]. In other words, the emission
profiles of QDs depends on the particle sizes because of the quantum confinement
effects, and due to the fact that not all particles are identical in size in the mixture and
so they emit at slightly different wavelength, the emission spectrum of the mixture
of the QDs indicates the mixture of emission profiles of each different sized QDs.
Therefore, we decided to increase the number of channels by spectral slicing to capture
more QDs with distinctive emission wavelengths. 10 nm slicing interval was selected
as it is close to the natural broadening of a single CdSe QD at room temperature [114,
123]. The emission profile of the mixture of the QDs in 30 emission slices is seen in
Figure 3.17 and the microscopy settings can be found in Table 3.7.
The problem may come into account here that the same type of QDs can be
observed in different channels so that we might localise it as separate labels. And
if this had happened, we would have found the resolution improved compared to
the previous microtubule results (i.e. less than 41 nm). In Figure 3.18a, we can see
the general view of HEK293T cells within the emission range of 490 nm and 790 nm
at the top left of the image, and 21 frames of each 10 nm interval from 500 nm to
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Table 3.7: Microscopy settings for spectrally sliced imaging of microtubules.
Parameters Settings
# of QDs 6
Emission Range (nm) 490-790
# of frames 30
Interval (nm) 10
Gain (V) 814
Scan size (µm) 47.61
Scan format (pixel) 512x512
Pixel size (nm) 93
Scan speed (Hz) 400
Scanning direction Bidirectional
Line:Frame Averaging 4:2
Time per colour (sec) 3.84
Laser intensity (Wcm−2) 0.175
Bit depth 8
710 nm on the right. We didn’t include the other frames after 710 nm because of the
lower intensities of emissions. However, we took them into account whilst finding the
localisations. The reason why the intensities are seen less in around 490-550 nm and
690-790 nm than in between 550 nm and 690 nm is that the relative intensities of QD
conjugates are different under the same type of excitation. QD525 and QD705 have
relatively lower light intensities than others when all of them are excited by 488 nm
Ar laser. In addition, the 10 nm emission range also results in reduction of signal to
noise ratio.
The region of interest seen in the white rectangle in the general view of the cells
(Figure 3.18a) was analysed with GDSC-SMLM, and the spectrally non-separated
image is seen in Figure 3.18c, while overlay of the localisations of the 30 spectrally
sliced images is seen in Figure 3.18d. Whereas the resolution was found to be around
250 nm in the single image, which consists of all emission wavelengths, it can be
improved down to 40 nm, where the precision of localisation is less than 5 nm, as seen
in the line profile analysis of the reconstructed image of the microtubule structures
(Figure 3.19).
This result indicates that the resolution is not related to the number of frames that
are analysed by the software. Even if the same type of QDs were observed in different
channels, the software finds the same localisations for them so that we couldn’t achieve
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Figure 3.19: Line profile analysis of confocal and QDOSS in lambda scan imaging.
(a) Confocal image and (b) QDOSS reconstructed SR image of white square seen
in Figure 3.18a, and (c) line profiles of microtubules seen in confocal (orange
line) and QDOSS (blue line) images. Scale bar is 1 µm.
a higher resolution in spectrally sliced imaging than in observing them in 6 channels
(i.e. the same number of types of QDs used for labelling). On the contrary, it can also
be concluded that the resolution couldn’t be improved less than 40 nm when 6 types
of QDs are used. This might be caused by random labelling of QDs mixture, which
sets the stage for the possibility of QDs with a similar peak emission wavelength being
closer than the diffraction limit, that would result in a compromised resolution.
Table 3.8 provides a summary comparison of the acquisition time, spatial resolution
and localisation precision achieved in QDOSS and STORM for microtubules together
them with the number of frames captured. It can be deduced from the Table 3.8
that significantly better resolutions and localisation precision has been achieved in all
QDOSS conditions. Furthermore, the total data acquisition time could be decreased
down to 1.92 seconds in QDOSS, whereas it was 7.5 minutes in STORM. Potentially,
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further reduction in acquisition time is possible in QDOSS since we used a single PMT
detector, which sequentially scanned different emission ranges. It is obvious that if
the six channels can be observed at once, the time resolution of QDOSS will be the
minimum acquisition time per channel (i.e. 320 milliseconds).
In order to check how well QDOSS works for 3D reconstruction and to utilise 3D
capabilities of the confocal microscope, we carried out 3D tests of the same sample
and the results will be given in the next subsection.
3.3.6 3D imaging
Before using QDOSS in multicolour imaging, we applied it for 3D imaging of mi-
crotubules. For this purpose, we took images of microtubules in 49 sections along
z-direction, and captured the frames in the emission wavelengths between 490 nm
and 800 nm for imaging of "all" types of QDs (Figure 3.20a), 490-540 nm for QD525,
540-575 nm for QD565, 575-595 nm for QD585, 595-625 nm for QD605, 625-675 nm for
QD655 and finally, 675-800 nm for QD705 (Figure 3.20b). While the distance between
two sections (step size) was 115 nm, the pixel size was set to 91 nm. The images
were scanned in a 256x256 pixel scanning format with line:frame averages of 2:4. The
whole scanned volume was 23.31x23.31x5.52 µm (x,y,z) and 343 frames (49 sections, 7
channels) were taken in total for the 3D construction (Table 3.9).
49 images that contain all of the wavelengths of the QDs in 49 z-steps are seen
in Figure 3.21a. Since we scanned the sample from bottom to top, different parts of
the cell were seen to be illuminated, depending on the z-position. Later, the images
were combined in a stack and the 3D image seen in Figure 3.21b was constructed
using the ImageJ 3D Viewer. As the white rectangle region is zoomed in on, it is
clearly seen that the microtubule elongation started from bottom left to top right
in the front-side image, where the image scale is 1 µm (Figure 3.21c). As far as the
localisations of the QDs in the spectrally separated images are concerned, they were
found in each of the 294 frames (49 sections, 6 channels) by using GDSC-SMLM,
and the 3D image of the localisations were reconstructed in the 3D Viewer. The side
view of the localisations is seen in Figure 3.21d. Although the elongation of the
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Figure 3.21: 3D analysis of microtubules. (a) Confocal images of 49 frames that
contain six types of QDs ("all") in emission ranges of 490 and 800 nm). (b)
Conventional 3D view of microtubules processed by ImageJ (Image scale: 5 µm).
(c) Zoomed-in image of white rectangle region seen in (b) with an image scale of
1 µm. (d) Side image of localisations.
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Table 3.9: Microscopy settings for 3D imaging of microtubules.
Parameters Settings

























Scan size (µm) 23.31x23.31x5.52
Scan format (pixel) 256x256
Pixel size (nm) 91
# of z-sections 49
Step size (nm) 115
Scan speed (Hz) 400
Scanning direction Unidirectional
Line:Frame Averaging 2:4
Time per colour per section (sec) 5.12
Laser intensity (Wcm−2) 0.214
Bit depth 8
microtubule is seen to be consistent with the conventional confocal image, there are
plenty of inaccurate localisations found along the z-direction. The artefacts produced
axially are prominently seen in yellow circles in Figure 3.21d. It is noteworthy that the
identification of artefacts, here, can come from a priori knowledge about the structure
of microtubules, which is already known and understood.
A common reason for this is the poor estimation of the PSF of the system by
the software, more prominently axially than laterally, due to the fact that Abbe’s
limit on spatial resolution goes by an extra factor of 1/NA axially. The elongated
geometry of the PSF, and the difference between axial and lateral resolution in optical
microscopy, simply stem from the non-symmetrical wavefront that emerges from the
objective. Therefore, the software finds localisations from neighbouring out-of-focus
planes, whereas it is required to sift signals that have come from the same source and
detected in different sections. An example to solve this problem is shown in Figure
3.22. Suppose that there are two pixels, a and b, in adjacent planes in z axis, z1 and z2
respectively, and located in the centre of the PSF. If the software calculates and checks
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Figure 3.22: Graphical depiction of a PSF centred two pixels "a" and "b", and a
hypothetical algorithm for axial artefact removal in the 3D analysis of QDOSS.
the expected magnitude of the PSF at z1 and z2, it is able to consider it as either an
artefact or a real localisation. In other words, let’s say the theoretical difference in the
gradient of the PSF in pixel "a" and "b" is:
< ∆ >= ||∇ f (−→r )|a − |∇ f (−→r )|b|
2 (3.2)
and the measured one is ∆measured, if ∆measured is significantly different from < ∆ >
at "b", the algorithm can accept it as a new localisation. Otherwise, it should discard
this result as an artefact. Since, for now, we are not able to modify the algorithm that
GDSC-SMLM uses, we continued to use QDOSS in 2D multicolour imaging, which
will be discussed in the next section.
3.4 Neuron imaging
After testing QDOSS on a reference structure, triangular DNA origami, and a well-
known continuous structure in the cell, microtubule, we decided to use QDOSS in
multicolour imaging of two structures that are localised around the synaptic cleft.
Synaptic connection is one of the essential cellular communications in the brain, and
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involves in the memory formation and the cognitive processes [125, 126]. Therefore,
understanding of not only the physical structure but also the dynamic molecular mech-
anism around the synaptic environment is crucial in neuroscience [127–129]. However,
whereas the synaptic active zone is within 300±150 nm, the width of the synaptic
cleft is around 20 nm and the size of a synaptic vesicle varies around 35-50 nm, which
falls below the diffraction limit of conventional optical microscopy [93, 96]. For this
purpose, we targeted either two receptors, N-methyl-D-aspartate receptor (NMDAR)
and α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPAR) in a
postsynaptic region, or two structural proteins Bassoon and Homer1 or Piccolo and
PSD95 in presynaptic and postsynaptic regions, respectively. Although super-resolved
images of several synaptic proteins and receptors have been constructed via using
STORM and PALM in previous studies [95, 96], we aimed to observe the same struc-
tures with QDOSS as it has a potential to achieve faster SR imaging at low intensities
compared to STORM. Additionally, here, we used QDOSS in multicolour imaging
of synaptic structures differently from the previous DNA and microtubule imaging
experiments.
Usually in multicolour imaging studies, while one of the structures of interest
is coloured red, the other one is coloured green. So that, if the two structures
are colocalised, it is seen as yellow in the overlay of the two images where they are
colocalised. Therefore, in this part of the study, besides observing the QDs individually
and all of them in one channel, we observed the group of QDs for each structure in
a separate channel. Then after finding localisations, we used them for comparison
of QDOSS and conventional confocal imaging. Figure 3.23 shows the schematic
illustrations of the positions of these proteins and receptors in neurons around the
synaptic cleft.
3.4.1 Immunostaining of proteins in neurons
Similar to alpha-tubulin staining, the same procedure was used to label postsynaptic
and presynaptic proteins in nerve cells. The cells were seeded and cultured on
coverslips, and were fixed with 4% paraformaldehyde (Thermo Scientific) in PBS for
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Figure 3.23: A schematic diagram of the organisation of the scaffold proteins,
membrane receptors, signalling proteins and cell-adhesion molecules in the presy-
naptic and postsynaptic region. Figure sourced from [130].
15 minutes and permeabilised with 0.25% v/v Triton X-100 (Sigma Aldrich) in PBS for
15 minutes before staining. After washing with 1X PBS, cells were left for 30 minutes
in 1-2 drops of each of the endogenous biotin blocking buffers (streptavidin and biotin
blocking reagent) and for 1 hour in the blocking buffer (6% BSA/10% normal serum
in PBS).
The fixed and permeabilised samples were incubated overnight with two types of
primary antibodies: a monoclonal mouse anti-NMDAR2A antibody (Abcam, ab174636,
1:200) and a polyclonal rabbit anti-Glutamate Receptor 1 (Abcam, ab31232, 1:200),
a monoclonal mouse Bassoon antibody (Novus Biologicals, SAP7F407, 1:200) and a
polyclonal rabbit antibody against Homer 1 (Synaptic Systems, 160 003, 1:200); or
a monoclonal mouse PSD-95 antibody (Novus Biologicals, 6G6-1C9, 1:200) and a
polyclonal rabbit antibody, against Piccolo (Synaptic Systems, 142 003, 1:200); then
in the blocking buffer at 4 ◦C. After primary antibody labelling, each type of QDs
streptavidin conjugates (Invitrogen) with emission peaks at 525, 565, 585, 605, 655
and 705 nm was diluted to 20 nM in a secondary blocking buffer (6% BSA in PBS).
Then, either a biotin-XX goat anti–mouse IgG secondary antibody (Invitrogen, B-2763,
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Figure 3.24: Schematic representation of QDOSS labelling of NMDAR and
AMPAR in neurons for multicolour imaging.
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Table 3.10: Microscopy settings for the multicolour imaging of NMDAR2A and
GLUR1.
Parameters Settings
# of QDs 6
QD525 500-540 (NM) 671
QD565 540-575 (NM) 679
QD585 575-595 (NM) 608
QD605 605-640 (AM) 702
QD655 625-675 (AM) 725
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1:500) was added to three of them (QD525, QD655 and QD705) or a biotin-XX goat
anti–rabbit IgG secondary antibody (Invitrogen, B-2770, 1:500) was added the others
(QD565, QD585 and QD605), and the secondary antibody and QD mixture were
shaken for 1 hour at room temperature. Staining was followed by adding six colours
of QDs streptavidin conjugates with secondary antibodies for 1 hour. Finally, cells
were washed with ethanol and toluene and mounted with Cytoseal 60 (Thermo Fisher
Scientific).
3.4.2 Multicolour imaging of NMDAR2A and GLUR1
NMDAR and AMPAR are important receptors for a neuron, and both have crucial
functions in ion transportation through the membrane of a nerve cell. In this work,
we labelled NMDAR2A, one of the subunits of NMDAR, with QD525, QD565 and
QD585, and GLUR1, one of the subunits of AMPAR, with QD625, QD655 and QD705.
The microscope conditions of the multicolour imaging of NMDAR2A and GLUR1 can
be found in Table 3.10.
In Figure 3.25, it is seen that the white square region, where the two receptors are
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localised around the cell membrane, is analysed. As the detector of the microscope
took the original images in greyscale (8-bit), we recoloured the images later. Since
the software of the microscope has only 6 colours to be used, we used “blue” for the
illustration of QD525, “cyan” for QD565, “green” for QD585, “yellow” for QD625,
“red” for QD655 and “purple” for QD705. The image that covers all the QDs was
left as “grey”. For multicolour imaging of NMDAR and AMPAR, we recoloured the
image of NMDAR (emission range: 500-595 nm) as “red” and AMPAR (emission
range: 605-800 nm) as “green”. The localisations were found from the images of three
channels for each receptor with a resolution around down to 60 nm, and they are seen
as “SR-NMDAR only” and “SR-AMPAR only” in Figure 3.25. The overlays of the two
images are seen as “Merge” for the non-spectrally separated image and as “SR-Merge”
for the super-resolved QDOSS image. If the bottom part of the membrane, where the
two structures are seen as colocalised (i.e. yellow) in the “Merge” image, is zoomed in
on, NMDAR and AMPAR can clearly be seen separately, even though they are close
to each other down to 20 nm.
3.4.3 Multicolour imaging of Bassoon and Homer1
After the multicolour imaging of two postsynaptic receptors, we targeted two scaf-
folding proteins, one in the presynaptic region, Bassoon, and one in the postsynaptic
region, Homer1. In the previous studies, they are shown to be clustered within a
distance between 90 nm and 170 nm [95]. While Bassoon (Bs) was labelled with
four types of QDs: QD565, QD585, QD605 and QD625, Homer1 was labelled with
3 types of QDs: QD525, QD655 and QD705. Each type of QDs was also observed
in spectrally separated channels within emission ranges between 500 nm and 540
nm for QD525 (Hm), 540 nm and 575 nm for QD565 (Bs), 575 nm and 595 nm for
QD585 (Bs), 595 nm and 615 nm for QD605 (Bs), 615 nm and 640 nm for QD625 (Bs),
640 nm and 675 nm for QD655 (Hm), and 675 nm and 750 nm for QD705 (Hm). For
imaging of all of the QDs, an emission range between 500 nm and 850 nm was set. In
order to compare multicolour imaging of QDOSS super-resolved localisations with
conventional confocal imaging, we observed Bassoon and Homer1 only in emission
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Table 3.11: Microscopy settings for the multicolour imaging of Bassoon and
Homer1.
Parameters Settings
# of QDs 7
QD525 500-540 (Hm) 725
QD565 540-575 (Bs) 659
QD585 575-595 (Bs) 696
QD605 595-615 (Bs) 720
QD625 615-640 (Bs) 776
QD655 640-675 (Hm) 746
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ranges of 540-640 nm and 640-850 nm, respectively (Table 3.11).
Figure 3.26 shows fluorescence images of a general view of neurons and zoomed-
in images that contain either all of the wavelengths of the QDs or their spectrally
separated images, and their QDOSS localisations. For the region of interest, the white
square region seen in Figure 3.26a was chosen, and zoomed in on for further imaging
due to the fact that Bassoon and Homer1 are localised around synapses, and one of
them is seen in the white square region of interest.
Although these two proteins are localised in either the pre- or postsynaptic region,
the overlay image of "Bassoon only" and "Homer1 only" is seen as yellowish in Figure
3.26, which means that they are colocalised. Contrary to conventional methods, we
also found 2D Gaussian fitting peaks of spectrally separated images and reconstructed
the overlap images as seen in "SR-Bassoon only" and "SR-Homer1 only" in Figure 3.26.
The resolutions are improved down to 47 nm with a precision of <9 nm in "SR-Bassoon
only" and >56 nm with a precision of <9 nm in "SR-Homer1 only". Higher resolution
is achieved in "SR-Bassoon only" than in "SR-Homer1 only" because Bassoon was
labelled with four types of QDs and Homer1 was labelled with three different types of
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Figure 3.27: Line profile analysis of synaptic cleft proteins, Bassoon and Homer1.
(a) QDOSS multicolour super-resolved image of white square seen in Figure 3.26a,
and (b) line profiles of Homer1 (red) and Bassoon (green) localisations seen in
the yellow area in (a). Scale bar is 250 nm.
QDs. It is obvious that the higher number of different QDs results in higher QDOSS
resolution. What is more, the overlay of these two super-resolved images is seen in
"SR-Merge" in Figure 3.26. Compared to the fluorescence overlay image, "Merge",
Bassoon and Homer1 are seen to be localised on opposite sides of synapse.
As mentioned above, the distance between the two proteins’ clusters varies from
90 nm to 170 nm [95]. However, the maximum distance between two localisation
lines is measured as 70 nm in "SR-Merge", whereas the synaptic cleft with around 20
nm is clearly seen (Figure 3.27). The reason why the distance of two proteins is not
found relevant to the literature might be that they were not observed from their "side"
views, i.e. the synapse was oriented out of the imaging focal plane. Therefore, the
criss-crossing pattern of the green and red peaks might be found. Further multicolour
imaging was done to observe Piccolo and PSD95, and the results will be given in the
following section.
3.4.4 Multicolour imaging of Piccolo and PSD95
In addition to Bassoon and Homer1 proteins, we also determined the positions of Pic-
colo, a presynaptic scaffolding protein, and PSD95 that is located on the postsynaptic
side. According to the study of Dani and colleagues, the distance between Piccolo
and PSD95 is from about 50 nm to 160 nm [95]. In this part of the study, each protein
was labelled with 3 QDs at different emission wavelengths. On the one hand, Piccolo
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Table 3.12: Microscopy settings for the multicolour imaging of Piccolo and PSD95.
Parameters Settings
# of QDs 6
QD525 500-540 (Pic) 650
QD565 540-575 (PSD) 621
QD585 575-595 (PSD) 637
QD605 595-625 (PSD) 642
QD655 625-675 (Pic) 639
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(Pic) was tagged by QD525, QD655 and QD705 and captured in the emission ranges
of 500-540 nm, 625-675 nm and 675-800 nm, respectively. On the other hand, PSD95
(PSD) was tagged by QD565, QD585 and QD605, and spectrally separated images
were captured from 540 to 575 nm for the imaging of QD565, from 575 to 595 nm for
the imaging of QD585 and 595-625 nm for the imaging of QD605 (see Table 3.12 for
other microscopy settings).
Figure 3.28 shows the confocal images of a general view of nerve cells and zoomed-
in images of the white square region in different emission ranges. "ALL" image
contains wavelengths from 500 nm up to 800 nm. We also obtained images of "Piccolo
only" (red) and "PSD95 only" (green), and combined them using the overlay tool of
ImageJ into a single image, "Merge".
As seen in the composite image of the Piccolo and PSD95, "Merge", in Figure 3.28,
one may assume that they are colocalised due to the overlap between the red and
green channels without any analysis. Thus, further analysis of finding 2D Gaussian
fitting peaks was done on the spectrally separated images. The spatial resolution
is achieved down to 88 nm and 62 nm in with a maximum localisation precision
of 8 nm in "SR-Piccolo only" and "SR-PSD95 only", respectively (Figure 3.29). The









































































































































































































































































































































































































CHAPTER 3. RESULTS AND DISCUSSION 117
Figure 3.29: Line profile analysis of synaptic cleft proteins, PSD95 and Piccolo.
(a) QDOSS multicolour super-resolved image of white square seen in Figure 3.28a,
and (b) line profiles of Piccolo (red) and PSD95 (green) localisations seen in the
yellow area in (a). Scale bar is 250 nm.
improvement in the resolution couldn’t be obtained below 62 nm because of using a
lower number of QDs for labelling, which increases the probability of localisation of
QDs with similar emission wavelengths within the diffraction limit. However, in the
overlay image of them, "SR-Merge", the two proteins could be separated at about 60
nm that is in the range of 50 nm and 160 nm as defined by Dani et al. [95]. Although
this is somewhat suggestive of a correctly super-resolved image of Piccolo and PSD95,
they are not seen in two well-separated regions.
3.4.5 Carbon quantum dots as bioimaging probes
As we carried out QDOSS experiments and developed it using off-the-shelf QDs
streptavidin conjugate from Invitrogen so far, we decided to use home-made QDs
to achieve super-resolved images. While germanium QDs were being used for spec-
troscopic super-resolution microscopy imaging in the previous studies of our group,
due to their low quantum yield (<1%) and unknown surface chemistry, we attempted
to use carbon QDs (CQDs), which were synthesised and characterised by one of our
group members, Nikolaos Papaioannou.
For the source of carbon in the QDs, either glucose or chitosan was used as a
precursor. 4% w/v aqueous solution of each precursor was prepared and placed in
a Teflon lined, stainless steel autoclave. It was treated hydrothermally at 200 ◦C for
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12 hours. The CQDs were obtained from the liquid phase at the end of the reaction.
Then, they were dried and resuspended in dH2O as a final concentration of 50 mg/mL.
Optical and chemical characterisations of the synthesised CQDs were done by Nikolaos.
Figure 3.30a shows high-resolution transmission electron microscopy (TEM) image
of chitosan CQD. Since electron beam induces sample crystalisation, TEM images
were recorded at lower accelerating voltage of 80 kV for two minutes. Based on the
TEM images, the size distribution of the CQDs are 5.2±0.8 nm in the glucose-derived
CQDs and 7.9±1.6 nm in the chitosan CQDs. According to electron diffraction pattern
and infrared spectroscopy data, the synthesised CQDs consist of crystalline graphitic
structures with carboxyl groups on their surface, including amorphous-like carbon
particles. Figure 3.30c shows a proposed structure of synthesised CQDs.
As for the photoluminescence measurements, the maximum peaks of excitation
and emission wavelengths of the CQDs were found as 340 nm and 440 nm with
a QY of 1.5% in the precursor of glucose and 360 nm and 440 nm with a QY of
10.5% in the precursor of chitosan. Because the carboxyl groups were found on the
surface of the CQDs, we functionalised the surface of the CQDs with streptavidin
as described in the study of Quevedo and his colleagues [131]. 32 µL of EDC, 1-
Ethyl-3-(3-dimethylaminopropyl)carbodiimide, (150 mM) and 16 µL of sulfo-NHS,
N-hydroxysulfosuccinimide, (300 mM) were added to 800 µL of the colloidal suspen-
sion, followed by stirring at room temperature for 1 hour. Subsequently, 80 µL of
streptavidin solution (dissolved in potassium phosphate buffer, 0.2 M, pH 6.5) was
added to the mixture and shaken for overnight at room temperature.
Since streptavidin conjugated CQDs can be targeted to biotinylated anti-alpha-
tubulin antibody (Ab), we applied them to HEK293T cells as described in section
3.3.1. In order to control whether any signal is coming from the cells or Ab (i.e.
autofluorescence), an "only cell" and a "cell with only Ab" samples were prepared as a
negative sample and a positive control sample, respectively. For comparison and to
understand whether streptavidin modification has been worked or not, (i) non-specific
staining of the synthesised-CQDs only and (ii) the mixture of them with alpha-tubulin
Ab were applied with (iii) specific staining of streptavidin conjugated CQDs with Ab.
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Figure 3.30: High-resolution TEM image (a,d) and electron diffraction pattern
(b,e) of crystalline (a,b) and amorphous (d,e) chitosan CQD. Schematic repre-
sentation of proposed structures of crystalline graphitic structure (c) and soot
model (f) of CQDs. Figures in (c) and (f) are sourced from [132, 133].
Table 3.13 shows the microscopy settings of confocal imaging and Figure 3.31
shows the confocal images of the staining. As seen in Figure 3.31, the brightness of the
images is higher in the images of CQDs synthesised from the precursor of chitosan
than in the glucose ones, which verifies the results of QYs of the QDs. Furthermore,
since there is no specific staining in non-functionalised CQDs only and CQDs with
Ab, the QDs are seen to be dispersed in the cytoplasm of the cells in Figure 3.31a, b, d
and e. However, accumulation of “glucose CQD with Ab” or “chitosan QD only” in
the cytoplasm shows that either Abs or CQDs non-specifically bound to cytoplasmic
structures with their functional groups, e.g. –COOH or –OH. In the control samples
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Figure 3.31: Fluorescence images of carbon QDs, which were synthesised from
precursors of either (a-c) glucose or (d-f) chitosan. The cells were tagged by (a
and d) only CQDs, (b and e) CQDs with biotinylated antibody, and (c and f)
streptavidin conjugated CQDs with biotinylated antibody. Scale bar is 10 µm.
("only cell" and "cells with only Ab") (not shown in Figure), no signal was captured,
so it is determined that the signals seen in Figure 3.31 would stem from CQDs.
Despite the fact that the biotinylated Abs were targeted to alpha-tubulin subunits
of the microtubules and the streptavidin conjugated CQDs have a high affinity to the
biotinylated structures, the microtubules are not clearly seen to be stained in Figure
3.31c and f. This might be caused by that the functional groups of the QDs were cov-
ered during functionalisation process or the CQDs were not sufficiently functionalised
with streptavidin. Thus, a more systematic study is required of CQD systems (e.g.
including "dynamic light scattering" at each step of the surface modification to verify
changes in particle size). Additionally, the concentrations should be optimised before
using them in cellular studies. What is more, the biocompatibility of the CQDs before
and after surface modification needs to be tested for live-cell imaging.
Finally, it should also be discussed in here that the spatial resolution of the QDOSS
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approach is limited by the size of the QDs (see Appendix C). Therefore, surface
modifications of the QDs with linker molecules and streptavidin-like proteins lead to
increase in size, which inversely affect the resolution. Besides, together with attaching
to the structure of interest through an antibody causes to high localisation precision,






In this thesis, we have demonstrated that sub-diffraction (down to 40 nm) imaging can
be achieved by our QDOSS method, using a mixture of off-the-shelf QDs with several
distinctive well-separated peak emission wavelengths. For the purpose of localising
different types of QDs located within the diffraction limit, we used the Leica TCS SP2
Laser Scanning Confocal Microscope with a spectroscopic capability for imaging the
samples, and GDSC-SMLM, a plugin of ImageJ, for the 2D Gaussian fitting process. In
the first place, we carried out fundamental characterisations, such as sample drifting
and gain analysis of the microscope, for further studies and analysis. According to the
images of 500 nm fluorescent beads for 95 seconds, the sample drift was less than 1.5
nm within a minute, and it was concluded that it was negligible, as we observed the
samples in a few seconds. Additionally, we calculated the camera gain (ADU/photon)
at the various voltages supplied, based on the variance and mean of the pixel values
in the sets of calibration images. It was necessary to compute the number of photons
in the localisation using the signal divided by the gain.
After calibration of the system, we tested our method against standard structures:
180 bp of DNA ruler (61.2 nm in length) and triangular DNA origami with a side
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length of 120 nm. Although the assembly of each DNA strand of the DNA ruler was
verified by gel electrophoresis, the QDs weren’t localised in the range of the length of
the ruler due to its flexible structure. Hence, it was decided that DNA origami would
be used. Two or three different types of QDs that were modified by different ssDNA
were attached to middle positions of the sides of the triangular DNA origami using the
programmed assembly of DNA. It was shown that the QDs could be localised within
60 nm to 90 nm by the GDSC-SMLM software, and this was also verified by AFM
images. It was concluded that GDSC-SMLM was suitable for finding 2D localisations
of QDs.
Following DNA testing, we compared QDOSS with one of the current SR tech-
niques, STORM, which localises the fluorophores on a temporal basis instead of
spectral separation as QDOSS does. For this purpose, we labelled alpha-tubulin
subunits of microtubules in HEK293T cells with 6 types of QDs. First, we used the
blinking properties of QDs and took 10,000 STORM images of microtubules for 7.5
minutes. It was found that the resolution could be improved from 280 nm to 78 nm.
Then, we observed the same sample under a standard confocal microscope. Contrary
to STORM, the spectral property of the QDs was used in QDOSS, and instead of
10,000 images, we took only 6 images because the structure was tagged with QDs at
six different emission wavelengths. Both in high and low imaging formats, resolution
lower than 50 nm was achieved by QDOSS, while the data acquisition time was down
to 320 milliseconds per channel. Here, one of the advantages of QDOSS is shown to be
that spatial resolution can be improved below the diffraction limit, even in subsecond
time resolution. In addition, despite the fact that other super-resolution techniques,
such as STED, can achieve a super-resolved image in milliseconds, they have to use
high light intensity (more than 600 Wcm−2) on the sample. However, the laser power
requirements on samples were significantly reduced (varied between 0.084 and 0.491
Wcm−2) with our QDOSS approach.
We used spectral slicing to observe the HEK293T cells in 30 frames with 10 nm
emission wavelengths from 490 nm to 790 nm in order to check whether observing
the same QD in different channels (or overlapped emission wavelengths) affects the
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spatial resolution or not. Since we labelled the microtubules with 6 types of QDs and
observed them in 30 frames, the same QDs should have been localised in more than
one channel. If they are localised in the same position, the resolution is not improved
compared to six frames. Otherwise, we should find a more super-resolved image.
Based on the results discussed in section 3.3.5, the resolution remained almost the
same with the previous imaging results. Therefore, we can conclude that, even if the
emission ranges of different QDs are overlapped, or the same QDs are observed in
more than one spectral frame, they are not localised separately, i.e. the resolution is
not improved. As described in section 3.4.3 and 3.4.4, the spatial resolution of QDOSS
is directly related to the number of types of QDs used. While the resolution can be
achieved down to 40 nm with 6 different colours of QDs, it can be down to about 60
nm and 80 nm if you use 3 and 4 different types of QDs, respectively.
We carried out 3D QDOSS imaging and found that the software could find local-
isation artefacts coming from consecutive sections. We proposed an algorithm for
this problem that the software should compute the gradient of the PSF and check
whether the difference of the signal matches to the calculated one or not. If so, it
should discard the localisation; otherwise, it should accept it.
Resistance of QDs to bleaching makes possible to label and track the cells for a
long period of time. This, together with the fast acquisition times demonstrated in this
work, provide a clear potential for long term live cell super-resolution imaging. This
is because both STED-like and STORM/PALM-like super-resolution techniques have
fundamental drawbacks in achieving super-resolution imaging with faster acquisition
times at lower intensities at the same time.
Another important usage of QDOSS approach is in multicolour imaging, espe-
cially for colocalisation studies. The problem of other super-resolution methods for
multicolour imaging is that several fluorophores in the same sample require being
excited by multiple lasers at different wavelengths. This takes extra time to finalise
the super-resolved image. On the other hand, owing to the fact that QDs are used
in the QDOSS and multiple QDs can be excited by a laser at the same wavelength,
super-resolution images can be obtained using a single laser. Even though the locali-
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sations of the proteins were not in the range of expected values, they were localised
separately at least 20 nm, which is the width of synaptic cleft, apart from each other.
As far as other advantages of QDOSS over current SR techniques are concerned,
sub-diffraction images can be obtained using a standard confocal fluorescence mi-
croscope (e.g. Leica TCS SP series, Zeiss LSM series with QUASAR detector) that is
capable of spectral signal separation. Contrary to other SR microscopies, which need
special equipment and microscopy set-up such as multiphoton lasers with a pulse,
QDOSS can, in principle, be adapted to any confocal or even fluorescence microscope
including those equipped with EM-CCDs by using a suitable spectral filtering adapter
(e.g. Andor multi-wavelength adapter or similar). In such a case, there is an additional
advantage of using 2D detector leading to sub-millisecond acquisition time.
Currently, the major drawback of the QDOSS approach is the low number of
detection channels (i.e. colours) and a requirement for neighbouring QDs to be of
different peak emission wavelength. The former can be addressed by using a larger
selection QDs with distinctive (and narrow, 10 nm) emission wavelengths by further
improvement in size separation of QDs at the synthesis stage. This, however, is
ultimately limited by the intrinsic QDs emission peak broadening and overlap. The
latter, so far, has not been controlled in our experiments, as we used a random of
mixture of QDs, allowing for the possibility (inversely proportional to the number
of distinctive peak wavelength used) of QDs with similar peak emission wavelength
being closer than the diffraction limit, that would result in a compromised resolution.
Thus, we see future directions in developing of QD-based probes of smaller size
(e.g. CQD-based), narrow emission peak width (e.g. via better sample purification
following synthesis and/or development of new synthesis methods) and further
development and investigation of targeting protocols (e.g. via development of direct
binding protocols for CQDs).
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4.2 Future work
As far as the future work is concerned, there are several works to be pursued. Firstly,
the labelling protocols can be developed to enable more cellular structures being
labelled. Furthermore, by improving the localisation software and using biocompatible
QDs, QDOSS studies can be developed to observe 3D live-cell for a long term. For the
3D reference structures, a nanoscale 3D DNA box can be used [134].
As the preliminary results of using CQDs in QDOSS imaging has been given in this
thesis, it should be broadened by additional characterisation experiments. In addition
to studying the surface of carbon nanoparticles and developing related labelling
protocols, the sufficiency of streptavidin modification of the surface of CQDs, and
their stability and cytotoxicity, especially in different cellular environments, should
be investigated. One should remember that the quantum yield of the QDs can be
influenced by the pH of the environment and the chemical properties of the conjugated
groups on the surface. Thus, a comprehensive work is required in the spectroscopic
super-resolution imaging with CQDs. This can also be extended to a comparative
study of bioimaging via using different QDs, such as gold and silicon QDs.
To conclude, with regards to the improvements of spatial and temporal resolution
achieved by Quantum Dot-based Optical Spectral Separation (QDOSS) microscopy
in this thesis, there are further applications of QDOSS to be performed in cellular
imaging. QDOSS microscopy may be compatible with live cell imaging as it takes place
at low intensities of light. Besides, since QDs are used in QDOSS as fluorophores,
it also sets to stage for super-resolution imaging of live cells for a long term. In
addition to this, thanks to its fast acquisition time, it makes possible to capture highly
dynamic nature of live cell activities. What is more, by the additional algorithms to
GDSC-SMLM, super-resolved QDOSS imaging in three dimensions would be possible.
Certainly, not only in QDOSS, the future developments in super-resolution optical
microscopy will rely on new optical methods, more efficient algorithms and more
suitable fluorescent probes, as previously happened, for understanding biological
activities and problems at the nanoscale, and this knowledge and the curiosity will




Figure A.1: Triangular DNA origami.
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Figure A.2: Quantum Dots modifications on triangular DNA origami.
Table A.1: List of unmodified staple strands.
Oligo Name Sequence (5’-3’)
t11s18h A A T A C T G C G G A A T C G T A G G G G G T A A T A G T A A A A T G T T T A G A C T
t11s28h T C T T T G A T T A G T A A T A G T C T G T C C A T C A C G C A A A T T A A C C G T T
t11s8h C A G A A G G A A A C C G A G G T T T T T A A G A A A A G T A A G C A G A T A G C C G
t1s12i T C A T A T G T G T A A T C G T A A A A C T A G T C A T T T T C
t1s14i G T G A G A A A A T G T G T A G G T A A A G A T A C A A C T T T
t1s16i G G C A T C A A A T T T G G G G C G C G A G C T A G T T A A A G
t1s18i T T C G A G C T A A G A C T T C A A A T A T C G G G A A C G A G
t1s22i T C G G G A G A T A T A C A G T A A C A G T A C A A A T A A T T
t1s24i C C T G A T T A A A G G A G C G G A A T T A T C T C G G C C T C
t1s26i G C A A A T C A C C T C A A T C A A T A T C T G C A G G T C G A
t1s28i C G A C C A G T A C A T T G G C A G A T T C A C C T G A T T G C
t1s2i C G G G G T T T C C T C A A G A G A A G G A T T T T G A A T T A
t1s4i A G C G T C A T G T C T C T G A A T T T A C C G A C T A C C T T
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t1s6i T T C A T A A T C C C C T T A T T A G C G T T T T T C T T A C C
t1s8i A T G G T T T A T G T C A C A A T C A A T A G A T A T T A A A C
t2s11g A G A A A A G C C C C A A A A A G A G T C T G G A G C A A A C A A T C A C C A T
t2s13g A C A G T C A A A G A G A A T C G A T G A A C G A C C C C G G T T G A T A A T C
t2s15f A T A G T A G T A T G C A A T G C C T G A G T A G G C C G G A G
t2s17f A A C C A G A C G T T T A G C T A T A T T T T C T T C T A C T A
t2s1g G A T A A G T G C C G T C G A G C T G A A A C A T G A A A G T A T A C A G G A G
t2s21g C C T G A T T G C T T T G A A T T G C G T A G A T T T T C A G G C A T C A A T A
t2s23g T G G C A A T T T T T A A C G T C A G A T G A A A A C A A T A A C G G A T T C G
t2s25f A A G G A A T T A C A A A G A A A C C A C C A G T C A G A T G A
t2s27f G G A C A T T C A C C T C A A A T A T C A A A C A C A G T T G A
t2s3g T T T G A T G A T T A A G A G G C T G A G A C T T G C T C A G T A C C A G G C G
t2s5f C C G G A A C C C A G A A T G G A A A G C G C A A C A T G G C T
t2s7f A A A G A C A A C A T T T T C G G T C A T A G C C A A A A T C A
t3s10g G T C A G A G G G T A A T T G A T G G C A A C A T A T A A A A G C G A T T G A G
t3s14e C A A T A T G A C C C T C A T A T A T T T T A A A G C A T T A A
t3s16e C A T C C A A T A A A T G G T C A A T A A C C T C G G A A G C A
t3s18g A A C T C C A A G A T T G C A T C A A A A A G A T A A T G C A G A T A C A T A A
t3s20g C G C C A A A A G G A A T T A C A G T C A G A A G C A A A G C G C A G G T C A G
t3s24e T A A T C C T G A T T A T C A T T T T G C G G A G A G G A A G G
t3s26e T T A T C T A A A G C A T C A C C T T G C T G A T G G C C A A C
t3s28g A G A G A T A G T T T G A C G C T C A A T C G T A C G T G C T T T C C T C G T T
t3s30g A G A A T C A G A G C G G G A G A T G G A A A T A C C T A C A T A A C C C T T C
t3s4e T G T A C T G G A A A T C C T C A T T A A A G C A G A G C C A C
t3s6e C A C C G G A A A G C G C G T T T T C A T C G G A A G G G C G A
t3s8g C A T T C A A C A A A C G C A A A G A C A C C A G A A C A C C C T G A A C A A A
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t4s11g G C A A A T A T T T A A A T T G A G A T C T A C A A A G G C T A C T G A T A A A
t4s13g C G T T C T A G T C A G G T C A T T G C C T G A C A G G A A G A T T G T A T A A
t4s15f C A G G C A A G A T A A A A A T T T T T A G A A T A T T C A A C
t4s17f G A T T A G A G A T T A G A T A C A T T T C G C A A A T C A T A
t4s1g T A G C C C G G A A T A G G T G A A T G C C C C C T G C C T A T G G T C A G T G
t4s21g G C G C A G A G G C G A A T T A A T T A T T T G C A C G T A A A T T C T G A A T
t4s23g G A T T A T A C A C A G A A A T A A A G A A A T A C C A A G T T A C A A A A T C
t4s25f T A G G A G C A T A A A A G T T T G A G T A A C A T T G T T T G
t4s27f T G A C C T G A C A A A T G A A A A A T C T A A A A T A T C T T
t4s3g T T T A A C G G T T C G G A A C C T A T T A T T A G G G T T G A T A T A A G T A
t4s5f C T C A G A G C A T A T T C A C A A A C A A A T T A A T A A G T
t4s7f G G A G G G A A T T T A G C G T C A G A C T G T C C G C C T C C
t5s10g G A T A A C C C A C A A G A A T G T T A G C A A A C G T A G A A A A T T A T T C
t5s14e T T A A T G C C T T A T T T C A A C G C A A G G G C A A A G A A
t5s16e T T A G C A A A T A G A T T T A G T T T G A C C A G T A C C T T
t5s18g T A A T T G C T T T A C C C T G A C T A T T A T G A G G C A T A G T A A G A G C
t5s20g A A C A C T A T C A T A A C C C A T C A A A A A T C A G G T C T C C T T T T G A
t5s24e A A T G G A A G C G A A C G T T A T T A A T T T C T A A C A A C
t5s26e T A A T A G A T C G C T G A G A G C C A G C A G A A G C G T A A
t5s28g G A A T A C G T A A C A G G A A A A A C G C T C C T A A A C A G G A G G C C G A
t5s30g T T A A A G G G A T T T T A G A T A C C G C C A G C C A T T G C G G C A C A G A
t5s4e C C T T G A G T C A G A C G A T T G G C C T T G C G C C A C C C
t5s6e T C A G A A C C C A G A A T C A A G T T T G C C G G T A A A T A
t5s8g T T G A C G G A A A T A C A T A C A T A A A G G G C G C T A A T A T C A G A G A
t6s15g A T A A A G C C T T T G C G G G A G A A G C C T G G A G A G G G T A G
t6s17f T A A G A G G T C A A T T C T G C G A A C G A G A T T A A G C A
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t6s25g T C A A T A G A T A T T A A A T C C T T T G C C G G T T A G A A C C T
t6s27f C A A T A T T T G C C T G C A A C A G T G C C A T A G A G C C G
t6s5g C A G A G C C A G G A G G T T G A G G C A G G T A A C A G T G C C C G
t6s7f A T T A A A G G C C G T A A T C A G T A G C G A G C C A C C C T
t7s10g A T A A G A G C A A G A A A C A T G G C A T G A T T A A G A C T C C G A C T T G
t7s14e A T G A C C C T G T A A T A C T T C A G A G C A
t7s16e T A A A G C T A T A T A A C A G T T G A T T C C C A T T T T T G
t7s18g C G G A T G G C A C G A G A A T G A C C A T A A T C G T T T A C C A G A C G A C
t7s20g G A T A A A A A C C A A A A T A T T A A A C A G T T C A G A A A T T A G A G C T
t7s24e A C A A T T C G A C A A C T C G T A A T A C A T
t7s26e T T G A G G A T G G T C A G T A T T A A C A C C T T G A A T G G
t7s28g C T A T T A G T A T A T C C A G A A C A A T A T C A G G A A C G G T A C G C C A
t7s30g G A A T C C T G A G A A G T G T A T C G G C C T T G C T G G T A C T T T A A T G
t7s4e G C C G C C A G C A T T G A C A C C A C C C T C
t7s6e A G A G C C G C A C C A T C G A T A G C A G C A T G A A T T A T
t7s8g C A C C G T C A C C T T A T T A C G C A G T A T T G A G T T A A G C C C A A T A
t8s17g T A A T T G C T T G G A A G T T T C A T T C C A A A T C G G T T G T A
t8s27g C G C G A A C T A A A A C A G A G G T G A G G C T T A G A A G T A T T
t8s7g A G C C A T T T A A A C G T C A C C A A T G A A C A C C A G A A C C A
t9s10h T A T C T T A C C G A A G C C C A A A C G C A A T A A T A A C G A A A A T C A C C A G
t9s16e A C T A A A G T A C G G T G T C G A A T A T A A
t9s18g T G C T G T A G A T C C C C C T C A A A T G C T G C G A G A G G C T T T T G C A
t9s20h A A A G A A G T T T T G C C A G C A T A A A T A T T C A T T G A C T C A A C A T G T T
t9s26e A C C A C C A G C A G A A G A T G A T A G C C C
t9s28g T A A A A C A T T A G A A G A A C T C A A A C T T T T T A T A A T C A G T G A G
t9s30h G C C A C C G A G T A A A A G A A C A T C A C T T G C C T G A G C G C C A T T A A A A
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t9s6e C C A T T A G C A A G G C C G G G G G A A T T A
t9s8g G A G C C A G C G A A T A C C C A A A A G A A C A T G A A A T A G C A A T A G C
t10s17h A C C A A C C T A A A A A A T C A A C G T A A C A A A T A A A T T G G G C T T G A G A
t10s27h A A C T C A C A T T A T T G A G T G T T G T T C C A G A A A C C G T C T A T C A G G G
t10s7h A C G A C A A T A A A T C C C G A C T T G C G G G A G A T C C T G A A T C T T A C C A
t12s19h C C T G A C G A G A A A C A C C A G A A C G A G T A G G C T G C T C A T T C A G T G A
t12s29h A C G T G G A C T C C A A C G T C A A A G G G C G A A T T T G G A A C A A G A G T C C
t12s9h T G C T A T T T T G C A C C C A G C T A C A A T T T T G T T T T G A A G C C T T A A A
t1s10e A G A G A A T A A C A T A A A A A C A G G G A A G C G C A T T A
t1s12i A G G G A T A G C T C A G A G C C A C C A C C C C A T G T C A A
t1s14e A T T T T C T G T C A G C G G A G T G A G A A T A C C G A T A T
t1s14i C A A C A G T T T A T G G G A T T T T G C T A A T C A A A A G G
t1s16e A T T C G G T C T G C G G G A T C G T C A C C C G A A A T C C G
t1s16i G C C G C T T T G C T G A G G C T T G C A G G G G A A A A G G T
t1s18g C G A C C T G C G G T C A A T C A T A A G G G A A C G G A A C A A C A T T A T T
t1s18i G C G C A G A C T C C A T G T T A C T T A G C C C G T T T T A A
t1s20e A C A G G T A G A A A G A T T C A T C A G T T G A G A T T T A G
t1s22i C G C G T C T G A T A G G A A C G C C A T C A A C T T T T A C A
t1s24e C A G T T T G A C G C A C T C C A G C C A G C T A A A C G A C G
t1s24i A G G A A G A T G G G G A C G A C G A C A G T A A T C A T A T T
t1s26e G C C A G T G C G A T C C C C G G G T A C C G A G T T T T T C T
t1s26i C T C T A G A G C A A G C T T G C A T G C C T G G T C A G T T G
t1s28g T T T C A C C A G C C T G G C C C T G A G A G A A A G C C G G C G A A C G T G G
t1s28i C C T T C A C C G T G A G A C G G G C A A C A G C A G T C A C A
t1s2i C C T T T T T T C A T T T A A C A A T T T C A T A G G A T T A G
t1s30e C G A G A A A G G A A G G G A A G C G T A C T A T G G T T G C T
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t1s4e T T A T C A A A C C G G C T T A G G T T G G G T A A G C C T G T
t1s4i T T T A A C C T A T C A T A G G T C T G A G A G T T C C A G T A
t1s6e T T A G T A T C G C C A A C G C T C A A C A G T C G G C T G T C
t1s6i A G T A T A A A A T A T G C G T T A T A C A A A G C C A T C T T
t1s8g T T T C C T T A G C A C T C A T C G A G A A C A A T A G C A G C C T T T A C A G
t1s8i C A A G T A C C T C A T T C C A A G A A C G G G A A A T T C A T
t2s11g C C T C A G A A C C G C C A C C C A A G C C C A A T A G G A A C G T A A A T G A
t2s13g A G A C G T T A C C A T G T A C C G T A A C A C C C C T C A G A A C C G C C A C
t2s15f C A C G C A T A A G A A A G G A A C A A C T A A G T C T T T C C
t2s17f A T T G T G T C T C A G C A G C G A A A G A C A C C A T C G C C
t2s1g A A A A C A A A A T T A A T T A A A T G G A A A C A G T A C A T T A G T G A A T
t2s21g G C T C A T T T T T T A A C C A G C C T T C C T G T A G C C A G G C A T C T G C
t2s23g G T A A C C G T C T T T C A T C A A C A T T A A A A T T T T T G T T A A A T C A
t2s25f A C G T T G T A T T C C G G C A C C G C T T C T G G C G C A T C
t2s27f C C A G G G T G G C T C G A A T T C G T A A T C C A G T C A C G
t2s3g A G A G T C A A A A A T C A A T A T A T G T G A T G A A A C A A A C A T C A A G
t2s5f A C T A G A A A T A T A T A A C T A T A T G T A C G C T G A G A
t2s7f T C A A T A A T A G G G C T T A A T T G A G A A T C A T A A T T
t3s10g A A C G T C A A A A A T G A A A A G C A A G C C G T T T T T A T G A A A C C A A
t3s14e G T T T T G T C A G G A A T T G C G A A T A A T C C G A C A A T
t3s16e G A C A A C A A G C A T C G G A A C G A G G G T G A G A T T T G
t3s18g T A T C A T C G T T G A A A G A G G A C A G A T G G A A G A A A A A T C T A C G
t3s20g T T A A T A A A A C G A A C T A A C C G A A C T G A C C A A C T C C T G A T A A
t3s24e T G T A G A T G G G T G C C G G A A A C C A G G A A C G C C A G
t3s26e G G T T T T C C A T G G T C A T A G C T G T T T G A G A G G C G
t3s28g G T T T G C G T C A C G C T G G T T T G C C C C A A G G G A G C C C C C G A T T
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t3s30g T A G A G C T T G A C G G G G A G T T G C A G C A A G C G G T C A T T G G G C G
t3s4e G A T T A A G A A A T G C T G A T G C A A A T C A G A A T A A A
t3s6e C A C C G G A A T C G C C A T A T T T A A C A A A A T T T A C G
t3s8g A G C A T G T A T T T C A T C G T A G G A A T C A A A C G A T T T T T T G T T T
t4s11g A G G T T T A G T A C C G C C A T G A G T T T C G T C A C C A G G A T C T A A A
t4s13g A G C G T A A C T A C A A A C T A C A A C G C C T A T C A C C G T A C T C A G G
t4s15f T A G T T G C G A A T T T T T T C A C G T T G A T C A T A G T T
t4s17f G T A C A A C G A G C A A C G G C T A C A G A G G A T A C C G A
t4s1g G A G C A A A A G A A G A T G A G T G A A T A A C C T T G C T T A T A G C T T A
t4s21g G T T A A A A T T C G C A T T A A T G T G A G C G A G T A A C A C A C G T T G G
t4s23g G G A T A G G T A C C C G T C G G A T T C T C C T A A A C G T T A A T A T T T T
t4s25f A G T T G G G T C A A A G C G C C A T T C G C C C C G T A A T G
t4s27f C G C G C G G G C C T G T G T G A A A T T G T T G G C G A T T A
t4s3g A C A T A G C G C T G T A A A T C G T C G C T A T T C A T T T C A A T T A C C T
t4s5f G T T A A A T A C A A T C G C A A G A C A A A G C C T T G A A A
t4s7f C C C A T C C T C G C C A A C A T G T A A T T T A A T A A G G C
t5s10g T C C C A A T C C A A A T A A G A T T A C C G C G C C C A A T A A A T A A T A T
t5s16e A A C A G C T T G C T T T G A G G A C T A A A G C G A T T A T A
t5s18g C C A A G C G C A G G C G C A T A G G C T G G C A G A A C T G G C T C A T T A T
t5s20g A C C A G T C A G G A C G T T G G A A C G G T G T A C A G A C C G A A A C A A A
t5s26e T G C T G C A A A T C C G C T C A C A A T T C C C A G C T G C A
t5s28g T T A A T G A A G T T T G A T G G T G G T T C C G A G G T G C C G T A A A G C A
t5s30g C T A A A T C G G A A C C C T A A G C A G G C G A A A A T C C T T C G G C C A A
t5s6e G T G T G A T A A G G C A G A G G C A T T T T C A G T C C T G A
t5s8g A C A A G A A A G C A A G C A A A T C A G A T A A C A G C C A T A T T A T T T A
t6s13f A C A G A C A G C C C A A A T C T C C A A A A A A A A A T T T C T T A
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t6s15c C G A G G T G A G G C T C C A A A A G G A G C C
t6s17f A C C C C C A G A C T T T T T C A T G A G G A A C T T G C T T T
t6s23f C G G C G G A T T G A A T T C A G G C T G C G C A A C G G G G G A T G
t6s25c T G G C G A A A T G T T G G G A A G G G C G A T
t6s27f T G T C G T G C A C A C A A C A T A C G A G C C A C G C C A G C
t6s3f T C C C T T A G A A T A A C G C G A G A A A A C T T T T A C C G A C C
t6s5c G T T T G A A A T T C A A A T A T A T T T T A G
t6s7f A A T A G A T A G A G C C A G T A A T A A G A G A T T T A A T G
t7s10g G C C A G T T A C A A A A T A A T A G A A G G C T T A T C C G G T T A T C A A C
t7s18g A A A A C A C T T A A T C T T G A C A A G A A C T T A A T C A T T G T G A A T T
t7s20g A C C T T A T G C G A T T T T A T G A C C T T C A T C A A G A G C A T C T T T G
t7s28g T T C C A G T C C T T A T A A A T C A A A A G A G A A C C A T C A C C C A A A T
t7s30g C A A G T T T T T T G G G G T C G A A A T C G G C A A A A T C C G G G A A A C C
t7s8g G C G C C T G T T A T T C T A A G A A C G C G A T T C C A G A G C C T A A T T T
t8s15f C G G T T T A T C A G G T T T C C A T T A A A C G G G A A T A C A C T
t8s17c G G C A A A A G T A A A A T A C G T A A T G C C
t8s25f T C T T C G C T A T T G G A A G C A T A A A G T G T A T G C C C G C T
t8s27c G C G C T C A C A A G C C T G G G G T G C C T A
t8s5f T T C T G A C C T A A A A T A T A A A G T A C C G A C T G C A G A A C
t8s7c T C A G C T A A A A A A G G T A A A G T A A T T
t9s10g A C G C T A A C G A G C G T C T G G C G T T T T A G C G A A C C C A A C A T G T
t9s20g T G G T T T A A T T T C A A C T C G G A T A T T C A T T A C C C A C G A A A G A
t9s30g C G A T G G C C C A C T A C G T A T A G C C C G A G A T A G G G A T T G C G T T
tsrem1 G C G C T T A A T G C G C C G C T A C A G G G C
t5s2et6s23c3T T T A A T T A A T T T T T T A C C A T A T C A A A
t7s4et8s25c2T T T A A T T T C A T C T T A G A C T T T A C A A
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t9s6et10s27c1T C T G T C C A G A C G T A T A C C G A A C G A
t11s8et12s29c0T T C A A G A T T A G T G T A G C A A T A C T
t5s12et6s3c3T T G T A G C A T T C C T T T T A T A A A C A G T T
t7s14et8s5c2T T T T A A T T G T A T T T C C A C C A G A G C C
t9s16et10s7c1T A C T A C G A A G G C T T A G C A C C A T T A
t11s18et12s9c0T A T A A G G C T T G C A A C A A A G T T A C
t5s22et6s13c-T G T G G G A A C A A A T T T C T A T T T T T G A G
t7s24et8s15c2T C G G T G C G G G C C T T C C A A A A A C A T T
t9s26et10s17c1T A T G A G T G A G C T T T T A A A T A T G C A
t11s28et12s19c0T A C T A T T A A A G A G G A T A G C G T C C
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Table A.2: List of modified staple strands.
Oligo Name Sequence (5’-3’)
Sticky End t1s10g
A G A G A A T A A C A T A A A A A C A G G G A A G C G C
A T T A T G T G G T G G T G
Sticky End t1s20g
A C A G G T A G A A A G A T T C A T C A G T T G A G A T T
T A G G C A T G G G C G G
Sticky End t1s30g
C G A G A A A G G A A G G G A A G C G T A C T A T G G T
T G C T A G C T T T G A G G
Complementary
Biotin 1
Biotin - A A A A A C A C C A C C A C A
Complementary
Biotin 2
Biotin - A A A A A C C G C C C A T G C
Complementary
Biotin 3
Biotin - A A A A A C C T C A A A G C T
Appendix B
Localisation parameters
The information of the localisation parameters can be found in the user manual of
Genome Damage and Stability Centre (GDSC) Single Molecule Light Microscopy
(SMLM) plugins [135]. The calibrations of "Initial StdDev0", "Initial StdDev1" and
"Initial Angle" of the point spread function were automatically calculated using the
"PSF Calculator" of GDSC-SMLM, and the localisations were found by using "Peak
Fit". As a spot filter, "mean" was used, and the images were filtered once before
finding the local maxima to simplify the process. The parameters of "smoothing",
"search width", "border" and "fitting width" are the factors that are applied to the
"Initial StdDev0" and "Initial StdDev1", Gaussian function widths. The final integer
values are used by the software. Since the smoothing of the image alters the original
signal, no "Smoothing" was applied, and it was set to 0. The sizes of the regions for
finding the local maxima and fitting each peak were controlled by "Search width" and
"Fitting width", and they were set to 0.5-1 and 2-3, respectively. Whereas increasing
the "search width" from 1 reduces the number of true maxima by eliminating the
fitting candidates, the "fitting width" was set up to 3, in order to cover up to 99.7%
of the Gaussian function and to fit it in the entire spot region. The "Border", which
defines the number of pixels bordering a localisation to be ignored, was set to its
minimum value, 0.5. As a statistical method in "fit solver", the least-squares estimation
is used for the estimations to minimise the sum of the squared errors whilst fitting
the PSF on a candidate maximum. In the estimation process, the software computes
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Figure B.1: An illustration of a parameter interface for "Peak Fit" in GDSC-
SMLM plugin. Depending on the microscopy conditions, the options and the
inputs vary in the parameters.
the gradient of the function through the Levenberg–Marquardt algorithm, and default
parameters of the algorithm were used. The type of the 2D Gaussian function was set
to "fixed", which fits the function to a fixed position in X and Y dimensions. As for
the "fail limit", it specifies the number of failures that stop processing the image, and
it was set to 10 to simplify the calculation. The localisation precision threshold of the
fittings can be determined in the "precision" (in nm), i.e. the software discards any
peak with a localisation precision above this value. As far as the "image output" is
concerned, the "weighted" localisations in the constructed image were plotted using
"localisations (width=av.precision)", which specifies the width of the spots as the same
size of "image precision" (in nm). Finally, the image scale was set to 10 for producing
the final reconstructed image. Figure B.1 presents an example of a "Peak Fit" window
of GDSC-SMLM plugin.
Appendix C
Spatial resolution in QDOSS and
the probability function
In the random labelling of QDs in QDOSS, there is a probability of the localisations of
the same type of QDs, which have not distinctive emission profiles, in a sub-diffraction-
sized region. In the QDOSS approach, the spatial resolution of the reconstructed
image is inversely proportional to the number of QDs with different emission spectra.
It can be easily inferred that the number of distinctive QDs should be higher than
the number of QDs in the diffraction-limit area (i.e. ≈200 nm) for the perfect spatial
localisations. In Figure C.1, one-dimensional (planar) and two-dimensional (planar)
orientations of close-packed QDs are seen. It can be clearly illustrated by the fact
that, in the linear arrangement of spherical particles, assume that they are 20 nm in
diameter and randomly close-packed, there would be 12 spheres per 240 nm length,
and there should be at least 12 different colours in order not to see the same colours
along 240 nm. If we approach the problem from another side, consider that you have
spheres with 6 different colours and don’t want to arrange the same colours in the
240 nm periods linearly, the average distance of the intervals between their positions






APPENDIX C. SPATIAL RESOLUTION IN QDOSS AND THE PROBABILITY
FUNCTION 142
Figure C.1: Schematic view of positions of closest-packed QDs in (a) one dimen-
sion or (b) two dimensions.
where d is the size of the diffraction limit and m is the number of distinctive QDs.
Since the spatial resolution in QDOSS is limited by the size of the QDs, the maximum
m can be the maximum number of the positions of the QDs (k) that can be packed on






Here, the total number of QDs in the given area depends on the dimensions that the
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QDs are arranged in and the density of packing of the QDs. Thus, the maximum







where η is the density function, RQD is the size of QD and D is the number of
dimensions that QDs are packed in. The density function of the densest packing of




≈ 0.9069 in planar packing




' 0.74048 in face-centred
cubic arrangements in three dimensions (3D) that was proved by Carl Friedrich Gauss
in 1831 [136].
As for the probability of positioning of QDs, let’s assume that there is an equal
chance of being of all types of QDs at the same position (i.e. equal amount and
excessive numbers of QDs for each type), the probability of one type of the QDs being
at the position would be 1/m, and the probability of not being there would be m−1m .
Consider that there are k positions, where QDs can be localised, in the given region,
the probability of finding the same type of QDs anywhere in the region of interest can







where k− 1 is the total number of neighbours of QDs in the given area.
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