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MONOTON-KONVEXE FUNKTIONEN - EINE BEMERKUNG ZUM SATZ VON BROWDER-MINTY
W. Oettli*)
Der Satz von Browder-Minty über die Lösbarkeit monotoner Operatorgleichungen gilt
zu Recht als eindrucksvolles Beispiel für die Verbindung des Schönen mit dem Nützlichen
in der Mathematik [7]. In der Literatur wird dieser Satz in der Regel mit Argumenten
vom Fixpunkttyp bewiesen (Fixpunktsatz von Brouwer, ~l-Theorem). Hier soll ein Beweis
gegeben werden, der als einziges strukturelles Hilfsmittel den Trennsatz für konvexe
Mengen im Rn benutzt - genauer: eine fast offensichtliche Folgerung aus diesem Trenn-
satz, nämlich das sogenannte Lenuna von Fan-Glicksberg-lloffman [5]. Eine derartige Vor-
gehensweise kann einmal den Vorzug einer gewissen Ökonomie der eingesetzten Hilfsmittel
geltend machen. Sie zeigt aber auch, daß das Existenzproblem für monotone yariationsun-
gleichungen sich adäquat behandeln läßt durch Untersuchung einer geeignet gewählten
Funktion l.P:BxB ...•R. Diese Funktion ist konvex im zweiten Argument und erfüllt ferner
l.P(u,v) + l.P(v,u) :50 'v'u, v E B sowie l.P(u,u) = 0 'v'u E B. Wir nennen derartige Funk tionen
monoton-konvex. Sie scheinen uns für das vorliegende Problem besser geeignet zu sein als
die konkav-konvexen Funktionen, die in [4] zum gleichen Zweck herangezogen wurden.
Das bereits erwähnte Lenuna von Fan-Glicksberg-Hoffman besagt:
FGH-Lenuna. Sei r eine beliebige konvexe Menge, seien f. : r ...•R (i= I,•.. ,n) konvexe______ 1
Funktionen mit der Eigenschaft, daß max. f. (x) ~ 0 'v'x Er. Dann gibt es reelle Zahlen
1 1
\.1. ~ 0 (i= I,... ,n) mit L \.I.= 1, so daß L. \.I.f (x) ~ 0 'v'x E r.
1 1 1 1 1 1
Der Beweis ergibt sich unmittelbar aus dem Trennsatz im Rn: Nach Voraussetzung ist 0 ERn
kein innerer Punkt der konvexen Menge D:= { z ElRn I z. ~ f. (x) (i=I, ... ,n), xE r } . Daher
1 1
exis tiert im Rn ein lineares Funktional <\.I,'> mi t \.I* 0, so daß <\.I,z> ~ 0 'v'z E D. Wegen
D+Rn+cD folgt \.I~O. Man normiert auf L \.1.=1 und wählt als zED die Punkte
1 1
z = (f (x), ... ,f (x)) mit xE r. Dies liefert die Aussage des Lenunas. 0
I n
De~ Satz von Browder-Minty findet sich in der Literatur in verschiedenen Va~ianten.
Wir legen uns hier auf die folgende mengenwertige Fassung fest:
Satz 1 (Browder-Minty). Sei E ein reflexiver reeller Banach-Raurn. Sei E*, sein topo-
logischer Dualraum, mit der schwachen* Topologie versehen. Sei BcE nichtleer, abge-
schlossen und konvex. Sei 4>: B:::E* eine mengenwertige Abbildung mit 4>(u)*~ 'v'uEB,
die den folgenden Bedingungen genügt:
(i) 4> ist monoton, d.h. <u*-v*,u-v>~O 'v'u,vEB, 'v'u*E4>(u), 'v'v*E4>(v);
(ii) 4> ist hemistetig, d.h. die Abbildung sE [O,l]:::<l>(u+s(v-u)) ist oberhalbstetig
in s=O 'v'u,vEB, und 4>(u) ist konvex und kompakt 'v'uEB;
(iii) 4> ist koerzitiv, d.h. 3vEB, v*E4>(V), so daß <u*-v*,u-v">~y(1I u-vll).11 u-vll
'v'u E B, 'v'u* E 4>(u), wobei y (s) ...•co für s ...•00.
Dann gibt es u EB und u*E4>(u), so daß <u*,u-u >~O 'v'uEB.
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Umden Satz zu beweisen, arbeitet man mit einer Funktion~: BxB~R; dabei spielen
folgende Bedingungen eine Rolle:
(BI) ~ ist konvex und unterhalbstetig Lm2. Argument, und es gilt ~(u,u) = 0 'v'u EB.
(B2) ~ ist monoton, d.h. ~(u,v) + ~(v,u) SO 'v'u,vEB.
(B3) ~ ist radialstetig, d.h. die Abbildung s E [O,IJI-+~(u+s(v-u),v) ist oberhalbstetig
in s '" 0 'v'u ,v E B.
(B4) ~ ist koerzitiv, d.h. 3CcB kompakt und konvex, mit coreBC*~, so daß zu jedem
u EC coreBC ein v E coreBC exis tiert mit ~(u, v) SO (hierbei is t v E coreBC: ••
'v'wEB 3" >0, so daß v+,,(w-v) EC 'v'"E [0,,, D.o 0
(BS) Für beliebiges u EB gilt ~(u ,u) ~ 0 'v'u E B dann und nur dann, wenn ein Elemento 0
u*E$(u) existiert, so daß <u*,u-u >~O 'v'uEB.
00' 0 0
Hilfssatz I. Seien die Voraussetzungen von Satz I erfüllt. Sei E mit der schwachen
Topologie versehen. Sei ~ : BxB~]R definiert durch
~(u,v):= sup <u*,v-u>.
u*E$(u)
Dann erfüllt ~ die Bedingungen (BI) bis (BS).
( 1 )
Beweis.
(BI): Für festes uEB ist c.p(u,v) als Supremum einer Familie von in v konvexen und unter-
halbstetigen Funktionen selbst konvex und unterhalbstetig in v. Offensichtlich gilt
auch c.p(u,u) = 0 'v'u EB.
(B2):Wegen Eigenschaft (i) Ln Satz I gilt O~<u*,v-U>+<v*,u-v> 'v'u,vEB, 'v'u*E$Cu),
'v'v* E $Cv) , also auch bei Supremumsbildung O~~(u,v) + <;?(v,u) 'v'u,vEB. Insbesondere
ist ~ reellwertig.
(B3):Es gilt.~(u+s(v-u),v)= (1-s). sup <z,v-u>, wobei res) :=$(u+s(v-u». Die Ober-
zEr (s)
halbstetigkeit folgt dann aus dem Maximumtheorem von Berge [I] wegen Eigenschaft (ii)
in Satz I.
(B4): Unter Verwendung von Eigenschaft (iii) in Satz I wähle man R> 0 so groß, daß
y(R) ~ 11 v* 11, und hierauf C:= {u E Bill u-v 11 SR} . Dann ist C konvex und schwach kom-
pakt, und vEcoreBC. Sei uEC coreBC. Dann ist lIu-vll=R, und es gilt für alle
u* E $Cu), daß
<u*,v-u> = <u*-v* ,v-u> + <v* ,v-u>
S -y (11 u-v 11) • 11 u-v 11 + 11 v* 11. 11 u-v 11
= R. (-y (R) + 11 v* 11) SO •
. Durch Supremumsbildung folgt ~(u,v) SO. Der Punkt vE coreBC hat also für alle
u EC coreBC die geforderte Eigenschaft.
(BS): Aus <u*,u-u >~O mit u*E$Cu) folgt trivialerweise !'p(u ,u)~O. Sei nun umgekehrt
o 0 0 0 0
!'p(u ,u) ~o 'v'uEB. Angenommen, 'es existiert kein u*E$(u ) mit <u* u-u >~o 'v'uEB.o 0 0 0' 0
Dann hat die Familie der abgeschlossenen Mengen
F(u,e:):= {zE4>(u ) I <z,u-u >~-e:} (uEB, e:>0)
o 0
leeren Durchschnitt über $(u ). Da $(u ) als kompakt vorausgesetzt ist, gibt es danno 0
endlich viele u. EB, e:. >0 (i=l, •.. ,n), so daß n. F(u.,e:.) =~. Mit E:=min. e:. folgtL L L LL LL
hieraus min. <z,u.-u >S-E 'v'zE$(u). Aus dem FGH-Lemma(übertragen auf konkave Funk-
L L 0 0
tionen) folgt dann die Existenz von lJ. ~O (i=I, ••• ,n) mit L lJ. = I, so daßL L L
L lJ.<z,u.-u >S-E 'v'zE4>(u ). Für u:=L lJ.U. EB gilt also <z,u-u ><-E 'v'zE4>(u ),LL La 0 LLL 0- - 0
(u E B) ,
3 -
und damit auch tp(u ,u) ~ -E". Dies steht im Widerspruch zur Voraussetzungo
tp(u ,u)~O 'v'uEB. 0
o
Bemerkung. Es sei
d2tP(U,U):= { fE E* I tp(u, v) - tp(u,u) ~ <f, v-u> 'v'v E B }
NB(u):={gEE*I<g,v-u>~O 'v'vEB} (uEB).
Ersetzt man ~ durch <P-f, wobei fEE*, so geht tp(li,v) gemäß (I) über in tp(u,v) -<f,v-u>.
Die Voraussetzungen (i), (ii), (iii) von Satz I vererben sich auf <P- f. Daher erhält
man aus der Gültigkeit von (B5) sofort die weitergehende Aussage, daß
(2)
Der Beweis von Satz I ergibt sich nun sofort aus dem folgenden Satz 2 in Verbindung
mit Hilfssatz I.
Satz 2. Sei Beine nichtleere, abgeschlossene, konvexe Menge in e1nem reellen topo-
logischen Vektorraum E. Sei tP: BxB...•JR eine Funktion, die die Bedingungen (BI) - (B4)
erfüllt. Dann gibt es ein u EB, so daß tp(u ,u)?;O 'v'uEB.o 0
Beweis.
I. Sei C die Menge aus Voraussetzung (B4), und seien x. EC (i=I, ••• ,n) beliebig gewählt.
1
Wir zeigen die Existenz von f;EC, so daß tp(x.,O~O (id:I, .•• ,n). Sei
1
[n:= {AERn I A?;O, L A. = I}. Für i= I, ••. ,n sei f.(A) :=tP(x.,[.nl A.X.) (AE[n).1 1 1 1 J= J J
Die Funktionen f. (.) sind konvex und unterhalbstetig. Die unterhalbstetige Funktion
1
max. f.(A) nimmt ihr Minimum auf der kompakten, konvexen Menge [n an, etwa in TE[n.
1 1
Sei dann a := max. f. (T) = min max. f. (A). Wegen max. (f. (A) - a)?; 0 'v'AE [n folgt nach
1 1 AEI:n 1 1 1 1 .
. - n - ( ndem FGH-Lemma die EX1stenz von ~E[ , so daß L ~.f. A) -a?;O 'v'AEI: , insbesondere also
1 1 1.
a ~ L il. f. (il). Es gil t aber wegen der Konvexi tät von tp und wegen (B2)
111.
L il.f.(il)=L il.tp(x.,L il.x.)~L . il.il.~(x.,x')=-21 L . il.il.(tp(x.,x.)-li.P(x.,x.»~O.
1. 1 1 1. 1. 1 J J J 1,] 1 J 1. J 1,J 1 J 1 J J 1
Somit ist a~O. Es folgt wegen max. f.CT)=a, daß f.CT)~O (i=I, ... ,n), also
111.
tp(x.,L T.x.)~O (i=I, ••. ,n). Setzt man f; :=L T.x., so ist f;EC, und man hat
1JJJ JJJ
tp(x.,0:50 (i=I, ... ,n).
1
2. Sei S (x) := { f; E C I tp(x, °~O} (x E C). Es wurde gezeigt, daß je endlich viele dieser
Mengen nichtleeren Durchschnitt haben. Weil die Mengen Sex) abgeschlossen in der kompak-
ten Menge C sind, hat dann die gesamte Familie nichtleeren Durchschnitt. Es gibt also
ein u E C, so daß tP(x,u ) ~ 0 V x E C.o 0
3. Wir zeigen nun, daß mit diesem uoEC auch gilt ~(uo'u)?;O VuEC. Sei uEC beliebig,
x(t) := u + t(u-u ), 0< t ~ I. Es ist x(t) E C, und daher gilt, wie bereits gezeigt,
o 0
tp(x(t),u ) ~ O. Aus (BI) folgt ferner tp(x(t) ,x(t» = O. Aus der Konvexität von ~ im 2. Ar-
o
gument folgt dann 0 = \p(x(t) ,x(t» ~ t.tp(x(t) ,u) + (I-t) '~(x(t) ,uo) ~ t.tp(x(t) ,u). Division
durch t und t ...•O liefert wegen (B3) O:5tp(u ,u). Somit gilt ~(u ,u)?;O VuEC.
o 0
4. Nun zeigen wir \p(u ,u)?; 0 V u E B. AngenollllIlen, es gäbe ein u E B C, so daß ~(u , u) < O.. 0 . 0
Dann gibt es ein v E coreBC, so daß tp(u ,v ):5 0 (ist u E coreBC, so wähle man v := u ;o 0 0 0 0 0
ist u fcoreBC, so ergibt sich v aus (B4». Es folgt, weiltp(u ,.) konvex ist,
000
tp(u ,f;) < 0 'v'f; E (v ,u]. Wegen v E coreBC ist aber Cn (v ,u] *~. Somit gäbe es auch eino 0 0 0
f;EC mit tp(u ,0 <0. Dies ist ein Widerspruch zum bereits Bewiesenen. Es gilt alsoo
tp(u ,u) ~ 0 'v'u E B. Damit ist der Beweis vollständig. 0
o
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Bemerkung. Seien Bund E wie im Satz 2, und sei tp: BxB..•]R eine Funktion, die den
Bedingungen (BI), (B2) genügt. Dann ist jede der folgenden Bedingungen (KI) bis (K4)
hinreichend für die Gültigkeit der koerzitivitätsbedingung (B4) (wobei wir bei (KI)
voraussetzen wollen, daß v nicht bereits der Folgerung von Satz 2 genügt):
(Kl) Es existierevEB derart, daß die Menge K:={uEBltp<V,u)~O} kompakt ist.
(K2) Es sei E ein reflexiver Banach-Raum,. und es existiere v E B derart", daß
tp(u,v)+<.;l(V,u)~-y(lIu-vll).lIu-vil 'v'uEB, wobei y(s) ..•oofür S"'OO.
(18) Es sei E ein reflexiver Banach-Raum, und es existiere vE B derart, daß
infuEB <.;l(V,u)>-00 und daß ~(u,V)+~(V,u)~-y.llu-vil 'v'uEB mit lIu-vll~l, wobei
y > O.
(K4) Es sei E =JRn; tp sei stetig in jedem der beiden Argumente, und es gelte
tp(u,u+>'(v-u))=>'tp(u"v) 'v'u,vEB, 'v'>'E[O,I]; ferner existiere vEB derart, daß
infuEB \'p(V,u) >-co und daß <.;l(u,v)+tp(V,u)<0 'v'uEB, u*v.
Beweis. Wir zeigen, daß jede dieser Bedingungen (B4) impliziert.
(KI): Falls lP(V,u) ~ 0 'v'u EK, so liefert die Defini tion von K, daß tp(V,u) ~ 0 'v'u E B.
Schließt man diesen Fall aus, so gibt es also ein u* EK mit tp(V,u*) ~ -e: < O. Han setzt
C:= { u E B I <.;l(V,u)~ I } . Dann ist C konvex und abgeschlossen. Ferner gilt
-I -- -C-u*ce: (1+e:)'(K-u*); daher ist C kompakt. Wegentp(v~v)=O ist vEcoreBC. Dann gilt
tp(u,v) ~ -I.j)(V,u) ~ 0 für alle u E B mit tp(V,u) = 1, mithin für alle u EC, coreBC. (B4) ist
erfüllt.
(K2): Wir können annehmen, daß E mit der schwachen Topologie versehen ist.
Sei a := inf {\p(v,u) lu E B, 11 u-v 11 ~ I } . Dann ist -00< a~ 0, und es gilt für alle u EB
mit lIu-vll~l, daßtp(V,u)~a.llu-vll und damit auchl.;l(u,v)~lIu-vll'(-a-y(lIu-vll)).
Man wählt R~ I so groß, daß - a. - y(R) ~ 0, und setzt C:= { u E Bill u-v 11 ~ R} . Es ist
v E coreBC, und es gilt tp(u,v) ~ 0 für alle u E B mit 11 u-v 11 = R, mithin für alle
uEC'coreBC. (B4) ist erfüllt.
(KJ): Wegen Q(V,u) ~ M 'v'u E B folgt für alle u E B mit 11 u-v 11 ~ I, daß
tp(u,v)~-tp(V,u)-y.llu-vll~-M-y.llu-vll. Man wählt R~I so groß, daß -M-yR~O, und
C:= { u E Bill u-v 11 ~ R} . Dann ist wieder (B4) erfüllt.
(K4): Sei a := max {tp(u,v) + tp(V,u) I u EB, 11 u-v 11 = I } . Es ist CL< 0, und für alle u E B
mit 11 u-v 11 ~ I .gilt dann l.;l(u,v) + tp(V,u) ~ a. 11 u-v 11. Sei nämlich u E B mit k := 11 u-v 11 ~ 1.
I k-I -Setze I.' :=k u+T v. Dann ist
k2 k2 I k-I _ k
O=k_1 tp(w,w)~k_l (k<.;l(w,u)+Ttp(w,v))=k_1 tp(w,u)+k(j)(w,v)=:L. Wegen
v=u+k~1 (w-u), u=v+k(w-v), IIw-vll=1 folgt dannlP(u,v)+lP(V,u)=k~1 tp(u,w)+ktp(v,w)
~ k~l tp(u,w) +ktp(V,w) +L=k~1 (tp(u,w) +\p(w,u)) +k(~(V,w) +lP(w,v)) Sk(tpev,w) +tp(w,v))
S ka. Damit befindet man sich wieder in der Situation von (K3). 0
Im Zusammenhang mit (18) und (K4) verweisen wir auf den Fall, daß B ein konvexer Ke-
gel: ist mit zugehörigem Polarkegel B*:= {u*EE* I <u*,u>~O 'v'uEB}, und
tp(u,v) := <<P(u),v-u> (<P: B"'E*). In diesem Fall ist die Bedingung vEB,
infuEB tp(V,u) > -00 äquivalent zu vE B, 9(V) E B*, während die Aussage Uo EB,
tp(uo'u) ~ 0 'v'u E B (die in der Konklusion von Satz 2 auftritt) äquivalent ist zu Uo E B,
<p(u) EB*, <<P(u ),u >=0 (Komplementaritätsbedingung).
000
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Satz 3. Sei E = 1::*ein Hilbert-Raum, sei Be E abgeschlossen, konvex, nicht leer •
tp: BxB...•]R erfülle die Bedingungen (BI), (BZ), (B3) sowie
tp(u,v)+<p(v,U)S-p(lIu-vll).lIu_vIIZ 'Vu,vEB, wobei p(s»O für s>O und monoton
nicht wachsend ist. Dann gibt es ein u EB mit tp(u ,u)~O 'VuEB.
o 0
Beweis. Sei fEE beliebig. Mit ljIf(u,v) :=tp(u,v) + <u,v-u>-<f,v-u> gilt, daß ljIf die Vor-
aussetzungen (BI), (BZ), (B3) erfüllt. Weiter gilt ljIf(u,v) +ljIf(v,u) = <p(u,v) +tp(v,u) +
+ <u-v, v-u> S -11 u-v II
Z
. Somit erfüll t 'lifauch (K2) und damit (B4). Satz Z is tauf 'lif
anwendbar und liefert ein u E B mit
ljIf(u,v)~O 'VvEB.
(3)
u ist eindeutig. Sei T: E ...•B die Abbildung, die jedem fEE das uEB gemäß (3) zuordnet.
Ist uI = T(f I)' Uz = T(fZ)' so gilt insbesondere
OS'lif (ul,uZ) +:jIf (uZ,ul) =(,(l(ul,uZ) +<p(uZ'uI) + <ul-uZ,UZ-U? + <fl-fZ'ul-uZ
>
I.Z
S (-p(1I ul-uZII)-" ul-uZ"-1 ul-uZII + 11fl-fZ")-1I ul-uZ11
•
-I





q(-) S I folgt hieraus 11ul-uZ 11S 11fl-fZ 11, und weil q(-) monoton nicht fallend ist,
folgt dann lIul-uz"Sq(1I fl-f2")-1I fl-fZII:'InsBesamt gilt dann IIT(f
l
).-T(fZ) ils
q(1I fl-fZ 11)-11 fl-fZ 11 mit q(s) < I für s >0_ T: B...•B genügt also der abgeschwächten
Kontraktionsvoraussetzung des Fixpunktsatzes aus (Z] und hat damit einen Fixpunkt
u =T(u). Mit u:=f :=u besagt (3) aber gerade (,(l(u ,v)~O 'VvEB. 0o 0 0 0
Im Zusammenhang mit dem Satz von Browder-Minty wird häufig anstelle der Hemistetig-
keit von ~ maximale Monotonie vorausgesetzt. Wir gehen kurz auf diesen Fall ein.
Eine monotone Abbildung ~ : B:: 1::*heißt bekanntlich maximal monoton über B, wenn aus
vEB, v*EE* und <u*-v*,u-v>~O 'VuEB, 'Vu*EHu) folgt, daß v*E~(v). Dies legt für
eine Funktion <P: BxB...•]R, die den Bedingungen (BI), (BZ) genügt, die folgende Definition
nahe:
Die Funktion (,(l: BxB...•]R heißt maximal monoton, wenn für alle v E Bund v* EE* aus
tp(u,v) + <v*,u-v>S0 'VuEB folgt, daß Q(v,u) +<v*,v-u>~O 'v'uEB.
Seien nun Bund £ wie im Satz Z, und (,(l:BxB-+]R genüge den Bedingungen (BI), (BZ). Wir
definieren T :B::£* als T (u) :=dZ!.p(u,u). Wegen!.p(u,v)~<u*,v-u> 'v'uEB, 'v'u*ET (u)!.P <p <p
folgt sofort, daß T monoton über B ist. Ist T maximal monoton über B, so ist !.pmaxi-tp tp
mal monoton im Sinne der obigen Definition. 'In der Tat: Aus !.p(u,v) + <v*,u-v>S 0 'VuEB
folgt <u*-v* ,u-v>;:: 0 'v'u E B, 'v'u* E T!.p(u), hieraus folgt dann v* ET\jJ(v), und hieraus
tp(v,u) + <v*,v-u>;::O 'VuEB. 0
Ferner ist !.Pmaximal monoton, wenn (B3) erfüllt ist. In der Tat: Die Bedingungen
(BI), (BZ), (B3) vererben sich auf die Funktion:jl *(u,v) :=!.p(u,v) + <v*,u-v>, und aus
v
dann wie im Schritt 3 des Beweises von Satz Z, daßljI *(u,v)SO 'v'uEB folgtv
'li * (v, u) ;::0 'Vu E B. 0v
.Ist E = E* ein Hilbert-Raum, so sieht man auch leicht, daß aus (BI), (B2), (B3) die
maximale Monotonie von Ttp folgt. In der Tat: Sei v E B, v* EE so, daß
(,,) <u*-v*,u-v>;::O 'v'uEB, 'Vu*ETtp(u).
Setze f :=v+v* und 'lif(u,w) :=(V(u,w) + <u,w-U>-<f,w-U> (u,wEB)_ Es folgt wie im Beweis
- 6 -
.zu Satz 3 - siehe (3) - die Existenz von uoEB, so daß ljJf(uo'w)~O VwEB, also
<p(u ,w) +<u ,w-u >-<v+v*,w-u >~O VwEB.000 0
Hieraus folgt - u + v + v* E T (u ). Man wählt in (*)
o <p 0 2
und erhäl tOS <v-u , u -v> = - 11 u -v 11 Es ist alsoo 0 0
ergibt <p(v,w) -<v*,w-v>~O VwEB, also V*ET<p(v). c
Es gilt nun die folgende Variante zu Satz 2.
u := u und u* := - u + v + v* E T (u)
o 0 <p
Uo = v. und dies in (**) eingesetzt
Satz 4. Seien Bund E wie im Satz 2. l,(): BxB ...•lR genüge den Bedingungen (B I), (B2),
(KI), ferner sei <pmaximal monoton. Dann gibt es ein u E B, so daß
o
<p(u ,u)~O VuEB.o
Beweis. Wir erwähnen nur die Änderungen, die im Beweis zu Satz 2 vorgenommen werden
müssen. Im Schritt I zeigt man jetzt, daß für je endlich viele Punkte x. EB (i=I, •••• n)~
1
unter denen der Punkt v aus Voraussetzung (KI) enthalten sei, ein E; E B existiert mit
<p(x. ,E;) SO (i=I, ...• n). Aus <P(V,O SO folgt insbesondere E; E K, K aus Voraussetzung (KI).1
In Schritt 2 erhält man dann wegen der Kompaktheit von Kein U
o
E K, so daß <p(x,u
o
) SO
VxE B • Hieraus folgt im Schritt 3 unmittelbar <p(u ,u) ~ 0 V u E B aufgrund der maximalen
o
Monotonie von l,(). Schritt 4 entfällt. c
Seien schließlich Bund E wie im Satz I. Sei $: B:: E* eine Abbildung mit $ (u) =1= ~
VuEB, die der Bedingung (i) aus Satz 1 genügt. Sei $B(u) :=($-NB)(u) für uEB,
<p: BxB ...•lR sei durch (I) definiert, T wie" zuvor. Man sieht unmittelbar, daß dann auch<p
<p(u,v) = sup <u*,v-u>, und $B(u)CT (u). Ferner ist T monoton, weill,() die Bedin-
u*E~B(u) <p <p
gungen (B I), (B2) erfüll t.
Es gilt nun: Wenn $ der Bedingung (ii) aus Satz 1 genügt, oder wenn ~B maximal mono-
ton über B ist, dann ist $B (u) = T (u) Vu E B, und T ist maximal monoton über B (insbe-<p - <p
sondere also <pmaximal monoton). Beweis. Wenn $ der Bedingung (ii) genügt, so genügt l,().
wie im Beweis von Hilfssatz 1 gezeigt. der Bedingung (B3), und es gilt die Aussage (2),
also ~ (u) = T (u) V u E B. Um die maximale Monotonie von T zu zeigen. sei v E B, v* E E*B l,() l,()
mit <u*-v*,u-v>~O VuEB, Vu*ETl,()(u). Hieraus folgt. weil jetzt
l,()(u,v)= sup <u*,v-u>, daß 1jJ*(u,v) :=l,()(u,v) + <v*,u-v>S 0 VUEB."WeilljJv* eben-
u*ET (u) v
I.P
falls der Bedingung (B3) genügt, folgt wie im Schritt 3 des Beweises zu Satz 2, daß
dann auch ljJ *(v,u) = <p(v,u) +<v*,v-u>~O VuEB. SOr.lit ist v*ET (v), und T ist maximal
v ~ l,()
monoton. Ist ~ maximal monoton, so folgt die Behauptung sofort aus ~B(u)cT (u) undB ~
der Monotonie von T . 0
I.P
Minty [6] hat sein Resultat ursprünglich mittels eines Satzes von Kirszbraun über
die Fortsetzbarkeit einer Lipschitz-stetigen Abbildung bewiesen. Der folgende Satz ent-
hält den Satz von Kirszbraun als Sonderfall und läßt sich ebenfalls mittels des FGH-
Le~as beweisen. conv A bezeichne ~m folgenden die konvexe Hülle von A.
Satz 5. Sei X eine konvexe Untermenge eines reellen topologischen Vektorraums.
Seien x. EX (i=I, •.• ,n). Seien <p: XxX...•lR und ljJ : XxX...•lR Funktionen mit folgenden1
Eigenschaften: <p sei im 2. Argument konvex und unterhalbstetig; es gelte
l,()(x.,x.) +<p(x.,x.) SO (i,j=I, ... ,n); ljJ sei im 2. Argument konvex und unterhalbstetig1 J J 1
und im I. Argument konkav; es gelte ljJ(x,x) SO VxEX. Dann existiert ein
~ns-
- 7 -
~Econv{xl""'X }, so daß tp(x.,O +ljJ(x.,.;)::;O (i=I, ... ,n).
n ~ ~
Beweis. Sei Ln:= { AE]Rn I A~ 0, LA. = 1 } . Für i = I, .•• ,n definiert man auf Ln konvexe,~ ~
'unterhalbstetige Funktionen f. (A) := tp(x.,L Lx.) + ljJ(x.,L A.x.) (A E Ln) und hat dann
~ ~JJJ ~JJJ
die Existenz von TE Ln zu zeigen, so daß max. f.(T) ::;0. Dies folgt aus dem FGH-Lemma~ ~
analog zum Schritt 1 des Beweises von Satz 2. Die hierbei benötigte Ungleichung
L ~. f. (~) ::;0 für beliebiges ).IE Ln ergibt sich jetzt folgendermaßen:~ ~ ~
L ).I.f.(~)=L ~.tp(x.,L ).I.x.)+L ).I.1/J(x.,L ).I.x.)::;
~ ~ ~ ~ ~ ~ J J J ~ ~ ~ J J J
::; L . ~.).I.tp(x.,x.) +1/J(L ).I.x.,L ).I.x.) =
~,J ~ J ~ J ~ ~ ~ J J J
1
-2 L . ).I.~.(tp(x.,x.)+tp(x.,x.))+1/J(L ~.x.,L ~.x.)::;O. 0
~,J ~ J ~ J J ~ ~ ~ ~ ~ ~ ~
Seien nun Y:=]Rk, Z :=]Ri, versehen mit der euklidischen Norm. Seien (y.,z.) EYx Z~ ~
(i=I, .•• ,n) und y EY. Man setzt im vorangehenden Satz X :=Yx Z, x. := (y.,z.) EX
. 0 ~ ~ ~
(i=I, .•• ,n) und definiert mit x= (y,z) EX und ~= (n,l;) EX die Funktionen tp und:jJ auf
X x X folgendermaßen:
tp(x,~):= 11 z i12_11 y 112-<z,I;>+<y,n>,
1/J(x,~):= ill; 112-<z,I;>-<y,n>+2<y,y >-II.y 112•
o 0
Dann ist tp(x,O + tp(~ ,x) = 11 z-I; 112 - 11 y-n 112, tp(x,O + 1/J(x,O = 11 Z-I; 112 _ 11 y-y 112,
2 2 0
besondere also tp(x.,x.) +tp(x.,x.) = 11 Z.-Z. 11 - 11 y.-y. 11 , tp(x.,O +1jI(x.,O =
~J. J~ ~J ~J ~ ~
li z.-I; 112_11 y.-y 112• Damit erhält man aus Satz 5 das folgende Resultat:~ ~ 0
Für (y. ,z.) E Y x Z (i=I, ... ,n) gelte 11 Z.-Z. 11::; 11 y.-y. 11 (i,j=I, •.. ,n). Dann gibt
~ ~ ~ J ~ J
es zu jedem y EY ein I; Econv { zl, ... ,zn}' so daß 11 Z.-I; 11::; 11 y.-y 11 (i=I, .•. ,n).
o ~ ~ 0
Dies ist der Satz von Kirszbraun über die Fortsetzbarkeit einer Lipschitz-stetigen Ab-
bildung. Man vergleiche hierzu auch [3J.
Ist 2=Y*, und setzt man mit den gleichen Verabredungen wie zuvor
tp(x,O := - <z-I;,y>, tjJ(x,O := <z-I;,y >, so ist tp(x,O + c.p(t,;,x) = - <z-I;,y-n> undo
tp(x,~) + ljJ(x,O = - <z-I;,y-y >. Damit liefert Satz 5 das folgende Resultat:o .
Für (y.,z.)EYxY* (i=I, ... ,n) gelte <z.-z.,y.-y.>~O (i,j=I, ... ,n). Dann gibt es
~ ~ 1 J ~ J
zu jedem y EY ein I; Econv { zl""'z }, so daß <z.-I;,Y.-y >?:O (i=l, ... ,n).o n ~ ~ 0
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