Abstract-Many-to-one traffic pattern in wireless sensor networks (WSNs) causes significant performance degradation toward the sink. To mitigate this so called funneling phenomenon, researchers have proposed various mechanisms at different layers. In this paper, we consider batch forwarding or packet concatenation at network layer, and experimentally demonstrate how it improves the delivery ratio and end2end delay in WSNs. Accordingly, we first develop analytical models under simplified assumptions. We then conduct extensive actual experiments using TinyOS and IRIS motes from Crossbow. Both analytical and actual experimental results show that batch forwarding significantly improves the efficiency and delivery radio, particularly in heavily loaded network environments. Despite some delay due to batch formation, batch forwarding also improves the overall end2end delay performance due to its efficient use of resources. As a result, batch forwarding is a viable data gathering solution and should be used in WSN applications that generate significant amount of sensing data and require high delivery ratio and less delay.
I. INTRODUCTION
In recent years, wireless sensor networks (WSNs) have been receiving significant attention due to their potential use in several different real-world applications [1] , [2] . In many of these WSN applications, sensor nodes (i) monitor their environment, (ii) collect and/or aggregate sensory data, and (iii) send the data to a base station (or an actuator node). If the sensor nodes are not within the communication range of the final destination, then the other sensor nodes act as relay nodes (routers) and forward the messages from the originating sensor nodes to the final destination through a single path or multiple paths. Currently, the relay nodes simply try to forward each incoming message to the next node(s). We call this existing scheme as the streaming of sensory data. Since most packets are destined to the base station (sink), the socalled funneling effect [3] appears toward the sink and causes significant collision and congestion in the network.
To cope with the traffic intensity and efficiently utilize the underlying resources, researchers have proposed various mechanisms including multi-path routing [4] , congestion control algorithms [5] , data aggregation [6] , [7] . Another promising and yet complementary mechanism would be batch forwarding, where a relay node (i) collects a number of incoming messages destined to the base station, (ii) puts data parts of incoming messages into a larger container called a batch message and (iii) sends only this batch message to the next relay node toward the base station. In essence, batch forwarding is the same as packet concatenation, which has been used in various situations to allow a sender to collect more data to send in a larger packet instead of transmitting several small packets. For example, Nagle's algorithm [8] uses this idea at transport layer. In the context of 802.11 wireless networks, researchers proposed to use packet concatenation but at the MAC and IP layers [9] , [10] , [11] , [12] .
In general, batch forwarding (or packet concatenation) reduces the number of messages and their total sizes by eliminating extra header information. In addition, the relay node using batch forwarding tries to access the shared channel once while the one using streaming tries to access the channel many times, causing more collision and unfairness as we elaborate in the next section. In general, we can see that, due to reduced message overhead and one time access to the shared channel, batch forwarding is expected to utilize the underlying resources (e.g., bandwidth, energy) much more efficiently than streaming.
The main goal of this paper is to use analytical techniques and actual experiments to better understand how and why batch forwarding at network layer may significantly improve delivery radio and delay performance in WSNs. Accordingly, we first develop some analytical models to have better insights about how and why batch forwarding is useful and outperforms streaming. We then conduct actual experiments 1 to verify our analytical findings and more importantly to show that batch forwarding is an effective data gathering mechanism as it significantly improves the data delivery ratio and end2end delay performance in WSNs.
To simplify our analysis and experiments, we use a singlehop WSN (or an extended star topology), where sensor nodes communicate with the base station via a single relay node as shown in Figure 1 . Note that due to packet size limitations in WSNs (e.g., 128 Bytes), the batch messages will mostly be created at the first relay node and forwarded to the next node. The subsequent relay nodes along the multi-hop path(s) will keep forwarding the same batch messages and thus benefit from the savings that we had in the first relay node. As a result, the network architecture that we are using is able to provide the bottom line performance gain of batch forwarding over streaming. Nevertheless, we plan to consider other topologies and multi-hop and multi-path forwarding scenarios in our future work.
The rest of this paper is organized as follows. In Section II we formally define batch forwarding, discuss its advantages, and present some related work. We then analyze the efficiency and delay characteristics of both streaming and batch forwarding in Section III. We present the results of our experiments in Section IV. Finally, we conclude this paper and discuss some future work in Section V.
II. BATCH FORWARDING AND RELATED WORK
In batch forwarding, the idea is to simply collect a number of incoming messages destined to the base station, and send their data parts as a single batch message to the next node. We assume that each sensory data message consists of Header (H) and Data (D) Bytes, where Header contains all the physical, data link, and network layer headers. Now suppose we have N sensor nodes that send m > 1 messages to a relay node in a given time frame. In case of streaming, the relay node receives m messages with the total size of m(H + D) and tries to forward the same number of messages with the same total size. In case of batch forwarding, the relay node again receives m messages with the total size of m(H + D); but, it throws away all the headers and forwards only one message with the total size of H + mD Bytes, where m is the batch size.
One of the key issues is how to set the batch size m. If the system load level is known, then we may be able to fix the batch size based on our analysis in the next section. In practice, the system load level may not be known in advance or it may change over time, so the batch size needs to be determined dynamically based on system load levels. Accordingly, we propose to use a timeout-based dynamic batch forwarding mechanism where the relay node sets a timer and collects incoming sensory data messages. When the timer goes off or the maximum batch size is reached, the relay node constructs a batch from the already received messages and sends this batch to the next node. As a result, in the worst case, batch formation delay would be bounded by the given timeout value. Note that dynamic batch forwarding may set m to 1. In that case, batch forwarding will be the same as streaming. Our experimental results show that dynamic batch forwarding is able to find the best batch size under the given timeout values.
A. Advantages of Batch Forwarding
Batch forwarding has several advantages. First, since most packets in WSNs are destined to the base station, a relay node can easily concatenate the data portions of the received messages, and send them as a batch to the next node. By doing this, we avoid the re-transmission of several headers in physical, data link, and network layers. These savings allow us to make better use of the underlying scarce channel capacity (e.g., 250Kbps in current WSNs). Note that network layer contains some useful information in traditional IP networks such as the source address [15] . However, TOS Msg structure [13] used in the network layer of WSNs does not have such useful information. So, by removing the header from each message, we do not lose any useful information. If there is any such information (e.g., the source address), it can be added to the data part of the message.
Second, let N be the number of sensor nodes served by a relay node. Since the sensor nodes and the relay node are within the same communication range, these N + 1 nodes compete for the same channel using a contention-based MAC protocol (e.g., IEEE 802.15.4 [1] ). Suppose the underlying MAC protocol is able to provide a fair service, in which each node will have the same chance to access the channel. But, in case of streaming, this may cause significant queuing delays at the relay node because the relay node may get N packets while sending only one within a given time frame. The relay node will be able to send the remaining messages in the next time frame if no more packets come from the sensor nodes. So, streaming may work fine when there is not much load in the network. However, if the sensors generate more data messages in every time frame, then the relay node may not be able to forward all the incoming messages, causing significant queuing delays. One solution could be to change the MAC protocol and give higher priority to the relay node. Fortunately, without changing the MAC protocol, batch forwarding can cope with that situation as follows. The relay node has the same chance of a sensor node to access the channel; but, when it accesses, it forwards more data and thus match the incoming and outgoing data rates. This results in significantly reducing queueing delays as verified in our actual experiments.
Since the relay node captures the shared wireless channel once instead of m times and avoids re-transmission of several headers, the underlying resources (e.g., energy, bandwidth) will be used much more efficiently in case of batch forwarding. However, depending on the system load and traffic characteristics, this performance gain may come at the cost of introducing some extra delay due to forming a batch at the relay node. Specifically, if the system is lightly loaded (i.e., if sensor nodes rarely generate data), then forming a larger size batch would introduce unnecessary delay. In this case, it might be better to use streaming. However, if the system gets highly loaded or many sensors report their data around the same time, then we specifically need dynamic batch forwarding as it determines the appropriate batch size based on the system load level and bounds the worst-case batch formation delay. If we do not deal with the excessive amount of traffic through batch forwarding, the incoming packets will either be dropped or experience huge amounts of queueing delay at the relay node.
B. Related Work
Batch forwarding (or packet concatenation) is a some kind of data aggregation. The goal of traditional data aggregation is to collect and process sensory data messages in the network [6] , [7] (e.g., find min, max, or average), and then send only the resulting information to the base station. In contrast, batch forwarding does not process data but simply combines the readings from different sensors and sends them to the base station as a batch. For example, the authors in [16] use packet concatenation for application-independent data aggregation in WSN. Actually, this work is similar to our work and reach similar conclusions by mainly focusing on analytical results and simulations while we mainly focus on actual experiments.
As studied in many research papers (e.g., [17] , [18] , [19] ), data aggregation is a great way to improve the energy efficiency and resource utilization by minimizing the amount of sensory data sent to the base station. However, in some cases, we may not want data aggregation in network. For example, suppose we have an application that wants to track an object or see the temporal or spatial distribution of the sensory readings over time and/or field. In this case, we need to get every sensory reading to the base station.
Moreover, data aggregation works on one type of sensory data. But in many applications, different types of sensory data (e.g., light, temperature, vibration etc.) might be measured. The same types of measurements might be aggregated, but different types cannot be aggregated in one. Even the aggregated data need to be sent to the base station. So, we ultimately need an effective data gathering mechanism to transfer individual or aggregated sensory readings from sensor nodes to the base station. In this regard, the batch forwarding mechanism is a viable solution and complementary to the data aggregation mechanisms as it significantly improves the delivery ratio and end2end delay performance.
III. ANALYTICAL RESULTS
In general, it would be better for a relay node to use larger size batches to minimize the message overhead. On the other hand, since a message has to wait until a batch is formed, it would be better to use smaller size batches. Given this tradeoff, we analyze how batch size impacts the overall utilization of network resources and delay performance.
A. Efficiency and Delivery Ratio
We first analyze how efficiently the underlying channel capacity (say R) is used when m = 1 (i.e., streaming is used) and m > 1 (i.e., batch forwarding is used). For this, we declare a goodput efficiency (ge) metric as follows ge = T otal size of sensor data sent/R T otal size of messages sent/R + χ where χ is the total time that is wasted because of collisions, bit errors, channel access delays due to underlying contentionbased MAC scheme, etc. In our actual experiments, χ will be accounted for. However, to get a general idea about the benefits of batch forwarding over streaming from an analytical perspective, we assume that we have an idealized environment where χ is 0. In that case, based on the discussion about the message size of streaming and batch forwarding in the previous section, we can give ge streaming and ge batching as follows:
and
where m is the batch size, H is the header size and D is the sensory data size. According to the currently used operating system [13] , MAC [20] , and radio standards [21] , [22] Figure 2 illustrates the goodput efficiency of streaming and batch forwarding. Note that batch forwarding with m = 1 is the same as streaming. Naturally, ge streaming does not depend on m while ge batching increases with m until an upper bound. The upper bound on ge batching can be determined by taking the limit as m goes to ∞. Accordingly, we have
.
Using the L'Hospital rule, we get
In practice, due to the above mentioned limit on the maximum packet size in WSNs, the maximum batch size should be less than or equal to 120 D . Fortunately, the goodput efficiency with these practically available batch sizes is very close to the maximum goodput efficiency, as depicted in Figure 3 .
To better understand the efficiency measure, we need to actually look at a practical performance metric known as delivery ratio (DR). We will formally define this metric and measure it through actual experiments in Section IV. We show that batch forwarding significantly improves DR over streaming as it increases goodput efficiency.
B. Delay Performance
In traditional packet networks, we have four delay components [15] : processing, queuing, transmission, and propagation delays. Sum of these delay components gives us the end2end delay. The propagation delay, which is negligible since the distance between sensor nodes is very short, is the same for both streaming and batch forwarding. Thus, we will look at the other delay components.
1) Transmission Delay: This is the time required to send all the bits of a packet into the channel after the channel is captured. It is given by L/R, where L is the packet size and R is the channel capacity. Accordingly, the transmission delay under streaming will be H+D R for every message. Since the relay node needs to forward m such messages, the total transmission time will be m H+D R . However, in case of batch forwarding, the relay node will transmit only one packet with the size of H + mD. So, the total transmission time will be H+mD R
. Clearly, as m increases, the transmission delay of batch forwarding will be significantly lower than that of streaming.
2) Processing Delay: This is the time to check the received packet, change some of its fields (if needed), and determine the next node. In general, these steps are the same for both streaming and batch forwarding. However, in case of batch forwarding, we have another step called batch formation. In streaming, there is no batch formation delay since the relay node tries to send the incoming sensory data messages as soon as possible. In batch forwarding, however, m messages need to be collected and thus the first message waits until the m th message arrives. Actually, batch formation could also be seen as part of queueing delay discussed next. But we separate it from queueing delay and analyze it here.
Suppose that a relay node receives λ messages per second from the sensor nodes. Then the average inter-arrival time between the sensory data messages would be Clearly, the first sensory data message experiences the worst batch formation delay while the last one experiences no delay. So the average batch formation delay for an arbitrary sensory data message would be
If λ increases (i.e., the system load increases), then the batch formation delay approaches to zero. However, in a lightly loaded system, batch formation delay could be significant if larger size batches are used. Therefore, as we proposed before, we can set an upper limit for the batch formation delay through dynamic batch forwarding. In essence, the relay sets a timer for T ms after receiving the first packet. When the timer goes off or the maximum batch size is reached, the relay makes a batch using the already received messages and sends this batch to the next node. So, in the worst case, the batch formation delay for the first packet will be T ms.
3) Queuing Delay: This is the time for a ready-to-go packet (or a batch) to wait in a queue until its transmission starts. There is a significant body of work on analyzing queueing delays under various assumptions [23] , [24] . However, directly applying such results to wireless networks is a little bit complicated due to the shared nature of the underlying channel, collisions, bit errors, and random back-off algorithms etc. Nevertheless, researchers tried to incorporate these factors into queueing models and evaluated queuing delays and throughput in wireless networks (e.g., [25] , [26] , [27] , [28] ).
Most of these studies are done in the context of IEEE 802.11 and/or assume that N nodes independently generate data to send to others in a uniform manner. Actually, in case of streaming, we may utilize the analytical model provided in [25] by setting the absorption probability to 0 for the relay node since it forwards all the incoming messages, and to 1 for the base station. In case of batch forwarding, however, we cannot use the same model as is because the service distribution and the characteristics of the outgoing traffic will be different. In a future work, we will consider these differences and try to integrate them into the existing queuing models. For the time being, we develop a simplified analytical model next to see how batch forwarding improves the end2end delay that includes queueing delay, batch formation, and transmission delay. To account for all the other factors and show how our simplified model captures the general trend in practice, we rely on the actual experimental results presented in Section IV.
4) End2end
Delay: This is the total time between the time that a sensory data message is generated and the time that the sensory data message is received by the base station. It includes all the delay components discussed above. To get a general idea about end2end delay, we will consider an idealized environment where propagation delay is negligible, and sensor nodes know when to access the channel so there are no channel access conflicts, backoff delays, or packet losses. Note that these factors affect streaming more than batch forwarding since batch forwarding is trying to access the shared channel less than streaming. So, ignoring them would give us a base line when comparing the end2end delay performances of batch forwarding and streaming.
Suppose we have several sensor nodes and K of them have generated sensory data messages at the same time (t = 0). Each sensor node (s i ) tries to send its own data to the relay node. The relay node collects m incoming messages and forwards them as an m-size batch message to the base station (we denote this action by r(m)). Now let us consider the following two extreme patterns for the channel access. Pattern I: s 1 , r(1), s 2 , r(1), ... when streaming is used, and  s 1 , s 2 , ..., s m , r(m), s m+1 , s m+2 , ..., s 2m , r(m), . .. when batch forwarding is used. Pattern II: s 1 , s 2 , ..., s K , r(1), r(1), ... when streaming is  used, and s 1 , s 2 , ..., s K , r(m), r(m) , ... when batch forwarding is used. Different patterns can also be considered. However, the delay performance for other patterns will be between these two patterns because the sensory data messages are already generated and they need to wait either at the relay node or at their original source nodes.
Let d i be the end2end delay for the sensory data message generated by sensor node i. For the above patterns, we can compute d i as follows For Pattern I:
For Pattern II:
where m = 1 for streaming and m > 1 for batch forwarding. We draw the footprints of the end2end delay for the first and the last sensory data message in Figure 4 . Both patterns show similar trends. Specifically, as expected in case of streaming, the end2end delay for the first message is the smallest while the end2end delay for the last message is the highest. In case of batch forwarding, the end2end delay for the first message gets worse than that of streaming as m increases due to batch formation. However, the end2end delay for the last message gets better than that of streaming since batch forwarding reduces the queueing delays. Let us now analyze the average end2end delay for an arbitrary sensory data message. Clearly, we can compute the average end2end delay as follows
Suppose K is multiple of m, then using the celing/floor sum techniques from [29] , we can determine the average end2end delay for the above patterns as follows. For Pattern I:
where m = 1 for streaming and m > 1 for batch forwarding. We draw the footprints of the average end2end delay behavior of streaming and batch forwarding in Figure 5 . 2 In contrast to common sense, batch forwarding actually decreases the average end2end delay when the appropriate batch size is selected. Even though we ignored several important factors (e.g., backoff times, collisions etc.), this simple model is able to capture the general end2end delay characteristics that we observe through our experiments in the next section. The reason is that the ignored factors negatively impact streaming more than batch forwarding. As a matter of fact, as our experiments show in the next section, when the load increases, the end2end delay of streaming gets significantly worse than that of batch forwarding. The reason is that the relay node has the same chance to access the channel; but in case of streaming, this is not enough to send all the incoming messages, causing significant queuing delay. In case of batch forwarding, the relay node is able to send more data and reduce the queueing delay.
IV. ACTUAL EXPERIMENTS
In the previous section, we showed that batch forwarding is clearly using the transmission channel much more efficiently than streaming and improves the end2end delay. In this section, we verify that this is also true in practice. Using TinyOS 1.x [13] and nesC, we implemented the necessary modules and installed them on Crossbow IRIS motes [14] for the following nodes. 3 For the sensor nodes, we implemented a module that periodically generates a D = 12-Byte application message. Instead of actual sensory data, this message contains node ID, batch size, packet ID, and time stamp that are used for our performance measurements. Since we have a small number of actual sensor nodes (currently 5), we use them to generate data more often so that we can mimic over loaded networks. Specifically, each sensor node generates a new message when it receives SendMsg.sendDone event for the previous message. Inspecting individual traces shows that a sensor node generates one message every 6ms, on average. 4 For the relay node, we implemented streaming and both fixed size and dynamic batch forwarding modules. The streaming module simply tries to forward an incoming message to the base station. The fixed size batch forwarding module collects m messages. We gave m as an experiment parameter in the range [1, 9] . The dynamic batch forwarding module sets a timer for T ms when the first message is received, and then collects the incoming messages until the timer goes off or the maximum batch size is reached. In our experiments, we set T to 16ms, 32ms, and 64ms. The relay node then tries to send the data parts of the collected messages as a single batch message. To queue the incoming messages that cannot be sent right away, the relay node maintains a FIFO buffer that can hold B sensory data messages. In our experiments, we considered two different buffer sizes of 15 and 30. Increasing buffer size mainly impacted the end2end delay for streaming, while the other performance measures had the same trend. Thus, to save some space, we mainly report the results for B = 15 and also include end2end delay results for B = 30. More results can be obtained from the web page mentioned before.
For the base station, we slightly modified the Xsniffer module provided by Crossbow MoteWorks Software Platform [14] . Originally, this module would send the received packets to the host computer and save them into a log file. We made two modifications (i) to synchronize the base station with the sensor nodes, and (ii) to determine the end2end delay by subtracting the time stamp of a sensory data message from the current time at the base station. Finally, the modified module puts the end2end delay into each message, and sends it to the host computer to be saved into a log file.
Synchronization of the base station with sensor nodes is necessary to exactly measure one way delay [30] . To perform synchronization, we implemented a special node called starter node. This node simply broadcasts a message to all nodes to achieve the following tasks: (i) synchronize the sensor nodes and the base station so that we can measure end2end delay, (ii) set some parameters of the relay node (e.g., fixed batch size or use dynamic batch forwarding, buffer size etc.), and (iii) start the experiment.
Using five sensor nodes along with one relay node and one base station, we conducted several actual experiments with different parameters. To create different workloads in the network, we did not activate all the sensor nodes at once. We ran our experiments with N = 1, 2, 3, 4, and 5 sensor nodes. So an experiment with N = 1 represents a lightly loaded network while an experiment with N = 5 represents a highly loaded network. In addition to N , we set other parameters m, T , and B, and repeated each experiment 3 times. We conducted our experiments indoors and used channel 26 which is not overlapping with 802.11. In each experiment, sensor nodes generated several thousand sensory data messages, and the relay node put the received messages into batches. In each experiment, we tried to get at least 1000 batches and saved them in log files. After processing the log files, we took the average of three experiments to determine our performance measurements.
A. Efficiency and Delivery Ratio with Fixed Batch Sizes
We first evaluated the efficiency and delivery ratio under fixed batch size. This allowed us to verify our analytical findings and show how different batch sizes impact the overall efficiency and delivery ratio in practice. For each value of N , m, T , and B, we conducted our experiments as discussed above. We then examined the log files and determined (i) Δ which is the total size of received sensory data, and (ii) Γ which is the total time to receive Δ amount of data for each experiment. Note that Γ includes all types of delays and factors that we ignored during our analysis in Section III-A. We then averaged the results of three experiments and computed the actual goodput efficiency (ge) as follows
where R = 250Kbps according to the current Radio standard [21] used in our experiments. improves the goodput efficiency over streaming (m = 1) under any N (i.e., load level). Although there are some ups and downs due to packet losses, the general trend is consistent with our analytical findings in Section III-A. Another observation here is that when we increase the number of nodes N from 1 to 2, the ge improves a little bit for streaming while it improves significantly for batch forwarding. If we keep increasing N , then the ge starts decreasing for both schemes due to excessive loads and packet losses. However, the ge provided by batch forwarding is still significantly better than that of streaming under any load level. This indicates that batch forwarding is able to better deal with the increased load and efficiently utilize resources.
To better understand how efficiently the underlying channel is used, it would be better to look at a practical performance metric known as delivery ratio (DR), which can be defined as follows: DR = T otalReceived T otalSent where T otalSent is the total number of sensory data messages sent by all sensors and T otalReceived is the total number of sensory data messages received by the base station. Figure 7 shows the actual DR under different parameters. As the number of sensor nodes N increases, the delivery ratio is going down since all nodes are not able to send their messages to the relay node due to the increased load on the channel. Under any load level, however, the delivery ratio of batch forwarding is getting significantly better than that of streaming as m increases. To better see the improvement, we computed the delivery ratio improvement percentage of batch forwarding over streaming as shown in Figure 8 . When the load significantly increases (N=5), batch forwarding improves the delivery ratio up to 70% over streaming. This is due to the fact that batch forwarding is using the underlying channel much more efficiently than streaming, and that batch forwarding sends more data to avoid buffer overflows when it gets its chance to access the channel.
Actual experimental results reveal an important fact about batch sizes in practice. In theory, as we studied in Section III-A, the performance metric ge (and, thus DR) is expected to continuously increase with m while approaching a limit. In practice, however, this happens until batch size is 4 or 5. After batch size 5, we see some ups and downs. The reason for that might be the fact that a large packet is more likely to be corrupted than a smaller packet under the same bit error rate [31] . In other words, since the packets get larger with increased batch size, the probability of losing such packets increases and causes some performance degradation. So, we recommend using batch sizes no more than 4 or 5 in practice. Actually, as shown by our analytical results in the previous section and our experiments in the next sub-section, a batch size of around 4 also minimizes the average end2end delay for sensory data packets. Note that this recommendation is valid when the sensory data size D is 12. If D increases or decreases, then the recommended batch size should be decreased or increased, respectively based on the analysis in the previous section. Actually, as we show later, dynamic batch forwarding would be better since it determines an appropriate batch size under any load level while setting an upper bound on the worst-case batch formation delay.
B. End2end Delay with Fixed Batch Sizes
To measure end2end delay, the starter node broadcasts a sync message to synchronize the sensor nodes and the base station. Then the sensor nodes time stamp their sensory data messages when they are generated. Time stamp is included in the D = 12-Byte sensory data message sent to the base station. When the base station receives a sensory data message, it subtracts the time stamp of this message from the current time at the base station and determines the one way end2end delay. Figure 9 shows the averages of these end2end delays when B = 15, and 30. When N = 1, the inter-arrival time between the packets is relatively large, and thus the batch formation delay becomes the dominant component of the end2end delay. Accordingly, the end2end delay increases as m increases. However, when N increases, more nodes try to send messages and thus the inter-arrival time becomes relatively small. So, the relay node quickly constructs batches with given sizes. As a result, batch formation delay becomes negligible while other components of end2end delay increase due to various factors including channel access delays, back-off delays, and queueing delays.
These factors specifically increase the end2end delay of streaming (m = 1) as the load (i.e., N ) increases. Moreover, increasing buffer size B makes the end2end delay of streaming worse. The major reason for this is the queueing delay at the relay node. As we explained before, due to the underlying "fair" MAC protocol, the sensor nodes access the channel N times while the relay node access only once. Therefore, as N increases, the relay node is not able to get enough chances to forward all the packets coming from N sensor nodes, and thus it keeps buffering incoming packets and causes significant queueing delay. This is specifically true when we increase the buffer size from 15 to 30 because received packets are buffered for a long time instead of being discarded.
Fortunately, batch forwarding copes with that situation by allowing the relay node to send more data when it gets its fair chance to access the channel. So, when batch forwarding (m > 1) is used, the average end2end delay gets significantly lower than that of streaming. But, for larger values of m, the end2end delay starts increasing again due to batch formation delay and other factors. This suggests that we should use batch forwarding with carefully selected batch sizes around 3 and 4. Actually, as we discussed in previous sub-section, limiting batch size to 4 or 5 was also necessary to get better performance regarding goodput efficiency and delivery ratio. In general, these results are consistent with our analytical results in the previous section and show that we get similar trends with some differences in scale.
C. Dynamic Batch Forwarding
In dynamic batch forwarding, the relay node sets a timer for T ms when the first message is received. In our experiments, we used T = 16ms, 32ms, and 64ms. The relay then collects the incoming messages until the timer goes off or the predefined maximum batch size (9 in our experiments) is reached. Dynamic batch forwarding allows us to determine the appropriate batch size on the fly while setting an upper bound on the worst-case batch formation delay.
We first look at the average batch size. As shown in Figure 10 , the average batch size changes depending on the system load level and the given timeout value. As expected, the average batch size increases when N (i.e., load level) increases under the same value of T or when T increases under the same value of N . In both cases, the relay node gets more messages and constructs larger batches. Otherwise, it uses smaller size batches so that it can satisfy the constraint on the batch formation delay.
We next look at the delivery ratio and end2end delay performance under dynamic batch forwarding. Figure 11 compares the delivery ratio of streaming, fixed size batch forwarding, and dynamic batch forwarding. In general, since dynamic batch forwarding determines the appropriate batch size under any load level, it gives better delivery ratio than streaming and fixed size batch forwarding. However, when T is large like 64ms in our experiments, we reach the maximum batch size before the timer goes off, and thus dynamic batch forwarding performs as if we used fixed size batch forwarding with maximum batch size. However, if we made T too small, then dynamic batch forwarding would perform as if we use streaming. To achieve good delivery ratio performance, we recommend setting the value of T to half of the time that is needed to reach the maximum batch size, e.g. 32ms in our experiments. Figure 12 compares the end2end delay performance of streaming, fixed size batch forwarding, and dynamic batch forwarding. Depending on the given value of T , the end2end delay of dynamic batch forwarding is slightly less than or greater than that of fixed size batch forwarding. When the load (i.e., N ) is small, the larger values of T increase batch formation delay and thus make the end2end delay worse than that of streaming. However, as mentioned above, selecting very small values for T would cause dynamic batch forwarding perform like streaming and increase queueing delay. As we see from the figure, the end2end delay for streaming gets significantly large as the load (i.e., N ) increases. So, to avoid such queueing delays, we need to use dynamic batch forwarding with appropriate values of T . As recommended above, it seems appropriate to set the value of T to half of the time that is needed to reach the maximum batch size in a given WSN. This can be further halved to strictly bind the batch formation delay. In future, we will further investigate the relationships between batch formation delay, queuing delay, and delivery ratio so that we can also dynamically adjust the values of T for the best performance.
V. CONCLUSIONS AND FUTURE WORK We analyzed the efficiency and delay performance of batch forwarding in WSNs. We also verified our findings using actual experiments. Our results show that batch forwarding significantly improves efficiency and delivery ratio while minimizing end2end delay, particularly in heavily loaded environments. So, when the load increases, it would be necessary to activate a batch forwarding mechanism in WSNs. Specifically, dynamic batch forwarding with appropriate constraints on batch formation delay will give the best performance as it determines the appropriate batch sizes on the fly.
As future work, we will enhance our analytical modeling by analyzing the queuing delay performance under batch forwarding and relaxing some of the simplifying assumptions. In our actual experiments, we will further investigate the key relationships and tradeoffs between different parameters to better utilize batch forwarding in practice. We also plan to conduct large scale experiments involving multi-hop and multipath forwarding. In addition to goodput efficiency, delivery radio and end2end delay improvements studied in this paper, we plan to investigate how batch forwarding can decrease energy usage and prolong the lifetime of WSNs.
