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Abstract
In the paper [6] the present authors together with Davide Maglia
introduced the blocked-braid groups BBn on n strands, and proved
that a blocked torsion has order either 2 or 4. We conjectured that the
order was actually 4 but our methods in that paper, which involved
introducing for any group G a braided monoidal category of tangled
relations, were inadequate to demonstrate this fact. Subsequently
Davide Maglia in unpublished work investigated exactly what part of
the structure and properties of a group G are needed to permit the
construction of a braided monoidal category with a tangle algebra and
was able to distinguish blocked two-torsions from the identity.
In this paper we present a simplification of his answer, which turns
out to be related to the notion of rack. We show that if G is a rack
then there is a braided monoidal category TRelG generalizing that
of [6]. Further we introduce a variation of the notion of rack which
we call irack which yields a tangle algebra in TRelG. Iracks are in
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particular racks but have in addition to the operations abstracting
group conjugation also a unary operation abstracting group inverse.
Using iracks we obtain new invariants for tangles and blocked braids
permitting us to give a proof of Maglia’s result that a blocked double
torsion is not the identity.
This work was presented at the Conference in Memory of Aurelio
Carboni, Milan, 24-26 June 2013.
1 Racks and Iracks
We recall the definition of rack ([8, 1, 5, 2]).
Definition 1.1 A rack A consists of a set A with two binary operations ⊳
and ⊲ satisfying the equations:
R(1) (a⊲ b)⊳ a = b,
R(2) a⊲ (b⊳ a) = b,
R(3) a⊲ (b⊲ c) = (a⊲ b)⊲ (a⊲ c),
R(4) (c⊳ b)⊳ a = (c⊳ a)⊳ (b⊳ a).
The new notion of irack which we introduce in this paper is defined as follows:
Definition 1.2 A irack A consists of a set A with two unary operations
()+ : A //A, ()− : A //A and a binary operation ⊲ : A×A //A satisfying
the equations:
IR(1) (a+)− = a = (a−)+,
IR(2) a⊲ a− = a+,
IR(3) a− ⊲ (a⊲ b) = b,
IR(4) a⊲ (a− ⊲ b) = b,
IR(5) a⊲ (b⊲ c) = (a⊲ b)⊲ (a⊲ c),
IR(6) (a⊲ b−) = (a⊲ b)−.
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We denote the irack A as A = (A,⊲,+,−).
Remark 1.1 Irack axioms (3), (4), (5) and (6) imply that an irack is a rack
if we define b⊳ a to be a− ⊲ b.
Example 1.1 Given a group G if we define we define g⊲h to be ghg−1 and
h ⊳ g to be g−1hg then G is a rack. If we define further g− and g+ both to
be the inverse of g then G is an irack.
Example 1.2 Given A = {1, a, b, c, d, e, f} the following define an irack
structure on A:
1 a b c d e f
()+ 1 b a f c d e
()− 1 b a d e f c
⊲ 1 a b c d e f
1 1 a b c d e f
a 1 a b c d e f
b 1 a b c d e f
c 1 b a e f c d
d 1 b a e f c d
e 1 b a e f c d
f 1 b a e f c d
The following lemmas hold for elements of an irack A.
Lemma 1.1
a⊲ a = a++.
Proof.
a⊲ a = (a⊲ a)−−++ (by IR(1))
= (a⊲ a−)−++ (by IR(6))
= a+−++ (by IR(2))
= a++ (by IR(1))
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Lemma 1.2
a− ⊲ a = a++.
Proof.
a− ⊲ a = (a− ⊲ a)−−++ (by IR(1))
= (a− ⊲ a−−)++ (by IR(6))
= a−+++ (by IR(2))
= a++ (by IR(1))
Lemma 1.3
a++++ = a.
Proof.
(a++)++ = (a⊲ a)++ (by lemma 1.1)
= (a⊲ a)⊲ (a⊲ a) (by lemma 1.1)
= a⊲ (a⊲ a) (by IR(5))
= a⊲ a++ (by lemma 1.1)
= a⊲ (a− ⊲ a) (by lemma 1.2)
= a (by IR(4))
Lemma 1.4
a−− ⊲ a = a++.
Proof.
(a−− ⊲ a) = (a−− ⊲ a)−−++ (by IR(1))
= (a−− ⊲ a−−)++ (by IR(6))
= a−−++++ (by lemma 1.1)
= a++ (by IR(1))
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Lemma 1.5
(a⊲ b)+ = a⊲ b+.
Proof.
(a⊲ b)+ = (a⊲ b)−++ (by IR(1))
= (a⊲ b−)++ (by IR(6))
= (a⊲ b−)−− (by lemma 1.3)
= (a⊲ b−−−) (by IR(6))
= (a⊲ b−++) (by lemma 1.3)
= (a⊲ b+) (by IR(1))
Lemma 1.6
a⊲ a+ = a−.
Proof.
a⊲ a+ = (a⊲ a)+ (by lemma 1.5)
= a+++ (by lemma 1.1)
= a−−+ (by lemma 1.3)
= a− (by IR(1))
Lemma 1.7
a+ ⊲ (a⊲ b) = b.
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Proof.
a+ ⊲ (a⊲ b) = a+ ⊲ ((a+)− ⊲ b) (by IR(1))
= b (by IR(4))
Lemma 1.8
a⊲ (a+ ⊲ b) = b.
Proof.
a⊲ (a+ ⊲ b) = (a+)− ⊲ (a+ ⊲ b) (by IR(1))
= b (by IR(3))
Lemma 1.9 The function x 7→ a⊲ x from A to A has inverse x 7→ a− ⊲ x.
Proof. This follows directly from properties IR(3) and IR(4).
Lemma 1.10
a+ ⊲ b = a− ⊲ b.
Proof. Lemmas 1.7 and 1.8 imply that the function x 7→ a+ ⊲ x is also
inverse to x 7→ a⊲ x and hence is equal to x 7→ a− ⊲ x.
The lemmas above clearly imply the following proposition:
Proposition 1.1 If A = (A,⊲,+,−) is an irack then so also is A =
(A,⊲,−,+).
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2 Racks of n tuples
Definition 2.1 If A = (A,⊲,⊳) is a rack, a = (a1, a2, · · · , an) is an n-tuple
of elements of A (for some n, n = 0, 1, 2, · · · ) and b is an element of A then
we define a⊲ b as a⊲ b = b if n = 0 and otherwise
a⊲ b = a1 ⊲ (a2 ⊲ (a3 ⊲ (· · · (an ⊲ b) · · · ))).
Similarly we define b⊳ a as b⊳ a = b if n = 0 and otherwise
b⊳ a = (((· · · (b⊳ a1) · · · )⊳ an−2)⊳ an−1)⊳ an.
If also b is an m-tuple of elements of A (for some m, m = 0, 1, 2, · · · )
we define a⊲ b as a⊲ b = () if m = 0 else as
a⊲ (b1, b2, · · · , bm) = (a⊲ b1, a⊲ b2, · · · , a⊲ bm).
Similarly, we define b⊲ a as b⊲ a = () if m = 0 else as
(b1, b2, · · · , bm)⊳ a = (b1 ⊳ a, b2 ⊳ a, · · · , bm ⊳ a).
Lemma 2.1 If a is an n-tuple of elements of a rack and b and c are elements
of the rack then
a⊲ (b⊲ c) = (a⊲ b)⊲ (a⊲ c).
Proof.
a⊲ (b⊲ c) = a1 ⊲ ((a2, · · · , an)⊲ (b⊲ c)) (by definition)
= a1 ⊲ (((a2, · · · , an)⊲ b)⊲ ((a2, · · · , an)⊲ c))
(by inductive hypothesis))
= (a1 ⊲ ((a2, · · · , an)⊲ b))⊲ (a1 ⊲ ((a2, · · · , an)⊲ c))
(by R(3))
= (a⊲ b)⊲ (a⊲ c) (by definition)
Lemma 2.2 If a, b and c are tuples of elements of a rack then
a⊲ (b⊲ c) = (a⊲ b)⊲ (a⊲ c).
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Proof. It clearly suffices to consider the case in which c = c, a single
element.
a⊲ ((b1, · · · , bm)⊲ c) = a⊲ (b1 ⊲ ((b2, · · · , bm)⊲ c)) (by definition)
= (a⊲ b1)⊲ (a⊲ ((b2, · · · , bm)⊲ c)) (by R(3))
= (a⊲ b1)⊲ ((a⊲ (b2, · · · , bm))⊲ (a⊲ c))
(by inductive hypothesis)
= (a⊲ b1)⊲ ((a⊲ b2, · · · , a⊲ bm)⊲ (a⊲ c))
(by definition)
= (a⊲ b1, · · · , a⊲ bm)⊲ (a⊲ c) (by definition)
= (a⊲ b)⊲ (a⊲ c) (by definition)
Lemma 2.3 If a and b are tuples of elements of a rack then
a⊲ (b⊳ a) = b.
Proof. It clearly suffices to consider the case in which b = b, a single
element.
a⊲ (b⊳ a) = a1 ⊲ (· · · (an−1 ⊲ (an ⊲ [((· · · (b⊳ a1) · · · )⊳ an−1)⊳ an])))
(by definition)
= a1 ⊲ (· · · (an−1 ⊲ [(· · · (b⊳ a1) · · · )⊳ an−1])) (by R(2))
= b (by inductive hypothesis)
We have now verified that tuples of a rack satisfy the equations R(2) and
R(3) of racks; R(1) and R(4) follow similarly and hence we have proved the
following result:
Proposition 2.1 IfA = (A,⊲,⊳) is a rack then the set of tuples of elements
of A form a rack, with the definition of the operations as given above.
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Remark 2.1 Notice that we have shown that the set of tuples of an irack
has a rack structure. We may try to add an irack structure defining a− and
a+ as () if n = 0 else as
a− = (a−n , a
−
n−1, · · · , a
−
1 ), a
+ = (a+n , a
+
n−1, · · · , a
+
1 ).
With these candidates for the operations ()− and ()+ the set of tuples of an
irack satisfy all the axioms of an irack except axiom IR(2). In the irack of
example 1.2 (a, c)⊲ (a, c)− = (f, a) whereas (a, c)+ = (f, b).
3 Tangled relations
In this section we define a category TRelA of tangled relations over an irack
A, extending the case of tangled relations over a group introduced in [7].
Notice that in defining the braided monoidal structure on TRelA we need
only that A is a rack.
Note well: This category will not provide invariants for tangled circuits
in general, which are arrows in a free braided strict monoidal category on
a monoidal graph, whose objects have with commutative Frobenius algebra
structures. We will show that the category TRelA is generated by a tangle
algebra object, and hence yields invariants for arrows in a free braided strict
monoidal category on a monoidal graph, whose objects have with tangle
algebra structures. The blocked braid groups were defined in this context.
Definition 3.1 Consider an irack A = (A,⊲,+,−). The category TRelA
has as objects formal powers of A and as arrows from Am to An relations
R : Am // An satisfying the following two conditions: if aRb then for any
element c of A
TR(1) (c⊲ a)R (c⊲ b), and
TR(2) a⊲ c = b⊲ c.
It is an immediate consequence that the properties TR(1) and TR(2) of rela-
tions in TRelA are satisfied for any tuple c in place of any element c: that
is, if R is a relation in TRelA and aRb then for any tuple c we have that
(c⊲ a)R (c⊲ b) and a⊲ c = b⊲ c.
Composition is the usual composition of relations.
The monoidal structure of Rel coming from the product of sets and of
relations is easily seen to restrict to a strict monoidal structure on TRelA.
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We next define a braiding ([4]) for the strict monoidal structure onTRelA.
This will require only the fact that tuples in an irack form a rack.
Proposition 3.1 The functional relations
τm,n : A
m × An // An × Am : (a,b) 7→ (a⊲ b, a)
furnish TRelA with a braiding.
Proof. We first check that τm,n is in TRelA. The first property required is
that for any c ∈ A we need that τm,n : c ⊲ (a,b) 7→ c ⊲ (a ⊲ b, a); that is,
that
((c⊲ a)⊲ (c⊲ b), c⊲ a) = (c⊲ (a⊲ b), c⊲ a),
which follows by property R(3) of racks. The second property required is
that c ∈ A we need that (a,b) ⊲ c = (a ⊲ b, a) ⊲ c. That is, we need that
a⊲ (b⊲ c) = (a⊲ b)⊲ (a⊲ c), again property R(3) of racks.
The relation (a,b) 7→ (b, a ⊳ b) is the inverse of τm,n by properties of
racks.
Next to check that τ is natural. This amounts to two properties: if R :
Am //An is in TRelA then it is required that τn,p(R×1Ap) = (1Ap ×R)τm,p
and that τp,n(1Ap × R) = (R × 1Ap)τp,n. The first says that if aRb and
c ∈ Ap then a ⊲ c = b ⊲ c. The second says that if aRb and c ∈ Ap then
c⊲aR c⊲a. These are the two properties TR(1),TR(2) required of R to be
in TRelA.
Finally we need to check the two coherence conditions of twist. We will
check just one, namely that
τm+n,p = (τm,n × 1Ap)(1Am × τn,p) : A
m × An × Ap // Ap ×Am × An.
But under the first arrow (a,b, c) goes to ((a,b)⊲c, a,b) = (a⊲(b⊲c), a,b),
and under the second arrow (a,b, c) 7→ (a,b⊲ c,b) 7→ (a⊲ (b⊲ c), a,b).
We show now that the object A of TRelA has a tangle algebra ([3, 7])
structure.
Proposition 3.2 The relations η : I // A × A : () ∼ (a, a−) and ε : A ×
A // I : (a, a+) ∼ () furnish the object A with a tangle algebra structure in
TRelA.
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Proof. To see that η is in TRelA we need that η : () ∼ (c⊲a, c⊲a
−) which
follows since c⊲ a− = (c⊲ a)−. We need also that ()⊲ c = (a, a−)⊲ c. Both
sides evaluate as c. The proof that ε is in TRelA is similar.
The fact the η and ε make A self dual follows from the fact that ()+ and
()− are inverse functions.
Finally the commutativity of η and ε both follow from the irack equation
IR(2).
4 Dirac’s Belt Trick
In [7, 6] we proved that a blocked four torsion is equal to a blocked identity.
We were not able to distinguish using TRelG for G a group between a
blocked two torsion and the identity and hence were unsure whether the
blocked braid group on three strings has 6 or 12 elements. We are now able
to present a proof of the unpublished result of Davide Maglia using the irack
A of example 1.2, namely that TRelA distinguishes between a blocked two
torsion and a blocked identity on 3 or more strings, and hence in particular
that the blocked braid group on three strings has 12 elements.
First let us consider the case of three strings. We will produce two rela-
tions R : I //A3 and S : A3 // I in TRelA such that if T is the torsion on
three strings then SR is the empty set, while ST 2R is the one point set.
The relation R is
R = {(a, c, d), (b, e, f)}
whereas the relation S is
S = {(a, e, f), (b, c, d)}.
A similar argument works for n strings taking instead
R = {(a, c, d, 1, 1, · · · , 1), (b, e, f, 1, 1, · · · , 1)}
and
S = {(a, e, f, 1, 1, · · · , 1), (b, c, d, 1, 1, · · · , 1)}.
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