Consider a pair of correlated Gaussian sources (X 1 ;X 2 ). Two separate encoders observe the two components and communicate compressed versions of their observations to a common decoder. The decoder is interested in reconstructing a linear combination of X1 and X2 to within a mean-square distortion of D. We obtain an inner bound to the optimal rate-distortion region for this problem. A portion of this inner bound is achieved by a scheme that reconstructs the linear function directly rather than reconstructing the individual components X1 and X2 first.
I. INTRODUCTION
S INCE its inception in 1973 by Slepian and Wolf, the problem of distributed source coding has been a source of inspiration for information/communication/data-compression theory community because of its formidable nature (in its full generality) and its wide scope of practical applications. In this problem, a collection of correlated information sources, with th source having an alphabet , is observed separately by encoders. Each encoder maps its observations into a finite-valued set. The indices from these sets are transmitted over noiseless but rate-constrained channels to a joint decoder. The decoder is interested in obtaining reconstructions with fidelity criteria (one for each). The th reconstruction has an alphabet , and the th fidelity criterion is a mapping from the product of alphabets of a subset of the sources and to the set of nonnegative real numbers. The goal is to find a computable performance limit for this communication problem. The per-Manuscript received July 20, 2007 ; revised November 10, 2008 . Current version published November 20, 2009 . This work was supported by the National Science Foundation (NSF) under Grants CCF 0448115(CAREER) and CCF 0915619. The material in this paper was presented in part at the AAECC- 17 formance limit, also referred to as the optimal rate-distortion region, is expressed as the set of all -tuples of rates of the indices transmitted by the encoders and distortions of the reconstructions of the decoder that can be achieved in the usual Shannon sense.
Toward this goal, progress has been made in a number of directions. In the following, we restrict our attention to the case of the collection of stationary memoryless sources. In [1] , a solution to the problem was given for the case when the decoder wishes to reconstruct all the sources losslessly. In [3] , [4] , the case of lossless "one-help-one" problem was resolved. Here the decoder wishes to reconstruct only one of the sources 1 losslessly ( ). In [5] , the case of lossy "one-help-one" problem was resolved for the case when the rate of the helper is greater than its entropy (also referred to as the Wyner-Ziv problem). In [6] , [7] , an inner bound, and an outer bound (also known as the Berger-Tung inner and outer bounds respectively) to the performance limit are given for the case where (a) and (b) the fidelity criterion of each source does not depend on the other source (also referred to as independent fidelity criteria). In [8] , an inner bound to the performance limit is given for the case of lossy "one-help-one" problem. In [9] , an inner bound to the performance limit is given for the case when the decoder wishes to reconstruct a function of sources losslessly. It was also shown that this is optimal for the case when the sources are conditionally independent given the function. In [10] , the performance limit is given for reconstructing losslessly the modulo-sum of two binary correlated sources, and was shown to be tight for the symmetric case. This has been extended to several cases in [12] (see Problem 23 on p. 400) and [14] . An improved inner bound was provided for this case in [15] . The key point to note is that the performance limits given in [10] , [14] , [15] are outside the inner bound given in [9] . In [16] , the performance limit is given for the case where (a) , (b) one of the sources is reconstructed losslessly and the other with a independent fidelity criterion. In [18] (also see [11] , [17] , [19] - [21] , [44] ), an inner bound to the performance limit of the CEO problem 2 was given.
This problem for the quadratic Gaussian case essentially boils down to reconstructing a certain linear function of the sources with mean-squared error fidelity criterion. It was shown that this inner bound is tight for some cases in [25] , [30] . For the vector Gaussian CEO problem, inner and outer bounds were derived in [27] , [28] . These bounds were shown to be tight under some conditions. In [31] , the performance limit is given for the case of lossless reconstruction of a function of two sources with the rate of one of the sources being greater than or equal to its entropy. The lossy version is addressed in [32] , [33] . Regarding the Berger-Tung inner bound, it was shown that this is tight for (a) the high-resolution case with independent fidelity criteria in [44] , (b) the jointly Gaussian case and independent squared error fidelity criterion in [24] , and (c) the jointly Gaussian case with and independent squared error criteria in [35] . In [35] , it was also shown that a Berger-Tung based coding scheme is optimal for the case of reconstruction of certain linear functions of two jointly Gaussian sources with squared error criterion. A general outer bound to the performance limit of the general distributed source coding problem was given in [29] . In [34] , the performance limit was given for the lossy "one-help-many" problem with independent fidelity criteria and the sources being conditionally independent given the helper which is transmitted at a rate greater than its entropy. In [26] , the performance limit was given for the quadratic jointly Gaussian lossy "many-help-one" problem with the condition that the helpers are conditionally independent given the source. In [36] , the performance limits were obtained for the case of quadratic Gaussian "many-help-one" problem where the sources satisfy a "tree-structure." In [37] , the performance limit is given for the case where one of the sources needs to be reconstructed with an independent fidelity criterion and the rest of the sources need to be reconstructed losslessly. In [38] , infinite order descriptions were provided for the performance limits of the general case of two-terminal source coding problem with independent distortion criteria. This was extended to the case of more than two sources in [39] .
With regard to above set of results, we would like to make the following observations. (a) Most of the above approaches, except that of [10] and its extensions in [12] , [14] , [15] use random vector quantization followed by independent random binning (see [13, Ch. 14] ) of the quantizer indices. (b) The four exceptions, which consider only lossless source coding problems, deviate from this norm, and instead use structured random binning based on linear codes on finite fields. Further, the binning operation of the quantizers of the sources are "correlated." This incorporation of structure in binning appears to give improvements in the rates especially for those cases that involve reconstruction of a function of the sources. Moreover, it is still not known whether it is possible to approach this performance without the structured codes. (c) For some distributed source coding problems (that belong to the first category), whose performance limits were derived using random coding and random binning, it is well known that these limits can also be approached using structured codes. For example, structured codes were considered for (a) the Slepian-Wolf problem in [40] , (b) the Wyner-Ziv problem for the binary case with Hamming distortion and for the quadratic Gaussian case in [45] , (c) the Berger-Tung inner bound for the two-terminal quadratic Gaussian problem with independent fidelity criteria in [45] , and (d) high-resolution distributed source coding problem with independent fidelity criteria in [44] .
With this as a motivation, in this paper we consider a lossy distributed source coding problem with jointly Gaussian sources with one reconstruction, i.e.,
. The fidelity criterion has the additional structure that is given by the following. The decoder wishes to reconstruct a linear function of the sources with squared error as the fidelity criterion. We consider a coding scheme with the following structure: sources are quantized using structured vector quantizers followed by "correlated" structured binning. That is, the binning operations of the quantizers of the sources are not performed "independently." The structure used in this process is given by lattice codes. We provide an inner bound to the optimal rate-distortion region. We show that the proposed inner bound is better for certain parameter values than an inner bound that can be obtained by using a coding scheme that uses random vector quantizers following by independent random binning. For this purpose we use the machinery developed by [41] , [42] , [45] - [47] for the Wyner-Ziv problem in the quadratic Gaussian case.
We also believe that the proposed scheme can be used as a building block to provide an inner bound to the optimal rate-distortion region for the case when the decoder wishes to reconstruct all the sources with independent squared error fidelity criterion. This will be addressed in our future work. The rest of the paper is organized as follows. Rather than giving the main result for the most general case first and then considering special cases, we first consider the case of two sources and obtain the result and then provide the result for the general case. In Section II, we give a concise overview of the asymptotic properties of high-dimensional lattices that are known in the literature and we use these properties in the rest of the paper. In Section III, we define the problem formally for the case of two sources and present an inner bound to the optimal rate-distortion region given by a coding structure involving structured quantizers followed by "correlated" structured binning. Further, we also present another inner bound achieved by a scheme that first obtains a lossy reconstruction of the sources, and then obtains a reconstruction of the linear function. The latter scheme is based on the Berger-Tung inner bound. An overall achievable rate region can be obtained by combining these two schemes. Then we present our lattice-based coding scheme and prove achievability of the inner bound. We also provide motivation and intuition about the proposed coding scheme in this section. In Section IV, we consider a generalization of the problem that involves reconstruction of a linear function of an arbitrary finite number of sources. We also demonstrate how the general solution simplifies in certain special cases. In Section V, we provide a set of numerical results for the two-source case that demonstrate the conditions under which the lattice-based scheme performs better than the Berger-Tung based scheme. We conclude with some comments in Section VI. A word about the notation used in this paper is in order. Let be an arbitrary function. Then the function operates component-wise on the individual components each of which belong to . Variables with superscript denote an -length random vector whose components are mutually independent. However, random vectors whose components are not independent are denoted without the use of the superscript. The dimension of such random vectors will be clear from the context.
II. PRELIMINARIES ON HIGH-DIMENSIONAL LATTICES

A. Overview of Lattice Codes
Lattice codes [55] play the same role in Euclidean space that linear codes play in Hamming space. Introduction to lattices and to coding schemes that employ lattice codes can be found in [42] , [45] , [46] , [53] , [56] . Lattice codes have been used in other related multiterminal source coding problems in the literature [57] - [61] . In the rest of this section, we will briefly review some properties of lattice codes that are relevant to our coding scheme. We start by defining various quantities of interest associated with lattices. We use the same notation as in [45] for these quantities.
An -dimensional lattice is composed of all integer combinations of the columns of an matrix called the generator matrix of the lattice.
for some (1) Associated with every lattice is a natural quantizer, namely one that associates with every point in its nearest lattice point. This quantizer can be described by the function where for all (2) The quantization error associated with the quantizer is defined by
The basic Voronoi region of a lattice is the set of all points closer to the origin than to any other lattice point, i.e., (4) where is the origin of . The second moment of a lattice is the expected value per dimension of the norm of a random vector uniformly distributed over and is given by
Let the normalized second moment be given by (6) where . When used as a channel code over an unconstrained additive white Gaussian noise (AWGN) channel with noise having variance [62] , let the probability of decoding error be denoted by (7) where is the random noise vector of length .
The mod operation defined in (3) satisfies the following useful distributive property: (8) It is known (see [42] , [46] ) that the quantization error of a lattice quantizer can be assumed to have a nearly uniform distribution over the fundamental Voronoi region of the quantizer. This assumption is completely accurate in the case of subtractive dithered quantization where a vector uniformly distributed over (called the dither) is added at the encoder before quantization and subtracted at the decoder. It has been shown in [42] that for an optimal lattice quantizer, this noise is wide-sense stationary and white. Further, as the lattice dimension , for optimal lattice quantizers, the quantization noise approaches a white Gaussian noise process in the Kullback-Leibler divergence sense.
Lattices have been studied extensively for efficient packing and covering. A systematic study of lattice packings was initiated by Minkowski in [49] , where existence of good lattice packings was shown. A formal study of lattice covering appears to have been initiated by Kershner in [51] . See [52] for a thorough review of existence of efficient lattice packings and coverings. Lattice codes have been employed in the point-to-point setting for quantization of Gaussian sources with squared error fidelity criterion and also in coding for the AWGN channel with power constraint. In [45] , the existence of high-dimensional lattices that are "good" for quantization and for coding is discussed. The criteria used therein to define goodness are as follows.
• A sequence of lattices (indexed by the dimension ) is said to be a good channel -code sequence if , there exists such that for all the following conditions are satisfied:
for some . • A sequence of lattices (indexed by the dimension ) is said to be a good source -code sequence if , there exists such that for all the following conditions are satisfied:
B. Nested Lattice Codes
For lossy coding problems involving side information at the encoder/decoder, it is natural to consider nested codes. Wyner proposed an algebraic binning approach involving linear codes for the Slepian-Wolf problem [2] . Adapting this scheme to the case of lossy coding, nested codes for the Wyner-Ziv problem were proposed in [43] . We review the properties of nested lattice codes briefly here. Further details can be found in [45] . A pair of -dimensional lattices is nested, i.e., , if their corresponding generating matrices satisfy (13) where is an integer matrix with determinant greater than one.
is referred to as the fine lattice while is the coarse lattice. The points of the set (14) are called the coset leaders of relative to . The nesting ratio of this nested lattice is defined as where is the volume of the Voronoi region of lattice . In many applications of nested lattice codes, we require the lattices involved to be a good source code and/or a good channel code. We term a nested lattice good if (a) the fine lattice is both a good source -code and a good channel -code and (b) the coarse lattice is both a good source -code and a channel -code. For such a nested lattice code , the number of coset leaders of relative to is about . A code employing the coset leaders as codewords would thus have a rate of . Equivalently, the rate of such a code is the logarithm of the nesting ratio of the nested lattice . The existence of good lattice codes and good nested lattice codes (for various notions of goodness) has been studied in [46] , [47] which use the random coding method of [50] , [53] . In [47] , it was shown that there exist lattices which are simultaneously good in both the source and channel coding senses described above. In [46] , the existence of nested lattices where the coarse lattice is simultaneously good as a source and channel code and the fine lattice is a good channel code was proved.
III. DISTRIBUTED SOURCE CODING FOR THE TWO-SOURCE CASE
A. Problem Statement and Main Result
In this section, we consider a distributed source coding problem for the case of two sources and . The function to be reconstructed at the decoder is assumed to be the linear function unless otherwise specified. Consideration of this function is enough to infer the behavior of any linear function and has the advantage of fewer variables. We consider the more general case of in Section IV. We define the coding problem formally below. Consider a pair of correlated jointly Gaussian sources with a given joint distribution . The source sequence is independent over time and has the product distribution . Consider the following average squared error as the fidelity criterion:
given by (15) where is the set of positive reals. 
such that the following constraint is satisfied:
We say that a tuple is achievable if for all sufficiently large , a transmission system with parameters such that for The performance limit is given by the optimal rate-distortion region which is defined as the set of all achievable tuples . This problem is graphically illustrated in Fig. 1 .
Without loss of generality, the sources can be assumed to have unit variance and let the correlation coefficient . Any Gaussian joint distribution can be reduced to this canonical form by shifting and scaling of the sources prior to encoding. Also, the results presented below can be easily extended to the case when the joint distortion is arbitrary. For the rest of this section, these assumptions are made unless otherwise stated.
One possible coding scheme for this problem would be the following. The decoder reconstructs lossy versions of the sources and uses the best estimate of given as the reconstruction . The rate region for such a scheme can be derived using the Berger-Tung inner bound [6] , [7] . One of the main result in this paper is to show that for certain parameter values, there exists a better coding scheme that enables the decoder to reconstruct directly without resorting to reconstructions . We present the rate region of our scheme below.
Theorem 3.1: The set of all tuples of rates and distortion that satisfy (19) are achievable. Here, is the variance of the function to be reconstructed.
Proof: See Section II-B.
We also present another achievable rate region based on ideas similar to the Berger-Tung coding scheme [6] [7] . From here on, we shall refer to this rate region as the Berger-Tung-based rate region and the scheme that achieves this as the Berger-Tungbased coding scheme. 
where . Then, the rate distortion tuples which belong to are achievable where denotes convex closure.
Proof: Follows directly from the application of Berger-Tung inner bound with the auxiliary random variables involved being Gaussian.
In many distributed source coding problems involving jointly Gaussian sources ( [25] , [30] , [35] ), the use of Gaussian auxiliary random variables results in the optimal or largest known rate region. With this as motivation, we have used Gaussian auxiliary random variables to derive an inner bound to the performance limit of this problem based on the Berger-Tung coding scheme.
One can explicitly evaluate the minimum sum-rate as given by Theorem 3.2 necessary to reconstruct with mean square distortion . This will be used in later sections for comparing the performance limits given by the above two theorems. As stated above, the sum-rate is derived assuming Gaussian auxiliary random variables.
Lemma 3.1: For a given distortion , the minimum sum-rate that lies in the region of Theorem 3.2 is given by the lower convex envelope of the following region:
Proof: This derivation is detailed in Appendix I.
For certain values of and , the sum-rate given by Theorem 3.1 is better than that given in Theorem 3.2. This implies that each rate region contains rate points which are not contained in the other. Thus, an overall achievable rate region for the coding problem can be obtained as the convex closure of the union of all rate distortion tuples given in Theorems 3.1 and 3.2. A further comparison of the two schemes is presented in Section V. Note that for and , it has been shown in [35] that the rate region given in Theorem 3.2 is tight.
B. The Coding Scheme for Theorem 3.1
In this section, we present a lattice-based coding scheme for the problem of reconstructing the above linear function of two jointly Gaussian sources whose performance approaches the inner bound given in Theorem 3.1. In what follows, a nested lattice code is taken to mean a sequence of nested lattice codes indexed by the lattice dimension .
We will require nested lattice codes where and . We need the fine lattices and to be good source codes (of appropriate second moment) and the coarse lattice to be a good channel code. The proof of the existence of such nested lattices is detailed in Appendix II, where we show the existence of a nested lattice such that or and all three lattices are good source and channel codes simultaneously. The parameters of the nested lattice are chosen to be (25)
where
. The coding problem is nontrivial only for and in this range, and therefore and indeed. Note that the order of nesting between the lattices and depends on whether or not. However, this is irrelevant for the proof which only requires and . Let and be random vectors (dithers) that are independent of each other and of the source pair . Let be uniformly distributed over the basic Voronoi region of the fine lattices for . The decoder is assumed to share this randomness with the encoders. The source encoders use these nested lattices to quantize and , respectively, according to equations (28) (29) Note that the second encoder scales the source before encoding it. The decoder receives the indices and and reconstructs (30) This coding scheme is illustrated in Fig. 2 . The rates of the two encoders are given by (31) 
Clearly, for a fixed choice of , all rates greater than those given in (31) and (32) are achievable. The union of all achievable rate-distortion tuples over all choices of gives us an achievable region. Eliminating between the two rate equations gives us (33) which is the rate region claimed in Theorem 3.1. As is varied between and , the entire rate region is traced out.
It remains to show that this scheme indeed reconstructs the function to within a distortion . We show this in the following.
Using the distributive property of lattices described in (8), we can reduce the coding scheme to a simpler equivalent scheme by eliminating the first modoperation in both the signal paths. This results in an equivalent representation of the coding scheme as shown in Fig. 3 . The decoder can now be described by the equation
where and are dithered lattice quantization noises given by (36) 
The subtractive dither quantization noise is independent of both sources and and has the same distribution as for [45] . Since the dithers and are independent and for a fixed choice of the nested lattice, is a function of alone, and are independent as well. Let be the effective dither quantization noise. The decoder reconstruction in (35) can be simplified as
The in (39) stands for equality under the assumption of correct decoding. Decoding error occurs if (39) does not hold. Let be the probability of decoding error. Assuming correct decoding, the distortion achieved by this scheme is the second moment per dimension 3 of the random vector in (41) . This can be expressed as (42) where we have used the independence of and to each other and to the sources and (and therefore to ). Since has the same distribution as , their expected norm per dimension is just the second moment of the corresponding lattice . Thus, the effective distortion achieved by the scheme is (43) Hence, the proposed scheme achieves the desired distortion provided correct decoding occurs at (39) . Let us now prove that (39) indeed holds with high probability for an optimal choice of the nested lattice, i.e., there exists a nested lattice code for which as , where
The quantization noise plays a role analogous to that of the "self-noise" phenomenon observed in [45] , [46] for various lattice coding problems. To this end, let us first compute the normalized second moment of (45)
It was shown in [42] that as , the quantization noises tend to a white Gaussian noise for an optimal choice of the nested lattice. The following lemma states that also converges in the same way.
Lemma 3.2:
If the two independent subtractive dither quantization noises tend to a white Gaussian noise of the same variance as in the Kullback-Leibler divergence sense, then also tends to a white Gaussian noise of the same variance as in the divergence sense.
Proof: The proof of convergence to Gaussianity of is detailed in Appendix III. 3 We refer to this quantity also as the normalized second moment of the random vector N. This should not be confused with the normalized second moment of a lattice as defined in (6).
We choose to be a good channel code in the sense defined in Section II-A (also see [45] ). For such lattices, the probability of decoding error in (44) goes to exponentially fast if is Gaussian. It can be shown that if tends to a white Gaussian noise vector, the effect on of the deviation from Gaussianity is subexponential. Hence, the overall error behavior is asymptotically the same as the behavior if were Gaussian, i.e., as . The proof is similar to the one presented in [46] and is given in Appendix V. This implies that the reconstruction error tends in probability to the random vector defined in (41) . Since all random vectors involved have finite normalized second moment, this convergence in probability implies convergence in second moment as well. Thus, the normalized second moment of the reconstruction error tends to that of which is shown to be in (43) . Averaged over the random dithers and , we have shown that the appropriate distortion is achieved. Hence, there must exist a pair of deterministic dithers that also achieve the given distortion. Combining (33) and (43), we have proved the claim of Theorem 3.1.
Remark: Instead of focussing on the entire rate region, if one is interested in minimizing the sum-rate of the encoders, then it can be checked that the optimal choice of lattice parameters is . In this case, we require only one nested lattice with both encoders using the same nested lattice for encoding.
The rate region presented in Theorem 3.1 remains valid even when the joint distribution of the jointly Gaussian sources is arbitrary and the sources no longer have unit variance. It should also be noted that the rate region presented in Theorem 3.2 also can be achieved by a lattice based coding scheme. In this case, the two encoders no longer encode only the modulo lattice source signals but also expend some rate to encode the fine lattice points themselves. Such a coding scheme for the two user case is presented in Section IV-D.1 as a special case of the general coding scheme presented in Theorem 4.1.
C. Intuition About the Coding Scheme
In this subsection, we outline some arguments that justify our choice of lattice codes and the scaling constants described in the previous subsection. Our use of lattice codes is motivated by the following. Suppose there exists a centralized encoder that has access to both sources and . Clearly, the optimal encoding strategy then would be to compute , and compress it using an encoder, say , that achieves the optimal rate distortion function of a Gaussian source of variance . Such a centralized coding scheme can be adapted to a distributed setting if the encoder distributes over the linear function . For then, from the decoder's perspective, there is no distinction between the centralized and distributed coding scheme since (48) A lattice code satisfies the functional form mentioned in (48) and is known to achieve the optimal rate distortion function for Gaussian sources. Hence, it is an ideal candidate for use as the source encoder.
The parameters of the lattice code as given in (25) and (26) can be justified as discussed below. Without loss of generality, let the second source alone be scaled by an arbitrary constant . Let the fine lattices in the signal path of the two sources have second moments for . For the case of optimal lattices in high enough dimensions, one can think of quantization using the fine lattices as simulating an AWGN channel of noise variance . Such a statement can be made precise by analysis similar to the one carried out in the previous subsection. Let be random variables that are single-letter asymptotic equivalents of the subtractive dither quantization noises encountered in the previous subsection.
Referring to the equivalent coding scheme represented in Fig. 3 , we see that it suffices to choose the coarse lattice to be a good AWGN channel code of second moment equal to (49) Using the distributive property of lattices (see (8) ), this scheme can be converted to the one represented by Fig. 2 .
The rates achieved by this scheme are given by for (50) This region can be optimized over all choices of subject to an appropriate distortion constraint. It turns out that the scaling chosen in Section III-B is the optimal choice. The details are described (for the more general user case) in Appendix IV.
D. Outer Bounds
In this subsection, we present some outer bounds to the optimal rate distortion region as defined in Definition 3.1. A simple cut-set bound for this problem can be derived by lower-bounding assuming that the decoder has full knowledge of and vice versa. Such a bound is given by (51) where . Another outer bound was presented in [48] for the case when which we reproduce below. 
Then and (53) is an outer bound to the optimal rate distortion region.
It is further established in [48] that the gap between the sum rates of the rate regions presented in Theorem 3.1 and Fact 3.1 is at most . In particular, this implies that when , the sum-rate given by Theorem 3.1 is within one bit of the optimum sum-rate for any distortion .
IV. DISTRIBUTED SOURCE CODING FOR THE -SOURCE CASE
In this section, we consider the case of reconstructing a linear function of an arbitrary number of sources. In the case of two sources, the two strategies used in Theorems 3.1 and 3.2 were a direct reconstruction of the function and estimating the function from noisy versions of the sources, respectively. Henceforth, we shall refer to the coding scheme used to derive Theorem 3.1 as lattice binning and that used in Theorem 3.2 as random binning.
In the presence of more than two sources, a host of strategies which are a combination of these two strategies become available. For example, in the case of three sources, one possible strategy would be for all users to use the lattice binning while another strategy would be for users 1 and 2 to use lattice binning and user 3 to employ random binning. The union of the rate-distortion tuples achieved by all such schemes gives an achievable rate region of the problem.
When a combination of the two strategies are used among the sources, the order of decoding at the decoder becomes significant. The indices which are decoded earlier can be used as side information for the indices which are to be decoded later. Thus, the order of encoding becomes significant with the sources being encoded later having more side information available for their decoding. Also, this raises the question of how to adapt the coding schemes of lattice binning to the case when side information is present at the decoder. Consider an example when the decoder is interested in reconstructing a linear function of three sources, i.e.,
. Suppose encoders 1 and 2 use an identical coarse lattice and encoder 3 uses a different coarse lattice for encoding. If the source is decoded first, it can be used as side information for decoding . For ease of exposition and understanding in the following section, we first describe a lattice coding strategy for the distributed source coding problem involving two sources with the goal of reconstruction of their linear function at the decoder and, in addition, the decoder has access to some side information. We then use this to formally describe an achievable rate region for the problem of reconstructing .
A. Lattice Coding in Presence of Decoder Side Information
Assume that we have correlated Gaussian sources and and the decoder is interested in reconstructing a linear function . Suppose the decoder also has available to it side information that is correlated with the sources . and are jointly Gaussian. Each source is observed by an encoder which maps its outcomes to a finite set. The indices produced by the encoders are transmitted to a joint decoder using two rate-constrained noiseless channels. The goal is to find the optimal rate-distortion region which is the set of all achievable tuples .
Note that, this reduces to the Wyner-Ziv problem when there is only one source at the encoder. For this problem, it is known that the conditional rate-distortion bound is still achievable [5] despite the side information being available only at the decoder. Also, if the decoder is interested in reconstructing only one of the sources with mean square distortion, this problem reduces to the lossy jointly Gaussian "one-help-one" problem considered in [8] .
In this subsection, we provide an inner bound to the optimal rate-distortion region for this problem using a lattice-based "correlated" binning strategy. We use the notation to denote the minimum mean-squared error (MMSE) estimate of given , namely, . The innovations random variable is denoted by . The lattice coding strategy in the presence of side information can be inferred by considering what the strategy would be in the presence of a central encoder that has access to all the sources and the side information . In that case, the central encoder would first compute and then quantize and transmit only the innovations random variable . This can be accomplished with subtractive dither lattice quantization using a nested lattice of parameter
where is the variance of the innovations random variable and is the desired distortion in the reconstruction of . The rate incurred in this system is given by . The decoder would use this quantized innovations with the side information to obtain a reconstruction that is within a distortion of of .
The two assumptions in the setup above that deviate from our distributed coding problem are that all sources are available to a central encoder and that side information is available at the encoder. The first assumption can be discarded by employing the distributive property (see (8) ) of lattice codes. The second assumption can be eliminated by using the linear nature of the forward test channel for the case of Gaussian quantization. This linear nature enables one to move the side information present at the encoder to the decoder thus obviating its necessity at the encoder. Thus, we can convert the above centralized coding strategy to our distributed setting to yield the following encoding scheme.
The source encoders are described by the equations for
where 's are independent random dithers uniformly distributed over the fundamental Voronoi region of the fine lattices 's. As in Section III, we require , the fine lattices to be good source codes, and the coarse lattice to be a good channel code. The second moments of the nested lattices are given by (57) 
where is chosen such that . This gives a quantization rate of (60)
Clearly, for a fixed choice of all rates beyond that given above can be achieved. Eliminating between the two rates now gives us an expression of the overall achievable region as (62) The decoder is given by the equation (63) The encoding operation given by (56) is similar to that used in Section III-B. The decoding operation can be understood as follows. The decoder shifts the origin of the nested lattice code to the point , decodes the innovations random variable , and computes the best estimate of given and the decoded value of . By mimicking the analysis of Section III-B, we can show that the first part of the decoder operation, given by in (63) which corresponds to shifting the origin to and decoding , produces with high probability , where approaches a white Gaussian noise vector with each element having variance . The decoder then obtains an estimate of the function based on and the side information . For an optimal choice of the nested lattices, in the limit as the dimension , the variables and become jointly Gaussian and the optimal MMSE estimate of is a linear function of and . It can be checked that (63) describes such an estimate and that this estimate indeed achieves the desired distortion . Thus, we have an achievable rate-distortion tuple given by (62) for reconstructing a linear function in the presence of any side information. The rationale for choosing the lattice parameters and scaling constants is very similar to that given in Section III-C.
B. Reconstructing a Linear Function of Sources
Previously, we considered the problem of reconstructing a linear function of two sources. In this subsection, we generalize the problem to an arbitrary number of sources. Let the sources be given by which are jointly Gaussian. The encoder of maps its outcome to a finite set. The output of the encoder is transmitted over a noiseless but rate-constrained channel to a joint decoder. The rate of channel is given by . The decoder wishes to reconstruct a linear function given by with squared-error fidelity criterion. The performance limit is given by the set of all rate-distortion tuples that are achievable in the sense defined in Section III. In this section, we provide an inner bound based on "correlated" lattice-structured binning.
Note that, if the decoder is interested in reconstructing only one of the sources with mean-square distortion, this problem reduces to the lossy jointly Gaussian "many-help-one" problem similar to the one studied in [26] . As indicated earlier, there are several possible coding schemes based on each user's choice of coding strategy and also the choice of order of decoding. Before we describe these coding schemes, we introduce some relevant notation.
For any set , let denote those sources whose indices are in , i.e.,
. Let be defined as . Let be a partition of with . Let be a permutation. One can think of as ordering the elements of . Each set of sources are decoded simultaneously at the decoder with the objective of reconstructing . The order of decoding is given by with the lower ranked sets of sources decoded earlier. Let be a tuple of positive reals. Let denote the expectation operator. For any partition and ordering , let us define recursively a positive-valued function as follows:
and is a collection of independent zeromean Gaussian random variables with variances given by , and this collection is independent of the sources. As will be seen later, can be thought of as approximating the sum of the subtractive dither lattice quantization noises that result from the encoding of the sources . Let (67) Decoder: For , in order to decode , the decoder has access to some side information and its operation can be recursively described similar to (30) and (63) We now show that the above system achieves the inner bound given in the theorem. From (72), it is clear that this scheme achieves the rate tuple claimed in Theorem 4.1. It remains to prove that the claimed distortion is achieved. The crucial observation is that while in (66) denotes the side information available to decode in test channels, in (74) denotes the side information available to decode in the actual coding system. If we were to assume to be Gaussian, then by definition of the functions (see (65)) and (see (67)), it is easy to see that the distortion given in Theorem 4.1 is achieved. However, such an assumption is not true for for any finite lattice dimension .
Fortunately, loosely speaking, we can show that even though the assumption of Gaussianity of is not strictly true, it becomes increasingly valid as the lattice dimension . By analysis similar to that in Section III-B, we can show that the subtractive dither quantization noises tend to a white Gaussian of the same variance (in the Kullback-Leibler divergence sense). This implies that as the lattice dimension , for an optimal choice of nested lattices, tends to and hence tends to (in the Kullback-Leibler divergence sense). By virtue of the "goodness" of the nested lattices, this then implies that the probability of incorrect decoding goes to exponentially in the lattice dimension. Thus, the reconstruction error tends in probability (and hence in normalized second moment) to where approaches a Gaussian random vector with each component having variance . Thus, the proposed lattice scheme indeed achieves the claimed rate-distortion tuples and Theorem 4.1 is proved.
To show this formally using induction, we need some more notation. For each and for each , let Now regarding the final estimation, an argument similar to the above can be given that shows that a distortion given in the theorem is achieved asymptotically. The rationale for the specific choice of scaling constants is explained in detail in Appendix IV.
Remark: An important point worth noting before proceeding further is that the nesting relations we need the lattices to satisfy is for . But, for , we do not need the lattice families and to be related in any way for . Also, just as in the two-user case, if we are interested only in minimizing the sum-rate of this encoding scheme, then for all encoders in a given set , the second moment of their respective fine lattices are equal. This means that all encoders in a given set can use the same nested lattice for encoding.
C. An illustration of Theorem 4.1
For clarity, an illustration of the coding scheme of Theorem 4.1 for the case of six users and specific choices of and is described below. Let us choose . Let be the identity permutation so that . This means that the decoder decodes first which is then used as side information for decoding , and so on. Let us also fix where are all positive. We use to denote the sets and respectively. The fine lattice of the encoder of source has second moment as given in (69). Encoders for the sources use nested lattices where the second moment of the coarse lattices are given by (70). The decoder decodes according to (73). To decode , the decoder does not have access to any side information. Encoders for use nested lattices whose parameters depend on the function which in turn is determined by the fact that has been decoded earlier. The decoder then decodes from and the functional value of the side information . Similarly, to decode , the decoder has side information along with the index . After having decoded , the decoder uses the function of (67) to estimate . This is illustrated in Fig. 4 . Notice the correspondence between this coding strategy and the schematic of the general distributed source coding problem as shown in Fig. 1 .
D. A Few Special Cases
In this subsection, we consider a few special cases of the general coding problem treated above. In particular, we examine the rate distortion region derived above for specific choices of the partition . First, we demonstrate that we can recover the two user rate region of Theorems 3.1 and 3.2 from the more general -user rate region described above. Then, we illustrate a scheme for the case where the decoder estimates the function directly, i.e., . 1) Berger-Tung Coding for the Two-User Case: In this subsection, we rederive the result of Theorem 3.2 using the more general framework of Theorem 4.1. Let the function to be reconstructed be as in Section III. Individual reconstruction of the sources corresponds to the partition . There are two possible choices of corresponding to which source is decoded first. Let us choose to be the identity permutation. Thus, is decoded first and used as side information to decode . Let where are positive for . For ease of notation, we drop the set notation in the subscripts below. In what follows, is taken to mean , and so on. Equations (64) to (66) This gives the following rates:
where is subject to the distortion constraint of (99). It can be checked that these equations parameterize one of the corner points of the rate region of Theorem 3.2. Reversing the roles of the two sources (equivalently, choosing ), we can achieve the other endpoint of the rate region. Time sharing between these two points achieves the entire rate region of Theorem 3.2.
Note that the inner bound of Theorem 3.2 is derived using the Berger-Tung inner bound [6] , [7] which employs random quantization followed by random binning. Here, we have rederived this result using lattice quantization followed by lattice-structured binning.
2) Lattice Coding for the User Case: In this subsection, we derive an achievable rate region for the -user case when all the users encode in such a way that the decoder estimates the function directly without reconstructing any intermediate vari- 
E. Comparison of the Sum-Rates for Low Distortions
In this subsection, we compare the Berger-Tung-based coding scheme and the lattice-based coding scheme for the general -user case. Specifically, we compare the sum-rates of the following encoding schemes in the low distortion regime: (a) all encoders use the same coarse lattice and encode in such a way that the decoder reconstructs the function directly, and (b) the encoders use different coarse lattices and the decoder estimates the function from lossy reconstruction of the sources. While the minimum sum-rate required by the lattice-based coding scheme to achieve a distortion is easily derived from (113) for any , a similar analysis is analytically intractable for the Berger-Tung-based coding scheme except for low values of distortion .
Let the decoder be interested in reconstructing the function to within a mean-square distortion of . Let the covariance matrix of the jointly Gaussian random variables be the matrix . Let the column vector be defined as . It is easy to see that the minimum sum-rate is achieved in (112) when and the minimum sum-rate is given by (114) An approximate expression for the sum-rate of the Berger-Tung-based coding scheme can be derived in the low-distortion regime as shown below. An achievable sum-rate-distortion region for this problem can be derived using the Berger-Tung-based coding scheme with the auxiliary random variables being Gaussian. where and is a diagonal matrix with diagonal entries . is the determinant of the matrix . Then, there exists an achievable rate-distortion tuple such that where denotes convex closure.
Proof: Follows directly from the application of Berger-Tung inner bound for the -user case with the auxiliary random variables involved being Gaussian.
If the function is not directly related to a source , i.e., if for some , then the optimal strategy that minimizes the sum-rate for a given distortion would be not to transmit that source at all. Thus, we can assume without loss of generality that for all . This assumption is made throughout this subsection. When the distortion , it follows that , i.e., for . Under these conditions, the expressions for sum-rate and distortion in Lemma 4.1 can be considerably simplified by expanding them in a Taylor series and retaining only the first-order terms. We detail this approximation below.
We define some quantities that we use in the derivations below. Let be the diagonal matrix with the th diagonal entry equal to for and the th diagonal entry set to . Let
. Let denote the -length column vector with a in the th position and elsewhere.
In the limit as , we can write
The partial derivatives can be evaluated as follows. From the Sherman-Morrison formula, it follows that for an invertible matrix and the product of two column vectors , we have
In order to evaluate the partial derivative of the distortion with respect to , set and and for . Then 
where are independent of . Taking the partial derivative with respect to and setting for , we get
Therefore, in the low-distortion regime, we have (126)
The sum-rate can be written as
A good approximation can be obtained for the sum-rate in the low-distortion regime by expanding using Taylor series and retaining only the first-order terms. We can write as (128)
Taking the partial derivative of with respect to and setting for , we get (129) where is the th diagonal element of . Therefore, the sum-rate can be approximated as
Since, in the low-distortion regime, , the sum-rate is dominated by the first term and we get (131)
It is easy to see that for a given distortion , the sum-rate is minimized when for and the minimum sum-rate is (132) Comparing (132) to (114) we find that in the low-distortion regime
For the symmetric two-user case considered in Section III, the difference in minimum sum-rates as given by (134) can be evaluated exactly. When the function to be reconstructed is , i.e., , it evaluates to
It is easy to verify that this difference in sum-rate is always negative for any if . Thus, in this regime, the Berger-Tung-based coding scheme always outperforms the lattice-based coding scheme. Indeed, it has been shown in [35] that the Berger-Tung-based coding scheme is optimal in this regime. Also, the difference in sum-rates is maximum when , i.e., and in this case, the difference in minimum sum-rate is (136) which tends to as . Thus, the lattice-based coding scheme gives arbitrarily large rate gains over the Berger-Tungbased coding scheme in this regime.
For the general -user case, given a covariance matrix , a natural question to ask is for which choice of the vector does the lattice coding scheme offer maximum rate gains? Observe that the difference in minimum sum-rates given by (134) can be bounded as follows:
where the first inequality follows from the well-known inequality that and the second from the arithmetic-geometric mean inequality. Here is the smallest eigenvalue of the covariance matrix . Equality is achieved if , the eigenvector corresponding to the smallest eigenvalue and all components of have equal magnitude. This is the case for the two-user symmetric case considered in Section III, where the covariance matrix has eigenvalues and with the corresponding eigenvectors and , respectively. Thus, in this case, the lattice coding scheme offers maximum rate gains over the Berger-Tung-based scheme when the function to be reconstructed is whereas the Berger-Tung-based scheme outperforms the lattice-coding scheme when . For the general case of an arbitrary covariance matrix , the rate gains offered by the lattice-based coding scheme over the Berger-Tung-based scheme increases as the function vector becomes more closely aligned with the eigenvector corresponding to the smallest eigenvalue of . Equation (140) also offers some necessary conditions for the lattice-coding scheme to outperform the Berger-Tung-based scheme. One such condition is that (141) For the symmetric two user case of Section III, this implies that a necessary condition for lattice coding scheme to outperform the Berger-Tung based coding scheme is . We shall see that this is indeed the case in Section V.
V. COMPARISON OF THE RATE REGIONS
In this section, we compare the rate regions of the lattice based coding scheme given in Theorem 3.1 and the Berger-Tung based coding scheme given in Theorem 3.2 for the case of two users. The function under consideration is . We would like to emphasize that we have assumed that the sources have unit variance and that . To demonstrate the performance of the lattice binning scheme, we choose the sum-rate of the two encoders as the performance metric. Fig. 5 shows the sum-rate of the lattice-based scheme for different values of and distortion . In Fig. 6(a) and (b) , we compare the sum-rates of the two schemes for varying values of while fixing . From these figures, it can be seen that as , the rate gain offered by the lattice-based coding scheme increases especially in the low-distortion regime. This agrees with the analysis of Section IV-E. These figures also demonstrate that the rate region of Theorem 3.1 contains points outside that of the rate region of Theorem 3.2. The opposite is also true since for , the region in Theorem 3.2 contains the rate point while the one in Theorem 3.1 does not. We observe that the lattice-based scheme performs better than the Berger-Tung-based scheme for small distortions provided is sufficiently high and lies in a certain interval. Fig. 7 (a) and (b) presents contour plots that illustrate this phenomenon in detail. The contour labeled encloses that region in which the pair should lie for the lattice binning scheme to achieve a sum-rate that is at least units less than the sum-rate of the Berger-Tung scheme at the distortion . Observe that we get improvements in the limit as only when as predicted by (141). In Fig. 7(a) , the contour labeled encloses those values of for which the right-hand side (RHS) of (135) exceeds and can be analytically calculated. Also, the region where can lie shrinks as the target distortion increases suggesting that the rate gains offered by the latticecoding scheme decreases as the distortion increases.
VI. CONCLUSION
We have thus demonstrated a lattice-based coding scheme that directly encodes the linear function that the decoder is interested in instead of encoding the sources separately and estimating the function at the decoder. For the case of two users, it is seen that the lattice-based coding scheme gives a lower sum-rate for certain values of . Hence, using a combination of the lattice-based and the Berger-Tung-based coding schemes results in a better rate region than using any one scheme alone. For the case of reconstructing a linear function of sources, we have extended this concept to provide an inner bound to the optimal rate-distortion function. Some parts of the inner bound are achieved using a coding scheme that has the following structure: lattice vector quantization followed by "correlated" lattice-structured binning. where . To minimize the sum-rate, we need to minimize the quantity given by (A1). Using the fact that the log function is monotone and that must satisfy the distortion constraint in (A2), the minimization problem is equivalent to minimizing (A3) and this is equivalent to minimizing (A4) subject to the constraint in (A2).
Assuming that satisfy the distortion constraint with equality, one can solve for in terms of to give (A5) Substituting this in (A4) gives the function to be minimized as a function of alone. The optimal choice of is then (A6)
Differentiating with respect to and setting the derivative to gives us a quadratic in whose roots are (A7)
The second root given above is where the minima occurs. The value corresponding to this value of is (A8)
Note that these optimal values of and are positive only for distortions in the range (A9)
For values of outside this range, the optimal strategy is to let or go to which effectively means that we encode and transmit only one source.
For in the range given in (A9), the sum-rate is found by substituting and in (A1) to get (A10) For outside the range given in (A9), the minimum sum-rate is attained by setting either or as . Which quantity goes to depends on which argument of the function in (A9) is smaller; equivalently, on whether or not. It is easy to see that if and for (A11) and if and for (A12)
Combining (A10), (A11), and (A12) and taking the convex closure of the resulting region, the complete rate region for the Berger-Tung-based scheme can be found.
APPENDIX II EXISTENCE OF GOOD NESTED LATTICES
We show the existence of a sequence of nested lattices with such that both lattices are Rogers-good and Poltyrev-good. The sequence is indexed by the lattice dimension . The existence of a sequence of lattices which are good in both senses has been shown earlier [47] . Also, the existence of nested lattices where the coarse lattice is good in both senses and the fine lattice is Poltyrev-good has also been shown [46] . We show that the same construction as used in [46] results in a fine lattice that in addition to being Poltyrevgood is also Rogers-good. Our proof is essentially identical to the one given in [47] . For a more complete version of the proof, we refer the reader to [54] . We describe the construction of the nested lattice first. We start with a coarse lattice (the superscript is dropped from here on) which is both Rogers-and Poltyrev-good. Let be the Voronoi region of and be the second moment per dimension of [45] . Let the generator matrix of be , i.e., . Formally, satisfies the following. • (Rogers-good) Let and be the covering and effective radius of the lattice . (more precisely, a sequence of such lattices) is called Rogers-good if its covering efficiency . • (Poltyrev-good) For any , let be a Gaussian random vector whose components are independent and identically distributed (i.i.d.)
. Then, (more precisely, a sequence of such lattices) is called Poltyrev- 
where is the volume-to-noise ratio (VNR) of the lattice relative to and is the Poltyrev exponent [47] . We now construct the fine lattice using Loeliger's type-A construction [53] . Let be integers such that and is prime. Their precise magnitudes are described later. Let be a generating matrix with its elements chosen uniformly from . The construction of the fine lattice is now described by the following. (a) Define the discrete codebook . (b) Lift to to form . (c) is the fine lattice. Note that, by construction,
. We now show that a randomly chosen member from this ensemble of nested lattices is such that is both Rogers-and Poltyrev-good. The fact that such random selection results in a fine lattice which is with high probability Poltyrev-good has already been shown [46] . We now show that a similar selection results in Rogers-good fine lattices as well. By union bound then, we will have proved our claim.
To show Rogers-goodness, we show that a random fine lattice (with high probability) covers all the points inside the Voronoi region of the coarse lattice with a covering efficiency that asymptotically reaches unity. We do this by first showing that almost every point in is covered with high probability by a subset of the fine lattice points. We then show that increasing the number of points in the fine lattice decreases the number of uncovered points at a certain rate till no points remain uncovered. We then show that the covering efficiency of this construction asymptotically approaches unity.
Number the points of the fine lattice that lie inside . Let be the th such point for . Since the whole space is tiled by regions congruent to , we restrict attention to only . Let then denote for any set . It can be shown that the random ensemble described above satisfies the following properties: (a) deterministically,
is equally likely to be any of the points in , (c) for any is uniformly distributed over . If we use the lattice points as codewords, then the effective rate of such a code would be . In what follows, we will be interested in keeping this code rate fixed as . Thus, as . We also remark that the following proof works for any . With such a choice of parameters, for most lattices in the ensemble, almost all points of the region are covered by points of the randomly chosen lattice with high probability. Note that, it suffices to choose even to reach this conclusion (in which case, needs to grow exponentially). In what follows, we will restrict our attention to covering only the points of the grid . We note that the bound obtained in (B17) holds when is interpreted as the fraction of uncovered points in as well.
Part II: Complete covering.
We now extend the analysis to provide complete covering of . The main idea is as follows. Any point is within a distance from a point in . This simply follows from the definition of as the covering radius of . Thus, an covering of the points of will automatically result in an covering of . Thus, we restrict our attention to the lattice and attempt to cover only these lattice points in what follows. Correspondingly, we define to be the set of all lattice points that are remote from the set . Also, let denote the th point of the constellation . Let be the fine lattice obtained using the Loeliger construction while using only the first rows of the random matrix . We saw in the previous section that any such would suffice to get an almost complete covering of . We will now demonstrate that the fraction of uncovered points squares when we go from to and thus when sufficient number of rows are added, the fraction of uncovered points becomes less than with high probability. Since there are only points in , this means that every point is covered. Fix which grows faster than . Let be the th lattice point. Again, we exclude from consideration. Let be the set of lattice points that remain uncovered by the lattice . Correspondingly, define
. Consider the set , where is the th row of the random matrix . Note that . This implies that and . Since is an independent shift of , the probability that is remote from is the same as the probability that is remote from . Also note that, given a is a deterministic function of . These considerations give us the following:
where the last equality follows from the definition of . Since is a deterministic function of , we have (B20)
This in turn implies that . Appealing to Markov inequality gives us (for any )
Combining this with the bound on , we get . By Bayes' rule, we finally arrive at . Iterating this procedure times gives us (B22)
It can be verified that this probability can be made to go to by choosing the following rates of growth for the different quantities: grows as fast as grows at least as fast as and is chosen to be and . From standard random coding arguments, it then follows that there exists a deterministic nested lattice such that the lattice points -cover for the following choices of the parameters.
The covering efficiency of the fine lattice can now be bounded as
As
, the RHS should go to . It is easy to verify that the last two terms do indeed tend to . To show that the first term goes to , we need to show that as for our choice of parameters. Since is Rogers-good (which implies is Rogers-good as well), it has a covering efficiency asymptotically approaching . Thus, the covering radius of approaches as the lattice dimension . From the nesting ratio, we get (B25) and hence approaches . We know that (since grows as and ) grows as and thus, to ensure , we need to go to slower than . One could even take to be constant in the above proof. Thus, we have shown that is an efficient covering lattice. A lattice that is good for covering is necessarily good for quantization. This can be inferred from the following relation. For any lattice
where is the normalized second moment of the lattice , is the normalized second moment of the -dimensional sphere, and is the covering efficiency of . Since, we have shown that as with high probability, it also follows that the fine lattice is good for mean-square error (MSE) quantization with high probability.
Thus, we have proved the existence of nested lattices such that both lattices are both Rogers-and Poltyrevgood. By iterating this construction process, we can show the existence of good nested lattices with any finite level of nesting. More precisely, for any finite , one can show the existence of a nested lattice such that all the lattices are both Rogers-and Poltyrev-good. Further, such nested lattices exist for any choice of the nesting ratios. By virtue of being Rogers-good, such lattices are also good for MSE quantization.
APPENDIX III PROOF OF CONVERGENCE TO GAUSSIANITY OF
In this appendix, we prove the claim that tends to a white Gaussian noise in the Kullback-Leibler divergence sense. Note that and are independent. We use the following properties of subtractive dither quantization noise and the associated optimal lattice quantizers [42] .
• The subtractive dither quantization noise is uniformly distributed over the basic Voronoi region of the fine lattice for . It follows from (5) that for (C27)
• For optimal lattice quantizers, the components of are uncorrelated and have the same power, i.e., their correlation matrices can be written as for (C28)
• For optimal lattice quantizers, as the lattice dimension , the distribution of tends to a white Gaussian vector of same covariance in the Kullback-Leibler divergence sense. Taking into account (C27), this can be written as for (C29) in terms of the Kullback-Leibler divergence or equivalently for (C30) in terms of differential entropy . To show the convergence of to a white Gaussian random vector, we use the entropy power inequality and the fact that for a given covariance matrix, the Gaussian distribution maximizes differential entropy.
The entropy power inequality [13] states that for two independent -dimensional random vectors and (having densities)
(C31)
This inequality applied to the subtractive dither quantization noises gives (C32)
As
, by (C30), the RHS of (C32) tends to . So, we have the following lower bound on the limit of the differential entropy of :
To prove the inequality in the other direction, note that (C28) implies that the covariance matrix of is . Since the Gaussian distribution maximizes differential entropy for a given covariance matrix, we have (C34) Combining (C33) and (C34), we have the desired result that (if optimal lattice quantizers are used) (C35)
In words, tends in the Kullback-Leibler divergence sense to a white Gaussian random vector with covariance matrix .
APPENDIX IV DERIVATION OF OPTIMAL LATTICE PARAMETERS
In the coding schemes of both Sections III and IV, we scale the sources before encoding them. Here, we briefly outline a justification for the specific scaling constants used. We restrict ourselves to the case where all the -users encode their sources using lattice binning. In the notation of Section IV-B, this corresponds to . Let the function to be reconstructed be . Here is a row vector with its th component as and is a column vector of the sources . is the covariance matrix of the random vector . Let the th encoder scale its input by an arbitrary constant . Let . Choose a tuple just as in Section IV-D.2. It can be shown from analysis similar to the ones in Section III-B and IV-B that the decoder can, with high probability, reconstruct the function where approaches a white Gaussian noise of variance . From (67), it follows that the function used for decoding is This rate region is largest when the RHS is maximum. Maximizing the RHS as a function of results in as the only solution for some constant . However, all constants result in the same rate region.
APPENDIX V PROOF OF ERROR PROBABILITY
We outline a proof that the probability of error of the lattice-based coding scheme indeed approaches zero for an optimal choice of lattices as the lattice dimension . Recall that the probability of error is given by (E40) where and are the subtractive dither quantization noises which are uniformly distributed over the respective Voronoi regions for . This notion of decoding and decoding error probability is closely related to the notion of decoding in the presence of "self-noise" for the AWGN channel described in [45] , [46] .
We proceed as follows. We first demonstrate how can be well-approximated by a Gaussian random variable . This approximation becomes more exact as the lattice dimension increases. Thus, can be well-approximated by where . It will then be shown that where as . Since is a good channel -code, it will then follow that the probability of error goes to zero exponentially with the exponent given by the Poltyrev bound.
Lemma 5.1: Suppose the fine lattices are both Rogersgood with effective and covering radius and , respectively. The subtractive dithered quantization noise can be well-approximated by a Gaussian noise in the sense that for any , we have for sufficiently large (E41)
The variance is related to the second moment of the corresponding lattices through the inequalities (E42) Proof: We prove the lemma for the dithered quantization noise . For notational convenience, the subscripts are omitted from the quantities and . It is known that . The approximation proceeds in two stages: 1) a random vector uniformly distributed over the Voronoi region is approximated by a random vector uniformly distributed over a sphere in -dimensions, 2) the random vector uniformly distributed over the sphere is approximated by a Gaussian random vector.
Denote by a ball of radius and let be the second moment per dimension of . It can be shown that
Since is the second moment of a ball containing , it follows that . Let and let be such that . Since a ball has the smallest normalized second moment of all shapes of a given volume, we have (E44)
where follows from the fact that . From the above inequality, it follows that (E46) (E47)
On the other hand, we have (E48)
Putting these inequalities together, we get (E49)
We now turn our attention to the density function of the vector . Since and are uniformly distributed over and , respectively, we have (E50)
Let
be an -dimensional Gaussian random variable with independent components of variance . We approximate the density function of with that of . It is well known that (E51)
It is also easy to see that, for 
where and is the Poltyrev error exponent. To show that the error indeed decays to zero, fix and let the dimension be sufficiently large that . Then, we have and it can be shown that . As has already been mentioned, since and are Rogers-good, can be made arbitrarily small as the dimension . Thus, the probability of decoding error in (44) goes to exponentially.
Since can be chosen to be arbitrarily small, it follows that all rate points that satisfy (E66) are achievable.
