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Abstract
We study the Lie point symmetries of Einstein’s equations for the
Friedmann-Roberstson-Walker Cosmology. They form either a two - di-
mensional or a three - dimensional solvable group depending on the form
of the self interacting potential. Using the invariants of the group we re-
duce the second order system of differential equations into a first order
system. Writing the action in terms of the proper time we study the point
symmetries and the variational symmetries of the resulting equations.
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1 Introduction
A symmetry group of a system of differential equations is a Lie group acting on
the space of independent and dependent variables in such a way, that solutions
are mapped into other solutions. Knowing the symmetry group allows one to
determine some special types of solutions that are invariant under a subgroup
of the full symmetry group, and in some cases one can solve the equations
completely. The symmetry approach to solving differential equations can be
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found, for example, in the books of Olver [10], Bluman and Cole [1], Bluman
and Kumei [2], Fushchich and Nikitin [5] and Ovsiannikov [11].
Einstein’s General Theory of Relativity is based in the most fundamental
way on the concepts of symmetry and general covariance. Lie’s Theory on the
other hand is the most systematic mathematical way to study symmetries of dif-
ferential equations. So it is obviously interesting to apply the Lie methods to a
theory fundamentally related with the idea of symmetry and general covariance.
In this paper we study the Lie point symmetries of the notorious Einstein’s equa-
tions for the Friedmann-Roberstson-Walker Cosmological model with a matter
field of self interacting potential V (φ). For completeness we include here their
derivation from the Einstein-Hilbert action. For the above Cosmological model
it is given by
S =
1
2
∫
dt
N
a
[
−
( a
N
da
dt
)2
+ ka2 +
(a2
N
dφ
dt
)2
− 2a4V
]
(1)
where N is the lapse function and a is the scale factor or the size of the Universe,
and φ is the scalar field of self interacting potential V (φ). If we vary the action
S with respect to N , φ and a we will get the following equations:
a˙2 = 2a2V + a2φ˙2 − k (2)
0 = φ¨+ 3
a˙
a
φ˙+
dV
dφ
(3)
0 = −2aa¨− a˙2 − k − 3a2φ˙2 + 6a2V (4)
where the dot above means 1
N
d
dt
. Since we have imposed the Hamiltonian con-
straint we can set N = 1. Using Equations (2) and (3), Equation (4) becomes:
a¨ = 2aV − 2aφ˙2 (5)
which is usually called the second Einstein equation. Here k = +1 for the case
of a closed universe for which the space part is a three sphere, k = 0 for the case
of a marginally open universe with flat space part and finally k = −1 represents
an open universe whose space part is a three dimensional hyperboloid embedded
in Minkowski space.
The above equations are not only important for classical cosmology but they
are also important for the semiclassical approximation to the Wheeler-DeWitt
equation [4], i.e., to the semiclassical quantum cosmology. The Wheeler-DeWitt
equation for the Friedmann-Roberstson-Walker Cosmology takes the form:
(
−
1
2
∇2 + U
)
Ψ = 0 (6)
where the Laplacian operator is calculated in the minisuperspace metric
ds2 = −ada2 + a3dφ2 (7)
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and the potential is given by
U = −
a
2
+ a3V (8)
If we write the wavefunction of the universe in the form
Ψ ≃ CeiS (9)
where C is slowly varying with respect to S, then in the W.K.B. approximation
we choose the action to satisfy the Hamilton-Jacobi equation
1
2
(∇S)2 − k
a
2
+ a3V = 0 (10)
which is consistent with the fact that Ψ satisfies the Wheeler-DeWitt equation.
The action S defines then a vector field
d
dt
= ~∇S · ~∇ (11)
It can be easily proved that its trajectories satisfy the above classical equations
(2), (3) and (5). See for example [12]. In a forthcoming paper we study the
symmetries of the Wheeler-DeWitt and of the Hamilton-Jacobi equations and
we compare them with the results of this work. Finally we note that the quantity
a˙2 − a2φ˙2 − 2a2V (φ) is a constant of motion for the second order equations (3)
and (5), which we study next.
2 Study of Lie point symmetries
We study here the Lie point symmetries of the equations
a¨ = 2aV (φ) − 2aφ˙2 (12)
φ¨ = −3
a˙
a
φ˙−
dV
dφ
(13)
where V (φ) is an arbitrary function of φ. Here we give some details of the
calculations, because later we apply the same method to equations (3) and (4)
without showing any calculations. If the vector field G is given by
G = τ
∂
∂t
+A
∂
∂a
+Φ
∂
∂φ
(14)
then its second prolongation or extension is given by
pr(2)G =τ
∂
∂t
+A
∂
∂a
+Φ
∂
∂φ
+ (A˙− τ˙ a˙)
∂
∂a˙
+ (Φ˙− τ˙ φ˙)
∂
∂φ˙
+ (A¨− τ¨ a˙− 2τ˙ a¨)
∂
∂a¨
+ (Φ¨− τ¨ φ˙− 2τ˙ φ¨)
∂
∂φ¨
(15)
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In the above equations τ , A and Φ are functions of t, a and φ. The necessary
and sufficient condition for G to be an infinitesimal generator of the symmetry
group of the above equations (12) and (13) are:
pr(2)G(Eq12) = 0 (16)
pr(2)G(Eq13) = 0 (17)
or equivalently
A¨− τ¨ a˙− 2τ˙ a¨ = 2AV + 2AΦ
dV
dφ
− 2Aφ˙2 − 4aφ˙(Φ˙− τ˙ φ˙) (18)
Φ¨− τ¨ φ˙− 2τ˙ φ¨ = −3(A˙− τ˙ a˙)
φ˙
a
− 3(Φ˙− τ˙ φ˙)
a˙
a
+ 3
a˙φ˙
a2
A−
d2V
dφ2
Φ
(19)
Expanding Equation (18) we get
Att + 2Ataa˙+ 2Atφφ˙+ 2Aaφa˙φ˙+Aaaa˙
2 +Aφφφ˙
2 + 2aV (φ)Aa
− 2aφ˙2Aa − 3
a˙φ˙
a
Aφ −
dv
dφ
Aφ − 4aV (φ)τt − 4aV (φ)τaa˙
− 4aV (φ)τφφ˙+ 4aφ˙
2τt + 4aφ˙
2τaa˙+ 4aφ˙
3τφ − τtta˙− 2τtaa˙
2
− 2τtφφ˙a˙− 2τaφa˙
2φ˙− τaaa˙
3 − τφφφ˙
2a˙− τaa˙2aV (φ) + τaa˙2aφ˙
2
+ 3τφ
a˙2φ˙
a
+ τφa˙
dV
dφ
= 2AV (φ) + 2aΦ
dV
dφ
− 2Aφ˙2
− 4aφ˙Φt − 4aφ˙Φaa˙− 4aφ˙
2Φφ + 4aφ˙
2τt + 4aτaφ˙
2a˙+ 4aτφφ˙
3
(20)
Here we follow the same method as in [9]. On equating the coefficients of a˙3 we
get τaa = 0, thus
τ(t, a, φ) = c1(t, φ) + c2(t, φ)a (21)
From the terms of a˙2φ˙ we obtain
− 2τaφ + 3
τφ
a
= 0 (22)
which using Equation (21) and after some algebra gives
τ = c1(t) + c2(t)a (23)
The terms of a˙φ˙2 give 2aτa = τφφ, thus from the previous equation we infer
that τa = 0, so τ depends only on t. Checking the coefficients of a˙
2 we get
A = c3(t, φ) + c4(t, φ)a (24)
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From the terms of φ˙2 and using Equation (24) we obtain:
∂2c3
∂φ2
+ 2c3 +
∂2c4
∂φ2
a+ 4aΦφ = 0 (25)
Similarly from the coefficients of a˙φ˙ and using again Equation (24), after some
algebra we end up with the following relation:
a
∂c4
∂φ
+ 3
∂c3
∂φ
= 4a2Φa (26)
On differentiating Equation (25) with respect to a we get
a
∂2c4
∂φ2
+ 4aΦφ + 4a
2Φaφ = 0 (27)
Similarly from equation (26) by differentiation with respect to φ we have:
a
∂2c4
∂φ2
+ 3
∂2c3
∂φ2
= 4a2Φaφ (28)
Equations (27) and (28) give:
2a
∂2c4
∂φ2
+ 3
∂2c3
∂φ2
a+ 4aΦφ = 0 (29)
which combined again with Equation (25) implies
a
∂2c4
∂φ2
= −2
∂2c3
∂φ2
+ 2c3 (30)
This last equation gives the functions c3(t, φ) and c4(t, φ) in the form:
c3(t, φ) = h(t)e
φ + k(t)e−φ (31)
c4(t, φ) = f(t) + g(t)φ (32)
where at the moment h, k, f and g are arbitrary functions of time. Substitut-
ing (31) and (32) back in Equation (25) we get for the function Φ(t, a, φ) the
following result
Φ = −
3h(t)
4a
eφ +
3k(t)
4a
e−φ + ρ(a, t) (33)
Finally Equation (26) combined with (31), (32) and (33) gives:
ρ(a, t) =
1
4
g(t) ln a+ µ (34)
Here we put together what we have found up to now and we get the expressions
below for the functions A(t, a, φ), Φ(t, a, φ) and τ(t, a, φ):
A = heφ + ke−φ + [f(t) + gφ]a (35)
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Φ = −
3
4a
heφ +
3
4a
ke−φ +
1
4
g ln a+ µ (36)
τ = τ(t) (37)
Next from the coefficients of a˙, φ˙ and after some algebra we end up with the
relations:
g˙ = h˙ = k˙ = µ˙ (38)
and
2f˙ = τ¨ (39)
The terms that do not involve derivatives of a or φ give
Att + 2aV (φ)Aa −
dV
dφ
Aφ − 4aV (φ)τ˙ = 2AV (φ) + 2aΦ
dV
dφ
(40)
Substituting (35), (36) and (37) into the last relation and looking at the terms
that do not depend on a after some algebra we get h = k = 0. Similarly, the
term proportional to a ln a gives g = 0 and from the terms linear in a we end
up with the relation
f¨ − 4V (φ)τ˙ = 2
dV
dφ
µ (41)
From the last relation we infer that, if dV
dφ
= 0, or equivalently if V (φ) is pro-
portional to e−2φ we must have τ˙ = µ and f¨ = 0, from where we get τ = µt+ c
and f(t) = c1t+ c2. Then using Equations (38) and (39) we get c1 = 0. Putting
all these together the above equations (35) through (37) become:
A = c1a (42)
Φ = µ (43)
τ = µt+ c2 (44)
when V (φ) = ce−2φ. On the other hand if V (φ) 6= ce−2φ Equation (23) gives
f¨ = τ˙ = µ = 0 and using equations (38) and (39) we get f˙ = 0. So we have
A = c1a (45)
Φ = 0 (46)
τ = c2 (47)
It is straight forward to prove that the vector fields determined by the Equa-
tions (42)-(44) and (45)-(47) both satisfy the condition just mentioned, i.e., they
are symmetries of the Klein-Gordon equation. So we have the following theorem.
Theorem 1. The Lie point symmetries of the ordinary differential Equations
(12) and (13) with V (φ) = ce−2φ is a three dimensional Lie group with generator
G = (µt+ c2)
∂
∂t
+ c1a
∂
∂a
+ µ ∂
∂φ
On the other hand if V (φ) arbitrary and 6= ce−2φ we get a two dimensional
Lie group generated by
c2
∂
∂t
+ c1a
∂
∂a
which is a subgroup of the previous one.
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It is interesting to note that in the case where the self interacting poten-
tial V (φ) is exponentially decaying the Hartle-Hawking boundary conditions
in quantum cosmology take an especially simple form [7]. We do not know
if there is any connection between this result and the above theorem , where
again the exponentially decaying potential plays a special role. The quantity
E ≡ a˙2− 2a2V (φ)− a2φ˙2, which is −k from the Einstein’s constraint equation,
is preserved by the solutions of the above Equations (12) and (13). We can
easily find how the above vector fields act on E:
pr(1)G(E) = 2(c1 − µ)E (48)
This shows that in the case of a flat universe G is a symmetry group for all
Einstei’s Equations (2), (3) and (5). The generators of the symmetry group G
are given by:
~X = t
∂
∂t
+
∂
∂φ
(49)
~Y =
∂
∂t
(50)
~Z = a
∂
∂a
(51)
The vector field ~X corresponds to c1 = c2 = 0, µ 6= 0, the vector field ~Y
corresponds to c1 = µ = 0, c2 6= 0 and ~Z corresponds to c2 = µ = 0, c1 6= 0.
Their multiplication table is
[ ~X, ~Y ] = −~Y (52)
[ ~X, ~Z] = 0 (53)
[~Y , ~Z] = 0 (54)
So here we have a solvable but not nilpotent Lie group. For closed universes
and for open hyperbolic only, ~Y is a symmetry for all Einstein’s equations. In
the special case of V (φ) = ce−2φ the subgroup generated by ~Y and ~W = ~X + ~Y
leaves invariant all Einstein’s equations for all the cases where k = −1, 0,+1.
In a recent study of the Maxwell-Bloch system [3], we found again only solv-
able Lie groups of symmetry. We do not know if there is any general condition
which both systems satisfy and which forces them to accept only solvable groups
of symmetry. This has to be investigated.
3 Reduction
It is well known that if a one parameter Lie group of transformations is ad-
mitted by an ordinary differential equation then its order can be reduced by
one. For first order ordinary differential equations this corresponds to a re-
duction to quadrature. This reduction of order can always be accomplished by
using canonical ccordinates accosiated with the group. For higher order ordi-
nary differential equations the reduction in order can be accomplished by using
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differential invariants. Here we will reduce the second order system consisting of
the Equations (12) and (13) to a first order system using the change of variables:
φ ≡ x (55)
φ˙ ≡ y (56)
a˙
a
≡ w (57)
which are invariants of the symmetry group generated by ~Y and ~Z. It is trivial
to show that under the above transformation the second order system (12)-(13)
reduces to the following first order system of ordinary differential equations
y
dy
dx
= −3wy −
dV
dx
(58)
y
dw
dx
+ w2 = 2V (x)− 2y2 (59)
and two quadratures. If we find y(x) and w(x) then we can find φ(t) and a(t)
by quadratures: ∫
dφ
y(φ)
= t (60)
Inverting the relation above we can get φ as a function of t. Then we can find
a as a function of t using the quadrature
a = exp
∫
w(φ(t))dt (61)
Unfortunately the reduced system consisting of the Equations (59) and (60) is
not autonomous even though the original one is. Using x, y and w the quantity
E can be written in the form
E = a2
[
w2 − 2V (x)− y2
]
(62)
and it is trivial to prove that the total derivative of E with respect to x is zero.
So E is still conserved even though is not expressed solely in terms of the new
variables x, y and w. Both Equations (12) and (13) are locally solvable and of
maximal rank since their rank is the rank of the matrix(
−2V + 2φ˙2 −2adV
dφ
0 4aφ˙ 1 0
−3 a˙φ˙
a2
d2V
dφ2
3 a˙
a
0 0 1
)
As a result, conditions (16) and (17) are necessary and sufficient for G to be a
Lie point symmetry.
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4 Variational symmetries
Even though Equations (2), (3) and (5) can be reduced from a variational prin-
ciple, as we have seen in the introduction, the study of variational symmetries is
problematic and the application of Noether’s theory to this specific variational
process, to our knowledge, is an open problem.
We will look here more closely at the peculiarities of our variational prob-
lem. As we have seen in the introduction, the original variational equations are
Equations (2), (3) and (4). We have replaced Equation (4) by Equation (5)
since combining algebraically Equations (2) and (4) we get (5). Thus we can
use Equations (2), (3) and (5), which are equivalent with the original equations.
These are three equations for the three uknown functions N(t), a(t) and φ(t).
But actually they are not independent, because using (2) and (3) we can prove
(5); using (2) and (5) we can prove (3) and even using (3) and (5) we can prove
(2) (but we can not infer the value of k). On the other hand if in the above
equations we rescale the time, by using as our new time the integral of the lapse
function, i.e., the proper time of general relativity, we will have three (depen-
dent) equations for only two unknown functions, a(t) and φ(t), where t now
stands for the proper time. The resulting equations are not in any obvious way
the Euler-Lagrange equations of a variational problem and from here it springs
the difficulty of applying Noether’s theory. It looks that N is a quantity we
need to formulate the problem but eventually disappears from the dynamics. it
is like an ignorable quantity. This is related with the problem of distinguishing
the gauge and the dynamics in general relativity a main source of difficulties for
both classical and quantum general relativity. See for example the articles of
Teitelboim [13], Kushar and [8], Hanson, Regge and Teitelboim [6].
Here we will use from the beginning the proper time in the Einstein-Hilbert
action and we will study the resulting variational problem. The action takes
the form
S =
1
2
∫
dt
[
− a
(da
dt
)2
+ ka+ a3
(dφ
dt
)2
− 2a3V
]
(63)
where t from now on will represent the proper time. Varying with respect to
φ and a we get the Equations (3) and (4) of the introduction. We do not
have here the Hamiltonian constrained equation and as a result we do not have
also Equation (5). In short the resulting equations are not equivalent with the
system we had before. Following the same method as in Section 2 we get the
following result:
Theorem 2. The Lie point symmetries of the Equations (3) and (4) with k = 0
is a two dimensional solvable Lie group with generators G = c2
∂
∂t
+ c1a
∂
∂a
For
k 6= 0 the only symmetry is time translation. The above hold independently of
the form of the potential V (φ).
Equations (3) and (4) are the Euler-Lagrange equations for the Lagrangian
L = − 12aa˙
2+ 12ka+
1
2a
3φ˙2− a3V We can easily prove that the time translation
is a variational symmetry, since it satisfies the condition pr(1) ~X(L)+L~∇· ~ξ = 0
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which is necessary and sufficient condition for a vector field ~X to be a variational
symmetry. On the other hand scaling in a is not a variational symmetry. From
Noether’s theory we can find the conserved quantity associated with time trans-
lation: If ~X =
p∑
i=1
λi ∂
∂ti
+
q∑
α=1
ψα(t, u)
∂
∂uα
is a variational symmetry, where ti are
the independent and uα are the dependent variables. Then the characteristics
of ~X are given by Qα = ψα−
p∑
i=1
λi ∂u
α
∂ti
and they generate a conservation law in
characteristic form by the equation ~∇ · ~P =
q∑
α=1
Qα · Eα(L) For the variational
symmetry ∂
∂t
we can easily find its characteristics Qa = −a˙ and Qφ = −φ˙. The
conservation law takes the form dP
dt
= Qa ·Ea(L) +Qφ · Eφ(L). where L is the
above Lagrangian and Ea, Eφ are the Euler-Lagrange operators corresponding
to a and φ. Substituting from Equation (63) we get:
Qa ·Ea(L) +Qφ ·Eφ(L) =
1
2
d
dt
[
a(a˙2 + ka− 2a3V − a3φ˙2
]
(64)
So P = a · E is a conserved quantity for Equations (3) and (4), where E is
the conserved quantity we have for Equations (12) and (13). We could find the
above conserved quantity P by considering t as a function of either a or φ. If a
is our independent variable the action takes the form
S =
1
2
∫
data
[
−
a
t2a
+ ka+ a3
φ2a
ta
2 − 2a
3V
]
, (65)
the Lagrangian does not depend on time, as we would expect, and the conjugate
momentum ∂L
∂ta
is conserved. It is trivial to check that this conserved quantity
agrees with P . Actually this is the Hamiltonian related to the Lagrangian above,
something we should expect since it is related to the time translation symmetry.
For k = 0 we get the same symmetry group as in sections two and three, so
we can use as new variables the invariants x, y and z of section three to reduce
the order of the Equations (3) and (4). Indeed, in terms of x, y and z they take
the form
y
dy
dx
+ 3wx+
dV
dx
= 0
2y
dw
dx
+ 3w2 + 3y2 − 6V (x) = 0
5 Variational symmetries for the full system
In the original action the Lagrangian is written in terms of a, φ, N and t, which
is the affine time, in the form
L = −
1
2
a
N
a˙2 +
1
2
kNa+
1
2
a3φ˙2
N
−Na3V (φ) (66)
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The equations of motion for a, φ and N take now the form
a˙2 +N2k − a2φ˙2 − 2N2a2V = 0 (67)
aNφ¨+ 3Na˙φ˙− aN˙φ˙+N3a
dV
dφ
= 0 (68)
and
Na¨+ 2Naφ˙2 − N˙ a˙− 2N3aV = 0) (69)
We can easily verify that the vectors ~X , ~Y , ~Z of section three are still Lie point
symmetries for Equations (66), (67) and (68), i.e., they satisfy the following
conditions
pr(2) ~X(Eq1) = 0
for k = 0 and V (φ) = c exp(−2φ) and
pr(2) ~X(Eq2) = pr(2) ~X(Eq3) = 0
for arbitrary V (φ) and k. Also,
pr(2)~Y (Eq1, Eq2, Eq3) = 0
for any V (φ) and k. And finally,
pr(2) ~Z(Eq1) = 0
for any V (φ) but k = 0 and
pr(2) ~Z(Eq2, Eq3) = 0
for any V (φ) and k, where now
pr(2) ~X = t∂t + ∂φ − a˙∂a˙ − φ˙∂φ˙ − N˙∂N˙ − 2a¨∂a¨ − 2φ¨∂φ¨ − 2N¨∂N¨
pr(2)~Y = ∂t
pr(2) ~Z = a∂a + a˙∂a˙ + a¨∂a¨
Here we can also check which of the above vector fields are variational symme-
tries. It turns out that ~X and ~Z are not variational symmetries, but ~Y is a
variational symmetry satisfying the condition
pr(1)~Y (L) + L~∇ · ~ξ = 0
The characteristics of ~Y are Qa = −a˙, Qφ = −φ˙, QN = −N˙ and applying again
Noether’s theorem we get the corresponding conservation law in the form
dK
dt
= QaEa(L) +QφEφ(L) +QNEN (L)
which gives
dK
dt
=
d
dt
[ a
2N
(
a˙2 +N2k − 2N2a2V − a2φ˙2
)]
This agrees with the conserved quantity P of section four if we set N = 1. Of
course K does not give a new conservation law since using Equation (66) we get
K = 0.
11
References
[1] Bluman, G. W. and Cole, J. D., Similarity Methods for Differential
Equations, Appl. Math. Sci. 13, Springer-Verlag, New York (1974).
[2] Bluman, G. W. and Kumei, S., Symmetries and Differential Equations,
Appl. Math. Sci. 81, Springer-Verlag, New York (1989).
[3] Damianou, P. A., and Paschalis, G. P., Symmetries of Maxwell-Bloch
Equations, Nonlinear Mathematical Physics Vol. 2, N 3-4, 269-277
(1995)
[4] DeWitt, B. S., Quantum Theory of Gravity I, The Canonical Theory,
Phys. Rev. 160, 113 (1967)
[5] Fushchich, W. I. and Nikitin A. G., Symmetries of Equations of quantum
Mechanics, Allerton Press Inc., New York (1994).
[6] Hanson, A., Regge, T. and Teitelboim, C., Constrained Hamiltonian
Systems, Academia Nationale Dei Lincei (1976)
[7] Hawking, S. W. and Page, D. N., Nucl. Phys. B264, 185 (1986).
[8] Kushar, K., Quantum Gravity 2: A Second Oxford Symposium, eds.
Isham, C. J., Penrose, R. and Sciama, D., Clarendon Press, Oxford
(1981).
[9] Leach, P. G. L., A Further Note on the Henon-Heiles Problem, J. Math,
Phys. 22, 679-682 (1981).
[10] Olver, P. J., Applications of Lie Groups to Differential Equations, GTM,
107, Springer-Verlag, New York (1993).
[11] Ovsiannikov, L. V., Group Analysis of Differential Equations, Academic
Press, New York (1982).
[12] Paschali, P. G., Ph. D. Dissertation, Penn State University (1990).
[13] Teitelboim, C., The Hamiltonian Structure of Space-Time, General rel-
ativity and Gravitation, Plenum Press, New York (1980).
12
