Abstract. We provide an abstract framework for a symmetry result arising in a conjecture of G. W. Gibbons and we apply it to the fractional Laplace operator, to the elliptic operators with constant coefficients, to the quasilinear operators and to the possibly nonuniformly elliptic fully nonlinear operators with possible gradient dependence.
Introduction
Let u : R n → R be a solution of the problem (1)
Lu(x) = f (u(x)) for any x ∈ R n , lim xn→±∞ u(x , x n ) = ±1, uniformly in x ∈ R n−1 .
Here, L is an operator (not necessarily linear) acting on a space X of smooth (say, C r with r 1) functions and commuting with the translations, i.e., (2) L(u(x + y)) = (Lu)(x + y) for any y ∈ R n , whose precise assumptions will be listed below. The space X is supposed to contain functions from R n to R and to be translation invariant (with respect to the translations in R n ), that is (3) if u ∈ X, then the functions x → u(x + y) lies in X too, for any y ∈ R n .
As for the nonlinearity, we suppose that f ∈ C 1 (R), with f (r) > 0.
A paradigmatic example of nonlinearity satisfying the above assumptions is the function f (r) = r 3 − r. The goal of this paper is to prove that u possesses one-dimensional symmetry, that is that there exists u o : R → R such that (5) u(x , x n ) = u o (x n ) for any (x , x n ) ∈ R n−1 × R.
For this, the following hypotheses are taken on L:
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H1. (Linearization):
If u ∈ X satisfies Lu = f (u) in R n , then there exists an operator L acting on some space of functions X, which is translation invariant in the sense of (3), such that ∂ ω u ∈ X for any ω ∈ S n−1 (where, as usual, ∂ ω denotes the directional derivative) and
H2. (Compactness):
If u ∈ X satisfies (1), x (k) ∈ R n and u (k) (x) := u(x + x (k) ), we have that there exists a function u (∞) ∈ X such that, up to subsequence, 
for some κ > 0, then w(x) 0 for any x ∈ R n . H6. (Strong Maximum Principle for the difference equation): If v ∈ X satisfies Lv = f (u + v) − f (u) and v 0 in R n with v(0) = 0, then v vanishes identically. We remark that assumption H1 is almost harmless (it boils down to the standard linearization procedure if the operator L is differentiable). Similarly, H2 is a very weak condition and it does not even require, in principle, a regularity theory for (1) (for instance one can suitably choose the space X in order to control enough derivatives of u to obtain the required compactness). Under the above assumptions, we may state our general result as follows: Theorem 1. Let u ∈ X be a solution of (1), with u C 1,β (R n ) finite, for some β ∈ (0, 1). Let L satisfy H1-H6 and f satisfy (4). Then u possesses one-dimensional symmetry, that is (5) holds.
Theorem 1 is motivated by a famous conjecture of Gibbons when L is the Laplace operator (see [Car95, GT99] ), which was motivated by the cosmological problem of detecting the shape of the interfaces which "separate" the different regions of the universe which possibly arose from the big-bang. Such conjecture was proved independently and with different methods by [Far99, BBG00, BHM00] . See [Far00, Far01] for the case of discontinuous nonlinearities. In [FV08] it is also shown that the uniform control of only one limit in (1) is enough to obtain that u is one-dimensional under the additional assumption that u is a minimal solution.
In this sense, Theorem 1 may be seen as a generalization of the results of [Far99, BBG00, BHM00] to a more general class of operators. Such generalization is performed in order to apply Theorem 1 to concrete cases of interest. As an application, we consider the case in which L is a fractional power of the Laplacian:
is a solution of (1), then u possesses one-dimensional symmetry.
We refer to [Lan72, Ste70, Sil05] for the basics of fractional Laplacian theory. We would like to recall that the fractional Laplacian is a very important operator, since it naturally surfaces in many different areas, such as: the thin obstacle problem [Caf79] [CSM05] and an extension of that proof to any s ∈ (0, 1) is given in [CS10] . Also, we recall that in dimension n = 2 the uniform limit assumption may be dropped in (1) and Theorem 2 still holds true for monotone solutions, as proved in [SV09b, CS10] . Now, as another consequence of Theorem 1, we give a very general result on (possibly nonlinear) elliptic operators. For this, we denote by Sym n the space of (n × n)-symmetric matrices.
We remark that condition (6) is a very weak ellipticity assumption (compare, for instance, with Definition 2.1 on page 12 of [CC95] ). Notice that (6) does not need to be uniform in M and p. Also, the application of Theorem 3 is very wide, since it comprises, for instance:
• the Laplace operator, with the choice
• elliptic operators with constant coefficients, take
• quasilinear operators, such as
with a > 0 and m > 1, • the mean curvature operator
• the (possibly nonuniformly) elliptic fully nonlinear operators. We point out that the assumption that u is smooth in Theorem 3 is not very restrictive, since it may be obtained via elliptic regularity theory once u ∈ C 1,β (R n ). We recall that a result similar to Theorem 3 for the uniformly elliptic fully nonlinear operators of the form F (M, p) = F (M ) has also been recently obtained in [Sav08] . See also [CGS94, VSS06] and references therein for related results on the quasilinear case. The proof of Theorem 1 that we give makes use of the technique of [Far99] , suitably modified in order to comprise our general case. For this, in Section 2, we give an intermediate result based on monotonicity cones. In Section 3, we complete the proof of Theorem 1, while Theorems 2 and 3 are proven in Sections 4 and 5 respectively, by showing that the operators under consideration fulfill assumptions H1-H6.
A first symmetry result via monotonicity cones
The proof of Theorem 1 makes use of a first provisional statement, which goes as follows:
Lemma 4. Let u ∈ X be a bounded and uniformly Lipschitz solution of (1), with L satisfying H1-H4 and f satisfying (4). Assume also that there exists a ∈ (0, 1) such that
∂ ν u(x) > 0 for any x ∈ R n and any ν = (ν 1 , . . . , ν n ) ∈ S n−1 with ν n a.
Then u possesses one-dimensional symmetry.
Of course, Lemma 4 is just Theorem 1 with the additional hypothesis on the monotonicity cone in (7): in Section 3 we will show that such additional assumption is, in fact, not needed and so we will be able to derive Theorem 1 from Lemma 4. In order to prove Lemma 4, we show that (8) ∂ ν u(x) > 0 for any x ∈ R n and any ν = (ν 1 , . . . , ν n ) ∈ S n−1 with ν n > 0.
To prove (8), we take (9) a := inf{a > 0 for which (7) holds}. If a = 0, then (8) is proved, so we assume, by contradiction, that (10) a > 0.
Given S > 0, we define i S := inf
By construction,
we claim that, in fact, that
To prove (12), we argue by contradiction and we suppose that there exists a sequence of ν (k) ∈ S n−1 and x (k) ∈ R n with (13) |x
We define
Then, (14) becomes
Analogously, (15) writes
Notice also that
where (2) has been used. Thus, from (17), (18) and H2, there exist u (∞) ∈ X and ν ∞ ∈ S n−1 , with
for any x ∈ R n , and (21)
Therefore, by H1, the function v :
As a consequence, from H4, v vanishes identically. Accordingly,
Recalling the uniform limit assumption in (1), we now take M > 0 in such a way that
Then, recalling (13) and (16),
Hence, from (20),
We recall that, from (10) and (19), ν (∞) n a > 0, so (23) implies that
This and (22) give that
This contradiction proves (12). Now, we use (4), to see that f (r) κ, for a suitable κ > 0, if |r − 1| η , for a suitable η ∈ (0, 1/4). Also, the uniform limit assumption in (1) enable us to take M > 0 such that
.
Notice that > 0, thanks to (12). Then, if |x n | M and ν ∈ S n−1 with ν n ∈ [a − , a], then
Therefore, by H3, ∂ ν u(x) 0 for any x ∈ R n and any ν ∈ S n−1 with ν n ∈ [a − , a].
In fact, by H4, we see that ∂ ν u(x) > 0 for any x ∈ R n and any ν ∈ S n−1 with ν n ∈ [a − , a]. This is in contradiction with (9), and so it proves (8).
Then, from (8), by taking µ = −ν, we obtain that (24) ∂ µ u(x) < 0 for any x ∈ R n and any µ = (µ 1 , . . . , µ n ) ∈ S n−1 with µ n < 0.
By taking limits of ν n and µ n to 0 in (8) and (24), we deduce that ∂ ω u(x) = 0 for any x ∈ R n and any ω = (ω 1 , . . . , ω n ) ∈ S n−1 with ω n = 0.
Hence, ∂ x 1 u(x) = · · · = ∂ x n−1 u(x) = 0 for any x ∈ R n , which ends the proof of Lemma 4.
Proof of Theorem 1
Some of the arguments needed to proof Theorem 1 will be appropriate modifications of the ones used in the proof of Lemma 4, by taking into account the difference operator L instead of the linearized operator L. In order to prove Theorem 1, first of all, we show that
To prove (25), we take h 0, we let
and we observe that
where
Now, recalling (4), we take δ ∈ (0, 1/2) such that
Then, by the uniform limit assumption in (1), we take M > 0 such that
Now, we observe the following useful property:
Indeed, on the one hand, if x ∈ {T h u < 0} ∩ {x n −M },
for any x ∈ {T h u < 0} ∩ {x n −M } and t ∈ [0, 1]. On the other hand, if x ∈ {T h u < 0} ∩ {x n M }, then u(x) > u(x + he n ) 1 − δ, and therefore
for any x ∈ {T h u < 0} ∩ {x n M } and t ∈ [0, 1]. From (27), (28), (31) and (32), we obtain that (30) holds true. We claim that
To prove (33), fix h 2M and let U := {T h u < 0}. Then,
and so
where U + (resp., U − ) is an open set contained in the half-space {x n −M } (resp.,{x n −M }). Then, (26), (35) and (30), together with H5, imply that: if h 2M , then T h u(x) 0 for any x ∈ R n . Hence, (33) follows from H6. Now, we define
Note that this definition is well-posed, due to (33). We prove that
The proof of (36) is by contradiction. Suppose h o > 0. We have that
for any x ∈ {|x n | M } and any > 0 and u(
where (k) 0 is an infinitesimal sequence. As a consequence,
for any x ∈ {|x n | M }.
Therefore, recalling (30) and H5, (38) T ho (x) 0 for any x ∈ R n . Now, we define u (k) (x) := u(x + x (k) ) and we deduce from H2 that, up to subsequence,
By (38), we see that T ho u (∞) (x) 0 for any x ∈ R n . Also,
Consequently, by H6, we get that T ho u (∞) vanishes identically. Therefore, u (∞) (x + h o e n ) = u (∞) (x) for any x ∈ R n and so, by iterating, (39) u (∞) (x + jh o e n ) = u (∞) (x) for any x ∈ R n and any j ∈ Z.
Then, for a such j,
Since this is in contradiction with (39), we have proved (36). That is, T h u(x) 0 for any x with {|x n | M } and any h 0. Consequently, by (30) and H5, we deduce that T h u(x) 0 for any x ∈ R n . Accordingly, ∂ n u(x) 0 for any x ∈ R n , and then (25) follows from H4. Now, we show that for any S > 0 there exists a(S) ∈ (0, 1) such that
The proof of (40) is by contradiction. Suppose that, for a fixed S, there exist sequences x (k) ∈ {|x n | S} and ν (k) ∈ S n−1 such that ν
Notice that ν (k) approaches e n for large k, therefore, by H2, we obtain that, up to subsequence, u (k) approaches some u (∞) together with its derivative, with
We remark that, by (25),
Accordingly, H4 says that ∂ n u (∞) vanishes identically. Thus, if t − S is large enough (hence te n − |x
n | is large enough), the uniform limit in (1) gives that 9 10 lim
This contradiction proves (40). Now, recalling the definition of M given in (28) and (29), in the notation of (40), we define
Then, as a consequence of (40), H3 and (28), we have that ∂ ν u(x) 0 for any x ∈ R n , if ν n a. Then, by (40) and H4, we conclude that ∂ ν u(x) > 0 for any x ∈ R n , if ν n a. That is, condition (7) holds true. Therefore, the proof of Theorem 1 is completed thanks to Lemma 4.
Proof of Theorem 2
We will deduce Theorem 2 from Theorem 1, in which L = L = L := −(−∆) s , X := W 3,∞ (R n ) and X := W 2,∞ (R n ). For this, we need to check hypotheses H1-H6. First, we claim that, if u ∈ W 3,∞ (R n ), then
Indeed, (42) If, on the other hand, u ∈ W 3,∞ (R n ), we have that for any h > 0,
Thus, the Dominated Convergence Theorem gives that
This, via the integral representation of the fractional Laplacian (see [Lan72, Ste70, Sil05, Val08] ), the above identity reads
which proves (42) at x = 0 (and analogously at any point).
Then, hypothesis H1 follows from (42). Hypothesis H2 follows from the fact that X = W 3,∞ , using the Theorem of Ascoli and the integral representation of the fractional Laplacian. We now prove H3, by arguing by contradiction. We suppose that i := inf R n w < 0 and we take x (k) ∈ R n such that
In particular, we may suppose that w(x (k) ) i/2 < 0, and therefore x (k) ∈ {|x n | M }, and so c(x (k) ) κ > 0. Thus, if we set w (k) (x) := w(x + x (k) ), we see that
In particular,
for a suitable C(n, s) > 0. Hence, since w ∈ X := W 2,∞ (R n ), we have that w (k) converges locally uniformly to some w (∞) , up to subsequence, due to Theorem of Ascoli, and so, by taking the limit in (43), we have
On the other hand,
for any y ∈ R n , and so
for any y ∈ R n . As a consequence, (44) gives that 0 C(n, s)
This contradiction proves H3. Take now v as requested in H4: then, the integral representation of the fractional Laplacian gives that, for a suitable C(n, s) > 0,
with the integral taken in the Cauchy principal value sense. Since v 0, (46) implies that v is identically zero, thus checking H4. The proof of H5 (resp., H6) is analogous to the one of H3 (resp., H4): just take U instead of {|x n | M } (resp. f (u + v) − f (u) instead of f (u)v). The proof of Theorem 2 is thus complete.
Proof of Theorem 3
We take X := C 3,β (R n ) and X := C 2,β (R n ). Notice that, for any v ∈ X,
In this way, H1 is obviously satisfied and H2 is a consequence of the Theorem of Ascoli. We observe that, by construction
Moreover, from (6)
for any nonnegative definite matrix N . In particular, given any ξ ∈ R n , taking
Therefore, given any R > 0, there exists λ R,u,v > 0 such that
, ∇u(x) + σ∇v(x) ξ i ξ j λ R,u,v ξ 2 .
As a consequence, for any ξ ∈ R n , a ij ξ i ξ j λ R,u,v ξ 2 .
In particular, a ij ξ i ξ j 0.
Then, H4 and H6 are a consequence of (47), (48), (49), (50) and Hopf Strong Maximum Principle (see, for instance, [GT01] or Theorem 2.1.2 of [PS07] ). Therefore, in order to complete the proof of Theorem 3, it remains to prove H3 and H5 (and then invoke Theorem 1). We prove H5 (the proof of H3 is completely analogous). Suppose, by contradiction, that the conditions on w in H5 hold, but i := inf R n w < 0.
We take x (k) ∈ R n such that lim k→+∞ w(x (k) ) = i < 0.
In particular, we may suppose that w(x (k) ) i/2 < 0, and therefore x (k) ∈ U , and so c(x (k) ) κ > 0. We set w (k) (x) := w(x + x (k) ) and we use the definition of X and the Theorem of Ascoli to obtain, up to subsequence, that w (k) approaches some w (∞) locally uniformly together with two derivatives. This also gives the convergence of the coefficients a ij = a Since i < 0, this is a contradiction and it proves H5. The proof of Theorem 3 is thus completed.
