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T he wide availability of interfaces such as PVM and MPI enables software engineers to write parallel software that is portable across a wide range of hardware platforms. Parallel processing, therefore, has become an attractive option for commercial software vendors. However, experience has shown that developing software for parallel platforms still is much less productive than writing sequential programs, because adequate methods and tools are not available.
Recently, many projects-Europort, 1 for example-have developed parallel versions of large-scale software packages, most of them for scientific computing. However, these packages focused entirely on optimizing the performance of an individual application; the researchers did not attempt to derive methods from their experience that can be generalized to at least a certain class of problems. The Sempa (software engineering methods for parallel applications) project focuses on softwareengineering methods for the design of portable parallel software in scientific computing.
As a real-world test case for defining and evaluating these methods, Sempa chose the parallel implementation of TASCflow for CAD (TfC), a state-of-the-art industrial computational fluid dynamics (CFD) simulation package. TfC operates on unstructured hybrid grids and uses an algebraic multigrid method to solve the linear equations obtained from finite-volume discretization.
In addition, Sempa researchers are demonstrating the potential of new languages and programming paradigms such as data parallelism and object orientation by reimplementing the algebraic multigrid solver Software Engineering Sempa's target platforms range from highperformance massively parallel processors (MPPs) to networks of workstations. NOWs are of particular interest to small and medium companies and research laboratories. Efficient use of workstations for production runs of parallel applications requires automated resource management. Therefore, Sempa researchers (see the sidebar, "Project partners") have also implemented a resource manager for batch execution of PVM programs. By using idle resources, parallel jobs execute in batch mode concurrently with interactive sessions. Figure 2 illustrates our strategy for achieving Sempa's objectives, which consists of several interdependent tracks of activities. For each track, we have defined milestones, each of which results from a software-engineering module. An SEM is a piece of work that a small group of developers can accomplish in a couple of weeks or a few months.
SEMPA'S GLOBAL PROJECT SCHEDULE
Initially, the parallelization of TfC and the design of the resource manager are independent tracks of activities. When prototypes of both systems are available, we'll use the parallel CFD code to study the resource manager's behavior.
We started the investigation of new paradigms (data parallelism and object orientation) and languages (Fortran 90, HPF, and C++) as a separate track of activities, rather than redesigning the sequential program in a new language before starting parallelization. We considered the latter option too risky, given the project's time and manpower restrictions, because the TfC software is very complex (more than 100,000 lines of Fortran 77 code). In addition, we initially didn't know to what extent these paradigms, and their implemen- V  ir  t  u  a  l  m  u  lt  ip  r  o  c  e  s  s  o  r   a  r  c  h  it  e  c  t  u  r  e  ,  p  o  r  t  a  b  il  it  y   T  e  s  t  c  a  s  e  :   s  p  e  c  if  ic  a  t  io  n  in  t  e  r  f  a  c  e   (  a  p  p  li  c  a  t  io  n  /  r  e  s  o  u  r  c  e  m  a  n 
Project partners
Sempa's objectives have engendered an interdisciplinary approach that brings together partners with experience and competence in mechanical engineering, computer science, and numerical analysis:
• tations in these languages, could successfully be applied to our problem. We therefore decided to start with the AMG as a case study for demonstrating the capabilities of the languages.
The definition of software-engineering methods and standards is closely related to the parallelization track, although no direct dependency of milestones exists between these tracks.
Parallelization of TfC
The design cycle for our parallelization of TfC follows these six stages:
• Specify the global software requirements.
• Analyze and document the sequential program.
• Identify the parallelism.
• Set up the global strategic plan.
• Implement the SEMs.
• Test, analyze the performance of, and maintain the system.
For a detailed explanation of this cycle, see the sidebar, "The software-design process in parallel scientific computing." We'll now discuss how we've applied the first five stages in Sempa.
GLOBAL SOFTWARE REQUIREMENTS
Efficiency and scalability are obvious requirements in any parallelization project. Another primary requirement of the parallel version of TfC is portability. ParTfC must execute efficiently on NOWs and MPPs. It must also be compatible with TfC's pre-and postprocessing tools. Appropriate default settings should relieve the user from having to care about issues related to parallel execution, such as starting PVM daemons or specifying hosts of the virtual machine. However, an . advanced user should be able to customize the parallel environment. ParTfC has no specific functional requirements-except that it must compute the same results as TfC, of course.
ANALYSIS AND DOCUMENTATION
The Sempa project organized the analysis and documentation of TfC as a series of joint seminars of project members from AEA Technology GmbH and the Lehrstuhl für Rechnertechnik und Rechnerorganisation (chair for computer technology and computer architecture) at the Technical University at Munich. Design documentation was written at LRR-TUM and reviewed by AEA. Although TfC is well-structured and CFD developers' documentation is available for most of the software, the analysis process was quite timeconsuming because of TfC's complexity. Moreover, the CFD developer's documentation does not address many aspects that are relevant for parallelization.
The result of our analysis has been a rather heterogeneous collection of documents on different aspects of design and implementation. We integrated them into a comprehensive design document for which we have defined a standardized structure. 3 These guidelines for design documentation apply to a wide range of application programs in scientific computing and beyond.
The vast majority of software projects in scientific computing are parallelizations of existing software. 1 Ideally, their design cycle follows these six stages:
GLOBAL SOFTWARE REQUIREMENTS SPECIFICATION
A brainstorming group of software developers, hardware experts, managers, and users prepare the global software requirements specification, which defines the project objectives. The GSRS defines the functionality of the program to be implemented, states the performance requirements, defines the target platforms for the software, and sets up a suite of test cases for validation and performance analysis. The GSRS also focuses on compatibility with existing preand post-processing tools.
SEQUENTIAL-PROGRAM ANALYSIS AND DOCUMENTATION
In interdisciplinary projects, computer scientists must acquire the know-how from the problem domain that is necessary to understand the algorithms and their (sequential) implementation. A design document that summarizes the result of this analysis serves as a reference throughout the project.
The document describes algorithms at the level of abstraction that is common in the problem domain. For example, it explains the algorithms in TfC in terms of nodes, finite volumes and elements, and so on, rather than in terms of arrays and subroutines. These problem-domain objects and the operations performed on them are related to the program's data structures and subroutines.
Such a high-level algorithmic description, which is expressed in pseudocode, provides a basic understanding of the model and a common "language" for interdisciplinary discussion. Also, the pseudocode representation helps distinguish algorithmic properties from implementation decisions in the sequential code.
IDENTIFICATION OF PARALLELISM
On the basis of the knowledge in the design document, computer scientists and application experts identify dependencies at the algorithmic level and possible approaches to parallelization. They determine the most efficient approach for the parallel program's target architectures, and document the decision process. The solution that has been selected for implementation is formulated as pseudocode.
GLOBAL-STRATEGIC-PLAN DEVELOPMENT
Next, a global strategic plan is set up to implement the adopted approach. The GSP defines the requirements of the software as a whole and decomposes the implementation process into several subtasks of manageable complexity, called software-engineering modules. An SEM is characterized by a set of functional requirements and interface definitions. The GSP documents dependencies between SEMs and sets up a coarse-grained time schedule.
SEM IMPLEMENTATION
The implementation of each SEM follows a modification of the waterfall model. 2 After each major stage of the waterfall model, project members from outside the developers group review the products of that stage. Depending on the review's results, the design process either proceeds to the next stage or reiterates previous stages.
SYSTEM TESTING, PERFORMANCE ANALYSIS, AND

MAINTENANCE
On completion of all SEMs, the computer scientists and application experts test the parallel program as a whole and analyze its performance. If it passes all the tests, it is released to the user community. User feedback will indicate bugs to be fixed, additional functionality to be added, and so on. A later release of the software will integrate further optimizations such as integration of dynamic load balancing. The software-design process in parallel scientific computing .
IDENTIFICATION OF PARALLELISM
The analysis and documentation almost immediately resulted in the identification of parallelism. We quickly agreed on an approach to parallel implementation. TfC works with hybrid unstructured grids, which are constructed by filling space with an arbitrary combination of elements of four predefined types (see Figure 3) . (Any such combination is a legal grid in TfC, but not necessarily a good one. Grid geometry strongly affects the quality of the simulation results and therefore is the responsibility of experienced engineers.)
Parallel implementation of TfC follows the SPMD (single-program, multiple-data) model. That is, the same algorithm executes on each node, and each process is assigned a partition of the data (the problem description). The grid is subdivided into (disjoint) partitions of grid nodes, which are assigned to the tasks of the parallel program. This results in some elements to be "cut," as Figure 4 illustrates. A task P processes all elements that have at least one node in its (core) partition p; that is, cut elements are processed by more than one task.
GLOBAL STRATEGIC PLAN AND IMPLEMENTATION OF SEMS
We implemented ParTfC by subsequently adding parallel components to the sequential code. The decomposition into SEMs follows this sequence:
• Parallel finite-volume discretization, and • The parallel AMG.
Partitioning
We implemented partitioning by integrating the public-domain, general-purpose, graph-partitioning package Metis into the code. 4 We chose Metis because its algorithms have received good ratings 5 and because it is available as public-domain software.
Interpartition communication
After each solver sweep, values φ i must be communicated across partition boundaries. (φ is a placeholder for any physical property computed in ParTfC-for example, pressure and velocity (φ = (u x , u y , u z , p) T ) or temperature (φ = T).). At initialization, each task P i has to determine the lists of nodes, R i←j , whose values it needs to receive from its neighbors P j . The lists of nodes whose values have to be sent, S j→i , are determined by communicating the R i←j lists to the neighbor tasks (S j→i = R i←j ).
Nodal values φ and gradients ∇φ are packed into messages sorted by global node numbers. (Gradients are communicated only on the AMG's completion-that is, once per coefficient loop.) A message does not include node numbers, because they can be deduced from the node lists.
Parallel finite-volume discretization
TfC implements its finite-volume discretization in an element-based manner. We parallelized discretization by having each task process all elements that have at least one node in its partition. The discretization procedure results in a local stiffness matrix whose coefficients represent the influence that the element's nodes have on each other. The coefficients are assembled (that is, summed up) in a global stiffness matrix A that represents the system of linear equations that the AMG subsequently solves. A is very sparse and is structurally symmetric.
Task P holds the lines a i for all grid nodes i in its partition p. For elements in the overlap region, only coefficients a i,j are stored for which node i is in the local partition p. where N is the number of grid nodes, φ k is the value of the physical property φ at grid node k, and φ k ′ is the φ k value at overlap node k that has been received most recently from the neighbor task. In ParTfC, the AMG's smoother (a modified ILU0 (Incomplete Lower Upper) decomposition) acts only on the local partition of the matrix. So, processes do not . interact inside the smoother. After each sweep of the smoother, φ values for the overlap region are communicated between neighboring processes. Coarse-grid generation occurs the same way as in the sequential program, except that no coarse-grid blocks are formed that cross partition boundaries. Establishing coarse-grid connectivity across partition boundaries requires additional interaction between processes.
The parallel AMG solver
As the coarse-grid topology changes dynamically (depending on the coefficient values), topology information for communication must be determined in every iteration of the coefficient loop for all coarsegrid levels. This requires information about the coarsegrid structure to be exchanged across partition boundaries. If the number of nodes at a given grid level falls short of a certain number (which can be set as a parameter), ParTfC switches to a direct solver that executes sequentially.
THE PARTFC PROTOTYPE
We presented the first prototype of ParTfC at the TASCflow users' conference in May 1996. It implemented parallel finite-volume discretization, but did not yet exchange data inside the AMG solver. That is, the linear solver worked in a block-Jacobi-like manner. Computation converged for all test cases, but at a considerably slower rate than the sequential program. We've detailed this PVM-based implementation of ParTfC elsewhere. 6 Based on our experience with ParTfC, we have iteratively updated and revised our software-engineering guidelines. A fully parallelized ParTfC prototype including the parallel AMG is now available. It is implemented based on PVM, but ports to MPI and Parix are also available. Parallel execution is completely transparent to the user. The user does not have to care about starting and terminating PVM daemons. Also, all preand postprocessing tools can work with both the sequential and the parallel version of TfC.
First benchmark tests on an IBM SP2 show good parallel-performance results. (However, comprehensive profiling with an appropriate suite of test cases on different hardware platforms has just started.) For a test case using three grids (from 20,000 to 150,000 grid nodes) and one to six processors, the tests revealed that
• For six processors, the average wall-clock efficiency per time step increased from 60% for the smallest grid to 80% for the largest grid. We define wall-clock efficiency as E w = nT i /T n , where T i is the wall-clock execution time on i processors and n is the number of processors. The average is taken over the number of time steps required for convergence.
• The amount of extra memory required for parallel execution scales with the size of the overlap regions. For the finest grid, 13% of all nodes are in the overlap region (see Figure 4 ).
• Parallelization does not degrade convergence. The number of time steps that TfC and ParTfC need to reduce the residual below a given threshold typically differs by only one or two. Real-world simulations require approximately 70 time steps.
We've collected detailed profiling information to separately evaluate the performance of ParTfC's modules (CFD computation, file I/O, administration, and so on). For the CFD module, we've separately profiled finitevolume discretization and the AMG.
The test cases used in our first measurements are small compared to the problems ParTfC is designed to solve. These larger problems have more than 1,000,000 grid node; therefore, they cannot be solved sequentially on a typical workstation, because of lack of main memory. Our measurements indicate that efficiency improves as the number of grid nodes increases. So, we are optimistic about ParTfC's performance in production use.
Newer versions of Fortran
For several decades, Fortran has dominated scientific computing. Fortran 77 has many disadvantages regarding state-of-the-art software-engineering technology. These disadvantages include a restricted set of data structures, no dynamic memory management, limited control constructs, and very limited support for data encapsulation and modular design. Newer standards such as Fortran 90 and HPF (which is based on Fortran 90) offer ways for better software development. Therefore, one of Sempa' goals has been to reimplement the TfC code in Fortran 90. We redesigned the data structures with respect to dynamic memory management and complex array operations. This redesign has improved the code's readability and structure. HPF also supports the development of SPMD programs. We have investigated the possibility of developing an HPF version of TfC. With the current state of HPF compilers, though, only programs containing regular data structures (that is, arrays) can be parallelized successfully.
Object-oriented scientific computing
Object-oriented analysis, design, and programming are common software-engineering techniques in computer science but not in traditional scientific computing. Fortran 77 was developed to address the efficient arraybased computations that scientific-computing applications require. Today, most of these applications are still implemented in Fortran 77. There are various reasons for this: legacy Fortran 77 code has to be managed, compatibility between software modules is often necessary, existing efficient Fortran 77 scientific libraries must be used, and-last but not least-the learning effort to adopt object-oriented software development scares people.
The use of Fortran 77 implies a procedural softwaredevelopment technique. Object-oriented software engineering can improve the quality of scientific-computing software by increasing reliability, enhancing maintainability, and therefore shortening the software product's development time.
Yet, object-oriented software engineering still has to prove its applicability to scientific computing. It must provide the efficient software implementation on which computationally intense scientific-computing applications rely. The Sempa project has worked toward these goals by applying object-oriented software-development techniques to TfC.
TfC consists of the discretization part and the AMG, which are both candidates for an object-oriented redesign. First results of a C++ redesign of the AMG show increased quality of the C++ AMG code. The C++ code is easier to read and understand; it is much closer to the pseudocode we used in our design document to describe the behavior of routines; and we've implemented data encapsulation. The increase in quality is due to a pseudocode-like implementation resulting from objectoriented techniques. 7 Such an implementation will let numerical specialists concentrate on the implementation of a numerical feature or method instead of managing memory in workspaces. The object-oriented pseudocode-like implementation is robust in the case of future changes, because of the three basic features of object-orientation: encapsulation, polymorphism, and inheritance. This distinguishes this AMG implementation from a (theoretical) procedural pseudocode-like implementation.
Unfortunately, execution time increased disastrously. However, this increase was implementation-dependent and not related to the use of object-oriented techniques. Most of the proposed optimizations have been implemented and show promising execution times. 8 TfC's other part, finite-volume discretization, is about to be redesigned in C++, too. Eventually, we will achieve an object-oriented parallel TfC.
Resource management for NOWs
An automatic resource-management system for NOWs should include functions for batch queuing and load balancing to utilize idle workstations and minimize the runtime of parallel applications. 9 In the Sempa project, we've designed and implemented the Sempa Resource Manager, which maps parallel applications to idle or low-loaded hosts, controls the processes of parallel applications, and migrates processes of a parallel application at runtime if the load situation is imbalanced. To implement the resource . manager's basic functionalities, we've used existing components: Codine, a batch-queueing system for NOWs, handles job scheduling. CoCheck 10 handles checkpointing and task migration. It lets the resource manager migrate individual tasks at runtime, from a host claimed for interactive use, to an idle host.
The Sempa Resource Manager is available only for PVM applications because a special PVM feature, the PVM resource-manager interface, joins the functions of Codine and CoCheck. Running an application under the resource manager's control requires no source-code modification; relinking the program with a specific library is sufficient. We've used ParTfC to validate the Sempa Resource Manager's correctness and efficiency.
A further objective in Sempa is to develop an application-oriented approach for load balancing. Such an approach uses information of the parallel application (for example, the time needed to complete an iteration, or the load values the application can get using system calls) for migration decisions and load migration. Load migration in this case means process migration with user-defined checkpoints or repartitioning of the computational grid.
I n designing ParTfC, we have concentrated on increasing its computational power. The next step is to consider visualization. We will replace the traditional approach of post-processing-that is, all tasks write their results to a single file-with a more interactive approach. This research is beyond Sempa's scope but will be addressed in a future project.
As soon as we've implemented the different approaches in resource management (resource-managed ParTfC with CoCheck checkpointing versus application-level checkpointing), we'll compare their efficiency and portability, using ParTfC.
The redesign of AMG in C++ has shown that objectoriented software-development methods can be successfully applied to real-world scientific-computing applications. The C++ implementation will be ported to Java. The Java version will be a case study for future research addressing high-performance network computing. 
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