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I. INTRODUCTION
Micro-and nanopositioning devices often employ piezoelectric actuators. Such actuators provide a fast and friction free response, and the resolution is only limited by instrumentation noise. For low-speed reference trajectory tracking, the largest error contribution comes from the hysteresis and creep nonlinearities. 1, 2 The error introduced by these nonlinearities can be reduced by using feed-forward or feedback control, or by driving the actuator by charge rather than voltage.
Due to hysteresis, the average gain of a piezoelectric actuator depends on the amplitude of the driving voltage. 3 The observed piezoelectric response also changes over time, as the gain is dependent on temperature variations and depolarization, as well as other factors. 4 Feedback control effectively reduces the sensitivity to such uncertainty, as well as the disturbance introduced by hysteresis, if integral action is used. 5 The reduction in error when using feedback control is dependent on the obtainable closed-loop bandwidth, but high bandwidth control also increases the overall noise in the system. 6, 7 By using a feed-forward scheme in addition to feedback control, better tracking performance can be obtained. For reduction of the error introduced by hysteresis, there are several methods based on inversion of the Preisach model, or variants thereof. 8, 9 In general, performance when using feed-forward control depends directly on the accuracy of the model. 10 In the presence of uncertainties and changing responses, on-line adaptation can be used to improve the accuracy. 9 Such models tend to be large if an accurate description is required, and can therefore be computationally demanding.
Driving a piezoelectric actuator using charge rather than voltage is known to provide excellent suppression of hysteresis. 11, 12 Even though the hysteresis disturbance can be suppressed, driving the piezoelectric actuator using charge will not remove the uncertainty in actuator gain. Also, charge drives are often not a part of existing instrumentation configurations, as voltage drives have been the standard choice for positioning tasks when using piezoelectric actuators. In this paper, an online adaptive nonlinear feed-forward hysteresis compensation scheme is presented. It is suitable for symmetric hysteretic responses and certain periodic reference trajectories. Being adaptive, the method retains good accuracy in the presence of uncertainties in the response, both with regards to the gain and the shape of the hysteretic response. The method has low complexity and is amenable to real-time implementation.
Furthermore, experimental results are presented to verify and illustrate the theoretical result. The presented method is then applied to a standard instrumentation configuration, utilizing a capacitive displacement sensor and a voltage drive. In the experiments, it is seen that the error due to hysteresis can be reduced by more than 90% compared to when assuming a linear response. It should be noted that it is straightforward to augment the method using, e.g., an integral control law to further reduce the tracking error, although this is not discussed further in this paper.
The paper is organized as follows. In Sec. II, models for the ideal linear response and for the hysteretic response are presented. In Sec. III, two feed-forward schemes are described, one assuming an ideal linear response, and a scheme to compensate for the hysteretic behavior, based on the hysteresis model from Sec. II. The experimental results when applying the two feed-forward schemes are presented in Sec. IV. Appendices A, B, and C are provided to describe the details of the parameter identification scheme used, and the details of the derivation of the hysteresis compensation scheme.
II. SYSTEM MODEL
In this section, models for the system are presented. The system at hand is a flexure based nanopositioning stage with a piezoelectric stack actuator. Using an input signal with a low fundamental frequency, the system response can be described using a hysteresis model and a simple mechanical model.
A. Hysteresis model
The hysteretic behavior of piezoelectric actuators is due to ferroelectric loss phenomena. The hysteresis exhibited in such actuators will appear between applied voltage and induced charge. 11 The force developed by the actuator will therefore exhibit hysteresis when driving such actuators using voltage. A phenomenological model that can be used to describe the hysteresis in piezoelectric actuators is the ColemanHodgdon model, 13 which is given aṡ
where u is the input, and w is the output. The parameters must satisfy the conditions α > 0, β > 0, γ α > β, and γ α ≤ 2β in order for the model to yield a response that is in accordance with the laws of thermodynamics.
14 This means that the slopė w will have the same sign as the slopeu, that is dw du > 0. This is the same as saying that the output will never move in the opposite direction of the input.
The input-output map generated by the model (1) has a symmetric stationary response to periodic inputs, which are monotonically increasing and decreasing between two extrema. The model is therefore best suited to describe hysteretic responses that are dominantly symmetric, and for such periodic input signals. The solution of the model is defined, however, for a larger class of input signals. The input signal u must be bounded, piecewise continuous, and connected. This also implies that the time derivativeu exists and is bounded, i.e., u ∈ C 0 . This includes signals such as triangle-waves or low-pass filtered steps and square-waves, but not unfiltered steps and square-waves.
The hysteresis model (1) can also be expressed in a different form, with an identical input-output response. That is, the output w can be found from
where w h is the solution tȯ
The parameters in this formulation can be found using the parameters in (1) , and the relations are
The derivation of the expressions in (2), (3), and (4) can be found in Appendix B.
The alternative model formulation in (2) and (3) will be used to develop a hysteresis compensation scheme in Sec. III B.
B. Mechanical model
The dynamics of a well designed nanopositioning stage can be accurately approximated as a linear mass-springdamper system. For the displacement of a point x on the mechanical structure, the dynamics is therefore described by
where m is the mass of the moving platform, d is the damping coefficient, k is the spring constant, and f is the force developed by the actuator. Here, it is assumed that reference trajectories, r, will have a fundamental frequency below approximately 1% of the natural undamped frequency ω 0 = √ k/m, and that the contribution of the damping and inertial forces therefore can be ne- glected, i.e., dẋ ≈ 0 and mẍ ≈ 0. The forces depending on the velocity and acceleration of the moving platform will be relatively small when the movements are slow, that is, the higher frequency components of the reference signal will be small close to the resonant frequency of the mechanical structure. The displacement x is therefore taken to be given by Hooke's law
Ideally, the actuator has a linear response, which is the standard assumption. 15 In that case, the force developed by the actuator should be
where k a is the voltage-to-force gain coefficient. The relation between the applied voltage u and the displacement x, will then be according to (6) ,
where the lumped parameter K, a voltage-to-displacement gain coefficient, is introduced for convenience.
Since the actuator response is actually hysteretic, using the hysteresis model (1), or equivalently (2), provides a more accurate description of the observed displacement. The displacement will therefore, in this paper, be taken to be the output of the hysteresis model, i.e.,
III. FEED-FORWARD TRACKING CONTROL
The objective for a tracking control scheme applied to a nanopositioning stage is to force the displacement x to follow a specified reference trajectory r. In order to achieve this, feed-forward and feedback control can be used. Feed-forward techniques can be very effective if an invertible and accurate system model can be found. Applying feedback will typically reduce sensitivity to model errors and unknown disturbances, but at the expense of a higher overall noise level.
For positioning devices utilizing piezoelectric actuators, when using reference trajectories with low fundamental frequencies, the disturbance due to hysteresis is the main source of error. In this section, two feed-forward schemes will be described. The first is simply assuming that the system has a linear response. The second scheme provides a method for inverting the response of the hysteresis model (1) . The overall scheme is illustrated in Fig. 1 .
A. Linear feed-forward
Assuming that the response of the system is linear, such as in (8),
the applied voltage signal u should be
in order to achieve tracking. Due to creep and hysteresis, the gain K will depend on the amplitude of the input signal u. Other effects also affect the observed gain, such as actuator temperature and depolarization. An estimate of the gain,K, can be found from inputoutput data using, e.g., the least-squares method. Depending on the positioning device, the gain can change significantly. For the positioning device used in the experiments in Sec. IV, a relative change of more than 150% was observed from the minimal observable displacement to the maximal displacement.
As the gain changes depend on the input signal, using a static gain estimateK for feed-forward control can result in very large errors. In order to minimize the error for all reference signals, an online estimate of K should be used. This can be achieved by using the recursive least-squares method with the model (8) on the form
where z = x, θ = K, and ϕ = u. The parameter identification scheme is described in detail in Appendix A.
B. Hysteresis compensation
In this section, a feed-forward scheme that takes into account the hysteresis is presented. The scheme is based on inverting the response of the hysteresis model (1) . Using the relations in (2) and (9), but defining a new input signal u h , that is,
the above relation can be linearized by choosing the input signal
whereŵ h is an estimate of the term w h . By substituting (14) into (13), the linear relationship between voltage u and the expression for the displacement as given in (8) is recovered,
ifŵ h = w h . Thus, generating an input signal using (11) and applying (14) , the error introduced by the hysteresis is removed. In order for this to work, an estimate of w h is required. Assuming the parameters of the hysteresis model (1) are known, and the new set of parameters is found from the relations in (4) , an estimate of w h when using the new input signal u h can be found by substituting (14) into (3), that is,ŵ
In Appendix C, it is shown that solving (16) is equivalent to solvinġŵ
The initial valueŵ h0 can in principle be chosen arbitrarily. For the case of periodic inputs which are monotonically varying between two extrema, the solution will converge to a stationary input-output map after some cycles of the input signal. Assuming the system is at rest in an equilibrium where u(0) = 0 and w(0) = 0 when starting the integration, the initial value will beŵ h0 = 0. Inspecting (1), it can be seen that the parameters appear affinely with signals comprising of u and w and their time derivatives, i.e., the model can be put on the form 
and z =ẇ. Here, θ is the called the parameter vector and ϕ the regressor. Having the model on the form (18) enables the usage of the recursive least-squares method to find the parameters in θ , as the displacement x = w can be measured, and the the applied voltage u and the time derivativeu are known and defined. The relations in (4) can then be used to find the parameters to be used in this hysteresis compensation scheme. The parameters in the model given by (2) and (3) cannot be identified, as it is not possible to measure the signal w h . The parameter identification scheme is described in detail in Appendix A.
IV. RESULTS

A. Experimental setup
The experimental setup consisted of a dSPACE DS1103 hardware-in-the-loop system, an ADE 6810 capacitive gauge, and an ADE 6501 capacitive probe from ADE Technologies, a Piezodrive PDL200 voltage amplifier, the custom-made longrange serial-kinematic nanopositioner from EasyLab (see The scaling amplifier was used to amplify the signal from the capacitive gauge in order to maximize the resolution of the quantized signal. With the DS1103 system, a sampling frequency of 50 kHz was used in all the experiments. For numerical integration, a third-order Runge-Kutta scheme (BogackiShampine) was used. The first part of the experiments were done using a triangle wave reference signal, where 10% of the signal was replaced by a smooth polynomial around the extremal points to reduce vibrations. A second set of experiments were done using a filtered pseudo random binary signal (PRBS). This signal had a length of 38 750 samples, a bandwidth of 40 Hz, a ±5 μm range, and was filtered by a second-order low-pass Butterworth filter with a 10 Hz cut-off frequency.
B. Experiments
The efficacy of the hysteresis model (1) and the parameter identification scheme presented in Sec. III B can be seen from Fig. 3 . Here, a triangle-wave signal has been applied, but the response is very similar for any periodic input, which is monotonically increasing and decreasing between two extrema. Note that the observed hysteresis is highly symmetric, and the hysteresis model is therefore well suited to describe the response. Identified parameters for the hysteresis model can be found in Table I . As can be seen, the parameters depend on the input signal. The identified parameters appear to provide a good fit to the observed response, but there is some model discrepancy, especially at the extremal values where the input signal switches direction. Figure 4 (a) displays time-series for the reference, measured displacement, and the error when using the linear feedforward scheme and a triangle-wave reference signal. Adapting the gain coefficient K makes it possible to match the extremal values of the measured response and the reference with very high accuracy, and the residual error is almost exclusively due to the hysteresis nonlinearity. The corresponding reference-to-displacement map is shown in Fig. 4(b) . Note that despite the high accuracy in adapting the gain coefficient K, the hysteretic character of the response is clearly visible.
Applying the hysteresis compensation scheme proposed in Sec. III B, it can be seen from both the time-series plots in Fig. 4(c) and the reference-to-displacement map in Fig. 4(d) that there is a significant reduction in the error. The reduction in maximum error is approximately 90% from when applying a linear feed-forward scheme, to when applying the hysteresis compensation scheme. Most of the residual error when applying the hysteresis compensation scheme is due to the model discrepancy near the extremal values of the reference signal.
Assessing the performance under non-ideal conditions was done using the filtered PRBS reference. The continuous repetition of a PRBS sequence is a periodic signal, but for the duration of the sequence, it behaves as a non-periodic signal, and the filtered signal is therefore not monotonically varying between only two extrema. The results for the linear feed-forward scheme are shown in Fig. 5(a) , and the results when using the hysteresis compensation scheme are found in Fig. 5(b) . The error obtained when using the hysteresis compensation scheme is still significantly lower than when using the linear feed-forward scheme, producing a reduction in maximum error of approximately 59%. It is apparent, however, that the effectiveness is reduced compared to when applying the triangle-wave signal.
The maximum errors observed for some different configurations of the reference signal are presented in Table II . The reduction in error is found as 100 × (1 − e h /e l ), where e h and e l are the maximal errors, max(|r − x|), when using the hysteresis compensation scheme, and linear feed-forward, respectively.
If the parameters of the hysteresis model applying the compensation scheme for a different signal than what the parameter were found for, the compensation scheme can produce very poor results. Error figures illustrating this are summarized in Table III . This suggests that the parameter identification scheme should be running while using the compensation scheme, or that hysteresis model parameters should be found for a family of reference signals, and that some form of gain scheduling should be used if a displacement measurement is not always available while using the equipment.
V. CONCLUSIONS
In this paper, a feed-forward hysteresis compensation scheme is proposed for piezoelectric actuators. The scheme is based on a reformulation of the Coleman-Hodgdon model, where the reformulation produces a mathematically equivalent input-output map. The original Coleman-Hodgdon model can be used for parameter identification, while the reformulation can be used to generate an estimate the hysteretic response and to linearize the input-output map. Since the parameters used in the scheme are identified online, the method will provide consistent performance, even when the hysteretic response changes due to different reference signals and other factors such as depolarization of the material and actuator temperature. The proposed method is well suited for the case of symmetric hysteretic responses and certain periodic reference trajectories. The method has low complexity and is thus readily applicable for real-time implementation. Experimental results are presented to illustrate the hysteresis compensation scheme. The experiments showed that the method reduced the hysteretic behavior of a piezoelectric actuator significantly, providing a reduction of more than 90% compared to when when assuming a linear response.
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APPENDIX A: PARAMETER IDENTIFICATION
The least-squares method 16 is perhaps the best known method for parameter identification. It can be used in recursive and non-recursive form. It works by fitting experimental data to a given model by minimizing the sum of the squares of the difference between the computed response from the model and the actual measured response. Noise and disturbances in the measured signal is then expected to have less effect on the accuracy of the resulting parameter estimates.
Here, it is used in the recursive form to estimate the parameters, α, β, and γ , for the hysteresis model (1) , and the linear gain coefficient K in (8) .
The starting point is a model of the system, assuming the measured response z can be described as a vector of model parameters θ appearing affinely with a vector of known signals, ϕ, called the regressor:
The objective of the method is to find a good estimate of the vector of parameter values,θ . By computing the estimated responseẑ
the estimate error can be formed as
where m 2 is a normalization signal (defined below). The leastsquares estimate of the parameters is obtained by minimizing the cost-function 
where a forgetting factor λ > 0 is introduced to discount past data in order to achieve exponential convergence. The matrix Q 0 is used to weigh the significance of the initial parameter estimates,θ 0 , in minimizing the cost-function.
The above expressions can be used to derive both the recursive and the non-recursive forms of the least-squares method. Here, the recursive form is applied, as it is amenable to online implementation. The parameter update law is then given by˙θ = P ϕ , θ(0) = θ 0 .
(A5)
