We study risk-sensitive stochastic optimization problems that seek to minimize the risk associated with a loss function under constraints on risk of constraint violation. The risk is modeled via conditional value at risk (CVaR). Our contributions are two-fold. First, we propose a stochastic primal-dual iterative subgradient algorithm that solves the risk-neutral counterpart with a O(1/ √ K) guarantee on the expected suboptimality and constraint violation after K iterations and also analyze almost sure asymptotic convergence with an alternate step-size choice. Second, we adopt that algorithm to solve the risk-sensitive problem and study how the iteration complexity varies with risk-aversion.
Introduction
We study iterative primal-dual stochastic subgradient based algorithms to solve risk-sensitive optimization problems of the form 
where ω ∈ Ω is random and α, β β β := (β 1 , . . . , β m ) in [0, 1) define risk-aversion parameters. The collection of functions f ω , g 1 ω , . . . , g m ω are assumed to be convex, but not necessarily differentiable, over the convex set X ⊆ R n , where R and R + stand for the set of real and nonnegative numbers, respectively. Denote by G and g ω , the collection of G i 's and g i ω 's respectively, for i = 1, . . . , m. CVaR stands for conditional value at risk. For any δ ∈ [0, 1), CVaR δ of a random variable equals its expectation computed over the 1 − δ tail of the distribution of that random variable. The expectations in P CVaR are computed with respect to a probability measure on Ω. Setting δ = 0, CVaR δ reduces to the expectation operator. Taking δ ↑ 1 makes CVaR δ approach the essential supremum of that random variable over Ω.
P CVaR offers a modeler the flexibility to indicate her risk preference in α, β β β. With α close to zero, it indicates that she is more risk-neutral towards the uncertain cost associated with the decision. With α closer to one, she expresses her risk aversion towards the same and seeks a decision that limits the possibility of large random costs associated with the decision. Similarly, β's express the risk tolerance in constraint violation. Choosing β's close to zero indicates that constraints should be satisfied on average over Ω rather than on each sample. Driving β's to unity amounts to requiring the constraints to be met almost surely. Additionally, CVaR is a coherent risk measure. It ensures that F and G inherit the convexity of f ω and g ω .
In this paper, we study first-order primal-dual iterative algorithms to compute approximately feasible approximately optimal solutions for P CVaR . We assume that one can sample from Ω and obtain f ω , g ω , and their subgradients, ∇f ω and ∇g ω , at any x ∈ X. We provide finite-time performance guarantees on a weighted average of the primal iterate of a primal-dual stochastic subgradient algorithm. More precisely, at the weighted averagex K+1 after K iterations, we bound the expected suboptimality E[F (x K+1 )] − p * CVaR and constraint violation E[G i (x K+1 )] by η(α, β β β)/ √ K, where η increases with the risk aversion parameters α, β β β. Here, p * CVaR denotes the optimal objective function value of P CVaR . Our results illustrate that the suboptimality and constraint violation (in expectation) decay at a rate of 1/ √ K and the associated constants grow with risk aversion. The expectation is computed with respect to K iterations of the stochastic process describing the algorithm dynamics.
In many applications, computation of CVaR (or even the expectation) of f ω and g ω with respect to a general distribution on Ω may be challenging. For example, if samples from Ω are obtained from a simulation tool, an explicit representation of the probability distribution on Ω may not be available. Even if such a distribution is available, computation of CVaR or the expectation may be difficult. Therefore, we do not assume knowledge of the functions F and G, but rather sample and update the iterates towards solving P CVaR . Without knowing G, one cannot in general project the iterates on the feasible set {x ∈ X | G(x) ≤ 0}. As a result, the widely used projected stochastic subgradient descent algorithm by Zinkevich in [1] cannot generally solve P CVaR . To circumvent the challenge, we associate Lagrange multipliers z ∈ R m + to the constraints and iteratively update x, z by using f ω , g ω and their subgradients. That is, we study a primal-dual dynamics that utilizes noisy estimates of F, G, and one of their subgradients along the lines of [2, 3, 4] .
Portfolio selection problems in financial engineering largely prompted the study of P CVaR for general α ∈ (0, 1), but restricted to the case where g ω 's are identical across ω's. In such problems, one seeks to minimize the risk associated with the return from a portfolio under deterministic budget constraints on the portfolios. Rockafellar and Uryassev's seminal work in [5] advocated the use of CVaR as the risk measure and studied its properties in detail. Since then, CVaR has found applications in decision making under uncertainty in various engineering domains. See [6, 7] for examples.
A wide array of problems can be expressed as examples of P CVaR . When Ω is a singleton, P CVaR becomes a deterministic convex program. Primal-dual first-order algorithms for such problems have a long history, dating back to the seminal work of Arrow, Hurwicz and Uzawa in [8] . When m = 0 and α = 0, P CVaR reduces to an unconstrained stochastic optimization program of the form min x∈X E[f ω (x)]. Iterative stochastic approximation schemes for these problems have been addressed since the early works by Robins and Monro in [9] and by Kiefer and Wolfowitz in [10] . See [11] for a more recent survey. 1 For unconstrained problems with α ↑ 1, the problem description of P CVaR approaches that of a robust optimization problem of the form min x∈X ess sup ω∈Ω f ω (x), 1 Another approach to solve such problems is to sample N times from Ω to obtain f 1 , . . . , f N and choose to minimize the sample average approximation
Various methods have emerged to efficiently minimize finite sums, including variance-reduced stochastic gradient descent methods, e.g., in [12, 13] .
where ess sup denotes the essential supremum. When Ω is compact and convex, solution techniques for such problems typically leverage duality theory of convex programming and explicit descriptions of Ω to reformulate the problem into a deterministic convex program. See [14] for a comprehensive survey.
Setting β's identically to zero, the constraints in P CVaR become E[g i ω (x)] ≤ 0, i.e., the constraints are enforced on average. Online convex optimization literature has studied such problems under the name 'long-term' constraints, e.g., in [4, 15] . The conditional value at risk measure generalizes such a constraint enforcement scheme and ties it more closely to other optimization paradigms; see [16] for insightful discussions. Driving β's to unity, P CVaR demands the constraints to be enforced almost surely. Such robust constraint enforcement is common in the literature on multi-stage stochastic optimization problems with recourse and discrete-time optimal control problems, e.g., in [16, 17, 18] .
CVaR-based constraints are closely related to chance-constraints introduced by Charnes and Cooper in [19] . For m = 1 constraint, such problems enforce P{g 1 ω (x) ≤ 0} > 1 − ε where P refers to probability. Even if g ω is convex, chance-constraints typically describe a nonconvex feasible set 2 . However, it can be shown that
i.e., CVaR-based constraint enforcement amounts to a convex inner approximation of the chanceconstrained program. From a modeler's perspective, there is an important advantage of using CVaR-based constraints over probabilistic ones. Restricting the probability of constraint violation does not limit the extent of any possible violation. Constraining the CVaR on the other hand restricts the extent of that violation in expectation.
Our contributions
In Section 2, we design and analyze Algorithm 1 for P CVaR with α = 0, β β β = 0, i.e., the optimization problem
For Algorithm 1 with suitably weighted averages of the iterates, we bound the expected optimality gap and constraint violations by η/ √ K for a constant η. We also analyze the asymptotic almost sure convergence of Algorithm 1 with square-summable but non-summable step sizes. Then in Section 3, we solve an instance of P E (denoted P E ′ ) closely related to the risk-sensitive problem in P CVaR with general α, β β β, leveraging the following formula for CVaR from [5] .
for an arbitrary random variable y ω , where [r] + := max{r, 0} for r ∈ R. Applying Algorithm 1 on P E ′ , we derive the necessary bounds on the suboptimality and constraint violation for P CVaR . The bounds arise from a precise characterization of the variation of η with the risk aversion parameters α, β β β. We study this variation in Section 3.2. We conclude the paper in Section 4. Concretely, the contributions of our work are twofold. First, we provide an algorithm and its analysis for the risk-neutral problem in P E that enjoy several parallels but sport important distinctions from prior work; a detailed comparison is provided in Section 2. Second, we utilize our analysis for P E to analyze the risk-sensitive optimization problem P CVaR . The iteration complexity for P CVaR reveals the computational cost of robustness in solving such problems. That is, more robust a problem one aims to solve, the iteration complexity-and in turn, the sample complexityincreases.
Algorithm for P E and its analysis
We present the primal-dual stochastic subgradient method to solve P E in Algorithm 1.
Algorithm 1: Primal-dual stochastic subgradient method for P E .
Initialization: Choose x 1 ∈ X, z 1 = 0, and a positive sequence γ.
3
Sample ω k+1/2 ∈ Ω. Update z as
The notation ·, · stands for the usual inner product in Euclidean space and · denotes the induced ℓ 2 -norm. The subscripts on ω are suppressed in the sequel for notational convenience. Convergence analysis of Algorithm 1 requires the functions in P E to satisfy the following properties.
Assumption 1. We make the following assumptions:
• Subgradients of F and G are bounded, i.e.,
• ∇f ω and ∇g i ω for i = 1, . . . , m have bounded variance, i.e.,
• g ω (x) has a bounded second moment, i.e.,
• Problem (1) admits a finite primal-dual optimal solution (x * , z * ) ∈ X × R m + .
The subgradient of F and the variance of its noisy estimate are assumed bounded. Such an assumption is standard in the convergence analysis of unconstrained stochastic subgradient methods. The assumptions regarding G are similar, but we additionally require the second moment of the noisy estimate of G to be bounded over X. Boundedness of G in primal-dual subgradient methods has appeared in prior literature, e.g., in [3, 4] . The second moment remains bounded if g i ω is uniformly bounded over X and Ω for each i. It is also satisfied if G remains bounded over X and its noisy estimate has a bounded variance. Convergence analysis of unconstrained optimization problems typically assume the existence of a bounded primal solution. We extend that requirement to include the same for a dual solution-one that is satisfied under constraint qualifications such as Slater's condition.
Our first result provides a bound on the distance to optimality and constraint violation at a weighted average of the iterates generated by the algorithm. Denote by C G , D G , and σ G the collections of C i G , D i G , and σ i G respectively. We make use of the following notation.
Theorem 1 (Convergence result for P E ). Suppose Assumption 1 holds. For a positive sequence
, then the iterates generated by Algorithm 1 satisfy
, then
. While the bounds in (6)- (7) hold for different step size choices, they yield the ones in (8) with a constant step-size of γ/ √ K over a fixed number of K iterations. This bound provides the O(1/ √ K) rate of decay in the expected distance to optimality and constraint violation after K iterations of Algorithm 1. P CVaR contains deterministic nonsmooth convex optimization problems as special cases for which Nesterov in [22, Theorem 3.2.1] showed a lower bound of O(1/ √ K) for convergence of first-order methods, matched by Algorithm 1. We remark that while we explicitly analyze a constant step-size over a pre-determined number of iterations, the effect of decaying step-sizes such as γ/ √ k can also be analyzed using Theorem 1. We offer insights into how Algorithm 1 and the results in Theorem 1 relate to prior work. Begin by defining the Lagrangian function for P E as
. Then, Algorithm 1 can be written as
where proj A projects its argument to the set A. The vectors ∇ x L ω and ∇ z L ω are stochastic subgradients of the Lagrangian function with respect to x and z, respectively. Therefore, Algorithm 1 is a projected stochastic subgradient algorithm that seeks to solve the saddle-point reformulation of P E as min x∈X max z∈R m + L(x, z). Implicit in our algorithm is the assumption that projection on X is computationally easy. Any functional constraints describing X that makes such projection challenging should be included in G.
Closest in spirit to our work on P E are the papers by Baes et al. in [23] , Yu et al. in [4] , Xu in [3] , and Nedic and Ozdaglar in [2] . Stochastic mirror-prox algorithm in [23] and projected subgradient method in [2] are similar in their updates to ours except in two ways. First, these algorithms in the context of P E update the dual variable z k based on G or its noisy estimate evaluated at x k , while we update it based on the estimate at x k+1 . Second, both project the dual variable on a compact subset of R m + that contains the optimal set of dual multipliers. While authors in [23] assume an a priori set to project on, authors in [2] compute such a set from a point that satisfies the Slater's constraint qualification G(x) < 0. Our algorithm does not require such a step as the proof provides an explicit bound on the growth of the dual variable sequence, much in line with Xu's analysis in [3] .
While sharing some parallels, our work has an important difference with that in [3] . Xu considers a collection of deterministic constraint functions, i.e., g ω is identical for all ω ∈ Ω, and considers a modified augmented Lagrangian function of the formL(x, z) :
, otherwise for i = 1, . . . , m with a suitable time-varying sequence of δ's. His algorithm is similar to Algorithm 1 but performs a randomized coordinate update for the dual variable instead of (5). To the best of our knowledge, Xu's analysis in [3] with such a Lagrangian function does not directly apply to our setting with stochastic constraints that is important for the subsequent analysis of the risk-sensitive problem P CVaR . Finally, Yu et al.'s work in [4] provides an analysis of the algorithm that updates its dual variables using
where
In contrast, our z-update in (5) samples ω k+1/2 and sets v k := g ω k+1/2 (x k+1 ) at the already computed point x k+1 . We are able to recover the O(1/ √ K) decay rate of suboptimality and constraint violation, while providing analysis that resembles the classical analysis of subgradient methods in [24, 2] . The use of our algorithm in the analysis of the risk-sensitive optimization problem in P CVaR stands as a separate contribution.
We remark that a parallel thread in the literature investigates dual subgradient methods for deterministic constrained convex optimization, e.g., in [25] . Such methods perform a subgradient update on z k , but solves min x∈X L(x, z k ) possibly with a modified Lagrangian function at each iteration. Algorithm 1 and our closely related papers refrain from solving the Lagrangian relaxation for the primal update, but rather track its solution via a first-order step in each iteration.
Proof of Theorem 1
The proof proceeds in four steps.
(a) We establish the following inequality that consecutive iterates of the algorithm satisfy.
for any x ∈ X and z ∈ R m + .
(b) We utilize the definition of the Lagrangian function to show that
for each x ∈ X and z ∈ R m + , where (x * , z * ) defines a finite primal-dual optimal solution pair. 3 (c) Next, we bound E z k 2 generated by our algorithm from above using steps (a) and (b) as
for k = 1, . . . , K, where
(d) We combine the results in steps (a), (b) and (c) to complete the proof.
Define the filtration
. ., where W k is the σ-algebra generated by the samples ω 1 , . . . ω k−1/2 for k being multiples of 1/2, starting from unity. Then,
• Step (a) -Proof of (11):
We first utilize the x-update in (4) to prove
for all x ∈ X. Then, we utilize the z-update in (5) to prove
for all z ∈ R m + . The law of total probability is then applied to the sum of (14) and (15) followed by a multiplication by γ k yielding the desired result in (11) .
Proof of (14): The x-update in (4) yields
We simplify the inner product by considering the three terms in ∆x separately. The inner product with ∇f ω (x k ) can be expressed as
where ∇F (x k+1 ) denotes a subgradient of F at x k+1 . The inequality for the first term follows from the convexity of [26] , the expectation of the third summand on the right hand side (RHS) of (17) satisfies
Taking expectations in (17), the above relation implies
Next, we bound the inner product with the second term on the RHS of (17) . To that end, utilize the convexity of member functions in g ω and G along the above lines to infer
To tackle the inner product with the third term in the RHS of (17), we use the identity
The inequalities in (19) , (20) , and the equality in (21) together gives
To simplify the above relation, apply Young's inequality to obtain
Recall that E[∇f ω (x k )|W k ] ∈ ∂F (x k ), subgradients of F are bounded and ∇f ω has bounded variance. Therefore, we infer from the above inequality that
Appealing to Young's inequality m times and a similar line of argument as above gives
Leveraging the relations in (23) and (24) in (22), we get
that upon simplification gives (14) .
Proof of (15): From the z-update in (5), we obtain
for all z ≥ 0. Again, we deal with the two summands in the second factor of the inner product of (25) separately. The expectation of the inner product with the first term yields
In the above derivation, we have utilized Young's inequality and the boundedness of the second moment of g ω . Since W k ⊂ W k+1/2 , the law of total probability can be used to condition (26) on W k rather than on W k+1/2 . To simplify the inner product with the second term in (25), we use the identity
Utilizing (26) and (27) in (25) gives (15) . Adding (14) and (15) followed by a multiplication by γ k yields
Taking the expectation and applying the law of total probability completes the proof of (11).
•
Step (b) -Proof of (12):
Denote by N X (x * ), the normal cone to X at x * . From the Karush-Kuhn-Tucker optimality conditions for (1), we infer that there exists subgradients ∇F (x * ) ∈ ∂F (x * ), ∇G i (x * ) ∈ ∂G i (x * ), i = 1, . . . , m and n ∈ N X (x * ) for which
For any x ∈ X, then we have
The inequalities in the above relation follow from the convexity of F and G i 's, nonnegativity of z * , and the definition of the normal cone. From the above inequalities, we conclude L(x, z * ) ≥ L(x * , z * ) for all x ∈ X. Furthermore, for any z ≥ 0, we have
where the last step follows from the fact that z ∈ R m + , G(x * ) ≤ 0, and the complementary slackness condition which implies z ⊺ * G(x * ) = 0.
• Step (c) -Proof of (13):
Plugging (x, z) = (x * , z * ) in the inequality for the one-step update in (11) and summing it over k = 1, . . . , κ for κ ≤ K gives
for κ = 1, . . . , K. The above then yields
Notice that 2E z κ+1 − z * 2 + 2 z * 2 ≥ E z κ+1 2 . This inequality and z 1 = 0 in (31) gives
We argue the bound on E z k 2 for k = 1, . . . , K inductively. Since z 1 = 0, the base case trivially holds. Assume that the bound holds for k = 1, . . . , κ for κ < K. With the notation A K = K k=1 γ 2 k , the relation in (32) implies
completing the proof of step (c).
Step (d) -Combining steps (a), (b), (c) to prove Theorem 1:
For any z ≥ 0, the inequality in (11) with x = x * from step (a) summed over k = 1, . . . , K gives
Using z 1 = 0 and an appeal to (12) from step (b) yields
In deriving the above inequality, we have utilized the bound on E z k 2 from step (c) and the definition of P 1 and A K . To further simplify the above inequality, notice that L(x, z) is convex in x and L(x * , z * ) = F (x * ). Therefore, Jensen's inequality implies
where recall thatx K+1 is the γ-weighted average of the iterates. Utilizing (35) in (34), we get
The above relation defines a bound on E[L(x K+1 , z)] for every z ≥ 0. Choosing z = 0 and noting 1+z * 2 ≥ 0, we get the bound on expected suboptimality in (6) . To derive the bound on expected constraint violation in (7), notice that (12) implies
where 1 i ∈ R m is a vector of all zeros except the i-th entry that is unity. Choosing z = 1 i + z * in (36) together with the above observation gives
This completes the proof of (7). The bounds in (8) are immediate from that in (6)- (7). This completes the proof of Theorem 1.
Optimal step size selection
When solving P E via Algorithm 1, one seeks to minimize the number of iterations required to reach a solution that is guaranteed to be within ε > 0 distance to optimality and constraint violation. We exploit the bounds in Theorem 1 to select a step size that minimizes the number of iterations to obtain an ε-approximately feasible and optimal solution to P E and solve 5 minimize K, γ>0
K,
(37) Proposition 1. For any ε > 0, the optimal solution of (37) satisfies
where y = 1 +
Proof. It is evident from (38) that γ 2 * < P −1
3 . Then, it suffices to show that γ * from (38) minimizes
To that end, notice that d dγ
The above derivative is negative at γ = 0 + and vanishes only at γ * over positive values of γ, certifying it as the global minimizer.
Parameter P 1 is generally not known a priori. However, it is often possible to bound it from above. One can calculate γ * and K * using (38), replacing P 1 with its overestimate. Notice that
It is straightforward to verify that
≤ 0, and ∂γ * ∂y ≤ 0, and hence, overestimating P 1 results in a larger γ * . Finally, ∂K * ∂γ > 0 for γ > γ * , implying that K * calculated with an overestimate of P 1 is larger than the optimal iteration count. That is, one takes more iterations to obtain an ε-approximately feasible and optimal point.
The characterization of optimal step sizes and the resulting iteration count from Proposition 1 will prove useful to deduce the dependency of the computational effort in solving P CVaR on the risk-aversion parameters α, β in the following section.
Asymptotic almost sure convergence
Theorem 1 provides a bound on the expected distance to optimality and constraint violation of Algorithm 1 for P E . With non-summable but square-summable step sizes, this implies asymptotic convergence of F and G in expectation. With such step-sizes, subgradient methods for the unconstrained variant of P E with G = 0 are known to converge almost surely to an optimizer of the objective function. Convergence of Algorithm 1 to a primal-dual optimizer of P E is more challenging to establish, however. We prove the following weaker result, reminiscent of the result by Nedić and Lee [27, Theorem 4] on the asymptotic almost sure convergence of the mirror-prox algorithm.
Proposition 2. Suppose Assumption 1 holds and {γ
is a non-summable square-summable nonnegative sequence, i.e.,
is an estimate of the duality gap of P E at (x, z). That estimate vanishes asymptotically with Algorithm 1 while the iterates remain bounded. Our proof relies on the following almost supermartingale convergence result by Robbins and Siegmund in [9, Theorem 1].
Theorem (Convergence of almost supermartingales). Let m k , n k , r k , s k be F k -measurable finite nonnegative random variables, where
then lim k→∞ m k exists and is finite and
Proof of Proposition 2. Using notation from the proof of Theorem 1, (14) and (15) together yield
We utilize the above to derive a similar inequality replacing E[L(x k+1 , z * )|W k ] with L(x k , z * ) by bounding the difference between them. Then, we apply the almost supermartingale convergence theorem to the result to conclude the proof. To bound said difference, the convexity of L in x and Young's inequality together imply
where ∇ x L denotes a subgradient of L w.r.t. x. To further bound the RHS of (41), Assumption 1 allows us to deduce
for any x ∈ X. Furthermore, the x-update in (9) and the non-expansive nature of the projection operator yield
From Assumption 1, we get
and along similar lines
that together in (43) yield
Combining the above with (42) in (41) gives
Adding (44) to (40) and simplifying, we obtain
The above inequality with
, where
Each term is nonnegative, owing to (12) , and γ defines a square summable sequence. Applying [9, Theorem 1], m k converges to a constant and ∞ k=1 n k < ∞. The latter combined with the non-summability of γ implies the result.
3 Algorithm for P CVaR and its analysis
Having described an algorithm for P E and characterized its convergence properties in the last section, we now devote our attention to P CVaR . To solve P CVaR , we reformulate it as an instance of P E and utilize Algorithm 1 to solve that reformulation under a stronger set of assumptions. Then, we appeal to Theorem 1 to deduce the expected distance to optimality and constraint violation of weighted average of iterates generated by Algotithm 1 for P CVaR . Finally, Proposition 1 allows us to study the variation of optimal step sizes and iteration complexity for P CVaR with the risk-aversion parameters α, β. Application of Theorem 1 for the analysis of P CVaR requires a stronger set of assumptions, delineated below.
Assumption 2. We make the following assumptions:
• Subgradients of F and G are bounded, i.e., ∇f ω (x) ≤ C F and ∇g i ω (x) ≤ C i G almost surely for all x ∈ X.
• g ω (x) is bounded, i.e., g i ω (x) ≤ D i G for all x ∈ X, almost surely.
Assumption 2 is satisfied when X and Ω are compact and f ω and g ω are continuous in Ω. Recall the definition of CVaR in (3) from [5] that implies P CVaR can be written as
subject to min
where we use the notation ψ
for any collection of convex functions h ω : R n → R for each ω ∈ Ω. The CVaR parameter takes values between the expected value and maximum of its argument. From Assumption 2, both these values are bounded by D i G for each constraint i = 1, . . . , m. Thus, we can express P CVaR as
Additionally, the constraint involving the minimum over u i is equivalent to requiring that there exists u i that satisfies the same. This observation allows us to reformulate P CVaR as the following instance of P E , henceforth denoted as P E ′ .
where | · | denotes the element-wise absolute value. P CVaR and P E ′ are equivalent in the sense that any feasible point of P E ′ can be mapped to a feasible point of P CVaR and vice-versa. Also, their optimal values coincide. Call it p * CVaR in the sequel. Theorem 2 (Convergence result for P CVaR ). Suppose Assumption 2 holds. The iterates generated by Algorithm 1 on P E ′ for P CVaR with parameters α, β satisfy
Proof of Theorem 2
We prove the result in the following steps.
(a) Under Assumption 2, we revise P 2 and P 3 in Theorem 1 for P E .
(b) We show that if f ω , g ω satisfy Assumption 2, then ψ f ω and ψ g i ω , i = 1, . . . , m satisfy Assumption 2, but with different bounds on the gradients and function values. Leveraging these bounds, we obtain P 2 (α, β) and P 3 (α, β) for P E ′ using step (a).
(c) We apply Theorem 1 with P 2 (α, β) and P 3 (α, β) from step (b) on P E ′ to derive the bounds in (48) and (49).
• Step (a) -Revising Theorem 1 with Assumption 2:
Recall that in the derivation of (23) in the proof of Theorem 1, Assumption 1 yields
. Assumption 2 allows us to bound the same by 4C 2 F , yielding
Along the same lines, we get P 3 = 16m C G 2 .
Step (b) -Deriving properties of ψ ω :
Consider the stochastic subgradient of ψ f ω (x, t; α) given by
where I {·} denotes the indicator function over the set given in the subscript. Recall that ∇f ω (x) ≤ C F for all x ∈ X almost surely. Therefore, we have
Proceeding similarly, we obtain
We also have
Then, (50) follows from step (a) using (52), (53), and (54).
Step (c) -Proof of (48) and (49):
Applying Theorem 1 with revised P 2 and P 3 from step (b) to P E ′ for which x 0 , . . . , x K+1 and u 0 0 , . . . , u 0 K+1 are W K+1/2 -measurable, we obtain
Following a similar argument for i = 1, . . . , m, we get
Effect of risk aversion on iteration complexity
A modeler expresses her risk preference in the parameters α, β. The more risk-averse she is to large uncertain costs, the larger the α she chooses. Similarly, the more cautious she is to possible constraint violation, the larger the β's are. How does the iteration complexity vary with risk aversion? The following proposition characterizes this complexity under step sizes prescribed by Proposition 1 for P E ′ .
Proposition 3. Suppose Assumption 2 holds. To obtain an ε-approximately feasible and optimal solution of P CVaR using P E ′ , the optimal step size γ * and the optimal number of iterations K * from (38) respectively, decreases and increases with risk aversion parameters α and β.
Proof. We borrow the notation from Proposition 1 and tackle the variation with α and β separately.
• Variation with α: P 2 increases with α, implying γ * decreases with α because 
we infer that K * increases with α.
• Variation with β i :
Both P 2 and P 3 increase with β i and
Following an argument similar to that for the variation with α, the first term on the RHS of the above equation can be shown to be nonpositive. Next, we show that the second term is nonpositive to conclude that γ * decreases with β i , where we use dP 3 dβ i ≥ 0. Utilizing
+ 2 4 + y + y 2 + 8y P 3 y 2 + 8y(2 + y + y 2 + 8y) 2
= −2 5y + 4 + 3 y 2 + 8y
y 2 + 8y(2 + y + y 2 + 8y) 2 ≤ 0.
To characterize the variation of K * , notice that
Again, the first term on the RHS of the above relation is nonnegative, owing to an argument similar to that used for the variation of K * with α. We show ∂K * ∂P 3 ≤ 0 to conclude the proof. Treating K * as a function of P 3 and γ * , we obtain
It is straightforward to verify that the first summand is nonnegative. We have already argued that γ * decreases with P 3 , and ∂K * ∂γ < 0 for γ < γ * , implying that the second summand is nonnegative as well, completing the proof.
The above result reveals that higher the risk-aversion, smaller the optimal step size, and higher the resulting iteration count. We illustrate the same in Figure 1 . Recall that Algorithm 1 for P E ′ requires two samples per iteration, implying that sample complexity concomitantly grows with risk-aversion. How quickly does the iteration complexity grow? To gain insights, keep β constant and drive α towards unity. For α close to one, P 2 (α, β) ∼ (1 − α) −2 and Proposition 1 gives
The step size becomes vanishingly small and iteration complexity grows fast with demand for robustness. As α ↑ 1, the objective function of P CVaR approaches the value, ess sup ω∈Ω f ω (x). Since we do not assume Ω to be finite, we expect an unbounded growth in sample complexity with robustness requirements. The story is similar with demand for robustness in constraint enforcement. Figure 1: Plot of (a) optimal step size γ * (α, β), and (b) the number of iterations K * (α, β) required to achieve a tolerance of ε = 10 −3 with m = 1 constraint and C F = C G = D G = P 1 = 1.
Conclusions and future work
In this paper, we study a stochastic primal-dual subgradient algorithm to solve risk-sensitive convex optimization problems. We focus on problems that seek to minimize the conditional value at risk (CVaR) of the objective function and constrain the CVaR of possible violations. Such problems are remarkably rich in their modeling power and encompass a plethora of stochastic programming problems. One can often exploit the nature of the uncertainty set to reformulate such problems into finite-dimensional convex optimization problems. We take a different view in this work, and study an algorithm that samples the uncertainty set to get a sample objective and constraint function value and its subgradients to update the current primal-dual iterate. Such algorithms are useful when sampling is easy and intermediate solutions, albeit inexact, are required. The convergence analysis sheds light into what step sizes and number of iterations are required to reach a solution within a prescribed tolerance on expected suboptimality and constraint violation. Our analysis proceeds in two steps. First, we propose an algorithm for the risk-neutral problem and analyze its properties. The results and the analysis both add to the recent interest in primal-dual stochastic subgradient methods. Second, we utilize the algorithm and properties of CVaR to study the risksensitive optimization problem. Based on our convergence results, we derive the optimal step sizes that minimize the number of iterations and characterize its dependence on the risk-aversion parameters in the risk-sensitive problem. There are several interesting directions for future work. First, primal-dual algorithms find applications in multi-agent distributed optimization problems over a communication network. We plan to extend our results to solve distributed risk-sensitive convex optimization problems over networks, borrowing techniques from [28, 29] . Second, Nesterov's pioneering work has generated substantial interest in accelerated first-order methods in optimization. While acceleration in stochastic unconstrained problems has been studied in [13, 30] , we aim to explore its possible extension to a primal-dual setting for constrained optimization problems. Third, we believe that our analysis can be extended to study general saddle point problems including variational inequalities along the lines of [23] .
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