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ABSTRACT 
This dissertation focuses on the development of a closed-loop endo-atmospheric ascent guid­
ance algorithm for the 2nd generation reusable launch vehicle. Special attention has been given 
to the issues that impact on viability, complexity and reliability in on-board implementation. 
The algorithm is called once every guidance update cycle to recalculate the optimal solution 
based on the current flight condition, taking into account atmospheric effects and path con­
straints. This is different from traditional ascent guidance algorithms which operate in a simple 
open-loop mode inside atmosphere, and later switch to a closed-loop vacuum ascent guidance 
scheme. The classical finite difference method is shown to be well suited for fast solution of the 
constrained optimal three-dimensional ascent problem. The initial guesses for the solutions are 
generated using an analytical vacuum optimal ascent guidance algorithm. Homotopy method is 
employed to gradually introduce the aerodynamic forces to generate the optimal solution from 
the optimal vacuum solution. The vehicle chosen for this study is the Lockheed Martin X-33 
lifting-body reusable launch vehicle. To verify the algorithm presented in this dissertation, a 
series of open-loop and closed-loop tests are performed for three different missions. Wind ef­
fects are also studied in the closed-loop simulations. For comparison, the solutions for the same 
missions are also obtained by two independent optimization softwares. The results clearly es­
tablish the feasibility of closed-loop endo-atmospheric ascent guidance of rocket-powered launch 
vehicles. ATO cases are also tested to assess the adaptability of the algorithm to autonomously 
incorporate the abort modes. 
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CHAPTER 1 INTRODUCTION 
1.1 Background 
The Space Shuttle, the US's 1st generation reusable system, was developed in the 1970s 
and began operations in 1981. To date, the space shuttles have flown about one-fourth of 
their expected lifetime (each shuttle was designed for 100 missions) and have undergone many 
refits and design changes to make them safer and to carry heavier payloads into orbit. With 
improvements for safety and reliability, the fleet is expected to remain in service until at least 
2012 or until a 2nd generation system is ready. While the Shuttle opened technological and 
scientific frontiers, it is not designed to meet the demands of a broader, busier commercial 
market. It requires several thousand support personal and takes 2 months or more to prepare 
for launch. Shuttle launch costs are roughly $20,000/kg, which is actually higher than most 
expendable launchers. And its probability of loss of crew (PLOC) is currently considered to be 
about 1 in 500. 
To open space for many more commercial, scientific and personal pursuits and enable ex­
ploration of other worlds, space transportation must be much safer, cheaper and more reli­
able than either commercial launch vehicles or the Shuttle. In 2000 NASA unveiled its Space 
Launch Initiative[l], (also known as Second Generation Reusable Launch Vehicle program). At 
this point, NASA decided that the Space Shuttle was the "1st Generation Reusable Launch 
Vehicle". Through SLI, NASA has set for itself the goals of significantly increasing the safety 
and reliability of the second generation RLV by two orders of magnitude (to probability of loss 
of crew in 1 in 5,000 flights), while lowering the cost of delivering payloads to low-Earth orbit 
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by an order of magnitude (to less than $1000 per pound payload). The long-term vision is to 
have a commercially competitive vehicle operational around the beginning of the next decade. 
In the effort to study possible designs for the next generation RLV, several specific technology 
objectives were given by DoD and NASA for the RLV[2, 3] 
• demonstrate a reusable cryogenic tank system, including the tanks for liquid hydrogen, 
and liquid oxygen, cryogenic insulation, and an integrated thermal protection system 
(TPS); 
• verify TPS durability, low maintenance, and performance at both low and high tempera­
tures; 
• demonstrate guidance, navigation and control systems, including autonomous 
flight control of checkout, takeoff, ascent, flight, reentry, and landing for an 
autonomously controlled space vehicle; 
• achieve hypersonic flight speeds (up to Mach 15 or 18,000 km/hr); 
• demonstrate ability to perform 7-day turnarounds between three consecutive flights; 
• demonstrate ability to perform 2-day turnarounds between two consecutive flights; 
• demonstrate that a maximum of 50 personnel performing hands-on vehicle operations, 
maintenance, and refueling can successfully accomplish flight readiness for two flights. 
1.2 Advanced Guidance and Control Technologies 
To achieve the desired improvements, advanced guidance and control (AG&C) technologies 
are required for the next generation RLV. AG&C technologies can offer the possibility of a safe 
return under a number of scenarios where it would otherwise be impossible or would require 
significant ground analysis for planning each scenario. Such scenarios include 
• larger than expected vehicle dispersions, especially for first flight of a new vehicle; 
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• engine failures - adapting autonomously instead of pre-planning on the ground; 
• vehicle mis-modeling that causes control problems, such as poor aerodynamic modeling 
and unexpected vibration mode problems; 
• aerosurface or reaction control system (RCS) failures; 
• aborting due to problems with life support, thermal protection, avionics cooling, or any 
other critical function during ascent requiring landing as soon as possible. 
In addition to the safety improvements, AG&C technologies also reduce cost and streamline 
mission planning. Advanced technologies will automatically accommodate failure and changes 
in vehicle models without analysis to adapt to each case. This will significantly reduce the 
time required for guidance and control analysis during vehicle design, since the algorithms will 
be much more adaptable to changes in vehicle models and missions without significant effort 
expended. Finally, they will significantly reduce the analysis required for new missions during 
vehicle operations for the same reason. 
To autonomously cover the range of failure modes described above, a hierarchy of algorithms 
are needed to work together [4]: 
• Autonomous flight manager (mission manager or autocommander) that collects vehicle 
performance and flight dynamics data, and decides how to react. Its main functions 
include making abort decisions, targeting feasible landing sites, determining new trajec­
tory constraints, interfacing with reconfigurable control, and providing command limits 
to guidance to accommodate control limitations; 
• On-board trajectory redesign with constraints. Note this is a very different question for 
powered ascent/abort versus unpowered entry versus the final phases of flight; 
• Guidance that adjusts the commands (in terms of vehicle attitude and throttle setting) 
to fly the desired trajectory in the best way possible, accommodating control system 
limitations. A continuous trajectory redesign could function as a guidance method. 
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• Control that reacts quickly to failures, and does not require ground-designed gain adjust­
ment for different cases; 
• Control allocation that allocates the torque commands to the various available control 
effectors, including thrust vector control, aerosurfaces, and reaction control system, to 
obtain the control needed from the available control effects, in whatever state they are in. 
• System identification to identify the actual vehicle dynamics. The results of system iden­
tification must provide useful information to the vehicle guidance and control and must 
be available quickly to avoid loss of control. 
Block diagram of an advanced guidance and control architecture is depicted in Figure 1.1. 
The AG&C system is shown in the dashed block[5]. 
Autonomous Flight Manager 
System 
Control 
Allocation 
MM 
System 
Attitude 
Control 
Vehicle 
Dynamics Trajectory 
Generation 
Crew/Ground 
Figure 1.1 Advanced guidance and control architecture 
In order for the flight guidance discipline to contribute to these goals, it is important to 
develop a closed-loop ascent guidance algorithm which is highly robust and fast enough for on­
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board application, and also adaptive to in-flight failures such as partial engine loss. In general, 
a good ascent guidance should have the following attributes: 
• accurately target orbital cutoff parameters; 
• satisfy path constraints; 
• maximize performance to orbit, usually the measurement is propellant usage; 
• always converge to a solution if such a solution exists; 
• adapt to new missions with very little effort expended prior to flight; 
• be able to plan alternate trajectories in abort situation. 
1.3 Traditional Ascent Guidance 
The common methodology of traditional ascent guidance algorithm is to employ "open-
loop" guidance during the early high dynamic pressure portion of flight, also known as the 
first stage, from lift-off to Solid Rocket Booster (SRB) separation (refer to Figure 1.2); and 
later based on a pre-deter mined time or event, switch to a closed-loop vacuum guidance scheme 
which operates on the premise that aerodynamic effects can be neglected[6]. The open-loop 
mode typically uses pre-loaded tables of Euler attitude and throttle commands versus time or 
velocity. The guidance commands are generated off-line, updated with the day-of-launch wind 
data prior to launch, and loaded into the launch vehicle for use during the ascent through the 
atmosphere. 
When the vehicle is out of atmosphere, there are no aerodynamic forces and winds. The 
path constraints can also be simplified. Therefore, the optimal problem becomes much easier 
to solve. In fact, The vacuum solution is semi-analytical, and can be solved very reliably and 
fast[7]. The optimal vacuum ascent problem is solved on-board in each guidance update cycle, 
using the current condition as the initial condition of the solution. Therefore the guidance 
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Figure 1.2 Space shuttle ascent trajectory flight profile 
strategy in effect is closed-loop. Successful vacuum guidance softwares based on the optimal 
control theory include the Iterative Guidance Mode (IGM) for the Saturn rockets[8], and the 
Powered Explicit Guidance (PEG) for the space shuttle[6]. 
The open challenges of ascent guidance lie in the endo-atmospheric portion of the flight. 
The presence of the aerodynamic forces and winds significantly complicates the optimal ascent 
problem, making the solution process much more difficult to converge reliably and sufficiently 
fast for on-board applications. For these reasons typical current ascent guidance inside the 
atmosphere is open-loop. 
While very successful in nominal ascent guidance, the open-loop approach inherently lacks 
the adaptability to handle contingencies and aborts, even with extensive off-line planning at 
great costs. Open-loop guidance also does not possess necessary robustness to cope with sig­
nificant system modeling uncertainty, especially for new launch vehicles for which little or no 
flight data is available. The required re-planning and re-generation of the open-loop ascent 
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guidance commands whenever any mission or system parameters change are also very costly in 
both developmental and operational stage of the launch vehicle. 
1.4 Previous Work 
A closed-loop ascent guidance algorithm could address all of the above deficiencies of open-
loop guidance. The search for a feasible algorithm to solve the optimal control problem on-board 
for closed-loop atmospheric ascent guidance can date back to the 1960s. 
The work by Brown et. al. [9, 10, 11] represents one of the earliest attempts in this direction. 
A linearized aerodynamic model was used to obtain the optimal control (thrust direction) from 
the optimality condition in closed form. Curve fits for the lift and drag coefficients and atmo­
spheric density, pressure and speed of sound were used in the guidance formulation to reduce the 
computational burden imposed by aerodynamic modeling. The conventional shooting method 
was employed to solve the two-point-boundary-value problem. In order to reduce sensitivity to 
the initial guesses, a homotopy method was used to re-introduce increments of the atmospheric 
effects. Despite the use of homotopy to reduce sensitivity to the initial costate guesses, reliable 
convergence was not always obtained. In Reference [12], Kelly also developed an closed-form 
guidance algorithm with aerodynamic terms in its linearized state equations, using a version 
of the Minimum Hamiltonian guidance algorithm. Similar convergence problem occurred as 
in Brown's study. In an effort to develop an optimal, adaptive algorithm that could adjust to 
changing flight conditions and also has the necessary structure for performing on-board mission 
targeting, Bradt used Hermite interpolation and collocation to implicitly integrate the equa­
tions of motion, and added a penalty function to reduce bending moment loads[13]. Flight 
path constraints such as structural loading or heating, were also incorporated. In Reference 
[14], Cramer used a nonlinear programming (NLP) approach to guidance and took advantage of 
measured day-of-launch winds in the guidance to provide load relief. Investigation of different 
open-loop and closed-loop guidance schemes for a variety of potential launch vehicles was per­
formed in Reference [15]. The result showed that a closed-loop optimization scheme for flying 
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through the atmosphere is promising, but the work was incomplete. 
In a series of recent work that has stimulated renewed interest in this area, Calise and 
Melamed used a hybrid collocation approach and demonstrated reliable convergence in dispersed 
guided trajectory simulations[16]. In References [17, 18, 19], Calise et. al. developed a hybrid 
approach to the optimal control problem. In this approach, the analytical solution of the 
optimal vacuum flight and numerical collocation for atmospheric portion were combined. The 
solution process starts from a vacuum solution, and gradually introduces atmospheric effects 
and path constraint-related terms until a converged solution is obtained. Possibility of singular 
arcs, both for nominal ascent and aborts was also investigated. Dukeman[20, 21] developed 
a closed-form ascent guidance algorithm, which is called cyclically to solve the calculus-of-
variations two-point-boundary-value problem starting at vertical rise completion through main 
engine cutoff, taking into account atmospheric effects. Approximations were made to reduce 
the order and complexity of the state/costate system. The problem of free final time burn-
coast-burn trajectory optimization was also formulated and treated using a modified multiple 
shooting technique. Their simulations demonstrate remarkable convergence speed, and suggest 
that a closed-loop endo-atmospheric ascent guidance algorithm is feasible and within reach. 
1.5 Main Contributions 
Under the current NASA SLI program, closed-loop endo-atmospheric ascent guidance is 
being examined for the 2nd generation reusable launch vehicle (RLV). In addition to better 
performance, robustness, and cost benefits, such a closed-loop ascent guidance system would 
potentially provide the capability for safe autonomous aborts. This study represents another 
effort to bring closed-loop optimal endo-atmospheric ascent guidance closer to reality. The 
main contributions of this study are as follows: 
• Comprehensive treatment to the three-dimensional optimal ascent problem subject to the 
common path constraints and orbital insertion conditions, and solutions to a number of 
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on-board implementation issues, some of which are unique to non-axisymmetric launch 
vehicles (such as a lifting-entry RLV); 
• Demonstration of the suitability for the solution of the ascent guidance problem by a clas­
sical finite-difference approach which can be interpreted as a special form of collocation, 
but is conceptually simpler and easier to implement; 
• Illustration of the capability and feasibility for on-board closed-loop ascent guidance by 
a series of carefully designed closed-loop simulations; 
• Verification and validation of the closed-loop ascent guidance algorithm by comparison 
with open-loop solutions of two independent trajectory optimization softwares; 
• Investigation of effects of total node number which spans the trajectory on the algorithm 
convergence speed and computational accuracy supports the feasibility of real-time on­
board application; 
• Further demonstration of the adaptability of the closed-loop ascent guidance algorithm 
by investigation of abort situation. 
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CHAPTER 2 3-D ASCENT GUIDANCE 
2.1 Coordinate Systems 
The need to define appropriate coordinate systems arises from two considerations. First, 
there may be some particular coordinate system in which the position and velocity of the flight 
vehicle "make sense". For navigation we are concerned with position and velocity with respect 
to the Earth, whereas for vehicle aerodynamic performance we need position and velocity with 
respect to the atmosphere. Second, there are coordinate systems in which the phenomena of 
interest are most naturally expressed. The direction of a rocket's thrust may often be considered 
fixed with respect to the body of the vehicle. 
There are three coordinate systems used in this dissertation - Earth Centered Inertial co­
ordinate system (ECI), guidance coordinate system, and vehicle body frame. This section pro­
vides descriptions of above three coordinate systems and of the algorithms used to transform 
quantities between different systems. 
2.1.1 Earth Centered Inertial Coordinate System XiYiZi 
As its name suggests this coordinate system has its origin at the center of the Earth. The 
z-axis Zi is parallel to the Earth's rotation axis (positive to the North) and the x-axis Xj 
towards the intersection of the Equator and the Greenwich Meridian. The y-axis YJ completes 
the right-hand coordinate system. Thus it is convenient for specifying the location of ground 
stations and ground-based experiments as these are fixed quantities in the ECI system. 
When ECI coordinates are expressed in spherical form, the latitude component is identical 
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to what is termed geocentric latitude by astronomers and geographers. However, note that 
this is different to the system of geodetic latitude used in normal map-making. The geodetic 
latitude at any location is the angle between the equatorial plane and the local normal to the 
Earth's surface. In general that normal is not parallel to a radius vector because the shape of 
the Earth is an oblate spheroid and not a sphere. 
Z, 
meridional 
equatorial 
orbital plane 
projection of orbital plane 
Figure 2.1 Earth centered inertial and guidance coordinate systems 
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2.1.2 Guidance System XGYGZG 
The guidance system, which is also called the inertial launch plumbline coordinate system, 
is shown in Figure 2.1 where the origin is the center of the Earth. The x-axis Xq is defined 
from the center of the Earth, parallel to the gravity direction at the launch site and positive 
up. The z-axis ZG is pointing downrange along the launch azimuth direction and the y-axis YQ 
completes the right-hand system. The longitude and geocentric latitude of the launch site is 
defined by (©, $c). The launch azimuth AZ for an ascending orbit is defined by 
for ascending orbit 
for descending orbit 
(2.1) 
where i is the target orbital inclination. 
North 
local zenith 
local horizon 
laundi site 
Equator 
Figure 2.2 Geodetic and geocentric latitude 
Note that geocentric latitude $c is used instead of geodetic latitude $ The geocentric 
latitude of a point is the angle between the equatorial plane and a ray through the point 
from the Earth's center. The geodetic latitude is the angle between the local zenith and the 
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equatorial plane. Due to the Earth's oblateness, geodetic latitudes (the most common form of 
Earth location) are slightly greater than geocentric latitudes except at the equator and poles 
where they are identical. The relationship between <$>c and is given by 
tan $c = (1 - e2) tan (2.2) 
where e = 0.0818191 is the eccentricity of the Earth. 
1, 
Figure 2.3 Vehicle body coordinate system showing Euler angles 
2.1.3 Vehicle Body Coordinate System XbYbZb 
The vehicle body coordinate system is fixed to the vehicle as shown in Figure 2.3. The 
x-axis XB coincides with the vehicle body longitudinal axis. The z-axis Zb lies in the plane of 
symmetry (or some reference plane in the case of asymmetric shapes), pointing "downward". 
The y-axis Yb is perpendicular to these axes forming a right-handed coordinate system. Positive 
Yb, thus points to the right when looking forward. The origin is generally taken at the vehicle 
center of gravity or at a fixed reference location relative to the geometry. 
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The Euler angles are also shown in Figure 2.3. The yaw, pitch and roll angles are denoted 
by 0, 'ip, and (p, respectively. 
2.1.4 Coordinate Transformation 
Let TEP be the coordinate transformation matrix from ECI coordinate system to the 
plumbline frame. 
TEP — 
cos © cos $ sin 0 cos $ sin $ 
• sin © cos Az + cos © sin $ sin Az cos 0 cos Az + sin © sin 0 sin Az — cos $ sin Az 
• sin 0 sin Az — cos © sin $ cos Az cos 0 sin Az — sin © sin 0 cos Az cos $ cos Az 
(2.3) 
where © is the launch site longitude, $ is the launch site geocentric latitude, and AZ is the 
launch azimuth (see Equation 2.1). Using Tep, we can easily do the coordinate transformation 
from ECI system to plumbline frame, and vice versa. 
Using rotation sequence of pitch-yaw-roll (also referred to as 2-3-1 rotation), the coordinate 
transformation matrix Tbp, from body frame to plumbline frame is 
TBP -
cos 9 cos ip sin 9 sin 0 — cos 9 sin ip cos (p sin 9 cos <j> + cos 9 sin ip sin <j> 
sin ip cos ip cos (p — cos ip sin <p 
— sin 6 cos ip cos 0 sin </> + sin 9 sin ip cos <f> cos 6 cos (f> — sin 9 sin ip sin 4> 
(2.4) 
where 6, ip, <j> are the three Euler angles - pitch, yaw, and roll, respectively. The three columns 
of TBP, are indeed the three unit vectors of the body axes Î&, ïy, lz in plumbline frame. 
Therefore, the unit vector of the body x-axis is given by 
cos 0 cos ip 
sin ip 
— sin 0 cos ip 
The unit vector of the body y-axis in plumbline frame is defined as 
sin 0 sin 4> — cos 0 sin tp cos (p 
cos ip cos (j) 
cos 0 sin (p + sin 6 sin ip cos (p 
(2.5) 
(2.6) 
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The body z-axis can be determined by imposing the right-hand rule 
ïz = ï6 x ïy = -ïn (2.7) 
Once we find the three body axes in plumbline frame, the Euler angles could be easily calculated 
using the following relationship. 
6 = - tan-1 ( 
^ = ta""(n,cose-it,sma,' (2'8) 
4>= - tan-1 f 
Vyy 
where, 1 (,x, l#,y and 1 bz are the three components of the unit vector Ï&. And \yy, lzy, are the 
y-components of unit vector ïy and lz respectively. 
2.2 Equations of Motion 
The equations of motion for a rocket-powered RLV, in a central gravitational field, expressed 
in an inertial coordinate system are as follows: 
¥  =  V  
P 
= *v + W) + W) + W) (2'9) 
rh=_VTvac 
SO hp 
where r and V G R3 are the inertial position and velocity vectors; g is the gravitational 
acceleration vector as a function of r; g0 represents the gravitational acceleration magnitude on 
the surface of the Earth. 
T is the current thrust magnitude including effects of throttle modulation and thrust loss 
due to back pressure; Tvac is the full vacuum thrust magnitude. In this formulation the total 
engine thrust is assumed to be aligned with the body longitudinal axis, and is not gimbaled 
independently. 
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The vectors À and N are the aerodynamic forces in the body longitudinal and normal direc­
tion, respectively; the control vector, is the unit vector defining the RLV body longitudinal 
axis. 
m(t) is the mass of the RLV at the current time t; 77 is the engine throttle setting; and I sp  
is the specific impulse of the engine. 
2.3 Definition of Vehicle Body Axis Frame 
The definition of vehicle body axis frame xbVbZb depends on how we want the vehicle to fly. 
We can choose to construct ïz (therefore the symmetric plane) so that the vehicle flies a zero 
degree ("heads-up") or 180 degree ("heads-down") bank angle trajectory. 
= K& (210) 
The Shuttle adopts this heads-down option. This heads-down position assists in communica­
tions with the ground and allows instruments within the cargo bay to be pointed back towards 
the Earth, which is required for many of the experiments carried within the bay. There is 
probably also some psychological benefit to the crew since they are given spectacular views of 
home rather than staring into the cold darkness of the great void of space. 
We can also construct \z so that the vehicle flies at zero sideslip angle[16,19]. The definition 
of vehicle body axis frame in this study follows this zero-sideslip formulation. In this formu­
lation, the RLV symmetric plane is assumed to be always the plane formed by the body-axis 
Ï& and the Earth relative velocity vector Vr. Thus the sideslip angle remains zero. Note that 
such a body-frame orientation necessitates a roll angle about the longitudinal axis Ï& to null 
the sideslip in the presence of cross winds. Physically, this is the so-called "fly into the wind" 
maneuver. 
Thus the unit vector of the body x-axis is the same as Î&; the unit vector of the body y-axis 
is defined as 
ÏVT X LFC 
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N 
\ 
*- v: 
T 
Figure 2.4 RLV body frame with relative velocity 
where, 1%. = Vr/K is the unit vector in the direction of Vr. The unit vector of the body 
z-axis completes the right-hand system ïz = x ly. Denote the body-normal unit vector by 
ï„ = -lz. Then 
lfc X Th= (Ï6 X Vr) 
lib x Vr 
( a > 0 ) (2.12) 
where, Vr = V- wexr = Earth relative velocity; uje = Earth rotation vector in the plumbline 
launch frame. Note in this formulation, the sideslip @ = 0. Clearly, 
cos a = \TblVr or |sina| = ||lyr x 16| (2.13) 
To avoid an instantaneous 180-degree rotation of ln, when a crosses a = 0, ln should be defined 
to be 
(\r v i.^ 
(  o < 0  )  ( 2 . 1 4 )  I„  =  I .  X X  l l )  
lfc x V, 
The following expression for \y is preferred to Equation 2.11 
1 y = lvr  X lb/  sin a (2.15) 
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The reason is that this definition is valid for both a > 0 and a < 0 without causing the 
instantaneous 180-degree rotation in ly, when lyr and Ï& cross over each other (a changes 
sign). 
2.4 Nondimensionalization 
For better numerical conditioning, the following nondimensionalization is used: 
• The distances are normalized by R0, the radius of the Earth at equator; 
• Time is normalize by y/RoJg<j; 
• The velocities are normalized by y/Rogo, the circular velocity around the Earth at Rq 
The gravity is modeled by the Newtonian central gravity field. With some abuse of notation, 
we use the same names hereafter for the dimensionless variables. The dimensionless equations 
of motion from Equation 2.9 are then 
? = V 
< . , (2.16) 
y = -^r + (T-A)l„ + JVl„ 
\ T 
where the differentiation is with respect to the dimensionless time. Now A and N are the 
aerodynamic accelerations in g0 in the body longitudinal and normal direction respectively, 
and T the magnitude of the thrust acceleration in go- The magnitudes of the dimensionless 
aerodynamic and thrust accelerations are given by 
^ = 2A\PW%.^re/C^(M.,a) (2.18) 
T = [VTvac + AT(r)]/m(t)g0 (2.19) 
where, p(r) is the dimensional atmospheric density at radius r; Vr is the magnitude of the 
dimensionless Earth-relative velocity 
Vr = V - (DE x r - Vto (2.20) 
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where ~VW is the wind velocity vector and Wg is the Earth angular rotation rate vector. The 
axial and normal aerodynamic coefficients Ca and Cjv are functions of Mach number Ma and 
angle of attack a. They are expressed in analytical forms by curving-fitting the tabulated data. 
The thrust loss AT due to the back pressure is a function of altitude through the dependence 
of AT on ambient pressure. 
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CHAPTER 3 OPTIMAL CONTROL PROBLEM 
3.1 Performance Index 
The ascent guidance problem is to find the desired body-axis orientation ï(,(t) at each instant 
which determines the thrust direction and aerodynamic forces during atmospheric portion of 
the ascent. The mathematical tool used to find the optimal ascent guidance commands is the 
optimal control theory. In the framework of ascent guidance, the performance index is usually 
in the form of Mayer problem, 
J = (3.1) 
where tf is the engine cutoff time, r/ and V/ are the position and velocity vectors of the RLV at 
tf. The functional form of J is best selected to be most convenient for a particular formulation 
of the optimal ascent problem. For the minimum-time problem 
J = tf (3.2) 
For the maximum-energy problem with a fixed t/ 
- h - 1  
Note that dimensional energy is e = V2/2 - /x/r. And maximizing energy e is equivalent to 
minimizing dimensionless J in 4.25. 
As in Reference[19], a free final-time problem can always be treated as a series of fixed 
final-time maximum-energy problems (see Section 4.7 for detail). Therefore, our study focus is 
on the maximum-energy problem. 
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3.2 Hamiltonian Function 
To avoid making the already complicated problem even more difficult, the possibility of 
singular arc solution for the engine throttle will not be considered in this study. When necessary, 
coast arcs can always be added in the solution to accomphsh most of what a singular-arc 
solution can achieve[19]. Therefore, the engine throttle 77 is treated as a given input (maybe 
time-varying due to the thrust acceleration limit). Thus the variation of the mass m(t) is 
considered a prescribed function of time, not a state in this study. The control variable of the 
optimal control problem is only the unit vector Ï& along the vehicle body axis. 
With these assumptions, the Hamiltonian function is defined as 
H = p; v + PI 
—ôF + (T — A)l(, + Nln + Kiln -1)  (3.4) 
where Pr and P„ € R? are the costate vectors, and /i is a scalar constraint multiplier, to impose 
the unity constraint ïjfïj, = 1. Following the first order necessary conditions for the optimal 
control problem, the costate equations are then given by 
a  -  - §  -  M •  -  ^  -  * n . >  ( § - £ ) -  k m  £ - » ( £ ) * .  
ftlf 
~ T ï . \  _  / f i T ï  p  
where 
ar 
di 
dTr 
dr r 
T 
(3.5) 
Using Equation 2.17, 2.18 and dVT2/dv — 2 Vr = 2uie x Vr, we can get the following 
equations 
gT —Apr" + CpCA(ûe x Vr) + gCpV)? dCA dMa dVs dCA dMa dVT dCA da +  _  t t t ; — +  dMa 9VS dr dMa dVT dr da dr 
Apr ~ -CpVTMlCAMa-q^ —h CpU)g X r  CA + Vr + -CaoVT 
(3.6) 
^ X Vr) + dCN dMa dVs dCN dMa dVr dCN da + TTTT- HCr + dMa dVs dr dMa dVr dr da dr 
+ CpU)E X it CN + 2^aCjVM„^ Vr + -CnoVr 
(3.7) 
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where, ^4.pyj iVpr) Cp, C'AMa > C'NMa > ^j4q) Ctvq &re defined <is 
A
"
='L.b*v's'"Ca% 
n
" =  
Cn = RopSref 
m 
r, _ dCA ri _ dCjv 
" 9a ' " 9a 
From Equation 2.13 and Equation 2.20, and using the fact that dVr/9V = /3x3, we can derive 
^ = id^(Iv'cosa_i,) (3's) 
With VS = dimensionless speed of sound, we have 
fv = CPC*V* y + 2CpV* {CAa W + °AMa Î&) (3l9) 
= CPCNVR— + -CPVT2 (^NAPÇ: + CNM°Y^) (3 10) 
For a > 0, use Equation 2.12 to get 
( d l n \ _ _ J _ n ^ T _ T  \  ( Ï I V r ) U - V r  ( d \ \ l b x V r \  
Uvy | | ï 6xv r | | (  6  6  3 x 3 )  p 6xv r | | 2  v d V  
1 (ï ïT T \ ïn (ïft X (Vr X ï&))^ 
•^rrr{lbH ~ •'3x3) 
1»X Vr | |X  0  — Il l f t  X V r  | |  | | l bX V r | |  (3 .11)  
+ ïnï-n ~ hxs) lh x V 
dlrA 1 
dr  J  ||16 x V, 
1 
(—Û)E)T 1 b + ô)jS (Ig-y,)!, - V, /a | | i .xVr |  
Uxv, | | 2  V d i  )  (3.12)  
lés ina lft (wg X lb)
T  ln (ue x ln)T + â>£;j 
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where Ûe = —dV r /dr ,  is the skew symmetric matrix formed by w#. For a < 0, use Equa­
tion 2.14 and get the same expressions 
1 
Gv) ||ï„x Vr (ï,ir + - /3X3) 
Ksinct (ï.ir+- 4x3) 
din It (wg x lb) ln (cje x ln)i + Ûe dr J Vr sin a 
The dln/df related term in the costate equations becomes 
vr \ t 
( P y  —  T7~. [ l »  {uE X 1 b)T + 1„ (u)E X 1„)T + ÛE \ or / Vr sm a L J 
P* 
1 
Vr sin a 
where the following transitions are used, 
Ûe [l fr l f  + ln ln ~ 4xs] Pu 
Lûe x lt — ÛElbi Ûe — t^E 
lb (ÛE  X ï i , )T  = ïb  (ÛEÏbf  = Ï&I&W 
In {ÛE  X ïnf = ïnlnÙE 
E 
Notice that, 
(3.13) 
(3.14) 
(3.15) 
[ïbl? + Inll ~ 4x3] Pv = (ïbPy)lb + (1„P„)Ï„ ~ P„ 
= Pv cos($ — a)ïb + Pv sin(0 — a)ln — P„ 
= 0 
This result comes from the optimality condition (see Section 3.3 for detail), where lb, ï„ and 
Pv are assumed to be in the same plane in the optimal solution, and ïb and 1„ are unit vectors 
that are orthogonal to each other. 
Substituting the above results into Equation 3.5, the costate equations are finally expressed 
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as 
Pr =\Pv 
rà ïSJÛ + (Pj-îj (|ï-A„ + \c,vrMlcAM.^; 
+ (PH..) ( N„ - \c„VrMlC.,u^ ) 
+ CpLÛE X j(P^Ï&) (CA + ^-^oCAMjVr + ^ 
(P« In) | (Cat + -jMaCNMa)Vr + ^CjVqK2 } 
p„ = - PT 
(P^ïb) (c'a + ^M0Cam„) - (Piîn) (ca + ^M.CAM.) V y 
+ \cpV? [(Piï6)CAû - (Pli„)CNQ] 
(3.16) 
3.3 Optimality Condition 
Applying the maximum principle to the Hamiltonian function results in the following opti­
mality condition: 
H{Pr, P„,r, V*, l*b, t) = max#(Pr, P„, r*,V*, 16, t) lb (3.17) 
The asterisks here signify the optimal values of the relevant variables. The above equation 
could also be expressed as 
an 
(3.18) I=° 
To expand the optimality condition, we need to derive da/dlb- Use Equation 2.13 and be 
careful of that 1& is treated as unit vector only after the differentiation, 
d cos a . da f dlb 
~ d u ~  ~ ~ s m a d T b ~  vâîl 
7 \T QX 
therefore, we have 
lyr - COS alft 
da cos a- 1 -
— ~ It —:—lyr dlb sin a sin a 
(3.19) 
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And similarly, 
din 1 
^[( inK ) /» ,+ i , i? r ]  
[(giv,)!» - ïy,] [(I»l£)Iv, - lt]T 
dlb || la x lVr\\ (3.20) 
Let 
s = || 16 x lVr|| 
b = - ( P Ï Û ) A a  +  ( p l ï n ) N a  
where A a  = dA/da  and N a  = dN/da .  When evaluating dH/dlb ,  remember that both A and 
N depend on Ï& through the explicit dependence on a. Carrying out the differentiations about 
It and collecting terms, we eventually have 
where Ci, C% are scalar functions of the state, costate, and optimal ï£. Hence we can conclude 
that the optimal body x-axis lies in the plane formed by the costate vector P„ and relative 
velocity vector Vr. A similar conclusion was reached by Vinh in Reference [22], where the 
thrust direction and aerodynamic force vectors were assumed to be independent controls. This 
conclusion also directly supports our decision of using zero-sideslip formulation to define the 
vehicle body frame. 
Equation 3.21 suggests that the search for the optimal body axis orientation can be reduced 
to a one-dimensional search in the plane of P„ and Vr[19]. Let $ be the angle between Vr and 
P„. At each instant with given state and costate, angle $ is a known value. Therefore, we have 
(3.21) 
AQ(x,p, l ; )p ,  + C2(%,p, ï ; )Vr 
COS# = 1tp1Vt (3.22) 
26 
symmetric plane of the RLV 
Figure 3.1 Body axes, primer vector P„ and Vr in guidance system 
XQYgZG 
da 
= 0 
The following result is straightforward 
tan (<5 - a)(T - A + Na) - (Aa + N) = 0 
(3.23) 
where 1 p„ and lyr are the unit vectors in the directions of P„ and Vr respectively. From 
Figure 3.1, we can see the following relationships 
ïjfP„ = Pv cos ($ - a) 
1^PV = Pv sin ($ - a) 
Then, the Hamiltonian parts related with and ïn can be expressed as 
Hc = (T — A)ll P v  + JVlnP„ 
= (T - A)PV cos ($-«) + NPV sin ($ - a) 
It is very clear that maximizing H with respect to Ï& is equivalent to 
dH 
(3.24) 
(3.25) 
(3.26) 
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Since A, N, Aa, Na are all functions of a, Equation 3.26 has to be solved numerically for a. 
Many numerical methods could be employed to solve this problem, such as Newton's iteration, 
golden search. An interesting observation can be made based on Equation 3.26 when Aa = 
Na = 0; 
In an optimal ascent problem where the thrust direction is aligned with the body axis, the 
total force of the thrust and aerodynamic forces is in the direction of the prime vector P„, if the 
normal and axial aerodynamic forces are independent of a. 
Note that even if the normal and axial aerodynamic forces are independent of a, the lift and 
drag forces will still be dependent on a because of the «-dependent transformation between 
lift/drag and normal/axial forces. 
Once a is obtained from Equation 3.26, Ci and can be found in 0 and a by solving 
Equation 3.21 and 3.23. Finally, the optimal Ï£ is expressed as 
<-7> 
The orientation of optimal Ï* is 
1* x V 
1* = lî x —- (for both a > 0 and a < 0) (3.28) 
Ksina 
Note that as the atmospheric density decreases (approaching vacuum flight), the aerodynamic 
terms diminish, and a approaches <E>. The optimal body x-axis (and hence, the optimal thrust 
vector) becomes aligned with the costate vector P„, a well-known result in optimal rocket flight 
in vacuum[23]. 
3.3.1 Determination of Correct Signs of $ and a 
Note that, not only the value and sign of a depend on the sign of $, but more importantly 
is the physical implication of the sign change of $. The optimal body y-axis can be defined by 
% = <3'29> 
When the vector lyr x lPv changes its direction by 180 degrees, the sign of $ should change 
accordingly. If the correct sign of <3> is not identified when it changes, the body y-axis ïy will have 
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an instantaneous change of direction of 180 degrees. Consequently the RLV guidance system 
would command an unnecessary 180-degree roll motion of the vehicle. For axisymmetric launch 
vehicles, this may not be a concern because of the symmetry of aerodynamic properties with 
respect to the angle of attack regardless of its sign. Such large roll commands could be ignored 
without affecting the guidance precision. But for a non-axisymmetric RLV, the determination 
of the correct sign of 0, hence the sign of a, is a very important issue. 
The main difficulty lies in the fact that when the RLV is going through a three-dimensional 
flight with pitch, yaw and roll motions, there is no clear reference to determine if P„ is "above" 
Vr (5> > 0) or "below" Vr ($ < 0). What is described below is the simplest among several 
techniques we have developed and yet appears to be the one that works the best so far. 
Figure 3.1 shows the vectors P„, Vr, lb and ïn in the launch plumbline coordinate system. 
The RLV symmetric plane is formed by P„ and Vr as shown before. Define the vector 
n â i x (Vr x P„) (3.30) 
where i is the unit vector in the plumbline x-axis direction. The vector n, also shown in 
Figure 3.1, is analogous to the nodal vector of an orbit, if the RLV symmetric plane is regarded 
as the "orbit plane". Assume that the RLV body axes coincide with the launch plumbline axes 
at launch, as is usually the case. The magnitude of $ is found from cos<3> = ïpv ïyr. And the 
sign of $ is determined by 
$ > 0, if nz > 0 (3.31) 
$ < 0, if nz < 0 
where nz is the z-component of the vector n in the launch plumbline coordinate system. This 
criterion is analogous to the one used to determine whether an orbit is posigrade or retrograde. 
3.4 Terminal Conditions 
In optimal ascent guidance problem, the terminal conditions include orbital insertion con­
ditions and transversality conditions. The orbital insertion conditions are the engine-cutoff 
29 
conditions, which ensure insertion into the required orbit. In general, these orbital insertion 
conditions can be written as k (0 < A: < 6) algebraic end conditions 
${r( t f ) , V { t f ) )  =  0 ,  V e R k  (0 < & < 6) (3.32) 
Besides, the optimal solution must also satisfy the following transversality conditions 
H(Pr,PvX,V\llMf = ^-f (3-35) 
where v G Rk is a constant multiplier vector. The last condition 3.35 is required for cases 
where the final time tf is free. The first two conditions 3.33 and 3.34 can be combined to 
eliminate the unknown vector v and yield 6 — k independent conditions involving only final 
state Xf = (if Vj)T and final costate P/ = (P^ P^)T. The general approach will be first 
finding 6 — k linear independent solutions of the homogeneous system 
(^)f = ° (3.36) 
Let i i ( X f )  G R6, i = 1,..., 6 — k be such solutions. Transversality conditions are then equivalent 
to 
+ & = r,(%/,P/) = 0, i = l,...,6-t (3.37) 
The k orbital insertion conditions plus the above 6 — k conditions constitute the 6 terminal con­
ditions for the optimal control problem. For a given problem, the condition 3.37 can usually be 
obtained by using the orbital insertion conditions 3.32 and taking dot products of transversality 
c o n d i t i o n s  3 . 3 3  a n d  3 . 3 4 ,  w i t h  a p p r o p r i a t e  v e c t o r s  r e l a t e d  t o  t h e  f i n a l  s t a t e  X f .  
3.4.1 Four-Constraint Problem 
The orbital insertion conditions are given by the final radius r*f, velocity Vf, orbital incli­
nation i* and flight path angle 7f. Note that in this formulation 7f doesn't have to be zero. 
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These conditions are equivalent to specified semi-major axis, eccentricity, orbital inclination, 
and true anomaly at insertion point. For fixed final time tf, the orbital insertion conditions in 
this case are expressed as 
-F/f/  -  - r f  =  0 (3.38) 
l^(r/ x V/)— || if x V/ || cosi* =0 (3.39) 
ïfv f — t fvf sin 7*f =0 (3.40) 
where ljv is the unit vector parallel to the polar axis of the Earth and pointing to the North. 
Note that the final velocity constraint is not included in the orbital insertion conditions, since 
we will solve this problem as a fixed final-time problem and iterate on the final velocity to 
match the specified value. For simplicity, we replace ry in condition 4.25 with r*f. A solution, 
which satisfies condition 3.38 and minimize the revised performance index J = —Vf /2, will 
also minimize the performance index J = l/rj — Vf/2. Therefore, the modification in the 
performance index will not affect the optimal solution. Substituting # into the transversality 
conditions 3.33 and 3.34, we obtain 
pr, = ^j + 1 + (v/ X ÏN- ^  cos*') "2 + (v/ - ^ sin7/) ^  (3.41) 
P v f  = V/ + ( l N  xrf+ ||g^^|| cos ^ sin7/) *3 (3.42) 
where h/ = r/ x V/ is the angular momentum vector. Taking dot product of the transversality 
condition 3.41 with if, condition 3.42 with V/, and both conditions with h/, we can eliminate 
the multiplier vector v and obtain the following conditions 
V T f P V j  - V f 2  =  0 (3.43) 
(Vpr,)r; - (fp«J^ + (f^V/)(^ - f^) = 0 (3.44) 
(hjp r /) [ W f ( x f  x 1 N ) }  + ( h T f P V f )  [hJ(Vy. x ïjv)] = 0 (3.45) 
The above 3 equations plus the 3 orbital insertion conditions 3.38-3.40 constitute the 6 terminal 
conditions for this case. 
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The final velocity constraint (Vf = Vf) will be imposed by adjusting the final time t f  (Please 
see Section 4.7 for detail). 
3.4.2 Five-Constraint Problem 
The orbital insertion conditions are given by the final radius r*f, velocity Vf, orbital inclina­
tion i* and flight path angle 7} = 0 (insertion at perigee/apogee, or into a circular orbit), and 
argument of ascending node f2*. A mission to rendezvous with an orbiting spacecraft would 
require the 5th constraint on Q,*. With i* and f2* specified, the direction of the angular mo­
mentum vector of the orbit is fixed. In the Earth Centered Inertial (ECI) system, this direction 
is given by the unit vector 
sin f2* sin i* 
— cos f2* sin i* 
cos i* 
(3.46) 
Let 1/j = Tgplf67, be the representation of lfc/ in the inertial launch plumbline frame. For 
a fixed final time tf, the orbital insertion conditions are 
r /V/  =0 
fT j l h  -0  
V%1„ =0 
(3.47) 
(3.48) 
(3.49) 
(3.50) 
By taking dot products of the transversality conditions with V/ and r/ respectively, and making 
use of the above conditions, we again eliminate the multiplier vector v and get 
(v,Pr,),j - (ffiyv? = 0 
v T f P V }  -  v f  =  0  
(3.51) 
(3.52) 
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3.5 Path Constraints 
For safety and vehicle integrity, the optimal trajectory has to meet a number of inflight 
constraints. In this study, three most common path constraints in ascent guidance will be 
considered: axial thrust acceleration, dynamic pressure, the product of dynamic pressure and 
angle-of-attack. 
T < TMAX 
1 — Qmax 
\qO | < Qa 
3.5.1 Axial Thrust Acceleration Constraint S\=T — TMAX < 0 
A study done by Tartabini[24] illustrates how axial thrust acceleration limit during ascent 
affects the payload capacity and engine power level. The effect of changing the acceleration 
limit on payload capability and burn time is shown in Figure 3.2. Our closed-loop simulation 
tests also strongly support this conclusion. However, increasing the axial thrust acceleration 
limit may be beneficial to the engine development, since a higher limit enables higher power 
level at main engine cut-off (MECO) and shorter burn time. The former could facilitate the 
design of the engine control system while the latter may increase the overall engine life. For 
this research, a compromised axial thrust acceleration limit of 4g was chosen to balance the 
reduction in payload capacity and the increase in engine power level. 
For such a typical value of TMAX) this constraint only becomes active after the trajectory is 
outside the dense atmosphere where AT(r) « 0. Thus whether or not and when this constraint 
will become active are uniquely determined by the prescribed engine throttle, not influenced 
by any of the trajectory state variables and the control Ï&. In this sense, it is not a state or 
control constraint. Once Si = 0, the engine throttle will be adjusted according to 
r, = Tma^m(t)g0 (3.56) 
-'vac 
to keep Si = 0. 
(3.53) 
(3.54) 
(3.55) 
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Figure 3.2 Effect of axial thrust acceleration limit on vehicle payload ca­
pacity 
The costate equations are the same as in Equation 3.16, and the optimal body axis is 
determined using Equation 3.27 as before. 
3.5.2 Dynamic Pressure Constraint S2 = q - qmax < 0 
Once the RLV has lifted off the launch pad, it will rapidly accelerate, and can reach speeds 
greater than a few hundred meters per second while still in the atmosphere. These high speeds 
cause severe pressure on the launch vehicle skin, which in turn will cause the vehicle to deform 
and experience significant loads. The effectiveness of aerodynamic control surfaces and the 
rate of airframe heating from aerodynamic friction are also related to the value of the dynamic 
pressure. For these reasons, it is very important to control the RLV not exceeding the maximum 
dynamic pressure limit. 
In the space shuttle ascent guidance, the throttle is reduced by approximately 33% at about 
40 seconds after lift-off to relieve stress on the shuttle as it goes through maximum dynamic 
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pressure, which is the so-called "throttle bucket" [25]. 
I  
I  65% 
Relative velocity 
Figure 3.3 Throttle bucket of space shuttle 
This dynamic pressure constraint is a first-order constraint because the control 1& appears 
in the first-order derivative of %. Recall that q = pVj?/2, and Vr is defined in Equation 2.20. 
So 
where pT = dp/dr and 
V r  =  V  —  û e x V  -  V w  
In such a case, the costate equations take the form of 
, _ a* . 
p
~ ~ B x ~ x ' a x  
(3.57) 
(3.58) 
(3.59) 
where Xq is the constant multiplier to apply the dynamic pressure constraint. Note that when 
S2 < 0, the multiplier Ag = 0 and the problem is the same as in the preceding sections. Suppose 
that S2 = 0 in a finite interval [fi,<2], A, satisfies the corresponding optimality condition 
u 
8H 
dl b 
^ ~ 0 
a l l  
(3.60) 
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The costate will have a jump at t l 
A C  
P(;+) = P(,r) + (3.61) 
where A; is a constant multiplier. It can be shown that 
no _ _ 
g^b=di( X,ïb)VT + d2(X,ïb)ïb (3.62) 
where di and d2 are scalar functions of state vector X and control Ï&. Therefore using the 
similar derivations as in Section 3.3, we can show that Equation 3.60 still results in that the 
optimal body axis ï£ lies in the plane of P„ and Vr. Similar as before, the condition 3.60 is 
equivalent to 
I  +  A ' § t = °  (3.63) 
And note that in the time interval [ti,t2], S2 = 0 also requires that S2 = 0. With this condition 
and Equation 3.63, the optimal solution in principle can be found numerically. 
But two implementation issues arise: 1) the engine throttle is known to be more effective 
in regulating the dynamic pressure by slowing down the increase of the velocity; 2) the jump 
condition Equation 3.61 makes it necessary to accurately estimate the time ti in the solution 
process to converge quickly. The second issue may not be a problem if only nominal ascent is 
considered, because a good estimate of ti can be obtained off-line if the vehicle modeling, day-
of-launch wind data and mission parameters are well known. But a chief potential advantage 
of closed-loop ascent guidance is for autonomous abort guidance. In abort cases, the conditions 
are inevitably well off nominal, and any off-line estimate of t\ could be no better than an 
arbitrary guess. 
In an on-board environment, the entire ascent trajectory X(-), along with the control !&(-) 
and the throttle rj(-), is generated from the current condition X(t) to the target condition in 
each guidance cycle. The current attitude commands and throttle command are from ï&(f) and 
i](t), the first data point in the guidance solution. To address the above issues and keep the 
algorithm simple and robust for on-board guidance purposes, the following approach is adopted: 
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The optimal body axis in the guidance solution is still determined as in Section 3.3 with 
the prescribed throttle where no constraint on the dynamic pressure is considered. We have 
concluded that the optimal body axis remains in the plane of P„ and Vr, even when the 
constraint 82 = q — qmax < 0 is active. Next, we consider the first-order derivative of q at time 
t 
(3.64) 
= di + d27?(t) 
where r)(t) is the current engine throttle, di and d2 are scalar functions of state and optimal 
angle of attack a. 
rfrvr 
+ AVR cos a + NVT sin A 
(3.65) 
(3.66) 
rf2 =pVrT cos a 
Let Ô > 0 be a small time increment. A first-order approximation of q(t + 5) is 
q(t + 5) « q(t) + q{t)ô 
=  q ( t )  +  [ d i  +  d 2 r j ( t ) \ ô  
When determining the throttle command at the current time t, we require that q(t + S) < 
qmax• Using the above approximation for q(t + 5) in this condition, we have 
(3.67) 1  ( t )  <  9 — - « W - ' W  A  n ,  
d2ô 
Most likely 77 will have a minimum allowable setting r)min > 0 during the engine-on period. Let 
rjprb > Tjmin be the otherwise prescribed throttle setting. The current engine throttle command 
is determined by 
Vprbi if f]q Vprb 
V= \ rjq, if T]min <rjq< ^6 (3-68) 
Vmin ) if Vq ^ Vmin 
The last case in Equation 3.68 would be when the dynamic pressure constraint cannot be met 
by lowering the engine throttle within the allowable range, which is an unlikely event. 
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3.5.3 qa Constraint S3 = qa — Qa < 0 
The trajectory constraint qa is the product of dynamic pressure and angle-of-attack. It 
is constrained to limit the structural loads of the vehicle during the ascent. According to 
Tartabini's study[24], it was possible to significantly decrease the amount of gravity losses by 
flying a lifting trajectory, thereby improving vehicle performance and payload capability. Yet 
increasing the amount of lift during ascent generally required flight at higher angle of attack 
and resulted in greater stress on the vehicle structure. The effect of this constraint qa on vehicle 
performance is shown in Figure 3.4. As the qa limit was raised, the payload increased because 
the vehicle could use more lift to further reduce gravity losses. In this study, the nominal 
trajectory is constrained to keep the parameter qa below a 1000 psf-deg structural design limit 
to ensure that the aerodynamic loads does not exceed the structural capability of the vehicle. 
1000 
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-500 
-1000 j. 
0 1000 2000 3000 4000 5000 
Peak q<y (psf-deg) 
Figure 3.4 Effect of qa constraint on vehicle payload capacity 
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Without loss of generality, the absolute sign in Equation 3.55 is removed for the simplicity of 
discussion. This constraint is a zeroth-order constraint in that the control Î& appears explicitly 
(through a) in the constraint itself. In such case, the costate equations take the form of 
<M9> 
when S3 < 0, the multiplier Xq a  = 0 and the problem is the same as before. When S3 = 0, Xq a  
needs to satisfy the new optimal condition 
OH dS3  
dïb  +  A q adïb  
f- 4- = 0 (3.70) 
Using Equation 3.19 we have 
as: 
di 
Following the same steps as in Section 3.3, we can show that the optimal body axis 1% is still 
in the plane of P„ and Vr as before. In this case the optimal condition is equivalent to 
dH dS3  
85"+ v + — 0 (3.72) 
therefore, we obtain 
(3.73) 
where 
^ = P v  [(T - A + Na)  sin($ -a)- {Aa  + N) cos($ - a ) ]  (3.74) 
In a finite time interval where S3 = 0, the angle of attack is directly obtained from 
a =  Q a /q (3.75) 
The body axis is determined by a in the plane of P„ and Vr using Equation 3.27. The multiplier 
Xqa is calculated from Equation 3.73 and used in the costate equations to propagate the costate. 
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CHAPTER 4 NUMERICAL METHOD 
No one optimization algorithm can possibly be efficient or even successful in all cases of 
interest. If all our problems involved objective functions that were quadratic, with analytic 
derivatives, then life would be simple. But in practice we know that many of the problems we 
face in real life are vastly more complicated than this. What is worse, often the function we 
are attempting to optimize is not available analytically, and is only known in the form of a 
computer code that evaluates this function point by point. This is the reason why people keep 
on looking for new algorithms which can satisfy the different requirements for reliability, fast 
convergence rate, and simplicity for different optimal control problems. 
Basically, two different methods are available for solving optimal control problems: The 
"direct methods", which transform the original optimal control problem into a nonlinear pa­
rameter optimization problem, and the "indirect methods", which is also referred to as "calculus 
of variation" or the "maximum principle of pontryagin". 
4.1 Direct Optimization Methods 
With the development of digital computers in the middle of the 20th century, direct opti­
mization methods were developed in the 1970s. The merit of these methods is the possibility 
of solving very complex problems with a minimum effort of mathematical analysis. In this 
sense they are easier to implement, and probably this is the main reason why they are widely 
employed. However, these methods require an efficient algorithm to solve constrained nonlin­
ear programming problems with thousands of variables and (nonlinear) constraints. And their 
overall convergence rates are rather slow. 
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The basic idea of direct methods is to transform the optimal control problem into a finite 
dimensional nonlinear parameter optimization problem. This is usually done by finite dimen­
sional approximation. The problem is then solved by standard mathematical programming 
methods. There are many popular approaches such as the steepest descent method, conjugate 
gradients method, and sequential quadratic programming (SQP). 
4.2 Indirect Optimization Methods 
The indirect methods are based on the solution of the necessary condition of optimality, 
as derived by the Calculus of Variation. The costate equations are combined with the original 
state equations to form a multi-point boundary value problem. For a problem without path 
constraints, with terminal equality constraints, and with an initial state vector whose compo­
nents are either fixed or optimizable, the first order necessary conditions can be formulated as 
shown in 
Hamiltonion : H(x, u, a, t )  =  L ( x ,  u ,  t )  +  aT f ( x ,  u ,  t ) (4.1) 
(  d H \  T  
Dynamics : x = f(x, u,t) = f J  (4.2) 
Costate Equations : X = - ^ ^ (4.3) 
H \ t ( dL \ T ( d f \ T 
Optimality Condition : ( J = f — J + f j a = 0 (4.4) 
Terminal Constraints : Qf(xf,tf) = 0 (4.5) 
A detailed discussion on these conditions can be found in Reference [26] 
Indirect methods usually produce very accurate solution and are quite sensitive to design 
parameters variations, since they solve directly the equations of first necessary condition. How­
ever, to fully exploit the indirect methods one has to produce the symbolical expressions of the 
necessary conditions of optimality. In other words, according to the calculus of variations, the 
costate equations have to be calculated hopefully along with their Jacobians for the numerical 
solution of the arising two-point-boundary-value problem (TPBVP). 
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The major drawback of indirect methods is the requirement for a detailed mathematical 
analysis of each single problem. Even slight changes in the dynamics or in the boundary 
constraints can lead to a completely different solution structure, and often requires a complete 
revision of any previous derivation of the necessary equations. 
Another difficulty is the requirement of supplying very accurate initial guesses for the costate 
variables . Usually, these variables do not have any physical meaning, but the trajectory is 
highly sensitive to even small changes in the costates. This inevitably leads to solution difficul­
ties when new problems have to be solved and little knowledge is available on the structure of 
the optimal solution. 
The solution of single-phase trajectory optimization problems with indirect methods requires 
the solution of a two-point-boundary-value problem using an appropriate, multidimensional zero 
finding algorithm. The approach presented in this work exploits the traditional finite difference 
method to solve the TPBVP. 
4.3 Finite Difference Method 
Finite difference is one of the several classical techniques used for two-point-boundary-value 
problem (TPBVP) [27]. For ascent guidance applications, we have found that this classical 
approach may be particularly suited for the problem. 
After substituting the control with Equation 3.27 in the equations of motion and costate 
equations, the complete two-point-boundary-value problem is now 
where y — ( X T  PT)T 6 R 2 N  with n = 6; B0 represents the given initial condition X(t0); and 
B/(y/) =0 are the 6 final conditions consisting of the orbital insertion conditions 3.32 and the 
transversality conditions 3.37. 
S = (4.6) 
(4.7) 
(4.8) 
B0(yo) = o 
B/(y/) = 0 
42 
Let t f  be the specified final time. The TPBVP is to find a solution y( t )  that satisfies the dif­
ferential equation 4.6 and boundary conditions 4.7 and 4.8. To solve the problem, the first-order 
ordinary differential equation(ODE) is replaced by approximate finite difference equation(FDE) 
o n  a  m e s h  o f  p o i n t s  t h a t  s p a n s  t h e  t i m e  d o m a i n .  W e  d i v i d e  t h e  t i m e  i n t e r v a l  t f  —  to  i n t o  M 
subintervals of same length h = (tf —to)/M. Let y& = y(t0 + kh) be the value of the solution at 
the node t* = to + kh, k = 0,1,..., M. At the middle point between and tk, the differential 
equation 4.6 is approximated by central finite difference: 
St  -  y*-i = (t„ -  fw)f (y^l, i) (4.9) 
Of course, we can use many other ways to turn the ODE into a FDE besides using the central 
finite difference. More points can be coupled, but then the algorithm becomes more complex. 
With on-board application in mind, we employ central finite difference only for simplicity. 
Therefore, the 2n coupled first-order ODEs are represented by FDEs on a mesh of M + 1 
points. We reshape the FDEs 
Ëfc(y*,yjt-i) = y* - yfc-i - hi  (^ k  +  * k ~\  , 6 = 1,2 ,M (4.10) 
A solution of the above problem consists of values for 2 n dependent functions given at each of 
the M + 1 mesh points, or 2n(M + 1) variables in all. The FDEs labeled by Ê& provide 2n 
e q u a t i o n s  c o u p l i n g  An v a r i a b l e s  a t  p o i n t s  k  a n d  k  -  1 .  T h e r e  a r e  M p o i n t s ,  k  = 1 , 2 , . . . ,  M,  
at which difference equations of the form 4.10 apply. Thus, The M FDEs provide us a total 
of 2nM equations for the 2n(M + 1) variables. The remaining 2n equations come from the 
boundary conditions, which are denoted by 
Éo(yo) = B0(yo) = 0 (4.11) 
Ë M ( $ M )  =  B/(y/) = 0 (4.12) 
The vectors É0 and B0 have only n nonzero components, corresponding to the n initial boundary 
conditions at time t0. At the other boundary, Ë m and B / have also only n nonzero components. 
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Now, we denote Y = (yjf yf ... y^)r E JZ2n(M+1) as the unknown. The same number 
equations are 
where Ë = (Ëq Ëf ... Ë^)T. The problem becomes a root-finding problem for a system 
of 2n(M + 1) nonlinear algebraic equations 4.13. It has been rigorously established that under 
certain conditions on smoothness and boundary conditions, the following holds true[27]. 
• Each of the original TPBVP and the finite difference problem has a unique solution; 
• The solution of the above finite difference problem y* is a second-order approximation to 
the solution of the TPBVP y*(t) at tk, i.e., 
For closed-loop ascent guidance applications, since the time-to-go t f  — to  is decreasing, the 
accuracy of the finite difference solution will improve as h becomes smaller even for a small to 
moderate number of nodes. 
4.4 Modified Newton Method 
The modified Newton method is probably the most suitable algorithm for solving the FDE 
problem 4.13. The solution of the FDE problem 4.13 consists of a set of 2n-dimension vectors 
yk at the M -f 1 mesh points tk- The algorithm requires an initial guess for the y&. We 
then determine the increments Ay&, such that y& + Ay* is an improved approximation to the 
solution. 
Equations for the increments are developed by expanding the FDEs in first-order Taylor 
series with respect to small changes Ayk- At an interior point, k = 1,2,..., M, this gives 
E(Y) = 0 (4.13) 
l|y*(*k) — y*|| = 0(h 2 ) ,  k  =  o,i,...,M (4.14) 
44 
For a solution we want the updated value E(y + Ay) to be zero, so the general set of equations 
at an interior point can be written as 
Similarly, the boundary conditions can be expanded in a first-order Taylor series for increments 
that improve the solution. 
We thus have in Equations 4.16-4.18 a set of algebraic linear equations to be solved for the 
corrections Ay&, iterating until the corrections are sufficiently small. The equations have a 
special structure, because the Jacobians involve only points k and k — 1. Figure 4.1 illustrates 
a typical matrix structure of the complete algebraic equations for the case of 8 variables (two-
dimensional ascent problem, n = 4) and 4 mesh points, with 4 boundary conditions imposed 
at each of the endpoints. In the figure, "x" represents a coefficient of the FDEs, "v" represents 
a component of the unknown solution vector, , "B" is a component of the known right-hand 
side, and empty spaces represent zeros. 
Because of the special "block diagonal" structure of the matrix, a special form of Gaussian 
elimination, which can minimize storage requirement of matrix coefficients by packing the 
elements in a special blocked structure, can be applied to solve the problem[28]. General 
Gaussian elimination manipulates the algebraic linear equations by elementary operations, such 
as dividing rows of coefficients by a common factor to produce unity in diagonal elements, 
and adding appropriate multiples of other rows to produce zeros below the diagonal. In this 
special Gaussian elimination, we take advantage of the block structure by performing a bit more 
reduction than in pure Gaussian elimination, so that the storage of coefficients is minimized. 
Only a small subset of the 2n(M + 1) x 2n(M + 1) matrix elements needs to be stored as the 
elimination progresses. Once the matrix elements reach the stage in Figure 4.2, the solution 
can follow quickly by a backsubstitution procedure. 
az-^Ay&_, + Ay* = -Efc(y*,y*-i) 
oyk-i oyk-i (4.16) 
(4.17) 
(4.18) 
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Figure 4.1 Matrix structure of FDEs with boundary conditions 
The entire procedure except the backsubstitution step, operates only on one block of the 
matrix at a time. The procedure contains 4 types of operations: 
• partial reduction to zero of certain elements of a block using results from a previous step; 
• elimination of the square structure of the remaining block elements such that the square 
section contains unity along the diagonal, and zero in off-diagonal elements; 
• storage of the remaining nonzero coefficients for use in later steps; 
• backsubstitution. 
For more detail, please refer to Reference [28]. 
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Figure 4.2 Target structure of the Gaussian elimination 
Once the correction AY is solved from the algebraic linear equations, we update the solution 
by 
Yj = Y,_! + ajAYj (4.19) 
Where, the subscript "j" denotes the j-th iteration. The step size parameter aj is determined 
by the following criterion 
{A I + < Et(y,-1)É(y,_1) j (4.20) 
Starting from Oj = 1, <jj  is halved repeatedly if necessary, till the above condition is satisfied. 
This choice of the step size ensures that the sequence {||É(Yj)||} is monotonically decreasing. 
Convergence is achieved when ||Ê("Y,)|| is no greater than a preselected tolerance. This step 
size selection 4.20 is a deciding factor for the success of the finite difference approach in solving 
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the optimal ascent problem. 
The possible additional function evaluations required in checking the step size condition pose 
negligible computational burden since function evaluations are not expensive in this setting. 
The result on the other hand is a much more robust algorithm, especially when the initial guess 
is not close to the final solution. 
4.5 Evaluation of the Jacobian 
The evaluation of the Jacobian 5Ë/9Y is obtained by using finite difference approximation. 
Of course, it can be done analytically. But in this case the simple numerical finite differencing 
has more advantages over the analytical method. The reason is that unlike in the cases where 
integrations of differential equations are involved for each function evaluation, the function 
evaluations here are purely algebraic and fast. Using analytical Jacobian offers no clear com­
putational speed benefits. In our comparison study, we have seen that the numerical Jacobians 
and analytical Jacobians match between the 6th to 8th digit. With the scalings described in 
Section 2.4, this precision appears to be more than adequate for convergence requirements. 
Secondly, analytical Jacobian will make the code significantly more complicated because 
second-order partial derivatives of the right hand side of the state equations are needed. Also, 
when some of the path constraints become active, the associated Lagrange multipliers such 
as the one in Equation 3.73 will be functions of state and costate, adding more complexity 
to the analytical Jacobian. When the RLV design is evolving in the developmental stage, or 
if the same ascent guidance code is desired to be applied to different RLV configurations, no 
labor-intensive changes to the code would be required with numerical differencing. 
One exception is for the Jacobians of the boundary conditions in 4.11 and 4.12. The Ja­
cobians for these conditions are evaluated analytically because they are readily available. For 
the starting boundary condition Ëo(yo) = B0(yo) = X(t0) — X0 — 0, the Jacobian is simply a 
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6 x 6  i d e n t i t y  m a t r i x .  
ÔE0 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
dEo 
dPo 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
(4.21) 
At the ending boundary point ~E >m{Y m) = B/(y/) = 0, for the four-constraint problem 3.38-
3.45, the Jacobian is given by 
ÔE M  
M  
rf 
Vf x In 
V/ 
0 
0 
- f f  x 1 N  
ff 
Pv, - 2 V/ 
— V f P V f  r } P r , - 2 ( f T p vf)vf 
à eg 
where Rat, Vat, Ci and Cg are defined as 
9E M 
dP M  
0 0 
0 0 
0 0 
0 V/ 
r j V f  - V f  r f  
.(h^R-jy)/ (hjVN)hf 
Rjv =  t f  x  I f f  Vat = V/ x ljv 
C i  =  ( h / P r / J CÛ xh/4-V/X Rn) + (hTfRN)(Vf x Pr/) 
+(hp„ /)(V /  x Vat) + (hf^XV, x PV/) 
C 2  =  ( h y P v / ) ( ï j v  x  h f  +  V N x  T f )  +  ( ï i f V N ) ( P V f  x  f f )  
+(h^P r /)(RAT X Tf)  + (hjR iV)(Pr /  X f/) 
(4.22) 
To simplify the Jacobian, some approximations such as ry « and 7/ ^ 7/, are also used in 
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the evaluation. Similarly, for the five-constraint problem 3.47-3.52, the Jacobian is given by 
r/ 0 0 0 
V/ V/ 0 0 
OEM lh 0 dEi M 0 0 
OXM 0 ï h dP M 0 V/ 
r2pr/-2(rJP„,)V/ -I ,Vf 
0 ÎV-2V,  _ 0 V, . 
4.6 Homotopy Method 
In endo-atmospheric ascent optimization, the strong coupling of the aerodynamic forces 
with the orientation of the body axis and the inequality path constraints make the convergence 
of any algorithm difficult to achieve. This is the reason why homotopy method are used to 
gradually distort the solution from the vacuum solution to the final solution[29]. 
In this research, homotopy method is applied to gradually introduce the aerodynamic related 
terms[7]. This technique, while not a solution algorithm in itself, provides a means of reducing 
the original complicated problem to a sequence of simpler problem. This is accomplished by 
separating the numerically troublesome terms from the associated differential equations and 
multiplying these terms by a homotopy parameter <j). In this way, the numerically troublesome 
terms are not allowed to exert their full influence immediately. 
The form of the homotopy used in this study is only on the atmospheric density 
p = &,, 0<^<1 (4.24) 
For each </>, p is used in place of the atmospheric density everywhere p appears in the state, 
costate equations, and path constraints. The homotopy parameter (j) is initiated at 0 for the 
vacuum solution, and gradually increased to unity for full atmospheric solution. The converged 
solution for current value of <j) serves as the initial guess for the solution with the next value of 
0 till 4> = 1. We have been using an increment of 0.1 on <j>, which seems to be adequate in our 
cases. 
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4.7 Final Time Adjustment 
The finite difference approach described in Section4.4 is most convenient for fixed final-time 
problems. Similar to what is done in Gath's work[19], the optimal ascent problem is solved as 
a series of fixed final-time problems to maximize the orbital energy, i.e., to minimize 
The final time is adjusted sequentially until the optimal value of J  is equal to the specified 
(negative) orbital energy. For most maximum-energy problems, either the target orbit altitude 
or final radius is specified. Therefore, maximizing orbital energy is equivalent to maximizing 
the final velocity Vf, and adjusting the final time to match the specified orbital energy is equal 
to adjusting the final time to match the specified final velocity. 
4.7.1 Secant Method for Finding Correct tf 
For given r*f ,  i* f ,  7*f ,  and fixed t f  (time-to-go), and maximizing the final velocity Vf ,  the 
following secant method is employed to find the correct tf such that the final velocity Vf is 
equal to Vf, where Vj is the desired velocity for orbital insertion. 
Let tand ép be two consecutive estimates of t f  used to solve the above problem. Also 
l e t  J *  b e  t h e  d e s i r e d  v a l u e  f o r  t h e  J  d e f i n e d  i n  E q u a t i o n  4 . 2 5  w h e n  r y  =  r j ;  a n d  V J  =  V F ,  
and be the values of J when and ép are used to solve the optimal ascent problem. 
Then the next choice of tf is given by 
/  Ak) _  Ak-1) \  
* = 1.2.- <4-26) 
The correct t f  is found when |J^ — J*\  is within a preset tolerance, and the final velocity Vf  
will be the same as Vf. To begin the secant search, two starting values ép and t^ are needed. 
Usually, the first value ép could be chosen based on previous experience, and could be a 
few seconds away from éf\ For on-board guidance, the converged value of tf in the previous 
guidance cycle is the best choice of Since the guidance solution in the current cycle will be 
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very close to the previous one, we can use the fact that the variation in the performance index 
due to a variation in final time can be expressed as 6J = H(tf)Stf, to generate 
where H(ép) is the final value of the Hamiltonian function. It is possible to simply use Equa­
tion 4.27 to search for all t^\ where k > 1, as in Reference[19]. But we have found that this 
secant method (Equation 4.26) is much more robust and efficient than the exclusive use of 
Equation 4.27. 
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CHAPTER 5 VERIFICATION AND VALIDATION 
5.1 Launch Vehicle Model 
The launch vehicle model used for this research is the Lockheed Martin X-33 prototype 
vehicle. The reusable, wedge-shaped X-33, called VentureStar, as an experimental vehicle for 
the RLV program, is about half the size of a full-scale RLV. The X-33 will not take payloads into 
space; it will be used only to demonstrate the vehicle's design and simulate flight characteristics 
of the full-scale RLV[30]. 
Figure 5.1 X-33 reusable launch vehicle (artist concept courtesy) 
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The Reusable Launch Vehicle (RLV) Technology Program is a partnership between NASA 
and industry to design a new generation of launch vehicles expected to dramatically lower the 
costs of putting payloads in space. The RLV program stresses a simple, fully reusable vehicle 
that will operate much like an airliner. NASA hopes to cut payload costs from $10,000 a pound, 
as it is today, to about $1,000 a pound. To accomplish this goal, NASA sought proposals from 
US aerospace industries for the RLV Technology Program. 
In July 1996, NASA selected Lockheed Martin Skunk Works of Palmdale CA to design, 
build and test the X-33 experimental vehicle (shown in Figure 5.1) for the RLV program. The 
X-33 project set in motion a rapid test program with the first flight set for early 1999. Unfortu­
nately, this ambitious project was beset by a number of difficult and time-consuming technical 
problems. As a result, NASA cancelled further spending on the X-33 in March 2001 after the 
vehicle was about 75% complete. 
The X-33 was designed to take off vertically like a rocket, reaching an altitude of up to 60 
miles and speeds faster than Mach 13, and landing horizontally like an airplane. The vehicle is 
powered by two Boeing linear aerospike XRS-2200 engines, and has two aft composite hydrogen 
tanks and a single aluminum liquid oxygen tank located forward in the nose of the vehicle. The 
lifting-body wedge shape design was chosen to derive lift solely from the shape of the vehicle 
body. It has two vertical rudders for yaw maneuver, two body flaps for pitch maneuver and 
to create additional lift or drag. There are also two elevens used for pitch and roll control to 
maintain a controlled flight. Some specifications are itemized in Table 5.1 [31, 32]. 
Table 5.1 X-33 prototype specifications 
Dimension Weight 
Length 69ft 21.0m Empty 75,0001b 34,020kg 
Width 77ft 23.5m Propellant 210,0001b 95,256kg 
Wing Area 2,125ft* 198m2 Gross mass 285,0001b 129,276kg 
Propulsion Performance 
Engine 2 Aerospike XRS-2200 Max speed ll,000mph 4,917m/s 
Thrust 268,0001bf l,190kN Service Ceiling 250,000ft 76,270m 
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All the test cases use the vehicle parameters, mass property, propulsion system modeling, 
and aerodynamic modeling of the X-33 vehicle. To make the vehicle orbit-capable, the vacuum 
thrust is doubled in this research. All the tests are performed on a desk computer with a 1GHz 
Pentium 4 CPU and 512MB of RAM. 
5.2 Test Case Overview 
For verification and validation of the approach, a set of test cases are used in this research 
study. The target orbit is a circular orbit at the altitude of 185.2km (lOOnm). Two orbital 
inclinations are used: i* = 51.6° (the orbital inclination of the International Space Station), 
and i* = 28.5° (the minimum orbital inclination from Kennedy Space Center). The third case is 
the same circular orbit with i* = 51.6° and Q = —104° (a 5-constraint problem). In summary, 
the three missions are 
• Mission 1: circular orbit, alt = 185.2km, i* = 51.6° and free ascending node; 
• Mission 2: circular orbit, alt = 185.2km, i* = 28.5° and free ascending node; 
• Mission 3: circular orbit, alt = 185.2km, i* = 51.6° and Q = —104°. 
All the missions are launched from the Kennedy Space Center (KSC). To verify the al­
gorithm, the open-loop solutions obtained using the finite-difference method (FD) described 
in this dissertation are compared with those obtained by using other methods. Closed-loop 
simulations are performed to assess the feasibility of on-board ascent guidance. 
The initial conditions correspond to those after 5 seconds of vertical ascent to clear the 
tower with a given launch mass of the X-33. 
5.3 Open-loop Solution Tests 
The open-loop solutions are generated using the finite-difference (FD) method. For verifica­
tion of the approach, the trajectories for the same missions were also obtained by a collocation 
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software, Sparse Optimal Control Software (SOCS), and by a trajectory optimization software 
based on a pseudospectral method, Direct and Indirect Dynamic Optimization (DIDO). 
The SOCS, developed by the Boeing company, includes an automatic mesh refinement 
algorithm and a Sequential Quadratic Program (SQP) method that is specialized on solving 
very large, sparse problems including several ten-thousand parameters and constraints[33]. The 
SOCS solutions have 100 nodes and the performance index is the final flight time. 
The DIDO is an advance Matlab program for optimal control problem. It utilizes Sparse 
Nonlinear Optimizer (SNOPT) as the optimization engine. The basic idea behind this solution 
method is to approximate the problem by pseudospectral techniques to a finite dimensional 
problem and then solve it numerically[34], The DIDO solutions for our ascent guidance problem 
have 20 nodes and the performance index is also the final flight time. 
In the open-loop solution tests, the following path constraints are imposed 
|ça| < 1000 (psf - deg) (5.1) 
T < 4.0 («,) (5.2) 
The dynamic pressure constraint will be applied in the closed-loop simulations later. The open-
loop solutions had 100 mesh points. The effect of mesh point number on the solution accuracy 
and computational speed will be discussed in Section 5.5. 
Table 5.2 Open-loop performance comparison 
Mission FD SOCS DIDO 
t f ( s e c )  m f (  kg) t f ( s e c )  TO, (kg) t f ( s e c )  m,(kg) 
i = 51.6° 320.31 38360.6 321.00 38476.2 321.12 38471.8 
% = 28.5° 317.47 38884.2 318.05 39011.0 318.18 39007.2 
Q - -104° 321.57 38132.2 322.33 38236.5 322.81 38166.9 
Table 5.2 summarizes the flight time tf and final mass m/ of the solutions of the three 
approaches. The results for all the missions under different methods are very close. The slight 
differences among the solutions are mostly due to the discretization errors of the different 
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schemes used in different methods. The comparison clearly supports the validity of the finite-
difference (FD) approach. 
5.4 Closed-loop Simulation 
The closed-loop simulations are performed to test the feasibility of on-board application, 
where not only the vehicle performance needs to be optimized, path constraints have to be 
satisfied, the computational speed also needs to be fast enough so that the ascent guidance 
algorithm could give out guidance commands in given time during every guidance cycle. 
In the closed-loop simulations, the FD algorithm is called once every guidance cycle (one 
second) to recalculate the optimal solution based on the current condition (position, velocity, 
and mass, etc.). The trajectory simulations use the first data in the optimal body-axis attitude 
and engine throttle solutions (corresponding to current time) as the guidance commands. For 
simplicity, no delays or actuator dynamics were considered and simulated in this research. The 
missions and initial conditions are the same as in the open-loop solutions. In addition to path 
constraints 5.1 and 5.2, a dynamic pressure constraint is also imposed 
q  < 18194.4iV/m2 (380 p s f )  (5.3) 
The simulation results are summarized in Table 5.3. The 6 orbital insertion condition errors 
for all the 3 missions are listed here. The altitude errors are all within 0.1 m and velocity errors 
with 0.3 m/s. The quantity A a is the error in semi-major axis of the final orbit, which is a 
parameter combining the effects of A 77 and A Vf. The maximum A a is no greater than 0.5 
km. The flight-path angle errors and orbital inclination errors are very small as well. The peak 
values of \qa\ (unit in psf-deg) are essentially all within the specified limit. This result strongly 
supports that closed-loop guidance can precisely satisfy the orbital insertion conditions and 
insert the vehicle into the target orbit. 
The flight times and final masses for all the 3 missions are listed in Table 5.4. Also in the 
table are open-loop solutions by SOCS with the addition of the dynamic pressure constraint 5.3. 
57 
Table 5.3 Closed-loop simulations without winds 
i = 51.6° i = 28.5° ft = -104° 
Ary(m) 0.1351 -0.0093 0.0160 
A V f ( m / s )  0.4186 0.2390 0.1680 
Ao(km) 0.3856 0.4025 0.2830 
Ai (deg) 9.9E-5 5.9E-7 7.3E-5 
Aft (deg) N/A N/A 2.5E-3 
A? (deg) 1.5E-4 -2.2E-4 -2.6E-4 
\qa\ (psf-deg) 909.41 -923.97 999.99 
In all the 3 cases, the closed-loop guided trajectories and the SOCS open-loop solutions have 
differences in the final mass of about 120 kg or less. These small discrepancies are largely 
attributed to the differences between closed-loop simulations and open-loop trajectories. 
Table 5.4 Closed-loop simulations without winds (continue) 
Mission FD SOCS (open-loop) 
t f ( s e c )  m/(kg) t,(sec) m,(kg) 
i = 51.6° 325.90 38206.3 323.23 38293.6 
i = 28.5° 323.66 38704.0 320.24 38828.6 
ft = -104° 328.12 37999.6 324.50 38054.6 
Figure 5.2 shows the three-dimensional ascent trajectories and ground tracks for the cases 
of i* = 51.6° and ft = —104° in the inertial launch plumbline coordinate system. As what we 
expected, the trajectory with ascending node constraint (ft = —104°) has larger out-of-plane 
motion. 
Figure 5.3 plots the altitude and velocity along all the 3 trajectories by the FD approach. 
The variations of throttle and axial thrust acceleration are depicted in Figure 5.4. Note that 
there is a " throttle bucket" along the trajectory just like in the nominal ascent trajectory of 
the space shuttle. At around 40 seconds after lift-off, the vehicle's dynamic pressure reaches 
its maximum limit (380 psf). The engine throttle is smoothly reduced by about 15% for about 
40 seconds, to lower the vehicle's aerodynamic loads and get safely past the point of maximum 
dynamic pressure (called "max q"). As the altitude continues to increase, the atmospheric 
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Figure 5.2 Three-dimensional ascent trajectories in plumbline system 
density drops quickly, and the engine is throttled back to full throttle (100%). 
Figure 5.5 depicts the flight-path angle 7 and angle of attack a along the trajectories. Note 
that a changes signs several times during the flight. This result shows that the sign changes 
were captured by the criterion stated in Section 3.3.1 successfully. Pitch and yaw maneuvers 
are shown in Figure 5.6, where we can notice the big yaw maneuver for the trajectory with 
ascending node constraint as we mentioned before. 
Figure 5.7 shows the dynamic pressure and qa along all the 3 closed-loop trajectories, where 
we can see that the dynamic pressure constraint is satisfied very well. During the throttle 
bucket period, the dynamic pressure is maintained at the level of max q (380 psf). The qa is 
also constrained between -1000 to 1000 psf-deg. And the axial thrust acceleration constraint 
is also imposed very well in Figure 5.4. In summary, the FD approach successfully satisfies all 
the 3 path constraints. 
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Figure 5.4 Variations of throttle and axial thrust acceleration 
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Figure 5.6 Variations of pitch and yaw angle along closed-loop trajectories 
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tories 
5.5 Effects of Node Number 
To study the effects of the total node number on accuracy and computational speed of the 
algorithm, different node numbers were used in both the open-loop and closed-loop solutions 
for all the 3 test cases. The results are summarized in Table 5.5 and Table 5.6 respectively. 
In Table 5.5 we can see the effect of node number on the open-loop solutions. As the node 
number increases, the flight times for all the 3 test cases extend several seconds, and the final 
masses also increase a little. The more nodes we use, the more accurate the open-loop solutions 
are. Therefore the open-loop solutions are getting closer to the optimal solutions. This explains 
why the final mass increases as the node number increases. 
The difference in the flight time is mainly due to the imposition of the axial acceleration 
limit constraint. Two sets of actual throttle commands for the same test case with different 
node numbers are shown in Figure 5.8. When the axial acceleration limit constraint becomes 
active, the actual throttle commands take the form of step function. The dash line represents 
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Table 5.5 Effects of node number on open-loop solutions 
i  =  51.6° i  =  28.5° fi = -104° 
Nodes t f ( s e c )  m/(kg) t f ( s e c )  m/(kg) t f ( s e c )  m j (  kg) 
30 317.52 38309.54 314.80 38832.18 318.63 38097.14 
66 319.70 38329.07 316.88 38872.33 320.80 38144.54 
82 320.05 38355.34 317.23 38878.78 321.27 38132.01 
100 320.31 38360.62 317.47 38884.23 321.57 38132.20 
163 320.78 38368.81 317.92 38892.41 322.43 38104.05 
326 321.16 38374.45 318.28 38897.98 322.69 38098.93 
the optimal throttle commands. We can see that the more the node number, the closer the 
actual throttle commands are to the optimal commands. 
Mi #2 
Figure 5.8 Variations of throttle with different node number Mi < M2 
The node number does not affect the closed-loop solutions too much as in open-loop mode. 
The differences among the closed-loop solutions are much smaller than those among the open-
loop solutions. The flight times and final masses for the same test cases with different node 
numbers are very close, and the differences are almost negligible. The average computational 
time per guidance cycle tgc of the closed-loop simulation is also listed in Talbe 5.6. As node 
number increases, the total computational needs and therefore the time tgc increase. This 
conclusion strongly supports that we can take advantage of the fast computational speed of 
using small node number for on-board application, and without losing any of the accuracy. 
We can also notice the differences of the flight time and final mass between the open-loop 
solutions and closed-loop solutions. They are mainly due to the imposition of the dynamic 
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Table 5.6 Effects of node number on closed-loop solutions 
i = 51.6° i = 28.5° s 
i—i 1 II G 
Nodes t } {  s) m/(kg) t g c ( s )  t f {  s) m/(kg) t g C ( S )  t f {  s) m/(kg) tgc{s) 
30 325.90 38206.3 0.17 323.66 38704.0 0.15 328.12 37999.6 0.23 
66 325.95 38204.8 0.33 323.28 38718.0 0.25 327.09 38023.3 0.37 
82 326.35 38189.6 0.30 323.24 38719.2 0.45 327.04 38025.4 0.58 
100 326.51 38183.8 0.42 323.88 38705.8 0.54 327.19 38009.2 0.73 
163 326.59 38180.2 0.50 323.86 38694.5 0.63 327.25 38007.2 1.05 
326 327.48 38159.4 1.14 324.03 38689.1 1.79 327.53 37997.1 1.24 
pressure constraint (the dynamic pressure constraint is imposed in the closed-loop simulations 
only). When approaching the maximum dynamic pressure, the launch vehicle is throttled back 
to maintain the dynamic pressure constraint. Therefore, the total flight time is extended and 
the final mass is also affected. 
5.6 Closed-loop Simulation with Winds 
To test the ascent guidance algorithm in a more realistic setting, winds were added in 
the closed-loop simulations. The wind profiles are based on the measured wind velocities at 
different altitudes as KSC, and then smoothed for guidance purpose. At each instance, the two 
components u and v of the wind velocity, in East and North direction respectively, are obtained 
by using simple interpolation with respect to the current altitude. 
Then, the wind magnitude is given by 
Vw = Vu2 + v2 (5.4) 
And define angle aw = tan""1 (^), the two components of the wind velocity in the guidance 
system are expressed as 
VWQy — Vu, sin(dty -A2) (5.5) 
VwGy = Vw sin(aw - Az) (5.6) 
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Figure 5.9 Wind in ECI system and guidance system 
In each simulated trajectory, the same smoothed wind profile is used in both the guidance 
solution and simulation of the RLV dynamics. The actual wind the RLV experiences will be 
likely different from the measured wind because of the time delay between the launch and 
the time when the measurement was taken. But the purpose here is to demonstrate how the 
ascent guidance algorithm would perform in the presence of winds if perfect wind information 
is available. With the volatile winds, some of which are quite strong (up to 75m/s), the limit 
of qa needs to be higher in order to fly through the winds. Thus the constraint 5.1 is changed 
to 
Ten trajectories were simulated for each of the three missions, with a different wind profile 
applied in each trajectory. Unlike the open-loop ascent guidance, no "pre-launch" adjustments 
or updates are required for the guidance algorithm for each simulation. The only update for each 
flight is the wind profile. The closed-loop ascent guidance algorithm automatically incorporates 
the wind data in the guidance solution. The initial guess for the solution is still the same zero-
wind solution used before. The average computation time per guidance cycle does not differ 
|ça| < 1671.327V • rad/m2 (2000psf • deg) (5.7) 
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from its previous value by any noticeable margin. 
The simulation results are summarized in Table 5.7. The first 6 quantities with A are the 
orbital insertion condition errors. The minimum, average, and maximum values of these errors 
of the 10 trajectories for each mission are listed in the table. The units are m, m/s, km, deg, 
deg, and deg for the 6 quantities respectively. The altitude errors are all within 0.2 m and 
velocity errors with 0.4 m/s. The maximum A a is no greater than 0.6 km. All the other errors 
are very small as well. The peak values of \qa\ (unit in N-rad/m2) are essentially all within the 
specified range. The quantity \q/3\, where f3 is the sideslip angle, is not listed since it remains 
practically zero because of the roll maneuvers by the RLV to "fly into the wind". Even when 
the wind profiles used in simulations are different from but correlated to the wind profiles used 
in the guidance solution, such as in space shuttle launch, where the wind profiles used in the 
guidance solution are measured 3 hours before the actual launch, the peak values of \q(3\ in 
general are still significantly smaller than those of (ça). For this reason, the quantity \q(3\ is not 
shown in the table. 
Table 5.7 Closed-loop simulations with winds 
i = 51.6° i = 28.5° 
r is
 
II 1 h-L
 S
 
Min Mean Max Min Mean Max Min Mean Max 
Arj -0.0165 0.0128 0.1065 -0.0115 0.01520 0.1120 -0.0145 0.0484 0.1175 
A Vf 0.1531 0.2290 0.3007 0.1625 0.2352 0.3327 0.1583 0.1909 0.2539 
A a 0.2581 0.3856 0.5063 0.1787 0.3800 0.5602 0.2665 0.3215 0.4275 
A i 2.4E-5 4.6E-5 5.9E-5 -1.9E-6 -4.2E-7 5.7E-7 -5.8E-4 -2.4E-4 7.9E-5 
Af2 N/A N/A N/A N/A N/A N/A -7.2E-4 -2.9E-4 9.8E-5 
A7 -3.3E-4 1.2E-4 1.7E-3 -2.6E-4 1.3E-4 1.5E-3 -3.0E-4 6.4E-4 1.7E-3 
M 919.4 1268.3 1608.3 694.2 1157.8 1641.8 1085.3 1255.8 1690.3 
771/ 38010.4 38131.1 38238.5 38507.2 38626.3 38785.4 37789.4 37948.9 38065.3 
326.51 328.66 331.21 322.68 326.77 329.51 327.29 329.66 333.19 
The average final masses for all the 3 missions are very close to those in Table 5.4 for 
the trajectories without wind. It should be mentioned that whether or not the wind data is 
included in the optimal guidance solutions can make big difference in the vehicle performance. 
If the wind profiles are only used outside the guidance solution to limit the attitude guidance 
66 
commands for observing the qa constraint, the results using the X-33 vehicle model can make 
up to 500 kg less pay load delivered into the same orbit. 
5.7 Closed-loop and Open-loop Comparison 
For further insight of the advantages of closed-loop guidance over open-loop guidance, com­
parison study has been completed for the nominal ascent guidance. 
Test case 1 is used in this comparison study. Firstly, closed-loop simulation without wind 
is done, and the guidance commands, including the vehicle body axes and throttle setting, and 
flight time are saved in data file for use in open-loop mode. Secondly, closed-loop simulation 
with wind in presence is performed for the same mission. Thirdly, open-loop simulation with 
the presence of the same wind profile is performed. The open-loop guidance commands are 
loaded from the data file mentioned before. 
The three simulation results are summarized in Table 5.8. 
Table 5.8 Comparison of closed-loop and open-loop guidance 
CL without wind CL with wind OL with wind 
Ar/(m) 0.1351 0.0262 3101.2 
AVf(m/s) 0.4186 0.3176 5.9949 
Ao(km) 0.3856 0.5351 16.341 
Ai (deg) 9.87E-5 5.69E-5 -2.05E-2 
A-y (deg) 1.53E-4 3.63E-4 0.1284 
M (psf-deg) 909.4 1302. 1077.96 
mf (kg) 38206.3 38335.6 38206.3 
tf (s) 325.90 324.51 325.90 
It is easy to see that with wind in presence, open-loop guidance could not satisfy the orbital 
insertion conditions - the 6 orbital insertion condition errors are much larger than those in 
closed-loop mode. Open-loop guidance does not have the adaptability to eliminate the wind 
effects. Even though the open-loop guidance commands can be updated with the day-of-launch 
wind data, the difference between the wind data measured prior to launch and the wind data 
vehicle experiences in flight could still affect the final cutoff precision a lot. 
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On the contrary, closed-loop guidance satisfies the orbital insertion conditions very well 
even with wind in presence. It has more adaptability than open-loop guidance. Closed-loop 
guidance has the ability to handle the wind disturbance and even makes use of the wind as lift. 
5.8 Abort to Orbit 
Selection of an ascent abort mode may become necessary if there is a failure that affects RLV 
performance, such as the failure of a main engine or an orbital maneuvering system. Other 
failures requiring early termination of a flight, such as a cabin leak, might also require the 
selection of an abort mode. 
There are two basic types of ascent abort modes for launch vehicle missions: intact aborts 
and contingency aborts. Intact aborts are designed to provide a safe return of the RLV to a 
planned landing site. Contingency aborts are designed to permit flight crew survival following 
more severe failures when an intact abort is not possible. A contingency abort would generally 
result in a ditch operation. 
There are four types of intact aborts: abort to orbit (ATO), abort once around (AOA), 
transatlantic landing (TAL) and return to launch site (RTLS). 
• An ATO is an abort mode used to boost the orbiter to a safe orbital altitude when 
performance has been lost and it is impossible to reach the planned orbital altitude. This 
mode requires less performance and allows time to evaluate problems and then choose 
either an early deorbit maneuver or an orbital maneuvering system thrusting maneuver 
to raise the orbit and continue the mission. 
• The AOA is designed to allow the vehicle to fly once around the Earth and make a 
normal entry and landing. This mode generally involves two orbital maneuvering system 
thrusting sequences, with the second sequence being a deorbit maneuver. The entry 
sequence would be similar to a normal entry. 
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• The TAL mode is designed to permit an intact landing on the other side to the Atlantic 
Ocean. This mode results in a ballistic trajectory, which does not require an orbital 
maneuvering system maneuver. 
• The RTLS mode involves flying downrange to dissipate propellant and then turning 
around under power to return directly to a landing site or near the launch site. 
There is a definite order of preference for the various abort modes. Which abort mode is 
selected depends on the cause and timing of the failure causing the abort and which mode 
is safest or improves mission success. In cases where performance loss is the only factor, the 
preferred modes would be ATO, AOA, TAL and RTLS, in that order. The mode chosen is the 
highest one that can be completed with the remaining vehicle performance. In the case of some 
support system failures, such as cabin leaks or vehicle cooling problems, the preferred mode 
might be the one that will end the mission most quickly. In these cases, TAL or RTLS might 
be preferable to AOA or ATO. 
To demonstrate the ability of the guidance algorithm to autonomously adapt to abort sit­
uation, the abort mode - ATO is tested in the closed-loop simulations. All the 3 missions 
are tested with 50% thrust loss and various time of engine failure. The ATO test starts as a 
nominal ascent. At a given time, the engine failure occurs and total vacuum thrust loses 50%. 
Then the vehicle will be targeted to a new orbit. At the time when ATO begins, a new initial 
guess for the current guidance cycle will be obtained using the analytical vacuum optimal as­
cent guidance, and then the aerodynamic effects will be gradually introduced using homotopy 
method. Unlike traditional ascent guidance, no pre-mission or ground analysis are required for 
any of these ATO cases. Notice that it will be very difficult for open-loop guidance to handle 
ATO cases, since the time when the engine failure will occur and how many percentages of 
thrust will be lost are almost impossible to predict before launch. 
The simulation results are summarized in Table 5.9. In total, results of 9 different ATO 
cases and nominal ascent for each of the 3 missions are shown in the table. The times of 
engine failure, flight times and final masses are listed in the table. The result shows that with 
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Table 5.9 Abort to orbit simulations 
i = 51.6° i = 28.5° Î2 = -104° 
tato (sec) tf(sec) m/(kg) tf(sec) m/(kg) tf(sec) m/( kg) 
100 527.54 37039.71 522.89 37665.53 528.94 36982.45 
125 496.21 37909.85 491.54 38537.91 497.96 37803.36 
150 467.24 38455.22 462.67 39070.09 469.32 38303.99 
175 440.50 38694.34 436.12 39283.55 442.82 38510.61 
200 415.52 38691.98 411.37 39249.59 418.01 38484.43 
225 391.69 38530.45 387.77 39056.99 394.30 38307.00 
250 369.24 38313.25 365.46 38820.14 371.80 38088.01 
275 351.25 38166.41 347.50 38670.63 353.64 37949.89 
300 337.31 38131.72 333.49^ 38647.65 339.50 37930.29 
nominal 325.90 38206.34 323.66 38703.97 328.12 37999.60 
different time of engine failure, the ascent guidance algorithm can always target the RLV to 
the given orbit successfully. The earlier the time of engine failure, the longer the final flight 
time is, and the worse the performance (i.e. the final mass) is. If the engine failure occurs too 
earlier (less than 90s in this case), the left propellant will not be enough for pushing the RLV 
into the required orbit. In that case, the preferable abort mode should become AOA, TAL or 
RTLS, depending on the current condition. Cases of different percentage of thrust loss are also 
investigated. The results are similar to the case of 50% thrust loss. 
Figures 5.10, 5.15 and 5.20 depict the variations of altitude and velocity along the closed-
loop trajectories for different time of engine failure, for all the three missions. Figures 5.11, 
5.16 and 5.21 show the variations of throttle commands and axial thrust acceleration along the 
closed-loop trajectories. Figures 5.12, 5.17 and 5.22 illustrate the variations of flight-path angle 
and angle of attack along the closed-loop trajectories. Figures 5.13, 5.18 and 5.23 delineate 
the variations of the pitch and yaw angles. Figures 5.14, 5.19 and 5.24 depict the dynamic 
pressure and aq along the closed-loop trajectories. All the constraints are satisfied as before, 
even though the angle of attack increases after ATO. 
In summary, this closed-loop ascent guidance algorithm successfully adapts to ATO mode 
without pre-mission planning or any additional changes. 
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Figure 5.10 ATO - mission 1: Variations of altitude and velocity 
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Figure 5.11 ATO - mission 1: Variations of throttle and axial thrust accel­
eration 
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Figure 5.12 ATO - mission 1: Variations of flight-path angle and angle of 
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Figure 5.13 ATO - mission 1: Variations of pitch and yaw angle 
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Figure 5.14 ATO - mission 1: Variations of dynamic pressure and ctq 
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Figure 5.15 ATO - mission 2: Variations of altitude and velocity 
73 
nominal 
ato = 100 s 
ato = 150 s 
ato = 200 s 
o 100 200 300 500 600 400 
time (s) 
o) 
2 
100 200 300 
time (s) 
600 400 500 
Figure 5.16 ATO - mission 2: Variations of throttle and axial thrust accel­
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Figure 5.17 ATO - mission 2: Variations of flight-path angle and angle of 
attack 
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Figure 5.18 ATO - mission 2: Variations of pitch and yaw angle 
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Figure 5.19 ATO - mission 2: Variations of dynamic pressure and aq 
75 
nominal 
ato = 100 s 
ato = 150 s 
ato = 200 s 
100 200 300 400 
time (s) 
100 200 300 400 
time (s) 
500 600 
500 600 
Figure 5.20 ATO - mission 3: Variations of altitude and velocity 
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Figure 5.21 ATO - mission 3: Variations of throttle and axial thrust accel­
eration 
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Figure 5.23 ATO - mission 3: Variations of pitch and yaw angle 
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Figure 5.24 ATO - mission 3: Variations of dynamic pressure and aq 
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CHAPTER 6 CONCLUSION AND FUTURE WORK 
6.1 Summary and Conclusion 
The objective of this dissertation is the development of a closed-loop endo-atmospheric as­
cent guidance algorithm for the 2nd generation reusable launch vehicle. Special attention has 
been given to the issues that impact on viability, complexity and reliability in on-board imple­
mentation. This algorithm is called once every guidance update cycle to recalculate the optimal 
solution based on the current flight condition, taking into account atmospheric effects and path 
constraints. This is different from traditional ascent guidance algorithms which operate in a 
simple open-loop mode inside atmosphere, and later switch to a closed-loop vacuum ascent 
guidance scheme. 
A comprehensive treatment to the problem of optimal ascent of launch vehicles through 
the atmosphere is provided. Curve fits for the lift and drag coefficients and atmospheric den­
sity, pressure, speed of sound and thrust loss due to back pressure are used in the guidance 
formulation to reduce the computational burden imposed by aerodynamics modeling. Newto­
nian central gravity field is used to model the gravity with compromise between computational 
accuracy and modeling simplicity. Zero-sideslip formulation is chosen in the definition of ve­
hicle body axis frame. Optimality condition in closed form is solved to obtain the optimal 
control (thrust direction). Special treatment is given to the path constraints on axial thrust 
acceleration, dynamic pressure q and qa. 
The classical finite difference method is shown to be well suited for fast solution of the 
constrained optimal three-dimensional ascent problem, which can be interpreted as a special 
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form of collocation, but is conceptually simpler and easier to implement. The initial guesses 
for the solutions are generated using an analytical vacuum optimal ascent guidance algorithm. 
Homotopy method is employed to gradually introduce the aerodynamic forces to generate the 
optimal solution from the optimal vacuum solution. 
The vehicle chosen for this study is the Lockheed Martin X-33 lifting-body reusable launch 
vehicle. To verify the algorithm presented in this dissertation, a series of open-loop and closed-
loop tests are performed for three different missions. Wind effects are also studied in the 
closed-loop simulations. For comparison, the solutions for the same missions are also obtained 
by two independent optimization softwares. The comparison with the open-loop guidance 
software solutions clearly supports the validity of closed-loop endo-atmospheric ascent guidance 
algorithm. The orbital insertion condition errors are all within the acceptable limits and the 
three path constraints are satisfied very well. 
Investigation on the node number indicates that we can take advantage of the fast computa­
tional speed of using small node number of on-board application, and without losing any of the 
accuracy. The convergence speed is such that closed-loop endo-atmospheric ascent guidance 
should be achievable within the capability of the next generation flight computers. Further 
closed-loop simulation with winds shows that this closed-loop ascent guidance algorithm can 
automatically incorporate the wind in guidance solution, with no need of pre-launch adjust­
ments or extensive off-line planning. Simulation of ATO cases further proves the adaptability 
of the algorithm to autonomously incorporate the abort modes. 
6.2 Recommendations for Future Work 
The overall launch vehicle trajectory generation and guidance problem is very involved. For 
obvious reasons, many of the complexities of the problem are still resolved via groundbased 
computers and pre-mission analyses and procedures. It is the hope of the author that the 
research reported here and that of current researchers will one day lead to more capable and 
adaptive launch vehicles. Some recommendations for further research of the developed closed-
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loop ascent guidance algorithm are as follows. 
• This closed-loop ascent guidance algorithm needs to be fully tested in high-fidelity six 
degree of freedom trajectory simulators to verify and validate the logic and formulations; 
• This algorithm could be improved to handle different sets of terminal conditions to adapt 
to the requirements of different type of missions; 
• Multi-stage and multi-burn ascent guidance could be incorporated into the algorithm to 
increase the adaptability. Some work has been done to two-stage ascent guidance and 
burn-coast-burn cases; 
• Treatment of other types of abort, such as AOA, TAL and RTLS could be added to 
the algorithm. Such an effort could further improve the adaptability and feasibility for 
on-board application. 
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APPENDIX A VACUUM OPTIMAL ASCENT SOLUTION 
The analytical vacuum optimal ascent guidance solution combines a number of elegant 
results in optimal vacuum trajectory studies over the past three decades as summarized in 
Reference[16]. The key ingredients are the linear gravity approximation, the closed-form so­
lution of the costate equation, and closed-form solution of the sate equation using quadrature 
formulas. At the beginning of each guidance update cycle, let r0 be the dimensional position 
vector. The gravity acceleration g from this point on is approximated by a linear function of 
the position vector r 
g = = -w2r (A.l) 
ro 
where he is the gravitational parameter of the Earth, u; is the Schuler frequency at r0. In an 
ascent guidance problem, the correct direction of the gravity is more important than the accu­
racy of its magnitude. This approximation preserves the change of direction of the gravitational 
acceleration with r. The magnitude of g will be slightly different from that of a Newtonian 
central gravity field. But when ro is continuously updated by the radius at beginning of each 
guidance cycle, the effect of this difference will be negligible. 
Let go = /Wro be the magnitude of the gravity acceleration at r0. We normalize the 
equations of motion 2.9 with unit distance r0, unit time y/r0/go, and unit velocity y/r0go- The 
dimensionless equations of motion, with A = N = 0 for vacuum flight, become 
F = V 
(a.2) 
V = —r + T(r)lb 
where the Schuler frequency u> has become unity in the normalized time, and T(r) = T„oc/m(r) 50 
with T as the normalized time. Note that this normalization is done in each guidance cycle 
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with the ro being the radius at the beginning of that cycle. The Hamiltonian now is 
H = PJV + P£[-r + T(t)16] + FI( ï ï lb  - 1) (A.3) 
The optimality condition from dH/dlb = 0 yields 
(A.4) 2 f j ,  v 
The sufficient condition for the optimality condition in this case is d2H/dl2  = 2/i/3 < 0 
with J3 being an 3 x 3 identity matrix. We have n < 0, hence the well-known result that the 
optimal thrust direction in Eq. (A.4) must be aligned with that of the primer vector Py[23]. 
The costate equations 3.5 now become 
_ 
P r  = P„ 
Pv = -Pr 
The costate equations have closed-form solution of 
(A.5) 
P. M cos t/3 sin r/3 Pfo âfi(r) P«0 
- sin r/3 cos tI3 
of 1 
"Pro 
(A.6) 
where P„0 and Pr„ are the (unknown) initial conditions for the costate. Define 
i,(t) = r (o cos mo# a r i,(0d( 
Jo Jo 
I.T) = r^(C)sm(T((KAri,(CK 
Jo Jo 
(A.7) 
(A.8) 
Note that thrust acceleration T(-) is time-varying, because the mass is changing. Also the 
engine throttle may be adjusted according to Equation 3.56 for enforcing the axial acceleration 
constraint. It can be easily verified that the state equations have the solution of Reference [35] 
(A.9) r(r) = fi(r) r0 + T(r) IcM 
V(T) Vo L(r) 
where 
r(T) = sin t/3 - cos r/3 
cos tI3 sin r/3 
(A.10) 
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The integrals Ic and Is can be evaluated by a numerical quadrature scheme. Calise et al use 
the Simpson's rule[18]. We opt to use the Milne's rule because it only increases computation 
by a small margin, but offers considerably higher precision than the Simpson's rule[36] Let 
Ô = Tt0g0/4: where rtogo is the dimensionless time-to-go till main engine cutoff (MECO). The 
value of Ttogo is known for a fixed final-time problem or to be determined in a problem with free 
final time. With the Milne's rule, we have 
Ii(rtogo) = ^  [7t(0) + 321,(5) + 121,(25) + 321,(36) + 71,(45)] , i = c,s (A.ll) 
The Milne's rule has a truncation error proportional to 57, while for the same rtogo the 
Simpson's rule has a truncation error proportional to (25)5 = 3255 for the same 5. With the 
thrust integrals given in Equation A.ll and the costate given in Equation A.6 as function of 
its initial conditions, the state is found in closed-form from Equation A.9. Therefore the final 
state and costate are explicitly functions of P„0 and Pr„. Consequently, the total 6 terminal 
conditions 3.32 and 3.37 are functions of the 6 unknowns P„0 and Pro. 
In a problem with free final time, the 7th unknown is Ttogo, and the 7th condition is from 
condition 3.35. It can be shown that in a minimum-time problem for Keplerian orbit insertion as 
the terminal conditions 3.32, the condition 3.35 is automatically satisfied[20]. This conclusion 
is not necessary true for other performance indices or terminal conditions. In those cases the 
condition 3.35 need be examined and enforced if necessary. 
For minimum-time problem where J  =  ( f >  =  t f ,  the costate can be scaled by an arbitrary 
positive constant without changing any necessary conditions for the optimal control problem. 
Therefore P„0 and Pro are not completely independent because one can always scale the costate, 
for instance, so that ||P0|| = ||(P^0 PjT0)r|| = 1. One of the 6 components of P0 can be 
determined by the rest. But this still leaves us the ambiguity of determining the sign of that 
component of P0. We avoid this problem by still treating the problem as a seven-unknown 
problem (P0 plus rtogo), and adding a trivial condition to make up for the 7th terminal condition 
l|P(T,)|| = 1 (A-12) 
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From the costate equations A.5, it can be shown by simple differentiation that 
m = 0 (A. 13) 
GtT 
Therefore ||P(r)|| = constant. The condition (A.12) thus will always be trivially satisfied if we 
scale Pq to have ||P0|| = 1 (and we must, in order for the condition (A.12) to be met). 
In summary, the minimum-time vacuum ascent guidance problem becomes a root-finding 
problem with seven unknowns (P0 and TTOGO), six constraints 3.32 and 3.37 plus one "easy" 
constraint A. 12. Through the use of quadrature A.ll, all the final state Xf and costate P/ 
are explicit functions of the seven unknowns. The modified Newton method again works very 
well and the convergence occurs rapidly with almost any initial guesses that do not result in 
totally wrong initial thrust direction. All the Jacobians needed in the Newton iterations can be 
obtained analytically in a similar fashion as in Reference[16]. Once P0 and Ttogo are found, the 
entire state and costate histories are determined, and the current commanded thrust direction 
is in the direction of P„0. 
85 
BIBLIOGRAPHY 
[1] The Space Launch Initiative: Technology to Pioneer the Space Frontier, NASA Marshall 
Space Flight Center, Pub. 8-1250, FS-2001-06-12-MSFC, June 2001. 
[2] Freeman, D. C., Talay, T. A., and Austin, R. E., Reusable Launch Vehicle Technology 
Program, Acta Astronautica, Vol. 41, No. 11, 1997, pp. 777-790. 
[3] Freeman, D. C., Talay, T. A., and Austin, R. E., Single-Stage-to-Orbit - Meeting the 
Challenge, Acta Astronautica, Vol. 38, No. 4-8, 1996, pp. 323-331. 
[4] Hanson, J. M., New Guidance for New Launchers, Aerospace America, March 2003, pp. 
36-38. 
[5] Hanson, J. M., A Plan for Advanced Guidance and Control Technology for 2nd Genera­
tion Reusable Launch Vehicles, AIAA Guidance, Navigation, and Control Conference and 
Exhibit, Monterey, California, August 5-8, 2002. 
[6] McHenry, R. L., Brand, T. J., Long, A. D., Cockrell, B. F., and Thribodeau, J. R. Ill, 
Space Shuttle Ascent Guidance, Navigation, and Control, Journal of the Astronuatical 
Science, Vol. XXVI1, No. 1, January-March, 1979, pp. 1-38. 
[7] Lu, P., Sun, H., and Tsai, B., Closed-loop Endo-Atmospheric Ascent Guidance, Journal 
of Guidance, Control, and Dynamics, Vol. 26, No. 2, 2003, pp. 283-294. 
[8] Smith, I. E., General Formulation of the Iterative Guidance Mode, NASA TM X-53414, 
March 1966. 
86 
[9] Brown, K. R. and Johnson, G. W., Real-Time Optimal Guidance, IEEE Transactions on 
Automatic Control, Vol. AC-12, No. 5, 1967, pp. 501-506. 
[10] Brown, K. R., Harrold, E. F., and Johnson, G. W., Rapid Optimization of Multiple-Burn 
Rocket Trajectories, NASA CR-1430, September 1969. 
[11] Brown, K. R., Harrold, E. F., and Johnson, G. W., Some New Results on Space Shuttle 
Atmospheric Ascent Optimization, AIAA Paper NO. 70-978, 1970. 
[12] Kelly, W. D., Formulation of Aerodynamic Quantities for Minimum Hamiltonian Guidance, 
AIAA Guidance, Navigation and Control Conference, Hilton Head Island, SC, August 10-
12, 1992. 
[13] Bradt, J. E., Jessick, M. V. and Hardtla, J. W., Optimal Guidance for Future Space 
Applications, AIAA Guidance, Navigation and Control Conference, Monterey, CA, August 
17-19, 1987. 
[14] Cramer, E. J., Bradt, J. E., and Hardtla, J. W., Launch Flexibility Using NLP Guidance 
and Remote Wind Sensing, AIAA Guidance, Navigation and Control Conference, Portland, 
OR, 1990. 
[15] Hanson, J. M., Shrader, M. W., and Cruzen, A., Ascent Guidance Comparisons, Proceed­
ings of the AIAA Guidance, Navigation, and Control Conference, Scottsdale, AZ, August 
1-3, 1994. 
[16] C alise, A. J., Melamed, N., and Lee, S., Design and Evaluation of a Three-Dimensional 
Optimal Ascent Guidance Algorithm, Journal of Guidance, Control, and Dynamics, Vol. 
21, No. 6, 1998, pp. 867-875. 
[17] Leung, M. S. K. and Calise, A. J., Hybrid Approach to Near-Optimal Launch Vehicle 
Guidance, Journal of Guidance, Control, and Dynamics, Vol. 17, No.5, 1994, pp. 881-888. 
87 
[18] Calise, A. J., Further Improvements to a Hybrid Method for Launch Vehicle Ascent Tra­
jectory Optimization, AIAA Guidance, Navigation, and Control Conference and Exhibit, 
AIAA-2000-4261, Denver, CO, August 14-17, 2000. 
[19] Gath, P. F. and Calise, A. J., Optimization of Launch Vehicle Ascent Trajectories with 
Path Constraints and Coast Arcs, Journal of Guidance, Control, and Dynamics, Vol. 24, 
No. 2, 2001, pp. 296-304. 
[20] Dukeman, G. A., Atmospheric Ascent Guidance for Rocket-Powered Launch Vehicles, 
AIAA Guidance, Navigation, and Control Conference and Exhibit, AIAA-2002-4559, Mon­
terey, CA, August 5-8, 2002. 
[21] Dukeman, G. A. and Calise, A. J., Enhancements to an Atmospheric Ascent Guidance 
Algorithm, AIAA Guidance, Navigation and Control Conference, AIAA-2003-5638, Austin, 
TX, August 11-14, 2003. 
[22] Vinh, N. X., General Theory of Optimal Trajectory for Rocket Flight in a Resisting 
Medium, Journal of Optimization Theory and Applications, Vol. 11, No. 2, 1973, pp. 189-
202. 
[23] Lawden, D. F., Optimal Trajectories for Space Navigation, Butterworth, London, UK, 
1963, pp. 54-68. 
[24] Tartabini, P. V., Lepsch, R. A., Korte, J. J., and Wurster, K. E., A Multidisciplinary Per­
formance Analysis of a Lifting-Body Single-Stage-to-Orbit Vehicle, 38th Aerospace Sciences 
Meeting & Exhibit, Reno, NV, January 10-13, 2000. 
[25] Space Shuttle Mission Phases Notes, 
http: / / www.starsailor.com/download / mission .manual / document .outline .shuttle 
_mission_phases.pdf, StarSailor.com, Russell Space Center, 2005. Date retrived: March 1, 
2005. 
88 
[26] Bryson, A. E. and Ho, Y.-C., Applied Optimal Control, Washington: Hemisphere Pub­
lishing Corporation, New York, 1975. 
[27] Keller, H. B., Numerical Methods for Two-Point-Boundary-Value Problems, Blaisdell Pub­
lishing Company, Waltham, MA, 1968, pp. 91-100. 
[28] William, H., Numerical recipes in FORTRAN : the art of scientific computing, Cambridge 
University Press, Cambridge, UK, 1992, pp.589-608. 
[29] Bûcher, K. R. II and Pierson, B. L., A Perturbation Technique Applied to an Optimal 
Re-entry Control Problem, Astronautica Acta., Vol. 17, 1972, pp. 239-244. 
[30] X-33 VentureStar, http://www.fas.org/spp/guide/usa/launch/x-33.htm, FAS.com, Feder­
ation of American Scientists. Date retrieved: March 15, 2005. 
[31] X-33 Summary, 
http://www.spaceandtech.com/spacedata/rlvs/x33 _sum.shtml, 
SpaceAndTech.com, 2001. Date retrieved: March 15, 2005. 
[32] Lockheed Martin X-33 Reusable Launch Vehicle Prototype, 
http: //www.aerospaceweb.org/aircraft / research/x33/index.shtml, 
AircraftMuseum.com, 2001. Date retrieved: March 15, 2005. 
[33] Betts, J. T. and Huffman, W. P., Sparse Optimal Control Software: Versions.0, The Boeing 
Company, Seattle, WA, June 2000. 
[34] Ross, I. M. and Fahroo, F., User's Manual for DIDO 2001 (a): A MATLAB™ Applica­
tion Package for Dynamic Optimization, Technical Report NPS-AA-01-003, October 2001, 
Naval Postgraduate School, Monterey, CA. 
[35] McAdoo, S. F., Jezewski, D. J., and Dawkins, G. S., Development of a Method for Optimal 
Maneuver Analysis of Complex Space Missions, NASA TN D-7882, April 1975. 
89 
[36] Stoer, J. and Bulirsch, R., Introduction to Numerical Analysis, Springer-Verlag, 1980, pp. 
256-262. 
