On best uniform affine approximants of convex or concave real valued
  functions from $\mathbb R^k$, Chebyshev equioscillation and graphics by Damelin, Steven B. et al.
On Min-Max affine approximants of convex/concave real valued
functions from Rk
Steven B. Damelin ∗ David L. Ragozin † Michael Werman‡
September 1, 2019
Abstract
We provide a complete characterisation of Min-Max affine approximants of any continuous con-
vex/concave function f : ∆ ⊂ Rk −→ R where ∆ is a simplex in Rk, k ≥ 1 providing a unique explicit best
approximant formula. Even in the k = 1 case, an interval, our main result provides an extension of [[1],
Corollary 7.6.3]. For k = 1, our main result also provides an extension of the Chebyshev Equioscillation
Theorem [1, 2, 3] for linear approximants with an explicit unique formula for the best approximant. We
show how we may apply our main result to a problem in graphics.
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1 Introduction.
Let f : ∆ ⊂ Rk −→ R be convex/concave where ∆ is a simplex in Rk, k ≥ 1. In this paper, we study Min-Max
affine approximants to f and obtain a complete characterisation of these approximants providing a unique
explicit best approximant formula. Even in the case of an interval, k = 1, our main result Theorem 2.1
provides an extension of [[1], Corollary 7.6.3]. For k = 1, our main result also provides an extension of the
Chebyshev Equioscillation Theorem [1, 2, 3] for linear approximants with an explicit unique formula for the
best approximant. We show how we may apply our result to a problem in graphics.
Here and throughout: k, 1 ≤ k <∞, denotes a fixed positive integer. Rk is Euclidean k space. |.| is the
Euclidean norm in Rk and ∆ a simplex in Rk. For a continuous function g : Rk → R, and ∆, we adopt the
usual convention of: 2
‖g(x)‖∞(∆) := sup
x∈∆
|g(x)| .
We will use numerical subscripts to denote scalar components so for example when we write x we mean
a vector (unless x ∈ R) and x1, x2 are real components of x. Similar conventions will be used with other
letters.
Indeed we will answer the following
1.1 Problem.
Let f : ∆ ⊂ Rk → R be a continuous convex/concave function where ∆ is a simplex in Rk.
Solve the Min-Max approximation problem (1.1) to f over ∆. Equivalently, find a vector α in Rk and a
scalar β which solve
min
{α,β}
‖f(x)− (α · x+ β)‖∞(∆). (1.1)
2 Main Result.
Our main result is
Theorem 2.1. Let {a1, . . . , ak+1} be k + 1 affinely independent points in Rk so that their convex hull
∆ = CH(a1 . . . ak+1) is a k-simplex and assume f : ∆ ⊂ Rk → R is a continuous convex or concave function
over ∆. Then the Min-Max affine approximant to f over ∆ is the hyperplane average σ := pi+ρ2 , where pi
is the affine hyperplane AS((a1, f(a1)) . . . (ak+1, f(ak+1))) in Rk+1 and ρ is the tangent hyperplane to the
graph of f parallel to pi. Here AS denotes the affine span and any hyperplane τ is identified with its graph
{(x, τ(x)) ∈ Rk+1 : x ∈ Rk}.
3 Background and an extension of the Chebyshev Equioscillation
theorem to Rk.
Our main result Theorem 2.1 falls into a class of best approximation problems of the type:
inf
f∈F
max
x∈X
|f(x)− g(x)|. (3.1)
Here, X ⊂ Rk is some given compact metric space and g : Rk → R a function. The approximation of g on
X is via a family F of functions f : Rk → R. Throughout, X, g, k, |.|, F must always be such that together
(3.1) is finite and well defined. There is an extensive literature on this subject and we refer the reader to
[2, 1, 3] and the many references cited therein for a flavor of this beautiful problem.
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Theorem 2.1 studies Min-Max affine approximants to convex/concave f and produces a complete charac-
terisation of these approximants providing a unique explicit best approximant formula. This is in Section 4.
Even in the case of an interval, k = 1, our main result Theorem 2.1 provides an extension of [[1], Corollary
7.6.3]. We show how we may apply our result Theorem 2.1 to a problem in graphics. See Section 6.
4 The Proof of Theorem 2.1.
The key ideas in the proof of Theorem 2.1 are the two equivalent definitions of a convex function. f :
∆ ⊂ Rk → R is convex provided for all γi ≥ 0 : Σk+1i=1 γi = 1, and any affine independent set of k + 1
points {a1, . . . , ak+1}, f(Σk+1i=1 γiai) ≤ Σk+1i=1 γif(ai), i.e. the graph of f over the convex hull of k + 1 affinely
independent points lies below the convex hull of the k + 1 image points {(ai, f(ai) : 1 ≤ i ≤ k + 1}, or
equivalently, for each x ∈ ∆, and each tangent plane at (x, f(x)) with slope η ∈ Rk, f(y) ≥ f(x)+η ·(y−x),
for all y ∈ ∆, i.e. the graph of f lies on or above any tangent hyperplane.
For the proof of Theorem 2.1, we advise the reader to use Figure 1 for intuition.
Proof. First assume that f is convex, so its graph over ∆ lies on or below the hyperplane pi. Let −2d :=
inf{l : pi + lek+1 ∩ graph(f) 6= ∅}. Then any admissible l must satisfy l ≤ 0 and so this in turn means
d ≥ 0. Here, ek+1 is the k + 1st basis vector in Rk+1 so each admissible l gives a downward translate
of pi with non-empty intersection with the graph of f . Since ∆ is compact and f is continuous, the inf
is actually a min and so their exists at least one graph point (y, f(y)) on ρ := pi − 2d. Thus ρ is a
supporting hyperplane (tangent plane if f is differentiable) at (y, f(y)). Moreover at the points ai an easy
computation shows pi − d = (2pi − 2d)/2 = (pi + ρ)/2 = ρ + d. These and the construction of σ imply
f(ai) − σ(ai) = d = σ(y) − f(y). We also observe that ∀z ∈ ∆, |f(z) − σ(z)| ≤ σ(y) − f(y) = d, as f(z)
is between pi and ρ whose midplane is σ. Now with the above in hand we are able to argue as follows.
Assume µ is a best affine approximating plane. Then first µ(ai) ≥ σ(ai), i ∈ [1 . . . k + 1] otherwise the
maximal distance increases. On the other hand, writing y =
∑k+1
i=1 γiai for constants γi ≥ 0 : Σk+1i=1 γi = 1, we
have µ(y) =
∑k+1
i=1 γiµ(ai) ≤ σ(y) otherwise the maximal distance increases. We deduce that µ = σ. This
concludes the proof of Theorem 2.1 in case f is convex.
In the case that f is concave, since pi = AS((a1, f(a1)) . . . (ak+1, f(ak+1))) and the graph of f over ∆
lies on or above pi, we can repeat the convex argument replacing d by − d, inf by sup and interchanging
≤ and ≥. Alternatively note −f is convex and verify the negative of the solution for −f is just pi+ρ2 .
Note that even if f is not convex (or concave) and not even smooth the method produces a Min-Max
approximation for the k+2 points comprised of the k+1 points (a1, f(a1)) . . . , (ak+1, f(ak+1)) and (y, f(y)).
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Figure 1: Illustration of Theorem 2.1. The secant pi is the convex hull of k + 1 values (xi, f(xi)) and ρ the
tangent. The convexity of f leads to the fact that the plane, σ, with same slope halfway between pi and ρ is
the best affine approximation.
5 Chebyshev Equioscillation theorem.
For k = 1, our main result Theorem 2.1 provides an extension of the Chebyshev Equioscillation Theorem
[1, 2, 3] for linear approximants with an explicit unique formula for the best approximant. We explain this.
Fixing a continuous function f : [p, q]→ R defined on an interval [p, q], p < q, the Chebyshev polynomial
hˆl (when it exists) of degree at least l ≥ 1, is the polynomial which best approximates f in the Min-Max
norm on [p, q], i.e, 2
hˆl = arg min
hl∈Πl
‖f − hl‖∞[p,q]
where Πl is the set of polynomials of degree at most l.
With this concept in hand, the following is folklore.
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5.1 The Chebyshev Equioscillation Theorem.
Theorem 5.2. Let f : [p, q]→ R be continuous. Then hˆl exists if there exists l+ 2 points {x1, ..., xl+2} with
p ≤ x1 < ... < xl+2 ≤ q such that
f(xi)− hˆl(xi) = w(−1)i‖f − hˆl‖∞[p,q], w = ±1. (5.1)
We may assume that p < q and for the moment we do not assume anything about f : [p, q]→ R. Define
now a linear function L : [p, q]→ R from f in terms of parameters d and y to be determined later as follows:
L(x) = f(y) + d+m(x− y), x ∈ [p, q]. (5.2)
Now since L(y)− f(y) = d, if we assume L(p)− f(p) = −d = L(q)− f(q) then
d = f(p)− L(p) = f(p)− f(y)− d−m(p− y).
Thus
d =
f(p)− f(y)
2
− m
2
(p− y).
Also,
d = f(q)− L(q) = f(q)− f(y)− d−m(q − y).
So:
f(p)− f(y)
2
− m
2
(p− y) = f(q)− f(y)
2
− m
2
(q − y).
Thus m = f(q)−f(p)p−q in the case when f or −f is a convex and differentiable function, by the mean value
theorem.
It is clear that we have proved Theorem 2.1 once we are able to choose r to maximize d if this is possible
for the given f . In the case when f is convex, we see that m = f ′(r). It is clear that the argument works
when f is concave, which implies −f is convex,
In the case of k = 1, we could write
ax+ b
cx+ d
==
((
a
c
) (
x+ dc − dc
)
+ bc
)(
x+ dc
)
=
a
c
+
(
b
c −
(
a
c
) (
d
c
))(
x+ dc
)
which is either an upward or downward hyperbola for which the secant between [p, q] lies above (or below)
the curve. Then following the ”mean value ” argument, leads to r with derivative =slope and via our
visualization leads to a line with the same slope but halfway between the secant and tangent to r.
6 Application to graphics.
One consequence of Theorem 2.1 relates to a problem in graphics.
We are given a flat object O and want to render it from a certain perspective, camera setup. The resulting
image is a projective (AKA perspective or homography) transformation of O, P (O). Thus, each pixel (color)
in O, (an ordered pair (x1, y1) in R2) is transformed to a new pixel location (point) 2 via the action of P(
x1
y1
)
7→ 1
dx1 + ey1 + j
(
a1x1 + b1y1 + c1
a2x1 + b2y1 + c2
)
.
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Practically, to render this object which can have 10’s of millions of pixels it is useful to have a good fast
approximation of the transformation not entailing division which can cause numerical instabilities. Thus we
seek affine approximants to P . One known method is to simply take the linear terms of the Taylor expansion
of each component around one point. We propose exploiting the fact that for each component of P , there
is a line through the plane with the following property: It divides each of the open half planes where the
denominator of P is not zero into two regions where the component is convex on one side and concave on
another.
The intersections of a region of convexity or concavity of the first and second components of P give
convex domains and on each such domain, we can apply Theorem 2.1 to find a Min-Max approximation of
each component of P on any triangle ∆ (simplex) contained entirely in one of these domains. Combining
the two component solutions, we can form the affine transformation A of 2-space given by
A :
(
x1
y1
)
7→
(
α1x1 + β1y1 + γ1
α2x1 + β2y1 + γ2
)
.
We show in the next figure a few examples of the various affine approximations A of projective transfor-
mations P .
The first column is the original image O, the second column is the the image transformed by a projective
transformation P , modelling a new viewpoint, the third column is the transformation based on the affine
approximation A described above of P using Theorem 2.1 and a user defined triangle while the fourth column
is computed using a Taylor series approximation of P around the image’s center. The images in column 3
should visually look closer to those in column 2 than those in column 4, the Taylor approximation.
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