In this paper, we prove a maximum principle for the p-Laplacian with a sign-changing weight. As an application of this maximum principle, we study the existence of one-sign solutions for a class of quasilinear elliptic problems.
Introduction
Recently, Dai and Ma [4] studied the existence of one-sign solutions for the following pLaplacian problem
where Ω is a bounded open subset of R N , −∆ p u = −div(|∇u| p−2 ∇u) with 1 < p < N is the p-Laplacian of u, f : Ω × R → R is a continuous function. Under the assumption that f (x, s) satisfies signum condition f (x, s)s > 0 for s = 0 and crosses the first eigenvalue of −∆ p , they showed that the above problem possesses at least a positive solution and a negative one.
Naturally, one may ask what will happen if f does not satisfy the signum condition. The main purpose of this paper is to establish a result similar to that of [4] for the following p-Laplacian problem −∆ p u = m(x)f (u) in Ω, u = 0 on ∂Ω,
where m : Ω → R is a continuous negative function with m ≡ 0 in Ω and f : R → R is continuous and satisfies: 
It is well-known that
possesses one principal eigenvalues λ 1 (see [2] ). Moreover, if m changes sign in Ω, problem (1.2) possesses two principal eigenvalues λ + 1 and λ − 1 (see [3] ) with
Furthermore, we also suppose that
Obviously, the methods used in [4] cannot be used to deal with problem (1.1) because we does not require that f satisfies the signum condition f (s)s > 0 for s = 0, which raises the essential difficulty. In order to overcome this difficulty, we use a maximum principle which will be proved in Section 2. More precisely, we consider the following problem
where m is a changing-sign function.
. The main result of this work is the following maximum principle.
For the case of p = 2, Hess and Kato [8, Corollary 2] proved that the condition is sufficient. For m(x) ≡ 1 in Ω, Fleckinger et al. [7, Theorem 5] showed that the condition is sufficient and necessary. Thus, the result of Theorem 1.1 has extended and improved the corresponding ones to [7, 8] .
In particular, we have the following corollary.
in Ω and u be a solution of problem (1.3). Then u > 0 (< 0) in Ω if and only if λ ∈ (0, λ 1 ). Remark 1.1. Note that the result of Corollary 1.1 is enough for this work. We prove more general result like as Theorem 1.1 because we believe that it will be useful in dealing with nonlinear problems with indefinite weight. We shall discuss this kind of problems in our future work.
On the basis of Corollary 1.1, we obtain the following result. 
possesses at least a positive and one negative solution.
2 Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1. As usually, we use · to denotes the norm of W Proof of Theorem 1.1. We first prove that the condition is necessary. We divide the proof into two cases.
If u is a positive solution of problem (1.3) for h ≥ 0, multiplying (1.3) by u and integration over Ω, we obtain that
It follows that
This relationship together with the variational characterization of λ 
For any ε > 0, we apply Picone's identity [1] to the pair u 1 , u + ε. We obtain that 0 ≤ λ
We get a contradiction. Case 2. λ < 0. We restate problem (1.3) as the following form
where λ = −λ, m = −m. Let λ 
By reasoning as above, we obtain λ < λ + 1 . It is well-known that λ
and u is a solution of problem (1.3) for h ≥ 0. We also divide the proof into two cases. Case 1. λ ≥ 0. We obtain by multiplying problem (1.3) by u − and integration over Ω:
Then, it follows from (2.1) that
So we have λ
Hence u − ≡ 0, so that u ≥ 0. We rewrite problem (1.3) as the following form
The strong maximum principle of [9] implies that u > 0 in Ω. Case 2. λ < 0. By an argument similar to (2.2), we obtain
Thus u − ≡ 0 which follows u ≥ 0. We rewrite problem (1.3) as
The strong maximum principle of [9] implies that u > 0 in Ω.
Proof of Theorem 1.2
In this section, based on Theorem 1.1 and the bifurcation result of [6] , we study the existence of one-sign solutions for problem (1.1). From now on, for simplicity, we write X := W
The existence of one-sign solutions of problem (1.1) is related to the following eigenvalue problem
where λ ∈ R is a parameter. Thus showing that problem (1.1) has a solution is equivalent to show that problem (3.1) has a solution for λ = f 0 . Applying Theorem 4.5 of [6] to problem (3.1), we obtain that there are two distinct unbounded sub-continua C + and C − , consisting of the continuum C emanating from (λ 1 , 0).
Proof. We have that (λ * , u) satisfies
We do the proof for the case u > 0 in Ω, the case u < 0 being similar. Problem (3.2) can be written as
Choosing λ * such that
It follows from Corollary 1.1 that 0 < λ * − λ * < λ 1 . Thus, we get
This completes the proof.
Proof of Theorem 1.2. We only prove the isolated property of f 0 < λ 1 < f ∞ since the case f 0 > λ 1 > f ∞ is completely analogous. We shall show that C σ crosses the hyperplane {f 0 } × X in R × X. Obviously, we have f 0 < λ 1 . Let (λ n , u n ) ∈ C σ where u n ≡ 0 satisfies |λ n | + u n → +∞. Lemma 3.1 implies that there exists a positive constant M such that |λ n | ≤ M for each n ∈ N. It follows that u n → +∞ as n → +∞.
We divide the equation
by u n and set u n = u n / u n . Theorem 4.5 of [6] implies that u n > 0 (or < 0) in Ω. It follows that u n = u n u n → +∞ (or −∞) as n → +∞. Thus, we have
Since u n is bounded in X, after taking a subsequence if necessary, we have that u n ⇀ u for some u ∈ X and u n → u in L p ′ (Ω). By (3.3) and the compactness of R p : L p ′ (Ω) → X (see [5, p .229]) we obtain that − ∆ p u = λ + f ∞ − f 0 mϕ p (u) , where λ = lim n→+∞ λ n , again choosing a subsequence and relabeling it if necessary.
It is clear that u = 1 and u ∈ C σ ⊆ C σ since C σ is closed in R × X. Therefore u ≡ 0, i.e., λ + f ∞ − f 0 is an eigenvalue of problem (1.2). So we have λ = λ 1 + f 0 − f ∞ < f 0 . Therefore, C σ crosses the hyperplane {f 0 } × X in R × X.
