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We present a search for the associated production of charginos and neutralinos in pp¯ collisions
at
√
s = 1.96 TeV. The data were collected at the Collider Detector at Fermilab (CDF II) and
4correspond to integrated luminosities between 0.7 and 1.0 fb−1. We look for final states with one
high-pT electron or muon, and two additional leptons. Our results are consistent with the standard
model expectations, and we set limits on the cross section as a function of the chargino mass in
three different supersymmetric scenarios. For a specific MSSM scenario with no slepton mixing we
set a 95% C.L. limit at 151 GeV/c2.
PACS numbers:
I. INTRODUCTION
Supersymmetry [1, 2] (SUSY) is a proposed sym-
metry of nature. It predicts the existence of su-
persymmetric partners for the standard model (SM)
particles, called gauginos (higgsinos) for the gauge
(Higgs) bosons, and squarks/sleptons for fermions.
The lightest SUSY particle is referred to as the LSP.
If SUSY is an exact symmetry, the supersymmetric
and the SM particles have the same mass, related cou-
plings, and spin differing by 1/2. As a consequence
of the non-observation of light SUSY particles, such
as the selectron, SUSY must be a broken symme-
try, if realized. Several symmetry breaking models
have been discussed in the past years. The gravi-
tational interactions are responsible for the symme-
try breaking in the mSUGRA [3] scenario, whereas
the ordinary gauge interactions are the source of
SUSY breaking in the GMSB [2] model. In bro-
ken SUSY, gauginos and higgsinos combine to form
mass eigenstates called charginos (χ˜±1,2) and neutrali-
nos (χ˜01,2,3,4). The lightest neutralino, χ˜
0
1, can be the
LSP. SUSY is one of the most promising theories of
physics beyond the SM as it can accommodate grav-
ity and unify the gauge interactions. In SUSY mod-
els where R-parity [4] is conserved, the LSP is stable
and only weakly interacting, and thus is a viable dark
matter candidate.
Experimental bounds on the gaugino masses are
∗With visitors from aUniversity of Athens, 15784 Athens,
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set by the LEP experiments at 103.5 GeV/c2 for
the lightest chargino, in scenarios with large sfermion
masses [5], and at 50.3 GeV/c2 for the lightest neu-
tralino in mSUGRA. These constraints are very ro-
bust within mSUGRA-inspired SUSY models and do
not depend on the chargino decay modes, except for a
few pathological cases [6]. The DO collaboration ex-
cludes the chargino mass below 117 GeV/c2 in a spe-
cific SUSY breaking scenario described in [7], where
the standard mixing between the left and the right
components in the third generation families is sup-
pressed.
In this article we present a search for the associ-
ated production of the lightest chargino χ˜±1 and the
second-lightest neutralino χ˜02 (shown in Fig. 1), per-
formed as a counting experiment in data collected by
the CDF detector. Charginos and neutralinos can
FIG. 1: Leading-order Feynman diagrams for chargino
and neutralino associated production. The interaction is
mediated through virtual W (left) and squark (q˜, right).
be among the lightest SUSY particles in the mod-
els we explore, with associated production cross sec-
tions within the reach of the Tevatron collider [8]. If
these sparticles decay leptonically within the detec-
tor, the final state is characterized by the presence
of leptons and significant missing energy [9], E/T, due
to particles escaping detection. While the process
χ˜±1 χ˜
0
1 → ℓνχ˜01χ˜01 results in a final state with ℓ+E/T,
which has a large inclusive W background, the dis-
tinct signature of χ˜±1 χ˜
0
2 → ℓℓℓνχ˜01 makes the search
for the associated production of chargino χ˜±1 and neu-
tralino χ˜02 (see Fig. 2), one of the most powerful tests
of SUSY at hadron colliders.
The paper is organized as follows. Section II con-
tains a brief description of the CDF detector. Sec-
tion III presents the lepton identification procedure
5FIG. 2: Chargino and neutralino decay modes. The ℓ˜ and
the ν˜ are the SUSY counterparts of the lepton and the
neutrino.
and measurement of misidentification rate. In Sec-
tion IV we discuss the backgrounds and in Section V
we describe the event selection. In Section VI we
present the estimated systematic uncertainties, fol-
lowed by the validation of the analysis procedure in
Section VII. The searches presented in this paper are
not targeted at a specific model, but rather are de-
signed to cover a large range of possible new physics
scenarios in which events with three leptons and sig-
nificant missing transverse energy are predicted at
rates larger than the SM predictions. Nevertheless,
based on the results presented in Section VIII, we
set limits as a function of the chargino mass in sev-
eral SUSY scenarios (Section IX). The results of the
analysis presented in this paper are combined with
results of similar searches carried out at CDF to fur-
ther improve the sensitivity [10].
II. EXPERIMENTAL APPARATUS
The CDF II detector [11] is a general-purpose
detector with approximate azimuthal and forward-
backward symmetry. CDF combines precision
charged-particle tracking with projective calorimeter
towers and muon detection. In the detector coor-
dinate system, φ is the azimuthal angle around the
beam axis and η is the pseudorapidity defined as
η = − ln tan(θ/2), where θ is the polar angle from
the beam axis. The radial distance to the beam axis
is referred to as r.
The tracking system is composed of an inner sili-
con detector (1.5 < r < 29.0 cm) and an outer drift
chamber (COT, 40 < r < 140 cm). These detec-
tors provide three-dimensional vertex measurement
and track reconstruction efficiency above 90% in the
pseudorapidity range |η| < 2.0. For the leptons in
our search, the resolution on the impact parameter is
≈ 40 µm, including ≈ 30 µm for the beam size. Sur-
rounding the tracking system is a solenoidal magnet
which provides a 1.4 T field aligned parallel to the
beam. From the curvature of a track in the magnetic
field, we determine the transverse momentum pT of
charged particles. The momentum resolution of the
outer tracking is σ(pT)/p
2
T = 0.0017 c/GeV.
Two layers of sampling calorimeters, one for detect-
ing electromagnetic particles and the other to mea-
sure the remaining hadronic energy, cover the range
|η| < 3.6. The central electromagnetic calorimeter
(CEM) surrounds the solenoid within |η| < 1.1. It
consists of lead sheets separated by polystyrene scin-
tillator with an energy resolution of 13.5%/
√
ET ⊕
1.5%, where ET = |E| sin θ is measured in GeV.
The CEM is segmented into 24 wedges per side; each
wedge spans an angle of approximately 15 degrees in
φ and is divided into ten towers of ∆η = 0.11. At nor-
mal incidence the total depth corresponds to about
18 radiation lengths (X0). A proportional chamber
(CES) is embedded in each CEM wedge at the shower
maximum and provides good spatial resolution and
shower shape information used for electron and pho-
ton identification. The central hadronic calorimeter
(CHA), positioned outside the CEM, matches the
CEM segmentation into 24 wedges but uses steel ab-
sorbers interspersed with acrylic scintillators. There
are 23 layers in the CHA and each layer is com-
posed of one inch of steel and one centimeter of
scintillator. The end wall calorimeter and the end
plug calorimeter complete the coverage in the re-
gions 0.8 < |η| < 1.2 and 1.1 < |η| < 3.6, re-
spectively. The plug calorimeter consists of a lead-
scintillator electromagnetic section (PEM) and an
iron-scintillator hadronic section (PHA). The PEM
resolution is 16%/
√
ET ⊕ 1%. The PEM also con-
tains a shower maximum detector (PES).
The muon system is installed outside the calorime-
ters. The innermost four-layer drift chamber system
(CMU) can detect minimum ionizing particles with
transverse momenta larger than 1.4 GeV/c. An ad-
ditional four-layer drift chamber (CMP) is located
outside the magnet return yoke and detects parti-
cles with pT > 2.0 GeV/c. The CMU-CMP cover-
age (|η| < 0.6) is extended up to |η| < 1.0 by the
central muon extension chambers (CMX). Outside
the CMP and CMX chambers are scintillator detec-
tors providing additional timing measurements. The
last set of muon detectors (IMU) covers the region
1.0 < |η| < 1.5. The information from the IMU
chambers is not used in this analysis.
The luminosity is measured from the total inelastic
6pp¯ cross-section using Cherenkov counters located in
the 3.7 < |η| < 4.7 region.
The CDF trigger has a three-level architecture.
The first level (L1) is a custom-designed hardware
trigger which makes a fast trigger decision based on
preliminary information from the tracking, calorime-
ter, and muon systems with an average accept rate
of 25 kHz. The second level (L2) uses both custom
hardware and a software-based event reconstruction
with an accept rate of 750 Hz. The third level (L3)
uses the offline reconstruction software and selects
events for storage with a rate of up to 85 Hz [12].
III. LEPTON IDENTIFICATION
A. Lepton identification probability
We use different constraints on identification vari-
ables for high-pT (pT > 20 GeV/c) and low-pT (pT
< 20 GeV/c) leptons due to different detection char-
acteristics and also due to the trigger requirements.
These identification criteria are described below and
are summarized in Tables I through III.
Reconstructed central tracks must have at least five
hits out of 12 possible in at least three (two) out of
four axial (stereo) COT super layers, to ensure high
reconstruction efficiency and purity. We accept only
tracks originating within ±60 cm from the center of
the detector, and we apply a cut on the impact pa-
rameter (d0, see Table I) to suppress cosmic rays and
secondary vertices. The impact parameter is the ra-
dial distance of closest approach between the track
and the beam line. For each beam-constrained COT
track, we place a requirement on the fit quality χ2
normalized by the number of degrees of freedom in
the track fitting. The efficiency of reconstructing a
track is measured separately in calorimeter triggered
W → eν events as described in [13].
A candidate electron in the central region is a track
pointing to an electromagnetic calorimeter cluster.
If the ratio of the energy measured in the hadronic
calorimeter to that measured in the electromagnetic
calorimeter is small, we define it as a “loose” elec-
tron. Additional requirements on the shower shape
and the energy to momentum ratio are imposed to se-
lect high purity, “tight” electrons. One such require-
ment, the lateral shower sharing profile (Lshr) com-
pares the energy sharing between neighboring CEM
towers to the expectation from test beam data. We
also restrict the matching between the shower and
the track, both the distance in the r-φ plane (Q·∆x,
where Q is the lepton charge), and in the r-z plane
(|∆z|). In addition we also restrict the χ2 of the fit to
the shower profile in the CES, and to test beam data.
A similar procedure based on the χ2 from comparing
the tower energy distribution is applied to electrons
reconstructed in the plug calorimeter. In this case
only tracks within |η| < 2 and with silicon hits are
accepted. The collimation of the shower shape in the
PES is also restricted, by requiring that the energy
in the middle five strips of a PES cluster should be
more than 65% of the energy in all nine strips. If the
track associated to the candidate electron is consis-
tent with coming from a γ → e+e− conversion, the
candidate electron is rejected. The photon conversion
identification algorithm defines an electron as origi-
nating from a conversion if the azimuthal separation
of the electron candidate and any oppositely-charged
track at the tangency point (Dxy = R × ∆φ where
R is the conversion radius) is less than 0.2 cm and
the difference in polar angle (∆ cot θ) is smaller than
0.04. The measurement of the conversion identifica-
tion efficiency is described in Section IVB1.
Tracks with small energy deposits in the calorime-
ters and matched stubs [14] in the CMU and CMP
(or CMX only) muon chambers are candidates for
the CMUP (CMX) muon category. The matching
between the extrapolated track and the stub in the
chamber (|∆x|, where x is the local linear coordinate
in the transverse plane) has to be within a certain
range (refer to Table III). If a track has pT less
than 20 GeV/c, the effect of multiple scattering is
enhanced and thus we set a less stringent require-
ment. For CMX muons we restrict our selection to
tracks that pass through all eight super layers of the
COT. The efficiency of finding a stub in the first place
is measured separately and combined with the other
identification measurements.
Other muons in an event are also included if they
fall in the muon category called “central minimum
ionizing objects” (CMIO’s). This category is com-
posed of tracks with pT greater than 10 GeV/c for
which the track does not extrapolate to the fidu-
cial region of the CMU and CMP or CMX cham-
bers [15]. In this case we constrain the selection to
muon candidate tracks with a non-zero calorimeter
energy deposit to suppress tracks entering uninstru-
mented parts. This extends the muon coverage to
|η| < 1.5, with lower efficiency and lower purity for
|η| > 1.2.
Since leptons from χ˜±1 and χ˜
0
2 decays are expected
to be well separated from each other and from other
objects in the event, [16], we restrict our studies to
isolated electrons and muons. To decide whether a
lepton is isolated or not we sum up the calorime-
ter transverse energy (EconeT ) in a cone of ∆R =√
∆η2 +∆φ2 < 0.4 around, but not including, the
7energy deposited by the lepton. We require EconeT to
be less than 2 GeV for the loose CMUP and CMX
muons. The EconeT is required to be smaller than 10%
of the muon pT (electron ET) for other lepton cate-
gories, or if the muon pT (electron ET) is above 20
GeV/c (GeV).
TABLE I: Requirements for central tracks
Variable Cut
no. axial COT super layers ≥ 3 with ≥ 5 hits
no. stereo COT super layers ≥ 2 with ≥ 5 hits
|z0| < 60 cm
|d0| (no silicon hits) < 0.2 cm
|d0| (silicon hits) < 0.02 cm
Muon tracks:
COT exit radius (CMX) > 140 cm
χ2 (first 350 pb−1) < 2.8
χ2 (otherwise) < 2.3
TABLE II: Electron selection criteria
Variable Cut
Loose electron:
Central track
Not conversion
|η| < 1
EHad/EEM < 0.055+0.00045· EEM GeV
EconeT /ET < 0.1
Tight electron:
As electron1 except
E/p (pT < 50 GeV/c) < 2
Lshr < 0.2
χ2strips < 10
Q ·∆x > -3.0, < 1.5 cm
|∆z| < 3.0 cm
Plug electron:
Track with Silicon hits
Not conversion
|η| > 1.2 < 2.0
EHad/EEM < 0.055 GeV
EconeT /ET < 0.1
E/p < 3
PES 5/9 (see text) > 0.65
χ2PEM < 10
The primary data sample used to measure trigger
and identification efficiencies for leptons with pT (ET)
TABLE III: Muon selection criteria
Variable Cut
Base muon:
Central track
EEM < 2 GeV
EHad (pT ≥ 20 GeV/c) < 6 GeV
EHad (pT < 20 GeV/c) < 3.5 + pT /8 GeV
Tight CMUP/CMX muon:
Base muon
EconeT /pT < 0.1
|∆xCMU | (CMUP) < 7 cm or χ2 < 9
|∆xCMP | (CMUP) < 5 cm or χ2 < 9
|∆xCMX | (CMX) < 6 cm or χ2 < 9
Loose CMUP/CMX muon:
As muon1 except:
EconeT (pT < 20 GeV/c) < 2 GeV
CMIO muon:
Base muon
Not fiducial to CMUP, CMX
pT ≥ 10 GeV/c
EconeT /pT < 0.1
EEM + EHad > 0.1 GeV
> 20 GeV/c (GeV) is the single-electron or single-
muon triggered sample with a pT (ET) threshold of
18 GeV/c (GeV) used for the analysis itself, as de-
scribed in Section IV. Samples of simulated events
needed in this study are also presented in Section IV.
Additional data samples are used to measure effi-
ciencies and misidentification probabilities for lower-
energy leptons. These include samples collected with
single-lepton trigger thresholds of 8 GeV/c for muon
pT and 8 GeV for electron ET, and inclusive central
jet samples collected with jet trigger thresholds at
ET > 20, 50, 70, and 100 GeV.
For high-pT leptons, we measure the identifica-
tion efficiencies using same-flavor, oppositely-charged
dilepton candidate events in the invariant mass win-
dow from 76 to 106 GeV/c2. We require that at least
one of those candidate leptons fulfills all the tight
electron or tight CMUP/CMX criteria, defined in Ta-
bles II and III respectively, and satisfying the trigger
requirements. We then measure the efficiencies of
our identification criteria on the other candidate lep-
ton. In the case of Z → e+e− candidates we sub-
tract background using same-charge dilepton events
in the mass window. The effect of background sub-
traction is found to be negligible in the Z → µ+µ−
sample [17].
8The efficiency of low-pT leptons is measured in
Drell-Yan candidate events requiring same-flavor,
oppositely-charged leptons with ∆φ(ℓ1ℓ2) > 160
◦. In
order to reject events in which a cosmic ray is recon-
structed as a pair of muons, we require the timing of
the track hits in the tracking system to be consistent
with particles originating from the center of the de-
tector and moving outwards, and reject events with
significant E/T. At least one lepton candidate must
pass all the identification criteria (to reduce instru-
mental and non-prompt background) and must sat-
isfy the 8 GeV/c trigger requirements. We then mea-
sure the efficiency of the identification variables on
the second lepton candidate in the event. In events in
which both leptons pass the trigger requirements, we
use both to determine the efficiency. The remaining
background to be subtracted is estimated in events
with lepton candidates of the same electric charge.
As part of the cross checks and systematic uncertain-
ties evaluation, we also verify the results using J/ψ
and Υ candidate events and sideband subtraction,
except for the isolation cut, as only the Drell-Yan se-
lection gives well-isolated, prompt leptons with good
statistics in the full pT range. The resulting total
identification efficiency ranges between 75% for for-
ward electrons and 80% for central electrons to 90%
for most muon categories.
In both observed events and Monte Carlo (MC)
simulated events, we check for possible dependence
of the efficiency of identifying leptons on additional
factors: the number of primary vertices, the geometry
of the detector, and changes in the detector perfor-
mance and/or configuration over time. We include
deviations as part of the uncertainty on lepton iden-
tification efficiency measurements. Fig. 3 and Fig. 4
show examples of ET (pT) dependence in observed
and simulated events. The dependence is mainly
caused by photons radiated by the leptons; due to the
pT spectrum of Drell-Yan events this effect is most
visible in the 20-30 GeV range with our selection.
The presence of extra photons means the isolation re-
quirement (and for the muons, also the EEM require-
ment) is not fully efficient in that pT-range for Drell-
Yan events. This effect is adequately described by
the Drell-Yan simulation. For very high pT electrons
the efficiency measured in observed events is lower
than the one measured in Drell-Yan simulated events
due to the E/p cut becoming inefficient. For CMUP
muons the efficiency measured in observed events and
in simulated events shows the same dependency with
respect to the muon transverse momentum. The ef-
ficiency measured in observed events is lower than
the one measured in simulated ones because of mis-
modelling of multiple scattering. Discrepancies at the
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FIG. 3: The identification efficiency of tight electrons as
a function of ET using the Drell-Yan selection.
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FIG. 4: The identification efficiency (including stub find-
ing efficiency) of CMUP muons as a function of pT using
the Drell-Yan selection.
low-pT end are caused by non-isolated, non-prompt
background. Because the MC does not completely
reproduce the identification efficiency found in the
observed events, we define a scale factor (SID) as the
ratio of the identification efficiency measured in the
observed events to the identification efficiency found
in the simulated samples. Typical scale factors ap-
plied to the MC predictions lie between 0.9 and 1.0
and are pT and ET dependent.
9B. Probability of hadrons to be misidentified as
leptons
A jet of hadrons is defined as a cluster of energy in
the calorimeter and reconstructed using a fixed cone
algorithm (∆R = 0.4). A jet can be misidentified as
an electron if it consists of an energetic track point-
ing to a large energy deposit in the electromagnetic
calorimeter. Charged kaons and pions with a late
shower in the hadronic calorimeter, or those that de-
cay in flight, can also mimic muons.
We use reconstructed jets to estimate the proba-
bility to misidentify them as electrons. In the study
of misidentified muons, we use tracks with EconeT <
4 GeV (called “isolated tracks”). The isolation is re-
quired to reduce the dependence on the sample com-
position. In the following we will refer to these jets
and tracks as “fakeable objects”. Since such fakeable
objects originate from hadrons, we use the four data
samples collected with jet-based triggers to measure
their misidentification probability. We expect only a
negligible contribution from inclusive W and Z pro-
duction with the gauge bosons decaying into leptons
and do not apply any corrections. To avoid a trigger-
induced bias, we remove the highest ET jet from the
collection of fakeable objects.
The misidentification probability, or fake rate, is
calculated as the ratio of the number of identified
lepton candidates over the number of fakeable ob-
jects. It is parametrized as a function of the trans-
verse energy (transverse momentum) of the jet (iso-
lated track) and averaged over the four jet data sam-
ples. The results for one of the electron and muon
categories are shown in Fig. 5 and Fig. 6 respectively.
The probability for misidentifying hadrons as muons
is higher than that for electrons since the muon-type
fakeable object is based on an isolated track and thus
more likely to pass our identification cuts. The ap-
plication of these rates in the analysis is described in
the next section. An uncertainty of 50% is assessed
from the variation in the fake rates measured in the
different jet data samples.
IV. SAMPLES OF OBSERVED AND
SIMULATED EVENTS
A. Sample of observed events
The data used in this analysis were collected be-
tween March 2002 and February 2006 via electron-
based and muon-based triggers. The former requires
one central (|η| < 1) electron with ET > 18 GeV,
whereas the latter requires one pT > 18 GeV/c cen-
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FIG. 5: Fake rate of loose central electrons. The solid line
represents the linear fit to the average and the dotted lines
are ± 50%.
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tral muon with a stub in both the CMU and CMP
or in the CMX chambers. The data correspond to
an integrated luminosity of 1.0 fb−1 and 0.7 fb−1 for
the samples based on the electron and muon triggers,
respectively.
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B. Background Samples
In the search based on three leptons and miss-
ing transverse energy the SM backgrounds are Wγ,
WZ/γ∗, ZZ/γ∗, tt¯ and Drell-Yan production, along
with hadrons misidentified as leptons. The bb¯ con-
tamination is suppressed because the soft and typ-
ically non-isolated leptons from B decays are re-
jected by our lepton selection. The first set of back-
grounds are estimated using a Monte Carlo tech-
nique, whereas the contribution from misidentified
hadrons is measured using observed events (Sec-
tion III). The simulated samples are generated
using pythia [18] version 6.216 with the underly-
ing event model tuned to the CDF observed events
[19]. In the case of the WZ sample, pythia is used
only for the parton showering and the hadronization
of events that are generated with the leading-order
matrix element program madevent [20].
All simulated background samples were run through
the full CDF detector simulation, which is based
on the geant [21] framework, and the same recon-
struction algorithm [22] that is used for the observed
events. All simulation-driven background estimates
are corrected for the different trigger efficiency (see
for instance [13]) and identification efficiency mea-
sured in observed events with respect to the one in
simulated events (Section III). An additional correc-
tion factor (Sconv) is needed for the Drell-Yan pro-
duction, as explained in the next section.
To avoid overestimation of the background due to
hadrons misidentified as leptons, we require each
identified lepton in simulated events to originate from
the hard interaction (this does not apply to the tt¯
background where we only ask for three electrons or
muons).
1. Drell-Yan
Events from Z/γ∗ → ℓℓ constitute a background
to our search if an additional lepton is present in
the event. In this section we present the estimate of
this background contribution when the third lepton
comes from a photon radiated from one of the pri-
mary leptons, and has converted into an e+e− pair.
In order to measure the efficiency of the conver-
sion identification algorithm described in Section III
we collect a pure sample of candidate conversions us-
ing a calorimeter based approach which does not rely
on tracking information. The sample consists of iden-
tified electrons with pT larger than 8 GeV/c (called
“seed electrons”) accompanied by an additional clus-
ter found in the shower max detector. Since photons
convert into oppositely-charged electrons [23], we can
predict the possible φ location of the cluster based on
the charge of the seed electron. In Fig. 7 the “cor-
rect” and “incorrect” sides with respect to the seed
electron are defined. Furthermore the electrons from
γ conversions are expected to have the same z co-
ordinate at the CES, since the magnetic field B is
along the z direction. Based on this, a candidate
photon conversion is a seed electron accompanied by
a CES cluster located on the “correct” side and hav-
ing |∆zseed,cluster| < 20 cm. In order to improve the
seed
cluster
partner
cluster
B
photon
e− e+
Correct SideIncorrect Side
FIG. 7: Sketch of the r−φ view of a photon conversion
signature with CES clusters locations. The magnetic field
B is along the z direction.
purity of the sample of candidate conversions, we re-
ject events in which the seed electron comes from a
W and is accompanied by a bremsstrahlung photon
by requiring E/T to be less than 10 GeV. Furthermore,
if the invariant mass of the seed electron and a sec-
ond same-flavor lepton in the event falls in the range
from 50 to 106 GeV/c2, the event is considered non-
conversion background (Z + bremsstrahlung photon)
and rejected. Events in which the bremsstrahlung
photon converts are suppressed by rejecting electrons
having the sum of the measured energy deposit in
the electromagnetic calorimeter larger than the cor-
responding track momentum. Several other back-
grounds mimic the conversion candidate signature,
such as electrons accompanied by a π0 (decaying into
γγ) or a K± (decaying in the detector and producing
a shower in the electromagnetic calorimeter as well
as in the hadronic calorimeter), or photons from ex-
tra interactions and jets. These components of the
background are expected to contribute equally to the
“correct” and “incorrect” sides. Consequently, they
can be estimated by the number of events with clus-
ters on the “incorrect” side. We measure the remain-
ing background in the incorrect side through a fit and
subtract it from the signal.
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The results of the measurement performed on the
observed and simulated events are shown in Fig. 8.
The sources of inefficiency are mainly track recon-
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FIG. 8: Conversion identification efficiency as a function
of the seed electron ET.
struction inefficiency in the region of low pT, given
the asymmetric nature of conversions, and rejections
due to the thresholds onDxy and ∆cot θ. Several sys-
tematic uncertainties affect the measurement of the
conversion identification efficiency, the most signifi-
cant being the uncertainty on the normalization of
the background and η dependence of the efficiency.
The total uncertainty is 30% [24].
The conversion identification efficiency is lower in
observed than in simulated events. To take this effect
into account, we rescale the contribution of simulated
events by Sconv, the ratio of the conversion identifi-
cation inefficiency in observed events over the ineffi-
ciency in simulated events. We use the inefficiency
rather than the efficiency since Sconv(ET), is applied
to electrons originating from a non-identified conver-
sion in Z/γ∗ → ℓℓ γ → ℓℓ e+e−. Only electrons for
which the partner track pT is larger than 0.7 GeV/c
are corrected.
2. Background due to hadrons misidentified as leptons
In order to estimate the background contribution
from events with two leptons and a misidentified lep-
ton [25], we use the search data sample itself. We se-
lect dilepton events with at least one additional fake-
able object separated from either identified leptons
by ∆R > 0.4. The number of observed events con-
taining two identified leptons and one fakeable object
is then scaled by the probability for the fakeable ob-
ject to be misidentified as a lepton. We take into
account the fact that there may be multiple fakeable
objects per event.
C. SUSY samples generation
The chargino-neutralino cross section depends on
the squark mass as can be inferred from Fig. 1,
whereas the branching ratio into three leptons and
E/T depends on the slepton masses. The chargino-
neutralino scenario adopted to guide this trilepton
analysis is taken from an mSUGRA model (referred
to as the benchmark point). The benchmark point
is characterized by m1/2 = 180 GeV/c
2, m0 = 100
GeV/c2, A0 = 0, tanβ = 5, and µ > 0. The pa-
rameters m1/2 and m0 indicate the unified gaugino
and scalar masses, A0 is the unified trilinear cou-
pling of the theory, tanβ the ratio of the vacuum
expectation value of the Higgs doublet coupling to
the up-generation over the one of the Higgs doublet
coupling to the down-generation, and µ is the hig-
gsino coupling. This benchmark point yields a typical
mass spectrum above the LEP chargino mass limit,
with charginos of 113 GeV/c2, an LSP of 65 GeV/c2,
and the lightest stau (τ˜1) of 125 GeV/c
2. The NLO
production cross section calculated using prospino
2.0 [26] is σ = 0.64 ± 0.06 pb and the branching
ratio into three leptons is 25%, as obtained from
pythia. The SUSY simulation sample is generated
with pythia version 6.216. In this mode, pythia
obtains the masses at the electroweak scale from the
routine isasugra (isajet [27] version 7.51).
While the benchmark point is used to study the event
kinematics of chargino-neutralino associated produc-
tion, three additional scenarios are used to fix squark
and slepton masses and to interpret the results of our
search. The modeling of the non-mSUGRA models
is done by using softsusy 2.0.7 [28] as the input
to pythia 6.325, using the SUSY Les Houches Ac-
cord [29] framework. The SUSY contribution is cor-
rected to take into account the different identification
efficiency measured in observed and simulated events,
the same way as for the backgrounds.
V. EVENT SELECTION
The samples of observed and simulated events are
divided into four non-exclusive channels: eeℓ, eµℓ,
µµℓ, and µeℓ, in which the first lepton listed is the
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one which passed the trigger requirements, and ℓ is an
electron or muon. The lepton selection accepts also
τ leptons, when they decay to electrons or muons.
In the eeℓ and eµℓ subsets, each event must contain
at least one tight central electron with ET > 20 GeV,
consistent with the trigger object. The second lepton
listed is either a loose electron or a plug electron with
ET > 8 GeV, or a muon with pT > 8 GeV/c (10
GeV/c for CMIO’s). In the µµℓ and µeℓ subsets [30],
at least one lepton must be a CMUP or CMX muon
with pT > 20 GeV/c, and the second lepton can be
either a loose central or plug electron with ET >
8 GeV, or a muon with pT > 5 GeV/c (10 GeV/c
for CMIO’s). The third lepton listed can be from
any of the above categories with a common pT (ET)
threshold of 5 GeV/c (5 GeV), except for CMIO’s for
which we always require pT > 10 GeV/c.
A. Preselection
Based on the expected topology of chargino-
neutralino events, we require all leptons to originate
from the primary vertex, |∆z(ℓi, primary vertex)| <
4 cm and |∆z(ℓi, ℓj)| < 4 cm, and to be separate in
η-φ space with ∆R > 0.4.
The energy of candidate jets with ET > 5 GeV
and within |η| < 2.5 is corrected to take into
account the geometry of the calorimeters and the
nonlinearity of their response [31]. We do not include
candidate jets that have a high electromagnetic to
total energy ratio, consistent with being electrons.
Each candidate jet is required to be far from all
identified leptons in the event (∆R > 0.4). In the
particular case of the eµℓ channel, we reject events
in which either the second or the third lepton is
within 20 degrees from the jet axis.
The missing transverse energy, reconstructed from
calorimeter towers with transverse energy larger
than 0.1 GeV within |η| < 3.6, is corrected for muons
because muons leave only small deposits of energy
in the calorimeter. In the E/T calculation, we take
this effect into account by subtracting the transverse
momenta of identified muon tracks from the E/T,
after adding the average muon energy measured in
the calorimeter and projected into the transverse
plane. We suppress events with mis-measured E/T
by requiring the E/T to be separated by at least 2
degrees in azimuth from the vectorial sum of the
transverse momenta of the two highest-pT leptons,
in events in which the second lepton is a muon.
This selection is designed to reject potentially
problematic Drell-Yan events where the leptons
and the lepton energy is mis-measured, producing
missing transverse energy along its direction. The
underestimation or overestimation of the energy
of a jet causes a spurious energy imbalance in the
event which affects the value of missing transverse
energy. In order to remove such events, we require
the smallest angle between E/T and the axis of any
candidate jet to be ∆φ > 20 degrees in the µµℓ and
eµℓ channels.
In observed events with muons, cosmic rays are
identified (and rejected) as two tracks aligned in
the transverse plane satisfying quality and match-
ing requirements. To reduce further the cosmic
background in the µµℓ and µeℓ channels, we veto
events in which the two highest pT muons exhibit
a three-dimensional angular separation larger than
178 degrees.
B. Kinematic selection
In order to achieve the best sensitivity, several
event selection criteria are applied to reject the back-
grounds.
An important discriminating variable is the invari-
ant mass of same-flavor, oppositely-charged leptons.
The on-shell component of the Z production is sup-
pressed by rejecting events with two leptons of the
same flavor with a combined invariant mass in the
window of 76 to 106 GeV/c2. This selection also
reduces the otherwise indistinguishable WZ back-
ground. Similarly, the low mass resonances such as
J/ψ and Υ are removed by requiring a dilepton in-
variant mass larger than 15 GeV/c2. The latter value
is raised to 20 GeV/c2 for eeℓ and eµℓ events. Fig. 9
shows the invariant mass of muons pairs in trilepton
events.
In chargino-neutralino events in which the su-
persymmetric particles decay into leptons, we expect
jet activity to come only from initial state radiation.
On the other hand, tt¯ events always contain jets,
a feature which distinguishes them from chargino-
neutralino signal events. The tt¯ background is re-
duced by rejecting events with more than one jet with
ET > 20 GeV.
Finally, SUSY events are characterized by signif-
icant missing transverse energy from the LSP’s and
the neutrinos. This pattern differs from Drell-Yan
production of charged leptons, where only the Z →
ττ background exhibits real missing transverse en-
ergy. We require E/T> 15 GeV in order to remove
the Drell-Yan events outside the Z mass window.
The resulting predictions of the signal yields in
the benchmark point (S) and the accompanying SM
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FIG. 9: Invariant mass of same flavor, oppositely charged
leptons in µµℓ events. The SM backgrounds are stacked
while the benchmark SUSY signal is superimposed. Ob-
served events are shown as points with error bars indicat-
ing the statistical uncertainty.
backgrounds (B) after all cuts are given in Table IV.
Typically the dominant background is due to real
trilepton processes, while the tt¯ contribution is negli-
gible. The µµℓ channel displays the highest sensitiv-
ity defined as S/
√
B.
It can be inferred from the table that the prediction
of Drell-Yan + γ is limited by the available number
of simulated Drell-Yan events. This is due to a very
high rejection factor for this background, and the re-
sulting large uncertainty is taken into account in the
limit calculation.
TABLE IV: Expected background and predicted signal
for the mSUGRA benchmark point for all channels. The
uncertainties shown are statistical only.
µµℓ µeℓ eeℓ eµℓ
Diboson 0.20±0.02 0.44±0.04 0.29±0.02 0.17±0.02
Drell-Yan +γ 0.22±0.11 0.14±0.06 0.14±0.02 0.04±0.04
Fake leptons 0.20±0.02 0.17±0.02 0.11±0.01 0.05±0.01
tt¯ 0.01±0.01 0.02±0.01 0.02±0.01 0.02±0.01
Total SM. 0.64±0.11 0.78±0.08 0.56±0.03 0.28±0.05
Signal 1.60±0.11 1.03±0.06 1.22±0.08 0.84±0.07
VI. SYSTEMATIC UNCERTAINTIES
There are several systematic uncertainties which
affect the numbers of predicted events and, conse-
quently, the interpretation of the search result. The
relative contributions vary from channel to channel
and from signal to background. In case of the back-
ground estimate, the largest uncertainty originates
from the statistical uncertainty on the number of pre-
dicted events. These uncertainties are not negligible
(up to 29%) due to the finite sample sizes and are
included as independent sources of systematic un-
certainty in the limit calculation described in Sec-
tion IX. The uncertainty from the background due
to misidentified leptons is determined from the pre-
cision of the fake rate measurement and it can be
as large as 16%. For most lepton categories the sys-
tematic uncertainty due to the scale factors of the
identification efficiency is a few percent, except for
low-ET plug electrons which have a 14% uncertainty.
The jet energy scale [31] is varied within its uncer-
tainty to estimate the impact on the jet multiplicity
and on the correction of the missing transverse en-
ergy. The effect is between 2% and 7% depending
on the channel. The integrated luminosity is mea-
sured with an accuracy of 6% [32] and it is used to
normalize the contributions from simulated events.
The initial state radiation (ISR) and final state ra-
diation (FSR) are modeled in the simulated sam-
ples and are subject to the uncertainty of the par-
ton shower model. The effects of these uncertainties
are determined from samples simulated with different
ISR/FSR content [33], resulting in variations of up to
4% in selection acceptance. The cross sections and
the event kinematics depend on the momenta of the
incoming partons, whose spectra are parametrized by
parton distribution functions (PDF’s) obtained from
a fit to the data from a number of experiments. We
calculate the uncertainties on background rates by
adding in quadrature the differences between each of
the 40 CTEQ6 [34] systematic-variation eigenvectors
and the nominal predictions. The effects on the cross
sections and the acceptances are included. The re-
sulting uncertainty on the background rates is 2%.
We also estimate the effect of the uncertainty in
the theoretical cross section predictions for diboson
production (7%) [35], and tt¯ production (10%) [36].
The individual contributions for background and
SUSY signal are summarized in Table V, and the
total systematic uncertainties for each channel are
listed in Table VI.
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TABLE V: Summary of systematic uncertainties.
Resulting variation in
Source Signal Background
Monte Carlo statistics 6-10% 12-29%
Hadron misidentification efficiency - 9-16%
Lepton identification efficiency 2-7% 2-14%
Jet energy scale 0.3-3% 2-7%
Luminosity 6% 4-5%
ISR/FSR 2-12 % 3-4%
PDF’s 1% 2-3%
Theoretical σ uncertainty 10% 4-8%
TABLE VI: Combination of all systematic uncertainties
in Table V for signal and background for each channel.
Systematic uncertainties µµℓ µeℓ eeℓ eµℓ
Background 28% 22% 20% 31%
Signal 13% 16% 14% 14%
VII. CONTROL SAMPLES
We test the SM predictions against the observed
events by defining control samples in which we ex-
pect negligible contributions from SUSY events pre-
dicted by the benchmark point. We classify each
event according to the missing transverse energy, the
number of jets, the number of leptons, and, for ee
and µµ events, the invariant mass of same-flavor,
oppositely-charged leptons. In particular, the sub-
sample of events with two leptons is referred to as
the “dilepton control region”, and the subsample of
events which contain three leptons is referred to as
the “trilepton control region”.
The normalization of the inclusive mass spectra
for ee and µµ events, presented in Fig. 10 with the
benchmark SUSY signal superimposed, demonstrates
good understanding of the trigger and identification
efficiencies along with the measurement of the inte-
grated luminosity. The quality of the track and jet re-
construction can be assessed by comparing the miss-
ing transverse energy distributions in the observed
and in the simulated events, as illustrated in Fig. 11
and Fig. 12. Same-flavor dilepton events are mainly
DY µ+µ− and DY e+e− as indicated by the softer E/T
spectrum. In the µe and eµ channels, the broader
E/T spectrum originates from the leptonic decay of
DY τ+τ−. Only for E/T> 40 GeV do other pro-
cesses become important. The good agreement be-
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FIG. 10: Invariant mass of same-flavor lepton pairs. The
SM backgrounds are stacked while the benchmark SUSY
signal is superimposed. Observed events are shown as
points with error bars indicating the statistical uncer-
tainty (overflows are added to the last bin).
tween the observed and simulated events shows that
the E/T resolution is simulated well. The jet multi-
plicity in DY e+e− candidate events is compared to
the predictions based on initial-state radiation and
extra interactions in Fig. 13. The event generator
pythia reproduces the observed data spectrum well
in the region of our interest at low jet multiplicity,
whereas for large jet multiplicity a NLO simulator
with proper parton shower would be needed. In
Table VII we present examples of the numerical com-
parison between the observed events and the total
expected background in 12 of the control samples we
investigated:
(I) dielectron events with invariant mass outside the
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FIG. 11: Missing transverse energy in µµ and ee events.
The SM backgrounds are stacked while the benchmark
SUSY signal is superimposed. Observed events are shown
as points with error bars indicating the statistical uncer-
tainty (overflows are added to the last bin).
Z window and E/T ≤ 10 GeV,
(II) dielectron events with invariant mass in the Z
window and E/T ≥ 15 GeV,
(III) dimuon events in the Z mass window and E/T
≤ 10 GeV,
(IV) dimuon events in the Z mass window with at
least two jets and E/T ≥ 15 GeV,
(V) µe events with at least two jets and E/T ≥ 15
GeV,
(VI) µe events with E/T ≥ 15 GeV,
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FIG. 12: Missing transverse energy in µe and eµ events.
The SM backgrounds are stacked while the the bench-
mark SUSY signal superimposed. Observed events are
shown as points with error bars indicating the statistical
uncertainty (overflows are added to the last bin). The ex-
pected benchmark SUSY signal in the µe and eµ channels
is ∼ 3 and ∼ 6 events, respectively.
(VII) eµ events with E/T ≥ 15 GeV and ∆φe,µ ≤170o,
(VIII) eµ events with E/T ≤ 10 GeV,
(IX) µµℓ events with E/T ≤ 10 GeV,
(X) µµℓ events in the Z mass window with E/T ≥ 15
GeV,
(XI) eeℓ events with E/T ≤ 10 GeV,
(XII) eeℓ events in the Z mass window with E/T ≥
15 GeV and at least two jets.
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The trilepton control samples are particularly use-
ful to verify the background from diboson production
and misidentified hadrons. No significant discrepan-
cies are seen between the predictions and the obser-
vations.
TABLE VII: Examples of control samples as listed in Sec-
tion VII. The error on the number of events expected
from SM backgrounds includes statistical and systematic
uncertainties.
Drell-Yan Diboson, Misid. Tot. Observed
tt¯ hadrons background
2 leptons:
I 2359 1.9 33 2394 ± 314 2422
II 656 9.2 3.2 669± 159 638
III 15587 1.5 <4.5 15588 ± 2044 15366
IV 29 2.0 <4.5 31± 4 31
V 1.6 9.1 1.0 11.7 ± 2.1 7
VI 76 49 12.5 138 ± 22 151
VII 22 16 1.2 38 ± 6 44
VIII 67 1.9 5.7 74 ± 9 62
3 leptons:
IX 3.9 0.1 0.3 4.3 ± 1.3 4
X 0.5 1.1 0.5 2.1 ± 0.5 2
XI 3.3 0.2 0.4 3.9 ± 0.6 4
XII 0.01 0.01 0.04 0.06 ± 0.02 0
VIII. RESULTS
In Fig. 14 and Fig. 15 we illustrate the E/T in trilep-
ton events satisfying the invariant mass and jet re-
quirements. After applying the final cut on E/T we
observe one event and this is compatible with the
SM predictions. The results, broken down by chan-
nels, are shown in Table VIII. In the candidate
TABLE VIII: Summary of results for all channels. For
a breakdown of individual background components, see
Table IV.
µµℓ µeℓ eeℓ eµℓ
SM Expectation 0.6±0.2 0.8±0.2 0.6±0.1 0.3±0.1
Observed 1 0 0 0
event we reconstruct three muons originating from
the same primary vertex. The highest-pT muon is
a CMX muon which fired the trigger. The second
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FIG. 13: Number of jets in ee events with invariant mass
between 76 and 106 GeV/c2. The SM backgrounds are
stacked while the benchmark SUSY signal is superim-
posed. Observed events are shown as points with error
bars indicating the statistical uncertainty.
muon (oppositely-charged, and at ∆φ ∼ 150 degrees
with respect to the leading muon) is a CMIO muon
entering a non-fiducial part of the CMU and CMP
muon chambers. The dimuon system has an invari-
ant mass of 72 GeV/c2. The third lepton selected
is a CMUP muon. Besides the three muons, a jet
originated in the same hard interaction. The miss-
ing transverse energy is just above the threshold of
our selection (15 GeV) with a value of 15.5 GeV. An
additional 4 GeV electron candidate is reconstructed
but it comes from a different vertex. Fig. 16 shows
the r-φ view of the event in the CDF detector.
IX. INTERPRETATION
We combine the four channels to obtain limits
on chargino-neutralino production cross sections and
masses in three SUSY models. The calculation of the
upper limit is based on the CLs method [37, 38] and
incorporates the effect of the systematic uncertain-
ties and correlations between channels, and between
the signal and the background expectation for a given
channel.
In the combination process, each simulated event
and each observed event are interpreted in at most
one channel. The overlap in the channels described
above is removed by assigning shared SUSY signal
simulated events to the analysis with the highest sen-
sitivity. For a given channel the acceptance is defined
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FIG. 14: Missing transverse energy before the final cut of
15 GeV in µµℓ and µeℓ. The SM backgrounds are stacked
while the benchmark SUSY signal is superimposed. Ob-
served events are shown as points with error bars indicat-
ing the statistical uncertainty .
as the ratio of the number of events in the SUSY
simulated sample satisfying the analysis requirements
over the number of events where chargino χ˜±1 and
neutralino χ˜02 decay leptonically (χ˜
±
1 → ℓνχ˜01, and
χ˜02 → ℓℓχ˜01, with ℓ = e, µ, τ ). In the acceptance cal-
culation the overlap is taken into account. The exclu-
sive background is obtained by rescaling the inclusive
background by
Aexcl
SUSY
Aincl
SUSY
, where AexclSUSY ( A
incl
SUSY ) is the
exclusive (inclusive) acceptance for the SUSY signal.
This procedure is adopted to simplify the combina-
tion with several other channels while ensuring no
double counting. We have checked that this is equiv-
alent to the background estimate obtained by exclud-
ing shared events within 3%. No observed events are
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FIG. 15: Missing transverse energy before the final cut of
20 GeV in eeℓ and eµℓ. The SM backgrounds are stacked
while the benchmark SUSY signal is superimposed. Ob-
served events are shown as points with error bars indicat-
ing the statistical uncertainty .
shared.
We first explore the upper limit on the signal cross
section times branching ratio in an mSUGRA sce-
nario defined by the following parameters: m0 = 60
GeV/c2, A0 = 0, tanβ = 3, µ > 0, and m1/2 vary-
ing between 162 and 230 GeV/c2. These parameters
were chosen to maximize chargino-neutralino trilep-
ton production, σ(χ˜±1 χ˜
0
2) × BR(χ˜±1 χ˜02 → ℓνχ˜01ℓℓχ˜01).
In this scenario the two-body decays of the charginos
and neutralinos into sleptons are kinematically al-
lowed.
The second model we investigate is a generic
MSSM model fully defined at the electroweak
scale (MSSM-W/Z). Chargino and neutralino decays
18
FIG. 16: The r-φ view of the µµµ candidate event in the
CDF detector. Only tracks with pT ≥ 1 GeV/c are shown
in the central tracking detector. The three highlighted
straight tracks are labeled with the muon category and
momentum. The dotted black line shows the direction of
the E/T (MET). The energy deposit is illustrated in the
histograms around the tracking view. Innermost (light)
towers show the electromagnetic energy in the calorimeter
towers, outermost (dark) show the hadronic component
of the energy.
through virtual W and Z bosons dominate, resulting
in three-body decays and branching ratios similar to
those of standard model W ’s and Z’s [39]. In this
case only the production cross section, but not the
leptonic branching ratio, is dependent on the gaug-
ino masses.
As done in previous analyses [7], we also investi-
gate a scenario in which there is no slepton mixing
and the selectron, smuon, and stau have a degenerate
mass ranging from 101 to 118 GeV/c2 as m1/2 varies
between 162 and 230 GeV/c2 (MSSM-no-mix). The
important difference in branching ratios between sce-
narios mSUGRA and MSSM-no-mix is illustrated in
Fig. 17. In addition to changing the mixing param-
eters we also increased the mSUGRA parameter m0
to 70 GeV/c2, to delay the turn-on of the χ˜±1 → ν˜ℓ
decay modes as the chargino mass increases.
The total acceptance of the channels described in
this paper for the three scenarios is shown in Fig. 18
as a function of the chargino mass. In the MSSM-
W/Z scenario the acceptance is similar in shape but
larger than the one evaluated in the mSUGRA. Our
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FIG. 17: Branching ratios for neutralino χ˜02 (top) and
chargino χ˜+1 (bottom) in the mSUGRA and MSSM-no-
mix scenarios for different slepton flavors. The χ˜+1 has
BR(ℓνχ˜01) ≈ BR(d¯uχ˜01) = BR(s¯cχ˜01) in both scenarios.
sensitivity to the MSSM-W/Z is low due to the over-
all reduced leptonic branching ratio. The acceptance
in the mSUGRA scenario is suppressed because of
the high branching ratio into staus: the τ˜1 mass,
which varies between 92 and 110 GeV/c2 as m1/2 in-
creases from 162 to 230 GeV/c2, is smaller than the
first and second generation slepton masses because of
the mixing among the third-generation sleptons. The
MSSM-no-mix is a more optimistic scenario for our
selection as it increases the number of electrons and
muons in the final state.
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scenarios considered.
The observed and expected limits on the cross sec-
tions times branching ratios are calculated at the
95% confidence level and the mass limits in the dif-
ferent scenarios are obtained by including the the-
ory cross section uncertainty in the expected and ob-
served limit calculation, and taking the intersection
between those and the central theory curve. The 95%
C.L. limits for the mSUGRA scenario and MSSM-
W/Z scenario are presented in Fig. 19. and Fig. 20.
The analyses are not sensitive to chargino and neu-
tralino production in these models. For the MSSM-
no-mix scenario we extend the current chargino mass
limit up to 151 GeV/c2 at 95% C.L., consistent with
the expected sensitivity of 148 GeV/c2 (Fig. 21). Our
analysis is not sensitive to chargino masses below
∼110 GeV/c2. This mass range represents a tran-
sition to a region of the SUSY parameter space with
three-body decays of χ˜02, giving rise to very low pT
leptons (on average below 2 GeV/c).
A. Projections for the CDF combined trilepton
analysis
The analyses presented in this paper have been
combined with other CDF searches sensitive to as-
sociated chargino-neutralino production as reported
in [10, 40]. The observed limits for the combina-
tion is less stringent than the one calculated for the
0
0.5
1
1.5
2
2.5
3
100 110 120 130 140 150
Chargino Mass (GeV/c2)
s
(c∼
0 2c∼
± 1)×
B
R
(3 
lep
ton
s) 
(pb
)
s NLO×BR
s NLO×BR Uncertainty
95% CL Upper Limit: observed
95% CL Upper Limit: expected
Expected Limit ± 2s
Expected Limit ± 1s
mSUGRA
Excluded
by LEP
FIG. 19: Exclusion limits for mSUGRA scenario. The
bands indicate the range of expected limits given the pos-
sible outcomes that could have been observed if a signal
were not there.
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signal were not there.
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high-pT analysis due to slight excesses in the other
channels.
To assess the future reach at CDF, we also extrapo-
late the sensitivity of the combined analysis assuming
larger data sets. Fig. 22, Fig. 23, and Fig. 24 are the
projected expected limits in the three models with 2,
4, 8, and 16 fb−1 of data collected, but assuming un-
changed analyses. In the plots we also assume that
the systematic uncertainties will scale inversely with
the luminosity. Using 4 fb−1 of data, the CDF experi-
ment has the potential to exclude chargino masses be-
low 140 GeV/c2 and 180 GeV/c2 in the mSUGRA
and MSSM-no-mix scenarios, respectively.
X. SUMMARY
We searched for the associated production of
charginos and neutralinos in final states with one
high-pT electron or muon, and two additional leptons.
The observed data counts are consistent with the ex-
pectations from the standard model backgrounds and
we set limits on the production cross section times
branching ratio. In the MSSM model with no slep-
ton mixing and degenerate slepton masses, m0 = 70
GeV/c2, tanβ = 3, and µ > 0, we set a 95% C.L.
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limit on the chargino mass at 151 GeV/c2.
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