




The Dissertation Committee for Long Louis Ly
certifies that this is the approved version of the following dissertation:













Presented to the Faculty of the Graduate School of
The University of Texas at Austin
in Partial Fulfillment
of the Requirements
for the Degree of
DOCTOR OF PHILOSOPHY




I am indebted to my advisor Richard Tsai for all his support and guid-
ance throughout my graduate studies. Thanks to Joel Tropp for useful sugges-
tions relating to the bounds in Chapter 2. This work was partially supported
by the National Science Foundation (Grant No. DMS-1720171). Part of this
research was performed while the author was visiting the Institute for Pure
and Applied Mathematics (IPAM), which is supported by the National Science
Foundation (Grant No. DMS-1440415). I acknowledge the Texas Advanced
Computing Center (TACC) at The University of Texas at Austin for providing
computational resources that have contributed to the research results reported
within this document.
v
Visibility Optimization for Autonomous Exploration
and Surveillance-Evasion Games
Long Louis Ly, Ph.D.
The University of Texas at Austin, 2020
Supervisor: Yen-Hsi Tsai
This dissertation considers problems involving line-of-sight visibility.
In the exploration problem, the agent must efficiently map out a previously
unknown environment, using as few sensor measurements as possible. For
the surveillance-evasion game, the agent must always maintain visibility of a
moving adversary. We first derive algorithms from a theoretical perspective.
Although the resulting solutions are optimal, they are expensive to compute.
We propose efficient approximations to the optimal solutions. At the expense
of optimality, these approximations provide reasonable solutions that enable
near real-time performance. We leverage state-of-the-art machine learning
techniques to scale to scenarios that were not previously feasible. Level set
functions allow for efficient computation of visibility and are a natural repre-
sentation for input to convolutional neural networks.
Lastly, we consider the notion of the visibility of point clouds along rays.
Using nearest neighbors along a set of randomly generated rays, we compute
vi
a signature tensor which encodes geometric and statistical information about
the point cloud. The signature, in combination with a convolutional neural
network, enables efficient and robust classification of point clouds. We present
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As we approach an era of autonomous drones and self-driving cars,
it becomes increasingly important to develop efficient algorithms for path-
planning and data processing. Depth sensors, such as LiDAR (Light Detection
and Ranging), allow robotic agents to create virtual maps of the scene. Armed
with this information, agents can perform complicated tasks in environments
consisting of multiple obstacles. We consider two such problems involving line-
of-sight visibility; two points are visible from one another if there is no obstacle
in the line segment that connects the points. Lastly, we consider point cloud
feature extraction and classification through the use of random rays.
1.1 Contributions
Broadly speaking, we develop mathematical algorithms for various prob-
lems involving visibility. Key components of these algorithms often involve
computationally expensive operations. We apply neural networks to efficiently
approximate those operations. Our success so far seems to be rooted in the
generation of causally relevant data and in the flexibility of neural networks
to interpolate such data.
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In Chapter 2, we consider the exploration problem: an agent equipped
with a depth sensor must map out a previously unknown environment using as
few sensor measurements as possible. We propose an approach based on super-
vised learning of a greedy algorithm. We provide a bound on the optimality of
the greedy algorithm using submodularity theory. Using a level set represen-
tation, we train a convolutional neural network to determine vantage points
that maximize visibility. We show that this method drastically reduces the
on-line computational cost and determines a small set of vantage points that
solve the problem. This enables us to efficiently produce highly-resolved and
topologically accurate maps of complex 3D environments. Unlike traditional
next-best-view and frontier-based strategies, the proposed method accounts
for geometric priors while evaluating potential vantage points. While existing
deep learning approaches focus on obstacle avoidance and local navigation, our
method aims at finding near-optimal solutions to the more global exploration
problem. We present realistic simulations on 2D and 3D urban environments.
In Chapter 3, we consider surveillance-evasion differential games, where
a pursuer must try to constantly maintain visibility of a moving evader. The
pursuer loses as soon as the evader becomes occluded. Optimal controls for
game can be formulated as a Hamilton-Jacobi-Isaac equation. We use an
upwind scheme to compute the feedback value function, corresponding to the
end-game time of the differential game. Although the value function enables
optimal controls, it is prohibitively expensive to compute, even for a single
pursuer and single evader on a small grid. We consider a discrete variant of
2
the surveillance-game. We propose two locally optimal strategies based on the
static value function for the surveillance-evasion game with multiple pursuers
and evaders. We show that Monte Carlo tree search and self-play reinforcement
learning can train a deep neural network to generate reasonable strategies for
on-line game play. Given enough computational resources and offline training
time, the proposed model can continue to improve its policies and efficiently
scale to higher resolutions.
In Chapter 4, we present an algorithm for the classification of point
clouds. The algorithm exploits properties of the point clouds’ signature in
a new framework called RaySense. The RaySense signature is computed by
finding nearest neighbors along a set of randomly generated rays. From the
signature, statistical information about the whole data set, as well as certain
geometric information, can be extracted, independent of the choice of ray
set. A RaySense signature is not merely a subset of the point cloud: while
all points sampled by each ray retain some local geometrical information of
the point cloud, certain specific points are sampled repeatedly by different
rays, giving a more global “sketch” of the point cloud’s shape. We propose a
convolutional neural network, RayNN, that uses RaySense signatures for point
cloud classification. We evaluate RayNN on the 3D ModelNet benchmark and
compare its performance with other state-of-the-art methods. RayNN results
are comparable to other methods, while enjoying lower complexity. However,
in the presence of additional corruptions, such as the introduction of unseen
outliers or removal of data points, RayNN appears to be more robust.
3
1.2 Visibility level sets
We first review our representation of geometry and visibility. All the
functions described below can be computed efficiently in O(md), where m is
the number of grid points in each of d dimensions.
Level set functions
Level set functions [75, 85, 74] are useful as an implicit representation
of geometry. Let Ωobs ⊆ Rd be a closed set of a finite number of connected
components representing the obstacle. Denote the occluder function φ with
the following properties: 
φ(x) < 0 x ∈ Ωobs
φ(x) = 0 x ∈ ∂Ωobs
φ(x) > 0 x /∈ Ωobs
(1.1)
The occluder function is not unique; notice that for any constant c > 0,






‖x− y‖2 x ∈ Ωobs
inf
y∈∂Ωobs
‖x− y‖2 x /∈ Ωobs
(1.2)
The signed distance function is a viscosity solution to the Eikonal equation:
|∇φ| = 1
φ(x) = 0 for x ∈ ∂Ωobs
(1.3)
It can be computed, for example, using the fast sweeping method [105]
or the fast marching method [109].
4
Visibility function
Let Ωfree be the open set representing free space. Let Vx0 be the set
of points in Ωfree visible from x0 ∈ Ωfree. We seek a function ψ(x, x0) with
properties

ψ(x, y) > 0 x ∈ Vx0
ψ(x, y) = 0 x ∈ ∂Vx0
ψ(x, y) < 0 x /∈ Vx0
(1.4)
Define the visibility level set function ψ:
ψ(x, x0) = min
r∈[0,1]
φ(x0 + r(x− x0)) (1.5)
It can be computed efficiently using the fast sweeping method based on
the PDE formulation described in [106]:








ψ(x0, x0) = φ(x0)
(1.6)
where H is the characteristic function of [0,∞).
Shadow function
When dealing with visibility, it is useful to represent the shadow regions.
The gradient of the occluder function ∇φ is perpendicular to the level sets φ.
The dot product of ∇φ and the viewing direction (x0 − x) characterizes the
cosine of the grazing angle θ between obstacles and viewing direction. In
particular, |θ| < π/4 for the portion of obstacles that are directly visible to x0.
5
Define the grazing function:
γ(x, x0) = (x0 − x)T · ∇φ(x) (1.7)
By masking with the occluder function, we can characterize the portion
of the obstacle boundary that is not visible from the vantage point x0. Define
the auxiliary and auxiliary visibility functions:
α(x, x0) = max{φ(x, x0), γ(x, x0)}
α̃(x, x0) = min
r∈[0,1]
α(x+ r(x0 − x), x0)
(1.8)
By masking the auxilary visibility function with the obstacle, we arrive
at the desired shadow function [101]:
ξ(x, x0) = max{α̃(x, x0),−φ(x)} (1.9)
The difference between the shadow function and the visibility function
is that the shadow function excludes the obstacles. Although
ξ̃(x, x0) = max{−φ(x), ψ(x, x0)}
looks like a candidate shadow function, it is not correct. In particular
{x|ξ̃(x, x0) = 0}
includes the portion of the obstacle boundary visible to x0.
Figure 1.1 summarizes the relevant level set functions used in this work.
6
Occluder function φ(·) Visibility function ψ(·)
Grazing function γ(·) Auxiliary function α(·)
Auxiliary visibility function α̃(·) Shadow function ξ(·)
Figure 1.1: Level set functions from a vantage point x0 (blue dot). Each
function is negative in the shaded region. Obstacle boundary shown as black
contour.
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1.3 Convolutional neural networks
Convolutional neural networks (CNNs) have become the undisputed
state-of-the-art for image classification tasks, where an input image has to
be binned into one of k classes. CNNs are advantageous in that they use a
learned classifier over learned set of features. This has been empirically shown
to be better than the previous state-of-the-art, where learned classifiers were
trained on hand-tuned features. Training generally requires lots of data and
computational time.
A neural network architecture consists of various layers, which map the
input to the desired output. There are many architectures; the most popular
image classification networks are Alex-Net [52] , VGG [92], Inception [97], and
ResNet [35]. More recently, fully convolutional neural networks have shown
promise in dense inference tasks, which requires an output for each input. One
such network, U-Net [79], is popular due to its simple architecture and ability
to aggregate information across multiple scales.
Neural networks
We review some basic concepts. A single layer neural network is defined
by a function
y = f(x;W, b) := σ(Wx+ b),
where x ∈ Rm is the input and y ∈ Rn is the output. The parameters W
and b are learned, where W : Rm → Rn is a linear function; i.e. an n ×
m real-valued matrix, while b ∈ Rn is a bias term. Lastly, σ : Rn → Rn
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is a nonlinear activation function. Common nonlinearities include sigmoid :
σ(y) = 1/(1 + e−y) and ReLU : σ(y) = max{0, y}. The activation function is
an “element-wise” function; i.e. if y = (y1, y2, · · · , yn) , then
σ(y) := (σ(y1), σ(y2), · · · , σ(yn)).








Through the compositions of functions, a neural network can have multiple
layers:
y(L) := fL(fL−1 ◦ · · · ◦ f1(x,W (1), b(1)), . . . ,W (L), b(L))




(`+1)y(`) + b(`+1)), ` = 0, 1, · · · , L− 1. (1.10)
The function σ` is the activation function or some operations that change the
dimensionality of a vector for layer `.
Residual networks
For very deep neural networks with many layers, [35] showed that in-
corporating a residual connection into (1.10) eases the training process and
9
improves accuracy. A residual connection with layer ` is similar to an ex-
plicit Euler scheme – the operation is an update to that layer rather than an
operation on the entire output of that layer:
y(`+1) := y(`) + σ`(W
(`+1)y(`) + b(`+1)), ` = 0, 1, · · · , L− 1.
Training
The parameters θ := (W (1), · · · ,W (L)), b(1), · · · , b(L)), are learned via






where L is the loss function and (x̃j, ỹj)}Nj=1 are N training examples. The
loss function is typically the squared loss for regression tasks:
L(p, q) = ‖p− q‖22,
or the cross entropy loss for classification tasks:
L(p, q) = −p · log(q).
Convolution
Next, we describe the operations that act on 2D image-based inputs.
Generally, the input is a stack of 2D images. The third (stack) dimension is
the feature dimension. One can think of each pixel in the image as a feature
vector. For example, an RGB image has 3 channels, where each pixel is a
vector describing the intensity of red, green, and blue.
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A convolution layer convolves the input with a filter, whose weights are
learned. The filter operates on all image channels, but only acts on a small
neighborhood of spatial pixels, determined by the kernel size. Each filter takes
as input a 3D image, and outputs a 2D image. Each convolutional layer may
have multiple filters, resulting in a 3D stack of filtered images as output.
Let x ∈ RMin×Nin×Din be an input vector-valued image, where Min, Nin,
and Din are the width, height and number of channels, respectively. Let sk
be the kernel size (generally odd so that there is a well-defined center) and
Dout be the number of filters. Then the output of the convolutional layer is
y ∈ RMout×Nout×Dout , where Mout = Min− sk + 1, Nout = Nin− sk + 1, and each
entry in y := W ∗ x+ b is given by








where W ∈ Rsk×sk×Din×Dout and b ∈ RDout is the bias.
In general, a zero padding of sp pixels can be introduced to the spatial
dimensions of the input image to change the output size. This is particularly
useful to make the output image the same size as the input. Also, a stride of
ss pixels can be used if it is not desirable to apply filter to consecutive pixels.
In this case, Mout =
1
ss
(Min− sk + 2sp) + 1 , Nout = 1ss (Nin− sk + 2sp) + 1 and








where x̃ is the zero-padded image. A common choice for kernel size is sk = 3,
with zero padding sp = 1 and stride ss = 1.
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Pooling
Pooling is a downsampling of the image, in order to reduce computa-
tional efforts and also allow the model to be spatially invariant. The most
common is max-pooling with kernel size 2 and stride 2. This replaces each 2x2








Average pooling, where the max is replaced the average, is also common.
The convolution and pooling operations generalize to 3D images in a
straight-forward manner; in those cases, the input will be a stack of 3D images.
Approximation theory
We review some literature relating to the capabilities of neural networks
in approximating certain classes of functions. The term hidden layer(s) is used
to refer to the intermediate layer(s) of a neural network. The number of hidden
units refers to the dimension of the intermediate layers.
Universality
Define a sigmoidal function σ as any function with the properties:
limx→−∞ σ(x) = 0 and limx→∞ σ(x) = 1. Cybenko [24] showed that neural
12
networks with one hidden layer and an arbitrary continuous sigmoidal function
can approximate continuous functions f : [0, 1]d → R to arbitrary precision.







Then, given any f ∈ C([0, 1]d) and ε > 0, there exists fθ such that
|fθ(x)− f(x)| < ε for all x ∈ [0, 1]d.
Similarly, Hornik et. al. [39] showed that a neural network, with as few
as a single hidden layer, using an arbitrary nondecreasing sigmoidal function,
is capable of approximating any Borel measurable function f : Rd → Rm to
any level of accuracy. The work of [119] generalizes these ideas to convolutional
neural networks.
Rate of convergence
However, the existence of a neural network that approximates a desired
function well does not mean that there is a good way to constructing such a
neural network, nor does it mean that the amount of computational resources
needed for its construction is acceptable. The number of hidden units must
be sufficiently large. A relevant question is how the number of hidden units n
should be increased in order meet the accuracy ε and how it depends the input
dimension d, the output dimension m, and the number of training samples N .
Barron [6, 7] gives such an analysis for a single hidden layer neural
network approximating a class of functions f : Rd → R with bounded do-
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mains. The analysis also depends on the first absolute moment of the Fourier





They use a slightly different sigmoidal function σ which is Lipschitz and
satisfies σ(x) → ±1 at least polynomially fast as x → ±∞, i.e., there exists
p > 0 such that ±1−σ(x)|x|p is bounded as x → ±∞. The result is as follows.






k x+ bk) + c0.
Then as n, d,N →∞, we have










In particular, the second term on the right hand side increases as n
increases. This says that increasing the network capacity (number of hidden
units) leads to overfitting if the number of training examples does not increase







the optimal error is achieved:








That is, the rate of convergence relative to the number of training
examples is
√
logN/N , with a rate 1/2 that is independent of d. However,





We consider the problem of generating a minimal sequence of observ-
ing locations to achieve complete line-of-sight visibility coverage of an envi-
ronment. In particular, we are interested in the case when environment is ini-
tially unknown. This is particularly useful for autonomous agents to map out
unknown, or otherwise unreachable environments, such as undersea caverns.
Military personnel may avoid dangerous situations by sending autonomous
agents to scout new territory. We first assume the environment is known in
order to gain insights.
Consider a domain Ω ⊆ Rd. Partition the domain Ω = Ωfree ∪Ωobs into
an open set Ωfree representing the free space, and a closed set Ωobs of finite
obstacles without holes. We will refer to the Ωobs as the environment, since
it is characterized by the obstacles. Let xi ∈ Ωfree be a vantage point, from
which a range sensor, such as LiDAR, takes omnidirectional measurements
Pxi : Sd−1 → R. That is, Pxi outputs the distance to closest obstacle for each
This chapter, excluding sections 2.2.1 through 2.2.3, contains portions of work previously
published in [66]. The problems and algorithms were developed jointly with my advisor and
coauthor Richard Tsai. I was responsible for the numerical implementations.
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direction in the unit sphere. One can map the range measurements to the
visibility set Vxi ; points in Vxi are visible from xi:





As more range measurements are acquired, Ωfree can be approximated





By construction, Ωk admits partial ordering: Ωi−1 ⊂ Ωi. For suitable choices
of xi, it is possible that Ωn → Ωfree (say, in the Hausdorff distance).
We aim at determining a minimal set of vantage points O from which
every x ∈ Ωfree can be seen. One may formulate a constrained optimization
problem and look for sparse solutions. When the environment is known, we
have the surveillance problem:
min
O⊆Ωfree




When the environment is not known apriori, the agent must be careful
to avoid collision with obstacles. New vantage points must be a point that is
currently visible. That is, xk+1 ∈ Ωk. Define the set of admissible sequences:
A(Ωfree) := {(x0, . . . , xn−1) | n ∈ N, x0 ∈ Ωfree, xk+1 ∈ Ωk}. (2.4)
For the unknown environment, we have the exploration problem:
min
O∈A(Ωfree)





The problem is feasible as long as obstacles do not have holes.
Figure 2.1: An illustration of the environment. Dashed and dotted lines are
the horizons from x0 and x1, respectively. Their shadow boundary, B1, is
shown in thick, solid blue. The area of the green region represents g(x1; Ω0).
2.1.1 Related works
The surveillance problem is related to the art gallery problem in compu-
tational geometry, where the task is to determine the minimum set of guards
who can together observe a polygonal gallery. Vertex guards must be sta-
tioned at the vertices of the polygon, while point guards can be anywhere
in the interior. For simply-connected polygonal scenes, Chvátal showed that
bn/3c vertex guards, where n is the number of vertices, are sometimes neces-
sary and always sufficient [22]. For polygonal scenes with h holes, b(n+ h)/3c
point guards are sufficient [16, 38]. However, determining the optimal set of
observers is NP-complete [110, 73, 61].
Goroshin et al. propose an alternating minimization scheme for opti-
mizing the visibility of N observers [32]. Kang et al. use a system of differential
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equations to optimize the location and orientation of N sensors to maximize
surveillance [43]. Both works assume the number of sensors is given.
For the exploration problem, the “wall-following” strategy may be used
to map out simple environments [117]. LaValle and Tovar et al. [102, 57, 104]
combine wall-following with a gap navigation tree to keep track of gaps, criti-
cal events which hide a connected region of the environment that is occluded
from a vantage point. Exploration is complete when all gaps have been elim-
inated. This approach does not produce any geometric representation of the
environment upon completion, due to limited information from gap sensors.
A class of approaches pick new vantage points along shadow boundaries
(aka frontiers), the boundary between free and occluded regions [116]. Ghosh
et al. propose a frontier-based approach for 2D polygonal environments which
requires r+1 views, where r is the number of reflex angles [29]. For general 2D
environments, Landa et al. [56, 54, 55] use high order ENO interpolation to
estimate curvature, which is then used to determine how far past the horizon
to step. However, it is not necessarily optimal to pick only points along the
shadow boundary, e.g. when the map is a star-shaped polygon [29].
Next-best-view algorithms try to find vantage points that maximize a
utility function, consisting of some notion of information gain and another
criteria such as path length. The vantage point does not have to lie along the
shadow boundary. A common measure of information gain is the volume of
entire unexplored region within sensor range that is not occluded by obstacles
[31, 14, 15, 36]. Surmann et al. count the number of intersections of rays
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into the occlusion [95], while Valente et al. [111] use the surface area of the
shadow boundary, weighted by the viewing angle from the vantage points,
to define potential information gain. The issue with these heurisitics is that
they are independent of the underlying geometry. In addition, computing
the information gain at each potential vantage point is costly and another
heurisitic is used to determine which points to sample.
There has been some attempts to incorporate deep learning into the
exploration problem, but they focus on navigation rather than exploration.
The approach of Bai et al. [2] terminates when there is no occlusion within
view of the agent, even if the global map is still incomplete. Tai and Liu
[98, 99, 62] train agents to learn obstacle avoidance.
Our work uses a gain function to steer a greedy approach, similar to
the next-best-view algorithms. However, our measure of information gain
takes the geometry of the environment into account. By taking advantage
of precomputation via convolutional neural networks, our model learns shape
priors for a large class of obstacles and is efficient at runtime. We use a
volumetric representation which can handle arbitrary geometries in 2D and
3D. Also, we assume that the sensor range is larger than the domain, which
makes the problem more global and challenging.
2.2 Greedy algorithm
We propose a greedy approach which sequentially determines a new
vantage point, xk+1, based on the information gathered from all previous van-
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tage points, x0, x1, · · · , xk. The strategy is greedy because xk+1 would be a
location that maximizes the information gain.
For the surveillance problem, the environment is known. We define the
gain function:
g(x; Ωk) := |Vx ∪ Ωk| − |Ωk|, (2.6)
i.e. the volume of the region that is visible from x but not from x0, x1, · · · , xk.
Note that g depends on Ωobs, which we omit for clarity of notation. The next
vantage point should be chosen to maximize the newly-surveyed volume. We
define the greedy surveillance algorithm as:
xk+1 = arg max
x∈Ωfree
g(x; Ωk). (2.7)
The problem of exploration is even more challenging since, by definition,
the environment is not known. Subsequent vantage points must lie within the
current visible set Ωk. The corresponding greedy exploration algorithm is
xk+1 = arg max
x∈Ωk
g(x; Ωk). (2.8)
However, we remark that in practice, one is typically interested only in
a subset S of all possible environments S := {Ωobs|Ωobs ⊆ Rd}.
For example, cities generally follow a grid-like pattern. Knowing these
priors can help guide our estimate of g for certain types of Ωobs, even when
Ωobs is unknown initially.
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We propose to encode these priors formally into the parameters, θ, of
a learned function:
gθ(x; Ωk, Bk) for Ωobs ∈ S, (2.9)
where Bk is the part of ∂Ωk that may actually lie in the free space Ωfree:
Bk = ∂Ωk\Ωobs. (2.10)
See Figure 2.2 for an example gain function. We shall demonstrate
that while training for gθ, incorporating the shadow boundaries helps, in some







Figure 2.2: Left: the map of a scene consisting of two disks. Right: the
intensity of the corresponding gain function. The current vantage point is
shown as the red dot. The location which maximizes the gain function is
shown as the red x.
2.2.1 A bound for the known environment
We present a bound on the optimality of the greedy algorithm, based on
submodularity [50], a useful property of set functions. We start with standard
definitions. Let V be a finite set and f : 2V → R be a set function which
assigns a value to each subset S ⊆ V .
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Definition 2.2.1. (Monotonicity) A set function f is monotone if for every
A ⊆ B ⊆ V ,
f(A) ≤ f(B).
Definition 2.2.2. (Discrete derivative) The discrete derivative of f at S with
respect to v ∈ V is
∆f (v|S) := f(S ∪ {v})− f(S).
Definition 2.2.3. (Submodularity) A set function f is submodular if for every
A ⊆ B ⊆ V and v ∈ V \B,
∆f (v|A) ≥ ∆f (v|B).
In other words, set functions are submodular if they have diminishing
returns. More details and extensions of submodularity can be found in [50].
Now, suppose the environment Ωobs is known. Let O be the set of







Lemma 2.2.1. The function f is monotone.



















Lemma 2.2.2. The function f is submodular.
Proof. Suppose A ⊆ B and {v} ∈ Ωfree \ B. By properties of unions and
intersections, we have
























= f(B ∪ {v}) + f(A)
Rearranging, we have
f(A ∪ {v}) + f(B) ≥ f(B ∪ {v}) + f(A)
f(A ∪ {v})− f(A) ≥ f(B ∪ {v})− f(B)
∆f (v|A) ≥ ∆f (v|B).
Submodularity and monotonicity enable a bound which compares the
relative performance of the greedy algorithm to the optimal solution.
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Theorem 2.2.3. Let O∗k be the optimal set of k sensors. Let On = {xi}ni=1 be
the set of n sensors placed using the greedy surveillance algorithm (2.7). Then,
f(On) ≥ (1− e−n/k)f(O∗k).
Proof. For l < n we have
f(O∗k) ≤ f(O∗k ∪Ol) (2.12)
























Line (2.12) follows from monotonicity, (2.15) follows from submodularity of f ,
and (2.16) from definition of the greedy algorithm. Define δl := f(O
∗
k)−f(Ol),
with δ0 := f(O
∗
k). Then































































where (2.18) follows from the inequality 1− x ≤ e−x.
In particular, if n = k, then (1− e−1) ≈ 0.63. This means that k steps
of the greedy algorithm is guaranteed to cover at least 63% of the total volume,
if the optimal solution can also be obtained with k steps. When n = 3k, the
greedy algorithm covers at least 95% of the total volume. In [71], it was shown
that no polynomial time algorithm can achieve a better bound.
2.2.2 A bound for the unknown environment
When the environment is not known, subsequent vantage points must
lie within the current visible set to avoid collision with obstacles:
xk+1 ∈ V(Ok) (2.19)
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Thus, the performance of the exploration algorithm has a strong dependence
on the environment Ωobs and the initial vantage point x1. We characterize this
dependence using the notion of the exploration ratio.
Given an environment Ωobs and A ⊆ Ωfree, consider the ratio of the










That is, ρ(A) characterizes the relative gap (for lack of a better word) caused
by the collision-avoidance constraint x ∈ V(A). Let Ax = {A ⊆ Ωfree|x ∈ A}




The exploration ratio is the worst-case gap between the two greedy
algorithms, conditioned on x. It helps to provide a bound for the difference
between the optimal solution set of size k, and the one prescribed by n steps
the greedy exploration algorithm.
Theorem 2.2.4. Let O∗k = {x∗i }ki=1 be the optimal sequence of k sensors which
includes x∗1 = x1. Let On = {xi}ni=1 be the sequence of n sensors placed using
















term accounts for the shared vantage point x1. If f(x1) is large, then
the exponential term has little effect, since f(x1) is already close to f(O
∗
k). On
the other hand, if it is small, then the exploration ratio ρx1 plays a factor. The
idea of the proof is similar, with some subtle differences in algebra to account
for the shared vantage point x1, and the exploration ratio ρx1 .
Proof. We have, for l < n:
f(O∗k) ≤ f(O∗k ∪Ol)

























































Line (2.22) is a telescoping sum, (2.23) follows from submodularity of f , (2.24)
uses the fact that x∗1 ∈ Ol, (2.25) follows from the definition of ρx1 and (2.26)
stems from the definition of the greedy exploration algorithm (2.8).
As before, define δl := f(O
∗
k) − f(Ol). However, this time, note that
δ1 := f(O
∗















1− k − 1
ρx1
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We demonstrate an example where ρx can be an arbitrarily small factor
that is determined by the geometry of Ωfree. Figure 2.3 depicts an illustration
of the setup for the narrow alley environment.
B C
A
Figure 2.3: A map with a narrow alley. Scale exaggerated for illustration.
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Consider a domain Ω = [0, 1]× [0, 1] with a thin vertical wall of width
ε 1, whose center stretches from (3
2
ε, 0) to (3
2
ε, 1). A narrow opening of size




). Suppose x1 = x
∗
1 = A so that
f({x1}) = ε+O(ε2),
where the ε2 factor is due to the small sliver of the narrow alley visible from
A. By observation, the optimal solution contains two vantage points. One
such solution places x∗2 = C. The greedy exploration algorithm can only place
x2 ∈ V(x1) = [0, ε] × [0, 1]. One possible location is x2 = B. Then, after 2
steps of the greedy algorithm, we have
f(O2) = ε+O(ε2).
Meanwhile, the total visible area is
f(O∗2) = 1−O(ε)







The exploration ratio is ρx1 = O(ε2), since
max
x∈V({x1})
∆f (x|{x1}) = O(ε2)
max
x∈Ωfree
∆f (x|{x1}) = 1−O(ε)
(2.28)





















which reflects what we see in (2.27).
On the other hand, if O2 = {C,B} and O∗2 = {C,B}, we would have
f({x1}) = 1−O(ε)
and ρx1 = 1, since both the greedy exploration and surveillance step coincide.














which is the case, since f(O2) = f(O
∗
2).
By considering the first vantage point x1 as part of the bound, we
account for some of the unavoidable uncertainties associated with unknown
environments during exploration.
2.2.3 Numerical comparison
We compare both greedy algorithms on random arrangements of up to
6 circular obstacles. Each algorithm starts from the same initial position and
runs until all free area is covered. We record the number of vantage points
required over 200 runs for each number of obstacles.
Surprisingly, the exploration algorithm sometimes requires fewer van-
tage points than the surveillance algorithm. Perhaps the latter is too aggres-
sive, or perhaps the collision-avoidance constraint acts as a regularizer. For
example, when there is a single circle, the greedy surveillance algorithm places
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the second vantage point x2 on the opposite side of this obstacle. This may
lead to two slivers of occlusion forming of either side of the circle, which will
require 2 additional vantage points to cover. With the greedy exploration algo-
rithm, we do not have this problem, due to the collision-avoidance constraint.
Figure 2.4 shows an select example with 1 and 5 obstacles. Figure 2.5 show the
histogram of the number of steps needed for each algorithm. On average, both
algorithms require a similar number of steps, but the exploration algorithm
has a slight advantage.
2.3 Learning the gain function
In this section, we discuss the method for approximating the gain func-
tion when the map is not known. Given the set of previously-visited vantage
points, we compute the cumulative visibility and shadow boundaries. We ap-
proximate the gain function by applying the trained neural network on this
pair of inputs, and pick the next point according to (2.7). This procedure
repeats until there are no shadow boundaries or occlusions.
The data needed for the training and evaluation of gθ are computed
using level sets [75, 85, 74]. Occupancy grids may be applicable, but we choose
level sets since they have proven to be accurate and robust. In particular, level
sets are necessary for subpixel resolution of shadow boundaries and they allow
for efficient visibility computation, which is crucial when generating the library
of training examples.
The training geometry is embedded by a signed distance function, de-
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Figure 2.4: Comparing the greedy algorithm for the known (left) and unknown
(right) environment on circular obstacles. Spikes on each vantage point indi-
cate the ordering, e.g. the initial point has no spike. Gray areas are shadows
from each vantage point. Lighter regions are visible from more vantage points.
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Known | Mean 3.83
Unknown | Mean 3.00
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Figure 2.5: Histogram of number of vantage points needed for the surveil-
lance (blue) and exploration (orange) greedy algorithms to completely cover
environments consisting up of to 6 circles.
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noted by φ. For each vantage point xi, the visibility set is represented by the
level set function ψ(·, xi), which is computed efficiently using the algorithm
described in [106].
In the calculus of level set functions, unions and intersections of sets
are translated, respectively, into taking maximum and minimum of the corre-
sponding characteristic functions. The cumulatively visible sets Ωk are repre-
sented by the level set function Ψk(x), which is defined recursively by
Ψ0(x) = ψ(x, x0), (2.31)
Ψk(x) = max {Ψk−1(x), ψ(x, xk)} , k = 1, 2, . . . (2.32)
where the max is taken point-wise. Thus we have
Ωfree = {x|φ(x) > 0}, (2.33)
Vxi = {x|ψ(x, xi) > 0}, (2.34)
Ωk = {x|Ψk(x) > 0}. (2.35)
The shadow boundaries Bk are approximated by the ”smeared out” function:
bk(x) := δε(Ψk) · [1−H(Gk(x))] , (2.36)













γ(x, x0) = (x0 − x)T · ∇φ(x), (2.38)
G0 = γ(x, x0), (2.39)
Gk(x) = max{Gk−1(x), γ(x, xk)}, k = 1, 2, . . . (2.40)
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Recall, the shadow boundaries are the portion of the ∂Ωk that lie in
free space; the role of 1−H(Gk) is to mask out the portion of obstacles that
are currently visible from {xi}ki=1. See Figure 1.1 for an example of γ. In our
implementation, we take ε = 3∆x where ∆x is the grid node spacing. We
refer the readers to [108] for a short review of relevant details.















We remark that the integrand will be 1 where the new vantage point uncovers
something not previously seen. Computing g for all x is costly; each visibility
and volume computation requires O(md) operations, and repeating this for all
points in the domain results in O(m2d) total flops. We approximate it with a
function g̃θ parameterized by θ:
g̃θ(x; Ψk, φ, bk) ≈ g(x; Ωk). (2.42)
If the environment is unknown, we directly approximate the gain func-
tion by learning the parameters θ of a function
gθ(x; Ψk, bk) ≈ g(x; Ωk)H(Ψk) (2.43)
using only the observations as input. Note the H(Ψk) factor is needed for
collision avoidance during exploration because it is not known a priori whether




We sample the environments uniformly from a library. For each Ωobs,
a sequence of data pairs is generated and included into the training set T :(
{Ψk, bk}, g(x; Ωk)H(Ψk)
)
, k = 0, 1, 2, . . . . (2.44)
For a given environment Ωobs, define a path O = {xi}ki=0 as admissible
if φ(x0) > 0 and Ψi(xi+1) > 0 for i = 0, . . . , k − 1. That is, it should only
contain points in free space and in the case of exploration, subsequent points
must be visible from at least one of the previous vantage points. Let A be the
set of admissible paths. Then training set should ideally include all paths in A.
However this is too costly, since there are O(mkd) paths consisting of k steps.
Instead, to generate causally relevant data, we use an ε-greedy approach: we
uniformly sample initial positions. With probability ε, the next vantage point
is chosen randomly from admissible set. With probability 1 − ε, the next
vantage point is chosen according to (2.7). Figure 2.6 shows an illustration of
the generation of causal data along the subspace of relevant shapes.
The function gθ is learned by minimizing the empirical loss across all











gθ(x; Ψk, bk), g(x; Ωk)H(Ψk)
)
, (2.45)




p(x) log q(x) + (1− p(x)) log(1− q(x)) dx. (2.46)
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Figure 2.6: Causal data generation along the subspace of relevant shapes.
Each dot is a data sample corresponding to a sequence of vantage points.
Network architecture
We use convolutional neural networks (CNNs) to approximate the gain
function, which depends on the shape of Ωobs and the location x. CNNs have
been used to approximate functions of shapes effectively in many applications.
Their feedforward evaluations are efficient if the off-line training cost is ig-
nored. The gain function g(x) does not depend directly on x, but rather, x’s
visibility of Ωfree, with a domain of dependence bounded by the sensor range.
We employ a fully convolutional approach for learning g, which makes the








Figure 2.7: A training data pair consists of the cumulative visibility and
shadow boundaries as input, and the gain function as the output. Each se-
quence of vantage points generates a data sample which depends strongly the
shapes of the obstacles and shadows. a) The underlying map with current
vantage points shown in red. b) The cumulative visibility of the current van-
tage points. c) The corresponding shadow boundaries. d) The corresponding
gain function.
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We base the architecture of the CNN on U-Net [79], which has had
great success in dense inference problems, such as image segmentation. It
aggregates information from various layers in order to have wide receptive
fields while maintaining pixel precision. The main design choice is to make
sure that the receptive field of our model is sufficient. That is, we want to
make sure that the value predicted at each voxel depends on a sufficiently
large neighborhood. For efficiency, we use convolution kernels of size 3 in
each dimension. By stacking multiple layers, we can achieve large receptive
fields. Thus the complexity for feedforward computations is linear in the total
number of grid points.
Define a conv block as the following layers: convolution, batch norm,
leaky relu, stride 2 convolution, batch norm, and leaky relu. Each conv block
reduces the image size by a factor of 2. The latter half of the network increases
the image size using deconv blocks : bilinear 2x upsampling, convolution, batch
norm, and leaky relu.
Our 2D network uses 6 conv blocks followed by 6 deconv blocks, while
our 3D network uses 5 of each block. We choose the number of blocks to ensure
that the receptive field is at least the size of the training images: 128 × 128
and 64 × 64 × 64. The first conv block outputs 4 channels. The number of
channels doubles with each conv block, and halves with each deconv block.
The network ends with a single channel, kernel of size 1 convolution
layer followed by the sigmoid activation. This ensures that the network aggre-
gates all information into a prediction of the correct size and range.
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2.4 Numerical results
We present some experiments to demonstrate the efficacy of our ap-
proach. Also, we demonstrate its limitations. First, we train on 128 × 128
aerial city blocks cropped from INRIA Aerial Image Labeling Dataset [68]. It
contains binary images with building labels from several urban areas, including
Austin, Chicago, Vienna, and Tyrol. We train on all the areas except Austin,
which we hold out for evaluation. We call this model City-CNN. We train a
similar model NoSB-CNN on the same training data, but omit the shadow
boundary from the input. Third, we train another model Radial-CNN, on
synthetically-generated radial maps, such as the one in Figure 2.13.
Given a map, we randomly select an initial location. In order to gen-
erate the sequence of vantage points, we apply (2.7), using gθ in place of g.
Ties are broken by choosing the closest point to xk. We repeat this process
until there are no shadow boundaries, the gain function is smaller than ε, or





We compare these against the algorithm which uses the exact gain
function, which we call Exact. We also compare against Random, a random
walker, which chooses subsequent vantage points uniformly from the visible
region, and Random-SB which samples points uniformly in a small neigh-
borhood of the shadow boundaries. We analyze the number of steps required














Figure 2.8: Comparison of predicted (left) and exact (right) gain function for
an Austin map. Although the functions are not identical, the predicted gain
function peaks in similar locations to the exact gain function, leading to similar
steps.
Lastly, we present simulation for exploring 3D environments. Due to
the limited availability of datasets, the model, 3D-CNN, is trained using syn-
thetic 64×64×64 voxel images consisting of tetrahedrons, cylinders, ellipsoids,
and cuboids of random positions, sizes, and orientations. In the site∗, the in-
terested reader may inspect the performance of the 3D-CNN in some other
challenging 3D environments.
For our experiments using trained networks, we make use of a CPU-
only machine containing four Intel Core i5-7600 CPU @ 3.50GHz and 8 GB of
RAM. Additionally, we use an Nvidia Tesla K40 GPU with 12 GB of memory



























Figure 2.9: Distribution of the residual and number of steps generated across
multiple runs over an Austin map. The proposed method is robust against
varying initial conditions. The algorithm reduces the residual to roughly 0.1
% within 39 steps by using a threshold on the predicted gain function as a
termination condition.
2D city
The City-CNN model works well on 2D Austin maps. First, we com-
pare the predicted gain function to the exact gain function on a 128 × 128
map, as in Figure 2.8. Without knowing the underlying map, it is difficult
to accurately determine the gain function. Still, the predicted gain function
peaks in locations similar to those in the exact gain function. This results in
similar sequences of vantage points.
The algorithm is robust to the initial positions. Figure 2.9 show the dis-
tribution of the number of steps and residual across over 800 runs from varying
initial positions over a 512 × 512 Austin map. In practice, using the shadow
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Figure 2.10: An example of 36 vantage points (red disks) using City-CNN
model. White regions are free space while gray regions are occluded. Black
borders indicate edges of obstacles.
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Figure 2.11: Graph showing the decrease in residual over 50 steps among var-
ious algorithms starting from the same initial position for an Austin map.
Without using shadow boundary information, NoSB-CNN can at times be
worse than Random. Our City-CNN model is significantly faster than Ex-
act while remaining comparable in terms of residual.
boundaries as a stopping criteria can be unreliable. Due to numerical precision
and discretization effects, the shadow boundaries may never completely dis-
appear. Instead, the algorithm terminates when the maximum predicted gain
falls below a certain threshold ε. In this example, we used ε = 0.1. Empiri-
cally, this strategy is robust. On average, the algorithm required 33 vantage
points to reduce the occluded region to within 0.1% of the explorable area.
Figure 2.10 shows an example sequence consisting of 36 vantage points.
Each subsequent step is generated in under 1 sec using the CPU and instan-
taneously with a GPU.
Even when the maximizer of the predicted gain function is different
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from that of the exact gain function, the difference in gain is negligible. This
is evident when we see the residuals for City-CNN decrease at similar rates
to Exact. Figure 2.11 demonstrates an example of the residual as a function
of the number of steps for one such sequence generated by these algorithms on
a 1024× 1024 map of Austin. We see that City-CNN performs comparably
to Exact approach in terms of residual. However, City-CNN takes 140 secs
to generate 50 steps on the CPU while Exact, an O(m4) algorithm, takes
more than 16 hours to produce 50 steps.
Effect of shadow boundaries
The inclusion of the shadow boundaries as input to the CNN is critical
for the algorithm to work. Without the shadow boundaries, the algorithm can-
not distinguish between obstacles and occluded regions. If an edge corresponds
to an occluded region, then choosing a nearby vantage point will reduce the
residual. However, choosing a vantage point near a flat obstacle will result
in no change to the cumulative visibility. At the next iteration, the input is
same as the previous iteration, and the result will be the same; the algorithm
becomes stuck in a cycle. To avoid this, we prevent vantage points from re-
peating by zeroing out the gain function at that point and recomputing the
argmax. Still, the vantage points tend to cluster near flat edges, as in Figure
2.12. This clustering behavior causes the NoSB-CNN model to be, at times,
worse than Random. See Figure 2.11 to see how the clustering inhibits the
reduction in the residual.
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Figure 2.12: A sequence of 50 vantage points generated from NoSB-CNN.
The points cluster near flat edges due to ambiguity and the algorithm becomes
stuck. Gray regions without black borders have not been fully explored.
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Effect of shape
The shape of the obstacles, i.e. Ωc, used in training affects the gain
























Figure 2.13: Comparison of gain functions produced with various models on
a radial scene. Naturally, the CNN model trained on radial obstacles best ap-
proximates the true gain function. a) The underlying radial map with vantage
points show in red. b) The exact gain function c) City-CNN predicted gain
function. d) Radial-CNN predicted gain function.
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Figure 2.14: Distribution of vantage points generated by City-CNN method
from various initial positions. Hot spots are brighter and are visited more
frequently since they are essential for completing coverage.
Frequency map
Here we present one of our studies concerning the exclusivity of vantage
point placements in Ω. We generated sequences of vantage points starting from
over 800 different initial conditions using City-CNN model on a 512 × 512
Austin map. Then, we model each vantage point as a Gaussian with fixed
width, and overlay the resulting distribution on the Austin map in Figure 2.14.
This gives us a frequency map of the most recurring vantage points. These
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hot spots reveal regions that are more secluded and therefore, the visibility of
those regions is more sensitive to vantage point selection. The efficiency of the
CNN method allows us to address many surveillance related questions for a
large collection of relevant geometries.
Art gallery
Our proposed approach outperforms the computational geometry solu-
tion [72] to the art gallery problem, even though we do not assume the envi-
ronment is known. The key issue with computational geometry approaches is
that they are heavily dependent on the triangulation. In an extreme example,
consider an art gallery that is a simple convex n-gon. Even though it is suffi-
cient to place a single vantage point anywhere in the interior of the room, the
triangulation-based approach produces a solution with bn/3c vertex guards.
Figure 2.15 shows an example gallery consisting of 58 vertices. The
computational geometry approach requires bn
3
c = 19 vantage points to com-
pletely cover the scene, even if point guards are used [16, 38]. The gallery
contains r = 19 reflex angles, so the work of [29] requires r + 1 = 20 vantage
points. On average, City-CNN requires only 8 vantage points.
3D environment
We present a 3D simulation of a 250m×250m environment based on
Castle Square Parks in Boston. Figure 2.16 for snapshots of the algorithm
in action. The map is discretized as a level set function on a 768 × 768 × 64
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Figure 2.15: Comparison of the computational geometry approach and the
City-CNN approach to the art gallery problem. The red circles are the
vantage points computed by the methods. Left: A result computed by the
computational geometry approach, given the environment. Right: An example
sequence of 7 vantage points generated by the City-CNN model.
voxel grid. At this resolution, small pillars are accurately reconstructed by
our exploration algorithm. Each step can be generated in 3 seconds using the
GPU or 300 seconds using the CPU. Parallelization of the distance function
computation will further reduce the computation time significantly. A map of
this size was previously unfeasible. Lastly, Figure 2.17 shows snapshots from
the exploration of a more challenging, cluttered 3D scene with many nooks.
2.5 Conclusion
From the perspective of inverse problems, we proposed a greedy algo-
rithm for autonomous surveillance and exploration. We show that this formu-
lation can be well-approximated using convolutional neural networks, which
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learns geometric priors for a large class of obstacles. The inclusion of shadow
boundaries, computed using the level set method, is crucial for the success
of the algorithm. One of the advantages of using the gain function (2.6), an
integral quantity, is its stability with respect to noise in positioning and sensor
measurements. In practice, we envision that it can be used in conjuction with
SLAM algorithms [25, 3] for a wide range of real-world applications.
One may also consider n-step greedy algorithms, where n vantage points
are chosen simultaneously. However, being more greedy is not necessarily
better. If the performance metric is the cardinality of the solution set, then it
is not clear that multi-step greedy algorithms lead to smaller solutions. We saw
in section 2.2 that, even for the single circular obstacle, the greedy surveillance
algorithm may sometimes require more steps than the exploration algorithm
to attain complete coverage.
If the performance metric is based on the rate in which the objective
function increases, then a multi-step greedy approach would be appropriate.
However, on a grid with m nodes in d dimensions, there are O(mnd) possible
combinations. For each combination, computing the visibility and gain func-
tion requires O(nmd) cost. In total, the complexity is O(nmd(n+1)), which
is very expensive, even when used for offline training of a neural network. In
such cases, it is necessary to selectively sample only the relevant combinations.
One such way to do that, is through a tree search algorithm, which we discuss
in the next section in the context of differential games.
52
Figure 2.16: Snapshots demonstrating the exploration of an initially unknown
3D urban environment using sparse sensor measurements. The red spheres
indicate the vantage point. The gray surface is the reconstruction of the en-
vironment based on line of sight measurements taken from the sequence of
vantage points. New vantage points are computed in virtually real-time using
3D-CNN.
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We consider a multiplayer surveillance-evasion game consisting of two
teams, the pursuers and the evaders. The pursuers must maintain line-of-
sight visibility of the evaders for as long as possible as they move through
an environment with obstacles. Meanwhile, the evaders aim to hide from the
pursuers as soon as possible. The game ends when the pursuers lose sight of
the evaders. We assume all players have perfect knowledge of the obstacles
and the game is closed-loop – each player employs a feedback strategy, reacting
dynamically to the positions of all other players.
In section 3.2, we consider the game in the context of Hamilton-Jacobi-
Isaacs (HJI) equations. We propose a scheme to compute the value function,
which, informally, describes how ”good” it is for each player to be in a spe-
cific state. Then each player can pick the strategy that optimizes the value
function locally. Due to the principal of optimality, local optimization with
respect to the value function is globally optimal. This is because the value
function encodes information from all possible trajectories. As a result, the
value function is also very expensive to compute.
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Section 3.3 discusses locally-optimal policies and section 3.4 presents
search-based methods to learn policies for the multiplayer version of the game.
3.1.1 Related works
The surveillance-evasion game is related to a popular class of games
called pursuit-evasion [37, 41], where the objective is for the pursuer to phys-
ically capture the evader. Classical problems take place in obstacle-free space
with constraints on the players’ motion. Variants include the lion and man
[45, 87], where both players have the same maneuverability, and the homici-
dal chauffeur [69], where one player drives a vehicle, which is faster, but has
constrained mobility. Lewin et. al. [63] considered a game in an obstacle-free
space, where the pursuer must keep the evader within a detection circle.
Bardi et. al. [5] proposed a semi-Lagrangian scheme for approximating
the value function of the pursuit-evasion game as viscosity solution to the
Hamilton-Jacobi-Isaacs equation, in a bounded domain with no obstacles. In
general, these methods are very expensive, with complexity O(mkd) where k
is the number of players and d is the dimension. This is because the value
function, once computed, can provide the optimal controls for all possible
player positions. A class of methods try to deal with the curse of dimensionality
by solving for the solutions of Hamilton-Jacobi equations at individual points
in space and time. These methods are causality-free; the solution at one
point does not depend on solutions at other points, making them conveniently
parallelizable. They are efficient, since one only solves for the value function
56
locally, where it is needed, rather than globally. Chow et. al. [19, 20, 21]
use the Hopf-Lax formula to efficiently solve Hamilton-Jacobi equations for a
class of Hamiltonians. Sparse grid characteristics, due to Kang et. al. [44], is
another causality-free method which finds the solution by solving a boundary
value problem for each point. Unfortunately, these methods do not apply to
domains with obstacles since they cannot handle boundary conditions.
The visibility-based pursuit-evasion game, introduced by Suzuki. et.
al [96], is a version where the pursuer(s) must compute the shortest path to
find all hidden evaders in a cluttered environment, or report it is not pos-
sible. The number of evaders is unknown and their speed is unbounded.
Guibas et. al. [33] proposed a graph-based method for polygonal environ-
ments. Other settings include multiple pursuers [94], bounded speeds [103],
unknown, piecewise-smooth planar environments [83], and simply-connected
two-dimensional curved environments [59].
The surveillance-evasion game has been studied previously in the lit-
erature. LaValle et. al. [58] use dynamic programming to compute optimal
trajectories for the pursuer, assuming a known evader trajectory. For the case
of an unpredictable evader, they suggest a local heuristic: maximize the prob-
ably of visibility of the evader at the next time step. They also mention, but
do not implement, an idea to locally maximize the evader’s time to occlusion.
Bhattacharya et. al. [11, 13] used geometric arguments to partition
the environment into several regions based on the outcome of the game. In
[12, 122], they use geometry and optimal control to compute optimal trajecto-
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ries for a single pursuer and single evader near the corners of a polygon. The
controls are then extended to the whole domain containing polygonal obsta-
cles by partitioning based on the corners [123], for the finite-horizon tracking
problem [121], and for multiple players by allocating a pursuer for each evader
via the Hungrarian matching algorithm [118].
Takei et. al. [101] proposed an efficient algorithm for computing the
static value function corresponding to the open loop game, where each player
moves according to a fixed strategy determined at initial time. Their open
loop game is conservative towards the pursuer, since the evader can optimally
counter any of the pursuer’s strategies. As a consequence, the game is guaran-
teed to end in finite time, as long as the domain is not star-shaped. In contrast,
a closed loop game allows players to react dynamically to each other’s actions.
In [17, 30, 100], the authors propose optimal paths for an evader to
reach a target destination, while minimizing exposure to an observer. In [30],
the observer is stationary. In [17], the observer moves according to a fixed
trajectory. In [100], the evader can tolerate brief moments of exposure so long
as the consecutive exposure time does not exceed a given threshold. In all
three cases, the observer’s controls are restricted to choosing from a known
distribution of trajectories; they are not allowed to move freely.
Bharadwaj et. al. [9] use reactive synthesis to determine the pursuer’s
controls for the surveillance-evasion game on a discrete grid. They propose
a method of belief abstraction to coarsen the state space and only refine as
needed. The method is quadratic in the number of states: O(m2kd) for k
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players. While it is more computationally expensive than the Hamilton-Jacobi
based methods, it is more flexible in being able to handle a wider class of
temporal surveillance objectives, such as maintaining visibility at all times,
maintaining a bound on the spatial uncertainty of the evader, or guaranteeing
visibility of the evader infinitely often.
Recently, Silver et. al developed the AlphaGoZero and AlphaZero pro-
grams that excel at playing Go, Chess, and Shogi, without using any prior
knowledge of the games besides the rules [90, 89]. They use Monte Carlo tree
search, deep neural networks and self-play reinforcement learning to become
competitive with the world’s top professional players.
Contributions
We use a Godunov upwind scheme to compute the value function for
the closed loop surveillance-evasion game with obstacles in two dimensions.
The state space is four dimensional. The value function allows us to compute
the optimal feedback controls for the pursuers and evaders. Unlike the static
game [101], it is possible for the pursuer to win. However, the computation is
O(mkd) where k is the number of players and d the dimensions.
As the number of players grows, computing the value function be-
comes infeasible. We propose locally optimal strategies for the multiplayer
surveillance-evasion game, based on the value function for the static game.
In addition, we propose a deep neural network trained via self play and
Monte Carlo tree search to learn controls for the pursuer. Unlike Go, Chess,
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and Shogi, the surveillance-evasion game is not symmetric; the pursuers and
evaders require different tactics. We use the local strategies to help improve
the efficiency of self-play.
The neural network is trained offline on a class of environments. Then,
during play time, the trained network can be used to play games efficiently
on previously unseen environments. That is, at the expense of preprocessing
time and optimality, we present an algorithm which can run efficiently. While
the deviation from optimality may sound undesirable, it actually is reasonable.
Optimality assumes perfect actions and instant reactions. It real applications,
noise and delays will perturb the system away from optimal trajectories. We
show promising examples in 2D.
3.2 Value function from HJI equation
Without loss of generality, we formulate the two player game, with a
single pursuer and single evader. The domain Ω ⊆ Rd consists of obstacles and
free space: Ω = Ωobs∪Ωfree. Consider a pursuer and evader whose positions at
a particular time instance are given by P,E : [0,∞)→ Ωfree, respectively. Let
A := Sd−1 ∪ {0} be the compact set of control values. The feedback controls
map the players’ positions to a control value:
σP , σE ∈ A := {σ : Ωfree × Ωfree → A | σ measurable}, (3.1)
where A is the set of admissible controls. The players move with velocities
fP , fE : Ω→ [0,∞) according to the dynamics
60
Ṗ (t) = fP (P (t))σP (P (t), E(t)) Ė(t) = fE(E(t))σE(P (t), E(t))
P (0) = P 0 E(0) = E0
(3.2)
For clarity of notation, we will omit the dependence of the controls
on the players’ positions. For simplicity, we assume velocities are isotropic,
meaning they do not depend on the controls. In real-world scenarios, this may
not be the case. For example, an airplane’s dynamics might be constrained by
its momentum and turning radius.
As a slight relaxation, we consider the finite-horizon version of the
game, where the pursuers win if they can prolong the game past a time thresh-
old T . Let Tend := {(P (·), E(·))|ξ(P (·), E(·)) ≤ 0} be the end-game set of
losing positions, where ξ is the shadow function defined in section 1.2. Define
the payoff function
J [P 0, E0, t, σP , σE] := inf{0 ≤ τ ≤ t|(P (τ), E(τ)) ∈ Tend}, (3.3)
where J [P 0, E0, t, σP , σE] := t if the set (P (τ), E(τ)) ∈ Tend is empty. The
payoff is the minimum time-to-occlusion for given set initial positions and
controls. Define the finite-horizon value function as:




J [P 0, E0, t, σP , σE] (3.4)
The value function describes the length of the game played to time t,
starting from all pairs of initial positions, and assuming optimal controls. We
are interested in V (P 0, E0, T ) for a sufficiently large T , which characterizes the
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set of initial positions from which the pursuers can maintain visibility of the
evaders for at least T time units. As T → ∞, we recover the infinite-horizon
value function.
By using the principle of optimality and Taylor expansion, one can





{−∇PV · σP −∇EV · σE} = 1 , on Ωfree \ Tend
V (P,E, 0) = 0
V (P,E, t) = 0 , (P,E) ∈ Tend
V (P,E, t) =∞ , P or E ∈ Ωobs
(3.5)
It has been shown the value function is the viscosity solution [4, 23, 26] to
(3.5). For isotropic controls, this simplifies to the following Eikonal equation:
Vt − fP |∇PV |+ fE|∇EV | = 1 , on Ωfree \ Tend
V (P,E, 0) = 0
V (P,E, t) = 0 , (P,E) ∈ Tend
V (P,E, t) =∞ , P or E ∈ Ωobs
(3.6)










Following the ideas in [107], we discretize the gradient using upwind
scheme as follows. Let Pi,j, Ek,l ∈ Ωfree be the discretized positions with grid
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spacing h. Denote Vi,j,k,l as the numerical solution to (3.6) for initial positions
Pi,j, Ek,l. We estimate the gradient using finite difference. For clarity, we will






















































Let a− := −min(0, a) and a+ := max(0, a). Define
sgn max(a, b) :=
{
a+ if max(a+, b−) = a+
−b− if max(a+, b−) = b−
(3.9)
and
∂PxV = sgn max(Px+ , Px−)
∂PyV = sgn max(Py+ , Py−)
∂ExV = sgn max(Ex− , Ex+)
∂EyV = sgn max(Ey− , Ey+)
(3.10)










2 + (∂EyV )
2
)1/2 (3.11)
Then we have a simple explicit scheme.
V n+1 = V n + ∆t(1 + fP |∇PV | − fE|∇EV |) (3.12)
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The CFL conditions dictate that the time step ∆t should be
∆t ≤ h
16 max(fP , fE)
(3.13)
For a given environment, we precompute the value function by iteration
until convergence. During play time, we initialize P 0, E0 and compute the
optimal trajectories according to (3.7) using ∆t time increments.
3.2.1.1 Boundary conditions
The obstacles appear in the HJI equation as boundary conditions. How-
ever, direct numerical implementation leads to artifacts near the obstacles.
Instead, we model the obstacles by setting the velocities to be small inside
obstacles. We regularize the velocities by adding a smooth transition [101]:
vε(x) =













φ(x) ∈ [−2ε, 0]
vmin φ(x) < −2ε
(3.14)
where φ is the signed distance function to the obstacle boundaries. In the
numerical experiments, we use ε = 16∆x and vmin = 1/100.
3.2.2 Numerical results
Stationary pursuer
We verify that the scheme converges numerically for the case in which
the pursuer is stationary. When fP = 0, the HJI equation (3.6) becomes the
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time-dependent Eikonal equation:
Vt + fE|∇EV | = 1 on Ωfree \ Tend
V (P,E, 0) = 0
V (P,E, t) = 0 (P,E) ∈ Tend
(3.15)
In particular, for sufficiently large t, the value function reaches a steady state,
and satisfies the Eikonal equation:
fE|∇EV | = 1 on Ωfree \ Tend
V (P,E) = 0 (P,E) ∈ Tend
(3.16)
For this special case, the exact solution is known; the solution corresponds
to the evader’s travel time to the end-game set Tend. Also, this case effec-
tively reduces the computational cost from O(m4) to O(m2), so that we can
reasonably compute solutions at higher resolutions.
We consider a Ω = [0, 1)× [0, 1) with a single circular obstacle of radius
0.15 centered at (1/2, 1/2). The pursuer is stationary at P0 = (1/8, 1/2). We
use ∆t = ∆x/20 and iterate until the solution no longer changes in the L1
sense, using a tolerance of 10−5.
We compute the “exact” solution using fast marching method on high
resolution grid M = 2048. We vary m from 16 to 1024 and observe convergence
in the L1 and L2 sense, as seen in Table 3.1. In Figure 3.1, we plot the level
curves comparing the computed solution at m = 512, 1024 to the “exact”
solution. Notice the discrepancies are a result of the difficulty in dealing with
boundary conditions. However, these errors decay as the grid is refined.
The case where the evader is stationary is not interesting.
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Table 3.1: Error for the stationary pursuer case, compared to the known
solution computed using fast marching method at resolution M = 2048.








Figure 3.1: Comparison of contours of the “exact” solution (blue) with those
computed by the scheme (3.12) (red) using grid resolutions m = 512 (left) and
m = 1024 (right). The pursuer (blue square) is stationary. The error emanates
from the obstacle due to boundary conditions, but the scheme converges as
the grid is refined.
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A circular obstacle
The evader has the advantage in the surveillance-evasion game. It is
difficult for the pursuer to win unless it is sufficiently fast. But once it is fast
enough, it can almost always win. Define the winning regions for the pursuer
and evader, respectively:
WP = {(P,E)|V (P,E) > Tmax} (3.17)
WE = {(P,E)|V (P,E) ≤ Tmax} (3.18)
Here, we use Tmax = .9T to tolerate numerical artifacts due to bound-
ary conditions. In Figure 3.2, we show how the winning region for a fixed
evader/pursuer position changes as the pursuer’s speed increases. Since it is
difficult to visualize data in 4D, we plot the slices V (P 0, ·) and V (·, E0) where
P 0 = E0 = (1/8, 1/2). We use m = 64, ∆t = ∆x/20 and iterate until T = 10.





}. The computation for
each value function takes 16 hours.
Figure 3.3 shows trajectories from several initial positions with various
speeds. Interestingly, once the evader is cornered, the optimal controls dictate
that it is futile to move. That is, the value function is locally constant.
More obstacles
In Figure 3.4 we consider a more complicated environment with multi-
ple obstacles. Here, the pursuer is twice as fast as the evader. Although there
are many obstacles, the dynamics are not so interesting in the sense that the
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Figure 3.2: Comparison of winning initial positions for the evader (left, red
contour) against a pursuer with fixed initial position (blue square) and vice
versa – winning initial positions for the pursuer (right, blue contour) against
an evader with fixed initial position (red circle). Left column shows V (P 0, ·)
while right column shows V (·, E0), where higher values of V are yellow, while
lower values are dark blue. From top to bottom, the pursuer is 1.5, 2 and 3
times faster than the evader. The pursuer must be sufficiently fast to have a
chance at winning.
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Figure 3.3: Trajectories of several games played around a circle. The pursuer
loses when it has same speed as the evader (left column). When the pursuer is
2x faster than the evader, it is possible to win; the evader essentially gives up
once it is cornered, since no controls will change the outcome (right column).
Initial positions are shown as stars. Black lines connect positions at constant
time intervals.
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evader will generally navigate towards a single obstacle. Again, the evader
tends to give up once the game has been decided.
Finally, in Figure 3.5 we show suboptimal controls for the evader. In
particular, the evader is controlled manually. Although manual controls do
not help the evader win, they lead to more interesting trajectories.
Figure 3.4: Trajectories of games played around 5 circular obstacles. Pursuer
(blue) is 2x as fast as evader (red). The evader wins (left) if it can quickly
hide. Otherwise it will give up once it is captured (right). Initial positions are
shown as stars. Black lines connect positions at constant time intervals.
3.2.3 Discussion
Notice that an optimal trajectory for the pursuer balances distance and
visibility. While moving closer to the evader will guarantee that it can’t “get
away”, it is not sufficient, since being close leads to more occlussions. On the
other hand, moving far away gives better visibility of the environment, but
may make it impossible to catch up once E turns the corner.
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Figure 3.5: Manually controlled evader against an optimal pursuer. The evader
loses in both cases, but does not give up.
Although we described the formulation for a single pursuer and evader,
the same scheme holds for multiple pursuers and evaders. The end-game set
just needs to be modified to take into account the multiple players. That is,
the game ends as soon as any evader is occluded from all pursuers. However,
the computational complexity of the scheme is O(mkd) which quickly becomes
unfeasible even on small grid sizes. At the expense of offline compute time, the
game can be played efficiently online. The caveat is that, the value function
is only valid for the specific map and velocities computed offline.
Note that in the limit of infinite evaders, the game reduces to the
surveillance problem from chapter 2.
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3.3 Locally optimal strategies
As the number of players increases, computing the value function from
the HJI equations is no longer tractable. We consider a discrete version of
the game, with the aim of feasibly computing controls for games with multiple
pursuers and multiple evaders. Each player’s position is now restricted on a
grid, and at each turn, the player can move to a new position within a neigh-
borhood determined by its velocity. Players cannot move through obstacles.
Formally, define the arrival time function
dP(x, y) := min
σP∈A
min{t|P (0) = x, P (t) = y}
dE(x, y) := min
σE∈A
min{t|E(0) = x,E(t) = y}.
(3.19)
The set of valid actions are the positions y which can be reached from x within
a ∆t time increment:
AP(t) := {y ∈ Ωfree|dP(P (t), y) ≤ ∆t}
AE(t) := {y ∈ Ωfree|dE(E(t), y) ≤ ∆t}.
(3.20)
In a ∆t time step, each player can move to a position
P (t+ ∆t) ∈ AP(t)
E(t+ ∆t) ∈ AE(t).
(3.21)
Analogously, for multiple players, denote the number of pursuers and
evaders as kP and kE, respectively. Define
P = (P1, . . . , PkP )
E = (E1, . . . , EkE)
AP(t) = {P|Pi ∈ AP(t) , i = 1, . . . , kP}
AE(t) = {E|Ej ∈ AE(t) , j = 1, . . . , kE}
(3.22)
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so that in ∆t time, each team can move to
P(t+ ∆t) ∈ AP(t)
E(t+ ∆t) ∈ AE(t)
(3.23)
The game ends as soon as one evader is occluded from all pursuers.
The end-game set is
Tend = {(P,E) | ∃ j : ξ(Pi, Ej) ≤ 0 for i = 1, . . . , kP}, (3.24)
We propose two locally optimal strategies for the pursuer.
3.3.1 Distance strategy
The trajectories from the section 3.2 suggest that the pursuer must
generally remain close to the evader. Otherwise, the evader can quickly hide
behind obstacles. A simple strategy for the pursuer is to move towards the
evader:







That is, in the time increment ∆t, the pursuer should pick the action that
minimizes its travel time to the evader’s current position at time t.
For the multiplayer game, we propose a variant of the Hausdorff dis-
























Informally, the first term encourages each pursuer to be close to an evader,
while the second term encourages a pursuer to be close to each evader. The sum
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helps to prevent ties. The optimal action according to the distance strategy is
P(t+ ∆t) = arg min
x∈AP (t)
dP(x,E(t)) (3.26)
In the next section, we will use search algorithms to refine policies.
Rather than determining the best action, it is useful to quantify the utility of
each action. To do so, define pdistance : Ω×Ωfree×· · ·×Ωfree → R as the policy,
which outputs a probability the agent should take an action, conditioned on













−dP (x,E(t)) x ∈ AP(t)
0 otherwise
(3.27)
For the discrete game with ∆t time increments, one can enumerate the
possible positions for each Pi and evaluate the travel time to find the optimal
control. The arrival time function dPi(·, Ej(t)) to each Ej at the current time
t can be precomputed in O(md) time. In the general case, where each pursuer
may have a different velocity field fP i, one would need to compute kP arrival
time functions. If a∆t(Pi) is the max number of possible actions each pursuer
























Recall that, for a stationary pursuer, the value function for the evader
becomes the Eikonal equation:
fE|∇EV | = 1 on Ωfree \ Tend
V (P,E) = 0 (P,E) ∈ Tend,
(3.28)





min{t ≥ 0 | E(0) = E0 , (P,E(t)) ∈ Tend }. (3.29)
It is the shortest time in which an evader at E0 can be occluded from a
stationary pursuer at P . Thus, a reasonable strategy for the evader is to
pick the action which brings it closest to the shadow formed by the pursuer’s
position:
E(t+ ∆t) = arg min
y∈AE (t)
τE(P (t), y). (3.30)
A conservative strategy for the pursuer, then, is to maximize time-to-occlusion,
assuming that the evader can anticipate its actions:
τ ∗E(x,E(t)) = min
y∈AE (t)
τE(x, y) (3.31)




Remark: The strategy (3.32) is a local variant of the static value func-
tion proposed in [101]. In that paper, they suggest using the static value
function for feedback controls by moving towards the globally optimal desti-
nation, and then recomputing at ∆t time intervals. Here, we use the locally
optimal action.
For multiple players, the game ends as soon as any evader is hidden




min{t ≥ 0 | E(0) = E0 , (P,E(t)) ∈ Tend }. (3.33)
Then, the strategy should consider the shortest time-to-occlusion among all
























∗(x,E(t)) x ∈ AP(t)
0 otherwise
(3.35)
This strategy is computationally expensive. One can precompute the
arrival time to each evader by solving an Eikonal equation O(md). For each
combination of pursuer positions, one must compute the joint visibility func-
tion and corresponding shadow function O(md). Then the time-to-occlusion
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can be found by evaluating the precomputed arrival times to find the minimum




















though we leave that for future work.
Blend strategy
We have seen from 3.2 that optimal controls for the pursuer balance
the distance to, and visibility of, the evader. Thus a reasonable approach
would be to combine the distance and shadow strategies. However, it is not
clear how they should be integrated. One may consider a linear combination,
but the appropriate weighting depends on the game settings and environment.
Empirically, we observe that the product of the policies provides promising
results across a range of scenarios. Specifically,
pblend ∝ pshadow · pdistance (3.38)
3.3.3 Numerical results
We present some representative examples of the local policies. First,
we consider the game with a circular obstacle, a single purser and single evader
whose speeds are fP = 3 and fE = 2, respectively. Figure 3.6 illustrates the
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typical trajectories for each policy. In general, the distance strategy leads the
pursuer into a cat-and-mouse game the with evader; the pursuer, when close
enough, will jump to the evader’s position at the previous time step. The
shadow strategy keeps the pursuer far away from obstacles, since this allows it
to steer the shadows in the fastest way. The blend strategy balances the two
approaches and resembles the optimal trajectories based on the HJI equation
in section 3.2.
Next, we highlight the advantages of the shadow strategy with a 2
pursuer, 2 evader game on a map with two crescent-shaped obstacles. The
pursuer and evader speeds are fP = 4 and fE = 2, respectively. The openness
of the environment creates large occlusions. The pursuers use the shadow
strategy to cooperate and essentially corner the evaders. Figure 3.7 shows
snapshots of the game. The distance strategy loses immediately since the
green purser does not properly track the orange evader.
We present cases where the distance and shadow strategy fail in Fig-
ure 3.8. The evader tends to stay close to the obstacle, since that enables the
shortest path around the obstacle. Using the distance strategy, the pursuer
agressively follows the evader. The evader is able to counter by quickly jump-
ing behind sharp corners. On the other hand, the shadow strategy moves the
pursuer away from obstacles to reduce the size of shadows. As a consequence,
the pursuer will generally be too far away from the evader and eventually lose.
In environments with many nonconvex obstacles, both strategies will fail.
Finally, we show that blending the shadow and distance strategies is
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Figure 3.6: Distance strategy (top) follows the evader closely, shadow strategy
(middle) stays far to gain better perspective, while the blend strategy (bottom)
strikes a balance. 79
Figure 3.7: (Top 2 rows) The blue and green pursuers cooperate by using the
shadow strategy. Green initially has responsibility of the orange evader, but
blue is able to take over. (Bottom) The distance strategy loses immediately.
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Figure 3.8: Failure modes for the local strategies. Blindly using the distance
strategy (left) allows the evader to exploit the sharp concavities. The shadow
strategy (right) keeps the pursuer far away to reduce the size of shadows, but
often, the pursuer is too far away to catch the evader.
very effective in compensating for the shortcomings of each individual policy.
The pursuers are able to efficiently track the evaders while maintain a safe
distance. Figure 3.9 shows an example with 2 pursuers and 2 evaders on a
map with multiple obstacles, where fP = 3 and fE = 2.
3.4 Learning the pursuer policy
We propose a method for learning optimal controls for the pursuer,
though our methods can be applied to find controls for the evader as well.
Again, we consider a discrete game, where each player’s position is restricted
on a grid, and at each turn, the player can move to a new position within a
neighborhood determined by their velocity. All players move simultaneously.
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Figure 3.9: The pursuers (blue and green) are able to win by combining the
distance and shadow strategy. The pursuers stay close, while maintaining
enough distance to avoid creating large shadow regions. The pursuers are
slightly faster than the evaders.
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The game termination conditions are checked at the end of each turn.
We initialize a neural network which takes as input any game state,
and produces a policy and value pair. The policy is probability distribution
over actions. Unlike in section 3.2, the value, in this context, is an estimate of
the likely winner given the input state.
Initially the policy and value estimates are random. We use Monte
Carlo tree search to compute refined policies. We play the game using the
refined policies, and train the neural network to learn the refined policies.
By iterating in this feedback loop, the neural network continually learns to
improve its policy and value estimates. We train on games in various envi-
ronments and play games on-line on maps that were were not seen during the
training phase.
3.4.1 Monte Carlo tree search
In this section, we review the Monte Carlo tree search algorithm, which
allows the agent to plan ahead and refine policies. For clarity of notation, we
describe the single pursuer, single evader scenario, but the method applies to
arbitrary number of players.
Define the set of game states S := {(P,E) ∈ Ωfree×Ωfree} so that each
state s ∈ S characterizes the position of the players. Let A ⊆ Ωfree be the set
of actions. Let T (s, a) : S × A → S be the transition function which outputs
the state resulting from taking action a at state s. Let f : S → Rmd × [−1, 1]
be an evaluator function which takes the current state as input and provides
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a policy and value estimate: f(s) = (~p, v). Formally, Monte Carlo tree search
is mapping takes as input the current state s0, the evaluator function f , and
a parameter M indicating the number of search iterations: MCTS(s0, f ;M).
It outputs a refined policy ~π∗.
Algorithm 3.1 summarizes the MCTS algorithm. At a high level, MCTS
simulates game play starting from the current state, keeping track of nodes it
has visited during the search. Each action is chosen according to a formula
U(s, a) which balances exploration and exploitation. Simulation continues
until the algorithm reaches a leaf node sn, a state which has not previously
been visited. At this point, we use the evaluator function f(sn) = (~p, v) to
estimate a policy and value for that leaf node. The value v is propagated to
all parent nodes. One iteration of MCTS ends when it reaches a leaf node.
MCTS keeps track of statistics that help guide the search. In particular
• N(s, a): the number of times the action a has been selected from state s
• W (s, a): the cumulative value estimate for each state-action pair
• Q(s, a): the mean value estimate for each state-action pair
• P (s, a) = (1− ε)p(a|s) + εη: the prior policy, computed by evaluating f .
Dirichlet noise η is added to allow a chance for each move to be chosen.




is the upper confidence bound [80].
The first term exploits moves with high value, while the second term
encourages moves that have not selected.
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When all M iterations are completed, the desired refined policy is pro-
portional to N(s0, a)
1/τ , where τ is a smoothing term.
Algorithm 3.1 Monte Carlo tree search: MCTS(s0, f,M)
N(s, a)← 0
Q(s, a)← 0
W (s, a)← 0
visited = {∅}
for i = 1, . . . ,M do
n← 0
while sn /∈ visited do
if
∑
bN(sn, b) > 0 then





a∗n = arg maxa P (sn, a)
end if





(p, v) = f(sn)
P (sn, a) = (1− ε)p(a|sn) + εη
visited.append(sn)
for j = 0, . . . , n− 1 do
N(sj, a)← N(sj, a∗j) + 1
W (sj, a)← W (sj, a∗j) + v
Q(sj, a)← Q(sj, a∗j)/N(sj, a∗j)
end for
end for






3.4.2 Policy and value network
We use a convolutional neural network which takes in the game state
and produces a policy and value estimate. Although the state can be com-
pletely characterized by the positions of the players and the obstacles, the
neural network requires more context in order to be able to generalize to new
environments. We provide the following features as input to the neural net-
work, each of which is an m×m image:
• Obstacles as binary image
• Player positions, a separate binary image for each player
• Joint visibility of all pursuers, as a binary image
• Joint shadow boundaries of all pursuers
• Visibility from each pursuer’s perspective, as a binary image
• Shadow boundary from each pursuer’s perspective
• Valid actions for each player, as a binary image
• Each evader’s policy according to (3.30)
AlphaZero [89] suggests that training the policy and value networks
jointly improves performance. We use a single network based on U-Net [79],
which splits off to give output policy and value.
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The input is m×m×Cin, where Cin = 2+4kP +2kE and kP , kE are the
number of pursuers and evaders, respectively. The U-Net consists of log2(m)+1
down-blocks, followed by the same number of up-blocks. All convolution layers
in the down-blocks and up-blocks use size 3 kernels. Each down-block consists
of input, conv, batch norm, relu, conv, batch norm, residual connection from
input, relu, followed by downsampling with stride 2 conv, batch norm, and
relu. A residual connection links the beginning and end of each block, before
downsampling. The width of each conv layer in the lth down-block is l · Cin.
Each up-block is the same as the down-block, except instead of downsampling,
we use bilinear interpolation to upsample the image by a factor of 2. The
upsampled result is concatenated with the predownsampled output from the
corresponding (same size) down-block, followed by conv, batch norm, relu. The
width of each conv layer in the up-block is same as those in the down-block of
corresponding size.
Then, the network splits into a policy and value head. The policy head
consists of 1 × 1 conv with width 8, batch norm, relu, and 1 × 1 conv with
width kP . The final activation layer is a softmax to output p ∈ Rm×m×kP , a
policy for each pursuer. The value head is similar, with 1× 1 conv with width
8, batch norm, relu, and 1 × 1 conv with width 1. The result passes through
a tanh activation and average pooling to output a scalar v ∈ [−1, 1].
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3.4.3 Training procedure
Since we do not have the true value and policy, we cannot train the
networks in the usual supervised fashion. Instead, we use MCTS to gener-
ate refined policies, which serve as the training label for the policy network.
Multiple games are played with actions selected according to MCTS refined
policies. The game outcomes act as the label for the value for each state in
the game. We train over various maps consisting of 2-7 obstacles, including
circles, ellipses, squares, and tetrahedrons.
More specifically, let fθ(s) be the neural network parameterized by θ,
which takes a state s as input, and outputs a policy ~πθ(s) and value vθ(s). Let
sj(0) be the initial positions. For j = 1, . . . , J , play the game using MCTS:
~πj(a|sj(k)) = MCTS(sj(k), fθ;M) (3.39)
sj(k + 1) = arg max
a
~π∗j (a|sj(k)) (3.40)
for k = 0, . . . , Kj. The game ends at
Kj = inf{k|sj(k) ∈ Tend} (3.41)
Then the ”true” policy and value are
~π∗j (k) = ~πj(·|sj(k)) (3.42)
v∗j (k) =
{




The parameters θ of the neural network are updated by stochastic gra-



















Lpolicy(~p, ~q) = −~p · log ~q
Lvalue(p, q) = (p− q)2
(3.44)
We use a learning rate of 0.001 and the Adam optimizer [47].
3.4.4 Numerical results
A key difficulty in learning a good policy for the pursuer is that it
requires a good evader. If the evader is static, then the pursuer can win with
any random policy.
During training and evaluation, the game is played with the evader
moving according to (3.30). Although all players move simultaneously, our
MCTS models each team’s actions sequentially, with the pursuers moving first.
This is conservative towards the pursuers, since the evaders can counter.
We train using a single workstation with 2 Intel Xeon CPU E5-2620 v4
2.10GHz processors and a single NVidia 1080-TI GPU. For simplicity, fP and
fE are constant, though it is straightforward to have spatially varying velocity
fields. We use a gridsize of m = 16. We set Kmax = 100 and M = 1000
MCTS iterations per move. One step of training consists of playing J = 64
games and then training the neural network for 1 epoch based on training data
for the last 10 steps of training. Self-play game data is generated in parallel,
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while network training is done using the GPU with batch size 128. The total
training time is 1 day.
The training environments consist of between 2 to 6 randomly oriented
obstacles, each uniformly chosen from the set of ellipses, diamonds, and rect-
angles. We emphasize that the environments shown in the experiments are
not in the training set.
We compare our trained neural network against uniform random and
dirichlet noise-based policies, as well as the local policies from section 3.3.
In order to draw a fair comparison, we make sure each action requires the
same amount of compute time. Each MCTS-based move in the 2 player game
takes 4 secs while the multiplayer game takes about 10 secs per move, on
average. Since the noise-based policies require less overhead, they are able to
use more MCTS iterations. The shadow strategies become very expensive as
more players are added. For the 1v1 game, we use M̂ = 1000, while the 2v2





• MCTS(·, fdistance, 1000) where fdistance(s) = (pdistance, 0).
• MCTS(·, fshadow, M̂) where fshadow(s) = (pshadow, 0).
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• MCTS(·, fblend, M̂) where fblend(s) = (pblend, 0).
• MCTS(·, fµ, 2000) where fν(s) = (Uniform, 0).
• MCTS(·, fη, 2000) where fη(s) = (Dir(0.3), 0).
• MCTS(·, fθ, 1000) where fθ is the trained Neural Network
Two players
As a sanity check, we show an example on a single circular obstacle
with a single pursuer and single evader. As we saw from the previous section,
the pursuer needs to be faster in order to have a chance at winning. We let
fP = 2 and fE = 1. Figure 3.10 shows an example trajectory using Neural
Net. The neural network model gives reasonable policies. Figure 3.11 shows
an adversarial human evader playing against the Neural Net pursuer, on a map
with two obstacles. The pursuer changes strategies depending on the shape of
the obstacle. In particular, near the corners of the ”V” shape, it maintains a
safe distance rather than blindly following the evader.
In order to do a more systematic comparison, we run multiple games
over the same map and report the game time statistics for each method. We
fix the pursuer’s position at (1/2, 1/4) and vary the evader’s initial location
within the free space. Figure 3.12 shows the setup for the two maps considered
for the statistical studies in this section. One contains a single circle in the
center, as we have seen previously. The other one contain 5 circular obstacles,
though the one in the center has some extra protrusions.
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Figure 3.10: Snapshots of the trajectory for the Neural Net pursuer around a
circular obstacle. The pursuer (blue) tracks the evader (red) while maintaining
a safe distance. View from left to right, top to bottom. Stars indicate the initial
positions, and the black line (of sight) connects the players at the end of each
time interval.
92
Figure 3.11: Trajectory for the Neural Net pursuer against an adversarial hu-
man evader on a map with two obstacles. The pursuer transitions between
following closely, and leaving some space, depending on the shape of the ob-
stacle.
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Figure 3.13 shows an image corresponding the the length of the game
for each evader position; essentially, it is a single slice of the value function for
each method. Table 3.2 shows the number of games won. Shadow strategy
particularly benefits from using MCTS for policy improvements, going from
16% to 67.15% win rate. Our neural network model outperforms the rest with
a 70.8% win rate.
Figure 3.12: Setup for computing a slice of the value function for the circular
obstacle (left) and 5 obstacle map (right). The pursuer’s initial position is
fixed (blue) while the evader’s changes within the free space.
Multiple players
Next, we consider the multiplayer case with 2 pursuers and 2 evaders on
a circular obstacle map where fP = 2 and fE = 2. Even on a 16× 16 grid, the
computation of the corresponding feedback value function would take several
days. Figure 3.14 shows a sample trajectory. Surprisingly, the neural network
has learned a smart strategy. Since there is only a single obstacle, it is sufficient
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Figure 3.13: One slice of the ”value” function for single pursuer, single evader
game with 5 obstacles. Bright spots indicate that the pursuer won the game
if that pixel was the evader’s initial position.
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Table 3.2: Game statistics for the 1 pursuer vs 1 evader game with 5 circular
obstacles, where fP = 2 and fE = 1.




MCTS(·, Distance; 1000) 55.47 62.40
MCTS(·, Shadow; 1000) 67.15 69.45
MCTS(·, Blend; 1000) 58.39 63.27
MCTS(·, Uniform; 2000) 60.58 65.84
MCTS(·, Dirichlet; 2000) 65.69 69.02
MCTS(·, Neural Net; 1000) 70.80 71.61
for each pursuer to guard one opposing corner of the map. Although all players
have the same speed, it is possible to win.
Figure 3.15 shows a slice of the value function, where 3 players’ posi-
tions are fixed, and one evader’s position varies. Table 3.3 shows the game
statistics. Here, we see some deviation from the baseline. As the number of
players increase, the number of actions increases. It is no longer sufficient to
use random sampling. The neural network is learning useful strategies to help
guide the Monte Carlo tree search to more significant paths. The distance
and blend strategies are effective by themselves. MCTS helps improve per-
formance for Distance. However, 250 iterations is not enough to search the
action space, and actually lead to poor performance for Blend and Shadow.
For this game setup, MCTS(Distance,1000) performs the best with a 73.5%
win rate, followed by Blend with 65.4% and Neural Net with 59.9%. Although
the trained network is not the best in this case, the results are very promising.
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Figure 3.14: Trajectories for the multiplayer game played using NNet around a
circle. Pursuers are blue and green, while evaders are red and orange. Blue has
learned the tactic of remaining stationary in the corner, while green manages
the opposite side. The evaders movements are sporadic because there is no
chance of winning; there are no shadows in which to hide.
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Table 3.3: Game statistics for the 2 pursuer vs 2 evader game with a circular
obstacle.




MCTS(·, Distance; 1000) 73.5 76.6
MCTS(·, Shadow; 250) 40.7 44.5
MCTS(·, Blend; 250) 00.0 4.4
MCTS(·, Uniform; 2000) 00.0 5.3
MCTS(·, Dirichlet; 2000) 27.8 32.8
MCTS(·, Neural Net; 1000) 59.9 61.7
We want to emphasize that the model was trained with no prior knowledge.
Given enough offline time and resources, we believe the proposed approach can
scale to larger grids and learn more optimal policies than the local heuristics.
Figure 3.16 shows a comparison of the depth of search for M = 1000
MCTS iterations. Specifically, we report depth of each leaf node, as measured
by game time. To be fair, we allow the uniform and dirichlet baselines to run
for 2000 MCTS iterations to match the runtime needed for 1 move. Also, the
shadow strategies are extremely costly, and can only run 250 MCTS iterations
in the same amount of time. However, we show the statistics for M = 1000
to gain better insights. Ideally, a good search would balance breadth and
depth. The neural network appears to search further than the baselines. Of
course, this alone is not sufficient to draw any conclusions. For example, a
naive approach could be a depth-first search.
In Figure 3.17, we show a similar chart for the single pursuer, single
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Figure 3.15: One slice of the value function for 2 pursuer, 2 evader game on
the circular obstacle.
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evader game with a circular obstacle. In this case, the game is relatively easy,
and all evaluator functions are comparable.
3.5 Conclusion and future work
We proposed three approaches for approximating optimal controls for
the surveillance-evasion game. When there are few players and the grid size
is small, one may compute the value function via the Hamilton-Jacobi-Isaacs
equations. The offline cost is immense, but on-line game play is very efficient.
The game can be played on the continuously in time and space, since the
controls can be interpolated from the value function. However, the value
function must be recomputed if the game settings, such as the obstacles or
player velocities, change.
When there are many players, we proposed locally optimal strategies
for the pursuer and evader. There is no offline preprocessing. All computation
is done on-line, though the computation does not scale well as the velocities
or number of pursuers increases. The game is discrete in time and space.
Lastly, we proposed a reinforcement learning approach for the multi-
player game. The offline training time can be enormous, but on-line game play
is very efficient and scales linearly with the number of players. The game is
played in discrete time and space, but the neural network model generalizes
to maps not seen during training. Given enough computational resources, the
neural network has the potential to approach the optimal controls afforded by
the HJI equations, while being more efficient than the local strategies.
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MCTS(s0, Neural Net; 1000)
Figure 3.16: Histogram of leaf node depth for MCTS using various evaluator
functions for the multiplayer game around a circular obstacle. The colors show
increments of 100 iterations. The multiplayer game has a much larger action
space, making tree search difficult. The neural network appears to search
deeper into the tree.
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MCTS(s0, Neural Net; 1000)
Figure 3.17: Histogram of leaf node depth for MCTS using various evaluator
functions for the single pursuer vs single evader game around a circular obsta-
cle. The colors show increments of 100 iterations. The game is relatively easy
and thus all algorithms appear comparable. Note that Uniform and Dirichlet
are allowed 2000 MCTS iterations, since they require less overhead to run.
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There are many avenues to explore for future research. We are work-
ing on the extension of our reinforcement learning approach to 3D, which
is straight-forward, but requires more computational resources. Figure 3.18
shows an example surveillance-evasion game in 3D. Along those lines, a multi-
resolution scheme is imperative for scaling to higher dimensions and resolu-
tions. One may also consider different game objectives, such as seeking out an
intially hidden evader, or allowing brief moments of occlusion.
Figure 3.18: A snapshot of a 3D surveillance-evasion game around a sphere.
3.5.1 The surveillance-constrained patrol problem
In [10], we considered a surveillance-constrained patrol problem where
a pursuer must optimize short-term visibility of the environment, with the
constraint that it must always keep the evader within its line-of-sight. In this
section, we briefly review the ideas in that paper, and mention a direction for
future work which combines the ideas presented in Chapters 2 and 3.
The game is played in discrete space and time. We assume that both
103
players have a map of the environment; the pursuer must be faster than the
evader, otherwise it may not have any flexibility to do anything other than the
surveillance constraint. Formally, let K ∈ N. Short-term visibility means that
the pursuer’s visibility of the environment at time t is only valid for K time
steps, after which those portions are assumed to be occluded again. Define





As in Chapter 2, one may define the gain function
gK(x; Ωii−K) := |Vx ∪ Ωii−K | − |Ωii−K |, (3.46)




subj. to E(t) ∈ V(P (t)) for t ≥ i
(3.47)
The constraint is challenging since it needs to hold for all future time. In [10],
we satisfy the constraint by using reactive synthesis tools to precompute the
feasible set
F := {(P (0), E(0))|E(t) ∈ V(P (t)) for t ≥ 0},
which is the set of positions from which it is possible to maintain the surveil-




subj. to (P (i), E(i)) ∈ F ,
(3.48)
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where the optimization of the objective function can be done greedily dur-
ing game-play. Figure 3.19 shows snapshots from an example surveillance-
constrained patrol game.
For future work, we envision the use of the value function from sec-
tion 3.2 to compute the feasible set for the continuous version of the game.
Optimization of gK can be done using a greedy approach powered by a con-
volutional neural network, as in Chapter 2. Monte Carlo tree search may
also help refine strategies and generate causually relevant training data that
surpasses the one-step lookahead policy afforded by the greedy algorithm.
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t = 0 t = 10 t = 16
t = 20 t = 24 t = 33
Figure 3.19: Example of the surveillance-constrained patrol game with a single
pursuer (blue) and single evader (orange). The pursuer tries to optimize short-
term visibility of the environment when possible, but must always maintain
visibility of the evader. The green cells correspond to the pursuer’s planned





In the previous chapters, we discussed problems involving line-of-sight
visibility. The shadows formed by the obstacles depend intricately on the
shape of the obstacles. Thus, the corresponding algorithms for exploration
and surveillance-evasion are functions over the space of shapes. This chap-
ter considers something slightly different: a way to sample and characterize
shapes. Admittedly, it is not entirely relevant to the notion of line-of-sight visi-
bility. But abstractly, one can consider this chapter as relating to the visibility
of point clouds.
In particular, we propose a novel method for sampling point clouds or
other geometric objects. We call our approach “RaySense” because it samples
by firing randomly-chosen rays through the ambient space occupied by the
object. At a few points along each ray, we sample the nearest neighbors in
the object; the ray senses the structure of the object. We can then work with
This chapter contains portions of a preprint completed in collaboration with my ad-
visor Richard Tsai, as well as Liangchen Liu and Colin Macdonald from the Department
of Mathematics at the University of British Columbia. The collaboration initiated at the
Institute for Pure and Applied Mathematics (IPAM).
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this data—the RaySense signature—instead of the original object. The size
of the RaySense signature can be predetermined, while the size of each point
cloud may vary. Therefore, the use of RaySense signatures offers flexibility in
designing algorithms for comparing data sets of different sizes.
RaySense assumes that the object, Γ, is embedded in a Euclidean space,
Rd using some suitable representation. For example, d = 3 for CAD models of
a physical object [18, 114], an implicit surface, or a collection of shapes, dis-
cretized and represented as black-and-white images. Γ may contain point sets
from geometrical objects containing parts of different Hausdorff dimensions;
e.g., solids balls inter-connected by line segments. In general, RaySense will
work on data already transformed into a suitable feature space. In this chap-
ter, we limit much of the discussion to point sets in R3. We assume the objects
to be compared are calibrated, e.g., centered, rotated, and scaled consistently.
When the object is a point cloud, the RaySense samples are easy to
find via discrete nearest neighbor searches. There are computationally efficient
algorithms for performing nearest-in-Euclidean-distance neighbor searches, for
example, tree-based algorithms [8], and grid-based algorithms [105]. For very
high dimensions, there is also randomized nearest neighbor search algorithms [42].
We show that certain statistical information from the sampled data are de-
pendent only on the ray distribution, not specific ray sets.
When the object is a smooth submanifold in Rd, one can easily extract
local geometrical information (such as curvature) from the nearest points of the
rays. When Γ is a finite point set on a smooth manifold, curvature information
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Figure 4.1: A simple 2D point set (gray). Two rays (black) sense nearest
neighbors of the point set (blue). Singular points, such as the tip of the tail,
have larger Voronoi cells (dashed lines) and are more likely to be sampled.
Closest point pairs are shown in green and red.
can also be derived from multiple nearest neighbors of each point on the rays.
RaySense has potential applications for registration, classification, seg-
mentation, and compression of data. In this chapter, we consider registration
as a pre-processing step that is already applied to the data set, and focus on
the problem of classification.
Contributions
We provide theoretical and empirical analysis on properties of our pro-
posed sampling framework, including statistical invariance, independence to
embedding dimension and repeated sampling of salient feature points. We
design RayNN, a neural network with 1D convolutions tailored for RaySense.
We evaluate our network on benchmark point cloud classification datasets
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and show that, compared with other state-of-the-art methods, RayNN is more
robust against unseen outliers and has lower complexity while achieving com-
parable accuracy. Intuitive explanations for RaySense’s success include (a)
repeated sampling of salient feature points; and (b) some locality and high-
order information related to (suitably-defined notions) of curvatures.
4.1.1 Related work
In Integral Geometry, one uses the probability of intersection of affine
subspaces of different dimensions with the target data manifold to deduce in-
formation about the manifold. The interaction information obtained from the
“sensing” affine subspaces is binary: yes or no; i.e., X = {0, 1}. One thus has
a counting problem: how frequently will rays intersect with the data mani-
fold. From these probabilities, one may extract geometrical information about
the manifold; see e.g., [48]. Nevertheless, this approach may be inefficient in
practice. One may further consider integrating certain information gathered
along rays. The Radon transform is a classic example where a local density is
integrated along each ray.
Our idea is to add additional dimensions to record information about
the data. For example, along a ray, we may store the distance to the closest
point in the data. One can draw an analogy to seismic imaging, where desig-
nated points on each ray correspond to geophones that record the first arrival
time of waves from known sources. One difference is that in seismic imaging,
the sensor arrays typically lie on top of the domain of interest—in RaySense,
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the sensors are placed on rays that penetrate the ambient space.
Abstractly speaking, RaySense is about the mapping of a set of ran-
domly selected rays to some space X that is used to record information about
the data. Correspondingly, one designs functions on X to extract information.
In RaySense, we propose the use of nearest neighbor information.
Salient points tend to appear more frequently within the RaySense
signature. By retaining only the most frequently repeated points, RaySense
resembles keypoint detectors [51] or compression algorithms, such as autoen-
coders and principal component analysis (PCA). However, autoencoders are
less interpretable which leads to difficulties in theoretical analysis. PCA
projects data onto a lower-dimensional space, resulting in loss of important
geometric information.
From the perspective of the computer vision community, RaySense can
be considered as a shape descriptor, mapping from 3D point sets to a more
informative feature space where point sets can be easily compared. Generally,
descriptors try to capture statistics related to local and global features. See
[46] for a survey.
More recently, researchers have combined shape descriptors with ma-
chine learning [27, 81, 93, 115]. Others designed neural networks to learn the
shape descriptors directly from point clouds [1, 49, 64, 65, 77, 78, 91, 112,
113, 120]. PointNet [77] pioneered deep learning on point clouds by applying
independent operations on each point and aggregating features via a symmet-
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ric function. Based on that, other architectures [78, 88] exploit neighboring
information to extract local descriptors. SO-Net [64] uses self-organizing maps
to hierarchically group nodes while applying fully-connected layers for feature
extraction. PCNN [1] defines an extension and pulling operator similar to the
closest point method [82, 67] to facilitate the implementation of regular con-
volution, while DGCNN [113] and PointCNN [65] generalize the convolution
operator to point sets.
Much of the research above is on 3D point clouds. RaySense applies
more generally to data in arbitrary dimensions. Rather than using machine
learning on the point set, we use the RaySense signature as input. We show
this is more efficient for classification in § 4.4.
The ray-casting and ray-tracing communities [34, 53, 76] use kd-tree–
based algorithms for very efficient computation of nearest-neighbor queries,
curvature, and other quantities, for very large sets of rays. These techniques
would be useful for improving the efficiency of RaySense implementations.
4.2 Methods
We assume all points are properly calibrated by a common preprocess-
ing step.∗ For simplicity, we normalize each point set to be in the unit `2 ball,
with center of mass at the origin.
∗One could use learning based on RaySense to train such a preprocessor for registration;
we do not explore this idea further in this work.
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Figure 4.2: RaySense signatures using 30 sample points per ray. Row 1: vi-
sualization of two rays (black) through points sampled from various objects
(gray). Closest point pairs are shown in green and red. Rows 2–4: the x, y,
and z coordinates of the closest points to the ray.
We draw rays from a distribution P . Each ray is a line segment in Rd.
We consider k uniformly spaced points along each ray, with spacing δr. With
ri,j denoting the j-th point on the i-th ray, we define the RaySense signature
tensor S(Γ), with entries [S(Γ)]i,j := PΓri,j, where PΓri,j is the nearest point
in Γ to ri,j. In cases of nonuniqueness, we choose arbitrarily. Later in § 4.2 we
generalize the entries of the RaySense signature to live in a “feature space” X
by including additional components.
Generating random rays
We present two ways to generate random rays. There is no right way
to generate rays, although it is conceivable that one may find optimal ray
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distributions for specific applications.
Method R1
One simple approach is generating ray segments of fixed-length L,
whose direction ~v is uniformly sampled from the unit sphere. We add a shift ~a




]d to avoid a bias for the origin. The k sample
points are distributed evenly along the ray:







~v, i = 0, . . . , k − 1
The spacing between adjacent points on each ray is denoted by δr, which is
L/(k − 1). We use L = 2.
Method R2
Another natural way to generate random rays is by random endpoints
selection: choose two random points ~p, ~q on a sphere and connect them to
form a ray. Then we evenly sample k points between ~p, ~q on the ray. To avoid
overly short rays where information would be redundant, we use a minimum
ray-length threshold τ to discard rays. Note that the spacing of points on each




(~q − ~p), i = 0, . . . , k − 1.
In this paper, we use Method R1; a fixed δr helps maintain spatial
consistency along the rays, which increases RayNN’s classification accuracy
in § 4.4.
114
What is included in the signature?
Let f : Γ × Rd 7→ X map points in Γ and on a ray into some “feature
space” X, and assume that X is embedded in Rc. Building on § 4.1, we
generalize the RaySense signature tensor to have entries
[Sm,δr(Γ; f,P)]i,j := f(PΓri,j, ri,j).
We will continue to denote this RaySense signature as simply “S(Γ)”.
In this work, we propose that the RaySense signature includes the co-
ordinates of the closest point to each ray sample point and the vector to the
closest point:
f(PΓri,j, ri,j) = [PΓri,j, PΓri,j − ri,j].
In addition, it can include the distance to the closest point ‖PΓri,j − ri,j‖.
The signature can also be extended to include these features from κ nearest-
neighbors. We will see that incorporating additional neighbors into the signa-
ture increases robustness to outliers.
Snapshots of RaySense features
RaySense signatures For discrete point sets, the likelihood that a ray senses
a particular point is related to the volume of its Voronoi cell; this is similar
to a Monte-Carlo approximation to the volume, as we discuss further in § 4.3.
Fig. 4.1 shows that salient points are more likely to be sensed by a ray due to
their larger Voronoi cells. In Fig. 4.2, we show examples of two rays sensing
various 3D point clouds, along with the corresponding features of the signature
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Figure 4.3: RaySense is more likely to sample salient features in the point
cloud. Larger points are repeated more often. We can control the number of
points by increasing the number of rays. Each ray contains 30 sample points.
tensor. Fig. 4.3 shows how often each point is “sensed” by different rays. Points
that are sampled by multiple rays are larger.
Curvature information
If the object is a smooth manifold in Rd (e.g., the sphere in Fig. 4.2)
then each ray induces a parameterized curve γ(t) ∈ Rd. The curvature of γ(t)
can be approximated by finite differences of consecutive values along the ray.
For example, a typical experiment with δr = 0.05 when Γ is a unit sphere gave
values such as 0.9991, 0.9982 and 0.9974, compared to the exact value of 1.
Thus even with only a few rays, we obtain local samples of higher-order
geometric information. Note the calculations in this example can be performed
as combinations of 1×3 convolutions along the ray; thus we can expect RayNN
in § 4.4 to have access to curvature information.
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(c) hemi-4-sphere, rotated into Rd













Figure 4.4: Coverage of point clouds in various dimensions by RaySense using
m rays with 32 samples per ray. Top: 5000 points sampled from curves.
Bottom: 25000 points sampled from hemispheres. Low-dimensional examples
embedded by random rotations into Rd. Noise of size 10−4 added and results
averaged over 40 realizations.
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“Coverage” of an object by RaySense
Our next experiments look at how well a set of rays “cover” data sets
in higher dimensional Euclidean spaces. One way to measure this is to com-
pute the maximum distance from every point in an object Γ to points that
contribute to the signature S(Γ). The smaller this value, the closer we are
to sampling the entire object. We experiment with different point clouds of
various dimensions in Fig. 4.4. Notably, the coverage does not strongly depend
on m when the object is inherently lower dimension and merely “rotated” into
the higher dimensional space (first column of Fig. 4.4). If the object is more
complicated, we may need more rays to attain the same coverage as the di-
mension increases (Fig. 4.4 top-right). Nonetheless, we often obtain coverage
that is roughly dimension-independent (Fig. 4.4 bottom-right).
Data in higher dimensions
We consider the MNIST dataset [60], treating each image as a point in
d = 784 dimensions. Here Γ is point set consisting of all images of the same
digit. As with the airplane example in Fig. 4.3, RaySense tends to sample
salient points in the data. Fig. 4.5 shows the average digits over the whole
dataset, versus the average of those sampled by RaySense. In the context
of MNIST, salient points are digits that are drawn using less typical strokes
(according to the data). These are the data points that may be harder to
classify, since they appear less frequently in the data. RaySense may be used
to determine the most useful data points to label, as in active learning [86].
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Figure 4.5: Each digit averaged over the entire data set (top) versus those
sampled by RaySense (bottom).
How to use S(Γ) for classification?
A natural idea is to choose a suitable metric to define the distances
between the RaySense signature tensors. Then a test data set is labeled “A”
if it is closest (by the metric) to the point sets that are also labeled as “A”.
We offer several choices of metric.
The Frobenius norm of the signature tensor is suitable if the signatures
contain the distance and the closest point coordinates. For data sampled from
smooth geometries, this information along each ray are piecewise continuous.
So `2-norm based comparison seems adequate.
Wasserstein distances are more appropriate for comparison of histograms of
the RaySense data. The normalized histograms can be regarded as probability
distributions. In particular, notice (Fig. 4.6) that RaySense histograms tend to
have “spikes” that correspond to the salient points in the data set; `2 distances
are not adequate for comparing distributions with such features.
Here we briefly describe the Wasserstein-1 distance, or Earth mover’s
distance, that we used in this paper. Let (X,µ) and (X̃, ν) be two probability
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spaces and F and G be the cumulative distribution functions of µ and ν,






One can consider using a properly designed and trained neural network.
In § 4.4, we present a neural network model, RayNN, for comparing point
clouds in three dimensions.
4.3 Statistical invariances
If we collect the histogram of the points sampled from a set of randomly
selected rays, we can show that the histogram has a well-defined limit as the
number of rays tends to infinity. Let U ∈ Rd be a solid dimension-d ball, and
Γ ( U is a finite point set containing N distinct points. We draw random rays
in Rd from a distribution P , e.g., by Method R1.
Let Vj denote the Voronoi cell for the j-th point, xj in Γ, as seen in
Fig. 4.1. Let Lj(ω) denote the length of a ray, ω, that lies in Vj ∩U . If ω does
not intersect Vj, Lj(ω) := 0. Thus, Lj is a random variable, and we denote
it’s expectation by E[Lj] :=
∫
Lj(ω) dP (ω).
A hybrid Monte-Carlo approach can approximate E[Lj]. Draw m rays
from the distribution. On each ray, collect the closest points in Γ from equidis-
tant points that lie within U . Let δr denote the spacing between two adjacent
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points. Enumerate this set of points by ri with i ∈ Z. The closest point of










Here, Sm,δr(Γ) denotes the signature tensor. This Hj is precisely the num-
ber of times xj is sampled by the RaySense approach, normalized by δr/m.
Therefore, we arrive at the following Theorem:





Monte-Carlo approximations of integrals converge with a rate indepen-
dent of the dimension. Consequently, for sufficiently many randomly selected
rays, the histogram is essentially independent of the specific rays that are used.
Similar arguments show that the sampling of any function of the data
set will be independent of the actual ray set, since the histograms are identical











Fig. 4.6 shows the histograms of the coordinates of the points from the Ray-
Sense signature of Γ.
Since the Voronoi cell depends smoothly on Γ, E[Lj] (or E[g(xj)Lj] for
continuous g) will also depend smoothly on Γ. This means that it is stable
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against perturbation to the coordinates of the points in Γ. However, the effect
of introducing new members to Γ, such as outliers, will be non-negligible. One
possible way to overcome this is to use multiple nearest neighbors for points
on the rays. Such information will be different for the outliers. The other
possibility, as we shall demonstrate later in this paper, is to train a suitable
neural network that is less sensitive to outlier contamination.
Comparison of histograms
We experiment by comparing Γ drawn from 16 384 objects of 16 cate-
gories from the ShapeNet dataset [18]. Let li be the label for object Γi. We




z of the x, y, z coordinates, respectively, for
points sampled by 50 rays with k = 10 samples per ray. We compare the














where d(·, ·) is either the `2 or Wasserstein-1 distance. We sum D according






Di,j, a, b = 1, . . . , 16,
and normalize by the number of occurrences for each a, b pair. Fig. 4.7 shows
the matrix of pairwise distances M between the 16 object categories.
Ideally, intra-object distances would be small, while inter-object dis-
tances would be large. As expected, Wasserstein-1 is a better metric for
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comparing histograms. Still, not all objects are correctly classified. When
comparing histograms in not sufficient, one may consider using higher-order
statistics or neural networks to learn more complex mappings between the
data and label.
4.4 Neural network for classification
We use the RaySense signature to classify objects from the ModelNet
dataset [114], using a neural network, which we call RayNN.
We use a postfix notation to indicate more precisely what is included
in the RaySense signature, see § 4.2. We use f with different number of
neighbors, denoted by RayNN-X, where X is related to the input features. For
our implementation, while we might use different numbers of nearest neighbors,
we always include the closest point coordinates and the vector to closest points
in our feature space (c = 6 fixed). We denote our models by RayNN-cpn where
n denotes the number of nearest neighbors.
4.4.1 Implementation details
Architecture
RayNN takes the m × k × c RaySense signature S(Γ) as input, and
outputs a K-vector of probabilities, where K is the number of object classes.
The first few layers of the network are blocks of 1D convolution followed by
max-pooling to encode the signature into a single vector per ray. Convolu-
tion and max-pooling are applied along the ray. After this downsizing, we
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Figure 4.6: Histogram of coordinates from two point sets. Columns 1 and 2
correspond to 2 different sets of rays, each containing 50 rays and 50 samples
per ray. These histograms are similar for the same object and different for
different objects. Column 3 corresponds to the entire point cloud; these differ
from the RaySense histograms.
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Figure 4.7: Comparison of histograms of the x, y, z coordinates of points sam-
pled by RaySense, using `2 and Wasserstein distance W1. Rows and columns
correspond to object labels. Red × indicate location of the argmin along each
row.
implement a max operation across rays. Fig. 4.8 includes some details. The
output of the max pooling layer is fed into fully-connected layers with output
sizes 256, 64, and K to produce the desired vector of probabilities ~pi ∈ RK .
Batchnorm [40] along with ReLU [70] are used for every fully-connected and
convolution layer.
Note that our network uses convolution along rays to capture local in-
formation while the fully-connected layers aggregate global information. Be-
tween the two, the max operation across rays ensures invariance to the ordering
of the rays. It also allows for an arbitrary number of rays to be used during


























mlp(256,64,K) piInputs S( )
Figure 4.8: The RayNN architecture for m rays and k samples per ray. The
input is c feature matrices from S(Γ). With k = 16, each matrix is downsized
to an m-vector by 4 layers of 1-D convolution and max-pooling. The max
operator is then applied to each of the 1024 m-vectors. The length-1024 feature
vector is fed into a multi-layer perceptron (mlp) which outputs a vector of
probabilities, one for each of the K classes in the classification task. Note the
number of intermediate layers (blue) can be increased based on k and c.
Data
We apply RayNN on the standard ModelNet10 and ModelNet40 bench-
marks [114] for 3D object classification. ModelNet40 consists of 12 311 orientation-
aligned [84] meshed 3D CAD models, divided into 9843 training and 2468 test
objects. ModelNet10 contains 3991 training and 908 test objects. Following
the experiment setup in [77], we sample N = 1024 points from each of these
models and rescale them to be bounded by the unit sphere to form point sets.†
Our results do not appear to be sensitive to N .
†RaySense does not require point clouds for inputs: we could apply RaySense directly to




During training, we use dropout with ratio 0.5 on the penultimate layer.
We also augment our training dataset on-the-fly by adding N (0, 0.0004) noise
to the coordinates. We use Adam optimizer [47] with momentum 0.9 and batch
size 16. The learning rate starts at 0.002 and is halved every 100 epochs.
Inference
Our algorithm uses random rays, so it is natural to consider strategies
to reduce the variance in the prediction. We consider one simple approach
during inference by making an ensemble of predictions from λ different ray
sets. The ensemble prediction is based on the average over the λ different







The assigned label then corresponds to the entry with the largest probability.
We denote the number of rays used during training by m, while the number of
rays used for inference is m̂. Unless otherwise specified, we use λ = 8, m = 32
rays, and m̂ = m.
4.5 Numerical results
We compare with some state-of-the-art methods for 3D point cloud
classification tasks. In addition to the results reported by [77], we also compare
against PointNet.pytorch, a PyTorch reimplementation [28] of PointNet. In
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Table 4.1: ModelNet classification results. Here we report our best accuracy
results over all experiments. For reference, the test scores for RayNN-cp5
(m = 32) has mean around 90.31% and standard deviation around 0.25% over
600 tests.
ModelNet10 ModelNet40
PointNet [77] – 89.2
PointNet++ [78] – 90.7
ECC [91] 90.8 87.4
kd-net [49] 93.3 90.6
PointCNN [65] – 92.5
PCNN [1] 94.9 92.3
DGCNN [113] – 92.9
RayNN-cp1 (m = 16) 94.05 90.84
RayNN-cp5 (m = 32) 95.04 90.96
RayNN-cp5 (m = 64, N = 4096) – 91.86
all our experiments, we report overall accuracy. Table 4.1 shows RayNN is
competitive while enjoying lower complexity. To investigate the robustness of
our network, we perform several more experiments.
Robustness to sample size
We repeat the experiments in [77, 113] whereby, after training, data
is randomly removed prior to testing on the remaining points. The results in
Fig. 4.9 show that RayNN performs very well despite missing significant data.
Using fewer rays
We experiment with training using a full set of m = 32 rays but test
using smaller number m̂ of rays. Table 4.2 shows that RayNN can achieve a
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Figure 4.9: Testing DGCNN [113], PointNet [77] and RayNN on ModelNet40
with missing data.
reasonable score even if only m̂ = 4 rays are used for inference.
Robustness to outliers
This experiment simulates situations where noise (outliers) severely
perturbs the original data during testing. We provide two possible solutions to
tackle outliers: (a) RayNN-cp1-3rd records features from only the third near-
est neighbor, and (b) RayNN-cp5 records features from all 5 nearest neighbors.
We compare performance of RayNN with PointNet.pytorch in Table 4.3. The
comparison reveals RaySense’s capability in handling unexpected outliers, es-
pecially when additional nearest neighbors are used. RayNN-cp5 is the most
robust against outliers; RayNN-cp1-3rd is more robust than RayNN-cp1 de-
spite both having similar computational costs. Note the experiment here is
different from that in [77] where the outliers are fixed and included in the
training set.
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Table 4.2: Accuracy when testing with a reduced ray set. RayNN-cp1 was
trained using m = 32 rays. Results averaged over 5 runs.
ModelNet40
m̂ 32 16 8 4
λ = 1 88.50% 86.13% 74.64% 43.28%
λ = 8 89.77% 88.94% 82.97% 55.24%
Table 4.3: Outliers sampled uniformly from the unit sphere are introduced
during testing. The networks are trained without outliers. Results averaged
over 5 runs.
ModelNet10 no outliers 5 outliers 10 outliers
RayNN-cp1 93.26% 79.76% 53.94%
RayNN-cp5 93.85% 92.66% 90.90%
PointNet.pytorch 91.08% 48.57% 25.55%
ModelNet40
RayNN-cp1 89.77 % 54.66% 20.95%
RayNN-cp1-3rd 88.66 % 83.77% 66.36%
RayNN-cp5 90.38% 88.49% 78.06%
PointNet.pytorch 87.15% 34.05% 17.48%
4.5.1 Complexity analysis
Table 4.4 shows that RayNN has an advantage in model size and feed-
forward time even against the simple and efficient PointNet. In both training
and testing, there is some overhead in data preprocessing to build a kd-tree,
generate rays, and perform the nearest-neighbour queries to form the Ray-
Sense signature. For point clouds of around N = 1024, these costs are not too
onerous in practice.
The convolution layers have 48c+840 016 parameters, where c is the di-
mension of input feature space. The fully-connected layers have 64K+278 528
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parameters, where K is the number of output classes. In total, our network
has 1.1× 106 + 48c + 64K ≈ 1.1M parameters. In comparison, PointNet [77]
contains 3.5M parameters.
4.6 Conclusion
We present a new approach for 3D point cloud classification. Underly-
ing our approach is a data sampling technique, RaySense, based on project-
ing random rays onto a data set. The projection is done by finding nearest
neighbors in the data for each point along the ray. These nearest neighbors—
augmented with additional features—form the “RaySense signature”, which
can be used for data processing.
RaySense samples salient features of the data set, such as corners or
edges, with higher probability. From the RaySense signature, local informa-
tion can be recovered. However, nearest-neighbor information is sensitive to
outliers; using multiple nearest neighbors enhances RaySense’s capability to
capture persistent features in the data set, thereby improving robustness.
We have shown theoretically that the statistics of a sampled point cloud
depends only on the distribution of the rays, but not on a particular ray set.
The complexity of RaySense involves the numerical resolution of a single ray
and Monte-Carlo sampling of the ray-distribution. The product of these is
suggestive of independence of the dimension of the data embedding space.
Our experience with three-dimensional data indicates not too many rays are
needed in practice.
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Table 4.4: Top: storage and timings for RayNN-cp1 and PointNet.pytorch on
ModelNet40 using one Nvidia 1080-Ti GPU and batch size 32. The prepro-
cessing and forward time are both measured per batch. Bottom: data from
[113] is included only for reference; no proper basis for direct comparison.
Model size Forward time Preprocessing per epoch
PointNet.pytorch 14 MB 12 ms 3.6 ms 14 s
RayNN-cp1 4.5 MB 2 ms 7.5 ms 22 s
PointNet [77] 40 MB 16.6 ms - -
PCNN [1] 94 MB 117 ms - -
DGCNN [113] 21 MB 27.2 ms - -
We presented a neural network classifier called “RayNN”. RayNN takes
the RaySense signatures as input for classification of point clouds in three di-
mensions. We compared its performance to several other prominent models.
RayNN is lightweight, flexible, efficient, and different from conventional mod-
els; for the same data set, one can test multiple times with different ray sets.
To the best of our knowledge, RaySense is a new idea, so there are
many avenues of possible study. On the theoretical side, one could study Ray-
Sense’s invariant properties for more general geometric objects beyond point
clouds, and its connections to topological structure. There are many practical
applications to explore such as the simultaneous registration, classification and
segmentation of point clouds. Finally, we expect to find applications to high-
dimensional data sets. For example, RaySense could be used as intermediate
step for the semi-guided identification of appropriate feature spaces.
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