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ABSTRACT
Deep learning image classifiers usually rely on huge training sets
and their training process can be described as learning the sim-
ilarities and differences among training images. But, images in
large training sets are not usually studied from this perspective
and fine-level similarities and differences among images is usually
overlooked. This is due to lack of fast and efficient computational
methods to analyze the contents of these datasets. Some studies
aim to identify the influential and redundant training images, but
such methods require a model that is already trained on the entire
training set. Here, using image processing and numerical analysis
tools we develop a practical and fast method to analyze the similari-
ties in image classification datasets. We show that such analysis can
provide valuable insights about the datasets and the classification
task at hand, prior to training a model. Our method uses wavelet
decomposition of images and other numerical analysis tools, with
no need for a pre-trained model. Interestingly, the results we obtain
corroborate the previous results in the literature that analyzed the
similarities using pre-trained CNNs. We show that similar images
in standard datasets (such as CIFAR) can be identified in a few
seconds, a significant speed-up compared to alternative methods
in the literature. By removing the computational speed obstacle,
it becomes practical to gain new insights about the contents of
datasets and the models trained on them. We show that similarities
between training and testing images may provide insights about
the generalization of models. Finally, we investigate the similari-
ties between images in relation to decision boundaries of a trained
model.
KEYWORDS
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1 INTRODUCTION
Studying the similarities and differences among images in training
sets may provide valuable insights about the data and the mod-
els trained on them. For example, we may identify redundancies
and/or anomalies in the training sets, or we may gain insights
about the generalization of models on testing sets and understand
their misclassifications in relation to training sets. Some studies in
the literature aim to identify redundant and influential images in
datasets. However, such analysis is performed in a post-hoc way
and require a model that is trained on all the data. Here, we leverage
image processing and numerical analysis methods for analyzing
image classification datasets prior to training. Our computational
approach is very fast compared to the methods in the literature.
Interestingly, the redundant images that we identify are the same
as the results of previous methods that require pre-trained models,
confirming the validity of our approach to use wavelets to analyze
contents of image classification datasets.
The fast computation makes it practical to provide many useful
insights about the contents of image classification datasets. We
show that a similarity matrix and analysis of eigen-gaps of a graph
Laplacian can provide an estimate about portion of redundancies
in the datasets, prior to training a model, which is useful for many
applications that rely on automated gathering of vast amount of
images with lots of redundancies. Our method can also be used to
identify influential images and to create a graphical model repre-
senting the contents of image classification datasets.
Moreover, analyzing the similarities across training and testing
sets may provide insights about the generalization in deep learning.
Figure 1: Example of nearly identical images in CIFAR-10
training set.
Figure 2: Example of similar images with different labels in
CIFAR-100 training set: oak andmaple tree (left), whale and
seal (right).
Figure 1 shows examples of redundancies present in the CIFAR-
10 dataset and Figure 2 shows examples of similar images with
different labels in the CIFAR-100 dataset. Our method identifes all
of such similarities in a few seconds, with no need for a trained
model.
1.1 Image classifiers and their decision
boundaries
Any classification model is defined by its decision boundaries, and
hence, training process of a model can be viewed as defining those
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decision boundaries for the model. Consider for example, the case
of training a linear regression model. What happens during the
training is basically defining the location of the regression line
(i.e., decision boundary) to partition the input space. Training of
an image classification model is also partitioning its input space,
although such partitions can be geometrically complex in the high
dimensional space.
From this perspective, any training image that does not affect
the decision boundaries of a model can be considered redundant,
and any training image that affects the partitioning of the input
space can be considered influential. Therefore, when a group of
images from the same class are similar, it is likely that only one of
them would suffice to define the necessary decision boundary in
that neighborhood in the domain.
On the other hand, when images of different class are similar (e.g.,
see Figure 2), they would be influential, because they are similar,
and learning them would cause the model to define the necessary
decision boundaries between them. We study these conjectures in
our numerical experiments.1
1.2 Our plan
We propose one general approach and two specific implementations
to analyze the similarities in image-classification datasets. The
general approach is to use wavelets to measure the similarities
among images and to analyze those similarities to provide insights
about the contents of datasets.
Our first implementation (Algorithm 1) is fast and effective as it
decomposes images and clusters them based on their similarities.
Any clustering method can be used. Our second implementation
(Algorithm 2) performs a more thorough analysis of datasets by
forming a similarity matrix and investigating the eigen-gaps of a
graph Laplacian. We later show that this can provide a graphical
model and reveal possible anomalies in the dataset.
We show the effectiveness of our methods on standard object
recognition datasets such as CIFAR-10 and CIFAR-100 [29], and
also one class of Google Landmarks dataset [39].
In Section 2, we review the related work. In Sections 3 and 4,
we describe each of our methods, respectively. Section 6 includes
our numerical results, and finally, in Section 7, we discuss our
conclusions and directions for future research.
2 RELATEDWORK
One of the early studies in the literature is by Ohno-Machado et al.
[40] which reports existence of redundancies in medical training
sets, but their computational method is not practical for modern
applications of deep learning.
There are studies that measure the influence of training points
based on the derivatives of the loss function of a trained model. Guo
and Schuurmans [20] studied the derivatives of mini-batches to
select subsets of unlabeled data but their method is specific to active
learning, where there is a stream of new training data. Vodrahalli
et al. [46] showed that choosing training images with most diversity
of derivatives can speed up the training, but their analysis is based
1As in most machine learning tasks, the underlying assumption is that the data in the
testing set generally comes from a similar distribution as the training set and learning
the similarities and differences among images in the training set is the key to achieving
good generalization.
on models trained on all the data. Recently, [43] explained the speed
of training in terms of correlation between gradients.
There are also methods that consider the value of loss function
or norm of gradients [2, 24, 35]. Such measures are useful to speed
up the training, but not necessarily meaningful proxies to compare
similarity of images. Additionally, since they require computation
of loss and gradient of a model, they are more expensive than direct
comparison of images using image processing tools.
Lapedriza et al. [31] proposed a greedy method to sort the data
points in training sets based on their importance for training. For
the sorting, they define a “training value" which requires the model
to be separately trained from scratch for each training image.
Influence functions have been used to quantify the effect of indi-
vidual training data on a trained model [26, 27], but the assessment
of influence requires a model trained on all the data.
Carlini et al. [10] developed a method that first projects the
images from the pixel space into a two dimensional space, and then
performs clustering in the low dimensional space, but the projection
requires a model trained on all the training set.
There are other studies focused on interpretability of image
classification models that make use of prototypes, for example,
[12, 25, 33]. Such methods aim to train a model such that its output
is explainable in terms of similarity to prototypes. To compare
an image with a prototype, Chen et al. [12] inverts the ℓ2 norm
distance between the output of a trained convolutional layer and
the prototype.
Meletis et al. [37] used a Gaussian Mixture Model (GMM) to
identify visually similar images using a pre-trained model.
Birodkar et al. [9] used clustering of images in a semantic space
to identify redundant images. The semantic space in their study
is the intermediate output of a trained model. Barz and Denzler
[7] also showed that redundant images in CIFAR datasets can be
identified using the output of an average pooling layer.
Chitta et al. [13] showed that a portion of some training sets can
be removed leading to no loss of accuracy. Their method trains an
ensemble of deep neural networks on all the training set in order to
identify such redundancies. Yousefzadeh and O’Leary [53] showed
that the distance of training images to the decision boundaries of a
trained model can identify the most influential training data.
All the approaches above identify the influence of training im-
ages through the lens of a model that is trained on all the data.
Here, we show that using wavelets, one can analyze the images
and obtain valuable information about them, before engaging in
the training process.
Achille et al. [1] studied the similarities between different im-
age classification tasks, e.g., classifying different kinds of birds vs
different kinds of mammals, which can provide valuable informa-
tion about the nature of those classification tasks, however, their
approach requires model training.
Finally, we note that there are unsupervised methods that aim
to create an embedding for groups of images. For example, [45]
solves an optimization problem for each image pair to measure
their similarity and then creates an embedding based on that in-
formation. However, such methods are not scalable to analyze an
entire training set.
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3 FINDING SIMILAR (REDUNDANT AND
INFLUENTIAL) IMAGES IN THE DATA
Here, we develop a simple and fast algorithm to identify similar
images in training sets. Our algorithm first decompose the images
using wavelets, then chooses a subset of wavelet coefficients that
have themost variation among images. Finally, it clusters the images
based on their wavelet coefficients. Images that are similar will
appear in same clusters and that lead to identifying influential and
redundant images. Repeating the same analysis on testing sets can
also provide insights about testing sets.
3.1 Wavelet decomposition of images
We use the wavelet transformation of images as a mean to identify
similar training data. Wavelets are a class of functions that have
shown to be very effective in analyzing different kinds of data,
especially images and signals. Wavelets can also be used to analyze
functions and operators [15]. In both image processing and signal
processing, wavelets have been effective in compressing the data
and also in identifying actual data from the noise [14].
The main idea here is to decompose each image into different
frequency components and then analyze the components among
the images to identify their similarities and differences. Wavelets
allow us to analyze images at different resolutions and therefore
enable us to compare them effectively.
Decomposing an image using a wavelet basis is basically con-
volving the wavelet basis over the image. This is similar to the
operation performed by convolutional neural networks, as CNNs
also convolve a stencil with the input image. Therefore, our method
of analyzing and comparing images is similar to the computational
method that will be used by the classification models. In our results,
we see that wavelets identify the similarity of images, in the same
way that a pre-trained ResNet-50 does.
In this paper we use wavelets, but we note that shearlets [30]
are also a class of functions with great success in analyzing images,
and therefore they can be considered instead of wavelets.
3.2 Extracting a subset of influential wavelet
coefficients
We are interested in the similarities and differences among sub-
groups of images. But, as we will show in our numerical experi-
ments, many of the wavelet coefficients can be similar among all
images in a training set and therefore, not helpful for our analysis.
When computing wavelet decomposition, one can use different
resolutions to convolve the wavelet basis with images. Since we
are concerned with the overall similarity of images, there will be
no need to extract the wavelet coefficients on a very fine level.
Therefore, even for relatively large images in Imagenet and Google
Landmarks datasets, one can extract a relatively small number of
wavelet coefficients by convolving the images with high pass filters.
Once we have computed the wavelet coefficients for images,
we use rank-revealing QR factorization [11] to choose a subset of
coefficients that are most linearly independent among the images.
Rank-revealing QR algorithm and also its variation, pivoted QR
algorithm [19] decompose a matrix by computing a column permu-
tation and a QR factorization of a given matrix. The permutation
matrix orders the columns of the matrix such that the most linearly
independent (non-redundant) columns are moved to the left. The
rows of our matrix represent the images and its columns represent
wavelet coefficients.
The obtained permutation matrix allows us to choose a subset
of most independent columns. This dimensionality reduction in
the wavelet space, previously used by Yousefzadeh and O’Leary
[51, 52], can make our next computational step (i.e., clustering)
faster.
As an example, consider the 60,000 images in the training set of
MNIST dataset. Each image has 784 pixels, leading to 784 wavelet
coefficients using the Haar wavelet basis. 32 of those wavelet coef-
ficients are 0 for all images. After discarding those coefficients, the
condition number of the training set is greater than 1022, implying
linear dependency of columns. After performing rank-revealing
QR factorization, we observe that dropping the last 200 columns
in the permutation matrix will decrease the condition number to
about 106. All the discarded features will be completely unhelpful in
identifying influential and redundant data, because they are either
uniform or (almost) linearly dependent among all images.
The cost of computing the rank-revealing QR factorization is
O(nd2) given n images with d wavelet coefficients [19]. We would
not need to compute the entire decomposition as the computation
can be stopped as soon as a diagonal element of R becomes small
enough compared to its first diagonal element.
We note that the possible computational advantage of using rank-
revealing QR depends on the relative values of n, d , and also the
computational cost of clustering method which will be discussed
in the following.
3.3 Clustering images based on their wavelet
coefficients
Any clusteringmethod can be utilized to cluster the images based on
their wavelet coefficients. The computational effort for clustering
depends on the number of observations (size of training set) and
also the number of features considered for each image. We suggest
performing the clustering on the entire dataset (when possible),
noting that it will be a more expensive computation compared to
clustering images of each class, separately. Clustering per class
would cost less, but would not provide the additional insight about
influential images.
The usual trade-offs among the clustering methods apply here
as well. Some clustering methods identify the appropriate number
of clusters in the data during the clustering, for example Newman’s
community structure algorithms [38], which would be useful when
we are not aware of the percentage of similarities in the dataset.
But, when the number of clusters is known beforehand, a less costly
clustering method could suffice, for example k-means [6, 34].
3.4 Our algorithm based on wavelet
coefficients and clustering
Algorithm 1 formalizes the above process in detail. The algorithm
first computes wavelet decomposition of all images in the training
set and forms them in a matrixW , where rows are samples and
columns are wavelet coefficients (lines 1 through 4). The next step
in the algorithm is to compute the rank-revealing QR factorization
ofW (line 5). This factorization computes an orthogonal matrix Q ,
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Algorithm 1 Algorithm for finding similar training images using
wavelet coefficients and clustering
Inputs: Training set Dtr , τ , clustering methodM, nc
Outputs: Reduced training set Dˆtr and the list of most influential
images I
1: Count number of images in Dtr as n
2: for i = 1 to n do
3: Compute wavelet coefficients of image i , vectorize them and
save them in row i of matrixW
4: end for
5: if n > number of wavelet coefficients per image then
6: [Q,R, P] = RR-QR(W ), i.e. perform rank-revealing QR onW
7: Choosem as large as possible such that the firstm columns
of the matrixWP has condition number less than τ
8: Extract the firstm columns ofWP and save it as Wˆ
9: end if
10: Perform clustering on Wˆ using methodM (with nc clusters)
11: for i = 1 to nc do
12: if there are more than one image in cluster i then
13: if all images in the cluster are from the same class then
14: Keep the image closest to the center of that cluster and
discard other images
15: else
16: Add the images in the cluster to the list I
17: end if
18: end if
19: end for
20: Put together remaining images in clusters as Dˆtr
21: return Dˆtr and I
an upper-triangular matrix R, and a permutation matrix P , such
that
WP = QR.
Algorithm 1 then chooses a subset ofmmost independentwavelet
coefficients according to the permutation matrix (lines 6 and 7).
The condition for choosingm is to maximize its value such that the
condition number of the firstm columns ofWP is less than τ . For a
given dataset, this condition will yield a unique value form. The
best value for τ could vary based on the properties of the dataset.
The trade-off here is that choosing a small τ will yield a smallm,
making the clustering computation less expensive, while using a
very smallm may not be able to adequately capture the variations
among images and lead to poor results. In our numerical experi-
ments, we found τ = 105 to be a good choice. The final stage of the
algorithm is to perform clustering, discard the redundant images,
and return the list of influential images (lines 9 through 13).
About the number of clusters, nc , its best value would depend
on the portion of similar images in a training set which is likely to
be unknown. In typical image classification datasets, the portion of
similar images (including both same and differing classes) make up
less than half of datasets. So, the clustering step can be considered
coarse-graining. There are many methods available to choose an
appropriate value for nc . Later, we describe and use a method that
chooses the nc based on the eigen-gaps of graph Laplacian derived
from a similarity matrix.
4 COMPARING IMAGES USING SPECIALIZED
IMAGE PROCESSING TOOLS AND
ANALYZING A SIMILARITY MATRIX
Algorithm 1 computes the wavelet decomposition of images and
compares the images based on the similarity of their wavelet coeffi-
cients in the Euclidean space. We show in our results that this is
adequate for analyzing the similarity of images in standard datasets
for object recognition. However, we note that there are more so-
phisticated methods to compare images which we consider in this
section.
4.1 Specialized wavelet-based similarity
measures between images
There are many methods in the image processing literature for
measuring the similarities between images, for example, [41, 42, 49].
Albanesi et al. [3] recently proposed a class ofmetrics tomeasure the
similarity between pairs of images. Here, we use a relatively recent
and widely used method known as the Structural Similarity Index
(SSIM), developed byWang et al. [48], which compares images based
on local patterns of pixel intensities that have been normalized for
luminance and contrast.
Some of these measures are designed to measure specific kinds
of similarity, for example, structural similarity, perceptual simi-
larity, textural similarity, etc. Considering the structure of images
and patterns of pixel intensities make the SSIM particularly useful
for image classification of objects such as the ones in CIFAR and
Imagenet datasets.
We note that the similarity measure should be chosen based on
the classification task at hand. For example, in classifying images
of skin cancer [44], the textures present in images may be more
influential in classifications, instead of the structure of images. In
such case, a texture-based similarity measure such as [55] may be
more effective than the SSIM.
Additionally, many of these measures are tunable. For example,
SSIM measures the similarity of images based on three components:
luminance, contrast, and structure, and returns an overall similarity
score based on them. The weight of components and other tun-
able parameters of SSIM can be adjusted to measure the specific
similarities of interest.
We note that in the image processing literature, image retrieval
techniques aim to find images in a dataset that are similar to a base
image, some of which use wavelets, for example [36]. Our use of
wavelet decomposition of images (instead of their pixels) is similar
in nature to some of those image retrieval techniques. However,
those techniques are not directly applicable for our purpose of
analyzing image-classification datasets from the perspective of
deep learning. One contribution of our work is to bridge one of the
gaps between image processing and deep learning literatures.
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4.2 Our algorithm for similarity matrix
analysis
Here, we develop Algorithm 2 to perform the analysis via a similar-
ity matrix.
For each image pair in a training set, we compute their similarity
using a function of choice F , and form a similarity matrix, S (lines
3 through 7 in Algorithm 2).
As mentioned in previous section, F should be chosen based
on the patterns present in images and the type of similarities and
differences among them. In some datasets, we observed that even
the cosine similarity between vectors of wavelet coefficients can be
insightful.
After computing the S, our algorithm computes the eigenvalues
of its graph Laplacian (line 8). Laplacian is the matrix representa-
tion of a graph corresponding to the similarity matrix. Instead of
computing the precise eigenvalues, one can compute an estimate to
the distribution of eigenvalues, using a Lanczos-based method, e.g.,
the method developed by Dong et al. [16]. The next step is to choose
the number of clusters, nc , based on the number of eigen-gaps of
the graph Laplacian, as suggested by von Luxburg [47] (line 9).
These two lines of the algorithm can be skipped, if the user wants
to use a specific nc , for example based on prior knowledge about
the dataset.
The algorithm then completes the spectral clustering. The pro-
cess of discarding redundant training data is similar to Algorithm 1.
Overall, this approach has O(n3) because of the spectral clustering.
A low-cost alternative to spectral clustering is to check for each
image, whether there are any other images similar to it and keep
only one image from each group of images that have SSIM larger
than a threshold. This basically requires investigating individual
rows in the upper triangular section of S. The complexity of such
algorithm is O(n2) which might be appealing for large training sets.
We note that SSIM can be used in conjunction with other clus-
tering methods, for example, k-means, leading to O(n) cost. In such
approach, larger similarity between an image pair will be inter-
preted as closer distance between them and vice versa.
For datasets with large images, it is possible to compress the
images first and then perform the analysis. The effectiveness of
such approach would depend on the contents of images in the
dataset.
5 INSIGHTS ABOUT GENERALIZATION OF
IMAGE CLASSIFIERS
Generalization of image classification models is an open research
problem. Deep learning has been impressively successful in image
classification, but the reason behind the accuracy of models and also
their mistakes is not well understood. Zhang et al. [54] famously
showed that many traditional approaches (model properties or reg-
ularization techniques) fail to explain the generalization in deep
learning and hence initiated a series of fundamental studies about
generalization. Some recent studies relate the generalization to de-
cision boundaries of models, for example [17, 23]. Huang et al. [22]
used a visualization method to provide insights about generaliza-
tion. Kernel methods [8] and compression methods [5, 32] are used
to study generalization, too. From the optimization perspective,
Arora et al. [4] studied the generalization of models by studying
Algorithm 2 Algorithm for analyzing training images using a
similarity matrix
Inputs: Training set Dtr , threshold on eigen-gaps γ , similarity
function F
Outputs: Reduced training set Dˆtr and the list of most influential
images I
1: Count number of images in Dtr as n
2: Initialize similarity matrix Sn×n as matrix of zeros
3: for i = 1 to n − 1 do
4: for j = i + 1 to n do
5: Si, j = Sj,i = F (image i, image j)
6: end for
7: end for
8: Compute the eigenvalues of the graph Laplacian of S, or an
estimate to the distribution of eigenvalues.
9: Count the eigen-gaps larger than γ and use it as nc
10: Complete the spectral clustering on S with nc
11: for i = 1 to nc do
12: if there are more than one image in cluster i then
13: if all images in the cluster are from the same class then
14: Keep the image closest to the center of that cluster and
discard other images
15: else
16: Add the images in the cluster to the list I
17: end if
18: end if
19: end for
20: Put together remaining images in clusters as Dˆtr
21: return Dˆtr and I
the details of training process. All of these approaches study the
trained models and/or training process, and usually overlook the
fine-level similarities in the training and testing sets.
Here, we show that analyzing the similarities between training
and testing sets may provide additional insights. We observe that
for standard datasets like CIFAR-10 and CIFAR-100, a portion of
testing sets have nearly identical samples in the training sets. We
also observe that mistakes of some classification models are testing
images that are either not similar to any image in the training set,
or they are similar to training images with different label.
On the other hand, for the state of the art models that achieve
nearly perfect accuracies (e.g., 99.4% on CIFAR-10), we observe
that their few testing mistakes does not seem to be explainable
by similarity of images. In fact we see that some of those testing
mistakes have nearly identical training samples. We know that im-
age classifiers are highly over-parameterized and there are infinite
minimizers for training loss. The art of achieving high accuracy is
in fact finding the minimizer of training loss that achieves good
accuracy on the testing set. But, can we choose the best minimizer
of training loss without looking at the testing set? If one did not
have access to testing set of CIFAR-10 dataset, could they pick the
model that achieves nearly perfect accuracy on testing set by just
learning the training set?
This type of analysis makes it possible to gain insights about
the generalization of models for individual images in terms of their
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similarities with training sets. It also makes it possible to have some
measure of confidence about the accuracy of classifications for
unlabeled images. For example, if a testing image is nearly identical
to some training images of one class, and not similar to training
images of any other class, we can be more confident in the accuracy
of model’s classification. But, if a testing image is dissimilar to all
the training set, or it is similar to several images from different
classes, we can be less confident in the accuracy of classification
for that image.
Moreover, in active learning, an analysis of training set may
guide us to acquire images that are less abundant in training set.
6 NUMERICAL EXPERIMENTS
Here, we investigate the similarities in three datasets: CIFAR-10,
CIFAR-100, and one class of Google Landmarks dataset. The code
implementing our methods will be available online.
6.1 CIFAR-10 dataset
We use the 2D Daubechies wavelets to decompose all images in
this dataset. The matrix of wavelet coefficients has 50,000 rows and
3,072 columns and its condition number is 21,618. We use all the
wavelet coefficients, because the condition number of matrix is not
very large.
Using Algorithm 1, we cluster the images. We later explain a
method for choosing nc based on an eigen value analysis. But, here
we choose nc = 47, 000 based on the percentage of redundancies
reported by [9]. Figure 3 shows images in some of the clusters
with uniform label. Interestingly, the similar images we obtain are
the same as the similar images reported by [9, Appendix]. They
showed that training a model without the redundant images does
not adversely affect the accuracy of models on the testing set. Since
our results corroborate their results, there is no need to repeat their
experiments on the testing accuracy. One training image per each
of these clusters can suffice for training.
The method used by [9], however, requires training a ResNet
model on the entire dataset, a process which can take a few GPU
hours for the CIFAR-10 dataset. Our contribution here is our fast
computational method that identifies similar images very fast. Our
other contribution is to report that wavelets identify the similarity
of images, in the same way that a pre-trained ResNet-50 does.
Our fast algorithm makes the analysis of contents of image clas-
sification models practical, and therefore opens the door to provide
additional insights about large datasets, beyond identifying redun-
dancies.
Figure 4 shows some of the same cluster images that have differ-
ent labels. Clearly, it is desirable for a model to learn these images
and be able to distinguish them from each other.
6.2 CIFAR-100 dataset
We identify redundancies in the CIFAR-100 training set, too, as
briefly shown in Figure 5.
Similar images with different labels are abundant in this dataset
and might be even hard to distinguish for a human. For example,
the image pair in the left box in Figure 2 represent a maple tree and
an oak tree, and the image pair in the right box represent a whale
and a seal.
Figure 3: Example of similar images of same class in CIFAR-
10 training set. Images in each box have formed one of
the clusters. We see that a standard ResNet model does not
have any decision boundaries between images of each group,
while it has decision boundaries between dissimilar images
of same class.
Figure 4: Some of the similar images with different labels
in CIFAR-10 training set. Each box shows one cluster. We
consider these images influential in learning.
Figure 5: Example of redundant images in CIFAR-100 train-
ing set.
6.2.1 Class of aquarium fish (training set). To gain more insight
and to compare our algorithms, here, we consider only the second
class of this dataset with 5,000 images.
Starting by Algorithm 1, the matrix of wavelet coefficients for
this class is 5, 000 × 3, 072, with condition number 4 × 1018. Numer-
ical rank of this matrix is 495, using rank tolerance of τ = 10−5.
We identify the 495 wavelet coefficients using rank-revealing QR
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factorization and use them for clustering with nc = 470. The entire
computation takes about 5 seconds on a machine with a 2.30GHz
CPU and 115GB of RAM. We obtain redundant images as shown in
Figure 6.
Figure 6: Example of redundant images in the aquariumfish
class of CIFAR-100.
Let’s see how Algorithm 2 performs and what additional infor-
mation it can provide. According to the SSIM measure, there are 5
pairs of identical images, all of which are also picked by Algorithm 1
(shown in Figure 6). In contrast, Figure 7 shows two of the most
dissimilar image pairs based on the SSIM measure.
Figure 7: Two most dissimilar image pairs in the aquarium
fish class of CIFAR-100, based on the SSIMmeasure. SSIM is
-0.5420 for images in the left box and -0.5025 for the right
box.
The mean value of the similarity matrix, S, is 0.088 and its stan-
dard deviation is 0.131. Figure 8 shows the distribution of eigenval-
ues of its graph Laplacian, implying that there are not any large
clusters in the data. We choose the number of clusters based on the
eigen-gaps of the graph Laplacian. Using the eigen-gap threshhold
as 0.4 leads to nc = 454.
Figure 8: Distribution of eigenvalues of the graph Laplacian
for all images in the “aquarium fish" class of CIFAR-100.
Spectral clustering then yields clusters with all the identical
pairs mentioned above, with some additional images that are fairly
similar, as two pairs are shown in Figure 9 because we chose a
smaller nc .
In summary, the results of our two algorithms corroborate each
other. Algorithm 2 is more expensive for this example as expected,
however, it provides more detailed insights about the images and
guides us to choose a wise value for the number of clusters.
Figure 9: Examples of similar training images in CIFAR-100.
6.3 Generalization of models
6.3.1 Class of aquarium fish of CIFAR-100 (training and testing
sets). We compare all 100 testing images of this class to all 500
training images of this class. The similarity matrix is shown in
Figure 10. This analysis shows that 11% of testing images have a
nearly identical image in training set. Figure 11 shows three testing
images that have the least similarity to all images in the training
set which are among the mistakes of some classification models on
CIFAR-100.
Figure 10: The similarity matrix between 100 testing images
and 500 training images of the aquariumfish class in CIFAR-
100.
Figure 11: Testing images most dissimilar from the training
set for the aquarium fish class. These happen to be common
mistakes of some models.
6.3.2 Classes of cat and dog of CIFAR-10 (training and testing sets).
We consider the model developed by Kolesnikov et al. [28] which
has reported the best accuracy on CIFAR-10. This model only makes
65 misclassifications out of the entire 10,000 testing images of
CIFAR-10 dataset. 19 of those mistakes are either misclassifying a
dog as a cat, or the reverse. So, we consider those two classes and
analyze the similarities between their training and testing images.
In this case, we decompose images using the Daubechies 2
wavelets, measure their distance in Euclidean space, and then con-
vert the distance to a similarity measure using Gaussian kernels.
Testing images of Cat that are misclassified as Dog by [28] are
shown in Figure 12. Consider the image at the bottom right in this
Figure. The three most similar training images to it (from both Cat
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and Dog classes) are shown in Figure 13, all of which have cat label
and are considerably similar to the misclassified testing image. So,
absence of similar training data with same label, nor presence of
similar training data with opposite label may not be the cause of
misclassification.
Figure 12: Testing images of cat in CIFAR-10 that are mis-
classified by the state of art model.
Figure 13: (left) A testing image misclassified by the state of
art model on CIFAR-10. (right) Three training images most
similar to the image on left, all labeled as cat.
On the other hand, there are correctly classified testing images
that can be considered isolated from the training set. Figure 14
shows the three testing images of Cat class that are most dissimilar
to the entire training set of cats and dogs. The model developed by
[28] correctly classifies them as cat.
Figure 14: Testing images most dissimilar from the training
set for the cat class of CIFAR-10.
Moreover, there are testing images of cat that are more similar
to training images of dogs compared to training images of cats.
Figure 15 shows three of those, all of which are correctly classified
as cat by [28].
It is becoming common in the literature to conduct surveys
about the mistakes of the models and ask humans whether they can
classify them correctly, in order to justify the mistakes. However to
our knowledge, surveys are not conducted about correctly classified
testing images. In fact one might wonder why the image in the
middle of Figure 14 and the rightmost image in Figure 15 are labeled
as cat.
We hope that these observations lead to meaningful questions
and answers about the generalization in deep learning.
Figure 15: Testing images of cat in CIFAR-10 that are more
similar to training images of dogs, compared to training im-
ages of cats.
6.4 Influence of training data on decision
boundaries of a trained model
We consider the standard ResNet-v2 models [21], pre-trained on
CIFAR-10 and CIFAR-100 datasets and investigate their decision
boundaries in relation to these images. Amodel’s decision boundary
between two class is any point that produces equal softmax scores
for those, while the softmax score for all other classes are less than
those [17, 53].
We aim to find whether the output of the model along the direct
path connecting two images hits a decision boundary or not. In
other words, we want to find out whether the model has a decision
boundary defined between two images. The direct path between
two images x1 and x2 is defined by (1 − α)x1 + αx2, where α is a
scalar between 0 and 1.
As expected, images that are almost identical in Figures 1,5, and
6, do not have any decision boundary between them. On the other
hand, images of the same class that are not similar do have decision
boundaries between them, for example, images in Figure 7. This
means that the model output along the direct path between such
images exits the correct classification and re-enters it, hitting at
least two decision boundaries in between. Interestingly, groups
of images in Figures 3 and 9 that are similar but not identical, do
not have any decision boundaries between them. This can be the
subject of further study.
6.5 Google Landmarks dataset v2
For this dataset, we consider the class of Verrazzano-Narrows bridge.
There are 56 images for this class which we standardized as 512
by 662 pixels. Using Algorithm 2, we analyze all training images
in this class. Figure 16 shows the similarity matrix of images in
the class and Figure 17 shows a graphical model derived from the
similarity matrix.
Figure 18 shows the group of most similar images and Figure 19
shows the most dissimilar image pair in this class, according to
the SSIM measure. Analyzing the similarity matrix reveals that the
right image in Figure 19 is the most isolated image in the class.
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Figure 16: The similarity matrix for the class of Verrazzano-
Narrows bridge in the Google Landmarks dataset v2.
Figure 17: The graphical model derived from the similarity
matrix.
Figure 18: Group of most similar images in the class (images
1,7, and 52 in the graphical model shown in Figure 17).
Figure 19: Most dissimilar images in the class of Verrazzano-
Narrows bridge (images 17(left) and 19(right) in the graphi-
cal model). The image on the right is also the most isolated
image in the class, based on the similarity matrix.
We note that our analysis has made us familiar with images in
this class and provided us with insights about their similarities and
differences. We know which training images might be redundant
andwhich imagemight be an anomaly. In the case of active learning,
we can try to fill the gaps in training data according to the graphical
model shown in Figure 17.
7 CONCLUSIONS AND FUTUREWORK
We developed a set of efficient tools for analyzing images in training
sets. We showed that similar images in standard image classification
datasets can be identified easy and fast, prior to training a model
on them. We showed that performing this types of analysis on
training and also testing sets can provide useful insights about the
datasets and also the models trained on them. For example, one can
quickly find redundant and influential images. By analyzing the
eigen-gaps of a graph Laplacian, one can estimate the percentage
of redundancies in a dataset, useful for many real world datasets.
Our method eases the computational cost barrier for analyzing
the contents of image-classification datasets and therefore makes
it practical for users to closely engage with the datasets and learn
useful insights about their contents and their fine-level details.
Possible extension of this work is to further study the similarities
and differences across training and testing sets and use that informa-
tion to explain the generalization of models. Further investigating
the images in relation to decision boundaries of models, during and
after training, may provide useful insights on how training images
shape the models by defining their decision boundaries. Moreover,
our methods have applications in the context of active learning.
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