Introduction {#s1}
============

Our visual perception is shaped by our previous visual experience in the real world (Gilbert, [@B19]; Webster and MacLeod, [@B45]). The visual imagery process simulates perceptual representations on the basis of past experience and provides a mental template that can influence the subsequent perception (Moulton and Kosslyn, [@B31]). Evidence supporting the modulation effects of mental imagery, however, demonstrates distinct directional influence on perception. Some studies show that imagery interferes with perception (Perky, [@B34]; Segal and Fusella, [@B40]; Reeves, [@B37]; Craver-Lemley and Reeves, [@B5]; Craver-Lemley et al., [@B4]; Ishai and Sagi, [@B26]; Craver-Lemley and Arterberry, [@B3]); whereas others show facilitation effects (Freyd and Finke, [@B17]; Farah, [@B12]; Ishai and Sagi, [@B24], [@B25]; Pearson et al., [@B33]).

Several factors have been proposed to reconcile the conflicting results about the different directional effects of mental imagery. The direction of imagery modulation has been hypothesized to be content-specific. That is, whether preceding imagery facilitates or interferes with perception depends on how similar the imagined and presented patterns are. Subjects were more likely to perceive a stimulus when the imagined content matched the presented stimulus than when the two were mismatched (Peterson and Graham, [@B35]; Farah, [@B12], [@B13]; Finke, [@B15]; Farah et al., [@B14]; Djordjevic et al., [@B8],[@B9]).

Task demands can be another factor that determines the direction of interaction between imagery and perception. The interference effect was found when the subsequent perceptual task was a simple detection task, i.e., to give a single response to any stimuli presented while not necessary to identify them; whereas the facilitation effect was observed during an identification task, i.e., to give the appropriate response to different stimuli (Finke, [@B15]). Detection is modeled as a task that only needs to register the presence of a stimulus in an all-or-none fashion; further processing of any specific features of stimuli are not required, and may even slow down the detection performance. In contrast, identification is modeled as a task that necessitates the processing of detailed featural information for the following matching processing, in which the comparison between the bottom-up sensory information and the top-down formed template is carried out to classify the sensory input. Most of the previous studies focused on the effects of imagery on subsequent perceptual detection, in which both directional modulations were found (e.g., Segal and Fusella, [@B40]; Farah, [@B12]). With only a few studies investigating the after-effect on identification (Finke, [@B15]; McDermott and Roediger, [@B29]; Cabeza et al., [@B2]; Michelon and Koenig, [@B30]), consistent facilitation effects were reported, i.e., mental imagery of a visual pattern in advance will facilitate the identification of the same pattern.

The neural mechanisms mediating the interaction between imagery and perception are also unclear. One of the questions is that at which level the top-down and bottom-up processes interact. The dominant interpretation is the *perceptual level hypothesis* in which this facilitation/interference effect occurs at the early perceptual level, where the visual processing of visual features in external stimuli is directly manipulated by preceding imagery (Peterson and Graham, [@B35]; Neisser, [@B32]; Freyd and Finke, [@B17]; Farah, [@B12]; Craver-Lemley and Reeves, [@B5]; Ishai and Sagi, [@B24]; Pearson et al., [@B33]). However, the differential observations of interference and facilitation effects during detection and identification tasks (Finke, [@B15]), lead us to propose, along the line of a similar theory (Finke, [@B15]), that perceptual task demand may influence the occurrence of imagery-perception interaction at distinct stages along the visual information processing stream. Specifically, the effects of imagery on perceptual identification occur at the later stage where integrated features of an object are matched with those stored in memory to achieve recognition (referred to as the *matching level hypothesis* henceforth in this paper); whereas the effects of imagery on perceptual detection are presented in early perceptual processes where the representation of object features in establishing and spotting the existence of features in an all-or-none fashion would be sufficient in the task of detection *(perceptual level hypothesis)*.

To distinguish the *perceptual level hypothesis* and the *matching level hypothesis*, we need to investigate the dynamics of cognitive functions. It is hard, if not impossible, to separate different cognitive stages using behavioral experiments as in most previous studies, because the behavioral performance is the cumulative result of processing at multiple levels. Moreover, the behavioral measures suffer from methodological limitations, such as confounds from experimenter expectancy effects and subjects\' tacit knowledge (Farah et al., [@B14]; Pylyshyn, [@B36]). The event-related potentials (ERP) technique, on the other hand, is an objective measure that may be relatively less confounded by these strategic effects. More importantly, with its high temporal resolution, ERP can be used to determine the time course of neural activity, making it possible to determine the cognitive stage at which mental imagery has effects on perception.

To our knowledge, only two ERP studies have been carried out to investigate the effects of visual imagery on perception, using either a detection task paradigm (Farah et al., [@B14]) or without an active task (Ganis and Schendan, [@B18]). Farah et al. ([@B14]) found larger early negativity to the subsequent visual stimuli which peaked at 160 ms over temporo-occipital sites when the imagery matched perception compared with the mismatch condition. Consistently, stimuli were detected more often for the match than for the mismatch condition. Ganis and Schendan ([@B18]) observed that both perception and imagery affect the N170 response to the subsequently presented test faces. Specifically, the amplitude of N170 was enhanced when they were preceded by face imagery rather than object imagery, and similar effects were found for the non-face objects. Interestingly, Sreenivasan et al.\'s study ([@B42]) also found that noise probes presented during the delay interval of a delayed-recognition task elicited a larger N170 during face relative to house working memory. These ERP experiments provided neural evidence for the *perceptual level hypothesis* for visual detection. In these two ERP experiments, however, no identification task was implemented; it is still unclear at which stage mental imagery affects the identification task.

The goal of the present ERP study was to test the proposed *matching level hypothesis* in visual identification by examining the cognitive stage(s) at which the interaction occurs between face imagery and face identification. We designed a face imagery-face identification paradigm, during which participants were required to imagine one of two faces or without any imagery followed by an identification task to visually presented face pictures. We predicted that, behaviorally, matching between imagined and presented faces will lead to a facilitation effect as compared with the no imagery condition, and mismatch will lead to an interference effect. For the electrophysiological recording, at least two processing components were proposed in the context of face recognition (Bruce and Young, [@B1]): the early pre-categorical structural encoding of faces reflected in the early N170 component (e.g., Sagiv and Bentin, [@B39]) and a later matching process between encoded facial representation and stored structural codes (templates) presumably mediated by a fronto-central distributed N2 component that is usually elicited by a perceptual mismatch from a template and detection of novelty (for a review, see Folstein and Van Petten, [@B16]). Some studies reported that the earlier P1 component is also related to the earlier stage of face perception (Itier and Taylor, [@B27]; Thierry et al., [@B43]). According to the *matching level hypothesis*, this N2 component is predicted to be modulated by preceding imagery; whereas the modulation of the P1 and N170 responses is predicted by the *perceptual level hypothesis* and any changes observed in these early components will suggest the formation of perceptual features in the identification task is equally affected by preceding mental imagery.

Materials and methods {#s2}
=====================

Participants
------------

Data from 24 participants (mean age 22 ± 1.7 years, 12 men, all right-handed) were collected and analyzed. All were undergraduates from China Agricultural University and Beijing Forestry University who gave informed consent and were paid for their participation. None of them had a history of neurological or psychiatric disorders. All reported normal hearing and normal or corrected-to-normal vision. The experiment had been approved by the Ethics Committee of Human Experimentation in the Institute of Psychology, Chinese Academy of Sciences.

Stimuli
-------

Two female faces with neutral expression from the Revision of the Chinese Facial Affective Picture System (Gong et al., [@B20]) were chosen as visual stimuli for both imagery and real presentation. These two pictures and one visual noise mask (Figure [1](#F1){ref-type="fig"}) were presented on a computer screen placed 75 cm away from the participants\' eyes and subtended at an angle of approximately 7° horizontally and 7.7° vertically. Three auditory vowels (a, o, and u) were used as acoustic cues to indicate different tasks (imagery vs. no-imagery) as well as content in the imagery tasks. Specifically, two of them indicated participants to visualize different faces and the third one reminded participants not to imagine anything (no-imagery condition). The associations between auditory cues and imagined faces/no imagery were counterbalanced across participants. The duration of each sound was 600 ms and the intensity was adjusted to a comfortable listening level of about 70 dB SPL using Adobe Audition (version 1.0). Sounds were delivered binaurally through headphones by the Stim interface system (Neuroscan Labs, Sterling, VA).

![**Schematic description of the experimental paradigm.** After the presentation of fixation, one of these three letter sounds was presented and participants were asked to imagine the corresponding face vividly and then press the "Space" bar in the self-paced interval. For the no imagery associated sound, participants were asked to simply press "Space" once hearing the letter. After a random delay between 800 and 1200 ms, one of these two real faces was presented for 200 ms and participants were asked to press one of the two buttons according to which of the two faces presented on the screen. After the response a visual noise mask with duration of 200 ms was presented before the next trial began.](fnhum-06-00305-g0001){#F1}

Procedure
---------

Participants were seated in a relaxed position on a comfortable chair in a dimly lit, sound-attenuated, and electrically isolated room. Participants completed six testing blocks while EEG was recorded. Each block started with a short familiarization session to remind participants of the pairing of auditory cues and tasks. After a fixation presented with duration between 800 and 1200 ms, one of the auditory cues was presented and the participants were asked to press the "Space" bar after they vividly formed the image of the corresponding face. In the no-imagery condition, participants were asked to press "Space" once hearing the letter. A random delay between 800 and 1200 ms was inserted before a visual face stimulus was presented for 200 ms followed by a maximal 2000 ms response window, in which participants were asked to press the left button for one face and right button for another face as quickly and accurately as possible. A visual noise mask with duration of 200 ms was presented before the next trial began (Figure [1](#F1){ref-type="fig"}).

This experiment included three conditions that differed in the tasks associated with the different auditory cues. Participants were asked either to skip an auditory cue (no-imagery condition), or to vividly visualize a corresponding face that could be congruent (match condition) or incongruent (mismatch condition) with the subsequent visual stimuli. Sixty testing trials were included in each block, yielding 120 trials for each condition. The two visual face stimuli were presented equally often in each condition. A pseudo-random presentation order was used, so that participants could not predict the upcoming visual face stimuli. Sequential effects of trial-to-trial transitions were also counterbalanced within each block.

Four training sessions were run before the EEG recordings to ensure the correct pairing of auditory cue and imagery, as well as the vividness of visual imagery. The first session was a familiarization session in which the auditory cues and corresponding face pictures (or no picture) were presented simultaneously at least 35 times for each pair, until participants reported that they had learned these associations. The second session was an imagery training session in which only the auditory cues were presented and the participants were encouraged to vividly imagine the corresponding faces; the correct pairing of visual stimulus and auditory cue was then presented, and participants were required to adjust their imagination. For the no imagery condition, only a vowel sound was presented and no imagination or subsequent adjustment was required. Each pair was repeated 20 times to ensure that participants were able to imagine the corresponding faces vividly. The third session was a face identification training session in which one of these two faces was presented and the participants were asked to identify the presented face by pressing the "left" or "right" key as quickly and accurately as possible. The association of visual stimuli and response keys was counterbalanced across participants. Feedback was provided following responses. The fourth session was an imagery-perception training session with identical procedure to the testing blocks, except feedback was provided after their responses instead of a white noise mask. For all the four training sessions, each participant received equal exposure to both faces.

Participants completed a brief questionnaire by rating the vividness of their visual imagery on a 7-point scale (1 = very vivid imagery, 7 = no imagery at all) at the end of this experiment.

EEG recording and analysis
--------------------------

EEG data were continuously recorded from 64 cap-mounted Ag/AgCl electrodes arranged according to the 10--20 international placement system (Neuroscan Inc.) with an on-line reference to the left mastoid and off-line algebraic re-reference to the average of the left and right mastoids. The EEG data were amplified with a bandpass filter of 0.05--100 Hz and digitized at 500 Hz. The vertical and horizontal electrooculogram (VEOG and HEOG) were recorded from two pairs of electrodes: one pair placed 1 cm above and below the left eye, and another pair placed 1 cm lateral from the outer canthi of both eyes. Interelectrode impedances were maintained below 5 kΩ.

The EEG data were processed offline using the Neuroscan 4.3 software. Ocular artifacts were removed using a regression procedure implemented in the Neuroscan software (Semlitsch et al., [@B41]). Data were lowpass filtered with cutoff frequency at 30 Hz and epochs of 400 ms in duration (including 100 ms of pre-stimulus time as a baseline) were extracted, time-locked to the onset of visual stimuli. Epochs exceeding ±70 μV were considered artifacts and rejected from further analysis. Average responses were obtained for each condition.

The peak amplitude and latency of P1 were measured at electrodes PO7, CB1, O1 PO8, CB2, and O2 and were subjected to a repeated measures Three-Way ANOVA with factors of matching (mismatch, match and no-imagery) × laterality (left and right) × sites. The mean amplitude of N170 was measured in the time window of 140--180 ms over 12 parieto-occipital sites (P7, PO3, PO5, PO7, O1, CB1, P8, PO4, PO6, PO8, O2, and CB2) and was subjected to a repeated measures Three-Way ANOVA with factors of matching (mismatch, match and no-imagery) × laterality (left and right) × sites. Given that the N170 originates in temporal regions (e.g., Henson et al., [@B22]), analysis in posterior and inferior temporal channels seems necessary. We thus ran separate ANOVAs for each of the four channels (TP7, TP8, T7, and T8), though the N170 amplitude was small or the polarity was reversed in these channels. The mean amplitude of the N2 component was measured in the time window of 250--350 ms at the following 21 sites: Fz, FCz, Cz, CPz, Pz, POz, Oz, F3, FC3, C3, CP3, P3, PO3, O1, F4, FC4, C4, CP4, P4, PO4, and O2. The N2 amplitudes were subjected to a repeated measures Three-Way ANOVA with factors of matching (mismatch, match and no imagery) × anterior-posterior scalp location (F, FC, C, CP, P, PO, and O) × laterality (left, midline and right). Three additional ANOVAs were carried out to directly test the distinct neural correlates of facilitation/interference with paired matching conditions (match vs. mismatch, match vs. no-imagery, and mismatch vs. no-imagery). Behaviorally incorrect trials were excluded from analysis. The Greenhouse--Geisser correction was used to adjust for sphericity violations. The Bonferroni correction was applied for multiple comparisons. We also performed *post-hoc* Pearson correlation analyses in order to assess the relationship between ERP components and actual behavior (two-tailed).

Results {#s3}
=======

Behavior and post-experimental questionnaire
--------------------------------------------

The mean reaction time (RT) in the face identification task was significantly different among the three matching conditions \[*F*~(2,\ 46)~ = 26.07, *p* \< 0.001\] (Figure [2](#F2){ref-type="fig"}). Pairwise comparisons indicated that participants reliably responded faster on match trials than both no imagery trials (456 vs. 482 ms, *p* \< 0.001) and mismatch trials (456 vs. 497 ms, *p* \< 0.001), but slower on mismatch trials than on no imagery trials (497 vs. 482 ms, *p* = 0.01). The response accuracy in the face identification task was not significantly different among the three matching conditions \[*F*~(2,\ 46)~ = 1.88, *p* = 0.17; mismatch: 95.58%, match: 97.02%, no-imagery: 96.44%\].

![**The mean reaction times in the face identification task.** Error bars represent two standard errors of the mean (SEM). ^\*\*^*p* \< 0.01; ^\*\*\*^*p* \< 0.001.](fnhum-06-00305-g0002){#F2}

The mean RT of "Space" bar presses after the onset of the auditory cue was significantly different among the three cues \[*F*~(2,\ 46)~ = 8.50, *p* = 0.001\]. Pairwise comparisons indicated that participants spent less time after the no-imagery cue than after the two face-imagery cues (976 ± 265 ms vs. 1358 ± 698 ms, *p* \< 0.01 and 976 ± 265 ms vs. 1359 ± 806 ms, *p* \< 0.05), but there was no significant difference between the two face-imagery cues (*p* = 0.98). The post-experimental questionnaire revealed that participants had experienced vivid face imagery (2.54 ± 0.72) when the imagery cues were presented.

ERP results
-----------

An occipital P1 was observed in all three conditions (Figure [3](#F3){ref-type="fig"}). ANOVA did not reveal any significant difference among conditions for either the peak amplitude or latency of the P1 component \[*F*~(2,\ 46)~ = 0.42, *p* = 0.66 and *F*~(2,\ 46)~ = 1.62, *p* = 0.21, respectively\], and also no interaction effect between matching conditions and laterality \[*F*~(2,\ 46)~ = 0.57, *p* = 0.57 and *F*~(2,\ 46)~ = 1.18, *p* = 0.31, ε = 0.72, respectively\]. Additional correlation analysis revealed no significant correlation between RT change and the P1 amplitude/latency differences between the paired comparisons of the three conditions (*P*s \> 0.10).

![**Grand averaged ERPs illustrating the P1 and the N170 elicited by visual stimuli in three conditions**.](fnhum-06-00305-g0003){#F3}

Typical N170 potentials were observed in responses to visual face stimuli over parieto-occipital sites (Figure [3](#F3){ref-type="fig"}). ANOVA did not reveal any significant difference among conditions for the mean amplitude of the N170 component \[*F*~(2,\ 46)~ = 0.091, *p* = 0.91\], and also no interaction effect between matching conditions and laterality or sites \[*F*~(2,\ 46)~ = 0.70, *p* = 0.50 and *F*~(10,\ 230)~ = 1.01, *p* = 0.42, ε = 0.60, respectively\]. Additional correlation analysis revealed no significant correlation between RT change and the N170 amplitude differences across all the 12 channels between the paired comparisons of the three conditions (*P*s \> 0.10). ANOVAs also did not reveal any significant differences among conditions in TP7, TP8, T7, and T8 (*P*s \> 0.10).

For the amplitude of the N2 component elicited by real faces (Figure [4](#F4){ref-type="fig"}), ANOVA revealed a significant main effect of matching (mismatch, match and no-imagery) \[*F*~(2,\ 46)~ = 5.56, *p* \< 0.01\], and a marginally significant interaction effect between matching factors and anterior-posterior scalp location \[*F*~(12,\ 276)~ = 2.50, *p* \< 0.10, ε = 0.21\]. One additional ANOVA indicated a significant main effect of matching (mismatch vs. match) \[*F*~(1,\ 23)~ = 13.92, *p* \< 0.01\] and an interaction effect between matching (mismatch vs. match) and anterior-posterior electrodes \[*F*~(6,\ 138)~ = 3.39, *p* \< 0.05, ε = 0.29\]. *Post-hoc* analyses revealed that the mismatch condition was more negative than the match condition and this effect was broadly distributed along the anterior--posterior dimension (*P*s \< 0.01), but was maximal at the fronto-central areas. Correlation analysis revealed a marginally significant negative correlation between RT change (mismatch vs. match) and the N2 amplitude change (mismatch-match) over anterior--posterior sensors (*r* = −0.347, *p* = 0.096) (i.e., the longer the RT change, the larger the N2 amplitude change). Another additional ANOVA indicated a significant main effect of matching (no-imagery vs. match) \[*F*~(1,\ 23)~ = 4.60, *p* \< 0.05\] and an interaction effect between matching (no-imagery vs. match) and anterior-posterior electrodes \[*F*~(6,\ 138)~ = 4.47, *p* \< 0.05, ε = 0.27\]. *Post-hoc* analyses revealed that the no-imagery condition was more negative than the match condition and this effect was broadly distributed along the fronto--parietal areas (*P*s \< 0.05), and was maximal at the fronto-central areas, but not at the parieto-occipital and occipital areas (*p* = 0.36 and 0.52, respectively). Correlation analysis revealed a significant negative correlation between RT change (no imagery vs. match) and the N2 amplitude change (no imagery-match) over fronto--parietal sensors (*r* = −0.422, *p* \< 0.05). There was no significant difference between mismatch and no imagery conditions (*p* = 0.39) and no interaction effect between imagery (mismatch and no imagery) and anterior-posterior electrodes (*p* = 0.55).

![**The left panel illustrates the grand averaged ERPs in mismatch and match conditions and their difference wave. The right panel illustrates the grand averaged ERPs in no imagery and match conditions and their difference wave.** The gray areas highlight the time windows of N2 (250--350 ms) used for statistical analysis. The scalp distributions are time-locked to the peak amplitude of the difference wave (Left: Mismatch minus Match; Right: No imagery minus Match).](fnhum-06-00305-g0004){#F4}

Discussion {#s4}
==========

The present study investigated the effects of mental imagery on subsequent face identification. Behaviorally, participants responded faster in the match condition than in the no-imagery condition, with the slowest RT in the mismatch condition, which provides further evidence supporting the hypothesis that the imagery-perception interaction is content-specific in an identification task. In our experiment, we demonstrated the content-specific effects extending to complex visual stimuli, human faces in this case, compared to the simple visual objects and features used previously (Finke, [@B15]). The results of the imagery vividness questionnaire suggest that the subjects successfully executed the visual imagery. Participants pressed the "Space" bar more rapidly to the no-imagery cue than to face-imagery cues, providing further evidence for the execution of the visual imagery task as required.

Consistent with these behavioral measures, ERP results showed that, compared with the match condition, both mismatch and no-imagery conditions elicited a higher amplitude of the fronto-central maximal N2 (250--350 ms window). No significant difference was observed for the P1 and N170 components. The observation of changes in the later N2 component but not in early visual processing components provides neural evidence supporting the *matching level hypothesis*: imagined visual stimuli affected the matching stage, rather than the earlier perceptual processing stages in the visual identification task. Pearson correlation analyses revealed that the longer the RT change, the larger the N2 amplitude change from match to mismatch/no imagery condition, but not for P1 or N170 amplitude change, providing further evidence for the *matching level hypothesis*.

The mismatch condition elicited higher amplitude of the fronto-central maximal N2 during the 250--350 ms window, and this result is consistent with previous findings using repetition paradigms. The fronto-central N2 component at this time range is usually elicited under the S1--S2 matching task, where the S1 can be presented physically or formed from imagery (Wu et al., [@B46]). This component has been generally considered to be sensitive to mismatch from visual templates (for a review, see Folstein and Van Petten, [@B16]). Wang et al. ([@B44]) have revealed that the mismatch-related N2 was elicited independently of task demands. Results from studies using repetition paradigms also revealed that, compared with the primed target, the unprimed target (mismatch) elicited a more negative anterior-distributed negativity around 250--350 ms after stimulus onset (Eddy et al., [@B11]; Eddy and Holcomb, [@B10]). According to the model of face recognition (Bruce and Young, [@B1]), a sense of familiarity is achieved, if the bottom-up sensory process matches the stored structure code retrieved from memory. The mental imagery of a face, in this study, is a top-down process that forms an internal perceptual template of a face representation (Kosslyn et al., [@B28]; Wu et al., [@B47]), and this perceptual template provides a recent context for the subsequent visual target. When the features of visual stimuli match the pre-activated face template from preceding mental imagery, the identification can be achieved faster, resulting in the behavioral benefits in the matching condition. Whereas when the internal image is incompatible with the target, as in the mismatch condition, more time and higher neural cost is required to resolve the conflict, manifested in a behavioral interference effect and larger N2 amplitude.

Our ERP results also revealed that the fronto-central distributed N2 was observed in the no-imagery condition. There might be two cognitive mechanisms for this result, and both of them can be considered occurring at the matching stage of face identification. The first one is the mismatch interpretation of this N2 (for a review, see Folstein and Van Petten, [@B16]). Theories have been proposed that our perception of external objects and events is the result of bottom-up process meeting the consistent top-down prediction (Hochstein and Ahissar, [@B23]). That is, the automatic predictive process is also available in the no-imagery condition but provides less specific predictions for the coming stimuli compared with the matching imagery. Such under-specified predictions would induce greater mismatches with the bottom-up process and hence elicit larger fronto-central N2 and longer RT. The second one is to explain this N2 as the effect of immediate context. Besides the mismatch interpretation, the fronto-central N2 has also been interpreted as a mechanism of novelty detection (for a review, see Folstein and Van Petten, [@B16]). Previous studies suggested that both long-term context and immediate context contribute to the novelty response (Daffner et al., [@B6],[@B7]). In the current study, the preceding imagery process of match trials provided immediate context for the subsequently presented face of the same trial, thus the presented face is relatively more novel in no-imagery trials than in the match trials; this novelty effect within the trial or in a short-term/immediate context elicited the N2 in the no-imagery condition. The matching stage of face identification in no-imagery trials has to depend on the mechanism of the long-term memory system (Grützner et al., [@B21]), then more time and higher neural cost is required as compared with that in the match condition during which the short-term memory trace can be accessed from preceding mental imagery.

It might be argued that the difference between conditions can also be interpreted as an Late Positive Complex (LPC) effect but not the N2 effect, i.e., the match condition elicited more positive potentials than both the mismatch and no-imagery conditions. The fronto-central LPC has been related to the old/new effect where old stimuli elicit more positive LPC than do new stimuli, and further studies suggested that this fronto-central old-new effect was an index of familiarity (for a review, see Rugg and Curran, [@B38]). In the current study, we interpreted that the no imagery condition was relatively more novel in a short-term context, and thus elicited more negative fronto-central N2 than the match condition and we interpreted it as a mechanism of novelty detection, i.e., novel faces elicit more negative N2. Thus, the trend between conditions was the same for both components/interpretations. More importantly, both components have the same scalp distribution and similar time window. Thus, we argue that both components and interpretations are not contrary and may in fact reflect similar cognitive processing. For the difference between match and mismatch conditions, we focus on the mismatch interpretation because the current experimental design is quite different from that used in research on the old/new effect.

The distinct temporal profiles of neural correlates suggest that task demand may be an important factor determining the imagery-perception interaction in the hierarchical visual process. The present study revealed that the effects of mental imagery on visual identification occur at a later matching stage, where feature information from bottom-up processes is matched with that from top-down processes to achieve recognition. Thus the *matching level hypothesis* is supported in a visual identification task. Previous ERP studies provided neural evidence that, during a detection task or without an active task, imagery-perception interaction occurs at the earlier perceptual stage of visual processing, thus supporting the *perceptual level hypothesis* (Farah et al., [@B14]; Ganis and Schendan, [@B18]). Task demand modulates not only the direction that imagery affects perception (Finke, [@B15]) but also the cognitive stage(s) at which this influence occurs.

Some limitations should be noted. The first limitation is that only face stimuli were used in this study. A previous study by Ganis and Schendan ([@B18]) demonstrated that face imagery affected the early perceptual processing of subsequent test faces (no task on the test faces) and such effects could generalize to other object categories. The choice of only including face stimuli in our study is because of the emphasis on testing the perceptual and matching level hypotheses in the context of face identification. But without stimuli from other categories as comparison conditions, we cannot generalize the observed effects of visual imagery to other perceptual categories. The second limitation is that only two tokens of face stimuli were used in this study. This choice is because, arguably, fewer tokens to imagine would result in more vivid visual reconstructions after equal amounts of training, and hence increase the effect sizes of mental imagery on subsequent perception. However, participants could adapt strategies by visualizing either specific parts/features or the global configuration of a face, thus it is not clear which processing mechanisms would account for the observed effects of mental imagery on visual face perception. The third limitation is that the 100 ms pre-face stimulus baseline might bring in inequity between the imagery and no-imagery conditions. Although in both the current study and previous studies (Farah et al., [@B14]; Ganis and Schendan, [@B18]) participants were asked to press a button to separate the mental imagery processing period and the following perception period, participants could inertially perform visual imagery and the visual trace was still available during the pre-face stimulus interval for the imagery conditions, but not for the no-imagery condition. Such potential overlap in the imagery conditions may influence the ERP baseline and result in an amplitude shift in the ERPs to the subsequent face stimuli.

In conclusion, the effect of mental imagery on subsequent face identification is content-specific, i.e., mismatch between the presented and imagined face leads to an interference and match leads to a facilitation effect. The ERP results suggested that both facilitation and interference effects in a face identification task occur at a later matching stage, but not in the early perceptual processing.
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