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Abstract
In this article we present a unified study of first and second order neces-
sary and sufficient optimality conditions for minimax and Chebyshev opti-
misation problems with cone constraints. First order optimality conditions
for such problems can be formulated in several different forms: in terms
of a linearised problem, in terms of Lagrange multipliers (KKT-points),
in terms of subdifferentials and normal cones, in terms of a nonsmooth
penalty function, in terms of cadres with positive cadre multipliers, and in
an alternance form. We describe interconnections between all these forms
of necessary and sufficient optimality conditions and prove that seem-
ingly different conditions are in fact equivalent. We also demonstrate how
first order optimality conditions can be reformulated in a more convenient
form for particular classes of cone constrained optimisation problems and
extend classical second order optimality condition for smooth cone con-
strained problems to the case of minimax and Chebyshev problems with
cone constraints. The optimality conditions obtained in this article open
a way for a development of new efficient structure-exploiting methods for
solving cone constrained minimax and Chebyshev problems.
1 Introduction
It is well-known that discrete minimax problems and discrete Chebyshev prob-
lems (problems of best ℓ∞-approximation) can be reduced to equivalent nonlin-
ear programming problems. Many methods for solving minimax problems are
based on application of nonlinear programming algorithms to these equivalent
reformulations of minimax problems (see such methods based on, e.g. sequen-
tial quadratic programming methods [34, 38, 56, 63], sequential quadratically
constrained quadratic programming methods [9, 36, 37], interior point meth-
ods [49, 57], augmented Lagrangian methods [29–31], etc.). On the other hand,
efficient, superlinearly or even quadratically convergent methods for solving min-
imax problems can be also based on a convenient characterisation of an optimal
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solution of a minimax problem, that is, on optimality conditions that are specif-
ic for minimax or Chebyshev problems (cf. such methods for discrete minimax
problems [12], problems of rational ℓ∞-approximation [1], and synthesis of a ra-
tional filter [47]). To extend such methods to the case of minimax and Chebyshev
problems with cone constraints (e.g. problems with semidefinite or semi-infinite
constraints), first and second order optimality conditions for such problems are
needed.
Optimality conditions for general smooth optimisation problems with cone
constraints and their particular classes were studied in detail in multiple papers
and monographs [4–7, 11, 41, 58, 59]. In the nonsmooth case, much less atten-
tion has been paid to this subject. Optimality conditions for general nonsmooth
optimisation problems with cone constraints were studied in [48]. Optimality
conditions for nonsmooth semidefinite programming problems were obtained
in [28, 62, 65], while in the case of nonsmooth semi-infinite programming prob-
lems they were analysed in [8,27,39,40,66]. However, to the best of the author’s
knowledge optimality conditions for minimax problems and Chebyshev prob-
lems (problems of best ℓ∞-approximation) with cone constraints have not been
thoroughly analysed in the literature.
In the case of unconstrained problems, optimality conditions for minimax
problems can be formulated in many seemingly non-equivalent forms some of
which are not very well-known to researchers and relatively unusual in the con-
text of nonsmooth optimisation. In particular, optimality conditions for mini-
max problems can be formulated in terms of so-called cadres of minimax prob-
lems [12, 20] or in an alternance form [13–16,45, 46], which is often used within
approximation theory [10, 51]. In [17, 18] it was shown that the classical opti-
mality condition 0 ∈ ∂f(x), where ∂f(x) is some convex subdifferential, can
be rewritten in an alternance form. However, interconnections between various
types of optimality conditions for minimax and Chebyshev problems (particu-
larly, sufficient optimality conditions and optimality conditions for constrained
minimax problems) have not been analysed before.
The main goal of this paper is to present a unified study of various types
of optimality conditions for minimax and Chebyshev problems with cone con-
straints scattered in the literature. Namely, we study six different forms of first
order necessary and sufficient optimality conditions for such problems (condi-
tions involving a linearised problem, Lagrange multipliers, subdifferentials and
normal cones, ℓ1 penalty function, cadres, and alternance conditions) and show
that all these conditions are equivalent. We also demonstrate how they can be re-
fined for particular types of cone constraints, namely, for problems with equality
and inequality constraints, problems with second order cone constraints, as well
as problems with semidefinite and semi-infinite constraints. Finally, we show
how well-known necessary and sufficient second order optimality conditions for
cone constrained optimisation problems can be extended to the case of minimax
and Chebyshev problems and present several examples illustrating theoretical
results.
It should be noted that although some results presented in this paper are
straightforward generalisations of corresponding results for smooth cone con-
strained optimisation problems to the minimax setting (e.g. optimality condi-
tions in terms of a linearised problem and Lagrange multipliers, Section 2.1,
or second order optimality conditions, Section 3), many other results are com-
pletely new. In particular, to the best of the author’s knowledge interconnections
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between various forms of sufficient optimality conditions for minimax problems
and complete alternance (Thrms. 2.6 and 2.8 and Section 2.3), as well as al-
ternance optimality conditions for particular classes of minimax problems with
cone constraints (Section 2.4), have not been studied before.
The paper is organised as follows. In Section 2, we study various forms of
first order necessary and sufficient optimality conditions for cone constrained
minimax problems. Section 2.1 is devoted to optimality conditions in terms of
a linearised problem and Lagrange multipliers. Optimality conditions involving
subdifferentials, normal cones and a nonsmooth penalty function are contained
in Section 2.2, while optimality conditions in terms of cadres and in an alter-
nance form are studied in Section 2.3. A more detailed analysis of first order op-
timality conditions for particular classes of cone constrained minimax problems
is given in Section 2.4. Finally, Section 3 is devoted to second order necessary
and sufficient optimality conditions, while optimality conditions for Chebyshev
(uniform approximation) problems are discussed in Section 4.
2 First order optimality conditions for cone con-
strained minimax problems
Let A ⊆ Rd be a nonempty closed convex set, Y be a Banach space, and K ⊂ Y
be a nonempty closed convex cone. Denote by Y ∗ the topological dual of Y , and
by 〈·, ·〉 either the canonical duality pairing between Y and its dual or the inner
product in Rs, s ∈ N, depending on the context.
Let W be a compact Hausdorff topological space, and f : Rd ×W → R and
G : Rd → Y be given functions. Throughout this article we suppose that the
function f = f(x, ω) is differentiable in x for any ω ∈ W , and the functions
f and ∇xf are continuous jointly in x and ω, while G is continuously Fre´chet
differentiable. However, for the main results below to hold true it is sufficient to
suppose that f(x, ω) is continuous and continuously differentiable in x only on
O(x∗)×W , and G is continuously Fre´chet differentiable on O(x∗), where O(x∗)
is a neighbourhood of a given point x∗.
Denote F (x) = maxω∈W f(x, ω) for any x ∈ Rd. Hereinafter we study the
following cone constrained minimax problem:
minF (x) subject to G(x) ∈ K, x ∈ A. (P)
Our aim is obtain several different forms of first order necessary and sufficient
optimality conditions for the problem (P) and analyse how they relate to each
other.
2.1 Lagrange multipliers and first order growth condition
Let us start with an analysis of necessary and sufficient optimality conditions
for the problem (P) involving Lagrange multipliers. The main results of this
subsection are a straightforward extension of the first order necessary optimality
conditions for cone constrained optimisation problems from [7, Sect. 3.1] to the
case of cone constrained minimax problems.
Firstly, we apply a standard linearisation procedure to the problem (P) in
order to reduce an analysis of optimality conditions to the convex case. Then
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with the use of the linearised convex problem we obtain optimality conditions
involving Lagrange multipliers. To this end, we utilise the well-knownRobinson’s
constraint qualification (RCQ) (see [52, 53]).
Recall that RCQ is said to hold at a feasible point x∗ of the problem (P), if
0 ∈ int
{
G(x∗) +DG(x∗)
(
A− x∗
)−K}, (1)
where DG(x∗) is the Fre´chet derivative of G at x∗ and intC stands for the
topological interior of a set C. RCQ allows one to easily compute the contingent
(Bouligand tangent) cone to the feasible set of the problem (P).
Recal that the contingent cone to a subset C of a normed space X at a point
x∗ ∈ C, denoted by TC(x∗), consists of all those vectors h ∈ X for which one can
find sequences {αn} ⊂ (0,+∞) and {hn} ⊂ X such that αn → 0 and hn → h
as n→∞, and x∗ + αnhn ∈ C for all n ∈ N.
Denote by Ω = {x ∈ A | G(x) ∈ K} the feasible region of the problem
(P). The following lemma on the contingent cone to the set Ω is well-known.
Nevertheless, we present its proof for the sake of completeness.
Lemma 2.1. Let RCQ hold true at a feasible point x∗ of the problem (P). Then
TΩ(x∗) = {h ∈ TA(x∗) : DG(x∗)h ∈ TK(G(x∗))}. (2)
Proof. Introduce a function Φ: Rd → Rd × Y by setting Φ(x) = (x,G(x)) for
any x ∈ Rd. Clearly, Ω = {x ∈ Rd | Φ(x) ∈ A×K}. By [7, Lemma 2.100] RCQ
implies that
0 ∈ int{Φ(x∗) +DΦ(x∗)(Rd)−A×K}.
Hence with the use of [7, Corollary 2.91] one obtains that
TΩ(x∗) =
{
h ∈ Rd ∣∣ DΦ(x∗)h ∈ TA×K(Φ(x∗))}. (3)
One can easily check that TA×K(Φ(x∗)) ⊆ TA(x∗) × TK(G(x∗)). On the other
hand, if h ∈ TA(x∗), then there exist sequences {αn} ⊂ (0,+∞) and {hn} ⊂ Rd
such that αn → 0 and hn → h as n → ∞, and x∗ + αnhn ∈ A for all n ∈ N.
Consequently, for all n ∈ N one has (x∗ + αnhn, G(x∗)) ∈ A ×K and (h, 0) ∈
TA×K(Φ(x∗)). Similarly, for any w ∈ TK(G(x∗)) one has (0, w) ∈ TA×K(Φ(x∗)).
Since A×K is a convex set, the contingent cone TA×K(Φ(x∗)) is convex, which
implies that for all h ∈ TA(x∗) and w ∈ TK(G(x∗)) one has (h,w) = (h, 0) +
(w, 0) ∈ TA×K(Φ(x∗)). Therefore one has TA×K(Φ(x∗)) = TA(x∗)×TK(G(x∗)).
Hence bearing in mind (3) and the fact that DΦ(x∗)h = (h,DG(x∗)h) one
obtains that equality (2) holds true.
Denote by K∗ = {y∗ ∈ Y ∗ | 〈y∗, y〉 ≤ 0∀y ∈ K} the polar cone of K, and let
L(x, λ) = F (x) + 〈λ,G(x)〉 be the Lagrangian for the problem (P). Recall that
a vector λ∗ ∈ Y ∗ is called a Lagrange multiplier of (P) at a feasible point x∗,
if λ∗ ∈ K∗, 〈λ∗, G(x∗)〉 = 0, and [L(·, λ∗)]′(x∗, h) ≥ 0 for all h ∈ TA(x∗), where
[L(·, λ∗)]′(x∗, h) is the directional derivative of the function L(·, λ∗) at x∗ in the
direction h. Finally, if λ∗ is a Lagrange multiplier of (P) at a feasible point x∗,
then the pair (x∗, λ∗) is called a KKT-pair of the problem (P).
Theorem 2.2. Let x∗ be a locally optimal solution of the problem (P) such that
RCQ holds at x∗. Then:
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1. h = 0 is a globally optimal solution of the linearised problem
min
h∈Rd
max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉
subject to DG(x∗)h ∈ TK
(
G(x∗)
)
, h ∈ TA(x∗),
(4)
where W (x∗) = {ω ∈W | f(x∗, ω) = F (x∗)};
2. the set of Lagrange multipliers at x∗ is a nonempty, convex, bounded, and
weak∗ compact subset of Y ∗.
Proof. Part 1. Fix an arbitrary h ∈ TΩ(x∗). By definition there exist sequences
{αn} ⊂ (0,+∞) and {hn} ⊂ Rd such that αn → 0 and hn → h as n→∞, and
x∗ + αnhn ∈ Ω for all n ∈ N.
As is well-known (see, e.g. [35, Thrm. 4.4.3]), from the fact that the function
f(x, ω) is differentiable in x, and the gradient ∇xf(x, ω) is continuous jointly
in x and ω it follows that the function F (x) = maxω∈W f(x, ω) is Hadamard
directionally differentiable at x∗ and for any h ∈ Rd its Hadamard directional
derivative at x∗ has the from
F ′(x∗, h) = lim
[h′,α]→[h,+0]
F (x∗ + αh′)− F (x∗)
α
= max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉. (5)
Recall that x∗ is a locally optimal solution of the problem (P). Therefore, for
any sufficiently large n ∈ N one has F (x∗ + αnhn) ≥ F (x∗), which implies that
F ′(x∗, h) = lim
n→∞
F (x∗ + αnhn)− F (x∗)
αn
≥ 0.
Thus, one has
F ′(x∗, h) = max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉 ≥ 0 ∀h ∈ TΩ(x∗),
which by Lemma 2.1 implies that h = 0 is a globally optimal solution of the
linearised problem (4).
Part 2. Clearly, problem (4) is a convex cone constrained optimisation prob-
lem. For any h ∈ Rd and λ ∈ Y ∗ denote by L0(h, λ) = F ′(x∗, h)+ 〈λ,DG(x∗)h〉
the standard Lagrangian for this problem. Observe that for all h ∈ Rd one has
L0(h, λ) = [L(·, λ)]′(x∗, h) .
From the facts that the sets A and K convex and x∗ is a feasible point it
follows that A−x∗ ⊆ TA(x∗) and K−G(x∗) ⊆ TK(G(x∗)) (choose any sequence
{αn} ⊂ (0, 1) converging to zero and for any n ∈ N define hn = z−x∗ for z ∈ A
or hn = z −G(x∗) for z ∈ K). Hence RCQ (see (1)) implies that
0 ∈ int
{
DG(x∗)
(
TA(x∗)
)− TK(G(x∗))},
i.e. the standard regularity condition (Slater’s condition) for problem (4) holds
true (see, e.g. [7, Formula (3.12)]). Consequently, applying [7, Thrm. 3.6] one ob-
tains that there exists λ∗ ∈ TK(G(x∗))∗ such that 0 ∈ argminh∈TA(x∗) L0(h, λ∗).
Observe that K + G(x∗) ⊆ K, since K is a convex cone and G(x∗) ∈ K.
Consequently, one has K ⊆ K−G(x∗) ⊆ TK(G(x∗)). Hence bearing in mind the
fact that λ∗ ∈ TK(G(x∗))∗ one gets that λ∗ ∈ K∗, which, in particular, implies
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that 〈λ∗, G(x∗)〉 ≤ 0. On the other hand, since G(x∗) ∈ K and K is a cone,
one has −G(x∗) ∈ TK(G(x∗)) (choose any sequence {αn} ⊂ (0, 1) converging to
zero and put hn = −G(x∗) for all n ∈ N), which yields 〈λ∗,−G(x∗)〉 ≤ 0, i.e.
〈λ∗, G(x∗)〉 = 0. Thus, one has λ∗ ∈ K∗, 〈λ∗, G(x∗)〉 = 0, and
[L(·, λ∗)]′(x∗, h) = L0(h, λ∗) ≥ 0 ∀h ∈ TA(x∗),
i.e. λ∗ is a Lagrange multiplier of the problem (P) at x∗.
Let us show that the set of Lagrange multipliers of the problem (P) at x∗, in
actuality, coincides with the set of Lagrange multipliers of the linearised problem
(4). Then taking into account the fact that the set of Lagrange multipliers of
the convex problem (4) is a convex, bounded, and weak∗ compact subset of Y ∗
by [7, Thrm. 3.6] we arrive at the required result.
Let λ∗ be a Lagrange multiplier of the problem (P) at x∗. Since L0(h, λ) =
[L(·, λ)]′(x∗, h) for all h ∈ Rd, by definition it is sufficient to prove that λ∗ ∈
TK(G(x∗))∗. To this end, fix any v ∈ TK(G(x∗)). By the definition of contingent
cone there exist sequences {αn} ⊂ (0,+∞) and {vn} ⊂ Y such that αn → 0
and vn → v as n → ∞, and G(x∗) + αnvn ∈ K for all n ∈ N. Since λ∗ is
a Lagrange multiplier of the problem (P) at x∗, one has 〈λ∗, G(x∗)〉 = 0 and
λ∗ ∈ K∗, which implies that 0 ≥ 〈λ∗, G(x∗) +αnvn〉 = αn〈λ∗, vn〉 for all n ∈ N.
Therefore 〈λ∗, v〉 ≤ 0 for any v ∈ TK(G(x∗)), i.e. λ∗ ∈ TK(G(x∗))∗, and the
proof is complete.
Let us now turn to sufficient optimality conditions. Typically, sufficient opti-
mality conditions ensure not only that a given point is a locally optimal solution
of an optimisation problem under consideration, but also that a certain (usually,
second order) growth condition holds at this point. Therefore it is natural to
study sufficient optimality conditions simultaneously with growth conditions.
Recall that the first order growth condition (for the problem (P)) is said
to hold true at a feasible point x∗ of the problem (P), if there exist ρ > 0
and a neighbourhood O(x∗) of x∗ such that F (x) ≥ F (x∗) + ρ|x − x∗| for any
x ∈ O(x∗) ∩ Ω, where, as above, Ω is the feasible region of (P) and | · | is the
Euclidean norm.
By Theorem 2.2 the condition
max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉 ≥ 0 ∀h ∈ TA(x∗) : DG(x∗)h ∈ TK
(
G(x∗)
)
is a first order necessary optimality condition for the problem (P). Keeping
this condition in mind, let us obtain the natural “no gap” sufficient optimality
condition that is, in fact, equivalent to the validity of the first order growth
condition.
Theorem 2.3. Let x∗ be a feasible point of the problem (P). If
max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉 > 0 ∀h ∈ TA(x∗) \ {0} : DG(x∗)h ∈ TK
(
G(x∗)
)
, (6)
i.e. if h = 0 is a unique globally optimal solution of the linearised problem (4),
then the first order growth condition holds at x∗. Conversely, if the first order
growth condition and RCQ hold at x∗, then inequality (6) is valid.
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Proof. Let (6) hold true. Arguing by reductio ad absurdum, suppose that the
first order growth condition does not hold true at x∗. Then for any n ∈ N there
exists xn ∈ Ω such that F (xn) < F (x∗) + |xn − x∗|/n and xn → x∗ as n→∞.
Denote hn = (xn−x∗)/|xn−x∗|. Without loss of generality one can suppose
that the sequence {hn} converges to a vector h such that |h| = 1. From the
fact that xn ∈ Ω = {x ∈ A | G(x) ∈ K} it follows that h ∈ TA(x∗) and for
any n ∈ N one has G(xn) = G(x∗) + |xn − x∗|DG(x∗)hn + o(|xn − x∗|) ∈ K,
which obviously implies that DG(x∗)h ∈ TK(G(x∗)). Furthermore, taking into
account (5) and the definition of xn one obtains that
max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉 = F ′(x∗, h) = lim
n→∞
F (xn)− F (x∗)
|xn − x∗| ≤ 0,
which contradicts optimality condition (6). Thus, the first order growth condi-
tion holds at x∗.
Suppose now that RCQ and the first order growth condition hold at x∗.
Then there exist a neighbourhood O(x∗) of x∗ and ρ > 0 such that F (x) ≥
F (x∗) + ρ|x− x∗| for any x ∈ O(x∗) ∩Ω.
Fix an arbitrary h ∈ TA(x∗) \ {0} such that DG(x∗)h ∈ TK(G(x∗)). By
Lemma 2.1 one has h ∈ TΩ(x∗). Hence by definition there exist sequences
{αn} ⊂ (0,+∞) and {hn} ⊂ Rd such that αn → 0 and hn → h as n→∞, and
x∗ + αnhn ∈ Ω for all n ∈ N. Clearly, x∗ + αnhn ∈ O(x∗) for any sufficiently
large n. Therefore
F ′(x∗, h) = lim
n→∞
F (x∗ + αnhn)− F (x∗)
αn
≥ lim
n→∞
ρ|αnhn|
αn
= ρ|h| > 0,
i.e. (6) holds true.
Remark 1. From the proof of the theorem above it follows that if RCQ and the
first order growth condition with constant ρ > 0 hold true at a feasible point x∗
of the problem (P), then the first order growth condition with the same constant
holds true at the origin for the linearised problem (4), which due to the positive
homogeneity of the problem implies that
max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉 ≥ ρ|h| ∀h ∈ TA(x∗) : DG(x∗)h ∈ TK
(
G(x∗)
)
. (7)
Conversely, if this condition holds true, then arguing in almost the same way as
in the proof of the first part of Theorem 2.3 one can check that for any ρ′ ∈ (0, ρ)
the first order growth condition with constrant ρ′ holds true at x∗. Thus, there
is a direct connection between the first order growth conditions for the problem
(P) and the linearised problem (4). Moreover, note that if (6) holds true, then
there exists ρ > 0 such that (7) is satisfied, and the least upper bound of all
such ρ is equal to ρ∗ = minhmaxω∈W (x∗)〈∇xf(x∗, ω), h〉, where the minimum
is taken over all those h ∈ TA(x∗) for which DG(x∗)h ∈ TK(G(x∗)) and |h| = 1
(the set of all such h is obviously compact, which implies that the minimum in
the definition of ρ∗ is attained and ρ∗ > 0).
Remark 2. Note that optimality condition (6) is satisifed, provided there exists
a Lagrange multiplier λ∗ of (P) at x∗ such that [L(·, λ∗)]′(x∗, h) > 0 for all h ∈
TA(x∗)\{0}. Indeed, fix any h ∈ TA(x∗)\{0} such that DG(x∗)h ∈ TK(G(x∗)).
By the definition of Lagrange multiplier one has λ∗ ∈ K∗ and 〈λ∗, G(x∗)〉 = 0,
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which implies that 〈λ∗, y − G(x∗)〉 ≤ 0 for all y ∈ K. Since K is a closed
convex set, one has TK(G(x∗)) = cl[∪t≥0t(K −G(x∗))] (see, e.g. [7, Prp. 2.55]).
Therefore for any y ∈ TK(G(x∗)) one has 〈λ∗, y〉 ≤ 0. Consequently, one has
〈λ∗, DG(x∗)h〉 ≤ 0 and
max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉 ≥ max
ω∈W (x∗)
〈∇xf(x∗, ω), h〉+ 〈λ∗, DG(x∗)h〉
= [L(·, λ∗)]′(x∗, h) > 0
for any h ∈ TA(x∗) \ {0} such that DG(x∗)h ∈ TK(G(x∗)), i.e. optimality
condition (6) holds true. However, note that the converse statement does not
hold true in the general case. Indeed, for any smooth problem with A = Rd one
has ∇xL(x∗, λ∗) = 0 by the definition of Lagrange multiplier, and the inequality
[L(·, λ∗)]′(x∗, h) > 0 for all h 6= 0 cannot be satisfied, but sufficient optimality
condition (6) might hold true. Consider, for example, the problem
min f(x) = −x subject to g(x) = x ≤ 0.
The point x∗ = 0 is a globally optimal solution of this problem. Moreover, one
has 〈∇f(x∗), h〉 = −h > 0 for any h 6= 0 such that 〈∇g(x∗), h〉 = h ≤ 0, i.e.
optimality condition (6) holds true.
Let us also note that in the convex case a necessary optimality condition
becomes a sufficient condition for a global minimum. Recall that the mapping
G is called convex with respect to the cone −K (or (−K)-convex ), if for any
x1, x2 ∈ Rd and α ∈ [0, 1] one hasG(αx1+(1−α)x2)−αG(x1)−(1−α)G(x2) ∈ K
(see [7, Def. 2.103]).
Theorem 2.4. Let for any ω ∈W the function f(·, ω) be convex, the mapping
G be (−K)-convex, and let x∗ be a feasible point of the problem (P). Then:
1. λ∗ ∈ K∗ is a Lagrange multiplier of (P) at x∗ iff (x∗, λ∗) is a global saddle
point of the Lagrangian L(x, λ) = F (x) + 〈λ,G(x)〉, that is,
L(x, λ∗) ≥ F (x∗) ≥ L(x∗, λ) ∀x ∈ A, λ ∈ K∗; (8)
2. if a Lagrange multiplier of the problem (P) at x∗ exists, then x∗ is a
globally optimal solution of (P); conversely, if x∗ is a globally optimal
solution of the problem (P) and Slater’s condition 0 ∈ int{G(A) − K}
holds true, then there exists a Lagrange multiplier of (P) at x∗.
Proof. Part 1. Let λ∗ be a Lagrange multiplier of (P) at x∗. Note that
〈λ,G(x∗)〉 ≤ 0 for any λ ∈ K∗, since x∗ is a feasible point (i.e. G(x∗) ∈ K),
which implies that L(x∗, λ) ≤ F (x∗) for all λ ∈ K∗. Thus, the second inequality
in (8) holds true.
By the definition of Lagrange multiplier 〈λ∗, G(x∗)〉 = 0, which implies that
L(x∗, λ∗) = F (x∗). Thus, the first inequality in (8) is satisfied iff x∗ is a point
of global minimum of the function L(·, λ∗) on the set A. Arguing by reductio ad
absurdum, suppose that this statement is false. Then there exists x0 ∈ A such
that L(x0, λ∗) < L(x∗, λ∗).
Under our assumptions the function F is convex as the maximum of a family
of convex functions. Moreover, for any λ ∈ K∗ the function 〈λ,G(·)〉 is convex
as well, since 〈λ,G(αx1 + (1 − α)x2) − αG(x1) − (1 − α)G(x2)〉 ≤ 0 for any
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x1, x2 ∈ Rd and α ∈ [0, 1]. Thus, the Lagrangian L(·, λ∗) is convex. Therefore,
for any α ∈ [0, 1] one has
L(αx0 + (1− α)x∗, λ∗)− L(x∗, λ∗) ≤ α
(
L(x0, λ∗)− L(x∗, λ∗)
)
.
Dividing this inequality by α and passing to the limit as α → +0 one obtains
that [L(·, λ∗)]′(x∗, x0 − x∗) ≤ L(x0, λ∗) − L(x∗, λ∗) < 0, which contradicts the
fact that λ∗ is a Lagrange multiplier, since x0 − x∗ ∈ TA(x∗) by the fact that
A is a convex set. Thus, the first inequality in (8) holds true and (x∗, λ∗) is a
global saddle point of the Lagrangian.
Let us prove the converse statement. Suppose that (x∗, λ∗) is a global saddle
point of L(x, λ). Then L(x, λ∗) ≥ F (x∗) ≥ L(x∗, λ∗) for any x ∈ A (see (8)),
which implies that x∗ is a point of global minimum of the function L(·, λ∗) and
〈λ∗, G(x∗)〉 = 0, since F (x∗) = L(x∗, λ∗) = F (x∗) + 〈λ∗, G(x∗)〉.
Recall that the function F is Hadamard directionally differentiable by [35,
Thrm. 4.4.3]. Consequently, the function L(·, λ∗) is Hadamard directionally dif-
ferentiable as well. Therefore, applying the necessary optimality condition in
terms of directional derivatives (see, e.g. [19, Lemma V.1.2]) one obtains that
[L(·, λ∗)]′(x∗, h) ≥ 0 for all h ∈ TA(x∗), i.e. λ∗ is a Lagrange multiplier of the
problem (P) at x∗.
Part 2. Let λ∗ be a Lagrange multiplier of (P) at x∗. Then by the first part
of the theorem L(x, λ∗) ≥ F (x∗) for all x ∈ A. By the definition of Lagrange
multiplier λ∗ ∈ K∗, which implies that 〈λ∗, G(x)〉 ≤ 0 for any x such that
G(x) ∈ K. Thus, for any feasible point of the problem (P) one has F (x) ≥
L(x, λ∗) ≥ F (x∗), i.e. x∗ is a globally optimal solution of (P).
It remains to note that the converse statement follows directly from Theo-
rem 2.2 and the fact that by [7, Prp. 2.104] Slater’s condition 0 ∈ int{G(A)−K}
is equivalent to RCQ, provided G is (−K)-convex.
2.2 Subdifferentials and exact penalty functions
Note that both necessary and sufficient optimality conditions stated in Theo-
rems 2.2 and 2.3 are very difficult to verify directly. Let us show how one can
reformulate them in a more convenient way.
Denote by NA(x) = {z ∈ Rd | 〈z, v〉 ≤ 0∀v ∈ TA(x)} the normal cone to the
convex set A at a point x ∈ A. Note that NA(x) is the polar cone of TA(x) and
NA(x) = {z ∈ Rd | 〈z, v − x〉 ∀v ∈ A}, since TA(x) = cl[∪t≥0t(A− x)] by virtue
of the fact that the set A is convex (see, e.g. [7, Prp. 2.55]). For any subspace
Y0 ⊂ Y denote by Y ⊥0 = {y∗ ∈ Y ∗ | 〈y∗, y〉 = 0 ∀y ∈ Y0} the annihilator of Y0.
For the sake of correctness, for any linear operator T : Rd → Y denote by [T ]∗
the composition of the natural isomorphism i between (Rd)∗ and Rd, and the
adjoint operator T ∗ : Y ∗ → (Rd)∗, i.e. [T ]∗ = i ◦ T ∗.
Introduce the cone
N (x) = [DG(x)]∗(K∗∩span(G(x))⊥) = {i(λ◦DG(x)) | λ ∈ K∗, 〈λ,G(x)〉 = 0}.
Let us verify that the convex cone N (x) ⊂ Rd is, in actuality, the normal cone
to the set Ξ = {z ∈ Rd | G(z) ∈ K} at the point x.
Lemma 2.5. Let x ∈ Rd be such that G(x) ∈ K. Then
N (x) ⊆
({
h ∈ Rd ∣∣ DG(x)h ∈ TK(G(x))})∗. (9)
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Furthermore, if the weakened Robinson constraint qualification of the form 0 ∈
int{G(x)+DG(x)(Rn)−K} is satisfied at x∗, then the opposite inclusion holds
true and N (x) = (TΞ(x))∗ = NΞ(x).
Proof. Choose any v ∈ N (x). Then v = [DG(x)]∗λ for some λ ∈ K∗ such that
〈λ,G(x)〉 = 0. By definition 〈λ, y − G(x)〉 ≤ 0 for any y ∈ K. Hence with the
use of the equality TK(G(x)) = cl[∪t≥0t(K−G(x))] (see, e.g. [7, Prp. 2.55]) one
obtains that 〈λ, y〉 ≤ 0 for any y ∈ TK(G(x)). Consequently, for any h ∈ Rd
such that DG(x)h ∈ TK(G(x)) one has 〈v, h〉 = 〈λ,DG(x)h〉 ≤ 0, that is, v
belongs to the right-hand side of (9).
Suppose now that the weakened RCQ holds at x∗, and let v belong to the
right-hand side of (9), that is, 〈v, h〉 ≤ 0 for any h ∈ Rd such that DG(x)h ∈
TK(G(x)). In other words, h = 0 is a point of global minimum of the conic linear
problem:
min 〈−v, h〉 subject to DG(x)h ∈ TK(G(x)). (10)
Note that the contingent cone TK(G(x)) is convex, since the cone K is convex.
Furthermore, from the weakened RCQ and the inclusion (K−G(x)) ⊂ TK(G(x))
it follows that the regularity condition 0 ∈ int{DG(x)(Rd) − TK(G(x))} holds
true for problem (10). Therefore by [7, Thrm. 3.6] there exists a Lagrange mul-
tiplier λ for problem (10), i.e. −v + [DG(x)]∗λ = 0 and λ ∈ TK(G(x))∗. Bear-
ing in mind the equality TK(G(x)) = cl[∪t≥0t(K − G(x))] one obtains that
〈λ, y − G(x)〉 ≤ 0 for any y ∈ K. Putting y = 2G(x) and y = 0 one gets that
〈λ,G(x)〉 = 0, while putting y = z +G(x) ∈ K for any z ∈ K (recall that K is
a convex cone) one gets that 〈λ, z〉 ≤ 0 for any z ∈ K or, equivalently, λ ∈ K∗.
Thus, v = [DG(x)]∗λ for some λ ∈ K∗ such that 〈λ,G(x)〉 = 0, i.e. v ∈ N (x)
and the inclusion opposite to (9) is valid.
It remains to note that TΞ(x) = {h ∈ Rd | DG(x)h ∈ TK(G(x))}, since the
weakened RCQ is satisfied at x∗ (see, e.g. [7, Corollary 2.91]). Thus, N (x) =
TΞ(x)
∗ = NΞ(x) and the proof is complete.
For any x ∈ Rd denote by ∂F (x) = co{∇xf(x∗, ω) | ω ∈ W (x∗)} the
Hadamard subdifferential of the function F (x) = maxω∈W f(x, ω). Introduce
a set-valued mapping D : Ω⇒ Rd as follows:
D(x) = ∂F (x) +N (x) +NA(x).
The multifunction D is obviously convex-valued. Our first aim is to show that
optimality conditions for the problem (P) can be rewritten in the form of the
inclusion 0 ∈ D(x).
Theorem 2.6. Let x∗ be a feasible point of the problem (P). Then:
1. a Lagrange multiplier of (P) at x∗ exists iff 0 ∈ D(x∗);
2. sufficient optimality condition (6) holds true at x∗ iff 0 ∈ intD(x∗).
Proof. Part 1. Let λ∗ be a Lagrange multiplier of (P) at x∗. Denote Q(x∗) =
∂F (x∗) + [DG(x∗)]∗λ∗. By the definition of Lagrange multiplier one has
[L(·, λ∗)]′(x∗, h) = max
v∈Q(x∗)
〈v, h〉 ≥ 0 ∀h ∈ TA(x∗). (11)
Let us check that this inequality implies that 0 ∈ Q(x∗) + NA(x∗). Indeed,
arguing by reductio ad absurdum, suppose that Q(x∗)∩(−NA(x∗)) = ∅. Observe
10
that Q(x∗) is a compact convex set, while NA(x∗) is a closed convex cone.
Consequently, applying the separation theorem one obtains that there exists
h 6= 0 such that
〈v, h〉 < 〈u, h〉 ∀v ∈ Q(x∗) ∀u ∈
(−NA(x∗)). (12)
Since NA(x∗) is a cone, the inequality above implies that 〈u, h〉 ≤ 0 for all
u ∈ NA(x∗), i.e. h belongs to the polar cone of NA(x∗). Recall that NA(x∗) is a
polar cone of TA(x∗). Therefore, h ∈ TA(x∗)∗∗ = TA(x∗) (see, e.g. [7, Prp. 2.40]).
Taking into account inequality (12) and the facts that 0 ∈ NA(x∗) and Q(x∗)
is a compact set one obtains that maxv∈Q(x∗)〈v, h〉 < 0, which contradicts (11).
Thus, 0 ∈ Q(x∗) + NA(x∗), which implies that 0 ∈ D(x∗) due to the fact that
by the definition of Lagrange multiplier one has λ∗ ∈ K∗ and 〈λ∗, G(x∗)〉 = 0.
Let us prove the converse statement. Suppose that 0 ∈ D(x∗). Then there
exist v∗ ∈ ∂F (x∗) and λ∗ ∈ K∗ such that v∗ + [DG(x∗)]∗λ∗ ∈ −NA(x∗) and
〈λ∗, G(x∗)〉 = 0. By the definition of NA(x∗) one has
max
v∈∂F (x∗)
〈v, h〉+ 〈λ∗, DG(x∗)h〉 ≥ 〈v∗, h〉+ 〈λ∗, DG(x∗)h〉 ≥ 0 ∀h ∈ TA(x∗).
In other words, [L(·, λ∗)]′(x∗, h) ≥ 0 for all h ∈ TA(x∗). Thus, λ∗ is a Lagrange
multiplier of (P) at x∗.
Part 2. Let sufficient optimality condition (6) be satisfied. Let us show at
first that zero belongs to the relative interior riD(x∗) of D(x∗). Indeed, arguing
by reductio ad absurdum, suppose that 0 /∈ riD(x∗). Then by the separation
theorem (see, e.g. [7, Thrm. 2.17]) there exists h 6= 0 such that 〈v, h〉 ≤ 0 for
all v ∈ D(x∗). Hence taking into account the fact that both N (x∗) and NA(x∗)
are convex cones one obtains that
max
v∈∂F (x∗)
〈v, h〉 ≤ 0, 〈v, h〉 ≤ 0 ∀v ∈ N (x∗), 〈v, h〉 ≤ 0 ∀v ∈ NA(x∗).
Therefore h ∈ NA(x∗)∗ = TA(x∗)∗∗ = TA(x∗) and
〈λ,DG(x∗)h〉 ≤ 0 ∀λ ∈ K∗ : 〈λ,G(x∗)〉 = 0. (13)
Let us verify that this inequality implies that DG(x∗)h ∈ TK(G(x∗)). Then one
obtains that we found h ∈ TA(x∗) \ {0} such that DG(x∗)h ∈ TK
(
G(x∗)
)
and
maxω∈W (x∗)〈∇xf(x∗, ω), h〉 ≤ 0, which contradicts (6).
Arguing by reductio ad absurdum, suppose that DG(x∗)h /∈ TK(G(x∗)).
The cone TK(G(x∗)) is closed and convex, since K is a convex cone. Therefore,
by the separation theorem there exists λ ∈ Y ∗ \ {0} such that
〈λ,DG(x∗)h〉 > 0, 〈λ, y〉 ≤ 0 ∀y ∈ TK(G(x∗)). (14)
Since K is a cone and G(x∗) ∈ K, one has G(x∗) + αG(x∗) ∈ K for all α ∈
[−1, 1], which implies that G(x∗) ∈ TK(G(x∗)), −G(x∗) ∈ TK(G(x∗)), and
〈λ,G(x∗)〉 = 0. Furthermore, as was noted above, K ⊆ K−G(x∗) ⊆ TK(G(x∗))
due to the facts that G(x∗) ∈ K and K is a convex cone. Hence with the use
of (14) one obtains that λ ∈ K∗, 〈λ,G(x∗)〉 = 0, and 〈λ,DG(x∗)h〉 > 0, which
contradicts (13). Thus, DG(x∗)h ∈ TK(G(x∗)) and 0 ∈ riD(x∗).
Let us now show that intD(x∗) 6= ∅. Then 0 ∈ intD(x∗) and the proof is
complete. Arguing by reductio ad absurdum, suppose that intD(x∗) = ∅. From
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the facts that 0 ∈ riD(x∗) and intD(x∗) = ∅ it follows that spanD(x∗) 6= Rd.
Therefore, there exists h 6= 0 such that 〈v, h〉 = 0 for all v ∈ spanD(x∗).
Consequently, with the use of the fact that both N (x∗) and NA(x∗) are convex
cones one obtains that
max
v∈∂F (x∗)
〈v, h〉 = 0, 〈v, h〉 = 0 ∀v ∈ N (x∗), 〈v, h〉 = 0 ∀v ∈ NA(x∗).
Hence h ∈ NA(x∗)∗ = TA(x∗)∗∗ = TA(x∗) and inequality (13) holds true. As
was shown above, this inequality implies that DG(x∗)h ∈ TK(G(x∗)). Thus,
we found h ∈ TA(x∗) \ {0} such that maxω∈W (x∗)〈∇xf(x∗, ω), h〉 = 0 and
DG(x∗)h ∈ TK(G(x∗)), which contradicts (6). Therefore 0 ∈ intD(x∗).
Let us prove the converse statement. Suppose that 0 ∈ intD(x∗). Then there
exists ρ > 0 such that maxv∈D(x∗)〈v, h〉 ≥ ρ|h| for all h ∈ Rd.
Fix an arbitrary h ∈ TA(x∗) such that DG(x∗)h ∈ TK(G(x∗)). By definition
any v ∈ D(x∗) has the form v = v1 + v2 + v3, where v1 ∈ ∂F (x∗), v2 =
[DG(x∗)]∗λ2 for some λ2 ∈ K∗ ∩ span(G(x∗))⊥, and v3 ∈ NA(x∗).
Firstly, note that 〈v3, h〉 ≤ 0, since h ∈ TA(x∗). Secondly, recall that K
is a convex cone, which implies that TK(G(x∗)) = cl[∪t≥0t(K − G(x∗))] (see,
e.g. [7, Prp. 2.55]). Hence taking into account the facts that λ2 ∈ K∗ and
〈λ2, G(x∗)〉 = 0 one gets that 〈λ2, y〉 ≤ 0 for all y ∈ TK(G(x∗)). Consequently,
〈v2, h〉 = 〈λ2, DG(x∗)h〉 ≤ 0, since DG(x∗)h ∈ TK(G(x∗)). Thus, for any v ∈
D(x∗) one has 〈v, h〉 ≤ 〈v1, h〉 for the corresponding vector v1 ∈ ∂F (x∗), which
implies that
max
v∈∂F (x∗)
〈v, h〉 ≥ max
v∈D(x∗)
〈v, h〉 ≥ ρ|h| ∀h ∈ TA(x∗) : DG(x∗)h ∈ TK(G(x∗)),
i.e. sufficient optimality condition (6) holds true.
Remark 3. From the proof of the first part of the theorem above it follows that
λ∗ is a Lagrange multiplier of the problem (P) at x∗ iff (∂F (x∗)+[DG(x∗)]∗λ∗)∩
(−NA(x∗)) 6= ∅. In particular, if A = Rd, then λ∗ is a Lagrange multiplier at x∗
iff 0 ∈ ∂F (x∗)+[DG(x∗)]∗λ∗ = ∂xL(x∗, λ∗), where ∂xL(x∗, λ∗) is the Hadamard
subdifferential of the function L(·, λ∗) at x∗.
The theorem above contains a reformulation of necessary and sufficient op-
timality conditions for the problem (P) in terms of the set D(x∗) = ∂F (x∗) +
N (x∗) + NA(x∗). Note that this convex set need not be closed, since it is the
sum of a compact convex set ∂F (x∗) and two closed convex cones. In the case
of necessary conditions, one can rewrite inclusion 0 ∈ D(x∗) as the condition
(∂F (x∗)+N (x∗))∩(−NA(x∗)) 6= ∅ involving only closed sets; however, sufficient
optimality conditions cannot be directly rewritten in this way.
Our next goal is to show that one can replace the set D(x) in Theorem 2.6
with a smaller closed convex set and to simultaneously show a close connection
between sufficient optimality conditions for the problem (P) and exact penalty
functions. To this end, denote by Φc(x) = F (x) + c dist(G(x),K) a nonsmooth
penalty function for the cone constraint of the problem (P). Here c ≥ 0 is the
penalty parameter and dist(y,K) = inf{‖y−z‖ | z ∈ K} is the distance between
a point y ∈ Y and the cone K. Note that the function Φc is nondecreasing in c.
Before we proceed to an analysis of optimality conditions, let us first compute
a subdifferential of the penalty function Φc. Denote ϕ(x) = dist(G(x),K).
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Lemma 2.7. Let x be such that G(x) ∈ K. Then for any c ≥ 0 the penalty
function Φc is Hadamard subdifferentiable at x and its Hadamard subdifferential
has the form ∂Φc(x) = ∂F (x) + c∂ϕ(x), where
∂ϕ(x) =
{
[DG(x)]∗y∗ ∈ Rd
∣∣∣ y∗ ∈ Y ∗, ‖y∗‖ ≤ 1, 〈y∗, y −G(x)〉 ≤ 0 ∀y ∈ K}
(15)
i.e. Φc is Hadamard directionally differentiable at x, for any h ∈ Rd one has
Φ′c(x, h) = lim
[α,h′]→[+0,h]
Φc(x + αh
′)− Φc(x)
α
= max
v∈∂Φc(x)
〈v, h〉,
and the set ∂Φc(x) is convex and compact.
Proof. As was noted in the proof of Theorem 2.2, by [35, Thrm. 4.4.3] the func-
tion F (x) is Hadamard subdifferentiable. Since the sum of Hadamard subdiffer-
entiable functions is obviously Hadamard subdifferentiable and the Hadamard
subdifferential of the sum is equal to the sum of Hadamard subdifferentials (see,
e.g. [35, Thrm. 4.4.1]), it is sufficient to prove that the penalty term ϕ(x) is
Hadamard subdifferentiable and the set (15) is its Hadamard subdifferential.
Denote d(y) = dist(y,K). The function d(·) is convex due to the fact that K
is a convex set. By [7, Example 2.130] its subdifferential (in the sense of convex
analysis) at any point y ∈ K has the form
∂d(y) =
{
y∗ ∈ Y ∗
∣∣∣ ‖y∗‖ ≤ 1, 〈y∗, z − y〉 ≤ 0 ∀z ∈ K}.
In turn, by [35, Prp. 4.4.1] the function d(·) is Hadamard subdifferentiable at y
and its Hadamard subdifferential coincides with its subdifferential in the sense
of convex analysis. Finally, by [35, Thrm. 4.4.2] the function ϕ(·) = d(G(·)) is
Hadamard subdifferentiable at x as well, and its Hadamard subdifferential at
this point has the form ∂ϕ(x) = [DG(x)]∗∂d(G(x)), i.e. (15) holds true.
Remark 4. From the equality TK(G(x∗)) = cl[∪t≥0t(K − G(x∗))] (see, e.g. [7,
Prp. 2.55]) it follows that
∂ϕ(x) =
{
[DG(x)]∗y∗ ∈ Rd
∣∣∣ y∗ ∈ (TK(G(x)))∗ , ‖y∗‖ ≤ 1}.
Moreover, since ∂ϕ(x) is a convex set and 0 ∈ ∂ϕ(x), one has c∂ϕ(x) ⊆ r∂ϕ(x)
for any r ≥ c ≥ 0, which implies that ∂Φc(x) ⊆ ∂Φr(x) for any r ≥ c ≥ 0. In
addition, the inclusion 0 ∈ ∂ϕ(x) implies that aff(c∂ϕ(x)) = span ∂ϕ(x) for any
c > 0, where “aff” stands for the affine hull. As is well-known and easy to check,
aff(S1 + S2) = aff S1 + aff S2 for any subsets S1 and S2 of a real vector space,
which implies that
aff ∂Φc(x) = aff ∂F (x) + span ∂ϕ(x) = aff ∂Φr(x) ∀c, r > 0,
that is, the affine hull of the subdifferential ∂Φc(x) does not depend on c > 0
and ri ∂Φc(x) ⊆ ri∂Φr(x), provided r ≥ c > 0.
Instead of the problem (P) one can consider the following penalised problem:
min Φc(x) = max
w∈W
f(x, ω) + c dist(G(x),K) subject to x ∈ A. (16)
13
Recall that the penalty function Φc is called locally exact at a locally optimal
solution x∗ of the problem (P), if there exists c∗ ≥ 0 such that x∗ is a point of
local minimum of the penalised problem (16) for any c ≥ c∗. We say that Φc
satisfies the first order growth condition on the set A at a point x∗ ∈ A, if there
exist a neighbourhoodO(x∗) of x∗ and ρ > 0 such that Φc(x) ≥ Φc(x∗)+ρ|x−x∗|
for all x ∈ O(x∗) ∩ A.
From the fact that Φc(x) = F (x) for any x such that G(x) ∈ K it follows
that if the first order growth condition holds true for Φc on A at a feasible point
x∗ of the problem (P), then x∗ is a locally optimal solution of this problem, the
first order growth condition for the problem (P) holds at x∗, and Φc is locally
exact at x∗.
The following theorem describes interrelations between optimality conditions
for the problem (P), optimality conditions for the penalised problem (16), the
local exactness of the penalty function Φc, and the first order growth conditions.
Theorem 2.8. Let x∗ be a feasible point of the problem (P). Then:
1. a Lagrange multiplier of the problem (P) at x∗ exists iff there exists c ≥ 0
such that 0 ∈ ∂Φc(x∗) +NA(x∗);
2. sufficient optimality condition (6) is satisfied at x∗ iff there exists c ≥ 0
such that 0 ∈ int(∂Φc(x∗) + NA(x∗)) iff there exists c ≥ 0 such that Φc
satisfies the first order growth condition on A at x∗;
3. if RCQ holds at x∗, then the penalty function Φc is locally exact at x∗;
furthermore, in this case the first order growth condition for the problem
(P) holds at x∗ iff Φc satisfies the first order growth condition on A at x∗.
Proof. Part 1. Let λ∗ be a Lagrange multiplier of the problem (P) at x∗. By
definition λ∗ ∈ K∗ and 〈λ∗, G(x∗)〉 = 0, which implies that 〈λ∗, y −G(x∗)〉 ≤ 0
for all y ∈ K and [DG(x∗)]∗λ∗ ∈ c∂ϕ(x∗) for any c ≥ ‖λ∗‖ (see (15)). Hence
by the definition of Lagrange multiplier and equality (5) for any c ≥ ‖λ∗‖ and
h ∈ TA(x∗) one has
max
v∈∂Φc(x∗)
〈v, h〉 ≥ max
v∈∂F (x∗)+[DG(x∗)]∗λ∗
〈v, h〉 = [L(·, λ∗)]′(x∗, h) ≥ 0.
Now applying the separation theorem one can easily check that this inequality
implies that 0 ∈ ∂Φc(x∗) +NA(x∗) for any c ≥ ‖λ∗‖.
Let us prove the converse statement. Suppose that 0 ∈ ∂Φc(x∗)+NA(x∗) for
some c ≥ 0. Recall that by Lemma 2.7 one has ∂Φc(x∗) = ∂F (x∗) + c∂ϕ(x∗).
Therefore, there exist v0 ∈ ∂F (x∗) and y∗ ∈ Y ∗ such that 〈y∗, y − G(x∗)〉 ≤ 0
for any y ∈ K, ‖y∗‖ ≤ 1, and (v0+c[DG(x∗)]∗y∗) ∈ −NA(x∗). Denote λ∗ = cy∗.
Then by the definition of normal cone and equality (5) one has
[L(·, λ∗)]′(x∗, h) = max
v∈∂F (x∗)
〈v, h〉+ 〈λ∗, DG(x∗)h〉 ≥ 〈v0 + c[DG(x∗)]∗y∗, h〉 ≥ 0
for all h ∈ TA(x∗). Furthermore, from the facts that 〈λ∗, y − G(x∗)〉 ≤ 0 for
any y ∈ K, K is a convex cone, and G(x∗) ∈ K it follows that λ∗ ∈ K∗ and
〈λ∗, G(x∗)〉. Therefore λ∗ is a Lagrange multiplier of (P) at x∗.
Part 2. Let sufficient optimality condition (6) hold true at x∗. Firstly, we
show that 0 ∈ ri(∂Φc(x∗) + NA(x∗)) for some c > 0. Arguing by reductio ad
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absurdum, suppose that 0 /∈ ri(∂Φc(x∗) +NA(x∗)) for any c > 0. Then by the
separation theorem (see, e.g. [7, Thrm. 2.17]) for any n ∈ N there exists hn 6= 0
such that 〈v, hn〉 ≤ 0 for all v ∈ ∂Φn(x∗)+NA(x∗). Replacing, if necessary, hn by
hn/|hn| one can suppose that |hn| = 1. Consequently, there exists a subsequence
{hnk} converging to some h∗ with |h∗| = 1.
Fix any c > 0. As was noted in Remark 4, ∂Φc(x∗) ⊆ ∂Φnk(x∗) for any
nk ≥ c. Therefore, for any nk ≥ c and for all v ∈ ∂Φc(x∗) + NA(x∗) one has
〈v, hnk〉 ≤ 0. Passing to the limit as k →∞ one obtains that 〈v, h∗〉 ≤ 0 for any
v ∈ ∂Φc(x∗) +NA(x∗) and c > 0 or, equivalently,
〈v1 + v2 + v3, h∗〉 ≤ 0 ∀v1 ∈ ∂F (x∗), v2 ∈
⋃
c>0
c∂ϕ(x∗), v3 ∈ NA(x∗). (17)
Since both ∪c>0c∂ϕ(x∗) and NA(x∗) are cones (recall that 0 ∈ ∂ϕ(x∗)), one
has 〈v2, h∗〉 ≤ 0 for all v2 ∈ ∪c>0c∂ϕ(x∗), and 〈v3, h∗〉 ≤ 0 for all v3 ∈ NA(x∗).
Consequently, h∗ ∈ NA(x∗)∗ = TA(x∗)∗∗ = TA(x∗). Moreover, by Remark 4 one
has ⋃
c>0
c∂ϕ(x∗) =
{
[DG(x)]∗y∗ ∈ Rd
∣∣∣ y∗ ∈ (TK(G(x)))∗}
which implies that 〈y∗, DG(x∗)h∗〉 ≤ 0 for all y∗ ∈ TK(G(x∗))∗; in other words,
DG(x∗)h∗ ∈ [TK(G(x∗))]∗∗ = TK(G(x∗)). Thus, taking into account (17) one
obtains that we found h∗ ∈ TA(x∗) \ {0} such that DG(x∗)h∗ ∈ TK(G(x∗))
and maxv∈∂F (x∗)〈v, h∗〉 ≤ 0, which contradicts our assumption that sufficient
optimality condition (6) holds true at x∗. Therefore, 0 ∈ ri(∂Φc(x∗) +NA(x∗))
for some c > 0.
Let us verify that int(∂Φc(x∗) + NA(x∗)) 6= ∅. Then one can conclude that
0 ∈ int(∂Φc(x∗)+NA(x∗)). Arguing by reductio ad absurdum, suppose that the
interior of the set ∂Φc(x∗)+NA(x∗) is empty. Then taking into account the fact
that 0 ∈ ri(∂Φc(x∗) +NA(x∗)) one can conclude that
E = aff(∂Φc(x∗) +NA(x∗)) = span(∂Φc(x∗) +NA(x∗)) 6= Rd.
Therefore, there exists h∗ 6= 0 such that 〈v, h∗〉 = 0 for all v ∈ E . Bearing in
mind the equality aff(∂Φc(x∗) + NA(x∗)) = aff ∂Φc(x∗) + affNA(x∗) and the
fact that the affine hull of ∂Φc(x∗) does not depend on c > 0 by Remark 4 one
obtains that 〈v, h∗〉 = 0 for all v ∈ ∂Φr(x∗) +NA(x∗) and r > 0. Consequently,
inequality (17) is valid, which, as was shown above, contradicts (6). Thus, 0 ∈
int(∂Φc(x∗) +NA(x∗)) for some c > 0.
Suppose now that 0 ∈ int(∂Φc(x∗) + NA(x∗)) for some c ≥ 0. Then there
exists ρ > 0 such that
max
v∈∂Φc(x∗)+NA(x∗)
〈v, h〉 ≥ ρ|h| ∀h ∈ Rd.
Note that by definition for any h ∈ TA(x∗) one has 〈v, h〉 ≤ 0 for all v ∈ NA(x∗).
Therefore
max
v∈∂Φc(x∗)
〈v, h〉 ≥ ρ|h| ∀h ∈ TA(x∗). (18)
Fix any ρ′ ∈ (0, ρ). Let us check that Φc(x) ≥ Φc(x∗) + ρ′|x− x∗| for any x ∈ A
lying sufficiently close to x∗, i.e. Φc satisfies the first order growth condition on
A at x∗.
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Arguing by reductio ad absurdum, suppose that there exists a sequence
{xn} ⊂ A converging to x∗ such that Φc(xn) < Φc(x∗) + ρ′|xn − x∗|. Put
hn = (xn − x∗)/|xn − x∗| and αn = |xn − x∗|. Without loss of generality one
can suppose that the sequence {hn} converges to some vector h∗ with |h∗| = 1,
which obviously belongs to TA(x∗), since x∗ + αnxn = xn ∈ A by definition.
Hence with the use of Lemma 2.7 one obtains that
ρ′ ≥ lim
n→∞
Φc(xn)− Φc(x∗)
|xn − x∗| = limn→∞
Φc(x∗ + αnhn)− Φc(x∗)
αn
= max
v∈∂Φc(x∗)
〈v, h∗〉,
which contradicts (18).
Suppose finally that Φc satisfies the first order growth condition on A at x∗.
Let us check that sufficient optimality condition (6) holds true at x∗. Indeed,
by our assumption there exist c ≥ 0, ρ > 0, and a neighbourhood O(x∗) of the
point x∗ such that Φc(x) ≥ Φc(x∗) + ρ|x− x∗| for all x ∈ O(x∗) ∩ A.
Fix any h ∈ TA(x∗)\{0} such that DG(x∗)h ∈ TK(G(x∗)). By the definition
of contingent cone there exists sequences {αn} ⊂ (0,+∞) and {hn} ⊂ Rd such
that αn → 0 and hn → h as n → ∞, and x∗ + αnhn ∈ A for all n ∈ N. Hence
for any sufficiently large n one has Φc(x∗ + αnhn) − Φc(x∗) ≥ ραn|hn|, which
obviously implies that Φ′c(x∗, h) ≥ ρ|h|.
By Remark 4 for any v ∈ ∂ϕ(x∗) there exists y∗(v) ∈ (TK(G(x∗)))∗ such
that v = [DG(x∗)]∗y∗(v). Therefore for any v ∈ ∂ϕ(x∗) one has 〈v, h〉 =
〈y∗(v), DG(x∗)h〉 ≤ 0, since DG(x∗)h ∈ TK(G(x∗)) by our assumption. Conse-
quently, by Lemma 2.7 one has
max
v∈∂F (x∗)
〈v, h〉 ≥ max
v∈∂Φc(x∗)
〈v, h〉 = Φ′c(x∗, h) ≥ ρ|h| > 0,
i.e. sufficient optimality condition (6) is satisfied at x∗.
Part 3. If RCQ holds true at x∗, then by [11, Corollary 2.2] there exist
a > 0 and a neighbourhood O(x∗) of x∗ such that
ϕ(x) = dist(G(x),K) ≥ a dist(x,A ∩G−1(K)) = a dist(x,Ω) ∀x ∈ O(x∗) ∩ A,
where, as above, Ω is the feasible region of the problem (P). Let us check that the
objective function F is Lipschitz continuous near x∗. Then by [21, Corollary 2.9
and Prp. 2.7] one can conclude that the penalty function Φc is locally exact at
x∗.
Fix any r > 0 and denote B(x∗, r) = {x ∈ Rd | |x − x∗| ≤ r}. With the
use of a nonsmooth version of the mean value theorem (see, e.g. [23, Prp. 2])
one gets that for any x1, x2 ∈ B(x∗, r) there exist a point z ∈ co{x1, x2} ⊂
B(x∗, r) and v ∈ ∂F (z) such that F (x1) − F (x2) = 〈v, x1 − x2〉. Define L =
max{|∇xf(x, ω)| | x ∈ B(x∗, r), ω ∈ W} < +∞. By definition v belongs to the
convex hull co{∇xf(z, ω) | ω ∈ W (z)}, which yields |v| ≤ L. Thus, |F (x1) −
F (x2)| ≤ L|x1 − x2| for all x1, x2 ∈ B(x∗, r), i.e. F is Lipschitz continuous near
x∗.
It remains to note that if RCQ and the first order growth condition for the
problem (P) hold at x∗, then by Theorem 2.3 sufficient optimality condition
(6) holds true at x∗, which by the second part of this theorem implies that Φc
satisfies the first growth condition on A at x∗. The converse statement, as was
noted before this theorem, holds true regardless of RCQ.
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Remark 5. (i) From the proof of the previous theorem it follows that λ∗ is a
Lagrange multiplier of (P) at x∗ iff 0 ∈ ∂Φc(x∗) +NA(x∗) for any c ≥ ‖λ∗‖.
(ii) Observe that if 0 ∈ ∂Φc(x∗) + NA(x∗) for some c ≥ 0, then for any r ≥ c
one also has 0 ∈ ∂Φr(x∗) + NA(x∗), since ∂Φc(x∗) ⊆ ∂Φr(x∗) by Remark 4.
Furthermore, from this inclusion it follows that if 0 ∈ int(∂Φc(x∗) + NA(x∗))
for some c ≥ 0, then 0 ∈ int(∂Φr(x∗) +NA(x∗)) for any r ≥ c as well.
(iii) Note that unlike the set D(x∗) from Theorem 2.6, the set ∂Φc(x∗)+NA(x∗)
is always closed as the sum of a compact set and a closed set. Furthermore, the
inclusion ∂Φc(x∗) + NA(x∗) ⊂ D(x∗) holds true for any c ≥ 0. Indeed, by
Lemma 2.7 one has ∂Φc(x∗) = ∂F (x∗) + c∂ϕ(x∗). Therefore, it is sufficient to
check that ∂ϕ(x∗) ⊂ N (x∗), since N (x∗) is a cone. Choose any z∗ ∈ ∂ϕ(x∗).
By Lemma 2.7 one has z∗ = [DG(x∗)]∗y∗ for some y∗ ∈ Y ∗ such that ‖y∗‖ ≤ 1
and 〈y∗, y − G(x∗)〉 ≤ 0 for all y ∈ K. Observe that 0 ∈ K and 2G(x∗) ∈ K,
since K is a cone and G(x∗) ∈ K, which yields 〈y∗, G(x∗)〉 = 0. Furthermore,
from the fact that K is a convex cone it follows that K + G(x∗) ⊆ K, which
implies that 〈y∗, y〉 ≤ 0 for all y ∈ K, i.e. y∗ ∈ K∗. Thus, one can conclude that
z∗ ∈ [DG(x∗)](K∗ ∩ span(G(x∗))⊥) = N (x∗), i.e. ∂ϕ(x∗) ⊂ N (x∗).
(iv) From the proof of part 2 of the theorem above it follows that the inclusion
0 ∈ int(∂Φc(x∗) +NA(x∗)) is a sufficient optimality condition for the penalised
problem (16). Moreover, both this condition and optimality condition (6) are
sufficient conditions for the local exactness of Φc. Finally, note that arguing in
the same way as in the proof of the first part of Theorem 2.6 one can easily check
that the inclusion 0 ∈ ∂Φc(x∗)+NA(x∗) is a necessary optimality condition for
problem (16).
2.3 Alternance optimality conditions and cadres
Note that the optimality condition 0 ∈ D(x∗) from the previous section means
that zero can be represented as the sum of some vectors from the sets ∂F (x∗),
N (x∗), and NA(x∗). Our aim is to show that these vectors can be chosen in such
a way that they have some useful additional properties, which, in particular,
allow one to check whether the sufficient optimality condition 0 ∈ intD(x∗) is
satisfied.
Let Z ⊂ Rd be a set consisting of d linearly independent vectors. Let also
η(x∗) ⊆ N (x∗) and nA(x∗) ⊆ NA(x∗) be such that N (x∗) = cone η(x∗) and
NA(x∗) = conenA(x∗), where
coneD =
{ n∑
i=1
αixi
∣∣∣ xi ∈ D, αi ≥ 0, i ∈ {1, . . . , n}, n ∈ N}
is the convex conic hull of a set D ⊂ Rd (i.e. the smallest convex cone containing
the set D). Usually, one chooses η(x∗) and nA(x∗) as the sets of those vectors
that correspond to extreme rays of the cones N (x∗) and NA(x∗) respectively.
Definition 1. Let p ∈ {1, . . . , d + 1} be fixed and x∗ be a feasible point of
the problem (P). One says that a p-point alternance exists at x∗, if there exist
k0 ∈ {1, . . . , p}, i0 ∈ {k0 + 1, . . . , p}, vectors
V1, . . . , Vk0 ∈
{
∇xf(x∗, ω)
∣∣∣ ω ∈ W (x∗)}, (19)
Vk0+1, . . . , Vi0 ∈ η(x∗), Vi0+1, . . . , Vp ∈ nA(x∗), (20)
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and vectors Vp+1, . . . , Vd+1 ∈ Z such that the d-th order determinants ∆s of
the matrices composed of the columns V1, . . . , Vs−1, Vs+1, . . . Vd+1 satisfy the
following conditions:
∆s 6= 0, s ∈ {1, . . . , p}, sign∆s = − sign∆s+1, s ∈ {1, . . . , p− 1}, (21)
∆s = 0, s ∈ {p+ 1, . . . d+ 1}. (22)
Such collection of vectors {V1, . . . , Vp} is called a p-point alternance at x∗. Any
(d+ 1)-point alternance is called complete.
Remark 6. (i) Note that in the case of complete alternance one has
∆s 6= 0 s ∈ {1, . . . , d+ 1}, sign∆s = − sign∆s+1 s ∈ {1, . . . , d},
i.e. the determinants ∆s, s ∈ {1, . . . , d + 1} are not equal to zero and have
alternating signs, which explains the term alternance.
(ii) It should be mentioned that the sets η(x∗) and nA(x∗) are introduced in
order to simplify verification of alternance optimality conditions. It is often dif-
ficult to deal with the entire cones N (x∗) and NA(x∗). In turn, the introduction
of the sets η(x∗) and nA(x∗) allows one to use only extreme rays of N (x∗) and
NA(x∗) respectively.
Before we proceed to an analysis of optimality conditions, let us first show
that the definition of p-point alternance with p ≤ d is invariant with respect to
the choice of the set Z and is directly connected to the notion of cadre (meaning
frame) of a minimax problem (see, e.g. [12, 20]).
Proposition 2.9. Let x∗ be a feasible point of the problem (P). Then a p-
point alternance with p ∈ {1, . . . , d + 1} exists at x∗ if and only if there exist
k0 ∈ {1, . . . , p}, i0 ∈ {k0 + 1, . . . , p}, and vectors
V1, . . . , Vk0 ∈
{
∇xf(x∗, ω)
∣∣∣ ω ∈ W (x∗)}, (23)
Vk0+1, . . . , Vi0 ∈ η(x∗), Vi0+1, . . . , Vp ∈ nA(x∗). (24)
such that rank([V1, . . . , Vp]) = p− 1 and
p∑
i=1
βiVi = 0 (25)
for some βi > 0, i ∈ {1, . . . , p}. Furthermore, a collection of vectors {V1, . . . , Vp}
satisfying (23) and (24) is a p-point alternance at x∗ iff rank([V1, . . . , Vp]) = p−1
and (25) holds true.
Proof. Let a p-point alternance exist at x∗ and let vectors Vi ∈ Rd and in-
dices k0 ∈ {1, . . . , p}, i0 ∈ {k0 + 1, . . . , p} be from the definition of p-point
alternance. Consider the system of linear equations
∑d+1
i=2 βiVi = −V1 with re-
spect to βi. Solving this system with the use of Cramer’s rule one obtains that
βi = (−1)i−1∆i/∆1 for all i ∈ {2, . . . , d+ 1}, where ∆i are from the definition
of p-point alternance. Taking into account (21) and (22) one obtains that βi > 0
for any i ∈ {2, . . . , p} and βi = 0 for all i ∈ {p + 1, . . . , d + 1}. Note that zero
coefficients βi correspond exactly to those Vi that belong to Z.
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Thus, one has V1 +
∑p
i=2 βiVi = 0 and βi > 0 for all i ∈ {2, . . . , p}. Further-
more, from the fact that that by the definition of p-point alternance one has
∆1 = det([V2, . . . , Vd+1]) 6= 0 it follows that the vectors V2, . . . , Vp are linearly
independent, which implies that rank([V1, . . . , Vp]) = p − 1. Hence taking into
account (19) and (20) one obtains that the proof of the “only if” part of the
proposition is complete.
Let us prove the converse statement. Suppose at first that p = 1. Then
V1 = 0 due to (25). Take as V2, . . . , Vd+1 all vectors from the set Z in an
arbitrary order. Since these vectors are linearly independent, one has ∆1 =
det([V2, . . . , Vd+1]) 6= 0, and the system
∑d+1
i=2 γiVi = −V1 has the unique
solution γi = 0 for all i. Solving this system with the use of Cramer’s rule
one obtains that 0 = γi = (−1)i−1∆i/∆1 for all i ∈ {2, . . . , d + 1}, where
∆i = det([V1, . . . , Vi−1, Vi+1, . . . Vd+1]). Thus, ∆i = 0 for all i ≥ 2 and the
collection {V1, . . . , Vd+1} satisfies the definition of 1-point alternance.
Suppose now that p ≥ 2. Rewrite (25) as follows: ∑pi=2(βi/β1)Vi = −V1.
Taking into account this equality and the fact that rank([V1, . . . , Vp]) = p − 1
one can conclude that the vectors V2, . . . , Vp are linearly independent. Therefore
one can choose vectors Vp+1, . . . , Vd+1 ∈ Z such that the vectors V2, . . . , Vd+1
are linearly independent as well. Consequently, ∆1 = det([V2, . . . , Vd+1]) 6= 0,
and the system of linear equations
∑d+1
i=2 γiVi = −V1 with respect to γi has
the unique solution: γi = βi/β1 > 0 for any i ∈ {2, . . . , p}, and γi = 0 for all
i ≥ p + 1. On the other hand, by Cramer’s rule one has γi = (−1)i−1∆i/∆1
for all i, where ∆i = det([V1, . . . , Vi−1, Vi+1, . . . Vd+1]). Hence conditions (21)
and (22) hold true and the collection {V1, . . . , Vd+1} satisfies the definition of
p-point alternance.
Remark 7. (i) Any collection of vectors V1, . . . , Vp with p ∈ {1, . . . , d+1} satis-
fying (23), (24) and such that for any i ∈ {1, . . . , p} one has rank([V1, . . . , Vp]) =
rank([V1, . . . , Vi−1, Vi+1, . . . , Vp]) = p− 1 is called a p-point cadre for the prob-
lem (P) at x∗. One can easily verify that a collection V1, . . . , Vp satisfying (23),
(24) is a p-point cadre at x∗ iff rank([V1, . . . , Vp]) = p− 1 and
∑p
i=1 βiVi = 0 for
some βi 6= 0, i ∈ {1, . . . , p}. Any such βi are called cadre multipliers. Thus, the
proposition above can be reformulated as follows: a p-point alternance exists at
x∗ iff a p-point cadre with positive cadre multipliers exists at this point. Fur-
thermore, a collection {V1, . . . , Vp} with p ∈ {1, . . . , d+1} is a p-point alternance
at x∗ iff it is a p-point cadre with positive cadre multipliers, which implies that
the definition of p-point alternance is invariant with respect to the set Z. Note
finally that optimality conditions in terms of such cadres were utilised in [12] to
design an efficient method for solving unconstrained minimax problems, while
the definition of cadre was first given by Descloux in [20].
(ii) It is worth mentioning that from the previous proposition it follows that
if any d vectors from the set {∇xf(x∗, ω) | ω ∈ W (x∗)} ∪ η(x∗) ∪ nA(x∗) are
linearly independent, then only a complete alternance can exist at x∗.
Our next goal is demonstrate that both necessary and sufficient optimality
conditions for the problem (P) can be written in an alternance form. To this
end, we will need the following simple geometric result illustrated by Figure 1.
This result allows one to easily prove that the origin belongs to the interior or
the relative interior of certain polytopes.
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x1
x2
x = −x1 − x2
r
0
Figure 1: The polytope S = co{x1, x2,−x1 − x2} with x1 = (1, 0)T and x2 =
(0, 1)T contains the open ℓ1 ball centered at zero with sufficiently small radius
r > 0 that can be described as {z = α1x1 + α2x2 ∈ R2 | |α1|+ |α2| < r}.
Lemma 2.10. Let x1, . . . , xk ∈ Rd be given vectors, x =
∑k
i=1 βixi for some
βi > 0, and S = co{x1, . . . , xk,−x}. Then there exists r > 0 such that
{
z =
k∑
i=1
αixi
∣∣∣ k∑
i=1
|αi| < r
}
⊂ S. (26)
Proof. Observe that 0 ∈ S, since
0 =
1
1 + β1 + . . .+ βk
x+
1
1 + β1 + . . .+ βk
k∑
i=1
βixi ∈ S.
Hence, in particular, co{0, z} ⊂ S for all z ∈ S.
Denote αi = 1 +
∑
j 6=i βj . Then
−βi
αi
xi =
1
αi
x+
∑
j 6=i
βj
αi
xj ∈ S ∀i ∈ {1, . . . , k}.
Define r = min{1, β1/α1, . . . , βk/αk}. Then taking into account the fact that
co{0, z} ⊂ S for all z ∈ S one obtains that ±rxi ∈ S for all i ∈ {1, . . . , k}.
Fix any z =
∑k
i=1 αixi with θ(z) =
∑k
i=1 |αi| < r. If θ(z) = 0, then z = 0
and z ∈ S. Therefore, suppose that θ(z) 6= 0. Then ±θ(z)xi ∈ co{±rxi} ⊂ S,
which implies that
z =
k∑
i=1
|αi|
θ(z)
(
sign(αi)θ(z)xi
)
∈ S
(here sign(0) = 0). Thus, (26) holds true.
Theorem 2.11. Let x∗ be a feasible point of the problem (P). Then:
1. 0 ∈ D(x∗) iff for some p ∈ {1, . . . , d+1} a p-point alternance exists at x∗;
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2. if a complete alternance exists at x∗, then 0 ∈ intD(x∗) and ∂F (x∗) 6= {0}.
Proof. Part 1. “ =⇒ ” Let 0 ∈ D(x∗). If 0 ∈ ∂F (x∗) = co{∇xf(x∗, ω) | ω ∈
W (x∗)}, then by Crathe´odory’s theorem (see, e.g. [54, Corollary 17.1.1]) zero
can be expressed as a convex combination of d+1 or fewer affinely independent
vectors from {∇xf(x∗, ω) | ω ∈ W (x∗)}. Thus, there exist p ∈ {1, . . . , d + 1},
Vi ∈ {∇xf(x∗, ω) | ω ∈ W (x∗)}, and αi > 0, i ∈ {1, . . . , p}, such that the
vectors Vi are affinely independent and
0 =
p∑
i=1
αiVi,
p∑
i=1
αi = 1. (27)
If p = 1, then denote by V2, . . . , Vd+1 all vectors from the set Z. Then ∆1 6= 0,
and ∆s = 0 for all s ∈ {2, . . . , d+1}, since V1 = 0, that is, a 1-point alternance
exists at x∗. Otherwise, note that by the definition of affine independence the
vectors V2−V1, . . . , Vp−V1 are linearly independent. Hence taking into account
(27) and the fact that span(V2−V1, . . . , Vp−V1) ⊆ span(V1, . . . , Vp) one obtains
that dim span(V1, . . . , Vp) = p − 1. Consequently, the collection {V1, . . . , Vp}
contains exactly p − 1 linearly independent vectors. Renumbering Vi, if nec-
essary, one can suppose that the vectors V2, . . . , Vp are linearly independent.
Since the set Z contains d linearly independent vectors, one can choose vectors
Vp+1, . . . , Vd+1 ∈ Z in such a way that the vectors V2, . . . , Vd+1 are linearly
independent, which yields ∆1 6= 0.
Now, consider the system of linear equations −V1 =
∑d+1
i=2 βiVi with respect
to βi. Solving this system with the use of Cramer’s rule and bearing in mind
(27) one obtains that βi = (−1)i−1∆i/∆1 = αi/α1 > 0 for any i ∈ {2, . . . , p},
and βi = (−1)i−1∆i/∆1 = 0 for any i ≥ p+ 1. Thus, conditions (21) and (22)
hold true, i.e. a p-point alternance exists at x∗. Therefore, one can suppose that
0 /∈ ∂F (x∗).
Since 0 ∈ D(x∗) and 0 /∈ ∂F (x∗), there exist k, r, ℓ ∈ N, ωi ∈ W (x∗),
αi ∈ (0, 1] , uj ∈ η(x∗), βj ≥ 0, zs ∈ nA(x∗), and γs ≥ 0 (here i ∈ {1, . . . , k},
j ∈ {1, . . . , r}, and s ∈ {1, . . . , ℓ}) such that
0 =
k∑
i=1
αivi +
r∑
j=1
βjuj +
ℓ∑
s=1
γszs,
k∑
i=1
αi = 1,
where vi = ∇xf(x∗, ωi) for all i ∈ {1, . . . , k}. Hence
k∑
i=2
αi
α1
vi +
r∑
j=1
βj
α1
uj +
ℓ∑
s=1
γs
α1
zs = −v1,
i.e.−v1 belongs to cone(E) with E = {v2, . . . , vk, u1, . . . , ur, z1, . . . , zℓ}. Applying
a simple modification of the Carathe´odory’s theorem to the case of convex conic
combinations (see, e.g. [54, Corollary 17.1.2]) one obtains that there exist p ∈
{2, . . . , d + 1} and linearly independent vectors V2, . . . Vp ∈ E such that −v1 =∑p
i=2 λiVi for some λi > 0. Clearly, one can suppose that there exist k0 ∈
{1, . . . p} and i0 ∈ {k0 + 1, . . . , p} such that (19) and (20) hold true.
Put V1 = v1, and choose vectors Vp+1, . . . Vd+1 from the set Z in such a way
that the vectors V2, . . . , Vd+1 are linearly independent. Then one obtains that
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the systems
d+1∑
i=2
βiVi = −V1. (28)
has the unique solution βi = λi, if 2 ≤ i ≤ p, and βi = 0, if p+ 1 ≤ i ≤ d+ 1.
Applying Cramer’s rule to system (28) one gets that βi = (−1)i−1∆i/∆1 for all
i ∈ {2, . . . , d + 1}, where ∆i are from Def. 1, which implies that (21) and (22)
hold true. Thus, a p-point alternance exists at x∗.
Part 1. “ ⇐= ”. Let vectors V1, . . . , Vd+1 be from the definition of p-point
alternance. Applying Cramer’s rule to system (28) one obtains that
−V1 =
p∑
i=2
βiVi, βi = (−1)i−1∆i
∆1
> 0 ∀i ∈ {2, . . . , p}.
Denote β0 = 1+β2+. . .+βk0 > 0, and define α1 = 1/β0 > 0 and αi = βi/β0 ≥ 0
for all i ∈ {2, . . . , d+ 1}. Then one has
p∑
i=1
αiVi = 0,
k0∑
i=1
αi = 1, (29)
i.e. v1 + v2 + v3 = 0, where
v1 =
k0∑
i=1
αiVi, v2 =
i0∑
i=k0+1
αiVi, v3 =
p∑
i=i0+1
αiVi
(here, v2 = v3 = 0, if k0 = p, and v3 = 0, if i0 = p). From the definition of
alternance and the second equality in (29) it follows that v1 ∈ ∂F (x∗), v2 ∈
N (x∗), and V3 ∈ NA(x∗). Thus, 0 ∈ D(x∗).
Part 2. Suppose that a complete alternance V1, . . . , Vd+1 exists at x∗. Note
that V1 6= 0, since all ∆i are nonzero, which implies that ∂F (x∗) 6= {0}.
Applying Cramer’s rule to system (28) one gets that
− V1 =
d+1∑
i=2
βiVi, βi = (−1)i−1∆i
∆1
> 0 ∀i ∈ {2, . . . , d+ 1}. (30)
Denote β0 = 1+β2+. . .+βk0 > 0, and define α1 = 1/β0 > 0 and αi = βi/β0 > 0
for all i ∈ {2, . . . , d+ 1}. Then (29) with p = d+ 1 holds true.
Recall that by the definition of alternance V1, . . . , Vk0 ∈ ∂F (x∗). Therefore,
V1, . . . , Vk0 ∈ D(x∗) = ∂F (x∗) + N (x∗) + NA(x∗), since 0 ∈ N (x∗) and 0 ∈
NA(x∗). Moreover, from (29) and the fact that both N (x∗) and NA(x∗) are
convex cones it follows that
Vi = 0 + Vi =
k0∑
j=1
αjVj +
i0∑
j=k0+1
αjVj + Vi +
d+1∑
j=i0+1
αjVj
∈ ∂F (x∗) +N (x∗) +NA(x∗) = D(x∗)
for any i ∈ {k0 + 1, . . . , d+ 1}. Therefore S(x∗) = co{V1, . . . , Vd+1} ⊂ D(x) by
virtue of the fact that D(x∗) is a convex set.
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Let e1, . . . , ed be the canonical basis of R
d and e = (−β1, . . . ,−βd)T , where
βi are from (30). Denote S = co{e1, . . . , ed, e} and define a linear mapping
T : Rd → Rd by setting Tei = Vi+1 for all i ∈ {1, . . . , d}. Then Te = V1 due
to (30) and TS = S(x∗). Bearing in mind the fact that by the definition of
complete alternance ∆1 = det([V2, . . . , Vd+1]) 6= 0, i.e. the vectors V2, . . . , Vd+1
are linearly independent, one obtains that T is a linear bijection, which, in
particular, implies that T is an open mapping. Let us show that 0 ∈ intS. Then
taking into account the facts that T (intS) is an open set and by definitions
0 ∈ T (intS) ⊂ S(x∗) ⊂ D(x∗) one arrives at the required result.
For any x = (x(1), . . . , x(d))T ∈ Rd denote ‖x‖1 = |x(1)| + . . . + |x(d)|. Ap-
plying Lemma 2.10 with k = d, xi = ei for all i ∈ {1, . . . , d}, and x = −e one
obtains that there exists r > 0 such that {x ∈ Rd | ‖x‖1 < r} ⊂ S, that is,
0 ∈ intS, and the proof is complete.
Thus, the existence of a p-point alternance (or, equivalently, the existence of
a p-point cadre with positive cadre multipliers) at a feasible point x∗ for some
p ∈ {1, . . . , d+1} is a necessary optimality condition for the problem (P), while
the existence of a complete alternance is a sufficient optimality condition, which
by Theorems 2.3 and 2.6 implies that the first order growth condition holds at
x∗. As the following example shows, the converse statement is not true, that is,
the sufficient optimality condition 0 ∈ intD(x∗) does not necessarily imply that
a complete alternance exists at x∗.
Example 1. Consider the unconstrained problem
min
x∈Rd
F (x) = ‖x‖∞ = max
{± x(1), . . . ,±x(d)}. (31)
Clearly, x∗ = 0 is a point of global minimum of this problem and the first
order growth condition holds at x∗, since, as is easy to see, F (x) ≥ |x|/√n
for all x ∈ Rd. Observe that ∂F (0) = co{ ± e1, . . . ,±ed}. Thus, in accordance
with Theorems 2.3 and 2.6 the sufficient optimality condition 0 ∈ int ∂F (0) is
satisfied. However, a complete alternance does not exists at x∗ = 0.
Indeed, suppose that a p-point alternance for some p ∈ {1, . . . , d+ 1} exists
at x∗. Then by Proposition 2.9 there exist V1, . . . , Vp ∈ {±e1, . . . ,±ed} such that
rank([V1, . . . , Vp]) = p − 1 and
∑p
i=1 βiVi = 0 for some βi > 0. Renumbering
vectors Vi, if necessary, one can suppose that the vectors V1, . . . , Vp−1 are linearly
independent. Hence taking into account the fact that each Vi is equal to either
eki or −eki for some ki ∈ {1, . . . , d} and
∑p
i=1 βiVi = 0 for some βi > 0 one
obtains that p = 2. Thus, for any d ∈ N only a 2-point alternance exists at
x∗ = 0 (note that for any i ∈ {1, . . . , d} the collection {ei,−ei} satisfies the
assumptions of Proposition 2.9, i.e. a 2-point alternance does exist at x∗).
Note, however, that if one modifies the definition of alternance by allow-
ing the vectors V1, . . . , Vk0 to belong to the entire subdifferential ∂F (x∗) (see
Def. 1), then a complete alternance exists at x∗ = 0 in the problem under
consideration. Indeed, define Vi = ei for any i ∈ {1, . . . , d} and put Vd+1 =
(−1/d, . . . ,−1/d)T ∈ ∂F (x∗). Then ∆i = det([V1, . . . , Vi−1, Vi+1, . . . , Vd+1]) =
(−1)d−i(−1/d) for any i ∈ {1, . . . , d} and ∆d+1 = 1, i.e. conditions (21) and
(22) are satisfied.
The example above motivates us to introduce a weakened definition of al-
ternance.
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Definition 2. One says that a generalised p-point alternance exists at x∗, if
there exist k0 ∈ {1, . . . , p}, i0 ∈ {k0 + 1, . . . , p}, vectors
V1, . . . , Vk0 ∈ ∂F (x∗), Vk0+1, . . . , Vi0 ∈ N (x∗), Vi0+1, . . . , Vp ∈ NA(x∗),
(32)
and vectors Vp+1, . . . , Vd+1 ∈ Z such that conditions (21) and (22) hold true.
Such collection of vectors {V1, . . . , Vp} is called a a generalised p-point alternance
at x∗. Any generalised (d+ 1)-point alternance is called complete.
Remark 8. Almost literally repeating the proof of Proposition 2.9 one obtains
that a generalised p-point alternance with p ∈ {1, . . . , d + 1} exists at x∗ iff
there exist k0 ∈ {1, . . . , p}, i0 ∈ {k0+1, . . . , p}, and vectors V1, . . . , Vp satisfying
(32) such that rank([V1, . . . , Vp]) = p − 1 and
∑p
i=1 βiVi = 0 for some βi > 0,
i ∈ {1, . . . , p}.
Clearly, any p-point alternance is a generalised p-point alternance as well.
Therefore by Theorem 2.11 the existence of a generalised p-point alternance is
a necessary optimality condition for the problem (P) that is equivalent to the
existence of a Lagrange multiplier (the fact that the existence of a generalised
p-point alternance implies the inclusion 0 ∈ D(x∗) is proved in exactly the same
way as the analogous statement for non-generalised p-point alternance).
In the general case the existence of a generalised complete alternance is not
equivalent to the sufficient optimality condition 0 ∈ intD(x∗) (see Example 3
in the following section); however, under some additional assumptions one can
prove that these conditions are indeed equivalent. To prove this result we will
need the following characterisation of relative interior points of a convex cone,
which can be viewed as an extension of a similar result for polytopes [64, Lem-
ma 2.9] to the case of cones. Recall that the dimension of a convex cone K ⊂ Rd,
denoted dimK, is the dimension of its affine hull, which obviously coincides with
the linear span of K.
Lemma 2.12. Let K ⊂ Rd be a convex cone such that k = dimK ≥ 1. Then
a point x 6= 0 belongs to the relative interior riK of the cone K iff x can be
expressed as x =
∑k
i=1 βixi for some βi > 0 and linearly independent vectors
x1, . . . , xk ∈ K.
Proof. Let x ∈ riK and x 6= 0. If k = 1, then put x1 = x and β1 = 1. Otherwise,
denote X0 = spanK, and let E0 be the orthogonal complement of span{x} in
X0, i.e. E0 = {z ∈ X0 | 〈z, x〉 = 0}. As is well known, dimE0 = k − 1 ≥ 1. Let
z1, . . . , zk−1 ∈ E0 be any basis of E0, and define zk = −
∑k−1
i=1 zi.
By the definition of relative interior there exists r > 0 such that B(x, r) ∩
X0 ⊂ K, where, as above, B(x, r) = {z ∈ Rd | |z − x| ≤ r}. Let δ =
max{|z1|, . . . , |zk|} and γ = r/δ. Then xi = γzi + x ∈ B(x, r) ∩ X0 ⊂ K for
all i ∈ {1, . . . , k}. Furthermore, observe that x = ∑ki=1(1/k)xi. Therefore, it
remains to show that the vectors x1, . . . , xk are linearly independent.
Indeed, suppose that
∑k
i=1 αixi = 0 for some αi ∈ R. Then by definition
k∑
i=1
αiγzi = −
( k∑
i=1
αi
)
x.
Recall that zi belong to the orthogonal complement of x, i.e. 〈zi, x〉 = 0. There-
fore
∑k
i=1 αi = 0. Hence taking into account the fact that zk = −
∑k−1
i=1 zi
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one obtains that
∑k−1
i=1 (αi − αk)zi = 0, which implies that αi = αk for all
i ∈ {1, . . . , k − 1}, since the vectors z1, . . . , zk−1 form a basis of E0. Thus,∑k
i=1 αi = kαk = 0, i.e. αi = 0 for all i, and one can conclude that the vectors
x1, . . . , xk are linearly independent.
Let us prove the converse statement. Suppose that a point x can be expressed
as x =
∑k
i=1 βixi for some βi > 0 and linearly independent vectors x1, . . . , xk ∈
K. Denote S(x) = co{x1, . . . , xk,−x}. Let us show that there exists r > 0 such
that B(0, r) ∩ X0 ⊂ S(x), where, as above, X0 = spanK. Then taking into
account the fact that K is a convex cone one obtains that(
B(x, r) ∩X0
) ⊂ x+ S(x) = co{x1 + x, . . . , xk + x, 0} ⊂ K, (33)
and the proof is complete.
Since k = dimK, the collection x1, . . . , xk ∈ K is a basis of the subspace
X0 = spanK. Therefore, for any z ∈ X0 there exist unique αi such that z =∑k
i=1 αixi. Denote ‖z‖X0 =
∑k
i=1 |αi|. One can readily check that ‖ · ‖X0 is a
norm on X0.
With the use of Lemma 2.10 one obtains that {z ∈ X0 | ‖z‖X0 < r} ⊂
S(x) for some r > 0. Taking into account the fact that all norms on a finite
dimensional space are equivalent one gets that there exists C > 0 such that
‖z‖X0 ≤ C|z| for all z ∈ X0. Therefore (B(0, r/2C) ∩X0) ⊂ {z ∈ X0 | ‖z‖X0 <
r} ⊂ S(x), and the proof is complete.
Recall that a convex cone K ⊂ Rd is called pointed, if K ∩ (−K) = {0}.
Theorem 2.13. Let x∗ be a feasible point of the problem (P) Then the exis-
tence of a generalised complete alternance at x∗ implies that 0 ∈ intD(x∗) and
∂F (x∗) 6= {0}. Conversely, if 0 ∈ intD(x∗), ∂F (x∗) 6= {0}, and one of the
following assumptions is valid:
1. int ∂F (x∗) 6= ∅,
2. N (x∗) +NA(x∗) 6= Rd and either intN (x∗) 6= ∅ or intNA(x∗) 6= ∅,
3. NA(x∗) = {0} and there exists w ∈ riN (x∗)\{0} such that 0 ∈ ∂F (x∗)+w
(in particular, it is sufficient to suppose that 0 /∈ ∂F (x∗) or the cone N (x∗)
is pointed),
4. N (x∗) = {0} and there exists w ∈ riNA(x∗)\{0} such that 0 ∈ ∂F (x∗)+w,
then a generalised complete alternance exists at x∗.
Proof. If a generalised complete alternance exists at x∗, then literally repeating
the proof of the second part of Theorem 2.11 one obtains that 0 ∈ intD(x∗)
and ∂F (x∗) 6= {0}. Let us prove the converse statement. Consider four cases
corresponding to four assumptions of the theorem.
Case I. Let int ∂F (x∗) 6= ∅. If 0 ∈ int ∂F (x∗), then there exists r > 0
such that re1, . . . , red ∈ ∂F (x∗) and e = (−r, . . . ,−r)T ∈ ∂F (x∗). Note that
rank([re1, . . . , red, e]) = d and
∑d
i=1 rei + e = 0. Consequently, by Remark 8 a
generalised complete alternance exists at x∗.
Thus, one can suppose that 0 /∈ int ∂F (x∗). Let there exists w ∈ N (x∗) ∪
NA(x∗) such that 0 ∈ int ∂F (x∗) + w. Clearly, w 6= 0 and −w ∈ int ∂F (x∗). If
d = 1, then define V1 = −w, V2 = w. Then rank([V1, V2]) = 1 and V1 + V2 = 0,
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which due to Remark 8 implies that a generalised complete alternance exists
at x∗. If d ≥ 2, then denote by X0 the orthogonal complement of the subspace
span{w}. Obviously, dimX0 = d − 1. Let z1, . . . , zd−1 be a basis of X0, and
zd = −
∑d−1
i=1 zi.
Since −w ∈ int ∂F (x∗), there exists r > 0 such that Vi = −w+rzi ∈ ∂F (x∗)
for all i ∈ {1, . . . , d}. Denote Vd+1 = w. Observe that
∑d
i=1(1/d)Vi + Vd+1 = 0.
Furthermore, the vectors V1, . . . , Vd−1, Vd+1 are linearly independent. Indeed,
suppose that
∑d−1
i=1 αiVi + αd+1Vd+1 = 0 for some αi ∈ R. Then
r
d−1∑
i=1
αizi =
( d−1∑
i=1
αi − αd+1
)
w.
Bearing in mind the fact that z1, . . . , zd−1 is a basis of the orthogonal com-
plement of span{w} one obtains that αd+1 =
∑d−1
i=1 αi and αi = 0 for all
i ∈ {1, . . . , d − 1}, which implies that the vectors V1, . . . , Vd−1, Vd+1 are lin-
early independent. Consequently, rank([V1, . . . , Vd+1]) = d and by Remark 8 a
generalised complete alternance exists at x∗.
Thus, one can suppose that
0 /∈ int ∂F (x∗) + w ∀w ∈ N (x∗) ∪NA(x∗). (34)
Note that 0 ∈ int ∂F (x∗) + w for some w ∈ N (x∗) + NA(x∗). Indeed, arguing
by reductio ad absurdum, suppose that (− int∂F (x∗))∩ (N (x∗)+NA(x∗)) = ∅.
Then by the separation theorem (see, e.g. [7, Thrm. 2.13]) there exists h 6= 0
such that 〈h, v〉 ≤ 〈h,w〉 for all v ∈ −∂F (x∗) and w ∈ N (x∗) +NA(x∗). Hence
〈h, v〉 ≥ 0 for all v ∈ ∂F (x∗) +N (x∗) +NA(x∗) = D(x∗), which contradicts the
assumption that that 0 ∈ intD(x∗).
By definition w = w1+w2 for some w1 ∈ N (x∗) and w2 ∈ NA(x∗). Note that
the vectors w1 and w2 are linearly independent. Indeed, if w1 = αw2 for some
α ≥ 0, then w = (1+α)w2 ∈ NA(x∗), since NA(x∗) is a cone, which contradicts
(34). Similarly, if w1 = −αw2 for some α > 0, then w = (1− α)w2 ∈ NA(x∗) in
the case α ∈ (0, 1], and w = (1− 1/α)w1 ∈ N (x∗) in the case α > 1, which once
again contradicts (34). Thus, w1 and w2 are linearly independent and d ≥ 2.
If d = 2, denote V1 = −w ∈ ∂F (x∗), V2 = w1, and V3 = w2. Then
V1 + V2 + V3 = 0 and rank([V1, V2, V3]) = 2, which implies that a generalised
complete alternance exists at x∗ due to Remark 8. If d ≥ 3, then denote by
X0 the orthogonal complement of span{w1, w2}. Clearly, dimX0 = d − 2. Let
z1, . . . , zd−2 be a basis of X0 and zd−1 = −
∑d−2
i=1 zi.
From the fact that −w ∈ int ∂F (x∗) it follows that there exists r > 0 such
that Vi = −w + rzi ∈ ∂F (x∗) for all i ∈ {1, . . . , d − 1}. Denote Vd = w1 and
Vd+1 = w2. Then
∑d−1
i=1 (1/(d − 1))Vi + Vd + Vd+1 = 0. Moreover, the vectors
V1, . . . , Vd−2, Vd, Vd+1 are linearly independent. Indeed, if
∑d−2
i=1 αiVi + αdVd +
αd+1Vd+1 = 0 for some αi ∈ R, then
r
d−2∑
i=1
αizi =
( d−2∑
i=1
αi − αd
)
w1 +
( d−2∑
i=1
αi − αd+1
)
w2.
Taking into account the facts that z1, . . . , zd−2 is a basis of the orthogonal
complement of span{w1, w2} and the vectors w1 and w2 are linearly independent
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one can easily check that αi = 0 for any i ∈ {1, . . . , d − 2, d, d + 1}. Thus,
the vectors V1, . . . , Vd−2, Vd, Vd+1 are linearly independent, which by Remark 8
implies that a generalised complete alternance exists at x∗.
Case II. Let N (x∗) + NA(x∗) 6= Rd and intN (x∗) 6= ∅ (the case when
intNA(x∗) 6= ∅ is proved in the same way). Suppose, at first, that there exists
w ∈ ∂F (x∗) such that −w ∈ intN (x∗). Let us show that one can assume that
w 6= 0. Indeed, if w = 0, then 0 ∈ intN (x∗). Recall that by our assumption
∂F (x∗) 6= {0}. Choose any v ∈ ∂F (x∗) \ {0}. Since 0 ∈ intN (x∗), there exists
α ∈ (0, 1] such that αv ∈ intN (x∗) and αv ∈ co{0, v} ⊆ ∂F (x∗). Thus, there
exists w ∈ ∂F (x∗) \ {0} such that −w ∈ intN (x∗).
Denote V1 = w. Since intN (x∗) 6= ∅, one has dimN (x∗) = d. Therefore
by Lemma 2.12 there exist linearly independent vectors V2, . . . , Vd+1 ∈ N (x∗)
such that V1 +
∑d+1
i=2 βiVi = 0 for some βi > 0, i ∈ {2, . . . , d + 1}. Thus,
rank([V1, . . . , Vd+1]) = d, which by Remark 8 implies that a generalised complete
alternance exists at x∗.
Suppose now that
(−∂F (x∗)) ∩ intN (x∗) = ∅. (35)
Then there exist v ∈ ∂F (x∗) and w ∈ NA(x∗) such that −v − w ∈ intN (x∗).
Indeed, otherwise the sets −(∂F (x∗) +NA(x∗)) and intN (x∗) do not intersect,
which by the separation theorem implies that there exists h ∈ Rd\{0} such that
〈h, v〉 ≤ 0 for all v ∈ −(∂F (x∗) + NA(x∗)) and 〈h,w〉 ≥ 0 for all w ∈ N (x∗).
Hence 〈h, v〉 ≥ 0 for all v ∈ ∂F (x∗)+N (x∗)+NA(x∗) = D(x∗), which contradicts
the assumption that 0 ∈ intD(x∗).
Thus, there exist v ∈ ∂F (x∗) and w ∈ NA(x∗) such that −v−w ∈ intN (x∗).
Note that w 6= 0 due to (35). Furthermore, one can suppose that the vectors v
and w are linearly independent. Indeed, if v = αw for some α < −1, then one
obtains that −βv ∈ intN (x∗), where β = 1+1/α ∈ (0, 1). Therefore there exists
ε > 0 such that −βv + B(0, ε) ⊂ N (x∗), which implies that −v + B(0, ε/β) ⊂
N (x∗) due to the fact that N (x∗) is a cone. Thus, −v ∈ intN (x∗), which
contradicts (35).
On the other hand, if v = αw for some α ≥ −1, then for z = (1 + α)w ∈
NA(x∗) one has −z ∈ intN (x∗). By definition there exists ε > 0 such that −z+
B(0, ε) ⊂ N (x∗). Consequently, one has B(0, ε) = −z +B(0, ε) + z ⊂ N (x∗) +
NA(x∗). Hence with the use of the fact that the setsN (x∗) andNA(x∗) are cones
one obtains thatN (x∗)+NA(x∗) = Rd, which contradicts our assumption. Thus,
the vectors v and w are linearly independent, which implies that d ≥ 2.
If d = 2, define V1 = v ∈ ∂F (x∗), V2 = −v − w ∈ N (x∗), and V3 =
w ∈ NA(x∗). Then rank([V1, V2, V3]) = 2 and V1 + V2 + V3 = 0. Therefore
by Remark 8 a generalised complete alternance exists at x∗. If d ≥ 3, denote
by X0 the orthogonal complement of span{v, w}. Since v and w are linearly
independent, one has dimX0 = d − 2. Let z1, . . . , zd−2 be a basis of X0 and
zd−1 = −
∑d−2
i=1 zi.
Since −v−w ∈ intN (x∗), there exists r > 0 such that −v−w+rzi ⊂ N (x∗)
for all i ∈ {1, . . . , d − 1}. Denote V1 = v, Vi = rzi−1 − v − w ∈ N (x∗) for all
i ∈ {2, . . . , d}, and Vd+1 = w ∈ NA(x∗). Then V1+
∑d
i=2(1/(d−1))Vi+Vd+1 = 0.
Let us check that the vectors V1, . . . , Vd−1, Vd+1 are linearly independent. Then
rank([V1, . . . , Vd+1]) = d and by Remark 8 one concludes that a generalised
complete alternance exists at x∗.
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Let
∑d−1
i=1 αiVi + αd+1Vd+1 = 0 for some αi ∈ R. Then
r
d−2∑
i=1
αi+1zi =
( d−1∑
i=2
αi − α1
)
v +
( d−1∑
i=2
αi − αd+1
)
w.
Hence bearing in mind the fact that z1, . . . , zd−2 is a basis of the orthogonal
complement of span{v, w} one obtains that αi = 0 for all i ∈ {2, . . . , d−1}, α1 =∑d−1
i=2 αi = 0, and αd+1 =
∑d−1
i=2 αi = 0. Thus, the vectors V1, . . . , Vd−1, Vd+1
are linearly independent and the proof of Case II is complete.
Case III. Let NA(x∗) = {0} and there exists w ∈ riN (x∗) \ {0} such
that 0 ∈ ∂F (x∗) + w. Let us check at first that it is sufficient to assume that
NA(x∗) = {0} and either 0 /∈ ∂F (x∗) or the cone N (x∗) is pointed.
Indeed, let 0 /∈ ∂F (x∗). Let us verify that (−∂F (x∗)) ∩ riN (x∗) 6= ∅. Then
taking into account the fact that 0 /∈ ∂F (x∗) one obtains that there exists
w ∈ riN (x∗) \ {0} such that 0 ∈ ∂F (x∗) + w.
Arguing by reductio ad absurdum, suppose that (−∂F (x∗)) ∩ riN (x∗) = ∅.
Then by the separation theorem (see, e.g. [54, Thrm. 11.3]) there exists h 6= 0
such that 〈v, h〉 ≤ 〈w, h〉 for all v ∈ −∂F (x∗) and w ∈ N (x∗). Hence 〈h, v〉 ≥ 0
for all v ∈ ∂F (x∗) + N (x∗) = D(x∗) (recall that NA(x∗) = {0}), which is
impossible, since 0 ∈ intD(x∗).
Let now the cone N (x∗) be pointed. If intF (x∗) 6= ∅, then a generalised
complete alternance exists at x∗ by Case I. Therefore, we can suppose that
intF (x∗) = ∅.
Arguing by reductio ad absurdum, suppose that 0 /∈ ∂F (x∗) + w for any
w ∈ riN (x∗) \ {0}. As was shown above, (−∂F (x∗)) ∩ riN (x∗) 6= ∅, i.e. there
exists w ∈ riN (x∗) such that 0 ∈ ∂F (x∗)+w. Consequently, by our assumption
0 ∈ riN (x∗). Hence either N (x∗) = {0} or dimN (x∗) ≥ 1. In the former
case one has D(x∗) = ∂F (x∗). Therefore 0 ∈ int ∂F (x∗), which contradicts our
assumption. In the latter case there exists z ∈ N (x∗)\{0} and by the definition
of relative interior there exists r > 0 such that spanN (x∗) ∩ B(0, r) ⊂ N (x∗).
Consequently, rz/|z| ∈ N (x∗) and −rz/|z| ∈ N (x∗), which contradicts the
assumption that the cone N (x∗) is pointed.
Let us now turn to the proof of the main statement. Let w∗ ∈ riN (x∗),
w∗ 6= 0, be any vector such that 0 ∈ ∂F (x∗) + w∗. By Lemma 2.12 there exists
k = dimN (x∗) linearly independent vectors w1, . . . , wk ∈ N (x∗) such that
w∗ =
∑k
i=1 βiwi for some βi > 0. Note that span{w1, . . . , wk} = spanN (x∗).
Denote Ck = cone{w1, . . . , wk}. Our first goal is to check the validity of the
inclusion 0 ∈ int(∂F (x∗)+ Ck) (see Fig. 2 below). Indeed, let Xk = spanN (x∗).
As was shown in the proof of the “only if” part of Lemma 2.12 (see (33)), there
exists r > 0 such that Xk ∩ B(w∗, r) ⊂ co{w1 + w∗, . . . , wk + w∗, 0} ⊂ Ck,
where the last inclusion follows from the definition of Ck and the fact that
w∗ =
∑k
i=1 βiwi.
By our assumptions 0 ∈ intD(x∗) and D(x∗) = ∂F (x∗) +N (x∗). Therefore
there exists γ > 0 such that for any i ∈ {1, . . . , d+ 1} one can find vi ∈ ∂F (x∗)
and ui ∈ N (x∗) ⊂ Xk for which vi + ui = γei, where e1, . . . , ed is the canonical
basis of Rd and ed+1 = −
∑d
i=1 ei. Clearly, there exists α ∈ (0, 1) such that
(1− α)w∗ + αui ∈ Xk ∩B(w∗, r) for any i ∈ {1, . . . , d+ 1}.
Let v∗ ∈ ∂F (x∗) be such that v∗ + w∗ = 0. Then for any i ∈ {1, . . . , d+ 1}
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Figure 2: In Case III we assume that 0 ∈ int(∂F (x∗) +N (x∗)) and there exists
w∗ ∈ riN (x∗) \ {0} such that 0 ∈ ∂F (x∗) + w∗. The first step of the proof
consists in showing that one can replace the cone N (x∗) in the condition 0 ∈
int(∂F (x∗) + N (x∗)) by a polyhedral cone Ck = cone{w1, . . . , wk} such that
w∗ ∈ ri Ck, where the vectors wi ∈ N (x∗) are linearly independent and k =
dimN (x∗).
one has
αγei = (1−α)(v∗+w∗) +α(vi + ui) =
(
(1−α)v∗+αvi
)
+
(
(1−α)w∗+αui
)
∈ ∂F (x∗) +
(
Xk ∩B(w∗, r)
) ⊂ ∂F (x∗) + Ck.
Hence taking into account the fact that the set ∂F (x∗)+ Ck is obviously convex
one gets that co{αγe1, . . . , αγed,−αγ
∑d
i=1 ei} ⊂ ∂F (x∗) + Ck. Consequently,
with the use of Lemma 2.10 one obtains that there exists r > 0 such that
B
(
0,
αγr
2
√
d
)
⊂
{
x = (x(1), . . . , x(d))T ∈ Rd
∣∣∣ d∑
i=1
|x(i)| < αγr
}
⊂ co
{
αγe1, . . . , αγed,−αγ
d∑
i=1
ei
}
⊂ ∂F (x∗) + Ck,
that is, 0 ∈ int(∂F (x∗) + Ck).
Now we turn to the proof of the existence of generalised complete alternance.
Denote k0 = d+ 1− k ≥ 1 and Vk0+i = wi for any i ∈ {1, . . . , k}. Observe that
R
d = span
(
∂F (x∗) + Ck
)
⊆ span
{
∂F (x∗), Ck
}
⊆ Rd,
where the first equality follows from the fact that and 0 ∈ int(∂F (x∗) + Ck).
Therefore, there exists vectors V2, . . . , Vk0 ∈ ∂F (x∗) such that the vectors
V2, . . . , Vd+1 are linearly independent.
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Figure 3: As soon as the condition 0 ∈ int(∂F (x∗) + Ck) has been checked,
one can easily find linearly independent vectors V2, . . . , Vd+1 ∈ ∂F (x∗) ∪ Ck.
The next step is to prove that there exists V1 ∈ ∂F (x∗) such that V1 ∈
− int cone{V2, . . . , Vd+1}. Then V1, . . . , Vd+1 is the desired generalised complete
alternance. However, to prove the existence of such V1 one needs to properly
choose the cone Ck.
Denote Q(x∗) = cone{V2, . . . , Vd+1} (see Fig. 3). Observe that by definition
the affine hull of Q(x∗) coincides with Rd, since Q(x∗) contains d + 1 affinely
independent vectors: 0, V2, . . . , Vd+1. Therefore the relative interior of Q(x∗)
coincides with its topological interior, which implies that intQ(x∗) 6= ∅ due to
the fact that the relative interior of a convex subset of a finite dimensional space
is always nonempty.
Let us verify that (− intQ(x∗)) \Q(x∗) 6= ∅. Indeed, arguing by reductio ad
absurdum suppose that − intQ(x∗) ⊂ Q(x∗). Choose any z ∈ intQ(x∗). Then
there exists ε > 0 such that z+B(0, ε) ⊂ intQ(x∗) ⊂ Q(x∗). Consequently, one
has −z − B(0, ε) ⊂ − intQ(x∗) ⊂ Q(x∗). Hence taking into account the fact
that Q(x∗) is a convex cone (which implies that Q(x∗) is closed under addition)
one obtains that
B(0, ε) ⊂ (z +B(0, ε))+ (− z −B(0, ε)) ⊂ Q(x∗).
Choose any u ∈ B(0, ε), u 6= 0. Then u ∈ Q(x∗) and −u ∈ Q(x∗). By the
definition of Q(x∗) one has u =
∑d+1
i=2 αiVi for some αi ≥ 0 and −u =
∑d+1
i=2 βiVi
for some βi ≥ 0. Summing up these equalities one obtains
∑d+1
i=2 (αi+βi)Vi = 0,
which implies that αi = βi = 0 for all i ∈ {2, . . . , d + 1}, since the vectors
V2, . . . , Vd+1 are linearly independent. Consequently, u = 0, which contradicts
our assumption that u 6= 0.
Thus, there exists a nonzero vector ξ ∈ (− intQ(x∗)) \Q(x∗). By definition
one can find ε > 0 such that −ξ+B(0, ε) ⊂ Q(x∗). Since Q(x∗) is a cone, for any
α > 0 one has −αξ+B(0, αε) ⊂ Q(x∗), that is, αξ ∈ − intQ(x∗). Furthermore,
αξ /∈ Q(x∗), since otherwise ξ ∈ Q(x∗).
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Since 0 ∈ int(∂F (x∗) + Ck), by choosing a sufficiently small α > 0 we can
suppose that αξ ∈ ∂F (x∗) + Ck. Therefore there exists V1 ∈ ∂F (x∗) and u ∈
Ck ⊂ Q(x∗) such that αξ = V1 + u (the inclusion Ck ⊂ Q(x∗) follows from
the fact that Ck = cone{Vk0+1, . . . , Vd+1} ⊂ Q(x∗) by definition). Observe that
V1 = αξ − u ∈ (− intQ(x∗)) − Q(x∗) = − intQ(x∗), where the last equality
follows from the fact that if z1 ∈ intQ(x∗) and z2 ∈ Q(x∗), then for some ε > 0
one has z1+B(0, ε) ⊂ Q(x∗), which implies that z1+B(0, ε) + z2 ⊂ Q(x∗), i.e.
z1 + z2 ∈ intQ(x∗).
Note that if a vector v ∈ Q(x∗) can be represented as a linear combination
with positive coefficients of d−1 or fewer vectors from the set V2, . . . , Vd+1, then
v /∈ intQ(x∗). Indeed, let v ∈ Q(x∗) = cone{V2, . . . , Vd+1} have the form
v = β2V2 + . . .+ βi−1Vi−1 + βi+1Vi+1 + . . .+ βd+1Vd+1,
for some βj ≥ 0 and i ∈ {2, . . . , d + 1}. For any ε > 0 define vε = v − εVi.
Observe that vε /∈ Q(x∗), since otherwise by the definition of Q(x∗) one could
find γj ≥ 0, j ∈ {2, . . . , d+ 1}, such that
i−1∑
j=2
βjVj +
d+1∑
j=i+1
βjVj − εVi =
d+1∑
j=2
γjVj ,
which contradicts the fact that the vectors V2, . . . , Vd+1 are linearly indepen-
dent. On the other hand, note that choosing ε > 0 sufficiently small one can
ensure that vε belongs to an arbitrarily small neighbourhood of v, which implies
that v /∈ intQ(x∗). Thus, the vector −V1 ∈ intQ(x∗) can only be represented
in the form −V1 =
∑d+1
i=2 βiVi for some βi > 0, i ∈ {2, . . . , d + 1}. Looking at
this representation as a system of linear equations with respect to βi and ap-
plying Cramer’s rule one obtains that ∆1 6= 0 and βi = (−1)i−1∆i/∆1 > 0
for any i ∈ {2, . . . , d + 1}, where, as in the definition of alternance, ∆i =
det([V1, . . . , Vi−1, Vi+1, . . . , Vd+1]). Therefore, all determinants ∆s are nonzero,
and sign∆s = − sign∆s+1 for all s ∈ {1, . . . , d}, that is, a generalised complete
alternance exists at x∗.
Case IV. The proof of this case repeats the proof of the previous one with
N (x∗) replaced by NA(x∗).
Remark 9. (i) Note that the condition N (x∗) + NA(x∗) 6= Rd in the second
assumption of the theorem above simply means that x∗ is not an isolated point
of the feasible region Ω of the problem (P). Indeed, fix any v1 ∈ N (x∗) and
v2 ∈ NA(x∗). One can easily verify that, regardless of whether RCQ holds
true or not, one has TΩ(x∗) ⊆ {h ∈ TA(x∗) | DG(x∗)h ∈ TK(G(x))}, which by
Lemma 2.5 implies that 〈v1, h〉 ≤ 0 and 〈v2, h〉 ≤ 0 for any h ∈ TΩ(x∗). Therefore
N (x∗) + NA(x∗) ⊂ (TΩ(x∗))∗ = NΩ(x∗). Thus, if N (x∗) +NA(x∗) = Rd, then
NΩ(x∗) = Rd, which with the use of [7, Prp. 2.40] implies that cl cone(TΩ(x∗)) =
TΩ(x∗)∗∗ = NΩ(x∗)∗ = {0}. On the other hand, if x∗ is a non-isolated point
of Ω, then there exists a sequence xn ⊂ Ω \ {x∗} converging to x∗. Replacing
{xn}, if necessary, with its subsequence one can suppose that the sequence
{(xn − x∗)/|xn − x∗|} converges to some v 6= 0, which obviously belongs to
TΩ(x∗). Thus, one can conclude that the conditionN (x∗)+NA(x∗) = Rd implies
that x∗ is an isolated point of Ω.
(ii) Let us note that by further weakening the definition of generalised alter-
nance one can obtain sufficient optimality conditions for the problem (P) in
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an alternance form that are equivalent to the condition 0 ∈ intD(x∗) un-
der less restrictive assumptions. Namely, one says that a weak p-point alter-
nance exists at x∗, if there exist k0 ∈ {1, . . . , p}, vectors V1, . . . , Vk0 ∈ ∂F (x∗),
Vk0+1, . . . , Vp ∈ N (x∗) +NA(x∗), and Vp+1, . . . , Vd+1 ∈ Z such that conditions
(21) and (22) hold true. Almost literally repeating the proof of the third case of
the previous theorem with N (x∗) replaced by N (x∗) + NA(x∗) one can prove
that 0 ∈ intD(x∗) and ∂F (x∗) 6= {0}, provided a weak complete alternance
exists at x∗ and 0 ∈ ∂F (x∗) + w for some w ∈ ri(N (x∗) + NA(x∗)) \ {0} (in
particular, it is sufficient to assume that the necessary condition for an uncon-
strained local minimum 0 ∈ ∂F (x∗) is not satisfied at x∗). However, to obtain
alternance conditions that are equivalent to the conditions 0 ∈ intD(x∗) and
∂F (x∗) 6= {0}, in the general case one must assume that V1, . . . , Vp ∈ D(x∗).
Indeed, let d = 2 and consider the following minimax problem:
min F (x) = max{±x(1)} s.t. x ∈ A = {x = (x(1), x(2))T ∈ R2 | x(2) = 0}.
The point x∗ = 0 is a globally optimal solution of this problem. Note that
∂F (x∗) = co{(±1, 0)T} and NA(x∗) = {x ∈ R2 | x(1) = 0}, which implies that
D(x∗) = {x ∈ R2 | |x(1)| ≤ 1} and 0 ∈ intD(x∗). However, as is easily seen, a
weak complete alternance does not exist at x∗ (only a 2-point alternance exists
at this point). Note that in this example (−∂F (x∗)) ∩ riNA(x∗) = {0}.
Let us comment on the number p in the definition of alternance (or cadre).
Suppose for the sake of simplicity that there are no constraints. From the proofs
of Proposition 2.9 and Theorem 2.11 it follows that a p-point alternance exists
at x∗ for some p ∈ {1, . . . , d + 1} iff zero can be represented as a convex com-
bination with nonzero coefficients of p affinely independent points from the set
{∇xf(x∗, ω) | ω ∈ W (x∗)}. Hence, in particular, for a p-point alternance to
exist at x∗ it is necessary that the cardinality of W (x∗) is at least p (i.e. the
maximum in the definition of F (x∗) = maxω∈W f(x∗, ω) must be attained in
at least p points ω) and the set {∇xf(x∗, ω) | ω ∈ W (x∗)} contains p affinely
independent vectors. Thus, roughly speaking, the number p in the definition of
alternance (or cadre) reflects the size of the subdifferential ∂F (x∗) at a given
point x∗ and usually corresponds to its affine dimension plus one. In particular,
in the smooth case (i.e. when F is differentiable at x∗) only a 1-point alternance
can exist at x∗. If ∂F (x∗) is a line segment, then only 1-point or 2-point al-
ternance can exists at x∗, etc. In the constrained case, the number p, roughly
speaking, reflects the dimension of the subdifferential ∂F (x∗) and the number
of active constraints at x∗. However, one must underline that, as Example 1
demonstrates, in some cases p can be much smaller that the dimension of the
subdifferential.
Remark 10. It should be noted that in the proofs of Theorems 2.11 and 2.13
we do not use any particular structure of the sets ∂F (x∗), N (x∗), and NA(x∗).
Therefore, these theorems can be restated in an abstract form. Namely, suppose
that a compact convex set P ⊂ Rd and closed convex cones K1,K2 ⊂ Rd
are given, and let P = coP 0, K1 = coneK
0
1 , and K2 = coneK
0
2 for some
sets P 0 ⊆ P , K01 ⊆ K1, and K02 ⊆ K2. Then, for instance, the first part of
Theorem 2.11 can be reformulated as follows: 0 ∈ P +K1 +K2 iff there exists
p ∈ {1, . . . , d+ 1}, k0 ∈ {1, . . . , p}, i0 ∈ {k0 + 1, . . . , p}, and vectors
V1, . . . , Vk0 ∈ P 0, Vk0+1, . . . , Vi0 ∈ K01 , Vi0+1, . . . , Vp ∈ K02
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such that rank([V1, . . . , Vp]) = p−1 and
∑p
i=1 βiVi = 0 for some βi > 0. Such ap-
proach to an analysis of the condition 0 ∈ P , where P is a polytope, was studied
in detailed by Demyanov and Malozemov [17, 18]. These papers, in particular,
describe a different (but equivalent) approach to the definition of alternance
optimality conditions, in which instead of adding vectors Vp+1, . . . , Vd+1 ∈ Z
one considers submatrices of order p of the matrix [V1, . . . , Vp].
2.4 Examples
In this section we apply the general theory of first order optimality conditions
for cone constrained minimax problems developed in the previous sections to
four particular types of such problems: problems with equality and inequality
constraints, problems with second order cone constraints, as well as problems
with semidefinite and semi-infinite constraints. We demonstrate how general
conditions can be reformulated in a more convenient way for these problems
and present several examples illustrating theoretical results.
2.4.1 Constrained minimax problems
Let the problem (P) be a constrained minimax problem of the form:
min
x
max
ω∈W
f(x, ω) s.t. gi(x) ≤ 0, i ∈ I, gj(x) = 0, j ∈ J, x ∈ A, (36)
where gi : R
d → R, i ∈ I ∪ J , I = {1, . . . , l}, and J = {l + 1, . . . , l + s}. In
this case, Y = Rl+s, G(·) = (g1(·), . . . , gl+s(·)), and K = (−R+)l × 0s, where
R+ = [0,+∞) and 0s is the zero vector from Rs. Then one has K∗ = Rl+ × Rs
and L(x, λ) = F (x) +
∑l+s
i=1 λigi(x). Furthermore, as is easily seen, in the case
A = Rd, RCQ for problem (36) coincides with the well-known Mangasarian-
Fromovitz constraint qualification.
If we equip the space Y with the ℓ1-norm, then the penalty function for
problem (36) takes the form
Φc(x) = max
ω∈W
f(x, ω) + c
l∑
i=1
max{0, gi(x)} + c
l+s∑
j=l+1
|gj(x)|.
Denote I(x) = {i ∈ I | gi(x) = 0}. Then, as is easy to see, one has
N (x) =
{m+l∑
i=1
λi∇gi(x)
∣∣∣ λi ≥ 0, λigi(x) = 0 ∀i ∈ I, λj ∈ R ∀j ∈ J}
Therefore, it is natural to choose
η(x) =
{∇gi(x) ∣∣ i ∈ I(x)} ∪ {∇gj(x),−∇gj(x) ∣∣ j ∈ J},
since this is the smallest set whose conic hull coincides with N (x).
Let us give several particular examples in which we demonstrate how one
can verify the validity of optimality conditions derived in the previous sections
in the case of minimax problems with equality and inequality constraints. We
pay special attention to alternance optimality conditions, since these conditions
along with optimality conditions in terms of cadres are the most convenient for
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analytical computations and can be used to develop efficient numerical methods
(cf. [12]). To get the flavour of alternance conditions, we start with a simple
nonlinear programming problem.
Example 2 ( [3], Exercise 4.5). Consider the following problem:
min f(x) = (x(1))4 + (x(2))4 + 12(x(1))2 + 6(x(2))2 − x(1)x(2) − x(1) − x(2)
s.t. x(1) + x(2) ≥ 6, 2x(1) − x(2) ≥ 3, x(1) ≥ 0, x(2) ≥ 0.
(37)
Define d = 2, l = 2, J = ∅, and A = {x ∈ R2 | x(1) ≥ 0, x(2) ≥ 0}. Put also
g1(x) = −x(1) − x(2) + 6 and g2(x) = −2x(1) + x(2) + 3.
Let us check that a complete alternance exists at the point x∗ = (3, 3)T given
in [3, Exercise 4.5]. Indeed, observe that I(x∗) = I = {1, 2} and NA(x∗) = −A.
Denote V1 = ∇f(x∗) = (176, 140)T , V2 = ∇g1(x∗) = (−1,−1)T ∈ η(x∗), and
V3 = ∇g2(x∗) = (−2, 1)T ∈ η(x∗). Then one has
∆1 =
∣∣∣∣−1 −2−1 1
∣∣∣∣ = −3, ∆2 = ∣∣∣∣176 −2140 1
∣∣∣∣ = 456, ∆3 = ∣∣∣∣176 −1140 −1
∣∣∣∣ = −36,
i.e. a complete alternance exists at x∗. Therefore applying Theorems 2.3, 2.6,
and 2.11 one obtains that x∗ is a strict local minimiser of problem (37) at
which the first order growth condition holds true. Note that the classical KKT
optimality conditions do not allow one to verify whether the first order growth
condition is satisfied at x∗.
Let us now give a counterexample to the existence of generalised complete
alternance in the general case, promised in the previous section. In this coun-
terexample, a generalised complete alternance does not exist at a non-isolated
point x∗ satisfying the sufficient optimality condition 0 ∈ intD(x∗) and such
that 0 /∈ ∂F (x∗).
Example 3. Consider the following problem:
min f(x) = x(1) + (x(2))2 + x(3)
s.t. x(2) − |x(3)|x(3) ≤ 0, −x(2) − |x(3)|x(3) ≤ 0, x(1) = 0, x(3) ≥ 0.
(38)
The feasible region of this problem is depicted in Figure 4. Put d = 3, l = 2,
J = ∅, and A = {x ∈ Rd | x(1) = 0, x(3) ≥ 0}. Define also g1(x) = x(2)−|x(3)|x(3)
and g2(x) = −x(2) − |x(3)|x(3).
Let us check optimality conditions at the point x∗ = 0. Firstly, note that
x∗ is a not an isolated point of problem (38), since for any t ≥ 0 the point
x(t) = (0, 0, t)T is feasible. One has I(x∗) = {1, 2}, ∇g1(x∗) = (0, 1, 0)T , and
∇g2(x∗) = (0,−1, 0)T , which implies that N (x∗) = cone{∇g1(x∗),∇g2(x∗)} =
{x ∈ R3 | x(1) = x(3) = 0}. Moreover, NA(x∗) = {x ∈ R3 | x(2) = 0, x(3) ≤ 0}.
Hence taking into account the fact that ∇f(x∗) = (1, 0, 1) one obtains that
D(x∗) = ∇f(x∗) +N (x∗) +NA(x∗) = ∇f(x∗) + {x ∈ R3 | x(3) ≤ 0}
= {x ∈ R3 | x(3) ≤ 1}.
Thus, 0 ∈ intD(x∗) and by Theorems 2.3 and 2.6 the point x∗ is a local min-
imiser of problem (38) at which the first order growth condition holds true. Let
us check that a generalised complete alternance does not exist at x∗.
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Figure 4: The feasible region of problem (38) (the shaded area).
Note that intN (x∗) = ∅, intNA(x∗) = ∅, −∇f(x∗) /∈ N (x∗), and
−∇f(x∗) ∈ riNA(x∗), but N (x∗) 6= {0}. Thus, Theorem 2.13 is inapplica-
ble. Arguing by reductio ad absurdum, suppose that a generalised complete
alternance {V1, . . . , V4} exists at x∗. Clearly, V1 = ∇f(x∗) and the vectors V2,
V3, and V4 are linearly independent, since ∆1 = det([V2, V3, V4]) 6= 0. Hence
taking into account the facts that N (x∗) is one dimensional and NA(x∗) is two
dimensional one obtains that V2 ∈ N (x∗) \ {0} and V3, V4 ∈ NA(x∗) \ {0}.
However, by Remark 8 one has
∑4
i=1 βiVi = 0 for some βi > 0, which is im-
possible due to the fact that V2 is the only vector whose second coordinate is
non-zero. Thus, a generalised complete alternance does not exist at x∗. Nev-
ertheless, observe that putting V1 = ∇f(x∗), V2 = (−1, 0, 0)T = NA(x∗), and
V3 = (0, 0,−1)T ∈ NA(x∗) one has V1 + V2 + V3 = 0 and rank([V1, V2, V3]) = 2,
i.e. a 3-point alternance exists at x∗, which in the case d = 3 is not complete.
Moreover, note that for V1 = ∇f(x∗), V2 = (0, 0,−1)T ∈ N (x∗) +NA(x∗),
V3 = (−0.5, 1, 0)T ∈ N (x∗) + NA(x∗), and V4 = (−0.5,−1, 0)T ∈ N (x∗) +
NA(x∗) one has V1 + V2 + V3 + V4 = 0 and rank([V1, V2, V3, V3]) = 3. Thus, in
accordance with Remark 9 a weak complete alternance exists at x∗.
It should be pointed out that RCQ is not satisfied at x∗. Therefore we pose
an open problem to prove whether sufficient optimality condition 0 ∈ intD(x∗)
along with RCQ and the assumption that ∂F (x∗) 6= {0} guarantee the existence
of a generalised complete alternance.
Now we give two simple examples of minimax problems.
Example 4 ( [43], Problem DEM). Consider the following problem:
min F (x) = max{f1(x), f2(x), f3(x)},
where f1(x) = 5x
(1)+x(2), f2(x) = −5x(1)+x(2), and f3(x) = (x(1))2+(x(2))2+
4x(2). Put d = 2 and W = {1, 2, 3}.
Let us check optimality conditions at the point x∗ = (0,−3)T . One has
W (x∗) =W and
∂F (x∗) = co{∇f1(x∗),∇f2(x∗),∇f3(x∗)} = co
{(
5
1
)
,
(−5
1
)
,
(
0
−2
)}
.
Define V1 = ∇f1(x∗), V2 = ∇f2(x∗), and V3 = ∇f3(x∗). Then
∆1 =
∣∣∣∣−5 01 −2
∣∣∣∣ = 10, ∆2 = ∣∣∣∣5 01 −2
∣∣∣∣ = −10, ∆3 = ∣∣∣∣5 −51 1
∣∣∣∣ = 10,
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x(1)
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Figure 5: The subdifferential ∂F (x∗) (the shaded area) and the vectors
V1, V2, V3 ∈ ∂F (x∗) comprising a complete alternance in Example 4.
V1
V2
∂F (x∗)
NA(x∗)
V3
x(1)
x(2)
0
Figure 6: The subdifferential ∂F (x∗) (the vertical line segment), the normal cone
NA(x∗) (the shaded area), and the vectors V1, V2 ∈ ∂F (x∗) and V3 ∈ NA(x∗)
comprising a generalised complete alternance in Example 5.
that is, a complete alternance exists at x∗ (see Fig. 5). Consequently, x∗ is a
point of strict local minimum of the function F at which the first order growth
condition holds true by Theorems 2.3, 2.6, and 2.11.
Example 5 ( [42], modified Example 4). Let d = 2 and consider the following
constrained minimax problem:
min F (x) = max{f1(x), f2(x), f3(x)} subject to x(1) ≥ 0, x(2) ≥ 1, (39)
where f1(x) = (x
(1))2+(x(2))2+x(1)x(2)−1, f2(x) = sinx(1), f3(x) = − cosx(2).
Define W = {1, 2, 3} and A = {x ∈ R2 | x(1) ≥ 0, x(2) ≥ 1}.
Let us check optimality conditions at the point x∗ = (0, 1)T . One has
W (x∗) = {1, 2}, NA(x∗) = {x ∈ R2 | x(1) ≤ 0, x(2) ≤ 0}, and
∂F (x∗) = co{∇f1(x∗),∇f2(x∗)} = co
{(
1
2
)
,
(
1
0
)}
.
Put V1 = ∇f1(x∗), V2 = ∇f2(x∗), and V3 = (−1,−1)T ∈ NA(x∗). Then
∆1 =
∣∣∣∣1 −10 −1
∣∣∣∣ = −1, ∆2 = ∣∣∣∣1 −12 −1
∣∣∣∣ = 1, ∆3 = ∣∣∣∣1 12 0
∣∣∣∣ = −2,
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Figure 7: The second order (Lorentz, ice-cream) cone of dimension 3.
that is, a generalised complete alternance exists at x∗ (see Fig. 6). Consequently,
by Theorems 2.3, 2.6, and 2.13 the point x∗ is a locally optimal solution of
problem (39) at which the first order growth condition holds true.
Note that it is natural to put nA(x∗) = {(−1, 0)T , (0,−1)T }, since NA(x∗) =
conenA(x∗), and analyse optimality condition in terms of non-generalised al-
ternance. Similarly, one can consider inequality constraints g1(x) = −x(1) ≤ 0
and g2(x) − x(2) + 1 ≤ 0, and define A = R2 and η(x∗) = {∇g1(x∗),∇g2(x∗)}.
However, one can check that in both cases only a 2-point alternance exists at
x∗, which in the case d = 2 is not complete.
2.4.2 Nonlinear second order cone minimax problems
Let (P) be a nonlinear second order cone minimax problem of the form:
min
x
max
ω∈W
f(x, ω) s.t. gi(x) ∈ Kli+1, i ∈ I, b(x) = 0, x ∈ A, (40)
where gi : R
d → Rli+1, I = {1, . . . , r} and b : Rd → Rs are continuously differ-
entiable functions, and
Kli+1 =
{
y = (y0, y) ∈ R× Rli ∣∣ y0 ≥ |y|}
is the second order (Lorentz, ice-cream) cone of dimension li+1 (see Fig. 7). In
this case
Y = Rl1+1 × . . .× Rlr+1 × Rs, K = Kl1+1 × . . .×Klr+1 × {0s},
and G(·) = (g1(·), . . . , gr(·), b(·)). Furthermore, for any λ = (λ1, . . . , λr , ν) ∈ Y
one has
L(x, λ) = f(x)+
r∑
i=1
〈λi, gi(x)〉+〈ν, g(x)〉, K∗ = (−Kl1+1)×. . .×(−Klr+1)×Rs.
Finally, one can easily verify (cf. [7, Lemma 2.99]) that in the case A = Rd
RCQ for problem (40) is satisfied at a feasible point x iff the Jacobian matrix
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∇b(x) has full row rank and there exists h ∈ Rd such that ∇b(x)h = 0 and
gi(x) + ∇gi(x)h ∈ intKli+1 for all i ∈ I(x) = {i ∈ I | g0i (x) = |gi(x)|},
where gi(x) = (g
0
i (x), gi(x)) ∈ R × Rli (here we used the obvious equality
intKli+1 = {y = (y0, y) ∈ R× Rli
∣∣ y0 > |y|).
If we equip the space Y with the norm ‖y‖ = ∑ri=1 |yi| + |z| for any y =
(y1, . . . , yr, z) ∈ Y , then the penalty function for problem (36) takes the form
Φc(x) = max
ω∈W
f(x, ω) + c
r∑
i=1
∣∣gi(x) − PKli+1(gi(x))∣∣+ c|b(x)|
where
PKli+1(y) =
{
max{y0+|y|,0}
2
(
1, y|y|
)
if y0 ≤ |y|,
y, if y0 > |y|
is the Euclidean projection of y = (y0, y) ∈ R× Rli onto the second order cone
Kli+1 (see [2, Thrm. 3.3.6]; an alternative expression for the projection can be
found in [26, Prp. 3.3]). Note also that for any feasible point x one has
N (x)
=
{ r∑
i=1
∇gi(x)T λi +∇b(x)T ν
∣∣∣ λi ∈ −Kli+1, 〈λi, gi(x)〉 = 0 ∀i ∈ I, ν ∈ Rs}
=
{ ∑
i∈I+(x)
ti∇gi(x)T
(
−g0
i
(x)
g
i
(x)
)
+
∑
i∈I0(x)
∇gi(x)T λi +∇b(x)T ν
∣∣∣
ti ≥ 0 ∀i ∈ I+(x), λi ∈ −Kli+1 ∀i ∈ I0(x), ν ∈ Rs
}
,
where I0(x) = {i ∈ I(x) | gi(x) = 0} and I+(x) = I(x) \ I0(x). Here we used
the following simple auxiliary result.
Lemma 2.14. Let y = (y0, y) ∈ Kl+1 \ {0} and λ = (λ0, λ) ∈ −Kl+1 with
l ∈ N be such that 〈λ, y〉 = 0. Then λ = 0, if y0 > y, and λ = t(−y0, y) for some
t ≥ 0, if y0 = |y|.
Proof. Indeed, by definition 〈λ, y〉 = λ0y0+〈λ, y〉 = 0. Hence taking into account
the fact that y0 > 0, since y ∈ Kl+1 \ {0}, one obtains that
λ0 = − 1
y0
〈λ, y〉 ≥ − 1
y0
|λ| · |y|. (41)
Therefore, if y0 > |y|, then either (1) λ = 0 or (2) λ = 0 and λ0 > 0 or (3)
λ0 > −|λ|. Note, however, that only the first case is possible, since λ ∈ −Kl+1.
Thus, λ = 0, if y0 > y.
On the other hand, if y0 = |y|, then taking into account (41) and the fact
that λ ∈ −Kl+1, i.e. λ0 ≤ −|λ|, one obtains that λ0 = −|λ| and 〈λ, y〉 = |λ| · |y|,
that is, λ = ty for some t ≥ 0. Thus, λ = t(−y0, y) for some t ≥ 0, if y0 = |y|.
Thus, it is natural to define
η(x) =
{
∇gi(x)T
(
−g0
i
(x)
g
i
(x)
) ∣∣∣ i ∈ I+(x)}
∪
{
∇gi(x)T
(
−1
|v|
) ∣∣∣ i ∈ I0(x), v ∈ Rli , |v| = 1} ∪ {∇b1(x), . . .∇bs(x)}
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(here b(·) = (b1(·), . . . , bs(·))), since in the general case this is the smallest set
such that N (x) = cone η(x).
Let us give an example demonstrating how one can verify alternance opti-
mality conditions in the case of nonlinear second order cone minimax problems.
Example 6. Consider the following second order cone minimax problem:
min F (x) = max{(x(1))2 + (x(2))2 + 4x(1) − x(2), sinx(1) − x(2), cosx(2) − 1}
s.t. g1(x) = (−x(1) + sinx(2) + 1, sinx(1) − 2x(2) − 1) ∈ K2,
g2(x) = (2(x
(1))2 + 2(x(2))2, x(1) + x(2), 2x(2)) ∈ K3.
(42)
Define d = 2, f1(x) = (x
(1))2 + (x(2))2 + 4x(1) − x(2), f2(x) = sinx(1) − x(2),
f3(x) = cosx
(2) − 1, W = {1, 2, 3}, I = {1, 2}, and A = Rd.
Let us check optimality conditions at the point x∗ = 0. Observe that
W (x∗) = {1, 2, 3} and
∂F (x∗) = co{∇f1(x∗),∇f2(x∗),∇f3(x∗)∇} = co
{(
4
−1
)
,
(
1
−1
)
,
(
0
0
)}
.
Note also that g1(x∗) = (1,−1) ∈ K2, ∇g1(x∗)T =
(−1 1
1 −2
)
, g2(x∗) = 0 ∈ K3,
and ∇g2(x∗)T = ( 0 1 00 1 2 ). Therefore I+(x∗) = {1}, I0(x∗) = {2}, and
η(x∗) =
{
∇g1(x∗)T
(
−g01(x∗)
g
i
(x∗)
)}
∪
{
∇g2(x∗)T
(
−1
|v|
) ∣∣∣ v ∈ R2 : |v| = 1}
=
{(
0
1
)}
∪
{(
v(1)
v(1) + 2v(2)
) ∣∣∣ v ∈ R2 : |v| = 1} .
Let V1 = ∇f1(x∗), V2 = (0, 1)T ∈ η(x∗), and V3 = (v(1), v(1) + 2v(2))T ∈ η(x∗)
with v = (−1/√2,−1/√2)T . Then
∆1 =
∣∣∣∣∣0 − 1√21 − 3√
2
∣∣∣∣∣ = 1√2 , ∆2 =
∣∣∣∣∣ 4 − 1√2−1 − 3√
2
∣∣∣∣∣ = − 13√2 , ∆3 =
∣∣∣∣ 4 0−1 1
∣∣∣∣ = 4,
that is, a complete alternance exists at x∗. Therefore, by Theorems 2.3, 2.6, and
2.11 the point x∗ is a locally optimal solution of problem (42) at which the first
order growth condition holds true.
2.4.3 Nonlinear semidefinite minimax problems
Let now (P) be a nonlinear semidefinite minimax problem of the form:
min
x
max
ω∈W
f(x, ω) subject to G0(x)  0, b(x) = 0, x ∈ A, (43)
where G0 : R
d → Sl and b : Rd → Rs are continuously differentiable functions, Sl
denotes the set of all l × l real symmetric matrices, and the relation G0(x)  0
means that the matrix G0(x) is negative semidefinite. In this case, Y = S
l×Rs,
G(·) = (G0(·), b(·)) and K = Sl− × 0s, where Sl− is the cone of l × l negative
semidefinite matrices.
We equip Y with the inner product 〈(B1, z1), (B2, z2)〉 = Tr(B1B2)+〈z1, z2〉
for any (B1, z1), (B2, z2) ∈ Y , where Tr(·) is the trace of a matrix, and the
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corresponding norm ‖(B, z)‖2 = ‖B‖2F + |z|2, where ‖B‖F =
√
Tr(B2) is the
Frobenius norm. Then L(x, λ) = F (x)+Tr(λ0·G0(x))+〈ν, h(x)〉 for any (λ0, ν) ∈
S
l×Rs and K∗ = Sl+×Rs, where Sl+ = −Sl− is the cone of positive semidefinite
matrices. Note also that in the case A = Rd RCQ for problem (43) holds true
at a feasible point x iff the Jacobian matrix ∇b(x) has full row rank and there
exists h ∈ Rd such that ∇b(x)h = 0 and the matrix G0(x)+DG0(x)h is negative
definite (cf. [7, Lemma 2.99]).
The penalty function for problem (43) has the form
Φc(x) = f(x) + c
√
‖G0(x)− PSl
−
(G0(x))‖2F + |b(x)|2,
where P
Sl
−
(G0(x)) is the projection of G0(x) onto the cone S
l
− of negative
semidefinite matrices. One can verify that
PSl
−
(G0(x)) = 0.5(G0(x) −
√
G0(x)2)
= Q diag
(
min{0, σ1(G0(x))}, . . . ,min{0, σl(G0(x))}
)
QT ,
where G0(x) = Q diag(σ1(G0(x)), . . . , σl(G0(x)))Q
T is a spectral decomposition
of G0(x), and σ1(G0(x)), . . . , σl(G0(x)) are the eigenvalues of G0(x) listed in the
decreasing order (see, e.g. [32, 44]). Consequently, one has
‖G0(x)−PSl
−
(G0(x))‖F = 1
2
‖G0(x)+
√
G0(x)2‖F =
√√√√ l∑
i=1
max
{
0, σi(G0(x))
}2
.
Observe also that for any feasible point x such that r = rankG0(x) < l one has
N (x) =
{(
〈λ0, Dx1G0(x)〉, . . . , 〈λ0, DxdG0(x)〉
)T
+∇b(x)T ν
∣∣∣
(λ0, ν) ∈ Sl+ × Rs, 〈λ0, G0(x)〉 = 0
}
or, equivalently,
N (x) =
{(
〈Q0ΓQT0 , Dx1G0(x)〉, . . . , 〈Q0ΓQT0 , DxdG0(x)〉
)T
+∇b(x)T ν
∣∣∣
(Γ, ν) ∈ Sl−r+ × Rs
}
,
where Dxi = ∂/∂xi, r = rankG0(x), and Q0 is an l × (l − r) matrix whose
columns are an orthonormal basis q1, . . . , ql−r of the null space of the matrix
G0(x). In the case r = rankG0(x) = l one has N (x∗) = {∇b(x)T ν | ν ∈ Rs}.
Here we used the following simple auxiliary result.
Lemma 2.15. Let λ0 ∈ Sl+ be a given matrix. Then the following statements
are equivalent:
1. 〈λ0, G0(x)〉 = Tr(λ0G0(x)) = 0;
2. λ0 = Q0ΓQ
T
0 for some Γ ∈ Sl−r+ in the case r < l and λ0 = 0 otherwise;
3. λ0 ∈ cone{qqT | q ∈ Rl : G0(x)q = 0}.
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Proof. Let, as above, σ1(G0(x)), . . . , σl(G0(x)) be the eigenvalues of G0(x) listed
in the decreasing order. Recall that x is feasible point of problem (43), i.e.
G0(x)  0. Therefore
σi(G0(x)) = 0 ∀i ∈ {1, . . . , l− r}, σi(G0(x)) < 0 ∀i ∈ {l − r + 1, . . . , l}.
(44)
Let also G0(x) = Q diag(σ1(G0(x)), . . . , σl(G0(x)))Q
T be a spectral decomposi-
tion of G0(x) such that the first l − r columns of Q coincide with Q0.
1 =⇒ 3. Suppose that 〈λ0, G0(x)〉 = 0. Bearing in mind the fact that the
trace operator is invariant under cyclic permutations one obtains that
0 = Tr
(
λ0G0(x)
)
= Tr
(
QTλ0Q diag(σ1(G0(x)), . . . , σl(G0(x)))
)
=
l∑
i=1
σi(G0(x))q
T
i λ0qi,
(45)
where qi are the columns of the matrix Q. Hence with the use of (44) and the
fact that λ0 ∈ Sl+ one obtains that qTi λ0qi = 0 for any i ∈ {l − r + 1, . . . , l}.
Since the matrix λ0 is positive semidefinite, there exists orthogonal vectors
z1, . . . , zk ∈ Rl such that λ0 = z1zT1 + . . . + zkzTk (see, e.g. [33, Thrm. 7.5.2]).
Consequently, one has
0 = qTi λ0qi =
k∑
j=1
qTi zjz
T
j qi =
k∑
j=1
|zjqi|2 ∀i ∈ {l − r + 1, . . . , l}.
Therefore, the vectors z1, . . . , zk belong to the orthogonal complement of the
linear span of eigenvectors qi of G0(x) corresponding to nonzero eigenvalues,
which coincides with the null space of G0(x). Thus, G0(x)zi = 0 for all i ∈
{1, . . . , k}, that is, λ0 ∈ cone{qqT | q ∈ Rl : G0(x)q = 0}.
3 =⇒ 2. If r = rankG0(x) = l, then G0(x)q = 0 iff q = 0, which implies
that λ0 = 0. Thus, one can suppose that r < l. Then λ0 =
∑k
i=1 αiziz
T
i for
some αi ≥ 0 and zi ∈ Rl such that G0(x)zi = 0. Since zi belongs to the null
space of G0(x) and the columns of the matrix Q0 are an orthonormal basis of
this space, there exists vectors ui ∈ Rl−r such that zi = Q0ui for all i. Therefore
λ0 =
k∑
i=1
αiziz
T
i =
k∑
i=1
αiQ0uiu
T
i Q
T
0 = Q0
( k∑
i=1
αiuiu
T
i
)
QT0 .
Define Γ =
∑k
i=1 αiuiu
T
i . Then λ0 = Q0ΓQ
T
0 and, as is easily seen, Γ ∈ Sl−r+ .
2 =⇒ 1. Suppose now that λ0 = Q0ΓQT0 for some Γ ∈ Sl−r+ in the case
r < l and λ0 = 0 otherwise. If λ0 = 0, then obviously 〈λ0, G0(x)〉 = 0. Thus,
one can suppose that r < l. Observe that
QTλ0Q = Q
TQ0ΓQ
T
0Q = Q
TQ
(
Γ 0
0 0
)
QTQ =
(
Γ 0
0 0
)
,
where 0 are zero matrices of corresponding dimensions. Hence taking into ac-
count the fact that [QTλ0Q]ij = q
T
i λ0qj one obtains that q
T
i λ0qi = 0 for any
i ∈ {l− r+1, . . . , l}, which with the use of the last two equalities in (45) implies
that 〈λ0, G0(x)〉 = 0.
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Taking into account the equality Tr(qqTDxiG0(x)) = q
TDxiG0(x)q and the
previous lemma one can define
η(x) =
{∇b1(x), . . .∇bs(x)}
∪
{(
qTDx1G0(x)q, . . . , q
TDxdG0(x)q〉
)T
∈ Rd
∣∣∣ q ∈ Rl : |q| = 1, G0(x)q = 0}
in the case rankG0(x) < l, and η(x) = {∇b1(x), . . .∇bs(x)}, if rankG0(x) = l.
Let us give a simple example illustrating alternance optimality conditions in the
case of nonlinear semidefinite minimax problems.
Example 7. Let d = 3, W = {1, 2, 3}, l = 3, and A = Rd. Consider the
following nonlinear semidefinite minimax problem:
min F (x) = max
{
f1(x), f2(x), f3(x)
}
subject to G0(x)  0, (46)
where f1(x) = −3x(1) − 3x(2) − 2 sinx(3), f2(x) = −x(1) + (x(2))2 + (x(3))2 − 1,
f3(x) = (x
(1) − 1)2 + 2x(3), and G0(x) is equal to the following marix: x(1) − (x(2))2 sinx(3) x(1) + x(2) + x(3)sinx(3) x(2) x(1)x(2) + (x(3) + 1)2
x(1) + x(2) + x(3) x(1)x(2) + (x(3) + 1)2 (x(1))2 + (x(2))2 − x(3) − 2
 .
Let us check optimality conditions at the point x∗ = (1,−1, 0)T . One has
W (x∗) = {1, 3} and
∂F (x∗) = co{∇f1(x∗),∇f3(x∗)} = co
{(−3
−3
−2
)
,
(
0
0
2
)}
, G0(x∗) =
(
0 0 0
0 −1 0
0 0 0
)
.
Consequently, G0(x∗)  0 and rankG0(x∗) = 1, which implies that x∗ is a
feasible point of problem (46) and by definition one has
η(x) =
{(
qTDx1G0(x)q, q
TDx2G0(x)q, q
TDx3G0(x)q
)T
∈ Rd
∣∣∣
q ∈ R3 : |q| = 1, G0(x)q = 0
}
.
Let V1 = ∇f1(x∗) and V2 = ∇f3(x∗). For q1 = (1, 0, 0)T and q2 = (0, 0, 1)T one
has G0(x∗)q1 = 0, G0(x∗)q2 = 0, and
V3 =
qT1 Dx1G0(x∗)q1qT1 Dx2G0(x∗)q1
qT1 Dx3G0(x∗)q1
 =
12
0
 , V4 =
qT2 Dx1G0(x∗)q2qT2 Dx2G0(x∗)q2
qT2 Dx3G0(x∗)q2
 =
 2−2
−1
 .
By definition V3, V4 ∈ η(x∗). For the chosen vectors V1, V2, V3, and V4 one has
∆1 =
∣∣∣ 0 1 20 2 −2
2 0 −1
∣∣∣ = −12, ∆2 = ∣∣∣−3 1 2−3 2 −2−2 0 −1 ∣∣∣ = 15,
∆3 =
∣∣∣−3 0 2−3 0 −2−2 2 −1 ∣∣∣ = −24, ∆4 = ∣∣∣−3 0 1−3 0 2−2 2 0 ∣∣∣ = 6.
Thus, a complete alternance exists at x∗, which by Theorems 2.3, 2.6, and 2.11
implies that the point x∗ is a locally optimal solution of problem (46) at which
the first order growth condition holds true.
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2.4.4 Semi-infinite minimax problems
Let finally (P) be a nonlinear semi-infinite minimax problem of the form:
min
x
max
ω∈W
f(x, ω) s.t. gi(x, t) ≤ 0, t ∈ T, i ∈ I, b(x) = 0, x ∈ A,
(47)
where the mapping b : Rd → Rs is continuously differentiable, T is a compact
metric space, and the functions gi : R
d × T → R, gi = gi(x, t), are continuous
jointly in x and t, differentiable in x for any t ∈ T , and the functions ∇xgi are
continuous, i ∈ I = {1, . . . , l}.
Let C(T ) be the space of all real-valued continuous functions defined on
T equipped with the uniform norm ‖ · ‖∞, and C−(T ) be the closed convex
cone consisting of all nonpositive functions from C(T ). As is well-known (see,
e.g. [24, Thrm. IV.6.3]), the topological dual space of C(T ) is isometrically
isomorphic to the space of signed (i.e. real-valued) regular Borel measures on T ,
denoted by rca(T ), while the set of regular Borel measures (which constitute a
closed convex cone in rca(T )) is denoted by rca+(T ). Define Y = (C(T ))
l ×R,
K = (C−(T ))l × {0s}, and introduce the mapping G : Rd → Y by setting
G(x) = (g1(x, ·), . . . , gl(x, ·), b(x)). Then problem (47) is equivalent to problem
(P). We endow the space Y with the norm ‖y‖ = ∑ni=1 ‖yi‖∞ + |z| for all
y = (y1, . . . , yl, z) ∈ Y .
Observe that the dual space Y ∗ is isometrically isomorphic (and thus can
be identified with) rca(T )l × Rs, while the polar cone K∗ can be identified
with the cone (rca+(T ))
l × Rs. Then for any λ = (µ1, . . . , µl, ν) ∈ Y ∗ one has
L(x, λ) = F (x) +
∑l
i=1
∫
T
g(x, t)dµi(t) + 〈ν, b(x)〉. Note also that in the case
A = Rd RCQ for problem (47) is satisfied at a feasible point x iff the Jacobian
matrix ∇b(x) has full row rank and there exists h ∈ Rd such that ∇b(x)h = 0
and 〈∇xgi(x, t), h〉 < 0 for all t ∈ T and i ∈ I such that gi(x, t) = 0.
The penalty function for problem (43) has the form
Φc(x) = f(x) + c
( l∑
i=1
max
t∈T
{gi(x, t), 0}+ |h(x)|
)
.
For any feasible point x one has
N (x) =
{ l∑
i=1
∫
T
∇xgi(x, t)dµi(t) +∇b(x)T ν
∣∣∣ µi ∈ rca+(T ),
supp(µi) ⊆ {t ∈ T | gi(x, t) = 0} ∀i ∈ I, ν ∈ Rs
}
,
where supp(µ) is the support of a measure µ. We define η(x) = N (x), since
it does not seem possible to somehow reduce the set N (x) due to the infinite
dimensional nature of the problem.
When it comes to numerical methods, it is very difficult to deal with measures
µi ∈ rca+(T ) directly (especially in the case when the sets {t ∈ T | gi(x, t) = 0}
have infinite cardinality). Apparently, the general theory of optimality condi-
tions for cone constrained minimax problems developed in the previous sections
cannot overcome this obstacle for semi-infinite minimax problems. That is why
such problems require a special treatment. Our aim is to show that necessary
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optimality conditions for semi-infinite minimax problems, including such condi-
tions in terms of cadre and alternance, can be completely rewritten in terms of
discrete measures whose supports consist of at most d+ 1 points, which allows
one to avoid the use of Radon measures.
To this end, suppose that x∗ is a feasible point of problem (47), and let there
exist a Lagrange multiplier λ = (µ1, . . . , µl, ν) ∈ K∗ of problem (47) at x∗. We
say that λ is a discrete Lagrange multiplier, if for any i ∈ I the measure µi is
discrete and its support consists of at most d+1 points, i.e. µi =
∑mi
j=1 λijδ(tij)
for some tij ∈ T , λij ≥ 0, and mi ≤ d + 1. Here δ(t) is the Dirac measure of
mass one at the point t ∈ T . If λ is a discrete Lagrange multiplier, then one has
L(x, λ) = F (x) +
∑l
i=1
∑mi
j=1 λijgi(x, tij) + 〈ν, b(x)〉 for all x ∈ Rd.
Let us check that necessary optimality conditions for problem (47) can be
expressed in terms of discrete Lagrange multipliers. Denote I(x) = {i ∈ I |
maxt∈T gi(x, t) = 0}, and let Ti(x) = {t ∈ T | gi(x, t) = 0}.
Theorem 2.16. Let x∗ be a feasible point of problem (47). Then the following
statements hold true:
1. if x∗ is a locally optimal solution of problem (47) at which RCQ holds true,
then there exists a discrete Lagrange multiplier of this problem at x∗;
2. a discrete Lagrange multiplier exists at x∗ iff for any i ∈ I(x∗) one can
find mi ∈ {1, . . . , d+ 1} and tij ∈ Ti(x∗), j ∈ {1, . . . ,mi}, such that there
exists a Lagrange multiplier of the discretised problem
min
x
max
ω∈W
f(x, ω)
s.t. gi(x, tij) ≤ 0, j ∈ {1, . . . ,mi}, i ∈ I(x∗), b(x) = 0, x ∈ A
(48)
at x∗;
3. if b(·) ≡ 0, the function f(·, ω) is convex for any ω ∈ W , the functions
gi(·, t) are convex for any t ∈ T and i ∈ I, and there exists x0 ∈ A such that
gi(x0, t) < 0 for all t ∈ T and i ∈ I, then a discrete Lagrange multiplier
exists at x∗ iff x∗ is a globally optimal solution of problem (47) iff for any
i ∈ I(x∗) there exist mi ∈ {1, . . . , d+1} and tij ∈ Ti(x∗), j ∈ {1, . . . ,mi},
such that x∗ is a globally optimal solution of problem (48).
Proof. Part 1. Introduce the function
z(x) = max
{
F (x)− F (x∗),max
t∈T
g1(x, t), . . . ,max
t∈T
gl(x, t)}.
Observe that z(x∗) = 0, and if z(x) < 0 for some x ∈ A such that b(x) = 0,
then x is a feasible point of problem (47) for which F (x) < F (x∗). Hence taking
into account the fact that x∗ is a locally optimal solution of problem (47) one
obtains that x∗ is a locally optimal solution of the problem
min z(x) subject to b(x) = 0, x ∈ A (49)
as well. Note that this is a constrained minimax problem, since the function z can
be written as z(x) = max
ω∈W˜ f˜(x, ω), where W˜ =W ∪(T×{1})∪. . .∪(T×{l}),
f˜(x, ω) = f(x, ω)−F (x∗), if ω ∈W , and f˜(x, ω) = gi(x, t), if ω = (t, i) ∈ T×{i}
for some i ∈ I.
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Recall that by our assumption RCQ for problem (47) holds true at x∗, i.e.
0 ∈ int{G(x∗) +DG(x∗)(A− x∗)−K} or, equivalently,
0 ∈ int
{(
g(x∗, ·) +∇xg(x∗, ·)h
∇b(x∗)h
)
+
(
(C+(T ))
l
0s
) ∣∣∣∣∣ h ∈ A− x∗
}
(50)
where g = (g1, . . . , gl)
T and C+(T ) = −C−(T ) is the cone of nonnega-
tive continuous functions defined on T . Hence, in particular, one gets that
0 ∈ int{∇b(x∗)(A− x∗)}, that is, RCQ for problem (49) is satisfied at x∗. Con-
sequently, by Theorem 2.2 there exists a Lagrange multiplier of problem (49) at
x∗, which by Remark 3 implies that (∂z(x∗) +∇b(x∗)T ν) ∩ (−NA(x∗)) 6= ∅ for
some ν ∈ Rs, where
∂z(x∗) = co
{
∇xf(x∗, ω),∇xgi(x∗, t)
∣∣∣ ω ∈W (x∗), t ∈ Ti(x∗), i ∈ I(x∗)}.
Hence there exist v1 ∈ ∂F (x∗), v2 ∈ co{∇xgi(x∗, t) | t ∈ Ti(x∗), i ∈ I(x∗)}, and
α ∈ [0, 1] such that αv1+(1−α)v2+∇b(x∗)T ν ∈ −NA(x∗). By Carathe´odory’s
theorem for any i ∈ I(x∗) there exist mi ≤ d + 1, tij ∈ Ti(x∗), and αij ≥ 0,
j ∈ {1, . . . ,mi}, such that
v2 =
∑
i∈I(x∗)
mi∑
j=1
αij∇xgi(x∗, tij),
∑
i∈I(x∗)
m∑
j=1
αij = 1.
Let us check that α 6= 0. Then putting µi =
∑mi
j=1(1 − α)(αij/α)δ(tij) for all
i ∈ I(x∗), µi = 0 for i ∈ I \ I(x∗), and λ = (µ1, . . . , µl, ν/α) ∈ K∗ one obtains
that 〈λ,G(x∗)〉 = 0,
1− α
α
v2 +
1
α
∇b(x∗)T ν =
l∑
i=1
∫
T
∇xgi(x, t)dµi(t) + 1
α
∇b(x∗)T ν = [DG(x∗)]∗λ,
and (∂F (x∗) + [DG(x∗)]∗λ) ∩ (−NA(x∗)) 6= ∅, which by Remark 3 implies that
λ is a discrete Lagrange multiplier at x∗.
Thus, it remains to check that α 6= 0. Arguing by reductio ad absrudum
suppose that α = 0. Then v2 + ∇b(x∗)T ν ∈ −NA(x∗). Note that from (50)
it follows that there exists h ∈ A − x∗ ⊂ TA(x∗) such that ∇b(x∗)h = 0 and
〈∇xgi(x∗, t), h〉 < 0 for all t ∈ Ti(x∗) and i ∈ I(x∗). Hence by the definition of
v2 one has 〈v2+∇b(x∗)T ν, h〉 < 0, which is impossible, since by our assumption
v2 +∇b(x∗)T ν ∈ −NA(x∗). Thus, α 6= 0 and the proof of the first part of the
theorem is complete.
Part 2. The validity of this statement follows directly from the definitions
of a discrete Lagrange multiplier and a Lagrange multiplier for problem (48).
Part 3. Observe that the assumptions on the functions b(·) and gi(·, t) imply
that the mapping G(·) is (−K)-convex, while the existence of x0 ∈ A such that
gi(x0, t) < 0 for all t ∈ T and i ∈ I is equivalent to Slater’s condition 0 ∈
int{G(A)−K} and implies the validity of Slater’s conditions for the discritised
problem (48).
Suppose that there exists a discrete Lagrange multiplier at x∗. Then by the
second part of the theorem for any i ∈ I(x∗) one can find mi ∈ {1, . . . , d + 1}
and tij ∈ Ti(x∗), j ∈ {1, . . . ,mi}, such that there exists a Lagrange multiplier
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of the discretised problem (48). Hence by Theorem 2.4 the point x∗ is a globally
optimal solution of problem (48).
If x∗ is a globally optimal solution of the discretised problem (48), then x∗ is
obviously a globally optimal solution of problem (47) as well, since the feasible
region of problem (47) is contained in the feasible region of problem (48).
Finally, if x∗ is a globally optimal solution of problem (47), then taking into
account the fact that in the convex case by [7, Prp. 2.104] Slater’s condition
0 ∈ int{G(A) − K} is equivalent to RCQ and applying the first part of the
theorem one obtains that there exists a discrete Lagrange multiplier at x∗.
Remark 11. Note that from the proof of the theorem above it follows that in
the definition of discrete Lagrange multiplier one can suppose that the union of
the supports of all measures µi consists of at most d + 1 points. Furthermore,
dividing the inclusion αv1+(1−α)v2+∇b(x∗)T ν ∈ −NA(x∗) by α one obtains
that(
v1+cone
{∇xgi(x∗, t) ∣∣ t ∈ Ti(x∗), i ∈ I(x∗)}+ 1
α
∇b(x∗)T ν
)
∩(−NA(x∗)) 6= ∅.
Hence taking into account the fact that any point from the convex conic hull
can be expressed as a non-negative linear combination of d or fewer linearly
independent vectors (see, e.g. [54, Corollary 17.1.2]) one can check that in the
definition of discrete Lagrange multiplier it is sufficient to suppose that the
union of the supports of the measures µi consists of at most d points.
With the use of the theorem above one can easily obtain convenient necessary
optimality conditions for problem (47) in terms of cadre and alternance. Let
Z ⊂ Rd be a set consisting of d linearly independent vectors and let nA(x) be a
nonempty set such that NA(x) = conenA(x) for any x ∈ Rd.
Definition 3. Let x∗ be a feasible point of problem (47) and p ∈ {1, . . . , d+1}
be fixed. One says that a discrete p-point alternance exists at x∗, if there exist
k0 ∈ {1, . . . , p}, i0 ∈ {k0 + 1, . . . , p}, vectors
V1, . . . , Vk0 ∈
{
∇xf(x∗, ω)
∣∣∣ ω ∈ W (x∗)}, (51)
Vk0+1, . . . , Vi0 ∈
{
∇xgi(x∗, t)
∣∣∣ i ∈ I(x∗), t ∈ Ti(x∗)}, Vi0+1, . . . , Vp ∈ nA(x∗),
(52)
and vectors Vp+1, . . . , Vd+1 ∈ Z such that the dth-order determinants ∆s of
the matrices composed of the columns V1, . . . , Vs−1, Vs+1, . . . Vd+1 satisfy the
following conditions:
∆s 6= 0, s ∈ {1, . . . , p}, sign∆s = − sign∆s+1, s ∈ {1, . . . , p− 1},
∆s = 0, s ∈ {p+ 1, . . . d+ 1}.
Any such collection of vectors {V1, . . . , Vp} is called a discrete p-point alternance
at x∗. Any discrete (d+ 1)-point alternance is called complete
Bearing in mind Theorem 2.16 and applying Proposition 2.9 and Theo-
rem 2.11 to the discretised problem (48) one obtains that the following result
holds true.
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Corollary 2.17. Let x∗ be a feasible point of problem (47). Then the following
statements are equivalent:
1. a discrete Lagrange multiplier exists at x∗;
2. a discrete p-point alternance exists at x∗ for some p ∈ {1, . . . , d+ 1};
3. a discrete p-point cadre with positive cadre multipliers exists at x∗ for some
p ∈ {1, . . . , d+1}, that is, there exist k0 ∈ {1, . . . , p}, i0 ∈ {k0+1, . . . , p},
and vectors satisfying (51) and (52) such that rank([V1, . . . , Vp]) = p − 1
and
∑p
i=1 βiVi = 0 for some βi > 0.
Furhtermore, if a complete discrete alternance exists at x∗, then x∗ is a local
minimiser of problem (47) at which the first order growth condition holds true.
Remark 12. It should be noted that it is unclear whether first order sufficient
optimality condition for problem (47) can be rewritten in an equivalent form
involving discrete Lagrange multipliers. One can consider sufficient optimali-
ty conditions for the discretised problem (48). These conditions are obviously
sufficient optimality conditions for problem (47), since the feasible region of
this problem is contained in the feasible region of problem (48). However, it
seems that “abstract” sufficient optimality conditions for problem (P) rewrit-
ten in terms of the semi-infinite minimax problem are not equivalent to such
conditions for the discretised problem.
3 Second order optimality conditions for cone
constrained minimax problems
First order information is often insufficient to identify whether a given point
is a locally optimal solution of a minimax problem. For instance, in the case
of unconstrained problems first order sufficient optimality conditions cannot be
satisfied, if the set W (x∗) = {ω ∈ W | F (x∗) = f(x∗, ω)} consists of less than
d + 1 points. In such cases one obviously has to use second order optimality
conditions, whose analysis is the main goal of this section. To simplify this
analysis, we will mainly utilise a standard reformulation of cone constrained
minimax problems as equivalent smooth cone constrained problems and apply
well-known second order optimality conditions for such problems from [4, 5, 7,
11, 41] to obtain optimality conditions for minimax problems.
Let us introduce some auxiliary definitions first. Let (x∗, λ∗) be a KKT-pair
of the problem (P), that is, x∗ is a feasible point of this problem and λ∗ is
a Lagrange multiplier at x∗. Then (∂F (x∗) + [DG(x∗)]∗λ∗) ∩ (−NA(x∗)) 6= ∅
by Remark 3, which implies that there exists v ∈ ∂F (x∗) such that 〈v, h〉 +
〈λ∗, DG(x∗)h〉 ≥ 0 for all h ∈ TA(x∗). By definition there exist k ∈ N, ωi ∈
W (x∗), and αi ≥ 0, i ∈ {1, . . . , k}, such that v =
∑k
i=1 αi∇xf(x, ωi) and∑k
i=1 αi = 1. Let α =
∑k
i=1 αiδ(ωi) be the discrete Radon measure on W
corresponding to αi and ωi. Then〈∫
W
∇xf(x, ω)dα(ω), h
〉
+ 〈λ∗, DG(x∗)h〉 ≥ 0 ∀h ∈ TA(x∗), α(W ) = 1.
Denote by α(x∗, λ∗) the set of all Radon measures α ∈ rca+(W ) satisfying the
conditions above and such that supp(α) ⊂W (x∗). It is easily seen that this set
47
is convex, bounded and weak∗ closed, i.e. α(x∗, λ∗) is a weak∗ compact set. Any
measure α ∈ α(x∗, λ∗) is called a Danskin-Demyanov multiplier corresponding
to the KKT-pair (x∗, λ∗) (see, e.g. [50, Sect. 2.1.1]). Note that in the case of dis-
crete minimax problems, i.e. when W = {1, . . . ,m} (or in the case when the set
W (x∗) consists of a finite number of points), the set of Danskin-Demyanov mul-
tipliers α(x∗, λ∗) is simply a closed convex subset of the standard (probability)
simplex in Rm.
Denote by L(x, λ, α) = ∫
W
f(x, ω)dα(ω) + 〈λ,G(x)〉 the integral La-
grangian for the problem (P), where x ∈ Rd, λ ∈ Y ∗, and α ∈ rca+(W ).
Note that α∗ is a Danskin-Demyanov multiplier corresponding to (x∗, λ∗) iff
〈∇xL(x∗, λ∗, α∗), h〉 ≥ 0 for all h ∈ TA(x∗), supp(α) ⊂W (x∗), and α(W ) = 1.
Let S ⊂ Y be a given set, and y ∈ S and h ∈ Y be fixed. Recall that the outer
second order tangent set to the set S at the point y in the direction h, denoted by
T 2S(x, h), consists of all those vectors w ∈ Y for which one can find a sequence
{tn} ⊂ (0,+∞) such that lim tn = 0 and dist(x + tnh + 0.5t2nw, S) = o(t2n).
See [7, Sect. 3.2.1] for a detailed treatment of second-order tangent sets. Here
we only note that the second order tangent set T 2S(x, h) might be nonconvex
even in the case when the set S is convex.
For any λ ∈ Y ∗ denote by σ(λ, S) = supy∈S〈λ, y〉 the support function of
the set S. Also, for any feasible point x∗ of the problem (P) denote by Λ(x∗)
the set of all Lagrange multipliers of (P) at x∗. Finally, for any feasible point
x∗ of the problem (P) denote by
C(x∗) =
{
h ∈ TA(x∗)
∣∣∣ DG(x∗)h ∈ TK(G(x∗)), F ′(x∗, h) ≤ 0}
the critical cone at the point x∗. Observe that if Λ(x∗) 6= ∅, then by definition
for any λ ∈ Λ(x∗) one has [L(·, λ∗)]′(x∗, h) = F ′(x∗, h) + 〈λ∗, DG(x∗)h〉 ≥ 0 for
any h ∈ TA(x∗), which implies that
C(x∗) =
{
h ∈ TA(x∗)
∣∣∣ DG(x∗)h ∈ TK(G(x∗)), F ′(x∗, h) = 0},
since 〈λ∗, DG(x∗)h〉 ≤ 0 for any h such that DG(x∗)h ∈ TK(G(x∗)) (see Re-
mark 2). Moreover, one also has
C(x∗) =
{
h ∈ TA(x∗)
∣∣∣DG(x∗)h ∈ TK(G(x∗)),
〈λ∗, DG(x∗)h〉 = 0, [L(·, λ∗)]′(x∗, h) = 0
} (53)
for any λ∗ ∈ Λ(x∗).
For the sake of simplicity, we derive second order necessary optimality con-
ditions only in the case when x∗ ∈ intA and the set W (x∗) is discrete. Arguing
in the same way one can derive second order conditions in the general case.
However, it should be noted that in the general case these conditions are very
cumbersome, since they involve complicated expressions depending on the sec-
ond order tangent sets to A and C−(W ).
In this section we suppose that the mapping G is twice continuously Fre´chet
differentiable in a neighbourhood of a given point x∗, the function f(x, ω) is
twice differentiable in x in a neighbourhood O(x∗) of x∗ for any ω ∈ W , and
the function ∇2xxf(·) is continuous on O(x∗)×W .
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Theorem 3.1. Let W = {1, . . . ,m}, f(x, i) = fi(x) for any i ∈ W , and x∗ ∈
intA be a locally optimal solution of the problem (P) such that RCQ holds true at
x∗. Then for any h ∈ C(x∗) and for any convex set T (h) ⊆ T 2K(G(x∗), DG(x∗)h)
one has
sup
λ∈Λ(x∗)
{
sup
α∈α(x∗,λ)
〈
h,∇2xxL(x∗, λ, α)h
〉 − σ(λ, T (h))} ≥ 0.
Proof. From the facts that x∗ is a locally optimal solution of (P) and x∗ ∈ intA
it follows that (x∗, F (x∗)) is a locally optimal solution of the problem
min
(x,z)
z subject to f(x, ω)− z ≤ 0 ω ∈W, G(x) ∈ K.
This problem can be rewritten as the cone constrained problem
min f̂(x, z) subject to Ĝ(x, z) ∈ K̂, (54)
where f̂(x, z) = z, Ŷ = K × Rm, Ĝ(x, z) = (G(x), f1(x) − z, . . . , fm(x) − z),
and K̂ = K × Rm− , where R− = (−∞, 0]. Our aim is to prove the theorem by
reformulating second order optimality conditions for problem (54) in terms of
the problem (P).
For any x ∈ Rd, z ∈ R, λ ∈ Y ∗ and α ∈ Rm denote by
L0(x, z, λ, α) = f̂(x, z) + 〈(λ, α), Ĝ(x, z)〉 = z +
m∑
i=1
α(i)
(
fi(x) − z
)
+ 〈λ,G(x)〉
the Lagrangian for cone constrained problem (54). Observe that L0(x, z, λ, α) =
L(x, λ, α) + (1 −∑mi=1 α(i))z. One can easily see that (λ∗, α∗) is a Lagrange
multiplier of problem (54) at (x∗, F (x∗)) iff λ∗ is a Lagrange multiplier of the
problem (P) at x∗ and α∗ is a Danskin-Demyanov multiplier corresponding to
(x∗, λ∗).
Let z∗ = F (x∗). Observe that
Ĝ(x∗, z∗) +DĜ(x∗, z∗)
(
R
d × R)− K̂
=
{(
G(x∗)
f(x∗)− z∗1m
)
+
(
DG(x∗)hx
∇f(x∗)hx − hz1m
)
−
(
K
Rm−
) ∣∣∣∣ (hx, hz) ∈ Rd × R} .
where f(·) = (f1(·), . . . , fm(·))T ∈ Rm and 1m = (1, . . . , 1)T ∈ Rm. Taking
into account the fact that RCQ for the problem (P) is satisfied at x∗ one can
easily check that RCQ for problem (54) is satisfied at (x∗, z∗). Therefore, by [7,
Thrm. 3.45] the second order necessary optimality conditions for problem (54)
are satisfied at (x∗, 0), that is, for every ĥ = (hx, hz) ∈ C(x∗, z∗), where
C(x∗, z∗) =
{
(hx, hz) ∈ Rd × R
∣∣∣ DG(x∗)hx ∈ TK(G(x∗)),
∇f(x∗)hx − hz1m ∈ TRm
−
(f(x∗)− z∗1m), hz = 0
}
and any convex set T (ĥ) ⊆ T 2
K̂
(Ĝ(x∗, z∗), DĜ(x∗, z∗)ĥ) one has
sup
{
〈hx,∇2xxL(x∗, λ, α)hx〉 − σ
(
(λ, α), T (ĥ))}
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where the supremum is taken over all Lagrange multipliers (λ, α) of problem
(54) at (x∗, z∗). As was noted above, for any such (λ, α) one has λ ∈ Λ(x∗) and
α ∈ α(x∗, λ). Furthermore, note that
C(x∗, z∗) =
{
(h, 0) ∈ Rd × R
∣∣∣ DG(x∗)h ∈ TK(G(x∗)),
〈∇fi(x∗), h〉 ≤ 0 ∀i ∈ W (x∗)
}
= C(x∗)× {0}.
Therefore for every h ∈ C(x∗) and for any convex subset T (h, 0) of the second
order tangent set T 2
K̂
(Ĝ(x∗, z∗), DĜ(x∗, z∗)(h, 0)) one has
sup
λ∈Λ(x∗)
{
sup
α∈α(x∗,λ)
〈
h,∇2xxL(x∗, λ, α)h
〉− σ((λ, α), T (h, 0))} ≥ 0.
It remains to note that for every h ∈ C(x∗) and for any convex set T (h) ⊆
T 2K(G(x∗), DG(x∗)h) one has T (h) × {0} ⊆ T 2K̂(Ĝ(x∗, z∗), DĜ(x∗, z∗)(h, 0)),
since for all w ∈ T (h) and for any sequence {tn} ⊂ (0,+∞) such that lim tn = 0
and dist(G(x∗) + tnDG(x∗)h+ 0.5t2nw,K) = o(t
2
n) (note that at least one such
sequence exists due to the fact that T (h) ⊆ T 2K(G(x∗), DG(x∗)h)) one has
dist
(
Ĝ(x∗, z∗) + tnDĜ(x∗)(h, 0) +
1
2
t2n(w, 0), K̂
)
≤ dist
(
G(x∗)+tnDG(x∗)h+
1
2
t2nw,K
)
+dist
(
f(x∗)−z∗1m+tn∇f(x∗)h,Rm−
)
= o(t2n).
Here we used the fact that dist
(
f(x∗) − z∗1m + tn∇f(x∗)h,Rm−
)
= 0 for any
sufficiently large n, since h ∈ C(x∗) and by the definition of critical cone one
has 〈∇fi(x∗), h〉 ≤ 0 for any i ∈ W (x∗).
Almost literally repeating the proof of [7, Prp. 3.46] one can prove the fol-
lowing useful corollary to the theorem above. For the sake of completeness, we
outline its proof.
Corollary 3.2. Let all assumptions of the previous theorem be valid and suppose
that Λ(x∗) = {λ∗}. Then for any h ∈ C(x∗) one has
sup
α∈α(x∗,λ∗)
〈
h,∇2xxL(x∗, λ∗, α)
〉− σ(λ∗, T 2K(G(x∗), DG(x∗)h)) ≥ 0
Proof. Let Σ be the set consisting of all sequences σ = {tn} ⊂ (0,+∞) such
that lim tn = 0. For any σ ∈ Σ and h ∈ C(x∗) denote by Tσ(h) the set of
all those w ∈ Y for which dist(G(x∗) + tnDG(x∗)h + 0.5t2nw,K) = o(t2n).
Observe that the set Tσ(h) is convex, since for any n ∈ N the function
w 7→ dist(G(x∗) + tnDG(x∗)h + 0.5t2nw,K) is convex. Furthermore, one has
Tσ(h) ⊆ T 2K(G(x∗), DG(x∗)h). Hence by Theorem 3.1 for any h ∈ C(x∗) the
following inequality holds true:
inf
σ∈Σ
{
sup
α∈α(x∗,λ∗)
〈
h,∇2xxL(x∗, λ∗, α)h
〉− σ(λ∗, Tσ(h))} ≥ 0.
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It remains to note that
inf
σ∈Σ
(− σ(λ∗, Tσ(h))) = − sup
σ∈Σ
sup
w∈Tσ(h)
〈λ∗, w〉 = −σ
(
λ∗, T 2K(G(x∗), DG(x∗)h)
)
,
since T 2K(G(x∗), DG(x∗)h) =
⋃
σ∈Σ Tσ(h) by definition.
Let us briefly discuss optimality conditions from Theorem 3.1. Firstly, note
that they mainly differ from classical optimality conditions by the presence of
the sigma term σ(λ, T (h)), which, in a sense, represents a contribution of the
curvature of the cone K at the point G(x∗) to optimality conditions. This term
is a specific feature of second order optimality conditions for cone constrained
optimisation problems [4,5,7,11,41]. See [6,7,59] for explicit expressions for the
critical cone C(x∗), the second order tangent set T 2K(G(x∗), DG(x∗)h), and the
sigma term σ(λ, T (h)) in various particular cases.
Secondly, it should be pointed out that σ(λ, T (h)) ≤ 0 for all λ ∈ Λ(x∗)
and h ∈ C(x∗). Furthermore, if 0 ∈ T 2K(G(x∗), DG(x∗)h) (in particular, if the
cone K is polyhedral), then σ(λ, T (h)) = 0 for all λ ∈ Λ(x∗) and h ∈ C(x∗)
(see [7, pp. 177–178]). In this case, the optimality conditions from Theorem 3.1
take the more traditional form:
sup
λ∈Λ(x∗)
sup
α∈α(x∗,λ)
〈
h,∇2xxL(x∗, λ, α)h
〉 ≥ 0 ∀h ∈ C(x∗).
As was noted in the proof of Theorem 3.1, the set {(λ, α) | λ ∈ Λ(x∗), α ∈
α(x∗, λ∗)} coincides with the set of Lagrange multipliers of problem (54)
at the point (x∗, F (x∗)). Consequently, this set is convex and weak∗ com-
pact, since RCQ for problem (54) holds at (x∗, F (x∗)). It is easily seen that
the function (λ, α) 7→ 〈h,∇2xxL(x∗, λ, α)h〉 is weak∗ continuous. Therefore, if
0 ∈ T 2K(G(x∗), DG(x∗)h) (in particular, if the cone K is polyhedral), then un-
der the assumptions of Theorem 3.1 for any h ∈ C(x∗) one can find λ ∈ Λ(x∗)
and α ∈ α(x∗, λ∗) such that 〈h,∇2xxL(x∗, λ, α)h〉 ≥ 0.
Now we turn to second order sufficient optimality conditions. Similar to
the case of first order optimality conditions, we study second order sufficient
optimality conditions in the context of second order growth condition. Recall
that the second order growth condition (for the problem (P)) is said to be
satisfied at a feasible point x∗ of (P), if there exist ρ > 0 and a neighbourhood
O(x∗) of x∗ such that F (x) ≥ F (x∗) + ρ|x− x∗|2 for any x ∈ O(x∗) ∩Ω, where
Ω is the feasible region of (P).
We start with simple sufficient conditions that do not involve the sigma term.
Theorem 3.3. Let x∗ ∈ intA be a feasible point of the problem (P) such that
Λ(x∗) 6= ∅ and for any h ∈ C(x∗)\{0} one can find λ ∈ Λ(x∗) and α ∈ α(x∗, λ∗)
such that 〈h,∇2xxL(x∗, λ, α)h〉 > 0. Then x∗ is a locally optimal solution of the
problem (P) at which the second order growth condition holds true.
Proof. Consider the following smooth cone constrained optimisation problem:
min
(x,z)
z subject to f(x, ω)− z ≤ 0 ω ∈ W, G(x) ∈ K, z ∈ R. (55)
Let us check that sufficient optimality condition for this problem hold true at
the point (x∗, F (x∗)). Indeed, the Lagrangian for problem (55) has the form
L0(x, z, λ, α) = z +
∫
W
(
f(x, ω)− z) dα(ω) + 〈λ,G(x)〉
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for any λ ∈ K∗ and α ∈ rca+(W ). As was noted in the proof of Theorem 3.1,
the critical cone for problem (55) at (x∗, F (x∗)) has the form C(x∗, F (x∗)) =
C(x∗) × {0}. Therefore by our assumptions for any ĥ = (h, 0) ∈ C(x∗, F (x∗)),
ĥ 6= 0, one can find λ ∈ Λ(x∗) and α ∈ α(x∗, λ∗) such that〈
ĥ,∇2(x,z)(x,z)L0(x∗, F (x∗), λ, α)ĥ
〉
=
〈
h,∇2xxL(x∗, λ, α)h
〉
> 0
As was pointed out in the proof of Theorem 3.1, the pair (λ, α) is a Lagrange
multiplier of problem (55) at (x∗, F (x∗)). Thus, one can conclude that the second
order sufficient optimality condition for problem (55) holds true at x∗, which
by [7, Thrm. 3.63] implies that (x∗, F (x∗)) is a locally optimal solution of (55)
at which the second order growth condition holds true. Thus, by definition there
exist ρ > 0 and ε > 0 such that z ≥ F (x∗) + ρ(|x − x∗|2 + |z − F (x∗)|2) for all
x ∈ B(x∗, ε) and z ∈ R such that |z−F (x∗)| < ε, F (x) ≤ z, and G(x) ∈ K. Note
that the function F (·) = maxω∈W f(·, ω) is continuous, since by our assumptions
the space W is compact and the function f is continuous. Consequently, there
exists r ∈ (0, ε) such that |F (x) − F (x∗)| < ε for all x ∈ B(x∗, r). Therefore,
putting z = F (x) one obtains that F (x) ≥ F (x∗)+ρ|x−x∗|2 for all x ∈ B(x∗, r)
such that G(x) ∈ K, that is, x∗ is a locally optimal solution of the problem (P)
at which the second order growth condition holds true.
In the case when the space Y is finite dimensional and the cone K is second
order regular one can strengthen the previous theorem and obtain simple suffi-
cient optimality conditions involving the sigma term. Recall that the cone K is
said to be second order regular at a point y ∈ K, if the following two conditions
are satisfied:
1. for any h ∈ TK(y) and any sequence {yn} ⊂ K of the form yn = y+ tnh+
0.5t2nwn where tn > 0 for all n ∈ N, lim tn = 0, and lim tnwn = 0 one has
limdist(wn, T
2
K(y, h)) = 0;
2. T 2K(y, h) = {w ∈ Y | dist(x+th+0.5t2w,K) = o(t2), t ≥ 0} for any h ∈ Y .
We say that the cone K is second order regular, if it is second order regular at
every point y ∈ K.
For more details on second order regular sets see [4, 5] and [7, Sect. 3.3.3].
Here we only mention that the cone Sl− of negative semidefinite matrices is
second order regular (see [7, p. 474]) and the second order cone is second order
regular by [7, Prp. 3.136] and [6, Lemma 15].
Below we do not assume that x∗ ∈ intA, but avoid the usage of the second
order tangent set to the set A for the sake of simplicity and due to the fact that
we are mainly interested in the case when the set A is polyhedral.
Theorem 3.4. Let Y be a finite dimensional Hilbert space, the cone K be
second order regular, and (x∗, λ∗) be a KKT-pair of the problem (P) such that
the restriction of the function σ(λ∗, T 2K(G(x∗), ·)) to its effective domain is upper
semicontinuous. Suppose also that
sup
α∈α(x∗,λ∗)
〈
h,∇2xxL(x∗, λ∗, α)h
〉− σ(λ∗, T 2K(G(x∗), DG(x∗)h)) > 0 (56)
for all h ∈ C(x∗) \ {0}. Then x∗ is a locally optimal solution of the problem (P)
at which the second order growth condition holds true.
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Proof. Introduce the Rockafellar-Wets augmented Lagrangian
L (x, λ, c) = F (x)+Φ(G(x), λ, c), Φ(y, λ, c) = inf
z∈K−y
{−〈λ, z〉+c‖z‖2} (57)
for the problem (P) (see [22, 55, 61]), where 〈·, ·〉 is the inner product in Y and
c ≥ 0 is the penalty parameter. It is easily seen that
Φ(y, λ, c) = c
(
dist(y + (2c)−1λ,K)
)2 − 1
4c
‖λ‖2. (58)
Let us compute a second order expansion of the function x 7→ L (x, λ, c).
Denote δ(y) = dist(y,K)2. By a generalisation of the Danskin-Demyanov
theorem [7, Thrm. 4.13] the function δ(·) is continuously Fre´chet differentiable
and Dδ(y) = 2(y − PK(y)), where PK is the projection of y onto K (note that
the projection exists, since Y is finite dimensional). Hence by the chain rule the
function x 7→ Φ(G(x), λ, c) is continuously Fre´chet differentiable and
DxΦ(G(x), λ, c)h = 2c
〈
G(x) + (2c)−1λ− PK(G(x) + (2c)−1λ), DG(x)h
〉
for all h ∈ Rd. To simplify this expression in the case x = x∗ and λ = λ∗ note
that 〈
z∗ −G(x∗)− 1
2c
λ∗, z − z∗
〉
≥ 0 ∀z ∈ K,
if z∗ = G(x∗) (recall that 〈λ∗, G(x∗)〉 = 0 and λ∗ ∈ K∗ by the definition of
KKT-point). Thus, the point z = G(x∗) satisfies the necessary and sufficient
optimality conditions for the convex problem
min ‖z −G(x∗)− (2c)−1λ∗‖2 subject to z ∈ K,
that is, PK(G(x∗) + (2c)−1λ∗) = G(x∗). Consequently, for any c > 0 one has
DxΦ(G(x∗), λ∗, c) = [DG(x∗)]∗λ∗.
Recall that the cone K is second order regular and the space Y is finite
dimensional. Therefore by [7, Thrm. 4.133] (see also [60, Thrm. 3.1]) for all
y, v ∈ Y there exists the second-order Hadamard directional derivative
δ′′(y; v) := lim
[v′,t]→[v,+0]
δ(y + tv′)− δ(y)− tDδ(y)v′
1
2 t
2
and it has the form
δ′′(y; v) = min
z∈C (y)
[
2‖v − z‖2 − 2σ(y − PK(y), T 2K(PK(y), z)
]
, (59)
where C (y) = {z ∈ TK(PK(y)) | 〈y − PK(y), z〉 = 0}. Bearing in mind the
definition of the second-order Hadamard directional derivative one can easily
check that the function δ′′(y, ·) is continuous and positively homogeneous of
degree two. Hence taking into account the definition of this derivative one can
easily check that for any linear operator T : Rd → Y one has
δ(y + Th+ o(|h|)) = δ(y) +Dδ(y)
(
Th+ o(|h|)
)
+
1
2
δ′′(y;Th) + o(|h|2).
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Consequently, putting y = G(x∗) + (2c)−1λ∗ and Th = DG(x∗)h, taking into
account the fact that Dδ(y) = c−1λ∗, and utilising the second order expansion
G(x∗ + h) = G(x∗) +DG(x∗)h+
1
2
D2G(x∗)(h, h) + o(|h|2)
one obtains that
Φ(G(x∗ + h), λ∗, c) = Φ(G(x∗), λ∗, c) + 〈λ∗, DG(x∗)h〉+ 1
2
〈λ∗, D2G(x∗)(h, h)〉
+
c
2
δ′′
(
G(x∗) +
1
2c
λ∗;DG(x∗)h
)
+ o(|h|2).
Hence with the use of the well-known second-order expansion for the max-
function of the form
F (x∗ + h)− F (x∗)
= max
ω∈W
(
f(x∗, ω)− F (x∗) + 〈∇xf(x∗, ω), h〉+ 1
2
〈h,∇2xxf(x∗, ω)h〉
)
+ o(|h|2)
one finally gets that for any c ≥ 0 there exists rc > 0 such that for all h ∈ B(0, rc)
one has∣∣∣L (x∗ + h, λ∗, c)−L (x∗, λ∗, c)
− max
ω∈W
(
f(x∗, ω)− F (x∗) + 〈∇xf(x∗, ω), h〉+ 1
2
〈h,∇2xxf(x∗, ω)h〉
)
− 〈λ∗, DG(x∗)h〉 − 1
2
〈λ∗, D2G(x∗)(h, h)〉 − 1
2
ωc(h)
∣∣∣ ≤ 1
c
|h|2, (60)
where
ωc(h) = cδ
′′
(
G(x∗) + (2c)−1λ∗), DG(x∗)h)
)
= min
z∈C0(x∗,λ∗)
[
2c‖DG(x∗)h− z‖2 − σ
(
λ∗, T 2K(G(x∗), z)
)]
and C0(x∗, λ∗) = {z ∈ TK(G(x∗)) | 〈λ∗, z〉 = 0} (see (59)). By [7, formula (3.63)]
one has T 2K(G(x∗), z) ⊆ TTK(G(x∗))(z) for all z ∈ Y . Note also that the cone
TK(G(x∗)) is convex, since K is a convex cone. Therefore
TK(G(x∗)) = cl
[ ⋃
t≥0
t
(
K −G(x∗)
)]
, TTK(G(x∗)(z) = cl
[ ⋃
t≥0
t
(
TK(G(x∗))− z
)]
(see, e.g. [7, Prp. 2.55]). Hence bearing in mind the facts that λ∗ ∈ K∗ and
〈λ∗, G(x∗)〉 = 0 one obtains that 〈λ∗, y〉 ≤ 0 for all y ∈ TK(G(x∗)), which implies
that 〈λ∗, y〉 ≤ 0 for any y ∈ T 2K(G(x∗), z) ⊆ TTK(G(x∗)(z) and all z ∈ C0(x∗, λ∗).
Consequently, σ(λ∗, T 2K(G(x∗), z)) ≤ 0 for all z ∈ C0(x∗, λ∗). Recall also that
the restriction of the function z 7→ σ(λ∗, T 2K(G(x∗), z)) to its effective domain
is upper semicontinuous by our assumption. Therefore limc→+∞ ωc(h) = +∞,
if DG(x∗)h /∈ TK(G(x∗)) or 〈λ∗, DG(x∗)h〉 6= 0, and
lim
c→+∞ωc(h) ≥ −σ
(
λ∗, T 2K(G(x∗), DG(x∗))
)
(61)
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otherwise. Utilising this fact and the second order expansion for the augmented
Lagrangian we can easily prove the statement of the theorem.
Indeed, let us show that there exist ρ, c > 0, and a neighbourhood O(x∗) of
x∗ such that L (x, λ∗, c) ≥ L (x∗, λ∗, c)+ρ|x−x∗|2 for any x ∈ A∩O(x∗). Then
taking into account the facts that Φ(y, λ∗, c) ≤ 0 for any y ∈ K thanks to (58)
and Φ(G(x∗), λ∗, c) = 0 due to the fact that PK(G(x∗)+(2c)−1λ∗) = G(x∗) one
obtains that
F (x) ≥ L (x, λ∗, c) ≥ L (x∗, λ∗, c) + ρ|x− x∗|2 = F (x∗) + ρ|x− x∗|2
for all x ∈ A ∩ O(x∗) such that G(x) ∈ K, and the proof is complete.
Arguing by reductio ad absurdum suppose that for any n ∈ N there ex-
ists xn ∈ A such that L (xn, λ∗, n) < L (x∗, λ∗, n) + n−1|xn − x∗|2 and
xn ∈ B(x∗,min{ 1n , rn}). With the use of (60) for any n ∈ N one has
0 > L (xn, λ∗, n)−L (x∗, λ∗, n)− 1
n
|xn − x∗|2
≥ max
ω∈W
(
f(x∗, ω)− F (x∗) + 〈∇xf(x∗, ω), un〉+ 1
2
〈un,∇2xxf(x∗, ω)un〉
)
+
〈
λ∗, DG(x∗)un +
1
2
D2G(x∗)(un, un)
〉
+
1
2
ωn(un)− 2
n
|un|2,
where un = xn − x∗. Consequently, for any α ∈ α(x∗, λ∗) one has
0 > L (xn, λ∗, n)−L (x∗, λ∗, n)− 1
n
|xn − x∗|2 ≥
〈∇xL(x∗, λ∗, α), un〉
+
1
2
〈
un,∇2xxL(x∗, λ∗, α)un
〉
+
1
2
ωn(un)− 2
n
|un|2, (62)
since α ∈ rca+(W ), supp(α) ⊆ W (x∗), and α(W ) = 1 by the definition of
Danskin-Demyanov multipliers.
Define hn = un/|un|. Without loss of generality one can suppose that the
sequence {hn} converges to some h∗ ∈ Rd with |h∗| = 1. Moreover, h∗ ∈ TA(x∗)
by virtue of the facts that the set A is convex and {xn} ⊂ A. Let us show that
[L(·, λ∗)]′(x∗, h∗) = 0.
Indeed, suppose that [L(·, λ∗)]′(x∗, h∗) 6= 0. Note that by the definition of
Lagrange multiplier one has [L(·, λ∗)]′(x∗, h∗) ≥ 0. Thus, [L(·, λ∗)]′(x∗, h∗) > 0,
which thanks to the equality DxΦ(G(x∗), λ∗, c) = [DG(x∗)]∗λ∗ implies that
lim
n→∞
L (x∗ + βnhn, λ∗, c)−L (x∗, λ∗, c)− β2n
βn
= F ′(x∗, h∗) + 〈λ∗, DG(x∗)h∗〉
= [L(·, λ∗)]′(x∗, h∗) > 0,
for any c > 0, where βn = |un| = |xn − x∗| (note that x∗ + βnhn = xn).
Consequently, there exists n0 ∈ N such that L (xn, λ∗, 1) > L (x∗, λ∗, 1) +
|xn−x∗|2 for all n ≥ n0. As was noted above, Φ(G(x∗), λ∗, c) = 0 for any c > 0.
Consequently, L (x∗, λ∗, 1) = L (x∗, λ∗, c) = F (x∗) for any c > 0. Hence bearing
in mind the fact that the function c 7→ L (x, λ, c) is obviously non-decreasing
(see (57)) one obtains that
L (xn, λ∗, c) ≥ L (xn, λ∗, 1) > L (x∗, λ∗, 1)+|xn−x∗|2 = L (x∗, λ∗, c)+|xn−x∗|2
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for all c ≥ 1, which contradicts the definition of xn. Thus, [L(·, λ∗)]′(x∗, h∗) = 0.
Note that 〈∇xL(x∗, λ∗, α∗), un
〉 ≥ 0 for all n ∈ N due to the definition of
Danskin-Demyanov multiplier and the fact that un = xn − x∗ ∈ TA(x∗), since
A is a convex set. Hence with the use of (62) one obtains that
0 >
1
2
〈
un,∇2xxL(x∗, λ∗, α∗)un
〉
+
1
2
ωn(un)− 2
n
|un|2
for any n ∈ N. Dividing this inequality by |un|2 (recall that ωc(·) is positively
homogeneous of degree two), passing to the limit as n → ∞ with the use of
(61), and taking the supremum over all α ∈ α(x∗, λ∗) one finally gets that
0 ≥ sup
α∈α(x∗,λ∗)
〈
h∗,∇2xxL(x∗, λ, α)h∗
〉− σ(λ∗, T 2K(G(x∗), DG(x∗)h∗)),
and DG(x∗)h∗ ∈ TK(G(x∗)), 〈λ∗, DG(x∗)h∗〉 = 0, and [L(·, λ∗)]′(x∗, h∗) = 0,
that is, h∗ ∈ C(x∗) (see (53)), which contradicts (56).
Remark 13. (i) Note that the restriction of the function σ(λ∗, T 2K(G(x∗), ·)) to
its effective domain is continuous in the case when K is the second order cone
(see [6, Formula (42) and Thrm. 29]) or the cone Sl− (see [7, Sect. 5.3.5]).
(ii) It should be noted that one can obtains second order sufficient optimality
conditions for the problem (P) involving the sigma term that are equivalent to
the second order growth condition without the additional assumption that the
space Y is finite dimensional. However, this condition is much more cumbersome
than the one stated in the theorem above, since it involves the second order
tangent sets to A and C−(W ). That is why we leave the derivation of such
second order conditions to the interested reader (see [7, Sect. 3.3.3] for more
details in the smooth case).
4 Optimality conditions for Chebyshev prob-
lems with cone constraints
In this section we study optimality conditions for cone constrained Chebyshev
problems of the form:
min
x
max
ω∈W
∣∣f(x, ω)− ψ(ω)∣∣ subject to G(x) ∈ K, x ∈ A. (C)
Here ψ : W → R is a continuous function. This problem is a particular case of
the problem (P). Indeed, define Ŵ =W × {1,−1}, f̂(x, ω, 1) = f(x, ω)− ψ(ω)
and f̂(x, ω,−1) = −f(x, ω) + ψ(ω) for any ω ∈ W . Then the problem (C) can
be rewritten as the problem (P) of the form:
min
x
max
ω̂∈Ŵ
f̂(x, ω̂) subject to G(x) ∈ K, x ∈ A. (63)
Therefore, optimality conditions for the problem (C) can be easily obtained as
a direct corollary to optimality conditions for the problem (P). Nevertheless,
it is worth explicitly formulating these conditions. Furthermore, the following
sections can be viewed as a convenient and concise summary of the main results
obtained in this article.
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4.1 First order optimality conditions
Define F (x) = maxω∈W |f(x, ω) − ψ(ω)|, and denote by W (x) = {ω ∈ W |
F (x) = |f(x, ω) − ψ(ω)|} the set of points of maximal deviation. Under our
assumptions on f , the function F is Hadamard directionally differentiable and
its Hadamard directional derivative has the form
F ′(x, h) = max
v∈∂F (x)
〈v, h〉 = max
ω∈W (x)
(
sign(f(x, ω)− ψ(ω))〈∇xf(x, ω), h〉)
for any h ∈ Rd, where ∂F (x) = co{sign(f(x, ω)− ψ(ω))∇xf(x, ω) | ω ∈ W (x)}
is the Hadamard subdifferential of the function F at the point x. In this section
we suppose that sign(0) = {−1, 1}.
For any λ ∈ Y ∗ denote by L(x, λ) = F (x)+ 〈λ,G(x)〉 the Lagrangian for the
problem (C). A vector λ∗ ∈ Y ∗ is called a Lagrange multiplier of the problem
(C) at a feasible point x∗, if λ∗ ∈ K∗, 〈λ∗, G(x∗)〉 = 0, and [L(·, λ∗)]′(x∗, h) ≥ 0
for all h ∈ TA(x∗). In this case, the pair (x∗, λ∗) is called a KKT-pair of the
problem (C).
Applying Theorems 2.2–2.4 to problem (63) one obtains that the following
results hold true.
Theorem 4.1. Let x∗ be a locally optimal solution of the problem (C) such that
RCQ holds at x∗. Then:
1. h = 0 is a globally optimal solution of the linearised problem
min
h∈Rd
max
v∈∂F (x∗)
〈v, h〉 s.t. DG(x∗)h ∈ TK
(
G(x∗)
)
, h ∈ TA(x∗);
2. the set of Lagrange multipliers at x∗ is a nonempty, convex, bounded, and
weak∗ compact subset of Y ∗.
Theorem 4.2. Let there exist continuous functions φ : W → Rd and φ0 : W →
R such that f(x, ω) = 〈φ(ω), x〉 + φ0(ω) for all x and ω. Suppose also that the
mapping G is (−K)-convex and x∗ is a feasible point of the problem (C). Then:
1. λ∗ is a Lagrange multiplier of (C) at x∗ iff (x∗, λ∗) is a global saddle point
of the Lagrangian L(x, λ) = F (x) + 〈λ,G(x)〉, that is, for all x ∈ A and
λ ∈ K∗ one has L(x, λ∗) ≥ F (x∗) ≥ L(x∗, λ);
2. if a Lagrange multiplier of the problem (C) at x∗ exists, then x∗ is a globally
optimal solution of (C); conversely, if x∗ is a globally optimal solution of
the problem (C) and Slater’s condition 0 ∈ int{G(A)−K} holds true, then
there exists a Lagrange multiplier of (C) at x∗.
Theorem 4.3. Let x∗ be a feasible point of the problem (C). If
max
v∈∂F (x∗)
〈v, h〉 > 0 ∀h ∈ TA(x∗) \ {0} : DG(x∗)h ∈ TK
(
G(x∗)
)
, (64)
then the first order growth condition holds at x∗. Conversely, if the first order
growth condition and RCQ hold at x∗, then inequality (64) is valid.
Next we present several equivalent reformulations of necessary and sufficient
optimality conditions for the problem (C) from Theorems 4.1 and 4.3. Recall
that
N (x) = [DG(x)]∗(K∗∩span(G(x))⊥) = {i(λ◦DG(x)) | λ ∈ K∗, 〈λ,G(x)〉 = 0},
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where i is the natural isomorphism between (Rd)∗ and Rd. For any c ≥ 0 denote
by Φc(x) = F (x) + c dist(G(x),K) a penalty function for the problem (C). By
Lemma 2.7 this function is Hadamard subdifferentiable and for any x such that
G(x) ∈ K its Hadamard subdifferential has the form
∂Φc(x) = ∂F (x)
+ c
{
[DG(x)]∗y∗ ∈ Rd
∣∣∣ y∗ ∈ Y ∗, ‖y∗‖ ≤ 1, 〈y∗, y −G(x)〉 ≤ 0 ∀y ∈ K}.
Let us reformulate alternance optimality conditions in terms of the problem
(C). Let, as earlier, Z ⊂ Rd be any collection of d linearly independent vectors,
and η(x) and nA(x) be any sets such that N (x) = cone η(x) and NA(x) =
conenA(x).
Definition 4. Let p ∈ {1, . . . , d + 1} be given and x∗ be a feasible point of
the problem (C). One says that a p-point alternance exists at x∗, if there exist
k0 ∈ {1, . . . , p}, i0 ∈ {k0 + 1, . . . , p}, vectors
V1, . . . , Vk0 ∈
{
sign
(
f(x∗, ω)− ψ(ω)
)∇xf(x∗, ω) ∣∣∣ ω ∈W (x∗)}, (65)
Vk0+1, . . . , Vi0 ∈ η(x∗), Vi0+1, . . . , Vp ∈ nA(x∗), (66)
and vectors Vp+1, . . . , Vd+1 ∈ Z such that the dth-order determinants ∆s of
the matrices composed of the columns V1, . . . , Vs−1, Vs+1, . . . Vd+1 satisfy the
following conditions:
∆s 6= 0, s ∈ {1, . . . , p}, sign∆s = − sign∆s+1, s ∈ {1, . . . , p− 1},
∆s = 0, s ∈ {p+ 1, . . . d+ 1}.
Such collection of vectors {V1, . . . , Vp} is called a p-point alternance at x∗. Any
(d + 1)-point alternance is called complete. If the set in the right-hand side of
(65) is replaced by ∂F (x∗) and the sets η(x∗) and nA(x∗) in (66) are replaced
by N (x∗) and NA(x∗) respectively, then one says that a generalised p-point
alternance exists at x∗, and the corresponding collection of vectors {V1, . . . , Vp}
is called a generalised p-point alternance at x∗.
Finally, if x∗ is a feasible point of (C), then any collection of vectors V1, . . . , Vp
with p ∈ {1, . . . , d+ 1} satisfying (65), (66), and such that rank([V1, . . . , Vp]) =
rank([V1, . . . , Vi−1, Vi+1, . . . , Vp]) = p−1 for any i ∈ {1, . . . , p} is called a p-point
cadre for the problem (C) at x∗. It is easily seen that a collection V1, . . . , Vp
satisfying (65), (66) is a p-point cadre at x∗ iff rank([V1, . . . , Vp]) = p − 1 and∑p
i=1 βiVi = 0 for some βi 6= 0, i ∈ {1, . . . , p}. Any such {βi} are called cadre
multipliers.
Applying the main results of Sections 2.2 and 2.3 to problem (63) one ob-
tains the following six equivalent reformulations of necessary/sufficient optimal-
ity conditions for the cone constrained Chebyshev problem (C).
Theorem 4.4. Let x∗ be a feasible point of the problem (C). Then the following
statements are equivalent:
1. there exists a Lagrange multiplier of (C) at x∗;
2. there exists v ∈ ∂F (x∗) and λ∗ ∈ K∗ such that 〈λ∗, G(x∗)〉 = 0 and
〈v, h〉+ 〈λ∗, DG(x∗)h〉 ≥ 0 for all h ∈ TA(x∗);
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3. 0 ∈ ∂F (x∗) +N (x∗) +NA(x∗);
4. 0 ∈ ∂Φc(x∗) +NA(x∗);
5. a p-point alternance exists at x∗ for some p ∈ {1, . . . , d+ 1};
6. a p-point cadre with positive cadre multipliers exists at x∗ for some p ∈
{1, . . . , d+ 1}.
Theorem 4.5. Let x∗ be a feasible point of the problem (C). Then the following
statements are equivalent:
1. sufficient optimality condition (64) holds true at x∗;
2. 0 ∈ int(∂F (x∗) +N (x∗) +NA(x∗));
3. 0 ∈ int(∂Φc(x∗) +NA(x∗));
4. Φc satisfies the first order growth condition on A at x∗ for some c ≥ 0.
Moreover, all these conditions are satisfied, if a complete alternance exists at
x∗. In addition, if one of the following assumptions is valid
1. int ∂F (x∗) 6= ∅,
2. N (x∗) +NA(x∗) 6= Rd and either intN (x∗) 6= ∅ or intNA(x∗) 6= ∅,
3. NA(x∗) = {0} and there exists w ∈ riN (x∗)\{0} such that 0 ∈ ∂F (x∗)+w
(in particular, it is sufficient to suppose that 0 /∈ ∂F (x∗) or the cone N (x∗)
is pointed),
4. N (x∗) = {0} and there exists w ∈ riNA(x∗)\{0} such that 0 ∈ ∂F (x∗)+w,
then the four equivalent sufficient optimality conditions stated in this theorem
are satisfied iff a generalised complete alternance exists at x∗.
Remark 14. It should be noted that the Chebyshev problem (C) can be re-
duced to the minimax problem (P) in a different way. Namely, define F2(·) =
maxω∈W 0.5(f(·, ω)− ψ(ω))2 and consider the following cone constrained prob-
lem:
min F2(x) subject to G(x) ∈ K, x ∈ A. (67)
Note that W (x) = {ω ∈ W | F2(x) = 0.5(f(x, ω)− ψ(ω))2}. Furthermore, one
has F (x1) ≥ F (x2) for some x1 and x2 if and only if
|f(x1, ω∗)− ψ(ω∗)| ≥ |f(x2, ω)− ψ(ω)| ∀ω∗ ∈W (x1), ∀ω ∈W,
while this inequality is satisfied if and only if
1
2
(
f(x1, ω∗)− ψ(ω∗)
)2 ≥ 1
2
(
f(x2, ω)− ψ(ω)
) ∀ω∗ ∈W (x1), ∀ω ∈W,
or, equivalently, if and only if F2(x1) ≥ F2(x2). Therefore, x∗ is a locally/globally
optimal solution of the problem (C) iff x∗ is a locally/globally optimal solution
of problem (67). Moreover, it is easily seen that the function F2 is Hadamard
subdifferentiable, F ′2(x, h) = maxv∈∂F2(x)〈v, h〉 for all h ∈ Rd, where
∂F2(x) =
{
(f(x, ω)− ψ(ω))∇xf(x, ω)
∣∣ ω ∈W (x)},
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that is, F ′2(x, ·) = F (x)F ′(x, ·) and ∂F2(x) = F (x)∂F (x) for all x. Consequently,
λ∗ is a Lagrange multiplier of the problem (C) at a feasible point x∗ such that
F (x∗) 6= 0 iff F (x∗)λ∗ is a Lagrange multiplier of problem (67) at x∗. Therefore,
replacing ∂F (x∗) with F (x∗)∂F (x∗) in Theorems 4.1–4.5 one obtains equivalent
necessary/sufficient optimality conditions for the cone constrained Chebyshev
problem (C).
4.2 Second order optimality conditions
Let us finally formulate second order optimality conditions for the problem
(C). To this end, suppose that the mapping G is twice continuously Fre´chet
differentiable in a neighbourhood of a given point x∗, the function f(x, ω) is
twice differentiable in x in a neighbourhood O(x∗) of x∗ for any ω ∈ W , and
the function ∇2xxf(·) is continuous on O(x∗)×W .
Firstly, note that if for a feasible point x∗ one has F (x∗) = 0, then x∗ is a
globally optimal solution of the problem (C), since this function is nonnegative.
Therefore, below we suppose that the optimal value of the problem (C) is strictly
positive.
Let (x∗, λ∗) be a KKT-pair of the problem (C). Then by the second part of
Theorem 4.4 there exist v ∈ ∂F (x∗) and λ∗ ∈ K∗ such that 〈λ∗, G(x∗)〉 = 0 and
〈v, h〉+ 〈λ∗, DG(x∗)h〉 ≥ 0 for all h ∈ TA(x∗). Then by the definition of ∂F (x∗)
there exist k ∈ N, ωi ∈ W (x∗), and αi ≥ 0, i ∈ {1, . . . , k}, such that
v =
k∑
i=1
αi sign(f(x, ωi)− ψ(ωi))∇xf(x, ωi),
k∑
i=1
αi = 1.
Let α =
∑k
i=1 sign(f(x, ωi) − ψ(ωi))αiδ(ωi) be the discrete Radon measure on
W corresponding to αi and ωi. Then〈∫
W
∇xf(x, ω)dα(ω), h
〉
+ 〈λ∗, DG(x∗)h〉 ≥ 0 ∀h ∈ TA(x∗), |α|(W ) = 1,
where |α| = α+ + α− is the total variation of the measure α, while α+ and α−
are positive and negative variations of α respectively (see, e.g. [25]). Denote by
α(x∗, λ∗) the set of all Radon measures α ∈ rca(W ) satisfying the conditions
above and such that supp(α+) ⊆W+(x∗) := {ω ∈W (x∗) | f(x∗, ω)−ψ(ω) > 0}
and supp(α−) ⊆W−(x∗) := {ω ∈ W (x∗) | f(x∗, ω)−ψ(ω) < 0}. One can easily
verify that α(x∗, λ∗) is a convex, bounded and weak∗ closed (and, therefore,
weak∗ compact) set. Any measure α ∈ α(x∗, λ∗) is called a Danskin-Demyanov
multiplier corresponding to the KKT-pair (x∗, λ∗).
For any x ∈ Rd, λ ∈ Y ∗, and α ∈ rca(W ) denote by
L(x, λ, α) =
∫
W
f(x, ω)dα(ω) + 〈λ,G(x)〉
the integral Lagrangian for the problem (C). It is easily seen that α∗ is a Danskin-
Demyanov multiplier corresponding to (x∗, λ∗) if and only if |α∗|(W ) = 1,
supp(α±∗ ) ⊆W±(x∗), and 〈∇xL(x∗, λ∗, α∗), h〉 ≥ 0 for all h ∈ TA(x∗).
Applying the main results of Section 3 to problem (63) one gets the following
necessary/sufficient second order optimality conditions for the problem (C).
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Theorem 4.6. Let W = {1, . . . ,m}, f(x, i) = fi(x) for any i ∈ W , and x∗ ∈
intA be a locally optimal solution of the problem (C) such that RCQ holds true
at x∗. Then for any vector h from the critical cone
C(x∗) =
{
h ∈ TA(x∗)
∣∣∣ DG(x∗)h ∈ TK(G(x∗)), F ′(x∗, h) ≤ 0}
and for any convex set T (h) ⊆ T 2K(G(x∗), DG(x∗)h) one has
sup
λ∈Λ(x∗)
{
sup
α∈α(x∗,λ)
〈
h,∇2xxL(x∗, λ, α)h
〉 − σ(λ, T (h))} ≥ 0.
Furthermore, if Λ(x∗) = {λ∗}, then for any h ∈ C(x∗) one has
sup
α∈α(x∗,λ∗)
〈
h,∇2xxL(x∗, λ∗, α)
〉− σ(λ∗, T 2K(G(x∗), DG(x∗)h)) ≥ 0.
Theorem 4.7. Let x∗ ∈ intA be a feasible point of the problem (C) such that
Λ(x∗) 6= ∅ and for any h ∈ C(x∗)\{0} one can find λ ∈ Λ(x∗) and α ∈ α(x∗, λ∗)
such that 〈h,∇2xxL(x∗, λ, α)h〉 > 0. Then x∗ is a locally optimal solution of the
problem (C) at which the second order growth condition holds true.
Theorem 4.8. Let Y be a finite dimensional Hilbert space, the cone K be
second order regular, and (x∗, λ∗) be a KKT-pair of the problem (C) such that
the restriction of the function σ(λ∗, T 2K(G(x∗), ·)) to its effective domain is upper
semicontinuous. Suppose also that
sup
α∈α(x∗,λ∗)
〈
h,∇2xxL(x∗, λ∗, α)h
〉− σ(λ∗, T 2K(G(x∗), DG(x∗)h)) > 0
for all h ∈ C(x∗) \ {0}. Then x∗ is a locally optimal solution of the problem (C)
at which the second order growth condition holds true.
5 Conclusions
In this article we presented a unified theory of first and second order necessary
and sufficient optimality conditions for minimax and Chebyshev optimisation
problems with cone constraints, including such problems with equality and in-
equality constraints, problems with second order cone constraints, problems with
semidefinite constraints, as well as problems with semi-infinite constraints. We
analysed different, but equivalent forms of first order optimality conditions and
demonstrated how they can be reformulated in a more convenient way for partic-
ular classes of cone constrained minimax problems. These results can be utilised
to develop new methods for solving cone constrained minimax and Chebyshev
problems based on structural properties of optimal solutions (cf. such methods
for discrete minimax problems [12], problems of rational ℓ∞-approximation [1],
and synthesis of a rational filter [47]). A development of such methods is an
interesting topic of future research.
Acknowledgements
The author wishes to express his sincere gratitude to prof. V.N. Malozemov
and the late prof. V.F. Demyanov. Their research on minimax problems and
61
alternance optimality conditions, as well as inspiring lectures, were the main
source of inspiration for writing this article. In particular, the main results of
Section 2.3 are a natural continuation of their research on alternance optimality
conditions [17, 18].
References
[1] I. Barrodale, M. Powell, and F. Roberts. The differential correction algo-
rithm for rational ℓ∞-approximation. SIAM J. Numer. Anal., 9:493–504,
1972.
[2] H. H. Bauschke. Projection Algorithms and Monotone Operators. PhD the-
sis, Simon Fraser University, Department of Mathematics, Burnaby, British
Columbia, Canada, 1996.
[3] M. S. Bazaraa, H. D. Sherali, and C. M. Shetty. Nonlinear Programming:
Theory and Algorithms. John Wiley & Sons, Inc., New Jersey, 2006.
[4] J. F. Bonnans, R. Cominetti, and A. Shapiro. Sensitivity analysis of op-
timization problems under second order regular constraints. Math. Oper.
Res., 23:806–831, 1998.
[5] J. F. Bonnans, R. Cominetti, and A. Shapiro. Second order optimality
conditions based on parabolic second order tangent sets. SIAM J. Optim.,
9:466–492, 1999.
[6] J. F. Bonnans and H. Ramı´rez C. Perburation analysis of second-order
cone programming problems. Math. Program., 104:205–227, 2005.
[7] J. F. Bonnnans and A. Shapiro. Perturbation analysis of optimization
problems. Springer, New York, 2000.
[8] G. Caristi and M. Ferrara. Necessary conditions for nonsmooth multiobjec-
tive semi-infinite problems using Michel-Penot subdifferential. Decis. Econ.
Finance, 40:103–113, 2017.
[9] M.-T. Chao, Z.-X. Wang, Y.-M. Liang, and Q.-J. Hu. Quadratically con-
straint quadratical algorithm model for nonlinear minimax problems. Appl.
Math. Comput., 205:247–262, 2008.
[10] E. W. Cheney. Introduction to Approximation Theory. AMS Chelsea Pub-
lishing, Providence, Rhode Island, 1982.
[11] R. Cominetti. Metric regularity, tangent sets, and second-order optimality
conditions. Appl. Math. Optim., 21:265–287, 1990.
[12] A. R. Conn and Y. Li. A structure-exploiting algorithm for nonlinear
minimax problems. SIAM J. Optim., 2:242–263, 1992.
[13] V. A. Daugavet. Alternance properties of the solutions of non-linear min-
imax problems with non-linear constraints. USSR Comput. Math. Math.
Phys., 16:236–241, 1976.
62
[14] V. A. Daugavet and V. N. Malozemov. Alternance properties of solutions
of nonlinear minimax problems with nonconvex constraints. Soviet Math.
Dokl., 16:1474–1476, 1975.
[15] V. A. Daugavet and V. N. Malozemov. Nonlinear approximation problems.
In N. N. Moiseyev, editor, The state of the art of the operations research
theory, pages 336–363. Nauka, Moscow, 1979. [in Russian].
[16] V. A. Daugavet and V. N. Malozemov. Quadratic rate of convergence
of a linearization method for solving discrete minimax problems. USSR
Comput. Math. Math. Phys., 21:19–28, 1981.
[17] V. F. Demyanov and V. N. Malozemov. Alternance form of optimality con-
ditions in the finite-dimensional space. In V. F. Demyanov, P. M. Parda-
los, and M. Batsyn, editors, Constructive Nonsmooth Analysis and Related
Topics, pages 185–205. Springer, New York, 2014.
[18] V. F. Demyanov and V. N. Malozemov. Optimality conditions in terms of
alternance: two approaches. J. Optim. Theory Appl., 162:805–820, 2014.
[19] V. F. Demyanov and A. M. Rubinov. Constructive Nonsmooth Analysis.
Peter Lang, Frankfurt am Main, 1995.
[20] J. Descloux. De´ge´ne´rescence dans les approximations de Tschebyscheff
line´aires et discre`tes. Numerische Mathematik, 3:180–187, 1961.
[21] M. V. Dolgopolik. A unifying theory of exactness of linear penalty func-
tions. Optim., 65:1167–1202, 2016.
[22] M. V. Dolgopolik. Augmented Lagrangian functions for cone constrained
optimization: the existence of global saddle points and exact penalty prop-
erty. J. Glob. Optim., 71:237–296, 2018.
[23] M. V. Dolgopolik. A convergence analysis of the method of codifferential
descent. Comput. Optim. Appl., 71:879–913, 2018.
[24] N. Dunford and J. T. Schwartz. Linear Operators, Part 1: General Theory.
Interscience Publishers, New York, 1958.
[25] G. B. Folland. Real Analysis: Modern Techniques and Their Applications.
A Wiley-Interscience Publication, New York, 1984.
[26] M. Fukushima, Z.-Q. Luo, and P. Tseng. Smoothing functions for second-
order-cone complementarity problems. SIAM J. Optim., 12:436–460, 2001.
[27] N. A. Gadhi. Necessary optimality conditions for a nonsmooth semi-infinite
programming problem. J. Glob. Optim., 74:161–168, 2019.
[28] M. Golestani and S. Nobakhtian. Optimality conditions for nonsmooth
semidefinite programming via convexificators. Positivity, 19:221–236, 2015.
[29] S. He, X. Liu, and C. Wang. A nonlinear Lagrange algorithm for minimax
problems with general constraints. Numer. Funct. Anal. Optim., 37:680–
698, 2016.
63
[30] S. He and Y. Nie. A class of nonlinear Lagrangian algorithms for minimax
problems. J. Ind. Manag. Optim., 9:75–97, 2013.
[31] S. He and S. Zhou. A nonlinear augmented Lagrangian for constrained
minimax problems. Appl. Math. Comput., 218:4567–4579, 2011.
[32] N. J. Higham. Computing a nearest symmetric positive semidefinite matrix.
Linear Algebra Appl., 103:103–118, 1988.
[33] R. A. Horn and C. R. Johnson. Matrix Analysis. Cambridge University
Press, Cambridge, 1985.
[34] Q. Hu, Y. Chen, N. Chen, and X. Li. A modified SQP algorithm for
minimax problems. J. Math. Anal. Appl., 360:211–222, 2009.
[35] A. D. Ioffe and V. M. Tihomirov. Theory of Extremal Problems. North-
Holland, Amsterdam, 1979.
[36] J. Jian and M. Chao. A sequential quadratically constrained quadratic
programming method for unconstrained minimax problems. J. Math. Anal.
Appl., 362:34–45, 2010.
[37] J. Jian, X. Mo, L. Qiu, S. Yang, and F. Wang. Simple sequential quadrat-
ically constrained quadratic programming feasible algorithm with active
identification sets for constrained minimax problems. J. Optim. Theory
Appl., 160:158–188, 2014.
[38] J. Jian, R. Quan, and X. Zhang. Feasible generalized monotone line search
SQP algorithm for nonlinear minimax problems with inequality constraints.
J. Comput. Appl. Math., 205:406–429, 2007.
[39] N. Kanzi. Necessary optimality conditions for nonsmooth semi-infinite pro-
gramming problems. J. Glob. Optim., 49:713–725, 2011.
[40] N. Kanzi and S. Nobakhtian. Optimality conditions for non-smooth semi-
infinite programming. Optim., 59:717–727, 2010.
[41] H. Kawasaki. An envelope-like effect of infinitely many inequality constrains
on second-order necessary conditions for minimization problems. Math.
Program., 41:73–96, 1988.
[42] K. Madsen and H. Schjær-Jacobsen. Linearly constrained minimax opti-
mization. Math. Program., 14:208–223, 1978.
[43] M. M. Ma¨kela¨ and P. Neittaanma¨ki. Nonsmooth Optimization. Analysis
and Algorithms with Applications to Optimal Control. World Scientific
Publishing Co., Singapore, 1992.
[44] J. Malick. A dual approach to semidefinite least-squares problems. SIAM
J. Matrix Anal. Appl., 26:272–284, 2004.
[45] V. N. Malozemov. Alternance form of optimality conditions. In V. F. De-
myanov and V. N. Malozemov, editors,Questions of the Theory of Minimax
Problems and Software, pages 7–18. Izd. Leningrad Univ., Leningrad, 1977.
[in Russian].
64
[46] V. N. Malozemov and A. B. Pevnyi. Alternation properties of solutions of
nonlinear minimax problems. Soviet Math. Dokl., 14:1303–1306, 1973.
[47] V. N. Malozemov and G. Sh. Tamasyan. Synthesis of a rational filter in the
presence of complete alternance. Comput. Math. Math. Phys., 57:919–930,
2017.
[48] B. S. Mordukhovich and T. Nghia. Nonsmooth cone-constrained optimiza-
tion with applications to semi-infinite programming. Math. Oper. Res.,
39:301–324, 2014.
[49] E. Obasanjo, G. Tzallas-Regas, and B. Rustem. An interior-point algorithm
for nonlinear minimax problems. J. Optim. Theory Appl., 144:291–318,
2010.
[50] E. Polak. Optimization: Algorithms and Consistent Approximations.
Springer-Verlag, New York, 1997.
[51] J. R. Rice. The Approximation of Functions, vol. 2. Nonlinear and Mul-
tivariate Theory. Addison-Wesley Publishing Company, Reading, Mas-
sachusetts, 1969.
[52] S. M. Robinson. Stability theory for systems of inequalities. Part I: linear
systems. SIAM J. Numer. Anal., 12:754–769, 1975.
[53] S. M. Robinson. Stability theory for systems of inequalities, Part II: differ-
entiable nonlinear systems. SIAM J. Numer. Anal., 13:497–513, 1976.
[54] R. T. Rockafellar. Convex Analysis. Princeton University Press, Princeton,
1970.
[55] R. T. Rockafellar and R. J.-B. Wets. Variational Analysis. Springer-Verlag,
Berlin, Heidelberg, 1998.
[56] B. Rustem and Q. Nguyen. An algorithm for the inequality-constrained
discrete min-max problems. SIAM J. Optim., 8:265–283, 1998.
[57] B. Rustem, S. Zˇakovic´, and P. Parpas. An interior point algorithm for
continuous minimax: implementation and computation. Optim. Method
Softw., 23:911–928, 2008.
[58] A. Shapiro. First and second order analysis of nonlinear semidefinite pro-
grams. Math. Program., 77:301–320, 1997.
[59] A. Shapiro. Semi-infinite programming, duality, discretization and opti-
mality conditions. Optim., 58:133–161, 2009.
[60] A. Shapiro. Differentiability properties of metric projections onto convex
sets. J. Optim. Theory Appl., 169:953–964, 2016.
[61] A. Shapiro and J. Sun. Some properties of the augmented Lagrangian in
cone constrained optimization. Math. Oper. Res., 29:479–491, 2004.
[62] L. T. Tung. Karush-Kuhn-Tucker optimality conditions for nonsmooth
multiobjective semidefinite and semi-infinite programming. J. Appl. Nu-
mer. Optim., 1:63–75, 2019.
65
[63] Y. H. Yu and L. Gao. Nonmonotone line search algorithm for constrained
minimax problems. J. Optim. Theory Appl., 115:419–446, 2002.
[64] G. M. Zeigler. Lectures on Polytopes. Springer-Verlag, New York, 1995.
[65] W. Zhao and Y. Gao. Optimality conditions with quasidifferential for non-
smooth semidefinite programming. World J. Model. Simul., 2:247–254,
2006.
[66] X. Y. Zheng and X. Yang. Lagrange multipliers in nonsmooth semi-infinite
optimization problems. Math. Oper. Res., 32:168–181, 2007.
66
