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Simulation aux grandes e´chelles de l’injection de carburant liquide dans
les moteurs a` combustion interne
Re´sume´
Les objectifs ambitieux, fixe´s aux acteurs du secteur automobile par les pouvoirs publics, en matie`re
d’e´mission de polluants et de gaz a` effet de serre rendent aujourd’hui indispensable une compre´hension
plus fine de la combustion dans les moteurs. La simulation 3D aux grandes e´chelles (LES) repre´sente une
voie prometteuse pour re´pondre a` ces enjeux. Elle permet l’e´tude de phe´nome`nes transitoires complexes
inaccessibles avec des moyens expe´rimentaux ou des me´thodes de calcul traditionnelles de type RANS.
Ce travail de the`se est une premie`re e´tape vers la simulation LES de l’injection de carburant liquide dans
les moteurs a` piston. Il a consiste´ a` adapter le code de calcul aux particularite´s physiques de l’injec-
tion directe, technologie qui se ge´ne´ralise actuellement a` tous les types de moteurs a` piston. Dans un
premier temps, et afin de s’affranchir du calcul 3D complexe en sortie d’injecteur, une me´thodologie ori-
ginale, consistant a` initier le calcul en aval de l’injecteur, est propose´e et valide´e sur diffe´rents cas. Pour
la simulation 3D, l’approche Eule´rienne me´soscopique, a` laquelle est ajoute´ un mode`le d’interaction
particules-particules, est utilise´e pour simuler le spray. Les simulations ont e´te´ valide´es par comparaison
expe´rimentale dans des conditions proches de l’injection Diesel. De plus, une e´tude sur la dynamique
du spray a permis de mieux comprendre son e´volution et de de´gager des points communs avec un jet de
gaz turbulent. Des simulations comple´mentaires ont e´galement montre´ la pre´dictivite´ de la LES sur des
injections Diesel re´alistes. Enfin, un premier calcul moteur a` injection directe a e´te´ re´alise´ et a permis de
valider les de´veloppements re´alise´s dans le cadre de cette the`se.
Mots cle´s
Simulation aux grandes e´chelles, e´coulements diphasiques, mode´lisation Eule´rienne me´soscopique, In-
jection, Diesel, Spray
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Large Eddy Simulation of the liquid fuel injection in internal combustion
engines
Abstract
Car manufacturers are facing increasingly severe regulations on pollutant emissions and fuel consump-
tion. To respect these regulations, a better understanding of combustion processes is needed. Large Eddy
Simulation (LES) is becoming a promising tool for such issues as it allows the study of complex unsteady
phenomena which can not be analysed with RANS simulations or experiments.
The present work is a step towards the LES of liquid injection in piston engines. The numerical code has
been adapted to the specifications of Direct Injection which is more and more used in industry.
Firstly, in order to avoid the difficulties linked to the 3D simulation of cavitation, primary break-up and
turbulence in the near-nozzle region, an original methodology, based on an injector model, has been pro-
posed. The idea is to initiate the spray physics downstream to the injector exit.
Then LES 3D simulations of spray have been conducted using the Eulerian Mesoscopic approach exten-
ded to dense dispersed sprays by the addition of a particle-particle interactions model. The simulation re-
sults have been validated by comparison with experimental data in Diesel conditions with a low injection
pressure. Furthermore a study on the spray dynamics has permitted to better understand its development
and to find similarities with a turbulent gaseous jet. Additional simulations on realistic Diesel injection
conditions have shown the good predictivity of LES in such cases. Finally, a first simulation of a Direct
Injection Engine has been been carried out to assess the developments achieved in this work.
Keywords
Large Eddy Simulation, Two-Phase Flow, Mesoscopic Eulerian Formalism, Injection, Diesel, Spray
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Introduction
Contexte industriel
Les constructeurs automobiles sont actuellement confronte´s a` diverses difficulte´s. L’utilisation intensive
d’e´nergie fossile, notamment par les transports, a entraıˆne´ une rare´faction des ressources. Ces ressources,
non renouvelables et en quantite´ limite´e, verront leur prix augmenter si les modes de consommation
restent identiques. En plus de la rare´faction des ressources, l’utilisation des e´nergies fossiles conduit
par les processus de combustion a` l’e´missions de gaz polluants et de particules. Les autorite´s limitent
ces e´missions par des normes de plus en plus drastiques (par exemple Euro6 en 2014) ainsi que par
des proce´de´s de bonus/malus auxquels les constructeurs doivent s’adapter. Enfin, l’e´mergence d’une
conscience e´cologique citoyenne les encourage a` s’adapter a` leur cliente`le.
Ce type d’e´nergie pre´sente l’e´norme avantage d’eˆtre facilement transportable, en toute se´curite´, et posse`de
un haut niveau de de´gagement d’e´nergie pour un volume d’encombrement et une masse faibles. Ainsi
les moteurs a` combustion ont encore un bel avenir meˆme si l’arrive´e prochaine et massive de moteurs
e´lectriques dans le parc automobile ne fait aucun doute. Les avantages des moteurs a` combustion de-
vraient eˆtre combine´s aux avantages des moteurs e´lectriques pour satisfaire, dans un premier temps, les
contraintes e´cologiques et technologiques. La recherche sur la diminution des e´missions de polluants et
de la consommation des moteurs a` combustion interne reste donc d’actualite´.
Abaisser la consommation est donc devenu un enjeu industriel et commercial. Cet exercice se re´ve`le
toutefois tre`s de´licat puisque, alourdis par des syste`mes e´lectroniques embarque´s et des dispositifs de
confort et de se´curite´ de plus en plus nombreux, les ve´hicules actuels requie`rent une e´nergie croissante
pour avancer. De plus, les normes e´tant de plus en plus strictes, les temps de de´veloppement ainsi que
les couˆts associe´s de plus en plus faibles, on se rapproche d’une consommation physique minimale et le
gain possible en consommation s’amenuise.
L’injection directe, qui consiste a` injecter le carburant liquide directement dans la chambre de combus-
tion, entre dans le cadre des technologies primordiales et largement utilise´es, en Diesel et maintenant
en essence. Elle permet de diminuer consommation et polluants et repre´sente donc un axe de recherche
important. De nouvelles strate´gies de combustion e´mergent comme celles de type CAITM pour Controled
Auto Ignition (Duret and Lavy 2000; Jeuland et al. ; Knop et al. ) pour les moteurs essence et HCCI pour
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Homogeneous Charge Compression Ignition (Ryan and Callahan 1996; Lu et al. 2005) pour les moteurs
Diesel. Ces strate´gies repre´sentent des voies prometteuses. Elles ne´cessitent ne´anmoins un bon controˆle
et une bonne re´pe´tabilite´ de la combustion, ce qui est un exercice de´licat.
Le seul moyen d’abaisser la consommation et d’e´viter la formation de polluants est de comprendre
pre´cise´ment les me´canismes pre´ponde´rants qui influent sur la combustion. Les chercheurs disposent de
diffe´rents moyens pour y arriver. Les essais expe´rimentaux permettent une analyse ’in situ’ et s’ave`rent
dans la pratique indispensables. Ne´anmoins, le couˆt induit, en terme de temps et de mate´riels, limite leur
utilisation. Un constructeur ne peut plus se permettre de re´aliser d’innombrables essais, il n’en a plus le
temps et il n’en a plus les moyens. La simulation nume´rique intervient ainsi comme moyen additionnel
en tant qu’aide au design et a` la conception. Son domaine d’application tend a` s’e´tendre rapidement aux
nouvelles technologies moteur.
La simulation nume´rique intervient ainsi comme un outil additionnel et pre´dictif. Plusieurs niveaux de
simulation (0D, 1D et 3D) peuvent eˆtre utilise´s par l’inge´nieur suivant l’objectif recherche´ : dimension-
nement, calibration ou compre´hension.
La simulation nume´rique tridimensionnelle
L’augmentation des capacite´s de calcul a permis a` la simulation tri-dimensionnelle (3D) de de´montrer
son potentiel. Les efforts de recherche actuels se concentrent sur une ame´lioration de la pre´dictivite´ par
une meilleure prise en compte de la physique calcule´e tout en ayant un temps de calcul exploitable au
niveau industriel.
La simulation 3D en me´canique des fluides consiste a` calculer sur des points de discre´tisation de l’es-
pace, les e´quations de la me´canique des fluides re´actifs. Il est possible d’effectuer des calculs sur des
ge´ome´tries complexes en prenant en compte les re´actions chimiques. Une bonne pre´diction de la tur-
bulence dans la chambre de combustion est ne´cessaire pour une bonne pre´diction de la combustion, les
deux e´tant intimement lie´es. La principale difficulte´ de la simulation nume´rique dans les moteurs a` pis-
ton provient du couplage important entre divers phe´nome`nes physiques. Ainsi la turbulence, le spray
1, la combustion et l’acoustique sont intimement lie´s. De plus ces phe´nome`nes physiques interviennent
sur une large gamme d’e´chelles spatiales et temporelles. Ainsi, on peut citer quelques grandeurs ca-
racte´ristiques intervant dans les moteurs a` pistons (Heywood 1988) :
– Ale´sage du cylindre : 6 a` 10cm
– E´chelle inte´grale de la turbulence : 2 a` 10mm
– Diame`tre moyen des gouttes dans un spray : ≈ 30µm
– E´chelle de Kolmogorov de la turbulence : ≈ 10µm
1dans ce manuscrit, nous utiliserons le terme anglais ’spray’ pour de´signer le nuage de gouttes produit par l’injecteur. Le
terme anglais a e´te´ retenu car il est fortement utilise´ dans le milieu des inge´nieurs motoristes.
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Cette large gamme d’e´chelles impose un maillage tre`s important si l’on veut re´soudre tous les phe´nome`nes.
Ce type de maillage e´tant inaccessible a` l’heure actuelle, il est ne´cessaire de mode´liser une partie des
phe´nome`nes. Divers niveaux de mode´lisation existent. Il existe trois types principaux de simulation pour
les e´coulements turbulents, qui sont par ordre croissant de pre´dictivite´ et de temps de calcul :
– La simulation Reynolds Average Navier Stokes (RANS) (Launder and Spalding 1972) dans laquelle
on mode´lise toutes les e´chelles ou structures turbulentes. Les e´quations re´solues sont obtenues par
moyenne statistique des e´quations de Navier-Stokes. Cette approche est utilise´e comme outil courant
dans les applications moteur (Drake and Haworth 2007). Le proble`me de cette approche est qu’elle ne
fournit que des informations portant sur un cycle moteur ’moyen’ pour un point de fonctionnement
donne´ et ne permet pas d’analyser ou d’aborder de manie`re approfondie les variations cycliques. Le
principal inte´reˆt est un temps de calcul faible compare´ aux autres approches 3D, graˆce notamment aux
maillages ’grossiers’ utilise´s (maille de l’ordre du millime`tre). Les codes de calcul sont ge´ne´ralement
tre`s robustes et demandent un effort nume´rique plus faible que pour des approches LES ou DNS.
– La simulation aux Grandes E´chelles (LES pour Large Eddy Simulation) (Sagaut 2005) est une
mode´lisation a` statistique partielle ou` seuls les petits tourbillons sont traite´s statistiquement. Les grands
tourbillons qui de´pendent fortement de la ge´ome´trie sont re´solus alors que les petites e´chelles, qui ont
un caracte`re plus universel, sont mode´lise´es. Ce type de simulation requiert une puissance de calcul
supe´rieure aux me´thodes RANS. Le temps de calcul plus long s’explique par un maillage plus fin
(maille de l’ordre de la centaine de microns) et des sche´mas nume´riques d’ordre plus e´leve´. Aide´e par
des moyens de calculs croissants, la LES devient, a` l’heure actuelle, une voie envisageable pour le cal-
cul moteur. Elle permettra en outre de mieux analyser les variations cycles a` cycles (Ozdor et al. 1994).
On peut noter aussi une capacite´ a` mieux de´crire les rotations, les fortes anisotropies et redistributions,
les taux de de´formations importants contrairement aux mode`les RANS a` deux e´quations (Chassaing
2000). Toutes ces caracte´ristiques sont importantes dans les moteurs a` piston notamment autour des
soupapes, au niveau de l’impact de jet sur les parois ou pour les mouvements ae´rodynamiques de
rotation de type Swirl ou Tumble.
La LES est tre`s utilise´e dans les moteurs ae´ronautiques ainsi que dans les turbines a` gaz (Roux et al.
2005; Selle et al. 2006; James et al. 2006; Moin and Apte 2006; Schmitt et al. 2007) et se de´veloppe
fortement dans le cas des moteurs a` combustion interne (Moureau et al. 2004; Vermorel et al. 2007;
Richard et al. 2007).
– La simulation Nume´rique Directe (DNS pour Direct Numerical Simulation) dans laquelle toutes
les e´chelles de la turbulence sont re´solues. Ce type de simulation n’est pas utilise´ dans le domaine
industriel. Elle ne´cessite un temps de calcul prohibitif, et n’est utilise´e que sur de tre`s petits domaines
(de l’ordre ou infe´rieur au centime`tre) pour aider au de´veloppement et a` la validation de mode`les.
La simulation globale des e´coulements dans les moteurs a` piston passe par la mise en place de la si-
mulation de l’injection directe et ce d’autant plus que la compre´hension des phe´nome`nes physiques
conduisant a` un spray efficace en termes de combustion et de polluants est difficile. De plus, il existe
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diffe´rentes strate´gies d’injection qu’il est couˆteux de reproduire de manie`re expe´rimentale. La simula-
tion de l’injection directe repre´sente donc un axe d’investigation majeur.
Physique de l’injection directe Diesel
L’injection directe est une technique majeure largement utilise´e sur les moteurs Diesel et maintenant sur
les moteurs a` allumage commande´. Elle consiste a` mettre du carburant sous pression et a` le libe´rer dans
la chambre de combustion a` l’aide de l’ouverture de l’aiguille ou de la soupape de l’injecteur. Son roˆle
principal est de propulser un nuage de fines gouttes dans la chambre de combustion. Les gouttes doivent
eˆtre suffisament fines et bien re´parties pour que l’e´vaporation soit rapide et homoge`ne. Le but final e´tant
de limiter la consommation et les polluants.
Les injecteurs sur les moteurs Diesel sont dote´s de plusieurs trous (Fig. 1) et produisent des sprays de
type ’coˆnes pleins’ alors que les injecteurs sur les moteurs a` allumage commande´ n’ont qu’une seule
section de sortie et produisent un spray de type ’coˆne creux’.
(a) Vue e´clate´e de la chambre de combustion d’un mo-
teur Diesel injection directe multi-trous
(b) Visualisation de la combustion dans un moteur Die-
sel injection directe multi-trous
FIG. 1 – Combustion Diesel et vues de l’injection directe dans la chambre de combustion. Source :
auto-innovations.com
Les syste`mes d’injection directe repre´sentent un couˆt e´leve´ sur un moteur. Ce couˆt s’explique par des
limites technologiques sans cesse repousse´es. Des ordres de grandeur sont pre´sente´s ci-dessous dans le
cas d’une injection directe Diesel a` rampe commune et permettent de mieux appre´hender les conditions
d’injection :
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– Pression d’injection : ≈ 150 a` 200MPa
– Pression dans la chambre au moment de l’injection : 5 a`10MPa
– Diame`tre de sortie d’un injecteur : 100 a` 200µm
– Diame`tre moyen des gouttes dans un spray : ≈ 30µm
– Vitesse des ’gouttes’ en sortie d’injecteur : 400m.s−1 a` 600m.s−1
– Dure´e d’injection : ≈ 1−2ms
La physique du spray est tre`s complexe et fait intervenir une multitude de phe´nome`nes physiques (Siri-
gnano 1999). Selon la ge´ome´trie, des phe´nome`nes de cavitation peuvent apparaıˆtre dans l’injecteur. La
cavitation a une grande influence sur les caracte´ristiques du spray en sortie d’injecteur (Saliba et al. 2004)
et indirectement, plus en aval, sur la formation du me´lange (Blessing et al. 2003). D’apre`s Baumgarten
et al. (2001), son roˆle principal est d’apporter de l’e´nergie dont une partie servira pour l’atomisation.
FIG. 2 – Physique du spray en sortie d’injecteur
Dans la chambre de combustion, selon la ge´ome´trie de l’injecteur, la vitesse de sortie du carburant et le
milieu gazeux dans lequel on injecte, le jet de liquide s’atomise ( Fig. 2), se disperse, apporte de l’e´nergie
cine´tique turbulente au gaz et s’e´vapore. Diffe´rentes structures turbulentes se forment au sein du spray
(Dan et al. 1997). Ces structures re´partissent les gouttes dans l’espace selon leur diame`tre et vont donc
conditionner la distribution spatiale de vapeur. Deux types d’atomisation apparaissent. L’atomisation
primaire consiste en l’e´clatement du jet liquide en de nombreuses structures de grande e´chelle (ordre
du diame`tre du jet). Ce type d’atomisation se de´roule en sortie d’injecteur. Une partie de la commu-
naute´ scientifique conside`re actuellement que le jet liquide est comple`tement atomise´ a` une distance de
quelques diame`tres d’injecteur (Smallwood and Gulder 2000). Ce point de vue se base sur des mesures
re´centes par diagnostics laser (Gulder et al. 1992; Siebers 1998).
Le deuxie`me type d’atomisation est l’atomisation secondaire. Les gouttes les plus grosses se se´parent
en gouttes plus petites par interaction avec le gaz. Ce type d’atomisation peut se de´rouler dans une zone
proche de l’injecteur mais aussi dans le reste du spray. Une atomisation imparfaite peut entraıˆner une
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dispersion non uniforme des gouttelettes cre´ant des zones de concentration pre´fe´rentielle de vapeur. Ceci
a comme conse´quence une mauvaise combustion.
Le spray ne s’e´vapore pas instantane´ment a` la sortie de l’injecteur mais la longueur de pe´ne´tration du
liquide, c’est-a`-dire la distance maximale a` laquelle on peut observer des gouttes, est constante pour
une injection de longue dure´e. Au dela` de cette distance, la vapeur de carburant se me´lange avec l’air
environnant. La vapeur e´tant produite a` tre`s haute vitesse, le me´lange est fortement turbulent et posse`de
de fortes similitudes avec le me´lange dans un jet de gaz (Bruneaux 2002; Bruneaux 2005). Le me´lange
ainsi que le niveau d’e´nergie turbulente ont une influence d’ordre 1 sur la combustion et la formation de
polluants.
Simulation du spray
Simuler un spray dans un moteur a` piston est un de´fi pour les chercheurs. D’une part, le spray e´volue,
comme nous l’avons vu, dans un milieu aux conditions hostiles, il est donc tre`s difficile d’y effectuer des
mesures expe´rimentales pour valider des mode`les. D’autre part, les phe´nome`nes physiques sont nom-
breux et interviennent sur une large gamme d’e´chelles spatiales. La simulation comple`te de l’injection,
de la cavitation dans l’injecteur jusqu’a` la combustion est donc difficilement re´alisable.
La simulation de spray fait partie du domaine plus large de la simulation des e´coulements diphasiques
comprenant les suspensions, les e´coulements avec bulles ou se´diment ainsi que les e´coulements en milieu
poreux. Dans ce manuscrit, on ne s’inte´resse qu’au spray, c’est-a`-dire qu’a` l’e´coulement multiphasique
en sortie d’injecteur. Les deux seules phases conside´re´es sont la phase liquide comprenant la colonne
de liquide ainsi que les gouttes et la phase porteuse comprenant le gaz pre´sent dans la chambre de
combustion ainsi que le carburant e´vapore´. Le proble`me de la mode´lisation vient essentiellement de
la prise en compte de l’interface et des e´changes a` l’interface. Ces interfaces sont des discontinuite´s de
proprie´te´s physiques. Elles peuvent eˆtre de forme complexes et e´voluent au cours du temps. Leur nombre
peut eˆtre e´galement tre`s important. Si l’on veut re´soudre localement toutes ces interfaces et pre´voir leur
mouvement, le temps de calcul, pour un spray par exemple, est comple`tement prohibitif. Pour contourner
ces difficulte´s, l’ide´e est donc d’observer l’e´volution des deux phases de manie`re macroscopique sans
s’attacher a` de´tailler chaque inclusion. Une synthe`se de´taille´e des mode`les disponibles est fournie par
(Crowe et al. 1996). Pour la simulation de spray, la phase porteuse (le gaz) est de´crite par les e´quations de
Navier-Stokes et le formalisme est Eule´rien. Pour la phase liquide, les gouttes, ou les ligaments, peuvent
eˆtre mode´lise´s par diffe´rentes approches. Deux grandes familles existent :
– L’approche Lagrangienne est l’approche la plus intuitive puisqu’elle consiste a` repre´senter le spray par
un ensemble de particules, a` suivre chaque particule dans son mouvement et a` pre´dire sa dynamique
par un bilan de force (Maxey and Riley 1983). Lorsque le nombre de particules est trop important, les
particules de meˆmes proprie´te´s (taille, vitesse et tempe´rature) sont rassemble´es dans des groupes. Ces
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groupes nume´riques sont transporte´s et couple´s avec la phase porteuse. L’effet de la turbulence sur les
particules est pris en compte par des approches stochastiques (Dukowicz 1980). Depuis les travaux
de Dukowicz 1980, de nombreuses ame´liorations ont e´te´ apporte´es pour mieux mode´liser la physique
du spray. Ces travaux concernent l’atomisation primaire (Reitz and Bracco 1982), les collisions et
la coalescence (O’Rourke 1981) ainsi que l’atomisation secondaire (Reitz and Diwakar 1986). La
principale difficulte´ de l’approche Lagrangienne pour la simulation de spray est le nombre important
de particules a` transporter pour avoir un bon niveau de re´solution statistique. Ce grand nombre de
particules entraıˆne un temps de calcul tre`s long, ce qui est d’autant plus crucial que les me´thodes
Lagrangiennes ne sont pas facilement paralle´lisables. De plus, le calcul des termes d’e´changes entre
phases n’est pas toujours e´vident du fait de la re´partition diffe´rente de ces termes dans chaque phase
(point/volume). Comme le soulignent (Abraham 1997; Iyer and Abraham 1997), un maillage tre`s fin
est ne´cessaire en sortie d’injecteur pour bien reproduire la physique du cisaillement et du me´lange
air/carburant. Ce maillage tre`s fin entraıˆne des fractions volumiques de liquide proches de 1 a` la sortie
de l’injecteur, ce que l’approche Lagrangienne ne permet pas. De plus les maillages tre`s fins imposent
un nombre important de particules ce qui alourdit d’autant le temps et la me´moire de calcul. Cette
approche est ne´anmoins la plus couramment utilise´e dans la simulation d’injection directe (Iyer and
Abraham 1997; Iyer and Abraham 1998) car elle minimise l’effort de mode´lisation des phe´nome`nes
physiques.
– L’approche Eule´rienne consiste a` observer l’e´volution des proprie´te´s du fluide a` un endroit donne´, par
exemple sur un volume de controˆle du maillage. L’approche appele´e “Eule´rienne bi-fluide” consiste
a` appliquer des e´quations de conservation sur la phase liquide comme si elle e´tait continue et ne
prend donc pas en compte les gouttes dans leur individualite´. Elle est a priori plus apte au calcul des
e´coulements fortement charge´s en liquide. C’est l’approche adopte´e dans ce travail. Pour obtenir les
e´quations Eule´riennes (bi-fluide) de la phase liquide, diverses me´thodes existent (Ishii 1975; Simonin
1996; Drew and Passman 1999). On peut citer les me´thodes de moyenne volumique (Gray and Lee
1977; Drew 1983) qui consistent a` moyenner les deux phases conside´re´es comme continues dans un
volume de controˆle. On peut citer e´galement les approches de moyenne d’ensemble pour lesquelles
les proprie´te´s statistiques de la phase disperse´e sont de´crites par des fonctions densite´ de probabilite´
(fdp) puis de´rive´es pour obtenir des e´quations de conservation pour des variables continues. Cette ap-
proche repose sur la forte analogie entre le mouvement ale´atoire des gouttes dans un champ turbulent
et le mouvement d’agitation thermique des mole´cules de gaz de´crit par la the´orie cine´tique des gaz.
Des de´tails de cette approche peuvent eˆtre trouve´s dans (Simonin 1996; Fevrier et al. 2005; Kaufmann
et al. 2006). C’est l’approche utilise´e dans le cadre de cette the`se. Ces deux approches Eule´riennes se-
ront pre´sente´es dans ce manuscrit en partie 1. Il existe e´galement des approches de type “Eule´riennes
multi-fluides”, ou sectionnelles, qui consistent a` diviser un brouillard de gouttes en diffe´rentes sec-
tions, conside´re´es chacune comme un fluide. Une section correspond a` un ensemble de gouttes dont la
taille varie dans un intervalle. Chaque section est traite´e par un syste`me d’e´quations de conservation,
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tout comme pour une approche Eule´rienne classique, avec des termes additionnels d’e´changes entre
sections (Greenberg et al. 1993; Laurent and Massot 2001; Laurent 2002; Laurent et al. 2004; Laurent
2006; Massot 2007). L’approche sectionnelle permet de prendre en compte une dispersion en taille
et de ge´rer des phe´nome`nes de´pendant de la taille des gouttes comme la coalescence. Le principal
proble`me est le nombre de sections qui peut eˆtre contraignant en temps de calcul pour une application
industrielle. Une e´volution de ces travaux est propose´e par (Dufour and Villedieu 2005; Dufour 2005)
qui combinent les ide´es des me´thodes de moments avec une approche sectionnelle pour obtenir un
mode`le multi-fluide ne´cessitant moins de sections.
Les me´thodes multi-fluides ont e´te´ e´value´es dans le cadre de la the`se de Ste´phane de Chaisemartin a`
l’EM2C (de Chaisemartin et al. 2009a; de Chaisemartin 2009; de Chaisemartin et al. 2009; de Chai-
semartin et al. 2009b; Fre´ret et al. 2009).
Les approches de type “me´thodes des moments” (par exemple la DQMOM pour Direct Quadrature
Method of Moments) (Marchisio and Fox 2005) consistent a` suivre l’e´volution d’une distribution a`
travers ses diffe´rents moments. Les me´thodes de type QMOM utilisent des formules de quadratures
pour approcher des termes de type inte´gral non ferme´s issus de la me´thode des moments. Chaque
quadrature est de´finie par un ensemble abscisse (la taille) et poids (taux de pre´sence). La me´thode
DQMOM permet de suivre les abscisses et les poids au cours de la simulation et ainsi reconstruire
les moments. Ces approches Eule´riennes repre´sentent divers degre´s de complexite´ selon que l’on veut
simuler les effets de polydispersion et/ou de croisements de gouttes. Les dernie`res e´volutions ont e´te´
re´alise´es dans le contexte de la the`se de Damien Kah (EM2C/IFP) en lien avec les travaux de R.O. Fox
(Kah et al. 2009; Kah 2009).
Dans le cadre de cette the`se, nous nous limiterons au cas de sprays monodisperses2 et l’approche bi-
fluide a e´te´ choisie, d’une part parce que les approches multi-fluide et DQMOM sont toujours en cours
de de´veloppement pour le calcul 3D turbulent et d’autre part parce que leur temps de calcul est a priori
tre`s long.
– Afin de combiner les avantages des approches Lagrangiennes et Eule´riennes, des me´thodes hybrides
Euler-Lagrange existent, par exemple le mode`le Eulerian-Lagrangian Spray Atomization (ELSA) (De-
moulin et al. 2007; Lebas et al. 2009) qui utilise un mode`le de type Eule´rien pour l’atomisation pri-
maire (avec un mode`le de me´lange) puis un mode`le Lagrangien pour le transport des gouttes.
Pour l’application aux sprays Diesel dans des conditions d’injection re´alistes, les approches Lagran-
giennes sont beaucoup plus utilise´es que l’approche Eule´rienne bi-fluide (ou multi-fluides). Les travaux
les plus re´cents en spray Diesel avec la formulation bi-fluide (Truchot 2005; Iyer and Abraham 2005;
Vessiller 2008) utilisent la simulation RANS. La simulation LES de sprays Diesel est encore plus re´cente
et, tout comme pour la simulation RANS, la majorite´ des travaux utilisent des approches Lagrangiennes
(Kosaka and Kimura 2006; Hori et al. 2006) mais une forte de´pendance au maillage est observe´e et
les me´thodes nume´riques ne sont pas adapte´es a` la LES. Une synthe`se des travaux sur la simulation
2la notion de monodispersion sera pre´sente´e ulte´rieurement
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LES de sprays, ses enjeux et ses difficulte´es, est propose´e par (Bellan 2000) pour des configurations
acade´miques. Son constat est qu’il existe peu d’e´tudes LES 3D de spray traitant des proble`mes d’aniso-
tropie, d’inhomoge´ne´ite´ ou de mode´lisation de sous-maille.
Ainsi, le travail effectue´ dans cette the`se est, a` notre connaissance, le premier consacre´ a` des simulations
LES Eule´riennes dans des conditions d’injection re´alistes.
Objectifs de the`se et organisation du manuscrit
Cette the`se s’inscrit dans le cadre d’un programme, mis en place a` l’IFP, de de´veloppement de la simu-
lation aux grandes e´chelles (LES) pour les moteurs a` piston avec le code de calcul AVBP 3. Des travaux
ante´rieurs a` cette the`se ont de´ja` permis d’adapter le code de calcul AVBP a` la simulation des e´coulements
re´actifs dans les moteurs automobiles :
– Moureau (2004) a de´veloppe´ les mode`les nume´riques LES pour le contexte moteur ;
– Richard (2005) a propose´ un nouveau mode`le de combustion pre´me´lange´e adapte´e a` la LES ;
– Galpin (2007) a travaille´ sur la prise en compte de la cine´tique chimique de´taille´e afin de mieux pre´dire
l’auto-inflammation et les polluants (mode`le PCM-FPI) ;
– Citons e´galement les travaux de Michel (2008) qui ont en partie porte´ sur une premie`re approche en
combustion non pre´me´lange´e en LES.
Une e´tape importante pour la simulation LES des moteurs a` piston concerne la prise en compte des
e´coulements diphasiques, objet de cette the`se. Des travaux ont de´ja` e´te´ effectue´s pour la simulation des
e´coulements diphasiques avec le code AVBP par Boileau et al. (2008), Kaufmann (2004), Mossa (2005),
Pascaud (2006) et Riber (2007) au CERFACS. Ces travaux e´taient axe´s sur l’application aux moteurs
ae´ronautiques, caracte´rise´e par :
– Une injection qui n’e´volue pas en temps ;
– Une faible vitesse d’injection ;
– Une faible fraction volumique de liquide (hypothe`se d’e´coulements dilue´s) ;
– Une faible interaction des gouttes avec les parois.
Dans les moteurs a` piston, l’e´coulement diphasique est caracte´rise´ par :
– Une injection s’e´talant sur une dure´e limite´e du cycle moteur ;
– Des vitesses d’injection pouvant atteindre plusieurs centaines de me`tres par seconde ;
– Une fraction volumique de liquide tre`s e´leve´e (proche de 1) en zone proche injecteur ;
– Des interactions gouttes-gouttes ;
– Des interactions des gouttes avec les parois.
Il est donc ne´cessaire d’adapter les me´thodes nume´riques et la mode´lisation d’AVBP diphasique aux
principaux phe´nome`nes physiques caracte´ristiques de l’injection directe, en particulier dans les moteurs
3AVBP est un code de calcul LES code´veloppe´ par l’IFP et le CERFACS. C’est le code utilise´ dans cette the`se
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Diesel. On se limite ne´anmoins ici a` l’e´tude de sprays monodisperses sans interaction avec les parois afin
de limiter la complexite´ du proble`me. Les effets de polydispersion et de croisement de gouttes seront
traite´s ulte´rieurement. L’objectif final est d’offrir les bases de la me´thodologie pour la simulation LES
dans un moteur a` injection directe.
Les diffe´rents points cite´s plus haut sont donc repris dans ce manuscrit selon l’organisation de´crite ci-
dessous :
– Partie I. La simulation de sprays dans les moteurs automobile ne´cessite de remettre en question les
e´quations d’AVBP que l’on notera ’e´quations standards’. Ainsi, en premie`re partie de ce manuscrit,
un e´tat des lieux est fait sur les e´quations en e´coulements ’denses’, c’est-a`-dire fortement charge´s
en liquide. Le but de cette partie est d’obtenir les e´quations bi-fluides en milieu dense par approche
volumique ( chapitre 1) ou par approche statistique ( chapitre 2). Les diffe´rentes approches seront
ensuite compare´es (chapitre 3) et discute´es dans le cadre de l’injection directe. Meˆme si l’approche
volumique n’est pas l’approche privile´gie´e a` l’origine pour l’e´tablissement des e´quations d’AVBP , elle
permet ne´anmoins d’offrir un point de comparaison inte´ressant et de comprendre la proble´matique
du filtrage. Les hypothe`ses utilise´es pour le filtrage volumique sont notamment tre`s diffe´rentes des
hypothe`ses utilise´es pour l’approche statistique.
– Partie II. La deuxie`me partie concerne les adaptations de la mode´lisation physique et des me´thodes
nume´riques pre´conise´es pour simuler les sprays Diesel. Il s’agit principalement de prendre en compte
les interactions gouttes-gouttes et de mettre en place de nouveaux outils nume´riques pour re´aliser
un calcul moteur ainsi que pour ame´liorer la robustesse et la pre´cision du code de calcul. Afin de
s’affranchir des proble`mes de mode´lisation de l’atomisation primaire, de re´solution du cisaillement et
des difficulte´s nume´riques associe´s au calcul de la zone proche injecteur, une me´thodologie originale
est propose´e au chapitre 6 pour de´marrer le calcul en aval de cette zone proche injecteur. Pour ce faire,
une condition limite prenant en compte la physique a` la fois dans l’injecteur et a` sa sortie, appele´e
DITurBC a e´te´ cre´e´e.
– Partie III. La troisie`me partie concerne la validation du code AVBP et des de´veloppements des parties
I et II par la simulation du spray en condition quasi-stationnaire sur un cas d’injection basse pression
(Chaves et al. 2004). Le principal inte´reˆt est de faire une premie`re validation de la dynamique du spray
en s’affranchissant des phe´nome`nes transitoires. Les caracte´ristiques du spray sont analyse´es apre`s
que le jet est pleinement e´tabli. Les proprie´te´s transitoires associe´es a` la fois a` la leve´e de l’aiguille
et a` la de´stabilisation du spray en jet turbulent ne sont pas traite´es ici. De plus, le comportement du
mode`le dans le cas d’une injection re´aliste, pour laquelle la pression d’injection peut eˆtre dix fois plus
e´leve´e, doit eˆtre encore valide´.
– Partie IV. C’est l’objet de la dernie`re partie ou` les re´sultats de simulation sont compare´s a` des mesures
faites en chambres pressurise´es pour diffe´rentes pressions d’injection. Une e´tude de sensibilite´ sur les
parame`tres importants de la condition limite d’injection DITurBC est e´galement pre´sente´e. Pour aller
plus loin dans la compre´hension des phe´nome`nes de de´stabilisation des spray, les premiers instants de
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l’injection sont e´tudie´s a` travers l’e´volution des structures turbulentes et des champs de basse pression.
Enfin, le chapitre (8) est consacre´ au premier calcul sur moteur a` injection directe. L’objectif principal
est de de´montrer la faisabilite´ d’un calcul moteur a` injection directe avec toutes les modifications
apporte´es au code AVBP et ainsi de de´celer les difficulte´s et faiblesses potentielles. Cette premie`re
simulation d’un cas moteur permet e´galement d’e´valuer la facilite´ de mise en œuvre de la condition
limite de´cale´e DITurBC pre´sente´e au chapitre 6.
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Les diffe´rents re´sultats et apports de cette the`se sont finalement re´sume´s dans le chapitre de conclusion.
Les perspectives et le travail restant a` accomplir sont e´galement discute´s.
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Premie`re partie
Mode´lisation bi-fluide
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Les me´thodes multi-fluides ainsi que les me´thodes de quadrature de moments sont encore en de´veloppement
et posent a` la fois des proble`mes de temps de calcul trop longs pour des applications industrielles et des
proble`mes de fermeture et d’implantation dans un code de calcul 3D en ge´ome´trie complexe. Devant ces
limitations et le besoin de converger rapidement vers une me´thode de calcul de spray Diesel en configu-
ration industrielle, une approche bi-fluides est utilise´e dans le cadre de cette the`se. Parmi les approches
bi-fluides, de nombreux types de mode´lisations existent (Ishii 1975; Gray and Lee 1977; Drew 1983;
Drew and Passman 1999). Les moyennes temporelles, a` partir d’e´quations de Navier-Stokes pour cha-
cune des phases, sont e´carte´es d’emble´e pour la simulation LES. On se concentre dans cette partie sur la
de´rivation des e´quations eule´riennes par :
– approche volumique des e´quations de Navier-Stokes ;
– approche statistique, par analogie avec la the´orie cine´tique des gaz.
La mode´lisation de la phase liquide dans le code AVBP repose sur une approche statistique a` partir de
fonctions densite´ de probabilite´ de´veloppe´e dans le cadre d’e´coulement diphasiques disperse´s et forte-
ment dilue´s (Kaufmann 2004) pour l’application aux moteurs ae´ronautiques. Les fractions volumiques
du liquide sont donc tre`s faibles (infe´rieures a` 10−4), les gouttes n’inte´ragissent pas entre elles et leur
influence sur le gaz est ne´gligeable. Ces conditions sont tre`s diffe´rentes des conditions observe´es en in-
jection directe ou` les fractions volumiques de liquide peuvent atteindre l’unite´. La simulation de sprays
dans les moteurs automobiles ne´cessite donc de remettre en question les e´quations d’AVBP que l’on
notera ’e´quations standards’.
Les e´quations diphasiques bi-fluides en milieu dense sont obtenues d’abord par approche volumique
( chapitre 1) puis par approche statistique ( chapitre 2). Les deux approches sont ensuite compare´es
(chapitre 3) et discute´es dans le cas de l’injection directe.
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Chapitre 1
Approche volumique
L’approche volumique a e´te´ utilise´ a` l’origine pour les milieux poreux par Whitaker (1966). La me´thode
est pre´sente´e pour des milieux diphasiques avec changement de phase dans (Whitaker 1999). Cette
me´thode est ge´ne´ralement utilise´e pour des simulations RANS mais son utilisation dans le cas de la
simulation LES de sprays turbulents est propose´e et discute´e par Sirignano (2005).
L’approche volumique est inte´ressante pour la simulation LES de spray puisqu’elle se rapproche de la
notion de filtre spatial utilise´ en LES. Elle consiste a` appliquer les e´quations de Navier-Stokes a` chaque
phase par l’interme´diaire d’une fonction indicatrice de phase. Ces e´quations sont ensuite moyenne´es au
sens du volume sur un volume de controˆle. La principale difficulte´ dans ce type d’approche est de prendre
en compte correctement les e´changes a` l’interface gaz/liquide et notamment le mouvement fluctuant.
1.1 De´finitions
On conside`re un milieu diphasique et on e´crit les e´quations de Navier-Stokes pour un e´le´ment fluide sans
indiquer dans quelle phase on se trouve.
On note :
– ρ la masse volumique du fluide ;
– ui la vitesse projete´e sur l’axe i ;
– σi, j la composante (i, j) du tenseur des contraintes ;
– τi, j le tenseur des contraintes visqueuses ;
– yφ la fraction massique de l’espe`ce φ ;
– q j la projection suivant l’axe j du flux mole´culaire de chaleur ;
– Dφ le coefficient de diffusion de l’espe`ce φ ;
– p la pression ;
– h l’enthalpie ;
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– et l’e´nergie totale non chimique, qui est la somme de l’e´nergie cine´tique et de l’e´nergie sensible.
Les e´quations de conservation de Navier-Stokes pour un fluide compressible multi-espe`ces sont (Poinsot
and Veynante 2005) :
Conservation de la masse :
∂
∂t
ρ+
∂
∂x j
(ρu j) = 0 (1.1)
Conservation des espe`ces :
∂
∂t
ρyφ+
∂
∂x j
(ρu jyφ) =
∂
∂x j
(
ρDφ
∂
∂x j
yφ
)
(1.2)
Conservation de la quantite´ de mouvement :
∂
∂t
(ρui)+
∂
∂x j
(ρuiu j) =
∂
∂x j
σi j (1.3)
Conservation de l’enthalpie :
∂
∂t
ρh+
∂
∂x j
(ρu jh) =− ∂∂x j q j+
d
dt
p+ τi, j
∂
∂x j
ui
(1.4)
Conservation de l’e´nergie totale :
∂
∂t
ρet +
∂
∂x j
(ρu jet) =− ∂∂x j (pu j)−
∂
∂x j
q j
+
∂
∂x j
(τi, jui) (1.5)
Pour un milieur diphasique, le syste`me d’e´quations doit eˆtre comple´te´ par la fonction indicatrice de phase
χk de´finie par :
• χk = 1 , dans la phase k
• χk = 0 , ailleurs
Elle est re´gie par une e´quation de transport (Eq. 1.6) (Gray and Lee 1977; Whitaker 1985; Whitaker
1999) :
∂
∂t
χk+Vj
∂
∂x j
χk = 0 (1.6)
ou` Vj est la vitesse de l’interface. La fonction indicatrice de phase posse`de les proprie´te´s suivantes :
∂
∂x j
χk =−nk, jδk,I donc ∂∂t χk =Vjnk, jδk,I (1.7)
ou` nk, j repre´sente la normale sortante de la phase k projete´e sur l’axe normalise´ de direction j et δk,I
repre´sente la fonction de Dirac sur l’interface du coˆte´ de la phase k.
Les e´quations pour chaque phase sont ensuite obtenues en appliquant un ope´rateur volumique aux
Eq. (1.1) a` Eq. (1.5) multiplie´es par la fonction indicatrice.
Cet ope´rateur correspond a` l’application d’un filtre spatial note´ <>, base´ sur la moyenne sur un volume
fictif de controˆle Ω.
Cet ope´rateur commute avec les ope´rateurs de de´rivation :
<
∂ f
∂t
> =
∂< f >
∂t
(1.8)
<
∂ f
∂x
> =
∂< f >
∂x
(1.9)
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Cet ope´rateur correspond a` l’application d’un filtre spatial note´ <>, base´ sur la moyenne sur un volume
fictif de controˆle Ω.
Ainsi, la fraction volumique αk de la phase k est de´finie par :
αk ≡ < χk >= 1Ω
Z
Ω
χkdΩ (1.10)
On obtient la fraction massique αkρk :
αkρk ≡ < χkρ>= 1Ω
Z
Ω
χkρdΩ (1.11)
On note F¯k la valeur filtre´e de toute grandeur f associe´e a` la phase k :
αkF¯k ≡ < χk f >= 1Ω
Z
Ω
χk f dΩ (1.12)
La fluctutation, note´e f ′, est de´finie par f ′χk = χk( f − F¯k) et < f ′χk >= 0.
On note Fk la valeur filtre´e ponde´re´e par la masse, de toute grandeur f associe´e a` la phase k. Fk est donc
une moyenne de Favre pour la phase k et s’e´crit :
Fk ≡ < χkρ f >
< χkρ>
=
< χkρ f >
αkρk
(1.13)
La fluctuation par rapport a` Fk note´e f ′′ de toute grandeur f est de´finie par f ′′χk = χk( f − Fk) et
(< f ′′ρχk >) = 0.
Ainsi pour toutes grandeurs f1, f2, on peut e´crire :
χk f1 = Fk,1χk+ f ′′1 χk (1.14)
χk f2 = Fk,2χk+ f ′′2 χk (1.15)
En multipliant Eq. (1.14) par Eq. (1.15) on obtient :
χk f1χk f2 =
(
Fk,1χk+ f ′′1 χk
)(
Fk,2χk+ f ′′2 χk
)
(1.16)
χk f1 f2 = Fk,1Fk,2χk+Fk,2 f ′′1 χk+Fk,1 f
′′
2 χk+ f
′′
1 f
′′
2 χk (1.17)
Soit en appliquant le filtre volumique ponde´re´ par la masse :
< χkρ f1 f2 > = < Fk,1Fk,2ρχk >+< Fk,2 f ′′1 ρχk >︸ ︷︷ ︸
=0
+< Fk,1 f ′′2 ρχk >︸ ︷︷ ︸
=0
+< f ′′1 f
′′
2 ρχk >
(1.18)
On en de´duit la relation Eq. (1.19), pour toutes grandeurs f1, f2, qui sera largement utilise´e par la suite :
< χkρ f1 f2 > = Fk,1Fk,2ρkαk+< f ′′1 f
′′
2 ρχk > (1.19)
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1.2 Me´thode de de´rivation
Afin d’obtenir les e´quations eule´riennes diphasiques moyenne´es a` partir des e´quations de Navier-Stokes
monophasiques, la me´thode consiste a` :
• multiplier chaque e´quation monophasique par χk ;
• appliquer le filtre volumique ;
• utiliser les relations de commutation ;
• mode´liser les termes non ferme´s.
On e´crit l’e´quation ge´ne´rale (Eq. 1.20) de conservation de toute grandeur physique ψ transporte´e a` la
vitesse u j et dans laquelle si, j de´signe les composantes (i, j) d’un tenseur :
∂
∂t
ρψ+
∂
∂x j
ρψu j =
∂
∂x j
si j (1.20)
En suivant la me´thodologie pre´ce´dente, on obtient :
χk
∂
∂t
ρψ+χk
∂
∂x j
ρψu j = χk
∂
∂x j
si j (1.21)
∂
∂t
χkρψ+
∂
∂x j
χkρψu j = ρψ
∂
∂t
χk+ρψu j
∂
∂x j
χk+
∂
∂x j
χksi j− si j ∂∂x j χk (1.22)
<
∂
∂t
χkρψ>+<
∂
∂x j
χkρψu j > = < ρψ(u j−Vj) ∂χk∂x j >−< si, j
∂χk
∂x j
>+<
∂χksi j
∂x j
> (1.23)
∂
∂t
< χkρψ>+
∂
∂x j
< χkρψu j > = < (si, j−ρψ(u j−Vj))nk, jδk,I >+ ∂∂x j < χksi j > (1.24)
∂
∂t
αkρkΨk+
∂
∂x j
αkρkΨkUk, j =
∂
∂x j
αkS¯k,i j+< (si, j−ρψ(u j−Vj))nk, jδk,I >︸ ︷︷ ︸
E´change de ρψ et de si, j a` l’interface
− < ∂
∂x j
χkρψ′′i u
′′
j >︸ ︷︷ ︸
Fluctuation intra-volumique ou sous-maille
(1.25)
1.3 E´quation de continuite´
A partir de l’e´quation (1.1) et en utilisant la me´thode de´crite en section (1.2) avec ψ = 1 et si, j = 0, on
obtient l’e´quation de continuite´ de la phase k :
∂
∂t
αkρk+
∂
∂x j
αkρkUk, j = Γk (1.26)
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1.4 E´quation de quantite´ de mouvement
Le terme d’e´change massique de la phase k est note´ Γk =<−ρ(u j−Vj)nk, jδk,I >.
L’e´quation de continuite´ pour la phase k ne fait donc pas intervenir de terme de fluctuations de sous-
maille, seul le terme d’e´change massique a` l’interface est a` mode´liser.
1.4 E´quation de quantite´ de mouvement
A partir de l’e´quation (1.3) et en utilisant la me´thode de´crite en section (1.2) avec ψ= ui et si, j = σi j, et
en notant σi j =−pδi, j+τi j et Σ¯k,i j =< χkσi j >=−P¯kδi, j+ T¯k,i j ou` P¯k =< χkp> et T¯k,i j =< χkτi j >, on
obtient :
∂
∂t
αkρkUk,i+
∂
∂x j
αkρkUk,iUk, j = − ∂∂x jαkP¯kδi, j+
∂
∂x j
αkT¯k,i j
+< (τi j−ρui(u j−Vj))nk, jδk,I >
+<−pδi, jnk, jδk,I >
−< ∂
∂x j
χkρu′′i u
′′
j > (1.27)
Pour plus de clarte´, on note pI la pression a` l’interface, permettant d’e´crire :
−pδi, jnk, jδk,I =−pInk,iδk,I
On partage le terme de pression a` l’interface pI en un terme moyen au sens du volume P¯k,I et un terme
fluctuant p′I tels que pI = P¯k,I + p
′
I , ce qui permet d’obtenir :
<−pInk,iδk,I > = <−p′Ink,iδk,I >−P¯k,I < nk,iδk,I > (1.28)
= <−p′Ink,iδk,I >+P¯k,I
∂
∂xi
αk (1.29)
d’ou` :
∂
∂t
αkρkUk,i+
∂
∂x j
αkρkUk,iUk, j = − ∂∂x jαkP¯kδi, j+ P¯k,I
∂
∂xi
αk+
∂
∂x j
αkT¯k,i j
+< (τi j−ρui(u j−Vj))nk, jδk,I >
+<−p′Ink,iδk,I >−<
∂
∂x j
χkρu′′i u
′′
j > (1.30)
et apre`s re´arrangement :
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∂
∂t
αkρkUk,i+
∂
∂x j
αkρkUk,iUk, j = −αk ∂∂xi P¯k+
∂
∂x j
αkT¯k,i j
+(P¯k,I− P¯k) ∂∂xiαk
+< (τi j−ρui(u j−Vj))nk, jδk,I >
+<−p′Ink,iδk,I >−<
∂
∂x j
χkρu′′i u
′′
j > (1.31)
L’apparition d’une pression pour la phase disperse´e P¯k peut surprendre. On peut voir cette pression
comme la moyenne sur tout le volume de controˆle des pressions de liquide a` l’inte´rieur de chaque goutte.
Dans le cas d’une phase liquide continue dense, cette pression e´quivaut a` la pression a` l’inte´rieur de la
phase liquide.
L’e´quation (1.31) fait apparaıˆtre diffe´rents termes au membre de droite :
– Le terme (P¯k,I− P¯k) ∂∂xiαk peut-eˆtre ne´glige´ en e´galisant, pour chaque phase k, la pression interfaciale
moyenne avec la pression moyenne et en faisant l’hypothe`se d’une pression interfaciale unique pour
les deux phases :
P¯g,I = P¯l,I = P¯l = P¯g (1.32)
ou` les indices g et l de´signent le gaz et le liquide.
– Pour la phase disperse´e le terme de contrainte visqueuse T¯l,i j est ne´glige´ ici car on ne conside`re pas
l’e´coulement interne de la phase disperse´e. Cela n’est en revanche pas correct pour un e´coulement
dense comme une colonne de liquide.
– Les termes < (τi j−ρui(u j−Vj))nk, jδk,I > et < −p′Ink,iδk,I > repre´sentent les termes d’e´change de
quantite´ de mouvement a` l’interface :
• Le terme Fextk,i =<
(
τi jnk, jδk,I
)
> + < −p′Ink,iδk,I > repre´sente l’action des forces de contact de
la phase porteuse sur la particule, c’est-a`-dire la traıˆne´e mais pas la force d’Archime`de qui est
contenue dans le terme −αk ∂∂xi P¯g. Le recours a` la pression interfaciale n’est pas obligatoire. Pour
certains auteurs comme Prosperetti and Jones (1984), le terme<
(
σi j− Σ¯k,i j
)
nk, jδk,I > repre´sente la
force ae´rodynamique (due a` la pression et a` la viscosite´) par unite´ de volume applique´e aux gouttes.
• Le terme< (−ρui(u j−Vj))nk, jδk,I > repre´sente l’e´change de quantite´ de mouvement duˆ a` l’e´vaporation.
D’apre`s Ishii (1975), la vitesse de la phase k a` l’interface est e´gale a` la vitesse moyenne´e de la phase
disperse´e Ul,i. Faire cette hypothe`se revient aussi a` ne´gliger les termes de fluctuation de vitesse a`
l’interface. Avec cette hypothe`se, on peut e´crire le terme d’e´change sous la forme :
< (−ρui(u j−Vj))nk, jδk,I > = < (−ρUl,i(u j−Vj))nk, jδk,I > (1.33)
= Ul,iΓk (1.34)
– Le terme < ∂∂x j χkρu
′′
i u
′′
j > est le terme de fluctuation ou d’agitation de sous-maille.
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1.5 E´quation de conservation des espe`ces
On obtient finalement l’e´quation suivante :
∂
∂t
αkρkUk,i+
∂
∂x j
αkρkUk,iUk, j = −αk ∂∂xi P¯g+
∂
∂x j
αkT¯k,i j
+Fextk,i +Ul,iΓk
−< ∂
∂x j
χkρu′′i u
′′
j > (1.35)
1.5 E´quation de conservation des espe`ces
En notant la vitesse de diffusion de l’espe`ce φ : vD,φ, j =−Dφyφ
(
∂
∂x j yφ
)
, l’e´quation (1.2) s’e´crit
∂
∂t
ρyφ+
∂
∂x j
ρ
(
u j+ vD,φ, j
)
yφ = 0 (1.36)
En utilisant la meˆme me´thode que pour l’e´quation de quantite´ de mouvement on obtient :
∂
∂t
αkρkYφ,k+
∂
∂x j
αkρkYφ,k
(
U j,k+VD,φ, j,k
)
= <−ρyφ(u j+ vD,φ, j−Vj)nk, jδk,I >− ∂∂x j < χgρy
′′
φu
′′
j >
(1.37)
La vitesse de diffusion moyenne peut eˆtre mode´lise´e en supposant qu’elle est e´gale au produit des valeurs
moyennes Dφ,k, Yφ,k et du gradient moyen ∂∂x jYφ,k :
VD,φ, j,k =−Dφ,kYφ,k
∂
∂x j
Yφ,k (1.38)
On obtient ainsi :
∂
∂t
αkρkYφ,k+
∂
∂x j
αkρkYφ,kUk, j =
∂
∂x j
(
αkρkDφ,k
∂
∂x j
Yφ,k
)
+<−ρyφ(u j+ vD,φ, j−Vj)nk, jδk,I >︸ ︷︷ ︸
E´change massique d’espe`ce a` l’interface
−< ∂
∂x j
χkρy′′φu
′′
j > (1.39)
La fraction massique Yφ a` l’interface vaut 1 si φ est l’espe`ce de la phase liquide (le carburant) et 0 sinon.
Le terme d’e´change massique vaut donc :
<−ρyφ(u j+ vD,φ, j−Vj)nk, jδk,I > = δφ,F <−ρ(u j+ vD,φ, j−Vj)nk, jδk,I > (1.40)
ou` l’indice F indique le carburant.
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On de´compose le terme d’e´change en un terme d’e´change par e´vaporation/condensation Γg et un terme
d’e´change par diffusion mole´culaire ΓD,g :
<−ρ(u j+ vD,φ, j−Vj)nk, jδk,I > = δφ,F<−ρ(u j−Vj)nk, jδk,I >︸ ︷︷ ︸
Γg
+δφ,F<−ρ(vD,φ, j)nk, jδk,I >︸ ︷︷ ︸
ΓD,g
(1.41)
Les termes Γg, ΓD,g et < χgρy′′φu′′j > sont a` mode´liser.
Sous l’hypothe`se qu’il n’y a pas de condensation et que la phase disperse´e n’est constitue´e que d’une
seule espe`ce, l’e´quation n’est utile que pour la phase gazeuse note´e g.
Ainsi :
∂
∂t
αgρgYφ,g+
∂
∂x j
αgρgYφ,gUg, j =
∂
∂x j
αgρgDφ,g
∂
∂x j
Yφ,g+δφ,FΓg+δφ,FΓD,g
− ∂
∂x j
< χgρy′′φu
′′
j > (1.42)
Par la suite, on ne´gligera le terme de diffusion mole´culaire a` l’interface en faisant l’hypothe`se que le
terme d’e´vaporation est pre´ponde´rant e´tant donne´ les fortes tempe´ratures dans une chambre de combus-
tion ( ΓD,g << Γg.
1.6 E´quation de l’enthalpie sensible
On effectue le meˆme type d’ope´ration pour l’e´quation (1.4) de l’enthalpie sensible. Cette e´quation n’est
utilise´e que pour la phase liquide (l’e´nergie totale est utilise´e pour la phase gazeuse). On obtient :
∂
∂t
αlρlHsl +
∂
∂x j
(αlρlUl, jHsl ) = −
∂
∂x j
αlQ¯ j,l+< χk
d
dt
p>+< χkτi, j
∂
∂x j
ui >
+<−ρhs(u j−Vj)nk, jδk,I >−< q jnk, jδk,I >
−< ∂
∂x j
χkρh′′s u
′′
j > (1.43)
Le terme de variation de pression peut s’e´crire :
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< χk
d
dt
p> = < χk
∂
∂t
p>+< χku j
∂
∂x j
p> (1.44)
= <
∂
∂t
pχk >−< p ∂∂t χk >+< χku j
∂
∂x j
p> (1.45)
=
∂
∂t
αkP¯k−< p ∂∂t χk >+< χku j
∂
∂x j
p> (1.46)
= αl
∂
∂t
P¯k+ P¯k
∂
∂t
αl−< p ∂∂t χk >+< χku j
∂
∂x j
p> (1.47)
= αl
∂
∂t
P¯k+ P¯k
∂
∂t
< χk >−< p ∂∂t χk >+< χku j
∂
∂x j
p> (1.48)
= αl
∂
∂t
P¯k+< (P¯k− p) ∂∂t χk >+< χku j
∂
∂x j
p> (1.49)
= αl
∂
∂t
P¯k+< (P¯k− p)Vjnk, jδk,I >+< χku j ∂∂x j p> (1.50)
Avec l’hypothe`se de pression unique a` l’interface, on a < (P¯k− p)Vjnk, jδk,I >= 0 et avec l’hypothe`se
d’e´galite´ des variations de pression dans chaque phase, a` savoir : ddt P¯k =
d
dt P¯g, on obtient donc :
< χk
d
dt
p> = αl
∂
∂t
P¯g+< χku j
∂
∂x j
p> (1.51)
De plus < χku j ∂∂x j p > peut se re´e´crire, en e´liminant les termes faisant apparaıˆtre des fluctuations de
vitesse a` l’interface :
< χku j
∂
∂x j
p> = αlUl, j
∂
∂x j
P¯g+<Ul, j ((p− P¯k))nk, jδk,I >︸ ︷︷ ︸
=0
+< χku′j
∂
∂x j
p′ > (1.52)
En rassemblant les termes, on aboutit a` l’e´quation :
∂
∂t
αlρlHsl +
∂
∂x j
(αlρlUl, jHsl ) = −
∂
∂x j
αlQ¯ j,l +αl
d
dt
P¯g+< χkτi, j
∂
∂x j
ui >
+<−ρhs(u j−Vj)nk, jδk,I >−< q jnk, jδk,I >
+< χku′j
∂
∂x j
p′ >−< ∂
∂x j
χkρh′′s u
′′
j > (1.53)
On de´compose le terme de dissipation visqueuse de la manie`re suivante :
31
CHAPITRE 1 : Approche volumique
< χkτi, j
∂
∂x j
ui > = < τi, j
∂
∂x j
χkui >−< uiτi, j ∂∂x j χk > (1.54)
= < τi, j
∂
∂x j
χkui >+< uiτi, jnk, jδk,I > (1.55)
= < τi, j
∂
∂x j
χkUk,i >+< τi, j
∂
∂x j
χku′i >+< uiτi, jnk, jδk,I > (1.56)
= < χkτi, j
∂
∂x j
Ul,i >+<Ul,iτi, j
∂
∂x j
χk >+< χkτi, j
∂
∂x j
u′i >
+< u′iτi, j
∂
∂x j
χk >+< uiτi, jnk, jδk,I > (1.57)
= < χkτi, j
∂
∂x j
Ul,i >+< (ui−Ul,i)τi, jnk, jδk,I >+< χkτi, j ∂∂x j u
′
i >
−< u′iτi, jnk, jδk,I > (1.58)
De plus :
< χkτi, j
∂
∂x j
u′i > = < χkT¯l,i j
∂
∂x j
u′i >+< χkτ
′
i, j
∂
∂x j
u′i >
= Tl,i j<
∂
∂x j
χku′i >︸ ︷︷ ︸
=0
+T¯l,i j < u′ink, jδk,I >
= αlT¯i j,l
∂
∂x j
Ul,i+< (ui−Ul,i)τi, jnk, jδk,I >+
+< u′i
(
T¯l,i j− τi, j
)
nk, jδk,I >+< χkτ′i, j
∂
∂x j
u′i > (1.59)
D’apre`s l’hypothe`se (p.28), la vitesse ui a` l’interface est e´quivalente a` la vitesse de la phase liquide, les
fluctuations u′i a` l’interface sont nulles. Ainsi les deux termes< (ui−Ul,i)τi, jnk, jδk,I >,< u′i
(
T¯l,i j− τi, j
)
nk, jδk,I >
sont nuls. Ceci revient a` ne´gliger l’e´chauffement par friction a` l’interface.
En conclusion pour le terme de dissipation visqueuse :
< χkτi, j
∂
∂x j
ui > = αl T¯i j,l︸︷︷︸
=0
∂
∂x j
Ul,i+ < χkτ′i, j
∂
∂x j
u′i >︸ ︷︷ ︸
Dissipation visqueuse de sous-maille
(1.60)
En regroupant les termes et en utilisant la relation (1.7), l’e´quation devient :
∂
∂t
αlρlHsl +
∂
∂x j
(αlρlUl, jHsl ) = −
∂
∂x j
αlQ¯ j,l +αl
d
dt
P¯g (1.61)
+<−ρhs(u j−Vj)nk, jδk,I >−< q jnk, jδk,I >
+< χku′j
∂
∂x j
p′ >+< χkτ′i, j
∂
∂x j
u′i >−
∂
∂x j
< χkρh′′s u
′′
j >
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Enfin, le terme de diffusion de chaleur dans la phase liquide Q j,l est ne´glige´.
On peut regrouper les termes de la fac¸on suivante :
• Les termes d’e´changes interfaciaux :
Λl = <−ρhs(u j−Vj)nk, jδk,I >︸ ︷︷ ︸
E´change d’enthalpie sensible par e´vaporation
(1.62)
Φl = −< q jnk, jδk,I >︸ ︷︷ ︸
Transfert thermique a` l’interface (convection/conduction)
(1.63)
• Les termes de fluctuations de sous maille :
SGSk = − ∂∂x j < χkρh
′′
s u
′′
j >+< χku
′
j
∂
∂x j
p′ >+< χkτ′i, j
∂
∂x j
u′i > (1.64)
On ne´glige les termes contenant les fluctuations de pression en sous-maille ainsi que les fluctuations du
tenseur de viscosite´. Les termes< χkp′u′j > et< χkτ′i, ju′i > sont ne´gligeables devant les termes d’e´change
d’enthalpie par e´vaporation qui sont pre´ponde´rants en application moteur.
L’e´quation de l’enthalpie sensible pour la phase disperse´e s’exprime alors :
∂
∂t
αlρlHsl +
∂
∂x j
(αlρlUl, jHsl ) = Λl +Φl−
∂
∂x j
< χkρh′′s u
′′
j >+αl
d
dt
P¯g (1.65)
1.7 E´quation de l’e´nergie totale
On part de l’e´quation (1.5) et en utilisant la meˆme me´thodologie, on obtient :
∂
∂t
αkρkEtk +
∂
∂x j
αkρkUk, jEtk = −
∂
∂x j
αkP¯kUk, j− ∂∂x jαkQ¯k, j+
∂
∂x j
αkT¯k,i jUk,i
−< ρet(u j−Vj)nk, jδk,I >+< (−pu j−q j+ τi, jui)nk, jδk,I >
− ∂
∂x j
< χkp′u′j >−
∂
∂x j
< χkτ′i, ju
′
i >−
∂
∂x j
< χkρke′′t u
′′
j > (1.66)
• Les termes d’e´changes interfaciaux se simplifient en utilisant l’hypothe`se de pression unique :
Πtotk = <−ρet(u j−Vj)nk, jδk,I >+< (−pu j−q j+ τi, jui)nk, jδk,I >
= <−ρhs(u j−Vj)nk, jδk,I >+< p(u j−Vj)nk, jδk,I >
+<−pu jnk, jδk,I >−< q jnk, jδk,I >
− 1
2
< ρu2i (u j−Vj)nk, jδk,I >︸ ︷︷ ︸
E´change d’e´nergie cine´tique entre phases
+ < uiτi, jnk, jδk,I >︸ ︷︷ ︸
Travail des forces de surface
(1.67)
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D’apre`s l’hypothe`se (p.28), la vitesse ui a` l’interface est e´quivalente a` la vitesse de la phase liquide
Ul,i. Ainsi, le transfert d’e´nergie cine´tique entre phases a` l’interface devient :
1
2
<−ρu2i (u j−Vj)nk, jδk,I > ≈
1
2
U2l,iΓk (1.68)
• Les termes turbulents s’e´crivent :
SGtk = −
∂
∂x j
< χkp′u′j >−
∂
∂x j
< χkτ′i, ju
′
i >−
∂
∂x j
< χkρke′′t u
′′
j > (1.69)
Pour le travail des forces de surface, on a :
< uiτi, jnk, jδk,I > = Ul,i< τi, jnk, jδk,I >︸ ︷︷ ︸
Force exte´rieure
=Ul,iFextk,i (1.70)
De plus, le terme < pVjnk, jδk,I > s’e´crit P¯g ∂∂tαk.
On ne´glige les termes contenant les fluctuations de pression en sous-maille ainsi que les fluctuations
du tenseur de viscosite´. Comme pour l’enthalpie liquide, les termes < χkp′u′j > et < χkτ′i, ju′i > sont
ne´gligeables devant les termes d’e´change d’enthalpie par e´vaporation.
Finalement l’e´quation de conservation de l’e´nergie totale est :
∂
∂t
αkρkEtk +
∂
∂x j
αkρk (Etk +Pk/ρk)Uk, j = −P¯g
∂
∂t
αk− ∂∂x jαkQ¯k, j+
∂
∂x j
αkT¯k,i jUk,i
+
1
2
U2l,iΓk+Ul,iFextk,i
+Λk+Φk− ∂∂x j < χkρke
′′
t u
′′
j > (1.71)
1.8 Conservation de l’e´nergie du syste`me
Il est ne´cessaire de ve´rifier que le syste`me diphasique est bien conservatif pour la masse, la quantite´ de
mouvement et l’e´nergie totale du syte`me. La conservation de la masse et de la quantite´ de mouvement
est imme´diate. Pour l’e´nergie, elle est de´montre´e ci-dessous.
On conside`re un volume ferme´ V contenant un mileu diphasique (cf. Fig. 1.1 ) de masse m et de masse
volumique ρ telle que : m= ρV =
R
V αlρl +αgρgdV
Ce volume est ferme´ ce qui signifie qu’il n’y a aucun e´change de masse, de quantite´ de mouvement ni
d’e´nergie avec l’exte´rieur. De plus, on choisit ce volume tel qu’il soit e´gal au volume de controˆle Ω sur
lequel les e´quations ont e´te´ filtre´es (cf. section §1.1).
Pour qu’il y ait conservation de l’e´nergie totale E du syste`me, il faut que dEdt = 0.
Or,
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FIG. 1.1 – Volume ferme´ d’inte´gration
m
dE
dt
=
dmE
dt
=
d
dt
Z
V
αgρgEgdV +
d
dt
Z
V
αlρlEldV (1.72)
=
Z
V
∂
∂t
αgρgEgdV +
Z
V
∂
∂t
αlρlEldV (1.73)
L’inte´grale des flux de toute grandeur Ξ j sur un volume ferme´ est nul :
Z
V
∂
∂x j
Ξ jdV = 0 (1.74)
A partir de l’e´quation (1.71), en utilisant la remarque sur l’inte´grale des flux, et en remarquant que
∂
∂tαg+
∂
∂tαl = 0 on obtient :
m
dE
dt
=
Z
V
((
1
2
U2l,i
)
Γg+Ul,iFextg,i +Λg+Φg
)
dV
+
Z
V
((
1
2
U2l,i
)
Γl +Ul,iFext l,i +Λl +Φl
)
dV
(1.75)
Comme Γg =−Γl et Fextg,i =−Fext l,i , on obtient :
m
dE
dt
=
Z
V
(Λg+Φg+Λl +Φl)dV (1.76)
La conservation d’e´nergie implique donc qu’en tout point :
Λg+Φg+Λl +Φl = 0 (1.77)
La mode´lisation de ces termes sera pre´sente´e en section 2.4.3.
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1.9 Bilan des e´quations par approche volumique
Les e´quations obtenues pour la phase gazeuse, en utilisant la relation d’e´galite´ (1.77) pour la conservation
de l’e´nergie totale, sont :
∂
∂t
αgρg+
∂
∂x j
αgρgUg, j = Γg (1.78)
∂
∂t
αgρgUg,i+
∂
∂x j
αgρgUg,iUg, j = −αg ∂∂xi P¯g+
∂
∂x j
αgT¯g,i j+Fextg,i +Ul,iΓg
−< ∂
∂x j
χgρu′′i u
′′
j > (1.79)
∂
∂t
αgρgYφ,g+
∂
∂x j
αgρgYφ,gUg, j =
∂
∂x j
αgρgDφ,g
∂
∂x j
Yφ,g+δφ,FΓg
− ∂
∂x j
< χgρy′′φu
′′
j > (1.80)
∂
∂t
αgρgEtg +
∂
∂x j
αgρg
(
Etg +Pg/ρg
)
Ug, j = −P¯g ∂∂tαg−
∂
∂x j
αgQ¯g, j+
∂
∂x j
αgT¯g,i jUg,i
+
(
1
2
U2l,i
)
Γg+Ul,iFextg,i
+Λg+Φg− ∂∂x j < χgρge
′′
t u
′′
j > (1.81)
Les e´quations obtenues pour la phase liquide sont :
∂
∂t
αlρl +
∂
∂x j
αlρlUl, j = Γl (1.82)
∂
∂t
αlρlUl,i+
∂
∂x j
αlρlUl,iUl, j = −αl ∂∂xi P¯g+
∂
∂x j
αlT¯l,i j+Fext l,i +Ul,iΓl
−< ∂
∂x j
χlρu′′i u
′′
j > (1.83)
∂
∂t
αlρlHsl +
∂
∂x j
(αlρlUl, jHsl ) = αl
dP¯g
dt
+Λl +Φl− ∂∂x j < χkρh
′′
s u
′′
j > (1.84)
avec :
Γl +Γg = 0 (1.85)
Fext l +Fextg = 0 (1.86)
Λg+Φg+Λl +Φl = 0 (1.87)
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Approche statistique
L’approche volumique du chapitre 1 introduit une e´chelle spatiale qui peut interfe´rer avec le filtre spatial
de la LES. L’approche statistique a l’avantage d’eˆtre beaucoup plus ge´ne´rale et a e´te´ retenue pour AVBP
dans le cadre de la the`se de Kaufmann (2004).
Inspire´e de la the´orie cine´tique des gaz, cette approche consiste a` effectuer une moyenne statistique sur
un ensemble de particules afin d’aboutir a` des e´quations de milieu continu. De la meˆme fac¸on que l’on
obtient les e´quations de Navier-Stokes a` partir d’une e´quation de type Vlasov-Boltzmann, les e´quations
de la phase disperse´e sont obtenues par analogie entre les particules de liquide et les mole´cules de gaz
(Fig. 2.1). La moyenne est calcule´e sur un ensemble de re´alisations de la phase liquide et conditionne´e
par une re´alisation de la phase gazeuse Fe´vrier et al. (2002). Ce formalisme a e´te´ de´veloppe´ par Simonin
(1996) qui y a introduit la notion de mouvement de´corre´le´ (Random Uncorrelated Motion ou RUM)
comme comple´ment de la vitesse d’ensemble (ou vitesse corre´le´e). Le formalisme pre´sente´ ici est le
FIG. 2.1 – Principe de l’approche statistique
formalisme utilise´ pour les e´quations implante´es dans le code AVBP . On s’interrogera ensuite sur la
37
CHAPITRE 2 : Approche statistique
validite´ de cette approche dans le cas des sprays dans les moteurs a` piston.
2.1 De´finitions
Pour obtenir les e´quations de la phase disperse´e, on part de la fonction de densite´ de probabilite´ (FDP) a`
un parame`tre (la vitesse) conditionne´e par une re´alisation de la phase gazeuseH f et on e´crit les e´quations
des moments en vitesse.
La fonction de distribution fp(x,cp, t,H f ) est de´finie de telle sorte que fp(x,cp, t,H f )dxdcp repre´sente,
a` l’instant t, le nombre de particules de masse mp positionne´es entre x et x+dx et ayant des vitesses dans
l’intervalle [cp;cp+dcp] pour une re´alisation de la phase porteuse. Par souci de simplification, on notera
dore´navant la FDP fp(x,cp, t), le conditionnement par la phase gazeuse n’e´tant plus rappele´. La masse
de la particule mp n’apparaıˆt pas dans la FDP car elle n’est pas une variable de l’espace des phases en
monodisperse.
On conside`re des particules (les gouttes) sur lesquelles s’applique une force exte´rieure F et on fait l’hy-
pothe`se qu’il n’y a pas de collisions. Dans ce cas, pendant un temps dt, la vitesse cp d’une particule
devient cp+F/mpdt tandis que sa position x devient x+ cpdt. Pendant ce meˆme temps dt le nombre de
mole´cules conside´re´es n’a pas change´, ce qui signifie que :
fp(x+ cpdt,cp+
F
mp
dt, t+dt,H f )dxdcp− fp(x,cp, t,H f )dxdcp = 0 (2.1)
S’il y a des collisions, des termes sources apparaissent et perturbent l’e´quilibre. On note :
Ωcoll( fp)dxdcpdt =
(
∂ fp
∂t
)
coll
dxdcpdt
le terme source duˆ aux collisions.
L’e´quation de conservation (2.1) devient alors :
fp(x+ cpdt,cp+
F
mp
dt, t+dt,H f )dxdcp− fp(x,cp, t,H f )dxdcp = Ωcoll( fp)dxdcpdt (2.2)
En divisant l’e´quation (2.2) par dxdcpdt et en faisant tendre dt vers ze´ro, on obtient l’e´quation de Boltz-
mann classique, qui exprime l’e´volution d’une FDP a` un seul parame`tre :
∂ fp
∂t
+
∂
∂xi
[cp,i fp]+
∂
∂cp,i
Fi
mp
fp = Ωcoll( fp) (2.3)
Les variables x, cp et t e´tant inde´pendantes, cp commute avec ∂∂xi
et ∂∂t . En utilisant la commutation et
en inte´grant sur l’espace des phases (c’est-a`-dire par rapport a` cp), on obtient :
Z ∂ fp
∂t
dcp+
Z ∂
∂xi
[cp,i fp]dcp = −
Z ∂
∂ci
[
Fi
mp
fp
]
dcp+
Z (∂ fp
∂t
)
coll
dcp
(2.4)
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Meˆme si l’ope´rateur de collision est de forme inconnue, on sait que la collision doit conserver la masse,
la quantite´ de mouvement et l’e´nergie pour des collisions e´lastiques. On a donc :
C(ιk) =
Z
ιk
(
∂ fp
∂t
)
coll
dcp = 0 (2.5)
Le terme ιk est appele´ l’invariant e´le´mentaire de collision. On en de´finit cing : ι0 = 1, ιk = cp,k avec
k = 1,2,3 et ι4 = cp2.
Dans le cas de collisions ine´lastiques, la masse est conserve´e mais ni la quantite´ de mouvement ni
l’e´nergie cine´tique ne le sont. On a donc C(ιk) 6= 0 pour k ≥ 1.
En multipliant (2.3) par mpψk, ou` ψk est une fonction de´pendant de la vitesse particulaire cp, et en
inte´grant, on obtient l’e´quation ge´ne´rale :Z ∂mpψk fp
∂t
dcp+
Z ∂
∂xi
[mpψkcp,i fp]dcp = −
Z
ψk
∂
∂cp,i
[Fi fp]dcp+C(mpψk) (2.6)
Pour obtenir cette e´quation on fait l’hypothe`se que le produit ψk fp est inte´grable. De plus, ψk ne de´pend
pas de l’espace et du temps. Cette hypothe`se sera leve´e par la suite.
Fi de´pendant de cp a` travers la force de traıˆne´e, on re´e´crit le terme
R
ψk ∂∂cp,i
[Fi fp]dcp en :
Z
ψk
∂
∂cp,i
[Fi fp]dcp =
Z ∂
∂cp,i
[ψkFi fp]dcp︸ ︷︷ ︸
=0
−
Z
Fi fp
∂
∂cp,i
[ψk]dcp (2.7)
On suppose que ψk fp est fini et tend vers ze´ro quand une des composantes de la vitesse tend vers l’infini.
Le premier terme du membre de droite est donc nul.
Dans le cas des e´coulements charge´s on conside`re que les seules forces exte´rieures qui s’appliquent a`
une particule sont (Simonin 1996) :
Fi = −mpρl
∂
∂xi
Pg︸ ︷︷ ︸
Force d’Archime`de ge´ne´ralise´e
+ FD,i︸︷︷︸
Force de Traıˆne´e
(2.8)
La force de traıˆne´e projete´e sur l’axe i s’exprime dans sa forme ge´ne´rale par :
FD,i =
1
2
CDρgSi|Vr|(Ug,i− cp,i) (2.9)
ou` |Vr| =
√
(Ug,i− cp,i)2 est la norme de la vitesse relative entre le gaz et la goutte, Si est la surface de
la goutte projete´e sur le plan perpendiculaire a` l’axe i, appele´e aussi surface efficace, etUg,i est la vitesse
du gaz. Pour des gouttes sphe´riques de diame`tre d et de masse mp, la force de traıˆne´e s’e´crit :
FD,i =
1
2
CDρg
pid2
4
|Vr|(Ug,i− cp,i) (2.10)
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d’ou`
FD,i
mp
=
6FD,i
ρlpid3
=
3
4
ρg
ρl
CD|Vr|(Ug,i− cp,i)d (2.11)
Le temps de relaxation de la particule, ou temps caracte´ristique de Stokes τp est de´fini par la formule :
τp =
4
3
ρl
ρg
d
CD|Vr| (2.12)
Le coefficient de traıˆne´eCD pour une goutte isole´e est donne´ par la corre´lation empirique de Schiller and
Nauman (1935) dans le cas turbulent :
CD =
24
Red
(
1+0.15Re0.687d
)
(2.13)
avec Red le nombre de Reynolds particulaire :
Red =
ρgd|Vr|
µg
(2.14)
ou` µg est la viscosite´ dynamique du gaz. Le temps de relaxation devient donc :
τp =
ρld2
18µg
(
1+0.15Red0.687
)−1
(2.15)
Dans le cas d’une goutte non isole´e, par exemple dans un e´coulement fortement charge´ en gouttelettes,
l’e´coulement local autour de la goutte est impacte´ par les gouttes voisines et le coefficient de traıˆne´e
devient inapproprie´. Dans ce cas, il est plus judicieux d’utiliser le coefficient de traıˆne´e suivant :
CD =
24
Re
(
α−2.65g +0.15R
0.687
e α
−1.78
g
)
(2.16)
Ce coeffcient de traıˆne´e a par exemple e´te´ utilise´ par O’Rourke (1981, Andrews and O’Rourke (1996)
La de´pendance du coefficient de traıˆne´e a` αg correspond a` ce qui a e´te´ re´ve´le´ expe´rimentalement par
Richardson and Zaki (1954). Dans le cas ou` αg tend vers 1, on retourve la formulation de Schiller and
Nauman (1935) pour une goutte isole´e. Le temps de relaxation devient :
τp =
ρld2
18µg
(
α−2.65g +0.15R
0.687
e α
−1.78
g
)−1
(2.17)
La force de traıˆne´e s’exprime alors :
FD,i =
mp
τp
(Ug,i− cp,i) (2.18)
On obtient l’e´quation finale :
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Z ∂mpψk fp
∂t
dcp+
Z ∂
∂xi
[mpψkcp,i fp]dcp = −mpρl
∂
∂xi
Pg
Z
fp
∂
∂cp,i
[ψk]dcp
+
mp
τp
Z
(Ug,i− cp,i) fp ∂∂cp,i [ψk]dcp
+C(mpψk) (2.19)
Dans le cas ou` ψk de´pend de l’espace et du temps, la permutation de l’inte´grale avec les de´rive´es spatiale
et temporelle n’est par directe. Des termes addditionnels s’ajoutent et on aboutit a` l’e´quation d’Enskog
ge´ne´ralise´e :
∂
∂t
Z
mpψk fpdcp+
∂
∂x j
Z
[mpψkcp,i fp]dcp = −mpρl
∂
∂xi
Pg
Z
fp
∂
∂cp,i
[ψk]dcp
+
mp
τp
Z
(Ug,i− cp,i) fp ∂∂cp,i [ψk]dcp
+
Z ∂(mpψk)
∂t
fpdcp+
Z ∂(mpψk)
∂xi
cp,i fpdcp
+C(mpψk) (2.20)
On introduit le nombre de particules par unite´ de volume (ou densite´ en nombre), de´fini par :
nˇl(x, t) =
Z
fp(x,cp, t,H f )dcp (2.21)
En multipliant par mp on obtient la masse volumique de la phase disperse´e :
αˇlρl = mpnˇl(x, t) = mp
Z
fp(x,cp, t,H f )dcp =
Z
mp fp(x,cp, t,H f )dcp (2.22)
La relation entre la fraction volumique de liquide αˇl et la densite´ en nombre nˇl est, dans le cadre d’un
syte`me diphasique localement monodisperse avec des gouttes de diame`tre d :
αˇl =
nˇlpid3
6
(2.23)
La moyenne statistique massique note´e ’<>l’, de toute grandeur ψ, est e´quivalente, dans le cas mono-
disperse, a` la moyenne statistique note´e ’ˇl’. On a donc :
ψˇl,i(x, t) = < ψl,i(x, t)>l=
1
αˇlρl
Z
ψmp fp(x,cp, t,H f )dcp =
1
nˇl
Z
ψ fp(x,cp, t,H f )dcp (2.24)
On parle de monodispersion locale lorsque toutes les gouttes se trouvant en (x,t) ont le meˆme diame`tre,
c’est-a`-dire que la FDP de distribution de taille de goutte en chaque point et a` chaque instant est un Dirac.
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Ceci n’empeˆche pas d’avoir une polydispersion globale, c’est-a`-dire une distribution spatiale de diame`tre
moyen, qui varie avec le temps. Cependant, il y a une perte d’information, puisque des gouttes de taille
diffe´rente ont un comportement inertiel diffe´rent, remplace´ ici par un comportement moyen.
2.2 Formalisme me´soscopique
On rappelle ici le principe du formalisme me´soscopique ainsi que l’obtention des e´quations de la phase
disperse´e pour un syte`me monodisperse. Des informations comple´mentaires sont fournies dans les the`ses
de Kaufmann (2004), Mossa (2005) et Riber (2007).
Le formalisme me´soscopique permet la distinction entre la vitesse d’une particule et la vitesse d’en-
semble d’un nuage de particules. Dans le cas ou` l’on ne´glige les inte´ractions entre gouttes la seule source
de corre´lation de vitesse entre les gouttes (en dehors des vitesses initiales) est la traıˆne´e car les gouttes
tendent a` adopter la vitesse du gaz.
La vitesse me´soscopique est la vitesse locale instantane´e moyenne des particules :
Uˇl,i(x, t) =
1
nˇl(x, t)
Z
cp,i fp(x,cp, t,H f )dcp (2.25)
Chaque particule k situe´e en x(k)i (t) a` l’instant t posse`de une vitesse instantane´e Lagrangienne u
(k)
p,i (t). On
peut de´composer cette vitesse en une composante moyenne de l’ensemble des particules et une compo-
sante dıˆte de´corre´lee δukp,i propre a` la particule :
u(k)p,i (t) = Uˇl,i(x
(k)
i (t), t)+δu
k
p,i(t) (2.26)
Il est utile de rappeler (Kaufmann 2004) que la vitesse me´soscopique Uˇl,i est la vitesse eule´rienne
moyenne de l’ensemble des re´alisations alors que la vitesse de´corre´le´e est une vitesse Lagrangienne
propre a` la particule pour une re´alisation (Fig. 2.2) :
FIG. 2.2 – Pre´sentation de la vitesse me´soscopique (ou vitesse moyenne ou corre´le´e) et de la vitesse
de´corre´le´e en comparaison avec la vitesse particulaire
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Par analogie avec la the´orie cine´tique, la moyenne d’ensemble du tenseur de corre´lation des vitesses
re´siduelles (RUV pour Random Uncorrelated Velocity) est note´ :
δRˇl,i j(x, t) =
1
nˇl
Z (
cp,i−Uˇl,i
)(
cp, j−Uˇl, j
)
fpdcp (2.27)
L’e´nergie du mouvement de´corre´le´ δθˇl est de´finie comme la moitie´ de la trace du tenseur RUV, soit :
δθˇl =
1
2
δRˇl,ii (2.28)
Le tenseur triple de vitesse de´corre´le´e Kˇl,i jk est note´ :
δKˇl,i jk(x, t) =
1
nˇl
Z (
cp,i−Uˇl,i
)(
cp, j−Uˇl, j
)(
cp,k−Uˇl,k
)
fpdcp (2.29)
2.3 Les e´quations de la phase disperse´e
Partant de l’e´quation ge´ne´rale (2.20), on e´crit les e´quations des moments pour toutes les grandeurs en
choisissant des valeurs ade´quates pour ψk : 1mp ; 1 ; cp,i ;
1
2mpδup, jδup, j et hp. On obtient respectivement
les e´quations sur la densite´ en nombre de particules, la fraction volumique, la quantite´ de mouvement,
l’e´nergie de´corre´le´e et l’enthalpie.
Les e´quations de conservation s’e´crivent :
∂
∂t
nˇl +
∂
∂xi
nˇlUˇl,i = 0 (2.30)
∂
∂t
ρlαˇl +
∂
∂xi
ρlαˇlUˇl,i = Γl (2.31)
∂
∂t
αˇlρlUˇl,i+
∂
∂x j
αˇlρlUˇl,iUˇl, j = Uˇl,iΓl− αˇl ∂∂xiPg+
αˇlρl
τp
(
U¯g,i−Uˇl,i
)− ∂
∂x j
ρlαˇlδRˇl,i j
+C(mpcp,i) (2.32)
∂
∂t
αˇlρlδθˇl +
∂
∂xi
αˇlρlδθˇlUˇl,i = δθˇlΓl−2 αˇlρlτp δθˇl−ρlαˇlδRˇl,i j
∂
∂x j
Uˇl,i+
∂
∂x j
αˇlρlδKˇl,ii j
+C(
1
2
mpδup, jδup, j) (2.33)
∂
∂t
αˇlρlHˇl +
∂
∂xi
αˇlρlHˇlUˇl,i = T(h”l)+Πl +C(
1
2
mphp) (2.34)
Les termes d’e´vaporation Γl et Πl apparaissent dans le cas d’une variation de masse et leur mode´lisation
est pre´sente´e en fin de chapitre.
Dans le calcul de la traıˆne´e, U¯g est conside´re´ comme constant puisque les statistiques sont conditionne´es
a` une seule re´alisation de l’e´coulement gazeux.
Le terme T(h”l) repre´sente la diffusion d’enthalpie par le mouvement de´corre´le´. Ce terme est ne´gligeable
compare´ au terme d’e´change d’enthalpie entre les phases Πl . Dans le cas d’un spray dans une chambre
de combustion dans laquelle les tempe´ratures sont tre`s e´leve´es, cette hypothe`se reste parfaitement valide.
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2.3.1 E´quations ’standard’ simplifie´es d’AVBP
Les e´quations code´es dans AVBP au de´but de cette the`se, appele´es e´quations ’standards’, ne sont pas
exactement les e´quations pre´sente´es ci-dessus. Plusieurs hypothe`ses supple´mentaires ont e´te´ faites dans
les travaux de re´fe´rence (Kaufmann 2004; Riber 2007) pour des d’e´coulements dilue´s. Elles sont re´sume´es
ici :
H1 - Le rapport de densite´ entre le liquide et le gaz permet de ne prendre en compte que la force de
traıˆne´e.
H2 - La phase disperse´e est dilue´e (la fraction volumique de liquide αˇl < 0.01) et la fraction volumique
de gaz est 1− αˇl ≡ 1.
H3 - Les interactions gouttes-gouttes sont ne´gligeables.
Les aspects collisionnels sont donc ne´glige´s. Dans le cas de l’application a` l’injection directe, une
mode´lisation des termes collisionnels C(12mpδup, jδup, j) et C(mpcp,i) est ne´cessaire et de´veloppe´e au
chapitre 4. La seule force a` prendre en compte e´tant la force de traıˆne´e, le terme −αˇl ∂∂xiPg est lui aussi
ne´glige´.
Les e´quations simplifie´es obtenues en utilisant ces hypothe`ses sont :
∂
∂t
nˇl +
∂
∂xi
nˇlUˇl,i = 0 (2.35)
∂
∂t
ρlαˇl +
∂
∂xi
ρlαˇlUˇl,i = Γl (2.36)
∂
∂t
αˇlρlUˇl,i+
∂
∂x j
αˇlρlUˇl,iUˇl, j = ΓlUˇl,i+
αlρl
τp
(
Ug,i−Uˇl,i
)− ∂
∂x j
ρlαˇlδRˇp,i j (2.37)
∂
∂t
αˇlρlδθˇl +
∂
∂xi
αˇlρlδθˇlUˇl,i = δθˇpΓl−2 αˇlρlτp δθˇl−ρlαˇlδRˇl,i j
∂
∂x j
Uˇl,i+
∂
∂x j
αˇlρlδKˇl,ii j
(2.38)
∂
∂t
αˇlρlHˇl +
∂
∂xi
αˇlρlHˇlUˇl,i = Πl (2.39)
Les terms δRˇp,i j et δKˇl,ii j doivent eˆtre ferme´s (cf section 2.4.1).
2.3.2 E´quations ’standards’ filtre´es
Les e´quations ’standard’ pre´ce´dentes sont filtre´es dans le cadre de la LES. Une variable filtre´e est obtenue
a` partir d’une variable non filtre´e par produit de convolution avec un filtre spatial de noyau G∆ f de taille
caracte´ristique ∆ f :
f¯ (x) =
Z
f (x)G∆ f (x
′− x)dx′ (2.40)
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De la meˆme manie`re que l’on de´finit une moyenne de Favre pour le gaz, on de´finit une moyenne de Favre
ponde´re´e par la densite´ en nombre pour la phase disperse´e :
n¯l f̂ (x) =
Z
nˇl fˇ (x)G∆ f (x
′− x)dx′ (2.41)
Ce filtre ponde´re´ par la densite´ de particules est lie´ au filtre ponde´re´ par la fraction volumique de liquide
par :
n¯l f̂ = nˇl fˇ =
6αˇl
d3pi
fˇ (2.42)
Sous l’hypothe`se de spray monodisperse a` une e´chelle infe´rieure a` la taille du filtre, les deux filtres sont
e´quivalents.
Les e´quations filtre´es sont finalement :
∂
∂t
n¯l +
∂
∂xi
n¯lÛl,i = 0 (2.43)
∂
∂t
ρlα¯l +
∂
∂xi
ρlα¯lÛl,i = Γl (2.44)
∂
∂t
α¯lρlÛl,i+
∂
∂x j
α¯lρlÛl,iÛl, j = Ûl,iΓl− α¯l ∂∂xi P¯g+
α¯lρl
τp
(
Ûg,i−Ûl,i
)
− ∂
∂x j
α¯lρl δ̂Rl,i j− ∂∂x j Tl,i j (2.45)
∂
∂t
α¯lρl δ̂θl +
∂
∂xi
α¯lρl δ̂θlÛl,i = δ̂θlΓl−2 α¯lρlτp δ̂θl− α¯lρl δ̂Rl,i j
∂
∂x j
Ûl,i+
∂
∂x j
α¯lρl δ̂Kl,ii j
+Πδθl −
∂
∂x j
Ql, j (2.46)
∂
∂t
α¯lρlĤl +
∂
∂xi
α¯lρlĤlÛl,i = Πl (2.47)
Les termes de sous-maille sont :
– Le tenseur de contrainte de sous-maille pour la phase disperse´e Tl,i j = α¯lρl
(
Ûl,iUl,i−Ûl,iÛl,i
)
– La prodution de sous maille de mouvement de´corre´le´ Πδθl =
(
α¯lρl
̂
δRl,i j ∂∂x j
Ul,i− α¯lρl δ̂Rl,i j ∂∂x j Ûl,i
)
– Le terme de diffusion de sous maille de mouvement de´corre´le´ : Ql, j = α¯lρl
(
Ûl,iδθl−Ûl,iδ̂θl
)
On ne´glige la diffusion de sous-maille de l’enthalpie, le terme d’e´change d’enthalpie par e´vaporation
e´tant pre´ponde´rant.
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2.4 Mode´lisation ’standard’ utilise´e pour la phase disperse´e
2.4.1 Mode´lisation des termes de´corre´le´s
Les termes associe´s au mouvement de´corre´le´ sont mode´lise´s par une hypothe`se d’e´quilibre (Kaufmann
2004), e´quivalente a` une hypothe`se de Boussinesq. On suppose que la mode´lisation reste valable pour
les termes filtre´s :
δ̂Rl,i j =
2
3
δ̂θlδi j−2ν̂RUV
(
Ŝl,i j− Ŝl,mmδi j3
)
=
2
3
δ̂θlδi j−2ν̂RUV ˆS∗l,i j (2.48)
δ̂Kl,ii j = −κ̂RUV ∂δ̂θl∂x j (2.49)
ou` Ŝl,i j est le tenseur filtre´ des de´formations du champ des particules :
Ŝl,i j =
1
2
(
∂Ûl,i
∂x j
+
∂Ûl, j
∂xi
)
(2.50)
La viscosite´ ν̂RUV et le coefficient de diffusion κ̂RUV vallent :
ν̂RUV =
τp
3
δ̂θl (2.51)
κ̂RUV =
10
27
τpδ̂θl (2.52)
Ces mode`les ont e´te´ teste´s a priori par Moreau (2006) a` partir de DNS et le mode`le a e´te´ valide´ pour
δ̂Rl,i j. Un effort doit eˆtre ne´anmoins encore porte´ sur la mode´lisation des termes de diffusion qui n’est
pas encore satisfaisante.
2.4.2 Mode´lisation des termes de sous-maille
Moreau et al. (2005, Moreau (2006), Riber et al. (2005) et Riber (2007) ont propose´ et teste´ un mode`le
pour le tenseur de sous maille pour la phase disperse´e Tl,i j. E´tant donne´ la forte compressibilite´ de
la phase disperse´e, le mode`le de Smagorinsky compressible (Smagorinsky 1963) est utilise´ et couple´
avec un mode`le de Yoshizawa (1986) pour l’e´nergie de sous-maille. Si on note Sˆl le tenseur filtre´ des
de´formations du champ des particules et tel que |Sˆl|2 = 2Sl,i jSl,i j, on a :
Tl,i j = −Cs2∆2f α¯lρl|Sˆl|
(
Sˆl,i j−−δi j3 Sˆl,kk
)
+Cl2∆2f α¯lρl|Sˆl|2δi j (2.53)
Les tests a priori de Moreau et al. (2005) ont permis d’obtenir les valeurs suivantes des constantes :
Cs = 0.02 etCl = 0.012
46
2.4 Mode´lisation ’standard’ utilise´e pour la phase disperse´e
Pour les termes de sous-maille relatifs au mouvement de´corre´le´, le terme de diffusion Ql, j n’est pas
mode´lise´ ici, sa mode´lisation posant certaines difficulte´s (Moreau 2006; Riber 2007). Le terme de pro-
duction de sous-maille de RUE filtre´ Πδθl est obtenu (Riber et al. 2006; Riber 2007) en faisant une
hypothe`se d’e´quilibre sur l’e´nergie corre´le´e de sous-maille et en ne´gligeant les termes de diffusion
ainsi que la force de traıˆne´e. Ainsi toute l’e´nergie de sous maille produite par le mouvement corre´le´
est inte´gralement transfe´re´e en e´nergie de´corre´le´e :
Πδθl ≈ −Tl,i j
∂
∂x j
Ûl,i (2.54)
2.4.3 Mode´lisation des termes d’e´changes
Le taux d’e´vaporation Γl s’exprime par le taux Lagrangien de variation de masse m˙p =
dmp
dt :
Γl =−nˇl < m˙p >l (2.55)
Le mode`le d’e´vaporation utilise´ est un mode`le hydrodynamique, e´crit sous l’hypothe`se de goutte isole´e
dans un milieu gazeux sans combustion et de tempe´rature de la goutte uniforme (Spalding 1953; Abram-
zon and Sirignano 1989) (hypothe`se d’une conductivite´ thermique infinie). L’interface liquide/gaz est
suppose´ en e´tat d’e´quilibre thermodynamique, ce qui permet d’utiliser la relation de Clausius-Clapeyron :
gasr
!T
Y
! r
!F,
T
F,Y
liquid
FIG. 2.3 – Goutte isole´e a` la tempe´rature Tζ s’e´vaporant dans un e´coulement de gaz a` la tempe´rature T∞
et avec une fraction massique de carburant YF,∞.
La tempe´rature de la goutte est calcule´e par l’e´quation de l’enthalpie de la phase liquide qui prend bien
en compte les phases de re´chauffement et d’e´vaporation.
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Transfert massique
Le taux de transfert de masse m˙p dans Eq. 2.55 de´pend seulement des variables a` r = rζ et r→ ∞ (Kuo
1986) :
m˙p =−pid Sh [ρDF ] ln(1+BM) (2.56)
Sh est le nombre de Sherwood donne´ par :
Sh= 2+KRe1/2p ScF1/3 (2.57)
ou` le terme KRe1/2p ScF1/3 prend en compte les effets convectifs lie´s a` la vitesse relative entre les phases.
Dans la lite´rature, K varie entre 0.552 et 0.6 (Ranz and Marshall 1952). Dans AVBP la valeur K = 0.55 a
e´te´ retenue.
Le produit [ρDF ] est obtenu a` partir du nombre de Schmidt du carburant ScF :
[ρDF ] =
µ
ScF
(2.58)
BM est le nombre de Spalding de masse lie´ a` la diffe´rence de fraction massique de carburant (indice F)
entre l’interface et l’infini :
cpEBM =
YF,ζ−YF,∞
1−YF,ζ
(2.59)
ou` YF,ζ peut eˆtre e´crit en fonction de la fraction molaire XF,ζ :
YF,ζ =
XF,ζWF
XF,ζWF +
(
1−XF,ζ
)
W nF,ζ
(2.60)
ou`W nF,ζ est la masse molaire moyenne du pseudo-me´lange constitue´ de toutes les espe`ces sauf le carbu-
rant. En faisant l’hypothe`se que la composition de ce me´lange n’e´volue pas entre ζ et ∞, on obtient :
W nF,ζ =W nF,∞ =
1−YF,∞
1−YF,∞ WWF
W (2.61)
ou` XF,ζ est donne´e par la loi de Raoult pour un me´lange ide´al de gaz parfaits :
XF,ζ =
PF,ζ
P
(2.62)
ou` PF,ζ est la pression partielle de carburant gazeux a` l’interface donne´e par la relation de Clausius-
Clapeyron :
PF,ζ = Pcc exp
(
WFLv
R
(
1
Tcc
− 1
Tζ
))
(2.63)
Pcc et Tcc sont respectivement la pression et la tempe´raturede de re´fe´rence correspondant a` un point sur
la courbe de saturation du carburant. Lv est la chaleur latente massique d’e´vaporation repre´sentant la
diffe´rence d’enthalpie entre les phases a` la tempe´rature de re´fe´rence Tre f :
Lv = ∆hs,F (Tre f ) = hs,F (Tre f )−hs,p (Tre f ) (2.64)
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Dans Eq. 2.63, la tempe´rature de l’interface Tζ a e´te´ suppose´e e´gale a` la tempe´rature de la goutte :
Tζ = Tp. Dans Eq. 2.59 et 2.61, la condition a` l’infini correspond a` l’e´tat thermodynamique du gaz non
perturbe´ par la goutte. Pour des e´coulements dilue´s, la distance entre les gouttes est suffisament grande
pour garantir que les gouttes n’inte´ragissent pas entre elles. En conse´quence l’e´tat infini (∞) correspond
aux valeurs moyennes locales Eule´riennes du gaz dans la cellule.
E´change de chaleur
Le flux conductif de gaz a` l’interface est approche´ par l’expression obtenue pour une particule sans
changement de phase :
φcg = pidNuλ
(
Tζ−T∞
) ln(1+BT )
BT
(2.65)
ou`
BT =
Cp
(
Tζ−T∞
)
∆hs,F
(
Tζ
)
+φcl /m˙p
(2.66)
est le nombre de Spalding de tempe´rature et est e´value´ par BT = max{ε,(1+BM)Sh/(NuLeF )− 1}, ou` ε
est un petit nombre utilise´ pour e´viter les erreurs nume´riques quand BT tend vers 0 dans Eq. 2.65. φcl est
le flux conductif entrant dans la goutte . Nu est le nombre de Nusselt exprime´ de manie`re similaire au
nombre de Sherwood (Eq. 2.57) :
Nu= 2+0.55Re1/2p Pr1/3 (2.67)
La conductivite´ thermique du gaz λ est obtenue a` partir du nombre de Prandtl Pr :
λ=
µCp
Pr
(2.68)
Le bilan d’e´nergie a` l’interface s’e´crit :
φtl +φ
t
g = 0 (2.69)
ou` φtk est le flux thermique total pour la phase k. φ
t
k = φ
ev
k +φ
c
k avec φ
ev
k le flux associe´ a` l’e´vaporation.
On a donc :
φevl +φ
c
l +φ
ev
g +φ
c
g = 0 (2.70)
avec : φevl = m˙phs,p(Tζ) et φ
ev
g =−m˙phs,F(Tζ) (2.71)
La somme des flux de chaleur associe´s au transfert de masse vaut donc :
φev =−m˙p∆hs,F
(
Tζ
)
=−φcg−φcl (2.72)
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Cette relation permet de de´terminer le flux inconnu φcl =−φev−φcg.
De manie`re similaire au taux de transfert de masse par e´vaporation, les taux de variation d’e´nergie sont
obtenus dans le spray a` partir des expressions pour une goutte isole´e en prenant la moyenne statistique :
Λ= nˇl < φevg >l = Γlhs,F
(
Tˇl
)
(2.73)
Λl = nˇl < φevl >l = −Γl
(
hˇl +hs,corr
)
(2.74)
Φ = nˇl < φcg >l (2.75)
Φl = nˇl < φcl >l = −Γl∆hs,F
(
Tˇl
)−Φ (2.76)
La signification de hs,corr in Eq. 2.74 est de´taille´ a` la fin de la section.
Les taux de variation d’e´nergie sont alors obtenus pour les deux phases :
Taux de variation d’e´nergie pour le gaz pour le liquide
Par changement de phase : Λ Λl
Par conduction thermique : Φ Φl
Total : Π= Λ+Φ Πl = Λl +Φl
Tout comme pour une seule goutte, le bilan d’enthalpie a` l’interface dans le spray s’e´crit :
Π+Πl = Λ+Φ+Λl +Φl = 0 (2.77)
On retrouve bien le bilan e´nerge´tique obtenu au chapitre 1.
Coefficient de transport : la re`gle des 2/3
Dans Eq. 2.56 et 2.65, les proprie´tes de transport [ρDF ] et λ sont suppose´es constantes dans l’inte´gration
des e´quations de conservation. En re´alite´, ces proprie´te´es varient a` cause des variations de composition
et de tempe´rature entre rζ et l’infini. Cette variation peut eˆtre prise en compte si les valeurs de re´fe´rence
sont judicieusement choisies :
Tre f = (1−a)Tζ+aT∞ (2.78)
Yk,re f = (1−a)Yk,ζ+aYk,∞ (2.79)
ou` a= 1/3 (Hubbard, Denny, and Mills 1975; Versaevel 1996).
Traitement nume´rique de l’e´bullition
Le nombre de Spalding de masse (Eq. 2.59) pre´sente une singularite´ quand YF,ζ = 1. Cette valeur est
atteinte quand la tempe´rature a` l’interface atteint la tempe´rature d’e´bullition a` la pression conside´re´e
Tb(P) donne´e par la relation de Clausius-Clapeyron (Eq. 2.63) :
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Tb =
(
1
Tcc
− R
WFLv
ln
(
P
Pcc
))−1
(2.80)
Analytiquement la loi d’e´vaporation (Eq. 2.56) ne permet pas d’atteindre la tempe´rature d’e´bullition
puisque le flux de chaleur pour le liquide devient nul juste avant. Nume´riquement, le manque de re´solution
spatiale ou temporelle peut conduire a` des tempe´ratures supe´rieures a` Tb. Dans ce cas, la tempe´rature de
liquide est fixe´e a` la tempe´rature d’e´bullition et le flux conductif de liquide est fixe´ a` ze´ro. A partir de
Eq. 2.72, le taux d’e´vaporation est alors :
m˙p
(
Tζ = Tb
)
=
φcg
∆hs,F (Tb)
(2.81)
Valeur de re´fe´rence pour l’enthalpie liquide
L’enthalpie liquide hs,p
(
Tζ
)
est de´finie a` partir d’une valeur de re´fe´rence diffe´rente de celle utilise´e
pour l’enthalpie du gaz hs,F
(
Tζ
)
. Il faut donc ajouter un terme additionnel dans l’expression du flux
d’enthalpie de la phase liquide : +m˙phs,corr avec hs,corr = hs,F
(
Tl,re f
)−Lv.
2.5 Quelques points d’interrogation sur l’approche me´soscopique
2.5.1 Validite´ du conditionnement sur la re´alisation gazeuse
Nous avons vu que la moyenne d’ensemble e´tait conditionne´e par une re´alisation de la phase gazeuse.
Cette hypothe`se n’est valide que dans le cas ou` la phase disperse´e n’influe pas ou tre`s peu sur la phase
gazeuse. Dans le cas d’un spray Diesel ou` l’essentiel de la turbulence dans la chambre de combustion
est ge´ne´re´ par l’injection, cette hypothe`se est donc discutable. On ne peut donc plus conside´rer que la
vitesse de gaz est constante quelle que soit la re´alisation. Or la vitesse de gaz intervient dans la force de
traıˆne´e, il faudrait the´oriquement prendre en compte une fluctuation par rapport a` la moyenne statistique.
Ici l’hypothe`se qui est faite est que les statistiques de la phase gazeuse changent peu avec les re´alisations
de l’e´coulement liquide.
2.5.2 Notion d’e´chelle et remise en cause de l’hypothe`se de viscosite´
Les e´quations de la phase disperse´e obtenues par moyenne d’ensemble ont l’avantage de ne pas introduire
de notion d’e´chelle de longueur. Ces e´quations sont donc valables a` toute e´chelle.
Elles sont cependant limite´es au cas ou` l’approximation des milieux continus est valide. Les e´chelles
caracte´ristiques de la phase disperse´e ne sont pas du meˆme ordre de grandeur que pour un gaz. Les
mole´cules ont une taille de l’ordre de l’Angstro¨m alors que les gouttes ont une taille de l’ordre du
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microme`tre. La validite´ de l’hypothe`se des milieux continus et a fortiori le mode`le de viscosite´ pour
le tenseur RUV (Eq. 4.34) n’est donc pas e´vidente pour la phase disperse´e. Pour e´valuer cette limite
de validite´, il est inte´ressant de calculer un nombre de Knudsen pour la phase disperse´e. L’approche
continue est justifie´e pour un nombre de Knudsen infe´rieur a` 1. Le nombre de Knudsen peut eˆtre de´fini
par le rapport entre le libre parcours moyen lδ et la plus petite e´chelle du champ de vitesse me´soscopique
lm. On peut e´valuer le libre parcours moyen lδ a` l’aide de l’e´nergie de´corre´le´e et du temps de relaxation
τp des particules comme propose´ par Moreau (2006) :
lδ =
√
2
3
δθlτp (2.82)
La plus petite e´chelle du champ de vitesse me´soscopique peut eˆtre obtenue par l’interme´diaire de l’e´nergie
cine´tique me´soscopique note´e q˜2l avec la formule :
lm =
√
2
3 q˜
2
l
|Sl| (2.83)
avec |Sl|2 = 2Sl,i jSl,i j ou` Sl,i j est le tenseur de de´formation du champ de vitesse des particules.
Ceci permet de calculer un nombre de Knudsen relatif a` la plus petite e´chelle du champ de vitesse
me´soscopique :
Kn =
√
δθl
q˜2l
τp|Sl| (2.84)
Comme le signale Moreau (2006), le nombre de Knudsen est souvent trop e´leve´ pour valider pleinement
l’hypothe`se de viscosite´. Ne´anmoins, ce mode`le donne de bons re´sultats si on se re´fe`re aux tests a priori
(Moreau 2006) et a posteriori (Kaufmann, Moreau, Simonin, and Helie 2006).
2.5.3 Remarque sur le sens de l’ope´rateur statistique
Il est parfois inte´ressant de rappeler que cette statistique est diffe´rente d’une approche de type RANS
puisqu’elle consiste a` appliquer une moyenne d’ensemble non pas sur les e´quations de Navier-Stokes
comme en RANS mais directement sur l’e´quation de Boltzmann de transport de la FDP.
2.6 Equations du gaz filtre´es
On rappelle ici les e´quations filtre´es pour la phase gazeuse. De la meˆme fac¸on que pour les e´quations du
liquide, les e´quations du gaz sont filtre´es spatialement avec un noyauG∆ f de taille carate´ristique ∆ f . Dans
la litte´rature, plusieurs auteurs proposent une de´rivation des e´quations filtre´es (Sirignano 2005; Carrara
and DesJardin 2006) .
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Comme pour le liquide, la quantite´ f filtre´e s’e´crit :
f¯ (x) =
Z
f (x)G∆ f (x
′− x)dx′ (2.85)
La moyenne de Favre f˜ (x) est habituellement utilise´e pour s’affranchir des fluctuations de densite´, elle
est e´crite ici a` l’aide de la fraction volumique de gaz sous la forme :
αgρg f˜ (x) =
Z
αgρg f (x)G∆ f (x
′− x)dx′ (2.86)
ou` αgρg est la densite´ filtre´e rapporte´e au volume occupe´ par le gaz.
On obtient alors les e´quations suvantes :
∂
∂t
αgρg+
∂
∂xi
αgρgU˜g = Γg =−Γl (2.87)
∂
∂t
αgρgU˜g,i+
∂
∂x j
αgρgU˜g,iU˜g, j = −αg ∂∂xiPg+
∂
∂x j
(
τg,i, j+ τg,i, jt
)− αlρl
τp
(Ug,i−Ul,i)+Ul,iΓ
(2.88)
∂
∂t
αgρgE˜g+
∂
∂x j
αgρgU˜g, jE˜g = −Pg ∂αg∂t +Ul,iFdrag−
∂
∂x j
Ug,i (Pδi, j− τg,i, j)− ∂∂x j
(
qg, j+qg, jt
)
+Λg+Φg+
(
1
2
Ul,i2
)
Γ (2.89)
Le tenseur visqueux laminaire filtre´ s’e´crit :
τg,i, j = −αgρg
(
U˜g,iUg, j−U˜g,iU˜g, j
)
(2.90)
Les termes de sous-maille note´s “t” font intervenir la fraction volumique de gaz puisqu’ils s’e´crivent :
τg,i, jt = −αgρg
(
U˜g,iUg, j−U˜g,iU˜g, j
)
(2.91)
qg, jt = −αgρg
(
U˜g,iEg−U˜g,iE˜g
)
(2.92)
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2.7 Bilan des e´quations par approche statistique
Les e´quations obtenues pour la phase gazeuse sont :
∂
∂t
αgρg+
∂
∂xi
αgρgU˜g = Γg =−Γl (2.93)
∂
∂t
αgρgU˜g,i+
∂
∂x j
αgρgU˜g,iU˜g, j = −αg ∂∂xiPg+
∂
∂x j
(
τg,i, j+ τg,i, jt
)− αlρl
τp
(Ug,i−Ul,i)+Ul,iΓ (2.94)
∂
∂t
αgρgE˜g+
∂
∂x j
αgρgU˜g, jE˜g = −Pg ∂αg∂t +Ul,iFdrag−
∂
∂x j
Ug,i (Pδi, j− τg,i, j)− ∂∂x j
(
qg, j+qg, jt
)
+Λg+Φg+
(
1
2
Ul,i2
)
Γ (2.95)
Les e´quations obtenues pour la phase liquide sont :
∂
∂t
n¯l +
∂
∂xi
n¯lÛl,i = 0 (2.96)
∂
∂t
ρlα¯l +
∂
∂xi
ρlα¯lÛl,i = Γl (2.97)
∂
∂t
α¯lρlÛl,i+
∂
∂x j
α¯lρlÛl,iÛl, j = Ûl,iΓl− α¯l ∂∂xi P¯g+
α¯lρl
τp
(
Ûg,i−Ûl,i
)
− ∂
∂x j
α¯lρl δ̂Rl,i j− ∂∂x j Tl,i j (2.98)
∂
∂t
α¯lρl δ̂θl +
∂
∂xi
α¯lρl δ̂θlÛl,i = δ̂θlΓl−2 α¯lρlτp δ̂θl− α¯lρl δ̂Rl,i j
∂
∂x j
Ûl,i+
∂
∂x j
α¯lρl δ̂Kl,ii j
+Πδθl −
∂
∂x j
Ql, j (2.99)
∂
∂t
α¯lρlĤl +
∂
∂xi
α¯lρlĤlÛl,i = Πl (2.100)
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Chapitre 3
Conclusions sur les e´quations diphasiques
bi-fluides
Dans les deux chapitres pre´ce´dents les e´quations du syste`me diphasique ont e´te´ obtenues par moyenne
volumique ainsi que par le formalisme me´soscopique. Meˆme si ces e´quations pre´sentent de fortes simili-
tudes, il faut ne´anmoins rappeler que les hypothe`ses utilise´es pour les obtenir sont nettemennt diffe´rentes.
Ainsi pour la moyenne volumique, la notion d’e´chelle est explicite puisqu’elle intervient par l’interme´diaire
du volume de controˆle. Le terme de fluctuation < χgρu′′i u′′j > dans l’e´quation de quantite´ de mouvement
repre´sente donc une fluctuation a` une e´chelle infe´rieure a` la taille du volume de controˆle. Il contient donc
a` la fois une contribution du mouvement corre´le´ ainsi que du mouvement de´corre´le´. Dans le formalisme
me´soscopique, la moyenne d’ensemble n’impose pas d’e´chelle. Le tenseur des vitesses de´corre´le´es δRˇp,i j
ne contient que la contribution de´corre´le´e et ce a` toutes les e´chelles. Bien suˆr, l’application d’un filtre
LES implique a` nouveau une notion d’e´chelle meˆme avec le mouvement de´corre´le´. C’est pourquoi des
termes de sous-maille apparaissent. L’avantage de l’approche me´soscopique est de se´parer clairement
le mouvement me´soscopique, le mouvement de´corre´le´ et le mouvement de sous-maille. Concre`tement
cette se´paration et la mode´lisation de l’e´nergie de´corre´le´e est particulie`rement inte´ressante dans le cas
des e´coulements charge´s dans lesquels les gouttes sont susceptibles de se rencontrer. La mode´lisation de
cette rencontre ne peut se faire que si l’on prend en compte une ’agitation’ des gouttes dans un nuage.
Cette de´corre´lation pourrait eˆtre calcule´e en transportant diffe´rents moments en vitesse comme pour une
approche de type DQMOM. L’approche choisie ici avec un terme d’e´nergie permet de limiter le temps
de calcul et a montre´ de bons re´sultats en THI (Riber 2007; Moreau 2006). Il reste ne´anmoins a` adapter
cette approche pour les injections dans les moteurs a` piston.
Une autre diffe´rence concerne la nature des inclusions liquides. Dans l’approche volumique, puisque les
e´quations de Navier-Stokes sont utilise´es pour les deux phases, il est possible de traiter des ligaments ou
une colonne de liquide et prendre en compte la physique a` l’inte´rieur de la phase liquide. L’hypothe`se de
sphe´ricite´ n’apparaıˆt que pour la mode´lisation de la force de traıˆne´e ou de l’e´vaporation. Cette approche
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semble donc plus adapte´e a` la sortie imme´diate de l’injecteur dans laquelle l’atomisation primaire est
importante.
Dans l’approche me´soscopique, les inclusions sont conside´re´es comme solides, c’est-a`-dire comme des
points mate´riels avec une proprie´te´e de taille. Conceptuellement, ces deux approches sont donc tre`s
diffe´rentes meˆme si certains termes semblent comparables.
Dans le travail de cette the`se, l’approche me´soscopique est choisie pour sa capacite´ a` bien diffe´rencier
les types de mouvement de la phase liquide. Elle posse`de e´galement des proprie´te´es inte´ressantes de
stabilite´ par l’ajout d’une ’viscosite´’ et d’une ’pression’ dans la phase liquide. Ces points seront discute´s
au chapitre 5
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Deuxie`me partie
De´veloppements de AVBP pour le calcul de
l’injection directe
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Introduction
Le mode`le diphasique eule´rien a e´te´ initialement de´veloppe´ dans AVBP pour des e´coulements dipha-
siques tre`s dilue´s. Comme nous l’avons vu en introduction, cette hypothe`se d’e´coulement dilue´ convient
dans le cas d’injection dans des chambres ae´ronautiques mais dans le cas de sprays de type essence ou
Diesel elle n’est plus valable. Le mode`le diphasique pre´sente´ au chapitre 2 doit donc eˆtre adapte´ aux
cas des fractions volumiques e´leve´es et donc prendre en compte les phe´nome`nes physiques qui y sont
rattache´s.
Cette adaptation de la physique doit aussi eˆtre comple´te´e d’une adaptation nume´rique du code AVBP
pour le calcul moteur. Les fortes pressions d’injection rencontre´es dans le cas de l’injection Diesel par
exemple ainsi que les forts gradients de vitesse ou de fraction volumique dans le spray sont tre`s de´licats
a` ge´rer nume´riquement. Une partie du travail de the`se a donc porte´ sur l’ame´lioration de la robustesse du
code tout en limitant la diffusivite´ nume´rique.
L’interaction des gouttes avec les parois dans les moteurs a` combustion interne est une proble´matique
importante tant d’un point de vue nume´rique que physique. Nous discuterons de cette proble´matique en
fin de chapitre.
Enfin, le mouvement de maillage mis en place par Moureau et al. (2004, Moureau (2004) pour la partie
monophasique du code AVBP doit eˆtre e´tendu a` la partie liquide, et donc aux e´quations de conservation
du liquide.
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Chapitre 4
Mode´lisation physique des e´coulements
diphasiques denses
4.1 Classification des re´gimes diphasiques
Selon Elghobashi (1991, Elghobashi (1994), on peut classer les e´coulements diphasiques en diffe´rents
re´gimes (Fig. 4.1).
FIG. 4.1 – Classification des re´gimes d’e´coulements diphasiques selon Elghobashi (1994)
Ce classement s’organise en fonction de la fraction volumique de liquide αl ainsi que d’un rapport de
temps caracte´ristiques : τp est le temps caracte´ristique de Stokes alors que τκ= ν/ε, ou` ε est la dissipation
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d’e´nergie cine´tique turbulente, est le temps caracte´ristique relatif a` l’e´chelle de Kolmogorov. Le nombre
note´ St est le nombre de Stokes de´fini dans le cas d’un e´coulement turbulent par :
St =
τp
τt
(4.1)
ou` τt est le temps caracte´ristique des plus grands tourbillons de la phase gazeuse.
D’apre`s ce classement, trois grandes re´gions peuvent eˆtre distingue´es. Dans la premie`re re´gion, dite de
’one-way couling’, pour αl < 10−6, les particules n’ont aucun effet sur la turbulence du fluide, ne´anmoins
le fluide peut avoir une influence sur la dynamique des particules. Quand la fraction volumique de li-
quide augmente jusqu’a` αl = 10−3, les particules peuvent influencer la turbulence du fluide (’two-way
couling’). Elles peuvent soit dissiper l’e´nergie turbulente si leur Stokes est faible (zone A), soit contri-
buer a` l’augmentation de l’e´nergie cine´tique turbulente si leur Stokes est fort (zone B). Dans la zone A,
l’e´nergie turbulente est dissipe´e par le travail de la force de traıˆne´e qui acce´le`re les particules. Dans la
zone B, la forte inertie des particules provoque un de´tachement tourbillonnaire qui cre´e ou augmente
l’e´nergie turbulente. Ces me´canismes sont les me´canismes pre´ponde´rants pour la modulation de la tur-
bulence gazeuse par des particules solides. Quand la fraction volumique augmente et de´passe αl > 10−3,
la distance entre les particules diminue si bien que les interactions entre les particules entrent en compte
(’four-way couling’). D’apre`s ce classement, dans le cas des sprays, et e´tant donne´ la forte charge de
liquide, il semble difficile d’omettre les interactions entre particules. En revanche, l’importance des col-
lisions par rapport au couplage fluide-particules reste a` e´valuer. Pour des fractions volumiques de liquide
de l’ordre de αl > 0.1, la turbulence du gaz n’a plus qu’un effet limite´ sur le mouvement des gouttes.
4.2 Importance des collisions
Comme nous l’avons vu, les principales diffe´rences entre une zone fortement charge´e en gouttelettes et
une zone tre`s dilue´e sont les inte´ractions particules-particules. Pour s’en rendre compte, il est utile de
comparer le temps de relaxation τp avec le temps caracte´ristique des collisions τc.
Le temps de relaxation d’une goutte de diame`tre d, de masse volumique ρl e´voluant a` un Reynolds Re et
subissant un coefficient de traıˆne´eCd ≈ 24/Re s’exprime par :
τp =
4d2ρl
3µgCdRed
≈ d
2ρl
18µg
(4.2)
Le temps caracte´ristique de collision, qui est le temps qui se´pare deux collisions pour une goutte, est
exprime´ en utilisant la the´orie cine´tique des gaz (Chapman and Cowling 1970) et en faisant l’analogie
entre l’e´nergie d’agitation mole´culaire et la Random Uncorrelated Energy (RUE = δθ, voir chapitre 2 ).
On obtient :
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τc =
d
24g0αl
√
3pi
2RUE
(4.3)
dans lequel g0 est un parame`tre que l’on explicitera ulte´rieurement et que l’on calcule par la formule
empirique g0 = (1− αlαm )−2.5αm (Lun and Savage 1986) pour laquelle αm est la fraction volumique de
liquide maximum et qui correspondant a` un entassement maximum. . Par exemple pour des particules
sphe´riques rigides, on a αm ≈ 0.64.
Le rapport τratio entre ces deux temps de collision est :
τratio =
τc
τp
≈ 3µg
4dg0ρlαl
√
3pi
2RUE
(4.4)
Pour des gouttes de 20µm, de masse volumique ρl = 800kg.m−3 dans une chambre de gaz de viscosite´
dynamique µg = 1.5kg.m−1.s−1 et en prenant αm = 0.7,la figure 4.2 montre l’e´volution de ce rapport
pour diffe´rentes valeurs de RUE (en m2.s−2) en fonction de la fraction volumique de liquide αl .
FIG. 4.2 – Rapport des temps caracte´ristiques de collision et de relaxation
On remarque que quelle que soit le valeur de RUE (10m2.s−2 ; 100m2.s−2 ou 1000m2.s−2), le temps
de collision est infe´rieur au temps de relaxation pour une fraction volumique de liquide de l’ordre de
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10−3. Ce qui veut dire que meˆme pour des e´coulements qui pourraient eˆtre conside´re´s comme ’dilue´s’,
les phe´nome`nes de collisions ont un roˆle important et ne peuvent pas eˆtre ne´glige´s. Ils sont d’autant plus
importants que la fraction volumique de liquide est e´leve´e et que l’“agitation” (RUE) est e´leve´e. Il est
donc ne´cessaire de prendre en compte les collisions dans le calcul.
4.3 Prise en compte des collisions
Les collisions peuvent eˆtre prises en compte de diffe´rentes manie`res. La nature meˆme des e´quations di-
phasiques bi-fluide obtenues par approche volumique ou par approche statistique ne permet pas d’e´viter
les zones de fortes concentration de liquide dans lesquelles la fraction volumique de liquide prend des
valeurs e´leve´es. Pour e´viter ces accumulations, certains auteurs ajoutent un terme, dit de ‘pression col-
lisionnelle’ G(αg)∂αg/∂xi, dans l’e´quation de quantite´ de mouvement du liquide. Ce terme permet de
stabiliser nume´riquement le calcul (Massoudi et al. 1992) et agit tre`s fortement lorsque la fraction volu-
mique de liquide se rapproche d’une valeur limite associe´e a` la fonction G(αg). Diffe´rents mode`les pour
G(αg) peuvent eˆtre utilise´s (Enwald et al. 1996), citons par exemple : G(αg) = exp(−500(αg−0.46)).
L’inconve´nient de ce type de mode`le est que le fondement physique reste a` de´terminer et qu’il n’influe
en rien sur le mouvement de´corre´le´ bien que les collisions puissent agir comme terme de production ou
de dissipation.
Pour rappel, le principal phe´nome`ne physique contribuant a` l’e´volution du RUM, en e´coulement dilue´,
est la traıˆne´e : sans traıˆne´e l’e´nergie de´corre´le´e reste constante. Pour des fractions volumiques supe´rieures
a` αl = 10−3, le phe´nome`ne pre´ponde´rant n’est plus la traıˆne´e mais les interactions gouttes-gouttes (voir
section 4.2) et il faut adapter l’e´quation de conservation de RUE pour prendre en compte les collisions.
L’ide´e principale de´veloppe´e ci-dessous est donc de mode´liser le taux de variation collisionnel de chaque
quantite´ ψ : C(ψ) (cf. Eq. 2.5). Les collisions intervienent dans la mode´lisation du tenseur de vitesse
de´corre´le´e δRˇl,i j ainsi qu’au niveau des corre´lations triples Kˇl,i jk (voir section 2.2). La mode´lisation de
la viscosite´ ν̂RUV (cf. Eq. 2.51) et du coefficient de diffusion κ̂RUV (cf. Eq. 2.52) doit donc eˆtre adapte´e.
Pour cela, on utilise la the´orie cine´tique des gaz denses de´veloppe´e par Jenkins and Richman (1985).
L’utilisation de cette the´orie a fait l’objet de nombreuses e´tudes. On citera notamment les travaux de
(Simonin 1991) sur des jets ronds turbulents, de (He and Simonin 1993) pour des e´coulements confine´s
charge´s de particules, de Balzer et al. (1996) et Boelle (1997) pour des lits fluidise´s et enfin Boelle et al.
(1995) pour la validation en e´coulement cisaille´ simple. Une revue comple`te de la simulation turbulente
en lits fluidise´s est propose´e par Peirano and Leckner (1998). Le mode`le de collision pre´sente´ ici ainsi
que la de´rivation des e´quations et des diffe´rents termes collisionnels sont tre`s largement inspire´s de cette
revue et des travaux de Boelle (1997).
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En suivant la de´marche de Peirano and Leckner (1998) on fait l’analogie entre la tempe´rature granulaire
et l’e´nergie de´corre´le´e puisque le formalisme est identique.
4.4.1 Taux de variation collisionnel
Le taux de variation collisionnel de la quantite´ ψ est :
C(ψ) =
Z
ψ
(
∂ fˇp
∂t
)
coll
dcp (4.5)
Jenkins and Richman (1985) proposent de de´composer ce terme sous la forme :
C(ψ) = χ(ψ)− ∂
∂xi
Θi(ψ)− ∂Ul, j∂xi Θi
(
∂
∂δup, j
ψ
)
(4.6)
Le calcul de ces termes fait intervenir la fonction de distribution paire f 2(xA,xB,cpA,cpB, t) ainsi que
la variation de la quantite´ ψ durant la collision. La fonction de distribution paire est de´finie telle que
f 2(xA,xB,cpA,cpB, t)dxAdxBdcpAdcpB repre´sente la probabilite´ de trouver une paire de particules A et
B dans un volume xA + dxA et xB + dxB avec des vitesses comprises entre cpA et cpA + dcpA et cpB et
cpB+dcpB respectivement.
Le terme χ(ψ) est un terme source, il repre´sente la perte de la quantite´ ψ par collision ine´lastique :
χ(Ψ) =
Z
g.k>0
((ψ′B+ψ
′
A)− (ψB+ψA)) f 2(xA,xB,cA,cB, t)d2p(g.k)dkdcAdcB (4.7)
ou` g = cpA− cpB est la vitesse relative entre les deux particules et k est le vecteur unite´ de´fini par dk =
xB− xA avec g.k > 0. La proprie´te´ ψ d’une particule est note´e ψ′ apre`s la collision.
Θi(ψ) est un terme de flux, il re´pre´sente le transport de ψ durant les collisions :
Θi(Ψ) =
Z
g.k>0
(Ψ′A−ΨA)ki
(
1− dpk j
2!
∂
∂x j
+ ...
)
f 2(xA,xB,cA,cB, t)d2p(g.k)dkdcAdcB (4.8)
Le dernier terme de l’Eq. (4.6) doit eˆtre inclus lorsque ψ de´pend de la fluctuation δup, j. Ce terme
repre´sente une production de ψ par le gradient de vitesse moyenne.
Pour calculer le terme C(ψ), il faut donc trouver une expression pour f 2 et calculer les termes ∆ψ =
(ψ′B+ψ′A)− (ψB+ψA) et ψ′A−ψA.
4.4.2 Collisions binaires
On conside`re une collision binaire ine´lastique entre deux particules A et B de masse m et de diame`tre dp.
La mode´lisation utilise´e ne prend pas en compte la coalescence ni la polydispersion. Tous ces diffe´rents
65
CHAPITRE 4 : Mode´lisation physique des e´coulements diphasiques denses
phe´nome`nes physiques modifient significativement les bilans de quantite´ de mouvement et d’e´nergie
pendant les collisions et donc les fermetures des termes collisionnels. Dans le travail propose´ ici, on se
limite aux effets pre´ponde´rants associe´s aux collisions et on ne´glige ces phe´nome`nes.
La variation de quantite´ de mouvement J des particules A et B sont identiques :
J = mc′pA−mcpA = mc′pB−mcpB (4.9)
De plus :
g′.k = −e(g.k) (4.10)
ou` g′ = c′pA− c′pB et e est le coefficient d’ine´lasticite´ ou coefficient de restitution. Ce coefficient, qui
repre´sente la perte d’e´nergie pendant la collision, varie entre 0 et 1, et vaut 1 quand la collision est
e´lastique. A partir des Eq.(4.9) et (4.10), on peut calculer J :
Ji =
1
2
m(1+ e)(g jk j)ki (4.11)
A partir des Eqs.(4.9)-(4.11), il est ainsi possible de trouver les variations des moments d’ordre 1, 2 et 3
en vitesse et donc les termes ∆ψ et ψ′A−ψA (Jenkins and Richman 1985).
4.4.3 Fonction de distribution paire
La fonction de distribution paire f 2 peut s’exprimer simplement par le produit des deux fonctions de dis-
tribution f 1 (Chapman and Cowling 1970) de chaque particule corrige´ par le facteur g0≥ 1 qui repre´sente
la fonction de distribution radiale :
f 2(xA,xB,cpA,cpB, t) = g0(x) f 1(x− 12dp,cpAt) f
1(x+
1
2
dp,cpB, t) (4.12)
g0 prend en compte le fait que les fonctions de distribution des deux particules ne sont pas statistiquement
inde´pendantes. En pratique, elle prend en compte le fait que le nombre de collisions augmente lorsque
les particules sont tre`s proches. Lun and Savage (1986) proposent la formule empirique suivante : g0 =
(1− αlαm )−2.5αm .
Les deux proprie´te´es importantes de la fonction g0 sont qu’elle doit tendre vers 1 pour des fractions
volumiques faibles et vers l’infini quand la fraction volumique tend vers un compactage maximum (αm).
La fonction de Lun and Savage (1986) re´pond a` ces deux proprie´te´s et a montre´ de bons re´sultats en
e´coulements cisaille´s fortement charge´s en petites particules.
4.4.4 De´veloppement de Grad
Enfin, pour obtenir l’expression finale des termes collisionnels et la mode´lisation du tenseur des vitesses
de´corre´le´es, il faut faire une hypothe`se sur la forme de la fonction de distribution. Pour cela, Grad (1949)
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propose d’e´crire la fonction f 1 comme un de´veloppement infini de la distribution de Maxwell f 0 a` l’aide
de polynoˆmes d’Hermite Hni (c) :
f 1(x,cp, t) = f 0(x,cp, t)
(
∞
∑
n=0
1
n!
ani (x, t)H
n
i (cp)
)
(4.13)
ou` les tenseurs ani (x, t) sont syme´triques pour tous leurs indices et f
0 est la fonction de distribution de
Maxwell :
f 0(x,cp, t) =
nˇl(
2/3piδθˇl
)3/2 exp
(
−3δup,i2
4δθˇl
)
(4.14)
Grad propose de se limiter a` une troncature du troisie`me ordre au lieu d’un de´veloppement infini :
f 1(x,cp, t) =
(
H0+aiH1i +
1
2!
ai jH2i j+
1
3!
ai jmH3i jm
)
f 0(x,cp, t) (4.15)
Chaque polynoˆme d’Hermite est de´fini en fonction des de´rive´s de f 0 :
f 1(x,cp, t) =
(
1+ai
∂
∂cp,i
+
1
2!
ai j
∂2
∂cp,i∂cp, j
+
1
3!
ai jm
∂3
∂cp,i∂cp, j∂cp,m
)
f 0(x,cp, t) (4.16)
avec
H0 = 1 (4.17)
H1i =
1
f 0
∂ f 0
∂cp,i
=−3δup,i
2δθˇl
(4.18)
H2i j =
1
f 0
∂2 f 0
∂cp,i∂cp, j
=− 3δi j
2δθˇl
+
9δup,iδup, j
4δθˇ2l
(4.19)
H3i jm =
1
f 0
∂3 f 0
∂cp,i∂cp, j∂cp,m
=
9(δup,iδ jm+δup, jδim+δup,mδi j)
4δθˇ2l
− 27δup,iδup, jδup,m
8δθˇ3l
(4.20)
L’approximation a` l’ordre 3 dans l’Eq. (4.15) n’est valable que dans le cas ou` l’e´coulement ne varie pas
trop rapidement. De plus, comme souligne´ par Boelle et al. (1995) par comparaison avec des simulations
nume´riques lagrangiennes, la fonction de distribution de Grad n’a pas la bonne forme dans le cas d’une
forte anisotropie du champ des vitesses de´corre´le´es et est donc limite´e aux cas de faibles anisotropies ou`
on pre´fe`re la forme propose´e par Richmann (1989). Cependant, la distribution de Richmann ne permet
pas de de´river les termes collisionnels de manie`re ge´ne´rale.
A partir des Eq. (2.24) et Eq. (4.16 ) il est possible d’obtenir des relations entres ai,ai j et ai jm et les
moments en vitesse. Applique´e a` ψ = 1 on trouve que ai = 0. De plus, Jenkins and Richman (1985)
montrent que :
δRˇl,i j =
2δθˇl
3
δi j+ai j ⇒+aii = 0 (4.21)
δKˇl,i jm = ai jm (4.22)
δMˇl,i jmn = 4/3(δθˇl)2δ(i jδmn)+4δθˇla(i jδmn) (4.23)
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ou` δMˇp,i jmn =< δup,iδup, jδup,mδup,n >l est le moment d’ordre 4 en vitesse. D’apre`s Grad, le syste`me de
20 inconnues (αˇl , Uˇl,i,ai j, ai jm) peut eˆtre re´duit en un syste`me de 13 inconnues en utilisant une contraction
du tenseur du troisie`me ordre :
ai jm =
1
5
(ainnδ jm+a jnnδin+amnnδi j) (4.24)
La distribution f 1 peut donc eˆtre re´e´crite :
f 1(x,cp, t) =
(
1+
9ai j
8(δθˇl)2
δup,iδup, j+
9aimm
40(δθˇl)2
(
3δu2p,i
2δθˇl
−5
)
δup,i
)
f 0(x,cp, t) (4.25)
Le syste`me de 13 inconnues peut eˆtre re´solu avec l’e´quation de conservation de la masse, de la quantite´ de
mouvement, de RUE et des e´quations de transport des ai j = δRˇ∗l,i j et aimm = δKˇl,imm. L’e´quations de trans-
port des ai j est obtenue a` partir des Eq. (2.20) avec ψ= δup,iup, j, ψ= δup,iup,i et des Eq. (4.21), (4.22)
et (4.24). L’e´quation de transport des aimm est obtenue a` partir des Eq. (2.20) avec ψ = δup,iδup,mδup,m
et des Eq. (4.21) a` (4.24). Ces e´quations de transport ne sont pas re´e´crites dans ce manuscrit mais le
lecteur inte´resse´ pourra lire, par exemple, la revue de Peirano and Leckner (1998).
4.4.5 The´orie line´aire
Il est maintenant ne´cessaire d’expliciter les termes de collisions en utilisant la fonction de distribution
calcule´e pre´ce´demment a` l’Eq. (4.25). Pour cela, Jenkins and Richman (1985) conside`rent des faibles
perturbations (domaine line´aire) autour de l’e´tat de Maxwell. Ils arrivent ainsi a` exprimer les termes de
collision χ(ψ) de l’Eq. (4.7) et Θi(ψ) de l’Eq. (4.8) en fonction, notamment, des coefficients ai j et ai j j :
χ(mpup,i) = 0 (4.26)
Θ j(mpup,i) = 2α2l ρlg0(1+ e)
2δθˇl
3
δi j
−4
5
α2l ρldg0(1+ e)
√
2δθˇl
3pi
(2Sl,i j+Sl,mmδi j)
+
4
5
α2l ρlg0(1+ e)ai j (4.27)
χ(
1
2
mpδup, jδup, j) =
12
d2
α2l ρlg0(e
2−1)
√
2δθˇl
3pi
2δθˇl
3
+3α2l ρlg0(1− e2)
2δθˇl
3
Sl,mm (4.28)
Θi(
1
2
mpδup, jδup, j) = −65α
2
l ρlg0(1+ e)ai j j−4α2l dρlg0(1+ e)
√
2δθˇl
3pi
∂
∂xi
(
2δθˇl
3
)
(4.29)
Il reste maintenant a` expliciter et faire des hypothe`ses sur les termes ai j et ai j j qui sont les tenseurs δRˇ∗l,i j
et δKˇl,imm respectivement. Ces hypothe`ses ainsi que la mode´lisation finale retenue sont de´taille´s dans la
section suivante.
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4.5 Nouvelles e´quations bi-fluide pour les e´coulements charge´s
La prise en compte des collisions a deux modifications essentielles sur les e´quations du mode`le bi-fluide.
Premie`rement, la contribution cine´tique du tenseur de corre´lation des vitesses re´siduelles est modifie´e
par la prise en compte de l’effet des collisions sur le libre parcours moyen des particules. De plus, une
contribution collisionnelle est rajoute´e par les termes de type C(ψ). Ici,et afin de respecter le formalisme
me´soscopique, les corre´lations en vitesse fluide-particule de type < u′g,iδup,i >l ne sont pas prises en
compte. En effet, u′g,i, e´tant la fluctuation de vitesse de la phase gazeuse vue par la particule, on a u
′
g,i = 0
puisque la moyenne d’ensemble sur les re´alisations de la phase liquide se fait pour une seule re´alisation
de la phase gazeuse.
Les seules e´quations pre´sentant des modifications sont les e´quations de conservation de quantite´ de mou-
vement et d’e´nergie de´corre´le´e. Elles sont rappele´es ci-dessous, avec en gras les termes ajoute´s par
rapport aux e´quations sans collision :
∂
∂t
α¯lρlÛl,i+
∂
∂x j
α¯lρlÛl,iÛl, j =
α¯lρl
τp
(
Ûg,i−Ûl,i
)
− ∂
∂x j
δ̂Rl,i j
− ∂
∂xi
PSGS− ∂∂x j T
∗
l,i j+C(mpup,i) (4.30)
∂
∂t
α¯lρl δ̂θl +
∂
∂xi
α¯lρl δ̂θlÛl,i = −2 α¯lρlτp δ̂θl−
∂
∂x j
α¯lρl δ̂Kl,ii j
−δ̂Rl,i j ∂∂x j Ûl,i+
(−PSGS−T ∗l,i j) ∂∂x j Ûl,i
+C(
1
2
mpδup,jδup,j) (4.31)
En remplacant les termes collisionnels par leur expression simplifie´e (Eq. 4.6) et le terme χ(mpδup,i)
e´tant nul, on obtient :
∂
∂t
α¯lρlÛl,i+
∂
∂x j
α¯lρlÛl,iÛl, j =
α¯lρl
τp
(
Ûg,i−Ûl,i
)
− ∂
∂x j
(
δ̂Rl,i j+Θ j(mpδup,i)
)
− ∂
∂xi
PSGS− ∂∂x j T
∗
l,i j (4.32)
∂
∂t
α¯lρl δ̂θl +
∂
∂xi
α¯lρl δ̂θlÛl,i = −2 α¯lρlτp δ̂θl−
∂
∂x j
α¯lρl δ̂Kl,ii j
−δ̂Rl,i j ∂∂x j Ûl,i+
(−PSGS−T ∗l,i j) ∂∂x j Ûl,i
+χ(
1
2
mpδup,jδup,j)− ∂∂xiΘi(
1
2
mpδup,jδup,j)
−∂Ul,i
∂x j
Θ j(mpδup,i) (4.33)
Le tenseur δ̂Rl,i j repre´sente une contribution cine´tique alors que les termes χ et Θ sont des contributions
collisionnelles. On pre´sente dans les sections suivantes la mode´lisation finale de ces deux contributions.
69
CHAPITRE 4 : Mode´lisation physique des e´coulements diphasiques denses
4.5.1 Mode´lisation de la contribution cine´tique
Le tenseur de corre´lation des vitesses re´siduelles RUV est mode´lise´ par une hypothe`se de Boussinesq
prenant en compte non seulement les effets de traıˆne´e comme dans les travaux de Kaufmann (2004) mais
aussi les collisions :
δ̂Rl,i j =
2
3
δ̂θlδi j−2ν̂RUVc
(
Ŝl,i j− Ŝl,mmδi j3
)
= P̂RUVδi j−2ν̂RUVc Ŝ∗l,i j (4.34)
La viscosite´ ν̂RUVc s’e´crit dore´navant (Boelle et al. 1995) :
ν̂RUVc =
τp
3
δ̂θl
(
1+ α¯lg0
2
5
(1+ e)(3e−1)
)
1(
1+
τp
τc
(1+ e)(3− e)
10
) (4.35)
L’indice c signifie que le terme a e´te´ modifie´ pour prendre en compte le temps collisionnel. Dans le cas
des e´coulements tre`s dilue´s (αl → 0 et τc→∞ ) on retrouve νRUVc = νRUV . Cette viscosite´ ’collisionnelle’
apparaıˆt donc comme une extension du coefficient “classique” de Kaufmann (2004) aux cas fortement
charge´s, par diminution du libre parcours moyen. Fondamentalement, meˆme dans le cas collisionnel,
l’hypothe`se de Boussinesq est toujours utilise´e mais on pourrait aussi utiliser une e´quation de transport
pour le tenseur δ̂Rl,i j.
Le coefficient de diffusion κ̂RUVc e´volue e´galement. Il est tel que :
δ̂Kl,ii j = −κ̂RUVc
∂δ̂θl
∂x j
(4.36)
avec (Boelle et al. 1995) :
κ̂RUVc =
2
3
δ̂θl
(
1+ α¯lg0
3
5
(1+ e)2(2e−1)
)
(
9
5τp
+
(19−33e)(1+ e)
100τc
) (4.37)
De meˆme que pour la viscosite´, le coefficient de diffusion pre´sente un bon comportement dans les zones
dilue´es (αl → 0) ou` il tend vers la valeur “classique” κRUV = 1027τpδθp (Kaufmann 2004).
4.5.2 Mode´lisation de la contribution collisionnelle
Pour l’e´quation de quantite´ de mouvement, un nouveau tenseur α¯lρl δ̂Rcp,i j = Θ j(mpδup,i) apparaıˆt dans
l’e´quation de quantite´ de mouvement. Une hypothe`se de Boussinesq est aussi applique´e sur ce tenseur.
Pour cela, la viscosite´ collisionnelle ν̂coll ainsi qu’une pression collisionnelle P̂coll et un terme de type
’bulk viscosity’ ξ̂c sont introduits.
Le terme collisionnel dans l’e´quation de quantite´ de mouvement s’e´crit :
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̂C(mpup,i) =
∂
∂x j
Θ j(mpδup,i) (4.38)
avec :
Θ j(mpδup,i) = α¯lρl δ̂Rcl,i j =
(
P̂coll− ξ̂c ∂Ûl,k∂xk
)
δi j−2α¯lρl ν̂RUVcoll Ŝ∗l,i j
(4.39)
La partie sphe´rique du tenseur fait apparaitre un terme de pression dite ’pression collisionnelle’ P̂coll =
4
3 α¯l
2ρlg0(1+ e)δ̂θl ainsi qu’un terme du type ’bulk viscosity’ ξ̂c = 43 α¯l
2ρlg0(1+ e)d
√
2δ̂θp
3pi
Pour la partie non-sphe´rique du tenseur, on peut de´finir une viscosite´ collisionnelle ν̂coll de´finie par
(Boelle et al. 1995) :
ν̂coll =
4
5
α¯lg0(1+ e)
ν̂RUVc +d
√
2δ̂θp
3pi
 (4.40)
Pour l’e´quation d’e´nergie de´corre´le´e, le terme collisionnel est mode´lise´ par :
̂
C(
1
2
mpδup, jδup, j) = χ(
1
2
mpδup, jδup, j)− ∂∂xiΘi(
1
2
mpδup, jδup, j)− ∂Ul,i∂x j Θ j (mpδup,i) (4.41)
≈ −α¯lρl 1− e
2
3τc
δ̂θl︸ ︷︷ ︸
I
+
∂
∂x j
(
α¯lρl κ̂coll
∂
∂x j
δ̂θl
)
︸ ︷︷ ︸
II
− ∂Ul,i
∂x j
(
α¯lρl δ̂Rcl,i j
)
︸ ︷︷ ︸
III
(4.42)
ou` κ̂coll est le coefficient de diffusion par collision :
κ̂coll = α¯lg0(1+ e)
6
5
κ̂RUVc +
4
3
d
√
2δ̂θl
3pi
 (4.43)
Le terme (I) repre´sente la dissipation d’e´nergie de´corre´le´e par l’ine´lasticite´ des collisions. Pour ce terme,
on se contente de l’approximation propose´e par Peirano and Leckner (1998). L’hypothe`se est que les
termes de type dpU/(L
√
δθ), dans lequel U est une vitesse caracte´ristique et L une longueur caracte´ristique
sont petits.
Le terme (II) repre´sente la diffusion d’e´nergie de´corre´le´e par collision. Enfin, le terme (III) repre´sente la
production de RUE par cisaillement et compression a` travers les collisions. Les nouvelles e´quations de
quantite´ de mouvement et d’e´nergie de´corre´le´e obtenues sont pre´sente´es dans les sections suivantes.
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4.5.3 E´quation de quantite´ de mouvement
Le tenseur de contrainte total prenant en compte les contributions cine´tique et collisionnelle est :
δ̂Σtotp,i j =
(
P̂RUV + P̂coll− ξ̂c ∂Ûl,k∂xk
)
δi, j−2α¯lρl
(
ν̂RUVc + ν̂coll
)
Ŝ∗l,i j (4.44)
que l’on peut re´e´crire δ̂Σtotp,i j = P̂tot −2α¯lρl ν̂tot Ŝ∗l,i j. L’e´quation de quantite´ de mouvement filtre´e devient
donc :
∂
∂t
α¯lρlÛl,i+
∂
∂x j
α¯lρlÛl,iÛl, j =
α¯lρl
τp
(
Ûg,i−Ûl,i
)
− ∂
∂xi
P̂tot +
∂
∂x j
2α¯lρl ν̂tot Ŝ∗l,i j
− ∂
∂xi
PSGS− ∂∂x j T
∗
l,i j (4.45)
4.5.4 E´quation de conservation de RUE
L’e´quation de conservation de l’e´nergie de´corre´le´e s’e´crit dore´navant :
∂
∂t
α¯lρl δ̂θl +
∂
∂xi
α¯lρl δ̂θlÛl,i = −2 α¯lρlτp δ̂θl− α¯lρl
1− e2
3τc
δ̂θl
− ∂
∂x j
α¯lρl δ̂Ktotl,ii j− δ̂Σtotl,i j
∂
∂x j
Ûl,i+
(−PSGS−T ∗l,i j) ∂∂x j Ûl,i (4.46)
Les deux premiers termes du membre de droite repre´sentent la dissipation d’e´nergie de´corre´le´e par,
respectivement, recorre´lation par la traıˆne´e et ine´lasticite´ des collisions. Le troisie`me terme est un terme
de diffusion. Le quatrie`me terme est le terme de production d’e´nergie de´corre´le´e par les effets indirects
de la phase porteuse et par les collisions. Il provient du terme diffusif du tenseur RUV dans l’e´quation
de quantite´ de mouvement. L’e´nergie pre´leve´e dans le mouvement corre´le´ par diffusion est transfe´re´e en
e´nergie de´corre´le´e par ce terme. Cette e´nergie de´corre´le´e est produite par compression et cisaillement a`
travers la corre´lation avec la phase porteuse mais aussi par compression et cisaillement par choc entre les
particules. Les e´changes d’e´nergie entre le mouvement corre´le´, le mouvement de´corre´le´ et le mouvement
de sous-maille sont re´sume´s sur la figure (4.3)
Comme nous l’avons vu en §2.4.2, l’e´nergie transfe´re´e du mouvement corre´le´ re´solu au mouvement de
sous-maille est inte´gralement transfe´re´e en e´nergie de´corre´le´e re´solue.
Sans les termes de sous-maille, on ne peut produire d’e´nergie de´corre´le´e puisque tous les termes de
production sont proportionnels a` l’e´nergie de´corre´le´e. Le terme de sous-maille, sous l’influence d’un
gradient de vitesse du champ corre´le´ contribue donc a` la production de RUE dans un champ initialement
totalement corre´le´. On comprend alors l’utilite´ des termes de sous-maille notamment dans le cas ou` un
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4.5 Nouvelles e´quations bi-fluide pour les e´coulements charge´s
FIG. 4.3 – Principe du transfert d’e´nergie pour la phase liquide
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paquet de gouttes totalement corre´le´es, ayant une vitesse de de´placement non nulle, rencontre un paquet
de gouttes aux repos (figure 4.4). Chaque paquet de gouttes n’ayant pas d’e´nergie de´corre´le´e, l’apparition
d’une e´nergie de´corre´le´e ne se fera que quand les deux paquets seront dans la meˆme maille. Le terme de
production de sous-maille cre´e alors de la RUE .
FIG. 4.4 – Cas de production d’e´nergie de´corre´le´e par compression
4.6 Influence des termes collisionnels
Suite a` la prise en compte des phe´nome`nes de collisions, de nouvelles fermetures sont apparues dans
les e´quations de QDM et de conservation de RUE. L’analyse suivante consiste a` de´terminer comment
e´voluent ces grandeurs par rapport au mode`le original d’AVBP qui ne prend pas en compte les collisions.
Pour cela, on rede´finit les termes suivants :
κtot = κRUVc +κcoll (4.47)
νtot = νRUVc +νcoll (4.48)
PRUV , νRUV et κRUV sont issus de la mode´lisation de Kaufmann (2004) dans le cas tre`s dilue´. Afin de
quantifier l’influence des termes de collisions, on trace l’e´volution, en fonction de la fraction volumique
de liquide, des rapports Pratio, νratio et κratio de´finis par :
Pratio =
Pcoll
PRUV
; νratio =
νtot
νRUV
et κratio =
κtot
κRUV
On se place dans le cas (cf. §4.2) pour lequel on a calcule´ pre´ce´demment τratio c’est-a`-dire pour des
gouttes de 20µm de masse volumique ρl = 800kg.m−3 avec un gaz environnant de viscosite´ cine´matique
µg = 1.5Pa.s, et un coefficient de restitution de 0.8 .
Les figures 4.5 et 4.6 pre´sentent l’e´volution de Pratio pour diffe´rentes valeurs de la fraction volumique
maximum αm (voir l’expression de g0 page 63).
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FIG. 4.5 – Evolution de Pratio en fonction de la
fraction volumique de liquide pour diffe´rentes
valeurs du parame`tre αm.
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FIG. 4.6 – Evolution de Pratio en fonction de la
fraction volumique de liquide pour diffe´rentes
valeurs du parame`tre αm. Zone dense
On remarque que, d’apre`s la Fig. 4.5, Pcoll est toujours infe´rieure a` PRUV pour des fractions volumiques
infe´rieures a` 10−1 et ce quelle que soit la valeur du parame`tre αm. La pression de collision devient
meˆme pre´dominante dans les zones tre`s charge´es (Fig. 4.6) avec une croissance exponentielle quand αl
se rapproche de αm. A noter que Pratio est une quantite´ inde´pendante de RUE.
Les figures 4.7 et 4.8 montrent l’e´volution des rapports νratio et κratio pour diffe´rentes valeurs de δθ =
RUE (en m.s−1) en fonction de la fraction volumique de liquide αl . Ces re´sultats confirment le bon com-
portement dans les zones dilue´es puisque lim
αl→0
νratio = 1 et lim
αl→0
κratio = 1. La deuxie`me remarque est
que, excepte´ dans les zones tre`s dilue´es ou tre`s denses (αl ≈ αm), la viscosite´ et la diffusivite´, dans le cas
collisionnel, diminuent fortement, quand la fraction volumique de liquide augmente, par rapport au cas
sans collisions et ce d’autant plus que RUE est e´leve´e.
Cette diminution de viscosite´ (et de diffusivite´), par rapport au cas sans collision, s’explique par une
diminution de la contribution cine´tique inhibe´e par les effets collisionnels et notamment par une dimi-
nution du libre parcours moyen. Les me´canismes visqueux de la the´orie cine´tique des gaz ont donc leur
pendant pour la phase disperse´e liquide, la seule diffe´rence e´tant les e´chelles de longueurs qui ne sont
pas comparables.
La figure 4.9 pre´sente le me´canisme de viscosite´ par contribution cine´tique telle qu’explique´e par Grad
(1949) et par Panton (1984). De chaque coˆte´ d’un plan A, deux couches ou ensembles de particules
e´voluent a` des vitesse moyennes diffe´rentes. Par mouvement ale´atoire particulaire (mouvement d’agi-
tation), des particules passent d’un coˆte´ du plan a` un autre contribuant a` un e´change de quantite´ de
mouvement a` travers le plan A. Cet e´change permet d’obtenir un profil de vitesse moyenne et correspond
a` une effet de viscosite´ entre deux couches fluides e´voluant a` des vitesses diffe´rentes. Cette viscosite´
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FIG. 4.7 – E´volution de νratio en fonction de la
fraction volumique de liquide pour diffe´rentes
valeurs d’e´nergie RUE.
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FIG. 4.8 – E´volution de κratio en fonction de la
fraction volumique de liquide pour diffe´rentes
valeurs d’e´nergie RUE.
FIG. 4.9 – Me´canismes visqueux par contribution cine´tique dans la the´orie cine´tique des gaz.
ν peut s’exprimer comme le produit d’une e´chelle de longueur caracte´ristique l e´gale au libre parcours
moyen transversal et d’une vitesse caracte´ristique δu :
ν ∝ lδu
Dans le cas ou` toutes les particules ont des vitesses corre´le´es, la vitesse moyenne correspond a` la vitesse
de chaque particule et le profil de vitesse moyen obtenu est constitue´ d’un front au niveau du plan de
se´paration entre les couches (Fig. 4.9). Ce cas correspond alors a` une viscosite´ tre`s faible. Lorsque
le nombre de gouttes par volume devient important, l’interpe´ne´tration des particules a` travers le plan
est freine´e par les collisions. Ainsi le profil moyen pre´sente un gradient plus important entre les deux
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couches, preuve d’une viscosite´ plus faible par diminution de la longueur caracte´ristique. La viscosite´
est donc diminue´e dans le cas collisionnel, ce qui explique les re´sultats des figures 4.7 et 4.8
4.7 Quelques re´flexions sur le mode`le de collisions
Le mode`le de collision pre´sente´ est de´veloppe´ par analogie avec la the´orie cine´tique des gaz et adapte´
aux e´coulements diphasiques. Ce mode`le pre´sente ne´anmoins deux de´fauts de re´alisme :
– Ce mode`le est limite´ aux e´coulements monodisperses ce qui pre´sente dans le cas de spray moteurs un
gros inconve´nient. Adapter le mode`le au cas des e´coulements polydisperses ne´cessite de prendre en
compte des collisions binaires entre des gouttes de rayon et donc de masses diffe´rentes.
– Toutes les collisions dans un spray ne conduisent pas a` un rebond. Jiang et al. (1992) ainsi que Qian and
Law (1997) discernent diffe´rents re´gimes de collision pour des gouttes d’hydrocarbures (Fig. 4.10).
Suivant le nombre de Weber ainsi que le crite`re d’impact B, cinq re´gimes apparaissent. Le crite`re
d’impact de´note l’aspect rasant (B=1) ou frontal (B=0) de la collision. Il faut donc adapter le mode`le
aux diffe´rents re´gimes de collision ainsi que conditionner la probabilite´ de collisions rebondissantes
suivant les re´gimes.
FIG. 4.10 – Re´gime de collision en fonction du
facteur d’impact B et du nombre de Weber We
d’apre`s Qian and Law (1997).
FIG. 4.11 – Re´gime de collision en fonction
du facteur d’impact B et du nombre de We-
ber We d’apre`s Qian and Law (1997). Donne´es
nume´riques.
A partir de ces cinq re´gimes, il est inte´ressant de regrouper trois tendances distinctes :
– les re´gimes conduisant a` une goutte plus grosse, c’est le re´gime de coalescence ( I, et III) ;
– les re´gimes recre´ant des gouttes de taille identique a` l’origine (II) ;
– les re´gimes conduisant a` l’apparition de gouttes satellites ( IV , et V ).
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C’est dans l’optique de ces 3 tendances qu’il faut modifier le mode`le de collisions. Les travaux de Qian
and Law (1997) ont montre´ que le rebond apparaissait quand le film gazeux entre les gouttes qui se
rapprochent ne parvient pas a` eˆtre expulse´. Pan and Suga (2005) ont retrouve´ ce re´sultat par la simulation
et ont montre´ que la pression du gaz jouait un roˆle majeur. Ainsi dans le cas de l’injection dans les
moteurs a` piston, la pression dans la chambre de combustion pouvant eˆtre tre`s e´leve´e, on peut s’attendre,
a priori, a` une augmentation des phe´nome`nes de rebond.
4.8 Quelques re´flexions sur les e´quations du gaz
4.8.1 Diffe´rence entre e´coulement ’dilue´’ et ’dense’
On s’inte´resse ici essentiellement aux e´quations du gaz dans le cas dilue´ et dans le cas dense.
Pour passer des e´quations du gaz monophasique aux e´quations du gaz dans la version ’e´coulement dilue´’,
on rajoute aux e´quations du gaz monophasique un terme duˆ a` la force de traıˆne´e ainsi qu’un terme
d’e´vaporation. Le gaz ne subit l’influence du liquide que par ces deux termes. Il n’y a, par exemple,
pas d’effet de compression duˆ a` la pre´sence du liquide. En effet, la fraction volumique de gaz n’est
pas pre´sente dans les e´quations de conservation et on conside`re implicitement que le gaz occupe tout le
volume de controˆle, ce qui pose un proble`me de conservation de masse, de quantite´ de mouvement et
d’e´nergie du gaz. Dans les zones denses, ces trois quantite´s sont surestime´es.
On re´capitule ci-dessous les e´quations en e´coulement dilue´ et en e´coulement dense, dans le cas sans force
de traıˆne´e, e´vaporation ni filtrage.
E´quations en e´coulement dilue´
Les e´quations du gaz pour des e´coulements diphasiques dilue´s sans terme d’e´change sont :
∂
∂t
ρg+
∂
∂x j
ρgUg, j = 0 (4.49)
∂
∂t
Ug,iρg+
∂
∂x j
ρgUg,iUg, j = − ∂∂x j P¯g+
∂
∂x j
Tg,i j (4.50)
∂
∂t
ρgEtg +
∂
∂x j
ρgUg, jEtg = −
∂
∂x j
P¯gUg, j+
∂
∂x j
Tg,i jUg,i (4.51)
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E´quations en e´coulement dense
Les e´quations du gaz pour des e´coulements diphasiques denses sans terme d’e´change entre les phases
sont :
∂
∂t
αgρg+
∂
∂x j
αgρgUg, j = 0 (4.52)
∂
∂t
αgUg,iρg+
∂
∂x j
αgρgUg,iUg, j = −αg ∂∂x j P¯g+
∂
∂x j
αgTg,i j (4.53)
∂
∂t
αgρgEtg +
∂
∂x j
αgρgUg, jEtg = −Pg
∂
∂t
αg− ∂∂x jαgP¯gUg, j+
∂
∂x j
αgTg,i jUg,i (4.54)
Pour e´valuer les diffe´rences entre les e´quations ’denses’ et ’dilue´es’, on e´crit les e´quations denses sous la
forme d’e´quations ’dilue´es’ plus un terme additionnel correctifCorr.
On obtient les e´quation ’denses’ sous une forme faisant apparaıˆtre les e´quations ’dilue´es’ par la formule
ge´ne´ralise´e (k = 1, ..,3) :
∂
∂t
ρgΨk+
∂
∂x j
(ρgΨkUg, j)︸ ︷︷ ︸
E´quations en ’dilue´’
= ρgΨk
(
−αl
αg
∂Ul, j
∂x j
+
Ug, j−Ul, j
αg
∂αl
∂x j
)
︸ ︷︷ ︸
Corr
+Σk/αg (4.55)
avec :
Ψ1 = 1 ; Σ1,i, j = 0 (4.56)
Ψ2 =Ug,i ; Σ2,i, j =−αg ∂∂x j P¯g+
∂
∂x j
αgTg,i j (4.57)
Ψ3 = Etg ; Σ3,i, j =−Pg
∂
∂t
αg− ∂∂x jαgP¯gUg, j+
∂
∂x j
αgTg,i jUg,i (4.58)
L’e´valuation de l’impact de la prise en compte de la fraction volumique du gaz αg dans les e´quations de
conservation implique l’analyse du terme additionnel correctifCorr.
4.8.2 Analyse du terme correctif
Corr =
(
−αl
αg
∂Ul, j
∂x j
+
Ug, j−Ul, j
αg
∂αg
∂x j
)
(4.59)
Dans le cas ou` αg >> αl , c’est-a`-dire dans les zones peu charge´es, et ou` les vitesses de gaz et de liquide
sont comparables ou e´voluent spatialement de fac¸on comparable, le terme correctif est ne´gligeable.
Dans le cas ou` αl >> αg, c’est-a`-dire dans les zones charge´es, et ou` les vitesses de gaz et de liquide sont
comparables ou e´voluent spatialement de fac¸on comparable, le terme correctif n’est plus ne´gligeable.
Le cas des sprays type Diesel ou essence correspond a` un cas ou αl et αg sont du meˆme ordre de grandeur
et ou` les gradients de fraction volumique et de vitesse sont tre`s importants. Dans ce cas, le terme correctif
ne peut pas eˆtre ne´glige´ a priori.
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Comme nous allons le voir dans le chapitre 6, la me´thodologie de calcul propose´e dans cette the`se
consiste a` initier le calcul non pas a` la sortie de l’injecteur mais en peu plus en aval dans une zone
moins dense ou` il y a au moins un ordre de grandeur entre αg et αl . Ainsi les effets d’une forte fraction
volumique de liquide sont fortement re´duits. L’inte´reˆt est multiple. D’une part, cela permet en premie`re
approximation d’e´liminer le terme correctif (Eq. 4.59) et ne pas avoir a` prendre en compte les effets de
volume sur la phase gazeuse. D’autre part cela e´vite un couplage acoustique fort entre les deux phases
que la prise en compte de αg 6= 1 implique. Ceci est crucial, en particulier, pour les conditions limites
de type NSCBC (Poinsot and Lele 1992) utilise´es dans AVBP . En effet, le fait de prendre en compte la
fraction volumique de gaz (et donc celle de liquide) dans les e´quations de conservation change la nature
des ondes caracte´ristiques dont l’e´criture fait alors intervenir des termes couple´s.
Ainsi dans toute la suite de ce travail, on utilise les e´quations dilue´es. Il a e´te´ ve´rifie´ que l’erreur associe´e
en zone proche de la condition limite est ne´gligeable par rapport au volume global de spray.
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Aspects nume´riques
Un des objectifs de cette the`se est de mettre en place tous les outils nume´riques indispensables a` la
simulation aux grandes e´chelles des moteurs a` injection directe. Il faut donc s’attacher a` la re´solution
nume´rique (fortes vitesses et forts gradients) en sortie d’injecteur et dans le de´veloppement du spray.
Enfin, le spray e´voluant dans un volume non constant, il faut e´galement s’inte´resser aux aspects de
maillage mobile. Tous ces points ont e´te´ aborde´s dans le cadre de cette the`se permettant d’e´laborer
des solutions partielles qui ont permis d’ame´liorer la robustesse du code et sa pre´cision, et de re´aliser
des simulations d’injection Diesel dans des conditions re´alistes (voir chapitre 8). Ces modifications ont
enfin permis de re´aliser un calcul complet admission/injection/combustion avec maillage mobile sur une
ge´ome´trie industrielle.
Dans ce chapitre, le code de calcul est d’abord brie`vement pre´sente´ dans le but d’expliciter les adaptations
nume´riques qui sont de´veloppe´es par la suite.
Les proble`mes nume´riques associe´s a` l’injection sont spe´cifiquement traite´s au chapitre 6.
5.1 Le code AVBP
AVBP est un code de calcul de´veloppe´ conjointement par le CERFACS1 et l’IFP2. Ce code a e´te´ de´veloppe´
dans le but de disposer d’un solveur LES paralle`le haute performance pour le calcul de ge´ome´tries in-
dustrielles. Il est capable de re´soudre les e´quations de Navier-Stokes sur des maillages non-structure´s et
hybrides et donc de simuler des e´coulements complexes dans des ge´ome´tries re´elles. Destine´ tout d’abord
aux e´coulements externes stationnaires non-re´actifs, il a e´volue´ pour re´pondre aux besoins accrus de si-
mulation d’e´coulements internes instationnaires diphasiques re´actifs. Une pre´sentation plus de´taille´e du
code de calcul et des sche´mas nume´riques est propose´e en Annexe II. Une e´valutation de´taille´e des
me´thodes nume´riques utilise´es dans AVBP ainsi que leur inte´reˆt dans une approche LES sont propose´s
1Centre Europe´en de Recherche et de Formation Avance´e au Calcul Scientifique - www.cerfacs.fr
2 www.ifp.fr
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par Lamarque (2007).
Les deux sche´mas utilise´s dans cette the`se sont les sche´mas de type volumes-finis Lax-Wendroff a` une
e´tape et le sche´ma e´le´ments finis de type Galerkin a` deux e´tapes spe´cialement de´veloppe´ pour AVBP
nomme´ TTGC (Colin and Rudgyard 2000). Le sche´ma TTGC est d’ordre 3 en espace et en temps et se
caracte´rise par une faible dissipation des plus petites e´chelles re´solues. Le sche´ma TTGC a e´te´ utilise´
pour tous les calculs de cette the`se sauf pour le calcul complet du cycle moteur (chapitre 8) utilisant le
sche´ma Lax-Wendroff.
L’inte´gration temporelle est explicite pour tous les sche´mas nume´riques d’AVBP. Tous les sche´mas
convectifs ont une condition de stabilite´ de type Courant-Friedrichs-Lewy (CFL) base´e sur les ondes
les plus rapides de l’e´coulement, c’est-a`-dire acoustiques en compressible :
∆t < CFL
min(∆x)
max |u|+ c (5.1)
ou` c est la vitesse du son. La valeur du CFL maximum de´pend du type de sche´ma utilise´. Une limite
sur les pas de temps chimique et diffusif est e´galement introduite dans le cas de simulations re´actives
multi-espe`ces.
Pour l’inte´gration des termes spatiaux, la me´thode cell-vertex est utilise´e. Elle consiste a` stocker les
variables conervatives aux noeuds et a` re´soudre les e´quations de conservation a` la cellule de maillage.
L’inte´reˆt de cette me´thode est une compacite´ maximale et une e´criture facilement paralle´lisable.
(a) Assemblage (b) Distribution
FIG. 5.1 – Principe de la me´thode cell-vertex, en deux e´tapes : assemblage et distribution. D’apre`s Mou-
reau (2004) .
Cette me´thode consiste en deux e´tapes illustre´es par la figure (5.1) :
– assemblage (ou gather) : les variables conservatives stocke´es aux nœuds sont stocke´es a` la cellule en
utilisant la connectivite´ cellule-nœuds.
– distribution (ou scatter) : les re´sidus calcule´s sur le volume de controˆle de la cellule sont redistribue´s
aux volumes de controˆle centre´s aux nœuds.
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La me´thode cell-vertex permet d’e´crire facilement des ope´rateurs du premier et du second ordre pour des
maillages non-structure´s. L’ope´rateur du premier ordre est obtenu en calculant un gradient a` la cellule
apre`s la phase d’assemblage, et la distribution est ensuite effectue´e en faisant une moyenne volumique.
Pour obtenir l’ope´rateur du second ordre, il suffit de remplacer la moyenne volumique de l’ope´rateur du
premier ordre par une inte´gration surfacique sur le bord du volume de controˆle au nœud. Les de´fauts
de cette me´thode sont le temps de calcul pour les diverses ope´rations gather-scatter ainsi que la non-
dissipation d’erreur nume´rique haute fre´quence. De`s lors cette me´thode implique l’utilisation de termes
de diffusion artificielle appele´e viscosite´ artificielle pour stabiliser les calculs.
5.2 Mouvement de maillage
La simulation dans les moteurs a` piston implique la gestion des parois mobiles dues au mouvement du
piston et des soupapes. Le solveur doit donc eˆtre capable de prendre en compte ce de´placement. La
solution nume´rique retenue par Moureau 2004 pendant sa the`se est d’utiliser la me´thode ALE (Arbi-
trary Lagrangian-Eulerian, Hirt et al. 1974) pour laquelle chaque noeud du maillage a une vitesse de
de´placement propre. La me´thode ALE est utilise´e dans la plupart des codes moteurs RANS. Un des
inte´reˆts de cette me´thode est que les bords du domaine coı¨ncident a` chaque instant avec les noeuds du
maillage, ce qui simplifie le traitement des conditions aux limites. En revanche, les sche´mas convectifs
doivent prendre en compte le de´placement et la de´formation des volumes d’inte´gration (Moureau et al.
2004). La me´thode ALE n’ayant e´te´ implante´e dans AVBP que pour l’ae´rodynamique, la modification
des sche´mas nume´riques n’a e´te´ applique´e qu’aux e´quations du gaz. Dans le but de re´aliser la simula-
tion comple`te d’un cycle moteur en injection directe, il faut e´tendre cette modification aux e´quations
du liquide. Il s’agit ici de l’extension a` la phase liquide des principes de de´rivation des sche´mas avec
mouvement de maillage utilise´s pour le gaz et rappele´s ci-dessous.
Dans la me´thode ALE, les volumes de controˆle servant a` l’inte´gration et la de´rivation des e´quations de
conservation (du gaz et du liquide), ont une vitesse arbitraire ~˙X(x, t). Pour le calcul en moteur a` piston,
cette vitesse est soit une vitesse analytique de´finie par l’utilisateur soit une vitesse recalcule´e en externe
par un autre solveur a` partir de la vitesse du piston et des soupapes. Ce solveur recalcule alors la vitesse
~˙Xk(t) de chaque noeud avec un crite`re sur l’optimisation de l’uniformite´ des mailles.
D’apre`s le the´ore`me de Leibniz, la de´rive´ de l’inte´gration volumique d’une quantite´ψ(x, t) sur un volume
de controˆle V (t) se de´plac¸ant a` la vitesse ~˙X(x, t) peut s’e´crire :
d
dt
Z
V (t)
ψ(x, t)dV =
Z
V (t)
(
∂ψ
∂t
+∇.(~˙Xψ)
)
dV (5.2)
Pour un champψ uniforme en espace et en temps, ce the´ore`me conduit a` la loi de conservation ge´ome´trique
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(LCG) entre les surfaces et les volumes :
d
dt
V (t)dV =
Z
V (t)
∇.(~˙X)dV =
Z
∂V (t)
~˙X .~ndA (5.3)
ou`~n repre´sente la normale exte´rieure de l’e´le´ment de surface dA et ∂V (t) est la surface du volume V (t).
Le non respect de cette loi, tant au niveau continu que discret, peut entrainer l’apparition de pertubations
physiques.
Par exemple pour un sche´ma de type Lax-Wendroff, l’application de la me´thode ALE entraıˆne les modi-
fications explicite´es ci-dessous :
Les sche´mas volumes finis a` une e´tape sur maillage fixe se mettent sous la forme :
wn+1k −wnk
∆t
=−Ck(wn)+Dk(wn)+Sk(wn) (5.4)
ou` wnk est le vecteur des variables conservatives au nœud k et a` l’instant t
n. Les ope´rateurs discrets Ck,
Dk et Sk sont respectivement les ope´rateurs de convection, de diffusion (mole´culaire et turbulente), et les
termes sources. Pour obtenir une expression e´quivalente sur maillage mobile, il faut repartir des e´quations
de conservation (du gaz et du liquide) sous forme locale et les inte´grer sur les volumes de controˆle aux
noeuds Vk(t) pendant le pas de temps ∆t. Comme les volumes se de´forment au cours du temps, on ne
peut pas se´parer ces deux inte´grations. On obtient le sche´ma convectif discret (en espace et en temps) :
V n+1k w
n+1
k −V nk wnk
V n+1/2k ∆t
=−Ck(wn)+Dk(wn)+Sk(wn) (5.5)
ou` les termes convectifs, diffusifs et les termes sources ne sont pas identiques aux expressions sur
maillage fixe. On note dore´navant le re´sidu des flux Rk = Ck(wn)−Dk(wn). Le vecteur wn+1k peut se
re´e´crire :
wn+1k = w
n
k−∆t
V
n+ 12
k
V n+1k
(
Rk+
V n+1k −V nk
V
n+ 12
k ∆t
wnk︸ ︷︷ ︸
a
)
(5.6)
Pour le re´sidu des flux Rk il faut, par rapport au maillage fixe, prendre en compte le flux induit par le
de´placement des noeuds. On donne ci-dessous l’expression de ce terme dans le cas du sche´mas Lax-
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Wendroff volume fini ALE :
Rk =
1
V
n+ 12
k
∑
j|k∈Ω j
V
n+ 12
Ω j
(
D(1)k,Ω jRΩ j +D
(2)
k,Ω j
[
RΩ j +R
c
Ω j
])
(5.7)
D(1)k,Ω j =
1
nv
(5.8)
D(2)k,Ω j =
1
2Nd
∆tΩ j
V
n+ 12
Ω j
[
~AnΩ j−~˙XΩ j︸ ︷︷ ︸
b
]
· ~dSn+
1
2
k (5.9)
RΩ j =
1
NdV
n+ 12
Ω j
∑
k|k∈Ω j
(
~F nk −wnk~˙Xk︸ ︷︷ ︸
c
)
· ~dSn+
1
2
k (5.10)
RcΩ j = w
n
Ω j
1
NdV
n+ 12
Ω j
(
∑
k|k∈Ω j
~˙Xk · ~dSn+
1
2
k
)
(5.11)
ou` nv est le nombre de sommet de l’e´le´ment de volume Ω j, Nd est le nombre de dimensions et ~dSk est
la normale au nœud k. D(1)k,Ω j et D
(2)
k,Ω j sont respectivement les matrices de distribution du premier et du
deuxie`me ordre. Les re´sidus du premier et du deuxie`me ordre sont respectivement RΩ j et
(
RΩ j +RcΩ j
)
.
~F nk sont les flux et ~AnΩ j les jacobiennes des e´quations de Navier-Stokes. Comme le sche´ma est centre´,
tous les termes ge´ome´triques, c’est-a`-dire les normales et les volumes, sont pris au demi pas de temps
n+ 12 .
Compare´ au sche´ma standard Lax-Wendroff sur maillage fixe, des corrections ALE apparaissent :
1. les termes a et RcΩ j proviennent de la variation du volume de controˆle au nœud.
2. b et c sont des termes additionnels dus aux mouvements des noeuds. b est un terme du deuxie`me
ordre correspondant a` la jacobienne de translation alors que c est un terme du premier ordre cor-
respondant au flux de de´placement de grille.
Des termes correctifs de dilatation et de translation sont e´galement pre´sents dans les sche´mas centre´s
e´le´ments-finis comme TTGC. Le lecteur inte´resse´ pourra consulter (Moureau et al. 2004).
5.3 Ope´rateur de diffusion
Les e´quations de Navier-Stokes, des espe`ces ou d’autres grandeurs transporte´es dans AVBP contiennent
des termes de diffusion qui peuvent s’e´crire de manie`re ge´ne´rale :
∂u
∂t
= ∇ · (ν∇u) (5.12)
Le terme de diffusion sur le membre de droite de l’e´quation (5.12) peut eˆtre discre´tise´ de diffe´rentes
manie`res. Les ope´rateurs de discre´tisation utilise´s dans AVBP pour les termes diffusifs de la phase ga-
zeuse (diffusivite´ laminaire et turbulente) sont de type ‘2∆” base´ sur la me´thode de Galerkin ou “4∆” de
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type cell-vertex. Le terme ‘2∆” signifie que l’ope´rateur au noeud j n’a besoin que des informations aux
noeuds des cellules adjacentes au noeud j. Le stencil est donc de 2∆ ou` ∆ est la longueur caracte´ristique
d’une cellule. Meˆme si aucun de ces deux types d’ope´rateurs ne donne entie`rement satisfaction aussi
bien pour le gaz que pour le liquide, l’ope´rateur “4∆” est juge´ le moins satisfaisant pour les simulations
de sprays. D’une part le temps de calcul est long puisque le stencil est de 4∆ et d’autre part ce sche´ma est
tre`s peu dissipatif en particulier pour les petites e´chelles. Les instabilite´s nume´riques appele´es wiggles,
qui sont des oscillations noeud a` noeud (longueur d’onde de 2∆) omnipre´sentes dans une simulation
nume´rique ne sont pas dissipe´es. Or ces instabilite´s nume´riques peuvent faire diverger les calculs. De
plus, les spectres d’e´nergie cine´tique pre´sentent une accumulation d’e´nergie non-physique dans les pe-
tites e´chelles (figure 5.2). L’ope´rateur “2∆” est plus dissipatif pour les petites e´chelles que l’ope´rateur 4∆
et permet des calculs plus stables.
FIG. 5.2 – Spectres d’e´nergie typiques obtenus en DNS de turbulence homoge`ne isotrope avec
l’ope´rateur de diffusion “4∆”. D’apre`s le Handbook AVBP
E´tant donne´e la forte sensibilite´ des e´quations de la phase liquide aux instabilite´s nume´riques, notamment
a` cause des tre`s forts gradients transporte´s, l’ope´rateur de type “2∆” a e´te´ implante´ pour le liquide.
Cet ope´rateur s’applique aux termes diffusifs de l’e´quation de quantite´ de mouvement que sont la diffu-
sion par mouvement de´corre´le´ ainsi que la diffusion par la turbulence du liquide. Cet ope´rateur s’applique
aussi au terme de diffusion dans l’e´quation de transport de l’e´ne´rgie de´corre´le´e. Il sera utilise´ pour tous
les calculs pre´sente´s dans ce mansucrit.
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5.4 Viscosite´ artificielle pour la phase liquide
Les sche´mas de convection d’AVBP sont centre´s et ont par conse´quent des difficulte´s a` transporter des
forts gradients et ge´ne`rent des instabilite´s nume´riques appele´es wiggles. L’utilisation de ce type de
sche´ma impose l’ajout de diffusion artificielle appele´e viscosite´ artificielle. Afin d’ame´liorer la pre´dictivite´
de la LES de spray ainsi que leur robustesse, un travail sur la viscosite´ artficielle applique´e a` la phase
liquide a e´te´ effectue´. Ce travail a permis de limiter la dissipation nume´rique tout en permettant d’assurer
des calculs stables.
5.4.1 Proble´matique des e´quations bi-fluides
L’e´quation de quantite´ de mouvement pour la phase disperse´e dans AVBP sans couplage, ni e´nergie
de´corre´le´e, ni mode´lisation de sous-maille ou forces exte´rieures est re´duite a` l’e´quation (5.13) :
∂(αlρlUi,l)
∂t
+
∂(αlρlUi,lU j,l)
∂x j
= 0 (5.13)
Cette e´quation est similaire a` l’e´quation de Burgers non visqueuse si Ul n’est pas constant et entraıˆne
par conse´quent des proble`mes de stabilite´ avec apparition de discontinuite´s (onde de chocs) difficiles a`
traiter nume´riquement donc des proble`mes nume´riques. On voit bien ici une diffe´rence essentielle avec la
phase porteuse qui posse`de une pression limitant les chocs ainsi qu’une viscosite´ laminaire augmentant
le caracte`re diffusif. Ce type de comportement peut apparaıˆtre malgre´ tout pour la phase gazeuse pour
les e´coulements a` forts Reynolds ou` par de´finition, la diffusion laminaire est faible compare´e a` l’inertie.
Pour la phase disperse´e, la mode´lisation du tenseur des vitesses de´corre´le´es ainsi que le tenseur de sous-
maille introduit des termes diffusifs dans l’e´quation (5.13) qui contribuent a` stabiliser le calcul. Cepen-
dant, dans certains cas, par exemple quand le mouvement de´corre´le´ est faible, ces termes diffusifs ne sont
pas suffisants et les instabilite´s apparaissent. La force de traıˆne´e peut aussi jouer un roˆle pour des faibles
nombres de Stokes puisque les gouttes subissent indirectement les termes diffusifs de la phase gazeuse.
Les proprie´te´s de la phase liquide, les spe´cificite´s des sche´mas de convection d’AVBP ainsi que les
spe´cificite´s de l’injection directe avec des forts gradients de vitesse, poussent a` l’utilisation de viscosite´
artificielle pour les simulations de spray.
5.4.2 Comment et ou` appliquer la viscosite´ artificielle ?
La viscosite´ artificielle dans AVBP a e´te´ a` l’origine introduite pour la phase gazeuse et a e´tendue a` la
phase liquide par Kaufmann (2004) et Riber (2007). Le but de la viscosite´ artificielle est d’assurer une
convergence du code en utilisant de la dissipation nume´rique pour limiter les tre`s forts gradients ou bien
les oscillations haute fre´quence. L’ide´e remonte aux travaux de von Neumann and Richtmeyer (1950)
87
CHAPITRE 5 : Aspects nume´riques
pour le traitement des ondes de choc. Toute la difficulte´ dans l’ajout de viscosite´ artificielle consiste a`
bien calibrer le niveau de viscosite´ a` appliquer pour ne pas pe´naliser la pre´cision du calcul. Il faut aussi
diffe´rencier les instabilite´s physiques et les instabilite´s nume´riques pour appliquer la viscosite´ artificielle
au bon endroit.
Ainsi, l’ope´rateur de viscosite´ artificielle n’est jamais applique´ sur tout le domaine mais des senseurs sont
utilise´s. Les senseurs sont des variables norme´es, de´finies au cellule, comprises entre 0 et 1, indicatrices
des zones de fortes variations locales d’une variable analyse´e. Le senseur vaut 0 quand aucune viscosite´
artificielle n’est ne´cessaire et 1 dans le cas contraire. La viscosite´ artificielle s’applique de deux fac¸ons,
soit avec un ope´rateur du deuxie`me ordre, soit avec un ope´rateur du quatrie`me ordre :
– L’ope´rateur du deuxie`me ordre agit comme une viscosite´ classique. Il diffuse les gradients et introduit
de la diffusion artificielle.
– L’ope´rateur du quatrie`me ordre agit comme un bi-Laplacien et e´limine principalement les hautes
fre´quences. On l’appelle ope´rateur d’hyperdiffusion artificielle. Cet ope´rateur s’applique lorsque le
premier ope´rateur ne s’applique pas.
L’ide´e de combiner ces deux ope´rateurs revient a` Jameson et al. (1981). Le senseur est obtenu par com-
paraison des gradients d’une grandeur analyse´e sur diffe´rents stencils. Dans le cas ou` ces e´valuations
sont identiques, la variable est localement line´aire et le senseur vaut 0. Dans le cas contraire, la variable
pre´sente des non-line´arite´s et le senseur s’active. De cette manie`re l’ordre de convergence du sche´ma est
conserve´. La principale difficulte´ consiste a` bien calibrer le senseur pour qu’il ne se de´clenche pas sur
des instabilite´s physiques.
5.4.3 Les diffe´rents senseurs de la phase liquide dans AVBP
Pour la phase gazeuse les senseurs sont base´s sur la pression ou l’e´nergie totale ainsi que sur les fractions
massiques des espe`ces. Pour la phase liquide, le proble`me est plus complique´ puisqu’il n’y a pas de
pression ou d’e´nergie totale telle que l’on peut en avoir pour le gaz. Certains senseurs analysent donc
toutes les variables transporte´es de la phase liquide alors que d’autres comme le senseur propose´ dans
cette the`se ne se concentrent que sur certaines variables.
Pour la phase liquide, deux types de senseurs sont utilise´s :
– Un senseur ζextr base´ sur les extreˆma : ce senseur ve´rifie si les variables de nombre de gouttes, de
fraction volumique de liquide et le diame`tre des gouttes ne prennent pas de valeur non physique. Ce
senseur est ne´cessaire du fait que les sche´mas ne conservent pas les valeurs extreˆmes d’une variable et
qu’il est possible d’avoir par exemple des fractions volumiques ne´gatives ou supe´rieures a` 1.
– Un senseur ζt p f base´ sur l’analyse de gradients et dont le but est de repe´rer les instabilite´s nume´riques.
Chaque senseur est e´value´ a` la cellule Ω j, et le maximum de ces deux senseurs est utilise´.
Diffe´rentes formulations du senseur ζt p f sont utilise´es dans AVBP et pre´sente´es ci-dessous.
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Le senseur ”Jameson-Riber”
Le senseur ‘Jameson’ utilise´ sur la phase gazeuse a e´te´ adapte´ a` la phase liquide par Riber (2007). Ce
senseur ζJRt p f ,Ω j est en fait le maximum de tous les senseurs applique´s aux variables transporte´es de la
phase liquide. Ainsi :
ζJRt p f ,Ω j =max
[
ζt p f ,Ω j(αl),ζt p f ,Ω j(ul),ζt p f ,Ω j(δθl),ζt p f ,Ω j(hl),ζt p f ,Ω j(nl)
]
(5.14)
Pour chaque variable de la phase disperse´e St p f , deux estimations du gradient a` la cellule sont utilise´es :
∆k1 = St p f ,Ω j −St p f ,k et ∆k2 = (
−→
∇St p f )k.(−→x Ω j −−→x k) (5.15)
St p f ,Ω j est la valeur a` la cellule alors que St p f ,k est la valeur au noeud. (
−→
∇St p f )k est le gradient de de St p f
au noeud k calcule´ dans AVBP . ∆k1 repre´sente la variation de la quantite´ St p f dans la cellule alors que ∆
k
2
repre´sente la variation de St p f sur un stencil plus large puisqu’il utilise les cellules voisines au noeud k.
Ces estimations permettent de de´finir le senseur de Jameson applique´ a` la variable St p f :
ζ jΩ j(St p f ) =
|∆k1−∆k2|
|∆k1|+ |∆k2|+ |St p f ,k|
(5.16)
Le terme |St p f ,k| au de´nominateur est une valeur de re´fe´rence pour la normalisation. Dans le cas ou` le
champ de St p f est constant et que ∆k1 et ∆
k
2 sont nuls, le senseur est de´fini. L’adaptation re´alise´e par Riber
(2007) consiste a` utiliser des senseurs de ’Jameson’ pour toutes les variables de la phase liquide avec des
valeurs de normalisation adapte´es aux spe´cificite´s de la phase liquide.
Les senseurs pour chaque variable sont explicite´s ci-dessous.
- fraction volumique
ζt p f ,Ω j(αl) =maxk∈Ω j
( |∆k1−∆k2|
(|∆k1|+ |∆k2|+ |ρlαl,k|
)2
(5.17)
- vitesse
ζt p f ,Ω j(ul) =maxk∈Ω j
(
|∆k1−∆k2|
|∆k1|+ |∆k2|+ρlcΩ j
)
(5.18)
ou` cΩ j est une mesure locale de la vitesse caracte´ristique e´value´e par : cΩ j =V
1/3
Ω j /∆t, ou` VΩ j repre´sente
le volume de la cellule. Les fluctuations nœud a` nœud sur la vitesse sont faibles par rapport a` cette vitesse
locale sauf si de fortes oscillations apparaissent. Par conse´quent le senseur ζt p f ,Ω j(ul) reste petit sauf si
de forts gradient locaux de vitesse sont de´tecte´s.
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- RUE
ζt p f ,Ω j(δθl) =
|∆k1−∆k2|
|∆k1|+ |∆k2|+ |ρlαl,kδθl,k|
(5.19)
- enthalpie
ζt p f ,Ω j(hl) =
|∆k1−∆k2|
|∆k1|+ |∆k2|+ |ρlαl,khl,k|
(5.20)
- densite´ en nombre de gouttes
ζt p f ,Ω j(nl) =
( |∆k1−∆k2|
(|∆k1|+ |∆k2|+nl,k)
)2
(5.21)
Le principal de´faut de ce senseur est qu’il s’active tre`s souvent puisqu’il est calcule´ sur toutes les va-
riables. De plus le senseur de Jameson a e´te´ conc¸u pour des e´coulements ae´rodynamiques stationnaires
et a tendance a` se de´clencher beaucoup trop souvent dans des simulations LES.
Le senseur de ”Colin”
Devant les limitations du senseur de Jameson, Colin (2000) a propose´ un nouveau senseur ne se de´clenchant
pas quand l’e´coulement est suffisament re´solu et se de´clenchant fortement pour les zones de fortes non-
line´arite´s. Le senseur de Colin pour la phase liquide est identique a` la formulation de Colin pour la phase
porteuse. Il s’applique a` toutes les variables transporte´es de la phase liquide. Ce senseur est de´fini par :
ζCtp f ,Ω j =
1
2
(
1+ tanh
(
Ψ−Ψ0
δ
))
− 1
2
(
1+ tanh
(−Ψ0
δ
))
(5.22)
avec :
Ψ=max
k∈Ω j
(
0,
∆k
|∆k|+ ε1St p f ,k ζ
J
k
)
(5.23)
ζJk =
|∆k1−∆k2|
|∆k1|+ |∆k2|+St p f ,k
(5.24)
∆k = |∆k1−∆k2|− εkmax
(
|∆k1|, |∆k2|
)
(5.25)
εk = ε2
(
1− ε3
max
(|∆k1|, |∆k2|)
|∆k1|+ |∆k2|+ St p f ,k
)
(5.26)
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Les valeurs nume´riques utilise´es dans AVBP ont e´te´ fixe´es par Colin (2000) :
Ψ0 = 2.10−2 δ= 1.10−2 ε1 = 1.10−2 ε2 = 0.95 ε3 = 0.5 (5.27)
Le senseur de ”Colin-Martinez”
Ce senseur est adapte´ de la formulation du senseur Colin. Il a e´te´ cre´e´ et utilise´ dans cette the`se spe´cialement
pour le cas de l’injection directe. La principale diffe´rence avec le senseur classique de Colin est qu’au
lieu d’utiliser une valeur au noeud pour la normalisation, on utilise une valeur moyenne a` la cellule. De
plus les variables utilise´s pour l’identification des instabilite´s nume´riques ne sont pas les meˆmes. Comme
le senseur de´tecte un proble`me de´ja` existant, donc a posteriori, la valeur de normalisation au noeud peut
eˆtre extreˆme a` cause de ce proble`me nume´rique. Ainsi, si la valeur est tre`s grande, le senseur est sous
estime´. Inversement si la valeur est petite, le senseur est sur-estime´. De plus une variable comme la frac-
tion volumique de liquide peut varier de plusieurs ordres de grandeur spatialement : prendre une valeur
moyenne a` la cellule permet d’avoir une valeur de normalisation moins locale et plus repre´sentative du
champ. On aurait e´galement pu prendre une valeur encore plus filtre´e en augmentant le stencil et en
moyennant sur toutes les cellules adjacentes a` la cellule Ω j, mais cela aurait entraine´ un temps de calcul
plus long.
Le senseur est calcule´ a` partir de la fraction volumique et du diame`tre des gouttes. Le senseur sur la
fraction volumique permet de controˆler la masse de liquide qui subit de forts gradients en simulation de
sprays. Le senseur sur le diame`tre est crucial dans AVBP car le diame`tre est reconstruit a` partir de la
fraction volumique de liquide et de la densite´ en nombre par la relation :
d =
(
6αl
nlpi
)1/3
(5.28)
Si les champs de fraction volumique et de densite´ en nombre sont strictement proportionnels, alors l’er-
reur nume´rique est identique pour ces deux variables et le diame`tre reste constant. Dans le cas ou` ces
deux champs ne sont pas proportionnels, ils sont propage´s diffe´remment et les erreurs nume´riques sont
diffe´rentes. Par exemple si αl est constant, l’erreur nume´rique sur nl se re´percute directement sur le
diame`tre. Pour deux champs non constants, les erreurs sur αl et nl peuvent s’accumuler dans le calcul du
diame`tre, qui devient un bon indicateur d’erreur nume´rique.
De plus, analyser le diame`tre est inte´ressant puisqu’il intervient directement dans le calcul des termes
d’e´changes avec la phase porteuse.
Le senseur final est donc le maximum entre le senseur sur le diame`tre et le senseur sur la fraction volu-
mique :
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ζCMtp f ,Ω j =
[
ζt p f ,Ω j(αl),ζt p f ,Ω j(dl)
]
(5.29)
ζt p f ,Ω j =
1
2
(
1+ tanh
(
Ψ′−Ψ0
δ
))
− 1
2
(
1+ tanh
(−Ψ0
δ
))
(5.30)
avec :
- fraction volumique de liquide :
Ψ′(αl) =max
k∈Ω j
(
0,
∆k
|∆k|+5ε1ρlαl,Ω j
ζJk(αl)
)
(5.31)
et :
ζJk(αl) =
|∆k1−∆k2|
|∆k1|+ |∆k2|+5ρlαl,k
(5.32)
- diame`tre moyen :
Ψ′(dl) =max
k∈Ω j
(
0,
∆k
|∆k|+2ε1dl,Ω j
ζJk(dl)
)
(5.33)
et :
ζJk(dl) =
|∆k1−∆k2|
|∆k1|+ |∆k2|+2dl,k
(5.34)
Les autres parame`tres nume´riques sont identiques a` ceux utilise´s pour le senseur de Colin classique.
Exemple de re´sultat obtenu avec le nouveau senseur
On pre´sente ici les re´sultats obtenus avec le nouveau senseur ’Colin-Martinez’ sur une injection Diesel
basse pression. La pression d’injection est de 230 bars avec une pression de 30 bars dans la chambre. Le
diame`tre de l’injecteur est de 200µm. Cette injection correspond au cas de l’injection de Chaves pre´sente´e
au chapitre III. Le calcul s’effectue sans injection de turbulence afin que les champs se de´stabilisent
naturellement. La figure (5.3) pre´sente en haut le champ de senseur ’Jameson-Riber’ et en bas le champ
de senseur ’Colin-Martinez’.
On remarque que le senseur ’Jameson-Riber’ s’applique sur toute la pe´riphe´rie du spray ainsi que sur
l’axe. Il s’applique meˆme dans des zones situe´es a` l’exte´rieur du spray. Ce senseur ne vaut jamais 1 et
sature vers 0,75. Globalement sa valeur est comprise entre 0,25 et 0,5. Ce senseur n’est donc pas assez
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FIG. 5.3 – Comparaison des champs des senseurs ’Jameson-Riber’ en haut et ’Colin-Martinez’ en bas
sur une injection Diesel
cible´ puisqu’il s’active quasiment dans tout le spray et a` peu pre`s de la meˆme fac¸on. A l’inverse, le
senseur propose´ dans cette the`se prend bien les valeurs extreˆmes 0 et 1 et s’active de fac¸on plus cible´e
puisqu’il y a des zones importantes dans le spray ou` le senseur ne s’active pas du tout.
De plus, il faut bien re´aliser que la solution obtenue avec le senseur ’Colin-Martinez’ est beaucoup
plus perturbe´e que celle obtenue avec ’Jameson-Riber’, du fait de la viscosite´ artificielle justement. Le
comportement du senseur propose´ dans cette the`se est d’autant plus remarquable.
Le nouveau senseur ’Colin-Martinez’ est donc utilise´ dans tous les calculs pre´sente´s dans ce manuscrit.
5.5 Conclusion
Le code diphasique AVBP a e´te´ adapte´ pour permettre la simulations aux grandes e´chelles du cycle mo-
teur a` injection directe. Ces modification de mode`les physiques et nume´riques ont e´te´ utilise´es par Vie´,
Martinez, Jay, Benkenida, and Cuenot (2009) dans le cas de Turbulence Homoge`ne Isotrope et ont montre´
de tre`s bons re´sultats. Elles ne re´solvent cependant pas le proble`me ge´ne´ral de la simulation LES dipha-
sique. Le couplage fort entre physique re´solue, pre´cision nume´rique et stabilite´ nume´rique de´montre´ dans
ce chapitre montre l’importance et la ne´cessite´ d’une re´flexion a` mener sur les me´thodes nume´riques a`
adopter en LES. Meˆme si les travaux effectue´s dans cette the`se ont permis une nette ame´lioration de
la stabilite´ et une nette diminution de la dissipation nume´rique, des difficulte´s subsistent encore pour
lesquelles de nouveaux sche´mas nume´riques robustes sont ne´cessaires. Ce point est encore un point dur
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pour la simulation de spray. Une e´valutation de´taille´e des me´thodes nume´riques utilise´es dans AVBP ainsi
que leur inte´reˆt et performance dans une approche LES a e´te´ faite par Lamarque (2007). Des travaux sont
actuellement en cours au Cerfacs pour re´pondre a` ce besoin.
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Chapitre 6
Condition limite d’injection pour la
simulation 3D de spray Diesel.
Me´thodologie et validation
6.1 Introduction
Ce chapitre est tire´ de l’article “A model for the injection boundary conditions in the context of 3D
Simulation of Diesel Spray : Methodology and Validation” accepte´ pour publication dans la revue FUEL
en 2009.
Comme nous l’avons vu en introduction, la physique en sortie d’injecteur est tre`s complexe. L’atomi-
sation primaire, qui est la fragmentation du jet liquide en ligaments et en gouttes, est tre`s difficile a`
mode´liser (Beau 2006; Gorokhovski and Herrmann 2008). La forte de´pendance a` la ge´ome´trie interne
de l’injecteur a` travers les phe´nome`nes de cavitation ainsi que la forte de´pendance aux phe´nome`nes de
viscosite´ et aux tensions de surface de la colonne de liquide font que les mode`les d’atomisation primaire
sont difficiles a` valider. Il faut ajouter a` cela que faire des mesures expe´rimentales est tre`s difficile en sor-
tie d’injecteur. Par conse´quent les mode`les sont valide´s a posteriori et de manie`re indirecte en analysant
des pe´ne´trations de spray ou parfois des distributions de tailles de gouttes.
E´tant donne´e la forte charge (αl = 1) en sortie d’injecteur et les vitesses tre`s e´leve´es du spray (de l’ordre
de 400m.s−1 a` 600m.s−1 en Diesel), le code de calcul doit ge´rer, en Eule´rien, de tre`s forts gradients de
quantite´ de mouvement pour la phase liquide et sa robustesse est mise a` rude e´preuve.
Une autre contrainte concerne les e´chelles mises en jeu a` la sortie de l’injecteur. Les injecteurs de type
Diesel actuels ont un diame`tre de sortie de l’ordre de 100µm. Pour re´soudre convenablement la dyna-
mique du spray en sortie d’injecteur, il faudrait entre 5 et 10 points dans ce diame`tre soit des tailles de
maille de l’ordre de 10µm a` 20µm, bien en dessous de la limite raisonnable pour un calcul moteur. Une
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taille de maille trop petite conduit a` des temps de calcul prohibitifs d’une part parce que le pas de temps
devient tre`s faible et d’autre part parce que le nombre de mailles augmente.
Devant la limitation intrinse`que du mode`le bi-fluide utilise´ (hypothe`se d’e´coulement dilue´ et de phase
disperse´e), la complexite´ de la physique du spray en sortie d’injecteur ainsi que la difficulte´ nume´rique
associe´e, nous avons choisi de ne pas calculer cette zone et de placer une condition limite de´cale´e de
la sortie de l’injecteur. La principale difficulte´ consiste a` mode´liser des profils de vitesse de gouttes, de
fraction volumique de liquide et de taille de gouttes sur cette condition limite. Pour ce faire un mode`le
d’injecteur est utilise´ et combine´ a` des bilans de masse et de quantite´ de mouvement permettant de de´crire
ces profils, suppose´s Gaussiens. La condition limite obtenue appele´e DITurBC est ensuite valide´e sur
diverses donne´es expe´rimentales en proche injecteur.
L’article est pre´sente´ ci-apre`s dans sa version de´finitive. Il est comple´te´ a` la fin de ce chapitre par quelques
conside´rations supple´mentaires.
6.2 FUEL 2009 - A model for the injection boundary conditions in the
context of 3D Simulation of Diesel Spray : Methodology and Valida-
tion
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a b s t r a c t
Downstream Inflow Turbulent Boundary Conditions (DITurBC) are presented for the Eulerian–Eulerian
Large Eddy Simulation (LES) or Reynolds Average Navier–Stokes (RANS) simulation of Diesel Sprays.
These boundary conditions initiate the spray physics close to the nozzle exit, which avoids the difficulties
linked to the 3D simulation of cavitation, primary break-up and turbulence in the near-nozzle region. An
injector model is combined with mass and axial momentum conservation equations to obtain mean pro-
files of velocity, volume fraction and droplet diameter at a given distance downstream from the nozzle
exit. In order to take into account the unsteadiness of the flow, velocity fluctuations are added to the
mean profile. These boundary conditions are assessed by comparison with existing data on injection
velocity, spray angle and velocity profiles from numerous experiments.
 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Car manufacturers are facing increasingly severe regulations on
pollutant emissions and fuel consumption. To respect these regula-
tions, new combustion concepts in Internal Combustion (IC) En-
gines are being developed. The HCCI (Homogeneous Charge
Compression Ignition) combustion [1,2] represents one of these
concepts. Although it has shown a great potential, it still requires
a comprehensive work to allow a better understanding, especially
with respect to cyclic variabilities which can appear in some oper-
ating conditions. These variabilities can have a strong effect on fuel
consumption and pollutants as shown by Ozdor et al. [3]. The non-
deterministic character of the turbulence is one of the phenomena
leading to the cyclic variability. It corresponds to the microscopic
events that can influence the instantaneous velocity field and the
local mixture leading to different heat release, pollutant levels
and engine work from cycle to cycle.
Computational Fluid Dynamics (CFD) is a helpful tool for
studying such issues. The RANS (Reynolds Averaged Navier–
Stokes) approach [4] is commonly used in CFD to perform 3D
simulations [5]. However, although it is characterised by reason-
able computational costs, it does not allow the study of the ori-
gins of cyclic variabilities: RANS calculation of a given engine
operation point represents the statistical average of many cycles
at this point.
Large Eddy Simulation (LES) seems to be better adapted for such
studies, as one LES of a given engine operation point corresponds to
one individual engine cycle, computing local and instantaneous fil-
tered properties [6]. LES has demonstrated its capabilities in many
configurations [7,8] and in particular in multi-cycle simulation of
IC engine [9,10]. Moreover, due to its potential to resolve large
scale vortices and so to predict the interaction between drops
and air (carrier phase), LES is also of great interest for spray simu-
lations. Indeed, knowing the level of turbulence intensity gener-
ated by the spray as well as the composition of the gas mixture
is of great importance for understanding and modelling combus-
tion in IC engines.
In this work, an Eulerian method is used for the liquid phase
and preferred to the Lagrangian approaches which are commonly
used in CFD. Among all limitations [11–13], one of the main draw-
back of Lagrangian methods is that a high particle number density
is needed to achieve a satisfactory accuracy for LES. This leads to a
high computational cost that is not relevant in industrial applica-
tions. This may be overcome by parallelisation but this is still del-
icate today, mainly due to load imbalance when particles
concentrate in some sub-domains, i.e. processors.
The main difficulty in the simulation of a Diesel Spray is the
complexity of the physics at the nozzle exit for both the liquid
and gas phases. This complexity leads to important difficulties
for the modelling and the experimental validation.
For example, the physics at the nozzle exit is strongly linked to
the behavior of the liquid flow inside the injector. Cavitation may
occur, depending on the injector geometry [14] and the flow, and
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has strong influence on the spray velocity, angle and atomisation
[15–17]. Furthermore, due to the high speed and high density of
the liquid jet, traditional optical methods show limitations for
the measurements in the dense liquid spray region. Therefore the
primary break-up is difficult to observe experimentally and corre-
sponding models are not easy to validate. In addition, numerical is-
sues arise linked to the high liquid volume fraction and the high
velocities (between 400 m s1 and 600 m s1) emphasised by the
very small scales of the physics at the nozzle exit. For instance, typ-
ical Diesel injectors have diameters ðDexitÞ between 100 lm and
200 lm. Consequently, when using LES solvers to compute the tur-
bulent mixing layer at the nozzle exit, one has to increase the spa-
tial resolution. The resulting simulation cost is then prohibitive for
industrial applications.
As a result of these difficulties, a methodology is proposed for
injection boundary conditions to initiate the spray physics at a gi-
ven distance, downstream from the nozzle exit. This new Down-
stream Inflow Turbulent Boundary Conditions (DITurBC) model is
presented in the following sections. It has been developed in the
context of LES but could be used for RANS simulations.
The paper is organised as follows: Section 2 explains the meth-
odology developed for the initialization of Diesel Sprays in IC en-
gines. The injector model is presented in Section 3 and the
resulting profiles from the DITurBC model are depicted in Section
4. The model validation is finally described in the last Section.
2. Methodology for the initialisation of sprays in IC engines
2.1. Principle and methodology
The model is based on the main assumptions that the spray
development does not depend on the phenomena occurring very
close to the injector and that all variable profiles can be recon-
structed at a certain distance from the knowledge of the injector
parameters.
In order to initiate the spray physics downstream from the noz-
zle exit, an injector model is first used to estimate the properties of
the flow at the nozzle exit such as the liquid velocity, the effective
exit section and the spray angle. Then based on these results and
using conservation equations, the velocities of gas and liquid, the
volume fraction and the droplet size profiles are deduced on a
plane perpendicular to the spray axis, located at a distance Dist
(typically 10Dexit) downstream from the nozzle exit, called the DI-
TurBC plane (see Fig. 1). These profiles represent the Downstream
Inflow Turbulent Boundary Conditions (DITurBC) that may be used
to initiate Eulerian–Eulerian LES of sprays.
2.2. Distance to nozzle exit
A review of experimental results concerning the spray structure
and break-up mechanisms has been conducted by Smallwood et al.
[18] for Diesel injection. According to [18], the spray seems to be
completely atomised very close to the nozzle tip. This early disin-
tegration is mainly due to turbulence effects, cavitation and sec-
ondary flow inside the injector nozzle [19]. It is however very
difficult to define the distance from which the spray is always fully
dispersed. Ueki et al. [20] have conducted measurements in the
near-nozzle region and concluded that the droplet disintegration
occured from 2:5Dexit to 7:5Dexit . Nevertheless, these conclusions
are not established in every case and the distance of disintegration
may depend highly on the injector geometry and on the injection
conditions.
Based on these studied and even if the complete disintegration
is not established, it is proposed to apply boundary conditions at a
distance of 10 nozzle diameters from the injector tip. At this
distance, the spray is assumed to be dispersed and composed of
spherical droplets. Furthermore, one can suppose following
[20–22] that liquid velocity, volume fraction or droplet size mean
profiles are Gaussian.
Considering the typical near spray angles of Diesel injectors
(5–15), the spray width, at this distance, is around 0.8 mm. With
about 10 nodes of the computational grid at the inlet, this leads
to a minimum edge length of around 80 lm which represents a
good compromise between accuracy and computational cost for
a LES of spray in IC engines. Ten nodes at the inlet is the minimum
to capture the essential physics at the nozzle exit but not sufficient
to capture all the large scales. A greater number of node should be
used for a very good accuracy. Nevertheless, this would increase
dramatically the computational cost and a compromise of 10 nodes
is more suitable.
3. Injector model for Diesel-like injection
3.1. Principle
Knowing geometrical data of the nozzle, injection conditions
and conditions in the combustion chamber, a model is built to pre-
dict first the spray velocity at the nozzle exit as well as the spray
angle. These quantities will be then used to construct the velocity,
volume fraction and droplet size mean profiles at Dist ¼ 10Dexit on
the DITurBC plane (see Section 4).
3.2. Determination of the velocity at the nozzle exit and the effective
section area
The velocity of the liquid jet at the nozzle exit, Uexit , depends on
whether the flow inside the injector is cavitating or merely turbu-
lent. To determine the flow regime, the model of Sarre et al. [23] is
used.
It is assumed that only two types of flow regimes can occur in-
side the nozzle (see Fig. 2):
 If the pressure in the vena contracta, Pvena, is larger than the sat-
uration vapor pressure, Pvap, then the flow is merely turbulent;
 Otherwise, the flow is turbulent and cavitating.
The decrease of pressure in the vena contracta is due to the con-
traction of streamlines that creates a negative pressure gradient.
The pressure decreases in some areas and locally falls below the
saturation vapor pressure. In this case cavitating bubbles appear in-
side the nozzle and contribute to the unsteadiness of the flow. Cav-
itation leads to a decrease of the effective area at the nozzle exit.Fig. 1. Schematic representation of the DITurBC model.
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The conditions of transition to a cavitating flow are strongly
linked to the geometrical parameters of the nozzle such as the cur-
vature radius R, the nozzle length L and the geometrical diameter
of the nozzle hole Dexit (see Fig. 2).
In the case of a cavitating flow the Bernoulli’s equation between
the region upstream from the nozzle and the vena contracta gives:
Pvena ¼ Pinj  ql2 U
2
vena ð1Þ
where Pinj is the injection pressure, ql the liquid density and Uvena
the velocity at the smallest flow effective area. Following the
expression of Nurick [24] for the contraction coefficient Cc and
assuming a flat velocity profile, one obtains Uvena ¼ UmeanCc and
Cc ¼ pþ2p
 2  11:4R=Dexit  where p  3:14 and Umean is the mean
velocity corresponding to the mean mass flow rate at the nozzle
exit.
Then:
Pvena ¼ Pinj  ql2
U2mean
C2c
ð2Þ
Because of the discharge loss involving a discharge coefficient Cd,
the mean velocity at the nozzle exit is the Bernoulli velocity corre-
sponding to the pressure drop Pinj  Pch, multiplied by Cd:
Umean ¼ Cd
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Pinj  Pch
 
ql
s
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Bernoulli’s velocity
ð3Þ
where
Cd ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kinlet þ f  LDexit þ 1
q ð4Þ
in the case of a turbulent flow. Kinlet is the inlet loss coefficient tab-
ulated according to Benedict [25]. f is the Blasius coefficient for the
laminar wall friction: f ¼ maxð0:316R0:25e ; 64=ReÞ and Kinlet is tabu-
lated according to Benedict [25].
Then:
Pvena ¼ Pinj  C
2
d
C2c
Pinj  Pch
  ð5Þ
If Pvena > Pvap, there is no transition to cavitating flow. In this case
the effective area is the geometrical area of the nozzle hole
ðDeff ¼ DexitÞ.
The exit velocity Uexit is then:
Uexit ¼ Umean ¼ Cd
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Pinj  Pch
 
ql
s
ð6Þ
If Pvena < Pvap, the flow is fully cavitating and cavitation bubbles es-
cape from the nozzle exit. In this case, the effective section area is
not the geometrical area of the nozzle hole ðDeff < DexitÞ, and a
new discharge coefficient is used:
Cd ¼ Cc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pinj  Pvap
Pinj  Pch
s
ð7Þ
The velocity in the vena contracta becomes:
Uvena ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Pinj  Pvap
 
ql
s
ð8Þ
Finally, Uexit and the effective exit section Aeff are obtained by appli-
cation of the conservation equations of mass and momentum be-
tween the vena contracta and the nozzle exit:
Uexit ¼ Uvena 
Pch  Pvap
 
ql  Umean
ð9Þ
Aeff ¼ Aexit UmeanUexit ð10Þ
with Aexit ¼ pD2exit=4.
Once the exit velocity and the effective exit section have been
determined, it is necessary to calculate the spray angle. This is
done below.
3.3. Spray angle at nozzle exit
The determination of the spray angle is done by assuming that
the spray angle at the nozzle exit is limited to the atomisation pro-
duced by the turbulence and the cavitation inside the nozzle. The
atomisation model used in this work is inspired by the primary
break-up model of Nishimura et al. [26]. The liquid jet atomisation
produces droplets with a radial velocity that is due to the turbulent
and cavitation energies which have to be determined. The combi-
nation of the axial and radial components of these velocities gives
the spray angle.
3.3.1. Turbulent kinetic energy due to high velocities
The turbulent kinetic energy kflow of the flow inside the nozzle is
given by the following empirical formula from Huh et al. [27]:
kflow ¼ U
2
exit
8L=Dexit
1
C2d
 Kinlet  1
 !
ð11Þ
This energy is generated by the high velocities inside the nozzle and
the formula is obtained using simple overall mass, momentum, and
energy balances. It is only valid for quasi-steady injection
conditions.
3.3.2. Cavitation energy
Cavitation energy is defined as the energy created by the col-
lapse of bubbles or cavitation pockets inside the nozzle. This pro-
vides an increase of turbulent energy of the liquid.
When a cavitation pocket of volume Vp collapses, the energy
Ecav given to the surrounding flow at static pressure P is then:
Ecav 
Z Vp
0
PdV ð12Þ
Assuming that the liquid pressure in the nozzle is homogeneous
and close to the pressure in the chamber, one gets:
Ecav 
Z Vp
0
PdV ¼
Z Vp
0
Pch dV ¼ VpPch ð13Þ
For a liquid column or ligament of total mass mt , mass density
qt  ql and total volume Vt with np pockets, the kinetic energy
kcav provided by the cavitation is:
Fig. 2. Description of the injector geometry.
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kcav ¼ 1mt
Xnp
k¼0
VpkPch ¼
Pch
mt
Xnp
k¼0
Vpk ¼
Pch
ql
Pnp
k¼0Vpk
Vt
¼ Pch
ql
Vg
Vt
ð14Þ
The gas volume fraction, Vg=Vt , can be determined from the effec-
tive section area previously calculated, assuming:
Vg
Vt
 Cavitation area
Total area
¼ Aexit  Aeff
Aexit
ð15Þ
Using Eq. (15) in Eq. (14), one obtains:
kcav ¼ Pchql
Aexit  Aeff
Aexit
 	
ð16Þ
The main advantage of this method is that it does not require the
calculation of the pocket or bubble size, nor the bubble number,
which are difficult to evaluate.
3.3.3. Determination of the spray angle at nozzle exit
The total fluctuating kinetic energy ktot is the sum of the turbu-
lent kinetic energy kflow and the energy provided by the cavitation
kcav :
ktot ¼ kflow þ kcav ð17Þ
This fluctuating kinetic energy provides a fluctuating velocity u0, as-
sumed to be equal to the radial velocity Urad of the liquid flow at the
nozzle exit. The turbulence is considered isotropic so that:
Urad ¼ u0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
2
3
ktot
r
ð18Þ
The spray angle /exit at the nozzle exit (see Fig. 3) is then:
tanð/exit=2Þ ¼
Urad
Uexit
ð19Þ
The injector model presented here permits to obtain the effective
section (Eq. (10)), the velocity (Eqs. (6) and (9)), and the spray angle
(Eq. (19)) at the nozzle exit.
4. Modelling for the DITurBC
From the spray characteristics at the nozzle exit, determined in
the previous section, the mean profiles imposed downstream at the
injection plane (DITurBC) are now computed. For this purpose,
mass and momentum conservation equations are applied. A veloc-
ity fluctuation is then added to the mean profile in order to take
into account the unsteadiness of the flow.
4.1. Spray angle at 10Dexit from nozzle exit
The angle /exit calculated by the injector model differs from the
spray angle /aero far from the nozzle exit (see Fig. 3). Indeed, /exit is
mainly due to the injection condition and the shape of the nozzle
whereas /aero is controlled by aerodynamics (gas density and tur-
bulence) and depends on conditions in the chamber [23]. To esti-
mate if aerodynamic effects have sufficient time to affect the
spray angle of the DIturBC, the characteristic aerodynamic time
saero is compared to the convective time sconv ¼ Dist=Uexit:
Following [23], the aerodynamic spray angle, based on empiri-
cal considerations, is:
tanð/aero=2Þ ¼
4p
A
ffiffiffiffiffi
qg
ql
s
f ðTÞ ð20Þ
where A and T are parameters set to A ¼ 4:4 and T ¼ ReWe
 2 qg
ql
and
f ðTÞ ¼
ffiffiffi
3
p
=6 1 expð10TÞð Þ
 
and We is the Weber number.
According to [23], this equation predicts spray angles in very close
agreement with measured values.
The aerodynamic time is linked to the density ratio and evalu-
ated with the nozzle diameter and the exit velocity:
saero ¼ C
ffiffiffiffiffi
ql
qg
s
Dexit=2
Uexit
ð21Þ
where C is an additional constant empirically fixed by [28] at the
value C ¼ 1:73.
If sconv < saero, aerodynamic effects are negligible and the spray
angle / of the DITurBC is / ¼ /exit .
If sconv P saero;/ is calculated with a simple geometrical law
(see Fig. 3):
tanð/=2Þ ¼ saero
sconv
tanð/exit=2Þ þ 1
saero
sconv
 	
tanð/aero=2Þ ð22Þ
4.2. Radial profiles
In this section, the radial profiles of liquid volume fraction al,
axial velocity Uaxial, radial velocity Urad and droplet size d are deter-
mined. Experimental measurements from [21] using X-ray absorp-
tion in the near-nozzle region have shown that radial profiles of
liquid volume fraction are well described by a Gaussian profile.
Furthermore, according to Chaves et al. [29], radial profiles of mean
axial velocity are near Gaussian. Lastly, according to Ueki et al.
[20], who measured droplet sizes and velocities near the injector
exit, the radial profiles of axial velocity and droplet diameter are
correlated and Gaussian. Based on these experiments, the radial
profile of liquid volume fraction, axial droplet velocity and droplet
sizes are assumed to be Gaussian:
al ¼ al;max  e
 r2
2r2a ð23Þ
Uaxial ¼ Ul;max  e
 r2
2r2
U ð24Þ
d ¼ dmax  e
 r2
2r2
d ð25Þ
where al;max; Ul;max and dmax are the values on the spray axis on the
DITurBC plane, r is the radial coordinate and r2a; r2U ; r2d are the
Gaussian width parameters.
Because of the correlation between the profile of axial velocity
and droplet size, the same Gaussian width are assumed for these
two profiles: r2d ¼ r2U . Furthermore, due to the high density of li-
quid near the nozzle, measurements of droplet sizes are not reli-
able and there exists no experimental correlation for dmax.
According to Smallwood et al. [18], the droplet size for Diesel injec-
tion is between 5 lm and 15 lm. Taking into account that the
spray is initialised close to the nozzle exit and that larger diameter
may still be present, an arbitrary maximum droplet size of 20 lm
is supposed. A sensitivity study on the influence of the maximum
diameter has been conducted by Martinez et al. [30] using LES.
The conclusion is that the diameter has a weak influence on spray
penetration in the considered test cases and the value 20 lm gives
Fig. 3. Determination of the spray angle at distance Dist downstream from the
nozzle exit.
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the best results. This emphasised that this free parameter is not
critical for the simulation and 20 lm is a good approximation.
The unknown parameters Ul;max; r2U ; al;max; r2a are determined
later in Section 4.3.
The radial profile of radial velocity is taken from Eq. (19),
assuming a linear increase with the radial coordinate. Indeed, the
larger droplets remain on the spray axis due to their higher inertia
while smaller droplets are more easily entrained by the gas to-
wards the periphery of the spray and therefore gain radial velocity.
The formulation is then:
Urad ¼ Uaxial tanð/=2Þr=W ¼ Umax  e
 r2
2r2
U tanð/=2Þr=W ð26Þ
where W is the half-width of the spray.
4.3. Determination of gaussian parameters
The radial profile of velocity, liquid volume fraction and droplet
diameters presented above require to determine the four unknown
parameters al;max; Ul;max; sigmaa and rU .
4.3.1. Gaussian width of the liquid volume fraction profile on the
DITurBC plane
The Gaussian width ra represents the spray angle and can be
expressed as Full Width at Half Maximum (FWHM) which corre-
sponds to the width of half the spray angle 2rHM . This formulation
is traditionally used in experiments [31]. This gives from Eq. (23):
al;max
2
¼ al;max  e

r2
HM
2r2a ð27Þ
with rHM ¼ tanð/=4Þ  Dist þ Dexit=2, where Dist ¼ 10Dexit is the dis-
tance to the nozzle exit. The Gaussian width is then:
ra ¼ rHMffiffiffiffiffiffiffiffiffiffiffiffi
2 ln2
p ¼ tanð/=4Þ  Dist þ Dexit=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 lnð2Þ
p ð28Þ
4.3.2. Velocity on the DITurBC plane
The maximum axial velocity on the DITurBC plane is supposed
to be equal to the axial velocity at the nozzle exit:
Ul;max ¼ UDist  Uexit ð29Þ
The assumption of Eq. (29) cannot be strictly correct. Nevertheless,
it is assumed that the energy exchange between gas and liquid does
not affect significantly the maximum axial velocity located on the
spray axis. Furthermore, this assumption applies only on the spray
axis where the density ratio between the two phases is maximum
and the decrease of velocity is then minimum.
Concerning the gas axial velocity, two choices may be
considered:
 No gas entrainment: the axial gas velocity is zero on the DITurBC
plane. This hypothesis may prove interesting because it avoids a
gas inflow boundary condition. As demonstrated below, this
case is not physically acceptable but its analysis allows a better
understanding of the influence of some physical phenomena on
the radial profiles.
 Gas entrainment: the idea is to calculate the axial gas velocity by
considering the conservation of liquid axial momentum.
These two possibilities are addressed below.
By conservation of the mass flow rate Q between the nozzle exit
and the DITurBC plane and given the spray half-width
W ¼ tanð/=2Þ  Dist þ Dexit=2, one gets:
Q ¼ Uexit  Aeff  ql ¼
Z 2p
0
Z W
0
raðrÞUðrÞql dr db ð30Þ
Using the Gaussian profiles, one gets:
Q ¼ 2pql
Z W
0
raðrÞUðrÞdr
¼ 2pql
Z W
0
ral;maxUexitexp
 r2
2r2aexp
 r2
2r2
U dr ð31Þ
Simplifying with the parameters r21 ¼
2r2ar2U
r2aþr2U
and integrating by parts
gives:
Q ¼ qlal;maxUexitpr21 1 exp
W2
r2
1
 !
ð32Þ
Thus:
al;max ¼ Aeff
pr21 1 exp
W2
r2
1
 ! ð33Þ
If the gas velocity is zero, the liquid axial momentum is conserved:
U2exit  Aeff  ql ¼
Z 2p
0
Z W
0
raðrÞU2ðrÞql dr db ð34Þ
Integrating by parts gives:
U2exit  Aeff ¼ pU2exital;maxr22 1 exp
W2
r2
2
 !
ð35Þ
with r22 ¼
2r2ar2U
2r2aþr2U
.
Using Eq. (33) gives:
r22 1 exp
W2
r2
2
 !
¼ r21 1 exp
W2
r2
1
 !
ð36Þ
This equality is verified only if 1=r2U ¼ 0, that means that the
hypothesis of a Gaussian profile on the velocity is wrong. This is
in contradiction with what is found experimentally [29]. In conclu-
sion, the Gaussian shape of the liquid axial velocity, observed exper-
imentally, is due to the exchange of axial momentum via drag force
between the liquid and the gas.
Furthermore, the mass and axial momentum conservation do
not constrain the parameter r2a. The Gaussian shape of the liquid
volume fraction is due solely to the spray opening by atomisation.
For practical purposes, the hypothesis of a zero axial gas velocity is
not compatible with the hypothesis of a Gaussian profile of axial
liquid velocity.
For these reasons, the case of no entrainment is discarded and
the gas velocity is given a Gaussian shape supposed similar to that
of the liquid radial profile:
Ug ¼ Ug;max  e
 r2
2r2
U ð37Þ
As discussed previously, the gas velocity is the result of drag and so
depends on the liquid velocity. Therefore, the similarity with the li-
quid seems justified. This implies that the gas phase and the liquid
phase are rapidly in equilibrium.
Taking into account the decrease of axial liquid velocity by ex-
change with the gas phase and using the mass conservation equa-
tion, one obtains:
al;max ¼ UexitAeff
Ul;maxpr21 1 exp
W2
r2
1
 ! ð38Þ
Considering a steady spray and neglecting pressure gradient, the
conservation of axial momentum of the system ‘gas + liquid’ be-
tween the nozzle exit and the DITurBC plane, normal to the spray
axis, yields:
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U2exit  Aeff  ql ¼
Z 2p
0
Z W
0
ralðrÞU2l ðrÞql dr db
þ
Z 2p
0
Z W
0
ragðrÞU2gðrÞqg dr db ð39Þ
Using the equality agðrÞ ¼ 1 alðrÞ, one obtains after integration:
U2exit  Aeff  ql ¼ pU2l;maxal;maxqlr22 1 exp
W2
r2
2
 !
þ pU2g;maxqgr2U 1 exp
W2
r2
U
 !
 pU2g;maxal;maxqgr22 1 exp
W2
r2
2
 !
ð40Þ
with r22 ¼
2r2ar2U
2r2aþr2U
.
Using Eq. (38) one gets:
U2exit  Aeff  ql ¼ Ul;max
UexitAeff
r21 1 exp
W2
r2
1
 !qlr22 1 expW2r22
 !
þ pU2g;maxqgr2U 1 exp
W2
r2
U
 !
 U2g;max
UexitAeff
Ul;maxr21 1 exp
W2
r2
1
 !qgr22 1 expW2r22
 !
ð41Þ
r2a can be expressed in terms of r2U by using the parameter K defined
by r2a ¼ Kr2U . Thus, r22 ¼ 22Kþ1r2a and r21 ¼ 2Kþ1r2a.
Uexit ¼ Ul;max K þ 1ð Þ2K þ 1ð Þ
1 exp
ð2Kþ1ÞW2
2r2a
 !
1 exp
ðKþ1ÞW2
2r2a
 !
þ p  U
2
g;max  r2a  qg
KUexit  Aeff  ql
1 exp
KW2
r2a
 	
 K þ 1ð Þ
2K þ 1ð Þ
U2g;maxqg
Ul;maxql
1 exp
ð2Kþ1ÞW2
2r2a
 !
1 exp
ðKþ1ÞW2
2r2a
 ! ð42Þ
The remaining unknown parameters are now K and Ug;max.
In order to determine Ug;max, it is assumed that the liquid–gas
equilibrium is rapidly achieved. In this case Ug;max ¼ Ul;max. Let us
consider the characteristic time Dt, which is the time for the gas
to accelerate from zero to the liquid velocity. This time is deter-
mined using the axial momentum equation of the gas phase, con-
sidering only the drag force:
agqg
Ug;max
Dt
 alql
Ul;max
sp
ð43Þ
The time for the gas to accelerate from zero to the liquid velocity is
then:
Dt ¼ agqg
alql
sp ð44Þ
with sp the relaxation time defined for a droplet of diameter d de-
fined as:
sp  d
2ql
18lg
ð45Þ
Under the assumption of a maximum droplet diameter of d = 20 lm
(see Section 4.2), one obtains:
Dt ¼ 1:6 104 s
with lg ¼ 2 105 Pa=s; qg ¼ 36 kg=m3; ag ¼ 0:8 and al ¼ 0:2.
These numerical values correspond to the experiment of Chaves
et al. [29] described in Section 5.3. This time is shorter that the nee-
dle opening time ð 0:2 msÞ. Consequently, it is assumed that the
gas velocity reaches the liquid velocity before the needle has com-
pletely opened.
In addition, during this period, the flow is fully unsteady with a
spray angle varying in time and the model presented here is not
predictive anyway. Therefore, the hypothesis Ug;max ¼ Ul;max is jus-
tified. Furthermore, a turbulent field will be imposed on the
boundary condition so that the accuracy on Ug;max is not crucial.
The most important is to ensure the conservation of the mass
and momentum fluxes.
Finally, in order to find K it is assumed that:
1 exp
ðKþ2ÞW2
2Kr2a
 !
1 exp
ðKþ1ÞW2
2Kr2a
 !  1 ð46Þ
In the same way it is presumed that:
1 exp
W2
Kr2a
 	
 1 ð47Þ
This is the same as integrating mass and axial momentum fluxes be-
tween 0 and1 instead of 0 and W. Eq. (42) then becomes a second
order equation in K:
a2K
2 þ a1K þ a0 ¼ 0 ð48Þ
with:
a2 ¼ 2Uexit  Ul;max þ
Ul;maxqg
ql
ð49Þ
a1 ¼ Uexit  Ul;max 
2p  U2g;max  qg  r2a
Uexit  Aeff  ql
þ Ul;maxqg
ql
ð50Þ
a0 ¼ 
p  U2g;max  r2a  qg
Uexit  Aeff  ql
ð51Þ
The two solutions of Eq. (48) are: K1 ¼ a1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a214a2a0
p
2a2
and K2 ¼
a1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a214a2a0
p
2a2
. Because a2 > 0 and a0 < 0, the only positive solution
is K1. The negative solution K2 is discarded because it leads to a
non-Gaussian shape on the velocity profile. Finally, knowing K1
and r2a and using the expression r2a ¼ Kr2U , one obtains r2U and then
al;max with Eq. (38).
To resume, the four Gaussian parameters are obtained using Eq.
(27) for r2a, Eq. (29) for Ul;max, Eq. (48) for r2U and Eq. (38) for al;max.
4.4. Turbulent boundary conditions
The profiles obtained in the previous sections for the boundary
conditions are mean profiles. A drawback of the proposed method
is that the history of the gas and liquid flows between the injector
exit and the DITurBC plane is lost. To compensate, unsteady
boundary conditions are used that reproduce the unsteadiness of
the flow due to the phenomena occurring inside the nozzle and
the turbulence generated between the nozzle exit and the DITurBC
plane.
In order to create a turbulence field with a given statistical pro-
file, a non-dimensional homogeneous fluctuating velocity field is
first generated. This field is then rescaled and added to the mean
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velocity profile on the DITurBC for both liquid and gas phases. The
method is based on the work of Kraichnan [32] and a similar meth-
od is used by Smirnov et al. [33].
The use of these turbulent boundary conditions as well as their
influence on the spray formation will be described in a future
paper.
5. Validation
The model for the DITurBC is validated in two steps. First, the
nozzle exit velocity and spray angle given by the injector model
are confronted to measurements in Section 3. Then, comparing
the modelled radial profiles of velocities with experimental results
evaluates the construction of the Gaussian profiles of Section 4.
5.1. Injection velocity
The validation of the turbulence–cavitation model is achieved
by comparison with the experimental measurements of Leick
et al. [34] obtained with an injection pressure of 22 MPa. Two dif-
ferent pressures in the chamber are used: 0.1 MPa and 2 MPa, cor-
responding to Bernoulli velocity of 230 m/s and 220 m/s
respectively (see Table 1). The velocity measurements are made
at 1:9 mm  12D from the nozzle exit at an injection pressure of
22 MPa with a nozzle diameter of 154 lm.
As shown in Table 1, the predicted exit velocities are very close
to the experimental measurements. In the experiment, the velocity
is not constant so that a range of velocity is used for the compari-
son. The model gives a mean velocity Udist divided by Bernoulli
velocity UB of Udist=UB ¼ 0:9 which is in the range of measured
velocities ð0:87 < Udist=UB < 1Þ for the chamber pressure of
0.1 MPa. The model gives also good results with the chamber pres-
sure of 2 MPa which is more relevant in engine applications.
5.2. Spray angles at nozzle exit
The sub-models for the spray angle are validated by comparison
with the experimental data of Blessing et al. [14], who measured
spray angles for three nozzles denoted 1, 2 and 3 in Table 2. The
nozzles have different conical shape factors leading to different
spray angles due to cavitation. The spray angles are measured at
the nozzle exit. The conical shape factor is taken into account in
the model by changing the curvature radius which is recomputed
from [14].
For the three injector nozzles, the model is able to take into ac-
count the impact of the nozzle geometry on cavitation and then on
the spray angle. The relative difference is less than 10% which is
very good for spray angles. The spray angle is an important param-
eter in the DITurBC model as it is used to set the Gaussian width
and the radial liquid velocity.
Other spray angle measurements may be found in Saliba et al.
[35], at 2 mm from the nozzle exit and for different backpressures
(from 1 to 4 MPa). Results are depicted on Fig. 4. Model results are
less accurate for these cases but the increase of the angle with the
chamber pressure (backpressure), an effect described by the aero-
dynamical spray angle (see Section 4.1), is reproduced. Considering
this effect is important in engine applications because the back-
pressure can have very different values depending on the instant
of injection.
The maximum difference is about 1 which is of the same order
of magnitude than the variation of the spray angle during injection.
As already described, the precision is sufficient.
5.3. Axial velocity profile at 10Dexit from nozzle exit
Chaves et al. [29] have measured the radial profile of the spray
axial velocity at x=Dexit ¼ 10 from the nozzle exit (see Table 3). This
corresponds to a Diesel-like liquid injection without cavitation at a
moderate pressure ðDP ¼ 10 MPaÞ into a quiescent dense air
(3 MPa). The injector nozzle diameter is D = 200 lm. The measure-
ments are made after the injection reaches a quasi-steady state.
The Bernoulli velocity is 154.7 m/s for this case.
A first interesting observation is that the absence of cavitation is
in agreement with the prediction of the injector model (Eq. (5)).
The second interesting observation (see Table 3) is that the dis-
charge coefficient measured by Chaves et al. [29] ðCd ¼ 0:88Þ is also
well predicted by the model (Cd ¼ 0:88 using Eq. (4)).
Table 1
Comparison of spray exit velocity with experimental data of Leick et al. [34].
Case I II
Injection pressure Pinj ðMPaÞ 22 22
Chamber pressure Pch ðMPaÞ 0.1 2
Bernoulli velocity UB ðm=sÞ 230 220
Experiment: spray exit velocity divided by UB 0.87–1 0.87–0.96
Model: spray exit velocity divided by UB 0.91 0.9
Table 2
Comparison of the spray angle predicted by the model with the experiment of
Blessing et al. [14] for three different nozzles.
Number of the nozzle Spray angle () Spray angle ()
DITurBC
1 5.5 6
2 10 9.6
3 13 13.5
Fig. 4. Comparison of the spray angle predicted by the model with the experiments
of Saliba et al. [35] at x ¼ 2 mm for different injection pressures.
Table 3
Comparison of discharge coefficient and spray angle provided by the model with
experimental data of Chaves et al. [29].
Pinj 130
Pch 30
Discharge coefficient via experiment 0.88
Discharge coefficient via model 0.88
Spray angle via experiment () 8.5
Spray angle via model () 7.5
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From the shadowgraphy provided by Chaves et al. [29],
the spray angle is measured (8.5) and compared to the value ob-
tained with the model (7.5). Again, the agreement is very good
(see Table 3).
The radial profile of mean axial spray velocity are reported in
Fig. 5. The Gaussian width is very well predicted which confirms
the good accuracy of the model for the mean profiles. Furthermore,
this confirms that Eq. (47) is a good hypothesis as, for this case, the
parameter provided by the model are: r2 ¼ 7:7 108;K ¼
0:48; W ¼ 7 104 and then 1 exp
W2
Kr2a
 	
 0:999. The parame-
ter K ¼ 0:48 means that the Gaussian on the liquid volume fraction
is about two times larger than the Gaussian on the axial liquid
velocity. Therefore, high velocities droplets are concentrated near
the spray axis and there is an important difference of velocity be-
tween the droplets near the spray axis and the droplets localised at
the periphery. In addition, the model gives al;max ¼ 0:2, revealing
that there is no liquid core but a gas/liquid mixture at 10 nozzle
diameters from the nozzle exit. Nevertheless, the liquid volume
fraction is not small enough to confirm that the spray is fully dis-
persed with spherical droplets.
5.4. Sensitivity study on input parameters
A sensitivity study on the input parameters is proposed. Table 4
sums up the input parameters of the DITurBC model. The experi-
ence of Chaves et al. [29] presented in Section 5.3 is used as the test
case.
The radial profiles of mean axial liquid velocity and liquid vol-
ume fraction, obtained with a variation of the parameters Pinj, R
and Pch, are presented in Figs. 6 and 7.
All other parameters remaining constant, an increase of the
injection pressure leads to an increase of the injection velocity
(Eq. (6)) but the discharge coefficient, depending essentially on
the nozzle geometry (Eq. (4)), remains relatively unchanged.
Therefore, the ratio between axial velocity and Bernoulli’s velocity
is nearly constant. Even with an injection pressure of 83 MPa, the
model predicts no cavitation. The spray angle at the nozzle exit cal-
culated by Eq. (19) can then be simplified because the energy kcav
provided by the cavitation is null. Using Eqs. (11), (17) and (4), one
obtains:
tanð/exit=2Þ ¼
Urad
Uexit
¼
ffiffiffiffiffiffi
f
12
r
ð52Þ
One can see that the spray angle at the nozzle exit depends only on
the Blasius’ coefficient f. For Pinj ¼ 13 MPa, the spray angle at the
nozzle exit is 3.36. This value is almost equal to the value at
Pinj ¼ 83 MPa, which is 2.95. The spray angle on the DITurBC plane
calculated by Eq. (22) is 7.5 at Pinj ¼ 13 MPa and 7.4 at
Pinj ¼ 83 MPa.
This shows that, in a non-cavitating regime, the spray angle
does not depend on the injection pressure but mainly on the con-
dition in the chamber via aerodynamic effects. This analysis allows
us to understand why the axial liquid velocity and the liquid vol-
ume fraction profiles are quasi-independent of the injection pres-
sure. But this analysis is only valid if the flow inside the injector
is non-cavitating.
The main parameter that influences the transition to a cavitat-
ing regime is the curvature radius R. A sharp edge at the inlet of
the nozzle contributes to a decrease of the pressure in the vena
contracta which leads to cavitation. If one changes the curvature
radius from 30 lm to 10 lm, with all other parameters remaining
constant, the model predicts a cavitating regime. The spray angle
on the DITurBC changes from 7.5 to 9.0. Furthermore, the cavita-
tion regime leads to a change in the discharge coefficient which ex-
plains the discrepancies in the radial profiles in Figs. 6 and 7.
An important parameter that influences the profiles is the
chamber pressure Pch. When increasing the chamber pressure,
the spray is widening. This effect can be seen on the profile of li-
Fig. 5. Comparison of radial profile of spray axial velocity with experimental data of
Chaves et al. [29] at x=Dexit ¼ 10.
Table 4
Summary of the input parameters for the DITurBC model.
Type of input Name Description
Geometry R Curvature radius
Dexit Nozzle exit diameter
L Nozzle length
Dist Distance to nozzle exit (location of the DITurBC
plane)
Injection
conditions
Pinj Injection pressure
Pch Chamber pressure
Physical properties qg Gas density
ql Liquid density
lg Gas viscosity
ll Liquid viscosity
Pvap Saturation vapor pressure Fig. 6. Influence of the input parameters R; Pch and Pinj on the radial profile of spray
mean axial velocity.
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quid volume fraction on Fig. 7. The profile of axial liquid velocity in
Fig. 6 is narrower because the exchange of energy between the li-
quid and the gas phase is higher and then the decrease in liquid
velocity is more important.
6. Concluding remarks
In this paper, a model for liquid injection boundary conditions,
called DITurBC, has been presented. The model uses characteristic
features of the injector to build an algebraic description of all spray
characteristics and profiles near the nozzle exit.
These profiles can be used as boundary conditions for the Eule-
rian–Eulerian simulation of Diesel Sprays especially in Large Eddy
Simulation. By initialising the spray slightly downstream from the
nozzle exit, the DITurBC model allows 3D simulation without solv-
ing the complex spray physics at the nozzle exit. Furthermore, this
methodology avoids to mesh the nozzle exit, a zone requiring very
small mesh size, resulting in a decrease of the computational cost.
The boundary conditions are based on an injector model that
determines whether the flow inside the nozzle is cavitating. Know-
ing the flow regime and the intensity of turbulence and cavitation,
the velocity and the spray angle at the nozzle exit are deduced.
Then, by the application of conservation laws, velocity, liquid vol-
ume fraction, and droplet size profiles are calculated at a given dis-
tance downstream from the nozzle exit, which represent the
boundary condition DITurBC. These mean profiles are assumed to
be Gaussian. The Gaussian widths of velocity and liquid volume
fraction are found to be different and the conservation laws of
mass and axial momentum permit to exhibit a relation between
them.
The model has been tested against few experiments and is a
good starting point if one wants to avoid more expensive calcula-
tion of the atomisation process. First, the liquid exit velocity has
been assessed with a very good agreement. Secondly, the influence
on the spray angle of the nozzle geometry and of the chamber pres-
sure has been validated and has shown good tendencies. Finally,
the physics and hypothesis of the model have been confirmed on
the experiment of Chaves et al. [29]. The concordance on the radial
profile of axial liquid velocity is within the range of measure
uncertainty.
The DITurBC model has been proved to be well adapted for Die-
sel-like conditions in real engine applications. Nevertheless, the
model can only be used in quasi-steady injection, i.e.when the nee-
dle is fully opened. In addition, the influence of the DITurBC model
on a LES of spray has to be checked in a further analysis.
The implementation of DITurBC in the AVBP CFD code [36] has
been done. LES of Diesel Sprays using these DITurBC is under prep-
aration and will be published in a future paper.
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6.3 Comple´ment
6.3 Comple´ment
Afin de prendre en compte le de´calage de la condition limite, un coˆne est cre´e´ dans le maillage. La
condition limite DiTurBC est applique´e sur le coˆne comme le montre la figure 6.1 : La largeur du coˆne
FIG. 6.1 – Pre´sentation du coˆne sur lequel est applique´e DITurBC
devrait de´pendre de la largeur du spray mais un coˆne ge´ne´rique est utilise´ pour toutes les simulations
dans ce manuscrit. La largeur a e´te´ fixe´e a` 2mm afin d’eˆtre suffisament importante pour tous les sprays
simule´s. De meˆme la distance de la condition limite est de Dist = 2mm avec Dist > 10Dexit pour toutes
les injections.
Pour une simulation de moteur a` injection directe, l’utilisation d’un tel maillage pourrait poser des diffi-
culte´s de mise en place. Ce point sera discute´ en chapitre 8 dans le cas du calcul moteur.
Un autre proble`me concerne l’injection de gaz. Ce gaz provient en fait de l’entraıˆnement du spray entre
la sortie de l’injecteur et la condition limite mais pas de l’injecteur qui n’injecte que du carburant. Dans
un calcul moteur, une masse de gaz est donc injecte´e en plus de le masse enferme´e. Ne´anmoins, il
s’ave`re que cette masse est tre`s faible compare´e a` une masse enferme´e. Par exemple, si l’on prend un
moteur Diesel a` injection directe a` 4000tr/min en pleine charge, la masse enferme´e est de l’ordre de
1500mg et la masse de carburant injecte´ min j est d’environ 100mg. D’apre`s les hypothe`ses de DITurBC,
la vitesse du gaz sur la condition limite est la meˆme que le liquide. Ainsi, le de´bit de gaz est de l’ordre de
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grandeur du de´bit de liquide corrige´ du rapport de densite´. La masse de gaz injecte´e est donc d’environ
min jρg/ρl = 3.6mg avec ρl = 830kg.m−3 et ρg = 30kg.m−3, soit une variation de 0.25% ce qui est
ne´gligeable. DITurBC est donc parfaitement utilisable en condition re´aliste et ne modifie pas la masse
enferme´e.
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6.4 Abstract
Introduction - Validation et analyse de la dynamique du spray : comparai-
son avec la manipulation de Chaves
Ce chapitre est tire´ de l’article “A study of the Diesel spray dynamics using Eulerian-Eulerian Large
Eddy Simulation ” soumis pour publication dans la revue i.e. International Journal of Multiphase Flow.
(Martinez et al. 2010b)
Afin de valider le mode`le diphasique Eule´rien d’AVBP adapte´ a` l’injection Diesel, des calculs 3D sont
re´alise´s dans des conditions de type Diesel basse pression. Il s’agit de l’expe´rience de Chaves et al.
(2004) dont les donne´es permettent la comparaison avec le calcul. Ces calculs sont re´alise´s avec le
mode`le de condition limite DITurBC et une e´tude de sensibilite´ sur les parame`tres importants de DI-
TurBC est propose´e. Les donne´es expe´rimentales disponibles ne permettent pas de valider comple´tement
le spray simule´. Pour aller plus loin, les re´sultats de simulation sont e´galement compare´s a` des donne´es
expe´rimentales, disponibles dans la litte´rature, sur des jets turbulents de gaz. La notion d’auto-similarite´
dans le spray est notamment e´tudie´e.
L’article est pre´sente´ ci-apre`s dans sa version soumise pour publication.
6.4 Abstract
The Large Eddy Simulation (LES) of Diesel Spray using an Eulerian-Eulerian approach is conducted
and discussed. A two-fluid model based on the Mesoscopic Eulerian Formalism (MEF) is presented with
the inclusion of collision effects inspired from the kinetic theory. The main objective of this study is
to evaluate the ability of LES for Diesel sprays and to analyse the dynamics of both the gas and the
liquid phases. The validation of the model is obtained through comparison with an experiment of Diesel
fuel sprays in dense air. Mean axial spray velocity and its rms fluctuations are analysed for different
pressures in the chamber and a sensitivity study on boundary conditions is discussed. The spray dynamics
is deeply analysed by comparison with experimental results from the literature on turbulent gaseous jets.
The analysis is focused on self-similarity and a comparison between a free gaseous jet and a spray is
suggested.
6.5 Introduction
Nowadays, a better understanding of the combustion instabilities and cyclic variabilities in Internal Com-
bustion (IC) engine is essential for car manufacturers. The non-deterministic character of the turbulence
is one of the phenomena leading to the cyclic variability. It corresponds to the microscopic events that can
influence the instantaneous velocity field and the local mixture leading to different heat release, pollutant
levels and engine work from cycle to cycle (Ozdor et al. 1994). Computational Fluid Dynamics (CFD) is
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a helpful tool for studying such issues. The RANS (Reynolds Averaged Navier-Stokes) approach (Laun-
der and Spalding 1972) is commonly used in CFD to perform 3D simulations (Drake and Haworth 2007).
However, although it is characterised by reasonable computational costs, it does not allow the study of
cyclic variabilities : RANS calculation of a given engine operation point represents the statistical average
of many cycles at this point. Large Eddy Simulation (LES) is better adapted for such studies, as one
LES of a given engine operation point may be view as one realization of one engine cycle. Computing
local and instantaneous filtered properties (Sagaut 1998), LES has demonstrated its capabilities in many
configurations (Selle et al. 2006; Schmitt et al. 2007) and in particular in multi-cycle simulation of IC
engine (Richard et al. 2007; Vermorel et al. 2007; Vermorel et al. 2009).
Due to its potential to resolve large scale vortices and so to predict the interaction between drops and
air (carrier phase), LES is also of great interest for spray simulations (Bellan 2000). Indeed, the level of
turbulence intensity generated by the spray as well as the local composition of the gas mixture including
fuel vapour are of critical importance for the combustion and pollutants production in IC engines.
The present study is devoted to the analysis of the spray dynamics using two-fluid Large Eddy Simu-
lation. The liquid phase is described using an Eulerian approach, preferred to the Lagrangian particle
tracking method for its potential to model complex industrial two-phase flows with high particles load
and high computational efficiency on massively parallel computer. Few publications have been devoted
to the Eulerian-Eulerian simulation of sprays in realistic Diesel injection conditions (Iyer and Abraham
1997; Iyer and Abraham 1998; Iyer and Abraham 2005; Truchot and Magnaudet 2005). Furthermore
all these works concern RANS simulation. Therefore, is it of interest to investigate how the Eulerian-
Eulerian LES for Diesel sprays compares with existing experimental data.
The Mesoscopic Eulerian Formalism (MEF) (Fevrier et al. 2005) is used here for the liquid phase. The
physics of the Diesel spray imposes to take into account particle-particle interactions which are difficult
to model in an Eulerian approach. Here, based on the work of (Boelle et al. 1995) inspired from the
kinetic theory, binary bouncing collisions are accounted for.
The validation of the model is obtained through comparison with the experimental data of (Chaves et al.
2004). A sensitivity study on the inflow turbulent boundary condition is also discussed as it can highly
impact the development of the spray.
The Diesel spray is a transient, fully turbulent, two-phase flow and is consequently difficult to study
experimentally and theorically. Few detailed experimental data are available in realistic Diesel injection
conditions. Consequently, it seems worthwhile to study, in addition, LES spray results by analogy with
the turbulent gaseous jet. This analogy has been examined by different authors (Dent 1971; Spalding
1979; Kuo and Bracco 1982; Wu et al. 1984) because, contrary to the turbulent statistics of the spray,
those of the jet have been largely investigated. One interesting point in jet flow is the self-similarity
which has been confirmed by experiments (Wygnansky and Fielder 1969; Panchapakesan and Lumley
1993; Hussein et al. 1994). For the spray, the self-similarity is used by different researchers as hypothesis
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in their spray models (Desantes et al. 2006; Desantes et al. 2007; Martinez et al. 2010a) even if the iden-
tification of self-similar regions is not strictly established. With our LES, we should be able to investigate
by an analysis of the dynamics of both the gas and the liquid phases, the existence of these regions.
The paper is organised as follows. First, the governing equations for LES are presented for both the gas
and the liquid phase. The modelling and closure terms are also defined and discussed in the framework
of Direct Injection. Then, the simulation of the configuration of Chaves et al. (2004) is presented and a
comparison between experimental data and numerical results is done. A sensitivity study on the boundary
conditions is additionally proposed in order to find out the important parameters influencing the develop-
ment of the spray. Finally, an extensive analysis of the behaviour of the droplets and the entrained gas is
suggested by means of the turbulent statistics and focusing on self-similarity.
6.6 Governing equations and modelling
Both gas and liquid phases are simulated using an Eulerian formulation (Eulerian-Eulerian approach)
and are two-way coupled through the drag force. No mass nor heat transfer are considered because the
simulations concern only the non vaporising spray. The Eulerian conservation equations for the liquid are
based on the Mesoscopic Eulerian Formalism developed by (Fevrier et al. 2005) and extended to dense
sprays by the addition of collision effects.
6.6.1 Carrier phase
In a LES approach, only the large scale eddies are resolved whereas the small scale eddies are modelled.
Differentiation between large and small scale structures is done by filtering, defined as a convolution
product of any variable f with a spatial filter kernel G∆ f of characteristic length ∆ f . The filtered quantity
is then written as :
f¯ (x) =
Z
f (x)G∆ f (x
′− x)dx′ (6.1)
The Favre average is commonly used and allows to avoid density fluctuations. The Favre filtered quantity
f˜ (x) is written as :
ρ¯ f˜ (x) =
Z
ρ f (x)G∆ f (x
′− x)dx′ (6.2)
where ρ¯ is the filtered density. From now on and for the sake of simplicity the filtered density will be
written ρ in the paper. The subscript g will refer to the gas phase whereas l will refer to the liquid phase.
Applying this filtering on the Navier-Stokes equations leads to the filtered equations of respectively mass,
momentum and energy :
∂
∂t
ρg+
∂
∂xi
ρgU˜g,i = 0 (6.3)
117
∂
∂t
ρgU˜g,i+
∂
∂x j
ρgU˜g,iU˜g, j = − ∂∂xi P¯+
∂
∂x j
τ¯g,i j− F¯drag− ∂∂x j Tg,i j (6.4)
∂
∂t
ρgE˜g+
∂
∂x j
(ρgE˜g+ P¯)U˜g, j =
∂
∂x j
τ¯g,i jU˜g, j− F¯dragU˜l,i− ∂∂x j q¯g, j−
∂
∂x j
Qg, j
(6.5)
where U˜g,i is the filtered velocity, and E˜g is the filtered total non chemical energy. P¯ is the filtered pressure,
τ¯g,i j the filtered viscous stress tensor and Tg,i j = 2ρgµt
√
2S˜g,i jS˜g,i jS˜g,i j is the subgrid scale tensor or
Reynolds tensor where S˜g,i j is the strain rate tensor of the carrier phase :
S˜g,i j =
1
2
(
∂U˜g,i
∂x j
+
∂U˜g, j
∂xi
)
(6.6)
The subgrid or eddy viscosity µt is modelled via the dynamic Smagorinsky model of Germano et al.
(1991). The filtered heat flux is denoted q¯g, j while the term Qg, j is the subgrid scale heat flux. F¯drag is the
filtered drag force, detailed in Section 6.6.2.
The set of equations (6.3)-(6.5) is based on the assumption that there is no effect of liquid volume on the
carrier phase behaviour. This hypothesis implies thin spray. Furthermore, another hypothesis is that there
is no modification of the carrier phase Reynolds tensor Tg,i j due to the interaction with the liquid phase.
6.6.2 Dispersed phase
The Eulerian conservation equations are presented here for non evaporating sprays and without atomisa-
tion nor coalescence. The collision are nevertheless taken into account (see Section 6.6.2).
Mesoscopic Eulerian formalism
The Mesocopic Eulerian Formalism of Fevrier et al. (2005) accounts for the Random Uncorrelated Mo-
tion (RUM) detailed below and was first developed for diluted two-phase flow.
In a cloud of particles, different velocities may be found at close locations, depending on the particle
histories. The instantaneous velocity V (k)(t) of a particle k located at position X (k)(t) may be decompo-
sed into a statistical instantaneous Eulerian component shared by all the particles (the correlated velocity
uˇp(t) or Mesoscopic Eulerian Velocity) and a residual velocity component, specific to the particle (un-
correlated velocity (RUM) δu(k)p (t)) :
V (k)(t) = Uˇl
(
X (k)(t), t
)
+δu(k)p (t) (6.7)
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The contribution of the RUM is described via a probability density function (pdf) conditioned on one rea-
lization of the carrier phase. The principle for the establishment of the Eulerian liquid transport equation
is similar to the derivation of the Navier-Stokes equations by the kinetic theory (Chapman and Cowling
1939). These equations are obtained by integration over the phase space of the Boltzmann-type equation
of evolution of the pdf (Fevrier et al. 2005; Riber et al. 2006; Moreau et al. 2005).
Then the Favre filter is applied to the transport equations of droplets to obtain the Eulerian filtered
equations used in LES. The Favre operator is similar to the one used for the gas, replacing the density ρg
by the particle number density nl :
n¯l f̂ (x) =
Z
nl f (x)G∆ f (x
′− x)dx′ (6.8)
where nl is the number density.
Finally, the following conservation equations of number density and mass are obtained :
∂
∂t
n¯l +
∂
∂xi
n¯lÛl,i = 0 (6.9)
∂
∂t
α¯lρl +
∂
∂xi
α¯lρlÛl,i = 0 (6.10)
where the filtered liquid volume fraction is defined as α¯l = n¯lpid3/6, ρl is the mass density of the liquid
(considered constant), Ûl is the filtered correlated velocity and d is the particle diameter. The filtered
momentum equation is :
∂
∂t
α¯lρlÛl,i+
∂
∂x j
α¯lρlÛl,iÛl, j = F¯drag− ∂∂x j Tl,i j+
∂
∂x j
δ̂Σl,i j
(6.11)
The drag force is written as :
F¯drag =
α¯lρl
τp
(
U˜g,i−Ûl,i
)
(6.12)
where τp is the Stokes characteristic time defined from the particle Reynolds number Re and the drag
coefficientCD. The expression of (O’Rourke 1981; Andrews and O’Rourke 1996) is used forCD :
τp =
4
3
ρl
ρg
d
CD|Vr| withCD =
24
Re
(
α−2.65g +0.15R
0.687
e α
−1.78
g
)
and Re =
ρgd|Vr|
µg
(6.13)
where αg = (1− αl) is the gas volume fraction, µg is the fluid molecular dynamic viscosity, |Vr| =
|U˜g−Ûl| is the relative velocity between gas and liquid. The αg-dependance ofCD corresponds with that
found in the experiment of (Richardson and Zaki 1954).
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Tl,i j is the particle subgrid stress tensor. The last term of the right hand side (rhs) of Eq. (6.11) is the flux
of the filtered stress tensor δ̂Σl,i j = −23 α¯lρl δ̂θlδi j− α¯lρl δ̂R∗l,i j. It is based on the deviatoric part of the
Random Uncorrelated Velocity (RUV) tensor δ̂R∗l,i j and the filtered Random Uncorrelated Energy (RUE)
δ̂θl , defined as the half of the RUV tensor trace (Simonin et al. 2002) and (Kaufmann 2004). The term
2/3α¯lρl δ̂θl = PRUV is a dilatation term that plays a role similar to a pressure term. A transport equation
may be written for RUE as :
∂
∂t
α¯lρl δ̂θl +
∂
∂xi
α¯lρl δ̂θlÛl,i = −2 α¯lρlτp δ̂θl−
∂
∂x j
α¯lρl δ̂Kl,ii j+ δ̂Σl,i j
∂
∂x j
Ûl,i
+Πδθl (6.14)
The first term of the rhs is the RUE loss by drag force. It means that particles which are submitted to the
carrier phase influence tend to have the same velocity. The second term is a diffusion term while the third
term is a production term by shear and compression. The fourth term is a production term by subgrid
scales.
Closure models for Random Uncorrelated Motion
The RUV tensor δ̂R∗l,i j and the term δ̂Kl,i j of Eq. (6.14) are modelled, respectively, by a viscous assump-
tion and by a diffusion term similar to Fick’s law (Kaufmann 2004) :
δ̂R∗l,i j = −2ν̂RUV
(
Sˆl,i j− Sˆl,mmδi j3
)
=−2ν̂RUV Sˆ∗l,i j (6.15)
δ̂Kl,ii j = −κ̂RUV ∂δ̂θl∂x j (6.16)
where Sˆp,i j is the strain-rate tensor defined as :
Sl,i j =
1
2
(
∂Ûl,i
∂x j
+
∂Ûl, j
∂xi
)
(6.17)
The viscosity ν̂RUV and the diffusion coefficient κ̂RUV are modelled as :
ν̂RUV =
τp
3
δ̂θl (6.18)
κ̂RUV =
10
27
τpδ̂θl (6.19)
These models have been validated in an a priori study based on gas particle homogeneous isotropic
turbulence (Moreau et al. 2005).
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Closure models for subgrid terms
Models proposed by Moreau et al. (2005) and Riber et al. (2005) for subgrid terms are used for the
computations. Because of the high compressibility of the dispersed liquid phase, the subgrid scale (SGS)
tensor Tl,i j is decomposed into two parts. The diagonal part is equivalent to a subgrid pressure PSGS
proportional to the subgrid energy and the non-diagonal part equivalent to a subgrid viscous tensor T ∗l,i j :
Tl,i j = Cl2∆2f α¯lρl|Sˆl|2δi j︸ ︷︷ ︸
PSGS
−Cs2∆2f α¯lρl|Sˆl|
(
Sˆl,i j− δi j3 Sˆl,kk
)
︸ ︷︷ ︸
T ∗l,i j
(6.20)
with |Sˆl|2 = 2Sˆl,i jSˆl,i j. These models have been validated a priori in gas particle homogeneous isotropic
turbulence (Moreau et al. 2005) and the valuesCs = 0.02 etCl = 0.012 were found.
The RUE production by subgrid scalesΠδθl is obtained by assuming that the correlated energy dissipated
by subgrid effect is totally converted into RUE and the drag effect is negligible Riber et al. (2006). This
leads to the relation :
Πδθl ≈ −Tl,i j
∂
∂x j
Ûl,i (6.21)
Extension to dense sprays : collision effects
The closure for RUV terms are linked to the drag force. For non-colliding particles, the increase or
decrease of uncorrelated motion is due to the interaction with the carrier phase. For instance, small size
droplets approach the same velocity which is the velocity of the carrier phase. Then, the uncorrelated
energy decreases. On the other hand, the uncorrelated motion can be produced by shear or compression.
Under the influence of vortices, the behaviour of droplets depends on their size and then their trajectories
can be different. This could produce uncorrelated motion.
Thus, the drag force is the predominant effect which is taken into account for the evolution of the RUM.
This hypothesis is only valid when the relaxation time is the minimum relevant time scale. In the dense
zone of the spray, the collision time can be smaller than the relaxation time. It means that the droplet
does not have the time to be influenced by the carrier phase. Therefore one has to adapt the equation
and hypothesis for the closure of the RUV terms in order to take into account the collision effects.
For this purpose an analogy is proposed between the RUE and the granular temperature often used in
fluidized beds simulation. One hypothesis is that the collisions are only binary, slightly inelastic and
purely bouncing. Therefore coalescence is omitted and the model should be improved for this case. This
point is highly questionable in non evaporating sprays. The coalescence can appear far from the nozzle
exit and can lead to an increase in the mean diameter. In evaporating spray, in real IC engines conditions,
the characteristic time of evaporation is so small, compared to a flow through time, that coalescence is
negligible.
121
The model used here has been validated on simple shear dense suspensions (Boelle et al. 1995). The
principles and developments of the model is reviewed by Peirano and Leckner (1998). The collision time
(Chapman and Cowling 1939) reads :
τc =
d
24g0α¯l
√
3pi
2δ̂θl
with g0 =
(
1− α¯l
αm
)−2.5αm
(6.22)
where g0 is the radial distribution function (Lun and Savage 1986) with αm = 0.6.
The collision effects change the modelling of the RUV viscosity and diffusion defined in Eq. (6.18) and
Eq. (6.19) to introduce the collisional time. The subscript c is used for the corrected kinematic terms
νRUVc and κRUVc
ν̂RUVc =
τp
3
δ̂θl
(
1+ α¯lg0
2
5
(1+ e)(3e−1)
)
1(
1+
τp
τc
(1+ e)(3− e)
10
) (6.23)
κ̂RUVc =
2
3
δ̂θl
(
1+ α¯lg0
3
5
(1+ e)2(2e−1)
)
(
9
5τp
+
(19−33e)(1+ e)
100τc
) (6.24)
where e is the restitution coefficient which is set to a fixed arbitrary value e = 0.9. The influence of e
on the stress has already been studied by different authors (Campbell 1989; Hopkins and Louge 1991).
Additional terms, linked to collision effects also appear like the collisional stress tensor δ̂Σcolll,i j and a
collisional diffusion term δ̂Kcolll,ii j which are modelled similarly to the kinematic terms δ̂Σl,i j and δ̂Kl,ii j ,
i.e. respectively by a Boussinesq assumption and by a diffusion term similar to Fick’s law :
δ̂Σcolll,i j = −
(
P̂coll− ξ̂cSˆl,kk/3
)
δi j+2α¯lρl ν̂coll Sˆ∗l,i j (6.25)
δ̂Kcolll,ii j = −κ̂coll
∂δ̂θl
∂x j
(6.26)
where ν̂coll is the collisional viscosity (Boelle et al. 1995) :
ν̂coll =
4
5
α¯lg0(1+ e)
ν̂RUVc +d
√
2δ̂θl
3pi
 (6.27)
κ̂coll is the collisional diffusivity :
κ̂coll = α¯lg0(1+ e)
6
5
κRUVc +
4
3
d
√
2δ̂θl
3pi
 (6.28)
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P̂coll is the collisional pressure :
P̂coll =
4
3
α¯l2ρlg0(1+ e)δ̂θl (6.29)
ξ̂c is the bulk viscosity :
ξ̂c =
4
3
α¯l2ρlg0(1+ e)d
√
2δ̂θl
3pi
(6.30)
The new model for stress and diffusive tensors, taking into account collision effects are :
δΣtotl,i j = −
(
P̂RUV + P̂coll− ξ̂cSˆl,kk/3
)
δi, j+2α¯lρl (ν̂RUVc + ν̂coll) Sˆ
∗
l,i j (6.31)
and
δ̂Ktotl,ii j = −(κ̂RUVc + κ̂coll)
∂δ̂θl
∂x j
(6.32)
Thus Eq. (6.11) and Eq. (6.14) become respectively :
∂
∂t
α¯lρlÛl,i+
∂
∂x j
α¯lρlÛl,iÛl, j =
α¯lρl
τp
(
Ûg,i−Ûl,i
)
− ∂
∂x j
T ∗l,i j−
∂
∂xi
PSGS
− ∂
∂xi
P̂RUV − ∂∂xi P̂coll +
∂
∂xi
(
ξ̂c
∂Ul,k
∂xk
)
+
∂
∂x j
2α¯lρl (ν̂RUVc + ν̂coll)S
∗
l,i j (6.33)
∂
∂t
α¯lρl δ̂θl +
∂
∂xi
α¯lρl δ̂θlÛl,i = −2 α¯lρlτp δ̂θl− α¯lρl
1− e2
3τc
δ̂θl
− ∂
∂x j
α¯lρl δ̂Ktotl,ii j+ δ̂Σ
tot
l,i j
∂
∂x j
Ûl,i
+Πδθl (6.34)
This model can be seen as an extension of the diluted model. When the liquid volume fraction tends to
zero, the collisional time tends to infinity and the collisional terms (Eq.(6.27, 6.28, 6.29, 6.30) naturally
tend to zero. Furthermore the kinematic terms from Eq.(6.23,6.24) tend to their value for the diluted
case. This model has been validated in Particle-Charged Homogeneous Isotropic Turbulence (Vie´ et al.
2009) and has also shown a good agreement for Diesel spray penetration in realistic engine conditions
(Martinez et al. 2009).
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Characteristic time scales for sprays and Stokes number
The ratio of the relaxation time (Eq. 6.13) and the collision time (Eq. 6.22) allows to evaluate the re-
lative impact of the drag force and collisions. The Stokes number introduces an additional time scale,
characteristic of the carrier phase, taken here as the characteristic time τt of the most energetic structures
in a gas jet. The expansion of the jet along its axis is proportional to the distance from the jet exit X .
Moreover, the axial velocity on the jet axis decreases like 1/X . Then the turbulent time scale τt should
be proportional to :
τt ∝
X2
Uexit .D
(6.35)
whereUexit is the spray velocity at the nozzle exit and D is the injector diameter. The Stokes number now
reads :
St =
τp
τt
∝
τpUexit .D
X2
(6.36)
An interesting point is that, the Stokes number decreases along the spray axis meaning that the droplets
will be more influenced by the turbulence downstream of the jet.
6.7 Numerical Simulation
6.7.1 LES solver
The AVBP code, jointly developed and owned by IFP and CERFACS is used for the simulations. It
solves the compressible Navier-Stokes equations for reactive two phase flows (Moureau 2004) with low
dissipation schemes adapted to LES (third order in space and time Taylor-Galerkin scheme TTGC (Colin
and Rudgyard 2000)). The abilities of AVBP in reactive two-phase flows have been investigated in gas
turbine configuration (Boileau et al. 2008) and in multi-cycle IC engine simulation (Richard et al. 2007;
Vermorel et al. 2007).
6.7.2 Experimental set-up
The experiment of Chaves et al. (2004) is investigated in this study. It corresponds to a Diesel-like liquid
injection without cavitation at a moderate pressure (∆P= 10MPa) into a quiescent dense air (3MPa). The
injector diameter is D = 200µm. The measurements are done when the injection reaches a quasi-steady
state. The Bernoulli velocity is 154.7m/s for this case. The mean and fluctuating (rms) axial velocity
profiles are provided at 10D and 100D from the nozzle exit.
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6.7.3 Parameters of the simulation and boundary conditions
FIG. 6.2 – Cross section of the mesh and view of the cone dedicated to the DITurBC.
The tetrahedral 3D mesh (See Fig. 6.2) is composed of 350000 nodes, with a minimum edge length of
80µm. The numerical parameters of the calculation are presented in Table (6.1).
Scheme : Two-step Taylor-Galerkin TTGC*
*(Colin and Rudgyard 2000)
CFL : 0,7
Time step : 5.810−8s
Physical time : 2.5ms
CPU time (32 proc. Opteron) : 35h
TAB. 6.1 – Numerical parameters of the LES calculations.
The spray is formed by an atomisation process resulting from complex interface phenomena that can
not be reproduced with the present model and are not well understood. Therefore the droplets are di-
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rectly introduced in the domain, following a procedure described in (Martinez et al. 2010a) and called
Downstream Inflow Turbulent Boundary Conditions (DITurBC).
The strategy consists of initiating the 3D simulation at 10D downstream from the nozzle exit. The mean
radial profiles of axial velocity, liquid volume fraction and droplet diameters are supposed to be gaussian.
The characteristics of the spray at the nozzle exit are calculated using data on nozzle geometry and the
turbulent and the cavitating flow inside the nozzle. Then, additional conservation equations of mass and
momentum between the nozzle exit and the boundary conditions are used to determine the mean profiles.
Gas is also injected to represent the entrainment at the nozzle exit. The gas velocity is supposed to be
equal to the liquid velocity. The application of a boundary condition at 10D downstream from the nozzle
exit is made possible by the addition, in the geometry, of a solid cone that shifts the inlet boundary
condition. The DITurBC model has been validated by comparison with the experiment of Chaves et al.
(2004), affording to recover the profiles at 10D. The parameters of the boundary conditions are presented
in Table (6.2) for what will be referred as the reference case.
Max. drop velocity : 154m/s
Max. gas velocity : 154m/s
Mean drop velocity : 135m/s
Mean gas velocity : 135m/s
Max. liquid volume fraction : 0.2
Max. Droplet diameter : 20µm
Turbulence intensity : 20%
TAB. 6.2 – Boundary conditions for the reference case.
The physical parameters are presented in Table (6.3).
Ratio of density ρg/ρl : 0.043
Pressure in the chamber : 30MPa
Injection Pressure : 130MPa
Temperature of the chamber : 293K
TAB. 6.3 – Physical parameters of the simulation for the reference case.
6.7.4 Turbulent boundary conditions
In order to create a turbulent field with a given statistical profile, a non-dimensional homogeneous fluc-
tuating velocity field is generated. This field is then rescaled and added to the mean velocity profile on
the DITurBC for both liquid and gas phases. The method is based on the work of Kraichnan (1970) and
a similar method is used by Smirnov et al. (2001).
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6.7 Numerical Simulation
The divergence free, statistically stationary, homogeneous, isotropic, multivariate-normal velocity field,
for N modes, is of the form :
vi(x, t) =
√
2
N
N
∑
n=1
[
p(n)i cos
(
keλ(n)x j+ω(n)
)
+q(n)i sin
(
keλ(n)x j+ω(n)
)]
(6.37)
where p(n)i = εi jmξ
(n)
j λ
(n)
m and q
(n)
i = εi jmζ
(n)
j λ
(n)
m . Here εi jm is the permutation tensor used in the vector-
product operation. The variables ξ(n)j , ζ
(n)
j and λ
(n)
j are random quantities. ξ
(n)
j and ζ
(n)
j are calculated
from normal distribution N(0,1), i.e. with a mean of 0 and a standard deviation of 1. λ(n)j is calculated
from a Gaussian distribution G(0,1/2).
For an infinite number of modes, the energy spectrum is of the form :
E(k) =
2
3
16
√
2
pi
(
k
ke
)4
exp(−2k2/k2e) (6.38)
with a maximum energy for k = ke and a correlation length of the order Le = 1/ke.
In the paper of Kraichnan (1970), ω(n) is obtained from a Gaussian distribution with standard deviation
ω0 leading to a time correlation of the form exp(−ω20t2/2). Here a different approach is used. Instead
of generating a 2D inlet field varying with time, a 3D field, i.e. 2D inlet + direction perpendicular to the
inlet, is generated. At each time t, the field corresponding to the 2D section located at Uconv.t upstream
from the inlet section (in the direction perpendicular to the inlet) is injected, where Uconv is the mean
velocity in direction perpendicular to the inlet plane. One can view the turbulent velocity field as velocity
fluctuations in a grid turbulence with mean velocityUconv.
From the homogeneous isotropic turbulent velocity field, an inhomogeneous fluctuating target velocity
UTi is created to reproduce the statistical mean velocity <Ui >, the Root-Mean-Square (RMS) fluctua-
tions
√
< u′2i > and the cross correlations < u
′
iu
′
j >, using the tensor ai j (Klein et al. 2003) :
UTi (x, t) = <Ui(x)>+ai j(x)v j(x, t) (6.39)
This allows to obtain an anisotropic field, more relevant for a jet simulation.
The RMS fluctuations urms, vrms,wrms are set to fit the turbulence intensity of a gas jet in the self-similarity
area according to Hussein et al. (1994), i.e. (urms/ < U >)axis = 0.25 , (vrms/ < U >)axis = 0.20 and
(wrms/ <U >)axis = 0.20. For the simulation of the experiment of Chaves et al. (2004), in order not to
exceed the Bernoulli velocity and to be in accordance with the experimental results at 10D, the axial
velocity fluctuations are set to (urms/ < U >)axis = 0.2. A questionable point here is how to set the
level of correlation between the gas and the liquid fluctuations. For the sake of simplicity and in a first
approach, no correlation is supposed. This point will be discussed in section 6.8.4.
The amplitude of the velocity fluctuations are supposed equal for the gas and the liquid phase.
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6.8 Results and analysis of the spray behaviour
The aim of this section is to evaluate the quality of the simulation by comparison with the experimental
results of Chaves et al. (2004). The decrease of the mean axial droplet velocity as well as its mean and
RMS radial profiles at 100D are studied. The mean and rms values are obtained by performing time
averages over more than 10 flow through times in order to have converged statistics.
A sensitivity study on some chosen boundary conditions parameters is proposed. In particular, the in-
fluence of the drag force, the turbulence intensity and the density of the air are addressed.
6.8.1 Effect of drag
The effect of drag is studied by changing either the maximum diameter of the droplets at injection or the
inlet gas velocity at the boundary conditions. These effects are illustrated on Fig. (6.3).
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FIG. 6.3 – Decrease of mean axial velocity and effects of the inlet gas velocity.
For the reference case (ug = ul and d = 20µm), the decrease of the mean axial velocity is within the
experimental envelope or extrema. At a normalised distance of (X/D)(ρg/ρl) = 2.5 (X/D ≈ 60), the
mean axial velocity decreases like 1/X which corresponds to the decrease in a free jet of gas. This
behaviour is the same with a maximum droplet diameter of 10µm and with a gas velocity equal to half
the injected liquid velocity. The simulation is then insensitive to the droplet diameter and the gas velocity
at injection.
The radial profiles are depicted on Fig. (6.4).
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FIG. 6.4 – Radial distribution at X/D= 100 of mean and rms axial velocity. Comparison on the effect of
the drag force.
The mean profiles are almost identical for the three cases. The mean axial velocity is under estimated by
the simulation compared to the experimental results, especially near the spray axis. At the periphery the
comparison is very good. The disagreement is probably due to very large droplets which are not included
in our simulation but which could be present in the experiment because they have not been atomised.
Due to their inertia, these droplets conserve high velocities and are concentrated near the spray axis. In
the experiment of Chaves et al. (2004), the injection pressure is not realistic compared to the injection
pressure in real Diesel engine that reach 200MPa and is maybe not high enough to produce small droplets.
Then, the effect of large droplets may be expected less important in real engine conditions.
The RMS values show a good agreement with the experiment for the entire radial profiles excepted at
the center. The reason is probably the same as described for the mean velocity.
In order to better understand these results, the energy exchange term appearing in Eq. (6.5) is averaged
by the spray volume, normalised by its maximum and plotted versus time in Fig. (6.5) together with the
evolution of the spray volume.
The exchange of energy is higher at the beginning of the injection when the air begins to be entrained.
Then, the exchange term decreases during the simulation proving an equilibrium between the liquid and
the gas. This equilibrium is reached rapidly, as at t = 2ms the exchange term is about 1% of its maximum.
The equilibrim between liquid and gas was also noticed experimentally by Doudou (2005) in the central
part of the spray.
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FIG. 6.5 – Evolution of spray volume and energy exchange between phases with time.
6.8.2 Effect of the turbulence intensity
Contrary to drag force which seems to have a small influence on the spray development, the turbulence
intensity is of first order as it controls the spray opening.
Fig. (6.6) shows an iso-surface of the gas vorticity magnitude and an iso-surface of the liquid volume
fraction for different levels of turbulent intensity. With an intensity of urms/ < U >= 1%, the spray
presents small vortices, i.e. small structures on the vorticity field, compared to the case of urms/ <U >=
20%. The development of the turbulent structures is enhanced by the level of intensity. Furthermore the
large scales vortices transport droplets to the periphery of the spray and contribute to the spray opening
as can be seen on the iso-surface of liquid volume fraction.
By conservation of the axial momentum flux, the spray opening is directly linked to the decrease of
the axial velocity (See Fig. (6.7)). As a consequence, the decrease of velocity is less important in the
case of low turbulence. Nevertheless, the profiles remain within the experimental extrema. In the case
of urms/ < U >= 1%, the decrease is not proportional to 1/x and thus the spray has not reached the
behaviour of a free jet.
Surprisingly, the radial profiles on Fig. (6.8) are more in accordance with the experiment for the case
of low turbulence which disagrees with the results on the spray angle. The main reason is probably
again the presence of large droplets which have not been atomised have conserved a high velocity in the
experiment.
6.8.3 Effect of the chamber pressure
The impact of the chamber pressure and consequently of the air density is studied. It has been obser-
ved many times that the decrease of the chamber pressure leads to a decrease of the spray angle and
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(a) reference case : urms/ <U >= 20% (b) urms/ <U >= 10%
(c) urms/ <U >= 1%
FIG. 6.6 – Instantaneous iso-surface of the liquid volume fraction (left) and the gas vorticity magnitude
(right) for different levels of turbulence at t = 2ms.
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FIG. 6.7 – Decrease of mean axial velocity and effects of the level of turbulence.
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FIG. 6.8 – Radial distribution at X/D= 100 of mean and rms axial velocity. Comparison on the effect of
the level of turbulence.
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consequently to an increase of the penetration.
(a) reference case : P= 3MPa (b) P= 1MPa
FIG. 6.9 – Instantaneous iso-surface of the liquid volume fraction (left) and the gas vorticity magnitude
(right) for different back pressures at t = 2ms.
Fig. (6.9) shows that the calculations are able to capture these well-known phenomena. The decrease of
the axial velocity along the spray axis is presented on Fig. (6.10).
For all the pressures, the liquid velocity descreases like 1/x. According to Chaves et al. (2004), even
with a change of the density, the profiles should remain in the experimental envelope. This is the case
with the pressure of P = 6MPa. For the pressure of P = 1MPa, the decrease is slightly higher than the
experimental measurements but the tendency is well predicted.
6.8.4 Self-similarity
The Diesel spray is a transient, fully turbulent, two-phase flow and is consequently difficult to study
experimentally and theorically. Few detailed experimental data are available in realistic Diesel injection
conditions. Consequently, it seems worthwhile to study, in addition, LES spray results by analogy with
the turbulent gaseous jet. Spalding (1979) was one of the first to consider the Diesel spray as a gaseous
turbulent jet. Ouellette and Hill (2000) have shown that, by comparison between turbulent gas jets and
sprays with the same momentum injection rate and chamber pressure, penetration and mixing rates are
closely similar when the spray droplets diameters are small. This result was used by Bruneaux (2002) to
study the mixture in Diesel like injection using visualizations in a gaseous fuel jet.
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FIG. 6.10 – Decrease of mean axial velocity and effects of the boundary condition parameters.
Many authors (Arcoumanis et al. 1989; Naber and Siebers 1996) have noticed experimental similari-
ties between them or have this property as an assumption in their spray models (Desantes et al. 2006;
Desantes et al. 2007).
Here, the sensitivity study presented in Section 6.8.1 shows that, for the reference case, the decrease of
velocity is proportional to 1/x at about 60D from the nozzle exit, behaving therefore like a free gas jet.
This results was also found by Payri et al. (2008) for higher injection pressures.
To go further in the comparison between a gaseous jet and spray self-similarity is studied for both gas
and liquid phases.
To go further, an analogy of behaviour can be deduced by looking at the turbulence intensity. By defini-
tion, in a gas jet, self-similarity is reached when the turbulence intensity stays constant along the spray
axis. The turbulence intensity along the axis and for the three components are depicted on Fig. (6.11)
for the gas phase and the liquid phase. The evolution of the ratio between the turbulent kinetic energy
k and the mean kinetic energy < K > is also presented. The main point is that from X/D = 125, the
turbulence intensity in the axial direction (urms/ <U >)axis is approximately constant for the gas. The
ratio of energy is also approximately constant. The other components reach self-similarity at X/D= 125
for vrms or X/D = 150 for wrms. For the turbulent energy the similarity is reached at X/D = 125. The
same conclusions hold for the liquid phase as both figures look very much the same. The fact that self-
similarity is reached sooner for the axial fluctuation was also observed by Wygnansky and Fielder (1969)
for a gaseous jet. Their experimental results give :
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FIG. 6.11 – Evolution of the turbulence intensity along axis for liquid and gas phase.
(urms/ <U >)axis ≈ 0.29 to 0.27 for X/D= 40 to 96 (6.40)
(vrms/ <U >)axis ≈ 0.24 to 0.25 for X/D= 75 to 96 (6.41)
(wrms/ <U >)axis ≈ 0.24 to 0.25 for X/D= 75 to 96 (6.42)
The present simulation results concerning the gas and liquid fluctuations are comparable with this ex-
periment. Nevertheless, for the simulated spray, self-similarity is reached later and the axial fluctuations
are higher.
One can also observe that the levels are slightly lower for the liquid than for the gas. An explanation is
that the fluctuations for the liquid phase report only the mean correlated fluctuating motion. The mean
uncorrelated part should be added to obtain the total fluctuation. The ratio between the mean uncorrelated
part and the total turbulent kinetic energy is discussed in Section 6.8.6.
Experimentally, Doudou (2005) also found self-similarity for the radial distribution and for the turbulence
intensity. The radial distributions of the mean liquid velocity normalized by the mean liquid velocity on
the axis are presented on Fig.(6.12) for different axial distances. y0.5 is the radial position where the
velocity is equal to half the velocity on the spray axis. The first comment is that the normalized profiles
are independent of the axial distance. This confirms the self-similarity. Furthermore, the results fit very
well with the experimental results of Hussein et al. (1994) obtained in a free gas jet, arguing again in
favor of same behaviour of a spray and free gas jet. The radial distributions for the gas phase are not
presented here because there are similar to those of the liquid phase.
The cross correlation coefficientCuv defined as :
Cuv = − < u
′v′ >√
< u′2 >
√
< v′2 >
(6.43)
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is shown in Fig. (6.13) for the gas phase and the liquid phase at X/D = 100. The results are compared
to the results of Gibson (1963, Wygnansky and Fielder (1969, Panchapakesan and Lumley (1993) for
a free gas jet. The first comment is that the behaviour for the gas and the liquid is the same as the
experiment. Coefficients are increasing with the distance from the spray axis and seem to converge from
y/y0.5 = 1. The levels are also comparable with the experiment even if they are slightly higher in the
spray simulation.
6.8.5 Droplet distribution
LES is able to capture the non homogeneity of the liquid volume fraction. Fig. (6.14) shows the local
liquid volume fraction strongly perturbated by the turbulence. In evaporating sprays this will lead to
locally high concentration of fuel and will impact the combustion and pollutant production.
FIG. 6.14 – Cross section view. Instantaneous liquid volume fraction field and gas velocity vectors.
6.8.6 Uncorrelated droplet velocity
In the mesoscopic formalism, according to Fevrier et al. (2005), the particle fluctuating velocity u′l can
be decomposed into a spatially correlated contribution u˜′l and a random and spatially uncorrelated contri-
bution δu′l . Then, the total turbulent kinetic energy of the liquid phase is the sum of the mean kinetic
energy of the fluctuating part of the correlated motion q˜2p and the mean random uncorrelated energy δq2p.
Vance et al. (2006) have proposed a correlation that permits to evaluate the ratio δq2p/q˜2p. Compared to
the correlation of Fevrier et al. (2005), Vance’s correlation has a greater range of applicability since it
applies with and without collisions and is especially improved in the near-wall region which is far from
equilibirum. The correlation formulates that the fraction of the velocity variance residing in the correlated
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motion is reasonably approximated by the square-root of the fluid-particle correlation coefficient :
< u˜′i,l
2
>
< u′i,l
2 >
≈
√√√√ < u′i,gu′i,l >2
< u′i,g
2 >< u′i,l
2 >
(6.44)
where i is the i-th component of the velocity. This expression can be extended to an energy correlation
by observing that < u′i,l >=< δu
′
i,l >+< u˜
′
i,l >. Then using, the inverse of Eq. (6.44), one gets :
< δu′i,l
2 >
< u˜′i,l
2
>
≈
√√√√< u′i,g2 >< u′i,l2 >
< u′i,gu
′
i,l >
2 −1 (6.45)
Using again Eq. (6.44) to express < u′i,l
2 > and substituting in Eq. (6.45) gives :
< δu′i,l
2 >
< u˜′i,l
2
>
≈ < u˜
′
i,g
2
>< u′i,l
2 >
< u′i,gu
′
i,l >
2 −1 (6.46)
According to Fevrier et al. (2005), the fluid-particle correlation can be simplified using the correlated
part of the liquid fluctuation :
< u′i,gu
′
i,l >
2 ≈< u′i,gu˜′i,l >2 (6.47)
Then, one gets :
< δu′i,l
2 >
< u˜′i,l
2
>
≈ < u˜
′
i,g
2
>< u′i,l
2 >
< u′i,gu˜
′
i,l >
2
−1︸ ︷︷ ︸
Vai
(6.48)
Here, it is interesting to use the correlation in terms of energy :
δq2p
q˜2p
≈ ∑
3
i=1 < u˜
′
i,l
2
>Vai
∑3i=1 < u˜′i,l
2
>
(6.49)
This correlation is compared in Fig. (6.15) to the value of δq2p/q˜2p obtained in the simulation, showing
that uncorrelated energy is under-estimated before X/D= 40 in the simulation. This is maybe the conse-
quence of an underestimation of the uncorrelated part on the boundary condition and maybe because the
Vance’s correlation has been established from a fully developed turbulent flow. Nevertheless, even if the
ratio is not satisfactory near the nozzle exit, it matches very well the correlation after X/D = 40 which
is closer to the free jet area. The decrease of the uncorrelated energy with the distance to the nozzle exit
is very well predicted.
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The decomposition of the fluctuating liquid energy into mean correlated, uncorrelated and subgrid is
shown radially at X/D = 100 on Fig. (6.16). The subgrid energy qSGS is obtained directly from the
expression of the subgrid pressure PSGS defined in Eq. (6.20) because qSGS = PSGSα¯lρl
All values are normalised by the mean correlated energy on spray axis. The mean uncorrelated energy
represents about 10% of the correlated turbulent energy while the subgrid energy is about 2%. According
to Pope et al. (2004), the level of subgrid energy compared to the turbulent energy ensures a good quality
of the LES.
At the periphery of the spray, the uncorrelated part decreases while the subgrid part increases. Their
values at |r/D|= 7 are almost equal. The decrease of uncorrelated energy shows that the liquid and gas
fluctuations are more correlated at the periphery than at the center. Both uncorrelated and subgrid energy
are about 0.5% of the mean correlated energy.
6.9 Concluding remarks
The Large Eddy Simulation (LES) of Diesel Spray using an Eulerian-Eulerian approach has been conduc-
ted and compared to the experiment of Chaves et al. (2004). The two-fluid model based on the Mesosco-
pic Eulerian Formalism is presented with the extension to dense flows by the addition of collision effects.
A sensitivity study on boundary conditions parameters has also been treated. In addition, an analysis of
the spray dynamics, by comparison with experimental results from literature on turbulent gaseous jets,
has been carried out. The following conclusions can be deduced from this work :
– The simulation results show a good tendency compared to the experiment in terms of decrease of axial
velocity along axis. Nevertheless, the axial spray velocity is under-estimated in the simulation on the
spray axis. In the simulation, the decrease of velocity is comparable to the decrease of velocity in a free
turbulent gaseous jet. Our calculation does not take into account the non atomized large droplets that
could appear in the experiment and contribute to the high velocity on spray axis. This is confirmed by
the radial profile of axial velocity that shows a good concordance at the spray periphery but not at the
center. The discrepancy will be less significant under high pressure Diesel injection where atomization
is enhanced.
– The calculations are insensitive to the maximum droplet diameter injected or the gas velocity at the
boundary conditions. An explanation is that the equilibrium between gas phase and liquid phase is
rapidly reached. The most important parameter is the turbulence intensity at injection which highly
influences the spray angle. The level of turbulence can be deduced from the turbulence properties of
the gas jet.
– The LES can easily reproduce the impact of the chamber pressure on the spray angle.
– The statistical properties of the gas phase and the liquid phase show a high correlation between them.
Futhermore the properties of the liquid phase look similar to those of the turbulent gaseous jet. Self-
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similarity for the mean axial liquid velocity is reached at a distance of 125 nozzle diameters. The axial
velocity decreases like the inverse of the distance to the nozzle exit, corresponding to a linear expansion
of the jet with the distance . The self-similarity for the radial fluctuations appear later compared to the
axial fluctuations. This proves the anisotropy of the rms fluctuations.
– The liquid volume fraction inside the spray shows instantaneously high local disparities. This segre-
gation could lead to high local differences in the equivalence ratio after evaporation and can strongly
impact the combustion and pollutants.
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