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Abstract
Model Predictive Control (MPC) has been widely studied and adopted in
industrial applications because the actual control objectives and operating
constraints can be represented explicitly in the optimization problem that
is solved at each control instant [1{3]. Some attempts have been done for
temperature uniformity control [4{6]. But these studies on temperature
uniformity usually focused on the set-point tracking uniformity from batch
to batch, not the uniformity of the zone-to-zone temperature trajectories.
In this thesis, we proposed a method called Uniformity Model Predictive
Control (UMPC) to achieve output uniformity. The idea of UMPC is to
reconstruct the cost function of the Standard MPC. Simulations and bake-
plate experiments were carried out to show that UMPC gives better out-
puts uniformity than SMPC. Moreover, most of MPC control designs use
Kalman lter to lter the measurement noise which is assumed to be Gaus-
sian distributed. This might be a limitation in the case of non-Gaussian
noise as Kalman lter is well-known to be sensitive to outliers [7]. We pro-
posed a lter called ARMAX lter for MPC by modeling noise with the
GT distribution, as it can model other distributions (e.g. t-distribution),
instead of the usual Gaussian distribution. Moreover, the computational
load is also a problem when applying the MPC designs to the industrial
viii
applications. We provide one of the rst experimental verication of the




1.1 An Overview of Model Predictive
Control
The general design objective of Model Predictive Control (MPC) is to com-
pute a trajectory of a future manipulated input u to optimize the future
behavior of the plant output y. Figure 1.1 shows the receding-horizon con-
trol implementation of MPC. The control horizon represents the number
of parameters used to capture the future control trajectory. The predictive
horizon represents the number of samples we want to predict. Although the
optimal trajectory of future control signal is completely described within
the length of control horizon, the actual control input to the plant only
takes the rst sample of the control signal, while neglecting the rest of the
1
trajectory.
Figure 1.1: Receding-horizon control implementation of Model Predictive
Control.
Figure 1.2 shows the structure of MPC. At each time instant, MPC uses
a current measurement of the process output, and an internal model of the
process, to compute and implement a new control input, which minimises
some cost function, while guaranteeing that constraints are satised. In de-
termining the MPC control, one needs a process model to predict the future
plant outputs, and an optimization criterion which is the cost function.
MPC could well handle the highly complex, non-linear, uncertain, and
constrained dynamics. The multi-variable cases can be easily dealt with by
MPC. The resulting controller is an easy-to-implement control law. With
2
Figure 1.2: Model Predictive Control structure.
these advantages MPC has, therefore, been widely applied in practical in-
dustries. However, MPC also has disadvantages. The derivation of the
control law is more complex than that of classical PID controllers. The
amount of computation required is high when constraints are considered.
And an appropriate model of the process needs to be available to implement
MPC controller.
1.2 Motivation of the Thesis
Model Predictive Control (MPC) has been well studied in the literature
[8{10]. MPC designs have the ability to yield high performance control sys-
tems that is capable of operating without expert intervention for long peri-
ods of time. Hence, the MPC concept has been widely studied by academia
[2, 11] and adopted in a wide range of practical applications [12{15], such
as ships [16], aerospace [17], road vehicles [18], Unmanned helicopter [19],
and building cooling systems [20]. However, MPC for multi-zone tracking
3
is not fully studied. Some attempts have been done for temperature uni-
formity control [4{6]. But these studies on temperature uniformity usually
focused on the set-point tracking uniformity from batch to batch, not the
uniformity of the zone-to-zone temperature trajectories. Moreover, most
of MPC control designs use Kalman lter to lter the measurement noise
which is assumed to be Gaussian distributed. This might be a limitation
in the case of non-Gaussian noise as Kalman lter is well-known to be
sensitive to outliers [7].
For the convenience of dierentiating the conventional MPC among oth-
er newly developed MPCs, the conventional MPC is referred to as the Stan-
dard MPC (SMPC) in this thesis. The objective of SMPC is to obtain the
optimal performance so that the output follow the pre-set reference [21].
The general aim of SMPC cost function is that the future output with-
in the considered horizons should follow a pre-determined reference signal
and, at the same time, the control eort necessary for doing so should
be penalized [11]. However, in some practical applications, e.g. semicon-
ductor manufacturing baking processes, the uniformity of the outputs is
crucial [22{24]. Disturbances added onto each output need not necessarily
to be the same. The model of each output is dierent. The trajectory of
how each output reaches the reference could be very dierent compared to
each other [25]. Even when the references for each output are the same, the
good outputs uniformity may not be obtained. SMPC does not explicitly
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guarantee the output uniformity. Hence, an innovative MPC should be
developed to handle the uniformity cases.
The accuracy of the measurement is important when implementing the
MPC system. However, in practical system the measurement is usually con-
taminated by the noise. Hence, a good lter is necessary to enhance the ac-
curacy of output measurement. A commonly made assumption of Gaussian
noise is an approximation to reality. The occurrence of outliers, transient
data in steady-state measurements, instrument failure, human error, pro-
cess nonlinearity, etc. can all induce non-Gaussian process data [7]. Indeed
whenever the central limit theorem is invoked | the central limit theorem
being a limit theorem can at most suggest approximate normality for real
data [26]. However, even high-quality process data may not t the Gaus-
sian distribution and the presence of a single outlier can spoil the statistical
analysis completely. Take the example of the chemical-mechanical polish-
ing of semiconductor wafers [27{29]. The histogram of the distribution
of 576 thickness measurements (see Figure 1.3) after chemical-mechanical
polishing of twenty-four 200mm semiconductor wafers and after subtract-
ing the mean are plotted in Figure 1.4. Using the maximum likelihood
criterion, a Gaussian distribution was tted to the histogram. It is evident
in Figure 1.3 that the Gaussian curve does not give a good t. Hence, a
capable observer is required to reduce the eect of the non-Gaussian noise.
The computational load is also a problem when applying MPC to real-
5




















Figure 1.3: The maximum likelihood criterion was used to t a Gaussian
distribution (dotted-line,  = 0,  = 28.5nm) and GT distribution (solid-
line, p = q = 2,  = 29.5nm) to the thickness measurement distribution.











Figure 1.4: Thickness measurements on 24 semiconductor wafers after
Chemical Mechanical Polishing.
time applications [30{33]. The operating principle of MPC is to solve a
nite-time constrained optimization problem on-line, in real-time, in order
to decide how to update the control inputs at the next update instant.
6
This results in demanding on-line computational load and can be a limiting
factor when applying MPC to complex systems with fast dynamics or to
embedded applications where computational resources are limited [34]. As
a strategy to reduce computational complexity of MPC, Multiplexed Model
Predictive Control (MMPC) has been proposed [35]. Results for MMPC
have also been established [36]. A robust version of MMPC which ensure
satisfaction of hard constraints in the presence of unknown but bounded
disturbances is also available [37]. However, the computational advantage
of MMPC has only been proven by MATLAB simulation. This thesis
provides the rst experimental verication.
1.3 Contribution of the Thesis
In this thesis, rst we proposed a method called Uniformity Model Pre-
dictive Control (UMPC) as a strategy to ensure good output uniformity.
The algorithm of UMPC could be implemented by using the already exist-
ing MPC software. Simulations and experiments were carried out to show
that UMPC gives better output uniformity than SMPC. SMPC solves the
optimization problem with the cost function which minimizes the errors
between the outputs and the references. With SMPC method applied, the
performances of each outputs could reach the reference, but the trajectories
could be very dierent. SMPC method could not ensure good uniformity
7
of the outputs. However, UMPC solves the optimization problem with a
dierent cost function. The cost function of UMPC minimizes one error
between one output and its reference, and errors between this output and
the other outputs. In order to have good output uniformity, only one out-
put follows the setpoint, while this output becomes the references of the
other outputs.
Work on applications of MPC as a feedback controller for bake-plate
temperature control can be found in [38], and feed-forward control was
reported in [39]. In addition, a Linear Quadratic Gaussian (LQG) con-
troller has been applied to a state-of-the-art 49-zone bake-plate [40]. LQG
and SMPC are optimal control strategies. In this thesis, we derived the
algorithm of UMPC. The detailed derivation will be discussed in chapter
2. Bake-plate experiments were conducted. We compared the load distur-
bance performance of UMPC and SMPC. The experimental results show
that when the set-points are the same, UMPC has better output unifor-
mity compared to SMPC. We also show that when the plant modelling
error exists, the UMPC maintains the uniformity performance whereas the
SMPC does not.
We then proposed a lter called ARMAX lter for MPC by modelling
noise with the GT distribution instead of the usual Gaussian distribution.
The Generalized t (GT), by being a distribution superset encompassing
Gaussian, uniform, t and double exponential distributions, has the exi-
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bility to characterize data with non-Gaussian statistical properties [41{43].
It is evident in Figure 1.3 that the GT distribution t the experimental
data better than the Gaussian curve. In this work, we use the Inuence
Function (IF) to analyse the state estimation problem with GT noise. The
analysis is further generalized to the case where the estimator designed with
probability density function f(") is applied to noise with dierent proba-
bility density function gk(") at dierent sampling instance, k, to provide
a framework for the analysis of outliers. Inuence Function (IF) is also
used to formulate a recursive algorithm that gives an approximate solution
making it suitable for real-time and on-line implementation. Specically
the problem is formulated as the ltering of the ARMAX process with GT
noise. We also show how the IF can be used to analyse the lter, speci-
cally how it can predict the lter output due to outliers and the variance
of the output. To put things in perspective, it will be shown through an
example that if the noise is Gaussian then the proposed ARMAX lter is
equivalent to the Kalman lter [44]. Otherwise the ARMAX lter has the
extra degrees of freedom to model the noise.
In Chapter 5, we provided one of the rst experimental verication of
the computational load reduction property of MMPC. SMPC updates al-
l the control signals simultaneously. However, MMPC only updates one
control signal at a time (see Fig. 5.1). The main idea of MMPC is to
partition the entire system into smaller subsystems, solve each subsystem
9
sequentially, and update subsystem controls as soon as the solution be-
comes available [45]. This is in contrast to SMPC, which solves the entire
optimisation problem in one go. An estimate of the computational com-
plexity of SMPC (or quadratic programming) is O((m  Nu)3), where m
is the number of control inputs and Nu the control horizon, i.e., the com-
putational complexity increases as a cubic function of the total number of
decision variables (m  Nu). In MMPC, only one control is updated at a
time and the process is repeated sequentially, the computational complexi-
ty of MMPC is roughly mO(N3u). In other words, for each control move,
MMPC solves a smaller optimisation problem, and resulting in reduced
computational complexity and hence computational load. Simulation work
has been done to show the MMPC computational advantage [33]. However,
in the real practical application, real measurement includes the necessary
overhead. Hence, experiments need to be conducted to consolidate the
theory.
1.4 Scope of the Thesis
This thesis is organised as follows. In chapter 2, we propose the algorithm
of UMPC which can deal with the output tracking problem. Simulation-
s and experiments on wafer bake-plate are demonstrated to illustrate the
proposed UMPC theory. To handle non-Gaussian noise, we derive the AR-
10
MAX lter in chapter 3. The derived ARMAX lter can be used as an
eective observer as well. In chapter 4, simulations of the closed-loop M-
PC control system with ARMAX lter as an observer are given to show
the advantage of the ARMAX lter when the output measurement is con-
taminated by non-Gaussian noise. In chapter 5, practical experiments are
conducted on wafer bake-plate to support the computational load advan-
tage of MMPC compared to SMPC. The conclusion chapter summarises
the work of this thesis.
11
Chapter 2
Model Predictive Control for
Uniform Output
For applications where uniformity among the outputs are critical, this chap-
ter demonstrates that UMPC formulation is a possible candidate. In this
chapter, we compare the load disturbance performance of UMPC and SM-
PC. We show that when the plant modeling error exists, the UMPC main-
tains the uniformity performance whereas the SMPC does not. We formu-
late the UMPC such that the weighting parameter tuning is related to the
uniformity performance whereas the SMPC does not have this property.
12
2.1 Introduction
In manufacturing, maintaining product uniformity is important. For ex-
ample, in semiconductor manufacturing, current photoresist processes in
advanced lithography system are especially sensitive to temperature. The
key output in photolithography is the linewidth of the photoresist pattern
or critical dimension (CD) and the CD is signicantly impacted by several
variables that must also be monitored to ensure quality [46, 47]. Thermal
processing of semiconductor substrate is common and critical in the pho-
tolithography sequence. Temperature uniformity control is an important
issue with stringent specications and has a signicant impact on the CD
[38, 48, 49]. The most temperature sensitive step in the photolithography
sequence is the post-exposure bake step. As the photolithography industry
moves to bigger substrate and smaller CD, the stringent requirements for
post-exposure bake processing still persist [50, 51]. Beyond year 2013, the
post-exposure bake resist sensitivity is expected to be less than 1 nm/C,
making temperature control even more critical [52]. A number of recent
investigations also showed the importance of proper bake-plate operation
on CD control [53{55]
Thermal processing of semiconductor wafers is commonly performed by
placement of the wafer on a heated plate for a given period of time. The
heated plate is of large thermal mass relative to the wafer and is held at
13
a constant temperature by a feedback controller that adjusts the resistive
heater power in response to a temperature sensor embedded in the plate
near the surface. The plate is designed with multiple radial zone congu-
rations. The wafer may be placed in direct contact or on proximity pins.
Processes that utilize this thermal process include photoresist processing,
chemical vapor deposition and rapid thermal annealing, and span a large
temperature range [38, 46].
A general requirement for these systems is the ability to reject the
load disturbance induced by placement of a cold wafer on the bake-plate.
Fig. 2.1 shows the SMPC closed-loop temperature response of a bake-plate
used for photoresist processing when a 200 mm wafer at room temperature
was placed on the bake-plate. Initially the temperature dropped and then
recovered because of closed-loop control. However, the 3-zone response
trajectories are very dierent from each other. In some practical applica-
tions, e.g. semiconductor manufacturing baking processes, the non-uniform
temperature trajectories will aect critical dimension of the wafer [36] and
could result wafer warping. Warped wafers can aect device performance,
reliability, and linewidth control in various processing steps [56{58]. Hence,
a suitable MPC should be developed to make the response trajectories of
dierent zones on the wafer as similar as possible, as shown in Fig 2.2,
which is achieved by the UMPC algorithm. The remaining of the chap-
ter will develop the UMPC algorithm and discussing why UMPC achieve
14
uniformity.




















Figure 2.1: SMPC Temperature response of 3-zone bake-plate with room
temperature wafer placed on.
2.2 Algorithm of UMPC
UMPC is proposed by reformulating the cost function of the SMPC. The
reformulated cost function is aimed to minimise the dierence between each
output, while SMPC cost function focuses on tracking the pre-set reference.
Model Predictive Control (MPC) operates by solving a constrained op-
timization problem on-line, in real-time, in order to decide how to update
the control inputs (manipulated variables) at the next update instant. The
15




















Figure 2.2: UMPC Temperature response of 3-zone bake-plate with room
temperature wafer placed on.
objective of the Standard MPC (SMPC) is to control the inputs so that the
outputs could reach the references as fast as possible. With SMPC method
applied, the performances of each outputs could reach the references, but
the trajectories could be very dierent. SMPC method could not ensure
good uniformity of the outputs, as shown in Fig. 2.1. The general aim of
SMPC cost function is that the future outputs within the considered hori-
zons should follow the pre-determined reference signals and, at the same
time, the control eort necessary for doing so should be penalized. Such
16





k w1   y1;k+i+1 k2q1 + k w2   y2;k+i+1 k2q2 +   
+ k wp   yp;k+i+1 k2qp + k u;k+i k2r

+ F (xk+N)
where p is the output number, N is the control horizon, w1, w2,..., wp are
the references for the p outputs respectively, and F (xk+N) is a suitable
chosen terminal cost.
Disturbance added onto each output need not necessarily to be the
same. In general, the model of each output could be dierent. The trajec-
tory of how each output reaches reference could be very dierent compared
to each other, even when the references for each output are the same. Thus,
SMPC in general, does not ensure good output uniformity.
In contrast, as a strategy to ensure the good output uniformity, Uni-
formity Model Predictive Control (UMPC) is proposed. UMPC solves the
optimization problem with a dierent cost function. The cost function of
UMPC minimizes the error between one output and the pre-set reference,
and also the errors between this output and the other outputs. In order to
have good output uniformity, only one output follows the setpoint, while
this output becomes the references of the other ouputs. Hence, the output
trajectories could be very similar to each other. The output uniformity is






k w1   y1;k+i+1 k2q1 + k y1;k+i+1   y2;k+i+1 k2q2 +   
+ k y1;k+i+1   yp;k+i+1 k2qp + k u;k+i k2r

+ F (xk+N)
UMPC is formulated by modifying the cost function of Standard MPC.
The algorithm of UMPC could be applied using the already existing MPC
software. In this chapter, we carried out simulations and experiments to
show that UMPC gives better outputs uniformity than SMPC, and UMPC
is an eective way of achieving uniformity amongst the dierent outputs.
We compared the load disturbance performance of UMPC and SMPC. Ex-
perimental results showed that in the presence of modelling errors, e.g. gain
and time constant, UMPC maintains the uniformity performance whereas
the SMPC did not.
2.2.1 Formulation of UMPC
Given a LTI discrete-time plant model in the state-space form represented
by
zk+1 = Adzk +Bduk
yk = Cdzk (2.1)
For MPC design, it is convenient to express the model (Equation 2.1)
18
with an incremental input, u, and one possibility is given as
xk+1 = Axk +Buk












3775 ; C =  0 Cd 
uk = uk   uk 1 is the incremental control move applied to input at time
step k. We assume that at time step k the complete state vector xk is






k w1   y1;k+i+1 k2q1 + k y1;k+i+1   y2;k+i+1 k2q2 + : : :
+ k y1;k+i+1   yp;k+i+1 k2qp

;
Uniformity MPC, without considering constraints, solves the following con-
trol problem:
Minimise Jumpc = Jx;umpc +
N 1X
i=0
k uk+i k2r +F (xk+N) (2.3)
w.r.t. uk+i
s.t. xk+i+1 = Axk+i +Buk+i
19
where N is the control horizon, a design parameter which denotes the
number of control moves to be optimized per input channel of the original
system (2.1); p is the output number; F (xk+N) is the stabilising terminal
cost, here we set it to be F (xk+N) = x
T
k+NQnxk+N . Qn is obtained by
solving the discrete LQR problem of the augmented system (Equation 2.2).
2.2.2 Control Law of UMPC
The dierent constructions of Jx;k is the only dierent part of UMPC and
SMPC cost functions. SMPC focuses on minimising the error between the
output and its reference. While UMPC focuses on minimising the error
between one output and another output.


















where i = 1; 2; :::; p.
So that y1;k   yp;k = [C1   Cp]xk.
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yT1;k+i+1q1y1;k+i+1 + (y1;k+i+1   y2;k+i+1)T q2(y1;k+i+1   y2;k+i+1)
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If no constraints are active, or the set of constraints which will be active is
constant and known, then the UMPC control law is a linear state feedback:
 !uk = (GTQf;umpcG+R) 1GTQf;umpc( xk)




and the state feedback gain K can be computed similar to the standard






2.2.3 Cost Function Comparison of UMPC and
SMPC














































































































the SMPC cost function could be written as
Jsmpc = Jx;smpc +
N 1X
i=0
k uk+i k2r +F (xk+N):
The control law of SMPC is obtained as





Qf;smpc = Qsmpc + diag(0; 0; 0; : : : ; Qn| {z }
N
)
The dierence of the cost functions of UMPC and SMPC is the dieren-
t constructions of Qumpc and Qsmpc. This dierence shows that UMPC
focuses on the output uniformity while SMPC focuses on tracking preset
references. Thus, UMPC has the output uniformity advantage over SMPC
by design.
We can easily nd out that the format of the UMPC state-feedback
control law is the same as the one of SMPC. The only dierence is the
way of calculating the control law parameters. Thus, UMPC could be
implemented by the existing MPC software.
2.3 Bake Plate Thermal Modeling
The physical model of an m-zone bake-plate as shown in Figure 2.3 has
been derived in [12]. According to this paper, a distributed lumped model
can satisfactorily describe the bake-plate characteristics, and with energy
balance and heat transfer laws, an m-zone bake-plate can be modeled as










Figure 2.3: A photograph of the multizone bake plate.
where
i = 1; 2;    ;m denotes zone i
Ci = heat capacity of the ith zone (J/K)
Ti(t) = the ith zone temperature above ambient (K)
ri = thermal resistance between zone i and surrounding air (K/W)
r(i 1)i = thermal resistance between zone
i  1 and zone i; r(i 1)i =1 for i = 1 (K/W)
ri(i+1) = thermal resistance between zone
i and zone i+ 1; ri(i+1) =1 for i = m (K/W)
pi(t) = heater power to zone i (W)
26
At steady state, _Ti(1) = 0 and Eq. (2.7) becomes



















Dening new variables i(t) = Ti(t)   Ti(1); ui(t) = pi(t)   pi(1) and
substituting Equation (2.8) into Equation (2.7) gives









Equation (2.9) can be written in the state-space form




z = [1 2    m]T
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37777775 ; Cc = I
2.4 Experimental Results
We choose the three-input-three-output bakeplate model to do the exper-
iments. From identication experiments, the continuous-time bakeplate














and Cc is the identity matrix.
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The DC gain matrix shows that the diagonal elements are the dominant
elements. The o-diagonal elements are about one tenth of the diagonal
elements. This shows that dierent zones have interactions with each other.
The zone 1 input is not only contribute to the zone 1 temperature, but also
have impact on zone 2 and zone 3 temperatures.
In addition, the temperature disturbance when a cold wafer was placed
on the bakeplate was determined experimentally as the impulse response















k w   y1;k+i+1 k2q1 + k w   y2;k+i+1 k2q2 + k w   y3;k+i+1 k2q3
+ k uk+i k2r

+ F (xk+N)





k w   y1;k+i+1 k2q1 + k y1;k+i+1   y2;k+i+1 k2q2




The room temperature was 25C and the experiments were conducted at
a set-point of 90C. In the baking experiment, a wafer at room temperature
was placed on the bake-plate. In response to the cold wafer, the tempera-
ture of the bake-plate dropped and then recovered because of closed-loop
control. The control horizon is N = 5, the control weighting parameter is
r = 0:1, and the sampling time is Ts = 0:4s when the experiments were
carried out.
The continuous-time plant model given by Equation (2.10) with the
parameters given by Equation (2.11) and sampling time Ts = 0:4s is trans-














and Cd is the identity matrix.
Two series of experiments were conducted. The rst series we discuss
in the following subsection validates the uniformity advantage of UMPC
compared to SMPC. The robustness of UMPC uniformity property is in-
vestigated in the next subsection.
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2.4.1 UMPC Uniformity Validation Experiments
The weighting parameters of SMPC q1, q2 and q3 are all set to be 1 for
convenience, as dierent weighting parameters are not related to the out-
put performance uniformity. For UMPC, we keep the tracking reference
weighting parameter q1 = 1 unchanged, and carry out experiments with
the uniformity weighting parameters q2; q3 increasing from 1, 3, 5, 10 to
20. The output performance and control signals are shown in Fig 2.5 and
Fig 2.7.
The UMPC system could easily achieve good uniformity compared to
SMPC because the objective of the UMPC cost function is to achieve u-
niformity. SMPC does not have an easy and systematic tuning way of
achieving good output uniformity. However, UMPC could achieve good
output uniformity by increasing the values of the uniformity weighting pa-
rameters, here for three-zone bakeplate are q2 and q3, as we discussed in the
previous section. The uniformity ISE of the outputs dierence is calculated
for evaluation of temperature uniformity. For a sampling interval of h, the
uniformity ISE for y1 and y2 is calculated as:




The smaller uniformity ISE indicates the better output uniformity. Fig-
ure 2.4 shows the trend of the uniformity ISE between y1 and y2, y1 and y3,
y2 and y3 when the uniformity weighting parameters q2, q3 increase. The
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numerical data of uniformity ISE obtained for the experiments shown in
Fig 2.5 and Fig 2.7 is given in Table 2.1. The uniformity ISE has the trend
of decreasing when q2, q3 increase. UMPC achieves good output uniformity
when the uniformity weighting parameters q2 and q3 are large compared to
the tracking reference weighting parameter q1.
Table 2.1: Tuning results: ISE of uniformity (sum of jjy1   y2jj2 and etc.),
q1 = 1
UMPC SMPC
q2 = q3 1 3 5 10 20 1P jjy1   y2jj2 34.53 16.65 12.03 8.24 6.16 78.61P jjy1   y3jj2 71.36 11.12 3.23 5.37 3.48 61.95P jjy2   y3jj2 92.99 23.47 11.17 11.77 5.59 11.41
34



























Figure 2.4: UMPC Uniformity ISE trend with q1 = 1.
Follow the steps illustrated in Section 2.2.1, the UMPC control gain
could be obtained using Equation (2.5). The SMPC control gain could be
































































and UMPC showed in Figure 2.5 are respectively given below
SMPC: r = 0:1; q1 = q2 = q3 = 1
Ksmpc =
26666664
 41:82  0:315  0:0027  2:66  0:0042  4:96 10 5
 0:128  66:413  1:1259 0:0054  2:89  0:0022
 0:0006  0:5807  97:10 4:86 10 5 0:0043  2:99
37777775
(2.13)
UMPC: r = 0:1; q1 = 1; q2 = q3 = 3
Kumpc =
26666664
 66:013 17 24:024  7:3869 2:7032 3:1778
6:7571  76:192 22:024 1:0839  4:2195 1:6161
4:9321 11:377  100:71 0:65102 0:84358  3:6606
37777775
(2.14)
The state feedback control law is
uk = Kxk







K11 K12 K13 K14 K15 K16
K21 K22 K23 K24 K25 K26

























= (K11y1;k +K14y1;k) + (K12y2;k +K15y2;k +K13y3;k +K16y3;k)
Substitute the row 1 of gain matrix from Equation (2.13) and Equation
(2.14) respectively for SMPC and UMPC ,
u1;k =
   41:82y1;k   2:66y1;k
+
   0:315y2;k   0:0042y2;k   0:0027y3;k   4:96 10 5y3;k
u1;k =
   66:013y1;k   7:3869y1;k
+
 
17y2;k + 2:7032y2;k + 24:024y3;k + 3:1778y3;k

The SMPC gains for zone 2 and zone 3 outputs are 100 times smaller than
the gains for zone 1 output. This shows that for SMPC the outputs of zone
2 and zone 3 contribute little to the zone 1 control signal, only the output
of zone 1 is important to the zone 1 control signal. While UMPC tells a
dierent story, the gain for zone 2 and zone 3 output are comparable to
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the gain for zone 1 output. For UMPC the outputs of zone 2 and zone 3
contribute as comparably as the zone 1 output to the zone 1 control signal.
UMPC focuses on the interactions among the three zones much more than
SMPC. As shown in Figure 2.6 , the feedback loop of zone 1 contains K11
and K14 for y1;k and y1;k. Other elements from zone 2 and zone 3 are
considered as external inputs. For SMPC, K11 and K14 are much larger
than the other gains, while for UMPC all the gains are comparable. Hence,
UMPC could achieve better output performance uniformity than SMPC.
Figure 2.6: Zone 1 block diagram of bake-plate.
Compared to SMPC, UMPC has an easy and systematic way of tuning
to achieve good output uniformity. By increasing the values of the uni-
formity weighting parameters, q2 and q3, the uniformity becomes better,
shown in Figure 2.7. As the uniformity weighting parameters increases
from 1 to 5, 10 and 20, the output temperature trajectories uniformity
becomes better and better. The cost function of UMPC is designed that
39
the controller will put more eort on the output uniformity when the ratio
of the uniformity weighting parameters to the tracking reference weighting
parameter increases. Hence, while q1 = 1, q2 and q3 increase, the ratio
of q2 to q1 increases, so that the output tracks each other better and out-
put trajectories becomes more uniform. The experimental results validate
our theory that UMPC could achieve output uniformity better compared
to SMPC. The cost function of UMPC focuses on minimizing the dier-
ences between the output performances. While more eorts are put in to
achieve the good uniformity, and the larger values are given to the unifor-
mity weighting parameters, the control signals give larger uctuations as
shown in Figure 2.7.
2.4.2 UMPC Robustness Experiments
As the uniformity advantage of UMPC is demonstrated in the previous
part, we next investigate the robustness of UMPC when modelling error
is presence. The following experiments are conducted when SMPC has
q1 = q2 = q3 = 1, and UMPC has q1 = 1, q2 = q3 = 20. Three sets
of experiments are conducted. The rst set is the nominal case with no
modeling error. The second set contains the gain error where we articially
increase or decrease the gain of the identied plant model, and design the


































































































































the time constant error. Similarly, we articially increase or decrease the
time constant of the identied plant model, and design the controller based
on the \wrongly identied" model.
Set 1: Nominal Case, correctly identied plant model
The nominal case without modeling error is shown in Figure 2.8. The
weighting parameters of SMPC are q1 = q2 = q3 = 1, and the weighting
parameters of UMPC are q1 = 1, q2 = q3 = 20.
Set 2: Gain Error Cases
This set of experiments are conducted with the controller designed based
on a model whose gain is wrongly identied.
We increase the zone 1 gain of the identied plant model by 2 times
and 5 times. The results of SMPC and UMPC are shown in Figure 2.9 and
Figure 2.10 respectively.
We decrease the zone 1 gain of the identied plant model by 2 times
and 5 times. The results of SMPC and UMPC are shown in Figure 2.11
and Figure 2.12 respectively.
Set 3: Time Constant Error Cases
This set of experiments are conducted with the controller designed based
















































































































































































































































































































































































































































































































































We increase the zone 1 time constant of the identied plant model
by 2 times and 5 times. The results of SMPC and UMPC are shown in
Figure 2.13 and Figure 2.14 respectively.
We decrease the zone 1 time constant of the identied plant model
by 2 times and 5 times. The results of SMPC and UMPC are shown in
Figure 2.15 and Figure 2.16 respectively.
From Figure 2.9 to Figure 2.16, we could see that SMPC shows worse
output performance uniformity, while UMPC could achieve very good u-
niformity even with the articial plant modelling error. Also the ISE of
uniformity (sum of jjy1  y2jj2, or jjy1  y3jj2, or jjy2  y3jj2) with modeling
error are shown in Table 2.2. The table is presented in a barplot to have
an idea that the uniformity ISE of UMPC is below that of SMPC, which is
shown in Figure 2.17. The table shows that with dierent kind of modeling
error, UMPC could achieve good ISE of uniformity around the value of 10,
while SMPC could not achieve such good ISE of uniformity and the values
are very dierent from around 20 to around 50. Thus, by tuning the unifor-
mity weighting parameters to large values, the UMPC could achieve good
performance uniformity even when the plant is not accurately identied.





















































































































































































































































































































































































































































































































Uniformity ISE of UMPC and SMPC when modeling error presented
 
 
sum of ||y1 − y2||2
sum of ||y1 − y3||2
sum of ||y2 − y3||
2
Figure 2.17: Comparison of Uniformity ISE of UMPC(left) and SM-
PC(right) when modeling error is presence.
2.5 Conclusion
The objective of the UMPC cost function formulation is to achieve good
outputs uniformity. The experiments of increasing the values of the uni-
formity weighting parameters show that UMPC could easily achieve good
performance uniformity by the easy tuning method. The robustness justi-
cation experiments are done by setting dierent modeling errors. Those
experimental results show that UMPC maintains its uniformity advantage
compared to SMPC and when the plant model is not accurately identied.
The experimental results show that the uniformity of the bakeplate temper-
ature could be achieved by UMPC. We assume that the heat transformation
from the bakeplate to the wafer would also give good wafer temperature
54
uniformity. For semiconductor manufacturing, the temperature uniformity
is signicantly important during the baking processes. UMPC could be ap-






















































































































































































































































































































































































In the statistical analysis of time series, the autoregressive-moving-average
with exogenous inputs model (ARMAX) with Gaussian noise is common-
ly used. However, the Gaussian noise assumption is an approximation to
reality. The occurrence of outliers, transient data in steady-state measure-
57
ments, instrument failure, human error, model nonlinearity, etc. can all
induce non-Gaussian data [7]. Indeed whenever the central limit theorem
is invoked | the central limit theorem being a limit theorem can at most
suggest approximate normality for real data [26]. However, even high-
quality model data may not t the Gaussian distribution and the presence
of a single outlier can spoil the statistical analysis completely for the case
of least-squares estimation [26] including the Kalman lter [59].
The generalized t-distribution (GT) was employed in the data recon-
ciliation problem to model random noise [7, 60, 61]. GT distribution was
also used in econometrics [41, 43, 62, 63] to model random noise in the pa-
rameter estimation problem. By being a superset encompassing Gaussian,
uniform, t and double exponential distributions, GT distribution has the
exibility to characterize noise with Gaussian or non-Gaussian statistical
properties. The problem of estimation with GT noise was solved numerical-
ly using the Newton Raphson or the Expectation Maximization algorithm
[7, 41, 43, 60{63]. Unlike recursive algorithm such as the recursive least-
squares estimator, it is not suitable for real-time applications.
In this chapter, Inuence Function (IF), an analysis tool in robust s-
tatistics [26, 64], is used to formulate a recursive algorithm that give an
approximate solution making it suitable for real-time and on-line imple-
mentation. Specically the problem is formulated as the ltering of the
ARMAX process with GT noise. Other well-known approaches [65{67] for
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handling non-Gaussian noise include the approach of particle lters which
is based on point mass or particle representation of probability densities.
The IF was used in [29] to analyze parameter estimation with GT noise.
Instead of using the IF as an analysis tool to analyze a given estimator this
chapter make use of the IF to synthesize or construct an estimator. The
other dierence is that while the paper [29] studied the estimation of the
parameters in the transfer function, this chapter estimate the states or
output of the transfer function.
The main contribution of the chapter is in Sections 3.3 and 3.4 where
we use IF approximation to derive a recursive solution for the maximum
likelihood estimation of the ARMAX Process with GT noise. We also show
how the IF can be used to analyze the lter, specically how it can predict
the lter output due to outliers and the variance of the output. To put
things in perspective, it will be shown through an example that if the noise
is Gaussian then the proposed ARMAX lter is equivalent to the Kalman
lter [44]. Otherwise the ARMAX lter has the extra degrees of freedom
to model the noise.
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3.2 Maximum Likelihood Estimation of the
ARMAX Process with GT Noise
The ARMAX process and maximum likelihood estimation with GT distri-
bution [7, 41, 43, 60{63] are already given in the literature. In this section
we only give the equations necessary for the derivation of the recursive
algorithm using IF approximation in the next section.
3.2.1 The ARMAX Process
Consider the single-input single-output ARMAX process:
A(q 1)y(k) = B(q 1)u(k) + C(q 1)"(k) (3.1)
where
A(q 1) = 1 + a1q 1 +   + anq n
B(q 1) = b1q 1 + b2q 2 +   + bnBq nB
C(q 1) = 1 + c1q 1 +   + cnq n
k = 1; : : : ; N is the sampling instance, nB  n and q 1 is the backward shift
operator, i.e., q 1y(k) = y(k  1). The polynomial C may be multiplied by
an arbitrary power of q as this does not change the correlation structure
of C(q 1). This is used to normalized C so that deg C = deg A = n. The
input and output are given by u(k) and y(k) respectively.
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where  is the scale parameter, p and q are the shape parameters. The
beta function is given by (a; b) =
R 1
0
za 1(1  z)b 1dz. By dierent choic-
es of p and q, GT can represent a wide range of distributions [41, 42].
The relationships between GT distribution, Gaussian, uniform, t, double




























Figure 3.1: Dierent choices of the GT distribution shape parameters p
and q can give dierent well-known distributions.
3.2.2 The Diophantine Equation
The Diophantine Equation [68{70] or Identity can be used to isolate the







= E(q 1)A(q 1) + q jF (q 1) (3.3)
where C (q 1) is asymptotically stable and





= f0 + f1q
 1 +   + fnF q nF
nF = n  1
Using Equation (3.3) for j = 1, Equation (3.1) becomes






u(k + 1) + "(k + 1) (3.4)





y(k   1) + B(q
 1)
C(q 1)
u(k) + "(k) (3.5)
As it was found to be more convenient to work in the state-space, expressing
Equations (3.5) in the state-space form gives
x(k + 1) = x(k) +  u(k) + 
y(k) (3.6)





 c1 1 0 : : : : : : 0
 c2 0 1 0 : : : 0
...
 cn 1 0 : : : : : : 0 1




















1 0 : : : 0

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Iterating from the initial value x(1), Equations (3.6) and (3.7) gives
x(2) = x(1) +  u(1) + 
y(1)




x(N) = N 1x(1) + x(N) (3.8)









y(N   k) (3.10)
3.2.3 Maximum Likelihood Estimation
Given N measurements y(k), k = 1; : : : N , the initial condition, x(1), can
be estimated using Equation (3.9) in the minimization of the following










This can be done by dierentiating wrt x(1)
@J
@x(1)





qp   j"(k)jp (3.11)
where p > 1 and setting
 (") = 0 (3.12)
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Equation (3.12) can be solved for x(1) numerically using the Newton Raph-
son or the Expectation Maximization algorithm [71]. Unlike recursive al-
gorithm such as the recursive least-squares estimator, Equation (3.12) is
not suitable for real-time applications. For example in real-time control,
the information is used by the controller to calculate the control signal for
the next sampling instance. The number of iterations required by Equa-
tion (3.12) to converge to a solution can be dierent for dierent sample
and hence there is no guarantee that the information is available before the
next sampling instance.
3.3 Inuence Function Approximation
In this Section, we introduce the inuence function to approximate and
solve Equation (3.12) recursively.











to give the approximate value of x at
h. Consider x^(1), the asymptotic value of the estimate of x(1). Let x^(1)
be associated with the probability density function of (1  h)f(") + h(").












to give the approximate value of x^(1) at
h. The gradient term in Equation (3.13) known as the Inuence Function
























(pq + 1)[(p  1)qp   j"(k)jp]j"(k)jp 2
(qp + j"(k)jp)2
Derivation of Equation (3.14) is given in the Appendix A. When h = 0,
the associated probability density function of x^(1) is f(") and the usual
assumption of zero initial condition for the ARMAX transfer function is
made i.e. x(1) = 0.
3.3.1 The Recursive Algorithm
The solution for x^(1) can be written in the form of a recursive algorithm.
Substituting Equations (3.11), (3.14) and h = 1 into Equation (3.13) gives














[(p  1)qp   j"jp]j"jp 2







and x^(1jN) denotes the estimate of x(1) at sample N .
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Notice that Equation (3.15) gives the well known least-squares estimates

















are given in many textbooks that discuss least-squares [68]. Equations (3.6)
and (3.9) are then used to obtain x(N) and y^(N jN) in Equations (3.21)
and (3.22) respectively.
The derivation is complete and the recursive ARMAX lter algorithm
for N = 1, 2, 3 : : : is summarized below.
ARMAX lter:
P (1jN) = P (1jN   1)
 P (1jN   1)(H
N 1)THN 1P (1jN   1)
1 +HN 1P (1jN   1)(HN 1)T (3.19)
x^(1jN) = x^(1jN   1) + P (1jN)(HN 1)T
 z(N) HN 1x^(1jN   1) (3.20)
x(N + 1) = x(N) +  u(N) + 
y(N) (3.21)
y^(N jN) = HN 1x^(1jN) +Hx(N) (3.22)
The covariance of x^(1) and estimate y^(N) at sample N are denoted by
P (1jN) and y^(N jN) respectively. For initialization, P (1j0) can be set as
an identity matrix multiplied by some large number and x(1) = x(1) = 0.
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The estimation of the ARMAX lter is given in Equation (3.21). As the
plant of the system is stable, x(N) is stable as well because it is obtained
using Equation (3.20) which is the same as system Equation (3.6). The
inuence function of the noise gives bounded values, hence x^(1jN) is also
bounded. Therefore, y^(N jN) is bounded and stable. Also the lter will
converge to Kalman lter when it reaches the steady state, so it is stable
in steady state as Kalman lter is stable.
3.3.2 Mean, Variance and Outlier
Let the actual noise be associated with probability density function g(")
which is not necessarily equal to f(") the noise model used in the design











The assumption that g(") is the same for all k is commonly made. Here
we extend to the case where g(") could be dierent for dierent sample k
denoted by gk("). The case where g(") could be dierent for dierent sample
k is useful for the analysis of outliers (see Example 3). Hence, instead of
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integrating IF(") with g(") in Equation (3.23), we rst substitute Equation





















In the next section examples will be given to illustrate the properties of
the ARMAX lter such as the equivalence to the Kalman lter if we design
with Gaussian noise in mind by choosing p = 2, q = 1 (see Example 1)
and the variance of the lter output (see Examples 2 and 4).
3.4 Examples
Four examples are given to illustrate the properties of the ARMAX lter
and the IF analysis. For easy reference, the parameters of the ARMAX
process and ARMAX lter are summarized in Table 3.1. The parameters
, H,   and 
 depend on A, B and C of the ARMAX process. In Examples
1, 2 and 3 the parameters p, q and  are chosen according to Figure 3.1
to give f("). In Example 4, p, q and  are obtained by tting the GT-
distribution of Equation (3.2) to the experimental data. The ARMAX
lter is designed with p = 2, q = 1 for Gaussian noise in Example 1, p
= 2, q = 1.5 for t3 noise in Examples 2 and 3 and p = 2, q = 3.433 for
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Table 3.1: Parameters of the ARMAX process and ARMAX lter in the
Examples
Example 1 2 3 4
Figure Number { 2(a) 3 8
A 1 + aq 1 1 + aq 1, 1 + aq 1, 1 + aq 1,
a =  0:9 a =  0:6 a =  0:987
ARMAX B bq 1 bq 1, bq 1, bq 1,
Model b = 0:1 b = 0:4 b = 0:037
C 1 + cq 1 1 + cq 1, 1 + cq 1, 1 + cq 1,
c = a c =  0:8 c = a
f(") N(0; ) t3(0; 0:1) t3(0; 0:1) Equation (3.2)
  c  c  c  c
H 1 1 1 1
ARMAX
Filter
  b b b b

 c  a c  a c  a c  a
p 2 2 2 2












("1) k = k1 = 2; "1 =  1
f(") k 6= k1 f(")
the noise in Example 4. Note that the distribution f(") used for the lter
design need not be the same as g("), the distribution of the actual noise in
the last row of the table. One thousand simulation runs were conducted in
Examples 2 and 3 and one hundred experimental runs were conducted in
Example 4 to give the variance of the estimate. The simulation is started
with P (1j0) = 1000I and x^(1j0) = 0.
3.4.1 Example 1: The Kalman Filter Connection
This example shows that if the ARMAX lter is designed with Gaussian
noise in mind then it is equivalent to the Kalman lter although it was
formulated through maximum likelihood estimation with GT noise and IF
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approximation.
3.4.1.1 The Kalman Filter Connection for 1st Order System
Consider the ARMAX process with Gaussian noise in Example 1 of Table
3.1. A state-space representation is given by
x(k + 1) =  ax(k) + bu(k) + (c  a)"(k)
y(k) = x(k) + "(k)
(3.26)
The Kalman Filter
The Kalman lter [68] for the above state-space model of Equation (3.26)
is given in Equations (3.27) to (3.30) below.
Kalman Filter for the 1st Order ARMAX Process
x^(N jN) = x^(N jN   1)
+
p(N jN   1)
1 + p(N jN   1)[y(N)  x^(N jN   1)] (3.27)
x^(N + 1jN) = bu(N)  ay(N) + c
1 + p(N jN   1) 
[y(N)  x^(N jN   1)] (3.28)
p(N + 1jN) = p(N jN   1)c
2
1 + p(N jN   1) (3.29)
y^(N jN) = x^(N jN) (3.30)
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The ARMAX Filter
The ARMAX lter is designed for the ARMAX process with Gaussian
noise of standard deviation . According to Figure 3.1, the GT parametes
to model the Gaussian noise are p = 2, q = 1,  = p2 as shown in
Table 3.1. Equations (3.16) and (3.9) give z(N) = "(N) = y(N)   x(N)
and Equations (3.19) to (3.22) give the ARMAX lter Equations (3.31) to
(3.34) below.
ARMAX Filter for the 1st Order ARMAX Process with Gaussian Noise
p(1jN) = p(1jN   1)
1 + p(1jN   1)c2(N 1) (3.31)
x^(1jN) = x^(1jN   1) + p(1jN)( c)N 1[y(N)  x(N)
 ( c)N 1x^(1jN   1)] (3.32)
x(N + 1) =  cx(N) + bu(N) + (c  a)y(N) (3.33)
y^(N jN) = ( c)N 1x^(1jN) + x(N) (3.34)









To connect the ARMAX lter with the Kalman lter, we will now show
that the Kalman lter Equations (3.27) to (3.30) can be obtained from the
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ARMAX lter Equations (3.31) to (3.34).
Multiplying Equation (3.32) by ( c)N 1 and then add x(N) to both
sides of the equation gives
( c)N 1x^(1jN) + x(N) = ( c)N 1x^(1jN   1) + x(N) + p(1jN)( c)2(N 1) 
[y(N)  x(N)  ( c)N 1x^(1jN   1)] (3.36)
Multiplying Equation (3.32) by ( c)N and then add Equation (3.33) gives
( c)N x^(1jN) + x(N + 1) = ( c)N x^(1jN   1) + p(1jN)( c)2N 1y(N)  x(N)
( c)N 1x^(1jN   1)  cx(N) + bu(N) + (c  a)y(N)
(3.37)
Note that from Equation (3.8), x(N) = ( c)N 1x(1) + x(N) and so Equa-
tions (3.34), (3.36) and (3.37) can be written as
y^(N jN) = x^(N jN) (3.38)
x^(N jN) = x^(N jN   1)
+p(1jN)c2(N 1)[y(N)  x^(N jN   1)] (3.39)
x^(N + 1jN) = bu(N)  ay(N)
+[c+ p(1jN)( c)2N 1][y(N)  x^(N jN   1)] (3.40)
Substitute x^(1jN) = x^(N+1jN) x(N+1)
( c)N from Equation (3.8) into Equation
(3.15) to give

















and corresponding to Equation (3.18) the covariance matrix









Using Equation (3.35), Equation (3.42) becomes
p(1jN) = p(N + 1jN)
c2N
(3.43)
Substituting Equation (3.43) into Equations (3.39), (3.40), (3.31) and (3.38)
gives the Kalman lter Equations (3.27) to (3.30) respectively. For sim-
plicity, we have used the rst-order ARMAX process as an example. It can
be shown that in general, the ARMAX lter is equivalent to the Kalman
lter if the GT parameters p and q in the ARMAX lter design are chosen
as 2 and 1 respectively to model Gaussian noise.
3.4.1.2 Kalman Filter Connection for nth Order System
The connection could be extended to nth Order System. Consider the
ARMAX process given in the state-space model of Equation (3.6) and
(3.7) with Gaussian noise.
Kalman Filter
The recursive algorithm of Kalman lter for the state-space model of E-
quation (3.6) and (3.7) is given in Equations (3.44) to (3.47) below.
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Kalman Filter for the nth Order ARMAX Process
x^(N jN) = x^(N jN   1) + P (N jN   1)HT 
(1 +HP (N jN   1)HT ) 1[y(N) Hx^(N jN   1)] (3.44)
x^(N + 1jN) =  u(N) + 
y(N) + x^(N jN   1) + P (N jN   1)HT 
(1 +HP (N jN   1)HT ) 1[y(N) Hx^(N jN   1)] (3.45)
P (N + 1jN) = fI   P (N jN   1)HT [1 +HP (N jN   1)HT ] 1Hg 
P (N jN   1)T (3.46)
y^(N jN) = Hx^(N jN) (3.47)
ARMAX Filter
The ARMAX lter is designed for the ARMAX process with Gaussian
noise of standard deviation . According to Figure 3.1, the GT parametes
to model the Gaussian noise are p = 2, q = 1,  = p2 as shown in
Table 3.1. Equations (3.16) and (3.9) give z(N) = "(N) = y(N)   Hx(N)
and Equations (3.19) to (3.22) give the ARMAX lter Equations (3.48) to
(3.51) below.
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ARMAX Filter for the nth Order ARMAX Process with Gaussian Noise
P (1jN) = P (1jN   1)
 P (1jN   1)(H
N 1)THN 1P (1jN   1)
1 +HN 1P (1jN   1)(HN 1)T (3.48)
x^(1jN) = x^(1jN   1) + P (1jN)(HN 1)T 
y(N)  x(N) HN 1x^(1jN   1) (3.49)
x(N + 1) = x(N) +  u(N) + 
y(N) (3.50)
y^(N jN) = HN 1x^(1jN) +Hx(N) (3.51)
The Connection
To connect the ARMAX lter with the Kalman lter of nth Order System,
we will now show that the Kalman lter Equations (3.44) to (3.47) can be
obtained from the ARMAX lter Equations (3.48) to (3.51).
Multiplying Equation (3.49) by N 1 and then add x(N) to both sides
of the equation gives
N 1x^(1jN) + x(N) = N 1x^(1jN   1) + x(N) + N 1P (1jN)(HN 1)T 
[y(N) Hx(N) HN 1x^(1jN   1)] (3.52)
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Multiplying Equation (3.49) by N and then add Equation (3.50) gives
N x^(1jN) + x(N + 1) = N x^(1jN   1) + NP (1jN)(HN 1)T y(N) Hx(N)
 HN 1x^(1jN   1)+ x(N) +  u(N) + 
y(N) (3.53)
Note that from Equation (3.8), x(N) = N 1x(1)+ x(N) and so Equations
(3.22), (3.52) and (3.53) can be written as
y^(N jN) = Hx^(N jN) (3.54)
x^(N jN) = x^(N jN   1) + N 1P (1jN)(HN 1)T
y(N) Hx^(N jN   1) (3.55)
x^(N + 1jN) =  u(N) + 
y(N) + N x^(N jN   1) + NP (1jN)(HN 1)T
y(N) Hx^(N jN   1) (3.56)
Substitute x^(N + 1jN)   x(N + 1) = N x^(1jN) from Equation (3.8)
into Equation (3.15) to give














and corresponding to Equation (3.18) the covariance matrix








Using Equation (3.18), Equation (3.58) becomes
P (N + 1jN) = NP (1jN)(N)T (3.59)
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Substituting Equation (3.59) into Equations (3.55), (3.56), (3.31) and (3.54)
gives the Kalman lter Equations (3.44) to (3.47) respectively. From the
above derivation of nth order connection, we could know that the ARMAX
lter is equivalent to the Kalman lter if the GT parameters p and q in
the ARMAX lter design are chosen as 2 and 1 respectively to model
Gaussian noise.
Stability Analysis
Equations (3.16) and (3.9) give y(N) = z(N)   Hx(N), and the ARMAX
lter can be obtained from the Kalman lter by replacing y(N) with z(N)+
Hx(N). The algorithm of ARMAX lter is given alternatively below.
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ARMAX Filter
x^(N jN) = x^(N jN   1) +
Kf (N)[z(N) + x(N) Hx^(N jN   1)] (3.60)
x^(N + 1jN) =  u(N) + 
y(N) + x^(N jN   1) +
Kf (N)[z(N) + x(N) Hx^(N jN   1)] (3.61)
P (N + 1jN) = P (N jN   1)T  
Kf (N)(1 +HP (N jN   1)HT )(Kf (N))T (3.62)
y^(N jN) = Hx^(N jN) (3.63)
where
Kf (N) = P (N jN   1)HT (1 +HP (N jN   1)HT ) 1 (3.64)
For simplicity, consider the ARMAXmodel of Equation 3.1 withA(q 1) =
1 + aq 1, B(q 1) = bq 1 and C(q 1) = 1 + cq 1.
At steady-state, Equation 3.62 gives
p(1) = c2p(1)  c
2p(1)
1 + p(1)
p(1) = 0 or c2   1
Since p(1) is the variance, p(1)  0. Because c < 1, c2  1 < 0, hence
this solution is rejected. Substitute p(1) = 0 into Equation 3.64 gives
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Kf (1) = 0. At steady-state Equation 3.60, 3.61 and 3.63 gives
y^(N + 1) =  cy^(N) + (c  a)y(N) + bu(N)
At steady-state the ARMAX lter is exactly the same as the Kalman lter.
The stability issues of AMRAMX lter is equivalent to that of Kalman lter
which is well studied. For jcj < 1, the system is stable.
3.4.2 Example 2: Variance
In this example, the ARMAX lter is designed for the ARMAX process
with t3 noise. According to Figure 3.1, to model the t3 noise, the GT
parameters are p = 2, q = 1.5 and  = 0:1
p
2 as shown in Table 3.1.
Simulation
We conducted 1000 simulation runs using the ARMAX lter (Equations
3.19 to 3.22) and Kalman lter (Equations 3.27 to 3.30). The results are
shown in Figure 3.2 where the mean value for the 1000 runs is given by
the white curve. The mean and variance at N = 1, 5, : : :, 20 are tabulated
in Table 3.2 under the Column \Eq. (3.19) to (3.22)" and \Eq. (3.27) to
(3.30)". The result of solving Equation (3.12) numerically for x^(1jN) and
then y^(N jN) from Equation (3.22) is also given under the Column \Eq.
(3.12) and (3.22)". Figure 3.2 and Table 3.2 show clearly that the variance
from the Kalman lter is larger than the ARMAX lter. The Kalman
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lter assumes Gaussian and not t3 noise. This example shows that the GT
parameters in the ARMAX lter can be chosen gainfully to give smaller
variance.








(a) ARMAX lter output y^(N).








(b) Kalman lter output y^(N).
Figure 3.2: Simulation results of Example 2.
Table 3.2: Mean and Variance of y^(N) in Figure 3.2
ARMAX Filter Kalman Filter
Eq. (3.12) and (3.22) Eq. (3.19) to (3.22) Eq. (3.67) Eq. (3.27) to (3.30) Eq. (3.71)





















1 0.00 3.062 0.00 1.460 1.500 0.00 3.062 3.000
5 0.34 0.268 0.34 0.190 0.188 0.34 0.399 0.377
10 0.61 0.051 0.61 0.049 0.049 0.61 0.102 0.097
15 0.77 0.016 0.77 0.015 0.016 0.77 0.032 0.031
20 0.86 0.006 0.86 0.005 0.005 0.86 0.011 0.011
IF Analysis: ARMAX Filter
The IF can be used to derive an equation to calculate the variance in Table























































and since " is
assumed to be a zero mean independent random variable,R +1
 1 "(j)"(k)=((0:03 + "(j)
2)(0:03+ "(k)2))g(")d" = 0 for j 6= k. From
Equation (3.15) x^(1jN) is zero-mean as "(k) is zero-mean and since x(N)
is not a function of the random variable ", Equation (3.22) gives
var y^(N jN) = c2(N 1)var x^(1jN) (3.66)
Substituting Equation (3.65) into Equation (3.66) gives




Equation (3.67) is used to calculate the variance in the Column \Eq.
(3.67)" and Table 3.2 shows that it is close to the values obtained from
simulation in Column \Eq. (3.19) to (3.22)". The table also show that for
N  10, the variances in the Columns \Eq. (3.67)" and \Eq. (3.19) to
(3.22)" from IF approximation are close to the variance in Column \Eq.
(3.12) and (3.22)" obtained by solving Equation (3.12) numerically without
approximation.
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IF Analysis: Kalman Filter
Although the Kalman lter assumes Gaussian noise, the IF can also be used
to derive an equation to calculate the variance of the Kalman lter when
the actual noise is t3. Example 1 shows that the ARMAX lter designed

























 1 "(j)"(k)g(")d" = 0 for j 6= k and g(") is the GT probability
density function of Equation (3.2) with p = 2, q = 1:5 and  = 0:1
p
2 to
model the actual t3 noise. This gives









. Using Equation (3.4.2)




Equation (3.71) is used to calculate the variance in the Column \Eq.
(3.71)" of Table 3.2. It is clear that it matched the variance from the
simulation in the Column \Eq. (3.27) to (3.30)".
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3.4.3 Example 3: Outlier
This example shows how the IF can be used to calculate the ARMAX and
Kalman lter output in the presence of an outlier.
Simulation
Consider the ARMAX process in Example 3 of Table 3.1. It has an outlier




("1); k = k1
f(") k 6= k1
(3.72)
where ("1) is an impulse at "1 to model the outlier of "1 at the sample
k = k1. The ARMAX lter is design with p = 2, q = 1.5 and  = 0:1
p
2
to model the t3 noise. Unlike Example 2, here f(") 6= g("). The output
y^(N) of the ARMAX lter (Equations 3.19 to 3.22) and Kalman lter
(Equations 3.27 to 3.30) are shown in Figures 3.3 and 3.4 respectively. The
mean value of the 1000 runs is given by the white curve. It is clear that
the Kalman lter output is greatly aected by the outlier at k = 2 unlike
the ARMAX lter. It is known that a single outlier can spoil the statistical
analysis completely for the case of least-squares estimation [26] including
the Kalman lter [59].
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Figure 3.3: ARMAX lter output y^(N).












Figure 3.4: Kalman lter output y^(N).
IF Analysis
Equation (3.25) can be used to draw the white or mean curves in Figures




























; N  k1
(3.73)
Note that the second term in the square bracket of Equation (3.73) is zero













; N  k1
(3.74)
From Equation (3.22),












+ x(N); N  k1 (3.75)
Note that according to Figure 3.1, the t3 and Gaussian distribution are
modeled by setting q = 1.5 and q = 1 respectively. So the white curve in

















f(")d" = 300. The white curve in Figure 3.4 is obtained
by substituting q = 1 into Equation (3.75) to give
y^(N jN) = ( c)
N+k1 2(1  c2)
1  c2N "1 + x(N); N  k1
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3.4.4 Example 4: Liquid Level Estimation
Experiment
Consider the liquid-level estimation problem commonly encountered in
chemical processes in the coupled tank of Figure 3.5. The transfer function
between the liquid level in Tank 1, y(k), and the control voltage, u(k), at
sampling interval of 1 second is given as
y(k) =
0:037q 1
1  0:987q 1u(k) + "(k) (3.76)
The polynomials A, B and C in the ARMAX model can be obtained by
comparing Equations (3.76) and (3.1) and is given in Table 3.1 under Col-
umn \Example 4".
Figure 3.5: Photo of the coupled-tank.
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Experiment
One thousand measurements of the liquid level y(k) were collected as shown
in Figure 3.6 when the control voltage u(k) was held constant at 2V . The
histogram of the measurements y(k) after subtracting the mean are plotted
in Figure 3.7 and is considered as the noise, "(k), distribution.



















Figure 3.6: Measurement y(N) for the liquid level estimation experiment.
The maximum likelihood criterion can be used to nd the parameters
of the GT probability density function. In this example we xed p = 2 and
then use the maximum likelihood criterion to nd the other parameters q
and  of the GT probability density function f(") of Equation (3.2) by
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This gives q = 3.433,  = 0.1636 and the resultant GT distribution is
superimposed on the distribution in Figure 3.7. Using maximum likelihood,
a Gaussian distribution was also tted to the histogram. It is evident in
Figure 3.7 that the GT distribution gives a better t. In this example,
p was not obtained by maximizing the objective function Jf but simply
chosen as 2 gives an indication that the results do not depend critically on
the value of p. The papers [7, 60] give further detailed discussion on the
choice and determination of p, q and .












Figure 3.7: The maximum likelihood criterion was used to t a GT dis-
tribution (solid-line) and Gaussian distribution (dashed-line) to the noise
distribution.
With the control voltage u(k) = 2V, we estimated the liquid level
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y(k) for 10 samples using the ARMAX lter (Equations 3.19 to 3.22) and
Kalman lter (Equations 3.27 to 3.30). This was repeated 100 times. The
results are shown in Figures 3.8 and 3.9 and the variances are tabulated
in Table 3.3 in the rows labeled as \Experimental Value". Figures 3.8 and
3.9 and Table 3.3 show that the variance from the ARMAX lter is about
10% smaller than the Kalman lter. This example shows that the GT
parameters in the ARMAX lter can be chosen gainfully to give smaller
variance.
Table 3.3: Variance (10 3) of y^(N) in Figures 3.8 and 3.9.
N 1 2 3 4 5 6 7 8 9 10
ARMAX Filter Experimental Value 17.7 8.2 4.8 4.1 3.1 2.5 2.2 1.8 1.7 1.5
(Figure 3.8) Equation (3.79) 16.8 8.3 5.5 4.0 3.2 2.6 2.2 1.9 1.7 1.5
Kalman Filter Experimental Value 20.0 9.6 5.8 4.9 3.6 3.1 2.6 2.2 1.9 1.7
(Figure 3.9) Eqn (3.83) 18.7 9.2 6.1 4.5 3.6 2.9 2.5 2.1 1.9 1.7
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Figure 3.8: ARMAX lter estimate y^(N).

















Figure 3.9: Kalman lter estimate y^(N).
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IF analysis for ARMAX Filter
The IF can be used to derive an equation to calculate the variance in Table
















































g(")d" = 0:963 and
since " is assumed to be a zero mean independent random variable,R +1
 1 "(j)"(k)=((0:0919 + "(j)
2)(0:0919 + "(k)2))g(")d" = 0 for j 6= k. From
Equation (3.15) x^(1jN) is zero-mean as "(k) is zero-mean and since x(N)
is not a function of the random variable ", Equation (3.22) gives
var y^(N jN) = c2(N 1)var x^(1jN) (3.78)
Substituting Equation (3.77) into Equation (3.78) gives
var y^(N jN) = 0:0168c
2(N 1)   c2N
1  c2N (3.79)
Equation (3.79) is used to calculate the variance in Row \Equation (3.79)"
of Table 3. It is close to the experimental values given in the row just
above.
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IF analysis for Kalman Filter
Although the Kalman lter assumes Gaussian noise, the IF can also be
used to derive an equation to calculate the variance of the Kalman lter
when the actual noise is not Gaussian. Example 1 shows that the ARMAX

























 1 "(j)"(k)g(")d" = 0 for j 6= k and g(") is the GT probability
density function of Equation (3.2) with p = 2, q = 3:433 and  = 0:1636
to model the noise. This gives






2g(")d" = 0:0189. Using Equation (3.78)
var y^(kjN) = c2(N 1)var x^(1jN) = 0:0189c
2(N 1)   c2N
1  c2N (3.83)
Equation (3.83) is used to calculate the variance in Row \Equation
(3.83)" of Table 3.3. It is close to the experimental values given in the row
just above.
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The values in Table 3.3 show that the variance of the estimate from the
ARMAX lter is about 10% smaller than the one from Kalman lter. If
the noise is non-Gaussian and can be modeled by the GT distribution then
the ARMAX lter with GT noise model can produce more an accurate
estimate of the process output y(k) because of the more accurate noise
model. The ARMAX lter can be used gainfully in control systems. For
example in adaptive control, the process output y(k) is fed back to the
adaptive controller which make use of the information to adapt itself to
meet performance criteria. The more accurate estimate of y(k) from the
ARMAX lter can then be used gainfully by the same adaptive controller
to enhance performance.
Outlier Analysis
While collecting the measurements for example 4, an outlier was observed
and this set of data shown in Figure 3.10 was taken out for further analysis.
The occurrence of an outlier is clearly not restricted to liquid level measure-
ments but can also be expected in measurements of all sorts, for instance,
temperature and pressure measurements common in chemical engineering.
Although the mean estimate for the ARMAX lter and the Kalman lter
are both 6.1 cm as shown in Figures 3.8 and 3.9, it took only one outlier
at N = 2 in Figure 3.10 to cause the estimate from the Kalman lter to
deviate from 6.1 to 6.6 cm, and not returning to 6.1 cm even at N = 10.
94
On the other hand, the ARMAX lter estimate was hardly aected by the
outlier.
Figure 3.10: Outlier analysis. (x) measurement; (|)ARMAX lter esti-
mate; (- - -) Kalman lter estimate.
3.5 Conclusion
The IF is employed to give an approximate solution to the maximum like-
lihood estimation problem in the ARMAX lter. The solution is recursive
making it suitable for on-line and real-time implementation. We also used
the IF to analyze the output of the lter designed with the GT noise model
instead of the usual Gaussian noise model. Equations derived are useful
in determining the variance of the estimates and the impact of outliers. If
the noise is modeled by the Gaussian distribution then the proposed lter
reduces to the Kalman lter. Otherwise the GT distribution has the extra
degree of freedom to model non-Gaussian noise. If we do not know the
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distribution of the noise then one can use the Kalman lter but if there is
information then it can be used gainfully in the GT distribution framework




with ARMAX and Kalman
Filter
4.1 Introduction
The advantage of ARMAX lter with non-Gaussian noise compared to
Kalman lter is discussed in the previous chapter with open-loop systems.
In this chapter, several simulation case studies with ARMAX lter and
MPC controller are presented to show the application of the ARMAX lter
in the closed-loop control system. The estimates of ARMAX lter and
Kalman lter will be compared to show that ARMAX lter is more suitable
than Kalman lter when the measurement noise is non-Gaussian noise.
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4.2 MPC Examples
Consider the 3rd order single-input single-output ARMAX model Equation
(3.1) with the sampling time of 1 second. The plant could be transferred
into the state space form as in Equation (3.6) and (3.7). For convenience,
Equation (3.6) and (3.7) are restated below
x(N + 1) = x(N) +  u(N) + 
y(N)
y(N) = Hx(N) + "(N)
ARMAX lter algorithm mentioned in Chapter 3 did not give the equa-
tion to obtain x^(N jN), but we can derive the equation for x^(N jN) from
Equations (3.19) to (3.22) to give
x^(N jN) = N 1x^(1jN) + x(N)
The parameters of the ARMAX model and ARMAX lter used in this
Chapter is shown as following:
Figure 4.1: Block diagram of the closed-loop system.
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Table 4.1: Parameters for ARMAX models and ARMAX lters in Exam-
ples 4.2.1 and 4.2.2
A 1 + a1q
 1 + a2q 2 + a3q 3
a1 =  1; a2 = 0:25; a3 = 0:25
ARMAX B b1q
 1 + b2q 2 + b3q 3
Model b1 = b2 = b3 = 0:125
C 1 + c1q
 1 + c2q 2 + c3q 3
c1 =  1; c2 = 0:21; c3 = 0:21
f(") t3(0; 0:1)

24 c1 1 0 c2 0 1
 c3 0 0
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H [1 0 0]
ARMAX
Filter
  [b1; b2; b3]
T







The closed-loop system with MPC controller and lter is built as shown
in Figure 4.1. The state feedback control law is
u(k) = K1w  K2x^(k) K3u(k   1)
where w = 1 is the setpoint, x^(k) = [y(k) y(k)]T is the estimate of the
lter. The control horizon of MPC is chosen as N = 5, the weighting
parameters ratio of state and input signal is chosen as  = 0:01. The MPC
control gain is obtained asK1 = 3:0981; K2 = [2:6004 3:2250 1:9993]; K3 =
0:9014 using the method mentioned in the MPC book [11].
In this section, our estimator is put on a scheme where the estimate
output is used for a Model Predictive controller, the result of ARMAX
lter is then compared to the Kalman lter to show the advantage of using
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ARMAX lter in control scheme.
The parameters of the ARMAX model and ARMAX lter are shown
in Table 4.1. The parameters , H,   and 
 depend on A, B and C of
the ARMAX model and the parameters p = 2, q = 1:5 and  = 0:1
p
2 are
chosen according to Figure 3.1 to give f(") of Equation 3.2. 1000 simulation
runs were conducted in the following two examples to give the variance of
the estimate. The simulation is started with P (1j0) = 1000I and x^(1j0) is
zero or the null vector. Comparison with the Kalman lter is made in both
examples.
4.2.1 Outlier
The distribution f(") used for the lter design need not to be the same
as the distribution of the actual noise g("). Consider the ARMAX process
in Table 4.1. It has an outlier of "1 =  1 at k = k1 = 3. Here g(") will
be dierent at each sample k and is given as Equation (3.72). The output
y^(N) of the ARMAX lter and Kalman lter are shown in Figures 4.2 and
3.4 respectively. The mean value of the 1000 runs is given by the white
curve. It is clear that the Kalman lter output is aected by the outlier at
k = 3 unlike the ARMAX lter.
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(a) y^(N) with ARMAX Filter












(b) y^(N) with Kalman Filter














(c) u(N) with ARMAX Filter














(d) u(N) with Kalman Filter
Figure 4.2: Silumation results of MPC Outlier Example.
It can easily be seen in Figure 4.2 that ARMAX lter is robust to
outliers, hence, it gives much smoother estimates than the Kalman lter's
estimates (see Figure 4.2a and 4.2b). When the ARMAX Filter is the
observer, the non-Gaussian noise eect on the estimate of the output could
be reduced. The numerical analysis is also given in Table 4.2. Furthermore,
the smoother estimates also result in smoother control signal as can be seen
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in Figure 4.2c and 4.2d.
Table 4.2: Mean and Variance of the simulation output in Figure 4.2
ARMAX Filter Kalman Filter
N Mean Var (10 3) Mean Var (10 3)
1 0.00 17.81 0.00 26.46
2 0.25 6.923 0.25 14.57
3 0.69 3.365 0.41 8.333
4 1.02 2.648 0.90 4.670
5 1.10 0.636 1.09 1.153
6 1.02 0.248 1.06 0.451
7 0.96 0.149 0.96 0.247
8 0.99 0.056 0.97 0.101
9 1.01 0.043 1.00 0.060
10 1.01 0.026 1.01 0.034
11 1.00 0.026 1.00 0.029
12 1.00 0.024 1.00 0.025
13 1.00 0.024 1.00 0.025
14 1.00 0.023 1.00 0.023
15 1.00 0.022 1.00 0.023
From Table 4.2, we could see that the variances the ARMAX lter gives
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are smaller than the variances the Kalman lter gives. WhenN is small, the
dierences of the variances are quite large. For N = 1 to 8, the variances
of the Kalman lter is around twice the ones of the ARMAX lter. As
N keeps increasing and the system reaches steady state, the dierences
of the variances become very small and neglectable. The ARMAX lter
produces smaller variances during transient state, hence more precise than
the Kalman lter. Moreover, the smaller divergence of control signal in
GT estimator shown in Figure 4.2 can be critical in some systems where
control signal is limited in a specic range.
According to Eq. (3.25), one can get



























for the mean of the simulation estimate, which is the white line shown in Figure
4.2a. For Kalman lter, substituting p = 2; q =1 into Equation (3.25) gives
y^(N jN) = (HN 1)P (N)(Hk1 1)T  "1
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+Hx(N)




We conducted 1000 simulation runs using the ARMAX lter and Kalman lter.
In this example, g(") = f("). The results are shown in Figure 4.3 and the mean
and variance at each sample are tabulated in Table 4.3. Figure 4.3 and Table
4.3 show clearly that the variance from the ARMAX lter is smaller than the
Kalman lter. This is expected since the Kalman lter is optimized for the
Gaussian noise, not t3 noise whereas the ARMAX lter is optimized for the t3
noise through the choice of p, q and  of the GT distribution.
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Table 4.3: Mean and Variance of the simulation output in Figure 4.3
ARMAX Filter Kalman Filter
N Mean Var (10 3) Mean Var (10 3)
1 0.00 17.81 0.00 26.46
2 0.25 6.923 0.25 14.57
3 0.71 4.565 0.71 8.392
4 1.02 2.900 1.03 4.682
5 1.09 0.635 1.09 1.153
6 1.00 0.290 1.00 0.453
7 0.97 0.149 0.97 0.247
8 0.99 0.064 0.99 0.101
9 1.01 0.043 1.01 0.060
10 1.00 0.027 1.00 0.034
11 1.00 0.026 1.00 0.029
12 1.00 0.024 1.00 0.025
13 1.00 0.024 1.00 0.025
14 1.00 0.023 1.00 0.023
15 1.00 0.022 1.00 0.023
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(a) y^(N) with ARMAX Filter












(b) y^(N) with Kalman Filter














(c) u(N) with ARMAX Filter














(d) u(N) with Kalman Filter
Figure 4.3: Simulation results of MPC Variance Example.
The mean value of the 1000 runs is given by the white curve. In Figure 4.3
we can see that ARMAX lter gives much smoother estimates than the Kalman
lter's estimates (see Figure 4.3a and 4.3b). When the ARMAX Filter is the
observer, the non-Gaussian noise eect on the estimate of the output could be
reduced. The numerical analysis is also given in Table 4.3. Furthermore, the
smoother estimates also result smoother control signal as can be seen in Figure
4.3c and 4.3d. The variance of the one thousand runs of ARMAX lter is much
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smaller than Kalman lter. It is obvious that ARMAX lter produces a smaller
variance.
According to Equation (3.25), one can get y^(N jN) = Hx(N) for the mean
of the simulation estimate, which is the white line shown in Figure 4.3a.
4.3 Conclusion
In this chapter, while employing the MPC controller for the 3rd order plant
closed-loop system, the performances of ARMAX lter and Kalman lter are
compared with t3 noise. The variance of ARMAX lter is smaller and smoother
than Kalman lter. With the outlier, the ARMAX lter is more robust and gives
less overshoot, oscillation, and settling time performance. Therefore, ARMAX
lter is optimized to reduce the non-Gaussian noise eect. The non-Gaussian
ltering technique can also be extended to other control method. ARMAX lter
is designed for measurement estimation when non-Gaussian noise is presented.
With ARMAX lter, the feedback control methods could use more accurate





MPC and Standard MPC
MMPC has been motivated as a strategy to reduced real-time computational
load carried out by the controller in solving a nite-time constrained optimisa-
tion problem online. Experiments were carried out to compare the computational
load of MMPC and SMPC on a multizone thermal processing equipment com-
monly used in semiconductor manufacturing. This chapter provides one of the
rst experimental verication of the computational load reduction property of
MMPC. The results show that MMPC has computational advantage over the
SMPC, for large horizon and when constraints are present.
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5.1 Introduction
The operating principle of Model Predictive Control (MPC) is to solve a nite-
time constrained optimization problem on-line, in real-time, in order to decide
how to update the control inputs at the next update instant. This results in de-
manding on-line computational load and can be a limiting factor when applying
MPC to complex systems with fast dynamics or to embedded applications where
computational resources are limited.
As a strategy to reduce computational complexity of MPC, Multiplexed
Model Predictive Control (MMPC) has been proposed , and stability results
for MMPC have also been established[45]. A robust version of MMPC which
ensure satisfaction of hard constraints in the presence of unknown but bounded
disturbances is also available[37].
Figure 5.1: Patterns of input moves for Standard MPC (solid), and for
the Multiplexed MPC (dashed).
Standard MPC (SMPC)updates all the control signals simultaneously. How-
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ever, MMPC only updates one control signal at a time (see Figure 5.1). The
main idea of MMPC is to partition the entire system into smaller subsystems,
solve each subsystem sequentially, and update subsystem controls as soon as the
solution becomes available. This is in contrast to SMPC which solves the entire
optimisation problem in one go.
An estimate of the computational complexity of SMPC (or quadratic pro-
gramming) is O((mNu)3), where m is the number of control inputs and Nu the
control horizon, i.e., the computational complexity increases as a cubic function
of the total number of decision variables (m Nu). In Multiplexed MPC, only
one control is updated at a time and the process is repeated sequentially, the
computational complexity of MMPC is roughly mO(N3u). In other words, for
each control move, MMPC solves a smaller optimisation problem, and resulting
in reduced computational complexity and hence computational load.
It has been shown, through simulation, that MMPC has a lower computa-
tional load than SMPC. In particular, a spring-mass and an aircraft collision
avoidance examples were simulated in [37] and [74] respectively. In addition, the
disturbance rejection performances of MMPC and SMPC have been compared
on a multi-zone semiconductor wafer thermal processing application [36, 75].
However, in practical applications, the real measurement of the computational
load contains necessary overheads. Hence, experiments are needed necessarily to
support the computational advantage of MMPC. This chapter provides one of
the rst experimental verication of the computational load reduction property
of MMPC on the multi-zone semiconductor wafer thermal processing application.
110
In this chapter, the MMPC and SMPC were designed to give similar closed-
loop performance. Their online computational load were compared. Experimen-
tal results showed that MMPC has computational advantage over the SMPC,
for large horizon and when constraints are present. Performance depends on
resources. MMPC can give the same performance with less computational re-
source.
The chapter is organised as follows: section 5.2 and section 5.3 describe the
experimental setup and controller design respectively. In section 5.4, experimen-
tal results are presented to show the closed-loop performance of MMPC and
SMPC for dierent horizons and the corresponding computation load. Conclu-
sion is given in section 5.5.
5.2 The Experimental Setup
The multi-zone thermal system in Figure 2.3 was used in the experiment. It was
congured into three zones, numbered from center to edge, 1, 2, and 3 respec-
tively. Each of the three zones had a heater driven by the controllers. Each zone
had a resistance temperature detector embedded within. These resistance tem-
perature detectors measured temperatures of their respective zones at sampling
interval of 1.2 second for SMPC and 0.4 second for MMPC. SMPC updates all
control signals simultaneously every 1.2 second. MMPC only updates one con-
trol signal every 0.4 second so that in 1.2 second, for both controllers, the control
signals for the three zones get one update (see Figure 5.1).
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The physical model of a multi-zone bake-plate has been derived in [39, 76].
For our 3-zone bakeplate, it can be modelled in the state-space form
_z = Acz +Bcu (5.1)
where
z = [1 2 3]
T
u = [u1 u2 u3]
T
with i and ui; i = 1; 2; 3 denote the temperatures and heater input to zone i
respectively.
From identication experiments, the model was estimated. As mentioned













In addition, the impulse response of the temperature disturbance when a
cold wafer was placed on the bake-plate was determined experimentally as
D(s) =

  2:5s(10s+1)   2:0s(10s+1)   2:0s(10s+1)
T
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Figure 5.2 shows that the impulse response of the temperature disturbance
simulated using the estimated model above matches the one we obtained by
experiment.




















Figure 5.2: Zone 1 Disturbance impulse response of experiment and esti-
mated model respectively.
The room temperature was 25C and the experiments were conducted at a
set-point of 90C. In the baking experiment, a wafer at room temperature was
placed on the bake-plate. In response to the cold wafer, the temperature of
the bake-plate dropped and then recovered because of closed-loop control. The
constraints on the control signals were 1.0, 0.8 and 1.2 for zones 1, 2, and 3
respectively.
MATLAB R12 was used to solve the quadratic programming problems. The
113
computer system used was Microsoft Windows 2000 with 192MB RAM. LabVIEW
version 6 was used for data acquisition.
5.3 Controller Design
Given the continuous-time model of Equation (5.1), a discrete-time model, with
discretization interval of h seconds, suitable for digital control design can be
obtained as
zk+1 = Adzk +Bduk






eAcBc d; and Cd = I
The MMPC design have been described elsewhere [36, 75]. In this section, we
only described the key ideas and the equations necessary for the implementation
on the bake-plate.
For MPC design, it is convenient to express the model (Equation (5.2)) with
an incremental input, u, and one possibility is given in chapter 2 previously,
restate here for convenience
xk+1 = Axk +Buk






3775 ; A =
2664 Ad 0
CdAd I









3775 ; C =  0 Cd 
The main idea of MMPC is to partition the entire system into smaller subsys-
tems, solve each subsystem sequentially, and update subsystem controls as soon
as the solution becomes available. For MMPC design, the 3-input bakeplate is
represented as a linear periodic system with one input
xk+1 = Axk +B(k)~uk (5.4)
where (k) is the indexing function dened as
(k) = (k mod 3) + 1:
and B(k) and ~uk = u(k);k denote the corresponding column of the B matrix
and incremental heater input respectively.
Let N = (Nu   1)m+ 1 where Nu is the control horizon, which denotes the
number of control moves to be optimized per input channel of the original system
(5.4). Thus, the Multiplexed MPC solves the following nite-time constrained
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linear periodic control problem





wrt ~uk+ijk; (i = 0;m; 2m; : : : ; N   1)
s:t: ~uk+ijk 2 U; (i = 0; 1; : : : ; N   1)
xk+ijk 2 X; 8i 2 f1; : : : ; Ng
xk+N+1jk 2 XI(K(k))
xk+1jk = Axkjk +B(k)~ukjk
~uk+ijk = ~uk+ijk 1; 8i 6= jm
where q = qT > 0, r = rT  0 and F (xk+N jk) is a suitably chosen terminal cost.
X and U are compact polyhedral sets containing the origin in their interior.
XI(K(k)) denotes the sets in which none of the constraints is active, and which
is the maximum positively invariant set[77] for the linear periodic system (5.4),
when a stabilizing linear periodic feedback controller K(k) is applied, namely
xk 2 XI(K(k))) K(k) 2 U and
(A+B(k)K(k))xk 2 XI(K(k))
where XI(K(k))  X.
5.4 Experimental Results
The experiments were done by tuning the performances of SMPC and MMPC
to be about the same, and then recording the computational times needed to
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Figure 5.3: Plot of MMPC and SMPC maximum computational time v.s.
control horizon by experiment.
solve the optimization problems. LabView was used to carry out the bake-
plate experiment. Inside LabView, MatLab scripts were used to calculate the
control law. The MatLab command `tic' and `toc' were used to obtain the
computational times that calculate the next control signals. Command `tic'
starts a stopwatch timer to measure performance. The function records the
internal time at execution of the `tic' command, and displays the elapsed time
with the `toc' function. As for SMPC, it updates three-zone inputs for one
sampling time (1.2s). While for MMPC, it updates only one-zone input for
one sampling time (0.4s). For fair comparison, we compare the computational
times SMPC and MMPC used to update all three-zone inputs. Figure 5.3 shows
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the comparison of the maximum computational time of SMPC and MMPC with
dierent control horizon. We consider the maximum computational time because
control calculation must be completed before the next sampling instance for real-
time control. These data were extracted from Figure 5.4, 5.5 and 5.6 which show
the output signals, control signals and computational times of MMPC (dashed
line) and SMPC (solid line) with dierent Nu values. For example, the maximum
computational time for MMPC with Nu = 25 is given by the peak in Fig 5.6g
as 0.4s.
Figure 5.4: Comparison of the computational time of MMPC (dashed)
and SMPC (solid) with similar performance, Nu = 5.
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Figure 5.5: Comparison of the computational time of MMPC (dashed)
and SMPC (solid) with similar performance, Nu = 20.
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Figure 5.6: Comparison of the computational time of MMPC (dashed)
and SMPC (solid) with similar performance, Nu = 25.
Recall that the computational complexity of solving SMPC problem, being
O((m  Nu)3), is related to the number of decision variables of the resulting
optimisation problem. For a m-zone semiconductor wafer thermal processing
application, using SMPC with horizon Nu, one would have to solve a QP of
mNu decision variables at every updating interval. Whereas in MMPC, a QP
of only 1  Nu decision variables needs to be solved at each updating interval
and m updates are needed to cycle through the m zones. The computational
complexity for MMPC is roughly mO(N3u).
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From Figure 5.3, for Nu = 25, the computational time for MMPC to update
3 zones is about 0.4s. This is the time needed to solve 3 QPs, each having
25 decision variable. Hence, to update 9 zones using MMPC would require
(9=3)  0:4 = 1:2s which, according to Figure 5.3, is roughly the time SMPC
took to update only 3 zones. Similarly, for Nu = 20, the computational time for
MMPC to update 3 zones is about 0.3s, and hence to update 7 zones would be
(7=3)0:3 = 0:7s which is roughly the time SMPC took to update only 3 zones.
For Nu = 5, the computational time of MMPC is comparable to that of the
SMPC. We hypothesize that this is due to overheads in the QP solver for short
horizon, such as set-up time, which dominate the solution time for small problems
and therefore penalise the more frequent optimisation calls of MMPC. However,
as the horizon length increases, the computation time becomes dominated by
the actual solution process and MMPC scales more favorably than SMPC.
The experimental results showed that MMPC has computational advantage
over the SMPC, for large horizon and when constraints are presence. Thus, the
MMPC algorithm can be applied to multizone bakeplate system and its property
of reduced online computational time has the potential to make MPC scalable to
multi-zone (when m large) bakeplate system. For example, the state of the art
bakeplate has 49 zones [40]. Using Standard MPC with horizon Nu = 25, one
would have to solve a QP of 49 25 = 1225 decision variables at every updating
interval. The computational complexity is roughly O(493  253). Whereas in
MMPC, a QP of only 1  25 decision variables needs to be solved at each up-
dating interval and 49 updates are needed to cycle through the three zones. The
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computational complexity for MMPC is roughly 49O(253).
5.5 Conclusion
The experimental results show that MMPC has computational advantage over
the SMPC, for large horizon and when constraints are presence. Thus, the
MMPC algorithm can be applied to multizone bakeplate system and its property
of reduced online computational time has the potential to make MPC scalable
to multi-zone (large m) bakeplate system.
It is well-known that faster sampling increases computational load but gives
better performance [75]. The Multiplexed MPC (MMPC) is expected to be
of practical benet because it oers reduced computational complexity. This
would allow controllers to run at a higher update rate. For some plants this
may lead to improved control, as a result of the controller being able to react
to disturbances more quickly, despite suboptimal solutions being obtained [45].
We have veried experimentally that MMPC has the computational advantage
compared with SMPC while they give almost the same performance. This means
that to achieve the same performance, MMPC requires less powerful controller
compared with SMPC. To compare performances fairly, the controller for MMPC
should be made as powerful as the one for SMPC. Since MMPC could give the
same performance with a less powerful controller, as the controller become as
powerful as the one for SMPC, MMPC should give better performance than
SMPC.
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For a given budget, expenditure on computing power would be at the expense
of other competing resources and trade-o between the various requirements
are necessary. Performance depends on resources. MMPC can give the same
performance with less computational resource. The saving in computational
load made possible by MMPC can be gainfully used to improve performance or
to meet other implementation requirements, or to reduce budget.
123
Chapter 6
Conclusion and Future Works
In this thesis we have proposed uniformity MPC to achieve the zone-to-zone
tracking output trajectories uniformity. Compared to the SMPC, UMPC could
achieve good and robust output uniformity. Moreover, most of the MPC control
designs use Kalman lter to lter the measurement noise which is assumed to
be Gaussian distributed. This might be a limitation in the case of non-Gaussian
noise. We proposed the ARMAX lter with GT noise model to better handle the
non-Gaussian noise eect. Besides the mentioned areas, the computational load
is also a problem when applying the MPC designs to industrial applications.
MMPC has been proposed to reduce the computational load, but the studies
were on theory and simulations. In this thesis, we experimentally validate the
computational advantage of MMPC.
Uniformity MPC was proposed to achieve good output performance unifor-
mity in chapter 2. The design of UMPC is to reformulate the cost function of
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SMPC. Bake-plate experiments were conducted to verify the uniformity proper-
ty of UMPC and compared with SMPC. UMPC could achieve good performance
uniformity by simply increasing the uniformity weighting parameters. The ro-
bustness property was tested by setting dierent modeling errors. The experi-
mental results show that UMPC maintains its uniformity advantage compared
to SMPC when the plant model is not accurately identied. For semiconductor
manufacturing, the temperature uniformity is important during the baking pro-
cesses. UMPC could be applied to the baking processes as it has temperature
uniformity advantage compared to SMPC.
In chapter 3, we used IF to analyze the estimate from the state estimator
designed with the GT noise model instead of the usual Gaussian noise model.
The analysis is extended to the case where the estimator designed with proba-
bility density function f(") is applied to noise with dierent probability density
function gk(") at dierent sampling instance, k, to provide a framework for anal-
ysis of outliers. Equations derived are useful in determining the variance of the
estimates and the impact of outliers. If the noise is modeled by the Gaussian
distribution then the proposed estimator reduces to the least-square estimator.
Otherwise, the GT distribution has the extra degree of freedom to model non-
Gaussian noise. If we do not know the distribution of the noise then one can use
the least-squares estimator. However, if there is information on the distribution
then it can be used gainfully in the GT distribution framework to model non-
Gaussian noise giving rise to a smaller variance for the estimates and robustness
to outliers.
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In chapter 4, we used the Generalized-T distribution to model the noise
instead of using the Gaussian distribution in the MPC control system. When
the ARMAX lter is used, the non-Gaussian noise eect on the estimate of the
output could be reduced.
In chapter 5, the computational advantage of MMPC was veried by experi-
ments. The experimental results show that MMPC has computational advantage
over the SMPC, for large horizon and when constraints are presence. The MM-
PC property of reduced online computational time has the potential to make
MPC suitable to multi-zone (large m) bakeplate system. For a given budget,
expenditure on computing power would be at the expense of other competing
resources and trade-o between the various requirements are necessary. Perfor-
mance depends on resources. MMPC can give the same performance with less
computational resource. The saving in computational load made possible by
MMPC can be gainfully used to improve performance or to meet other imple-
mentation requirements, or to reduce budget.
In future work, several investigations are described as follows. The proposed
ARMAX lter uses the whole historical data of measurements to do the esti-
mation which is not ecient and meaningful for the real-time application. The
historical data of measurements long time ago is not meaningful to the current
control process and only the most recent measurement data should be concerned.
Moving horizon estimation could be employed to improve the lter. Other ad-
vantages of moving horizon estimation are robust against modelling error and
numerical error [78]. The estimator could be formulated as a maximum likeli-
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hood problem given the most recent N measurement samples instead of all the
measurements. Given the most recent Nmeasurements fykgTT N+1, the state es-
timation at time T , xT , could be estimated by minimizing the following moving





Likewise, the IF will be employed to give an approximate solution to the maxi-
mum likelihood estimation problem based on the most N recent measurements.
The recursive moving horizon maximum likelihood estimation algorithm could
make the ARMAX lter suitable for on-line and real-time implementation. In
the loss function of Equation 3.17, all data points are given the same weight. It
is common to reduce the inuence of old data. This can be done by using a loss








The forgetting factor, , is less than one and is a measure of how fast old data are
forgotten. Hence, this alternative approach to reduce the inuence of the old data
could also be studied in the future. Besides the computational comparison, the
output performances of MMPC and SMPC could also be compared by simulation
and experiment in the future study.
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Appendix A
Derivation of Equation (3.14)
By taking expectation, Equation (3.12) can be written as
Z +1
 1
 (e)f(")d" = 0 (A.1)
To study the change in x^(1) when the distribution changes from f(") to a new
distribution f1("), replace f(") in Equation (A.1) by (1  h)f(") + hf1(") where
0  h  1, giving
Z +1
 1
 (")((1  h)f(") + hf1("))d" = 0 (A.2)






































When h = 0, the associated probability density function of x^(1) is f(") and
the usual assumption of zero initial condition for the ARMAX transfer function
is made i.e. x(1) = 0. Let f1(") = (") an impulse function at " and Equation
















which is Equation (3.14).
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