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Abstract
Based on the local asymptotic normality (LAN) of the log-likelihood ratio statistic, we proposed some
distribution-free tests for examining simultaneously hypotheses about the conditional mean and the conditional
variancefunctionsintimeseriesmodels. Ourresultsareestablishedunderstationarityandergodicityconditions
with unspeciﬁed "innovation" densities under the null hypothesis as well as under the alternatives. First, we
establish the contiguity of a class of nonlinear autoregressive process of order d with ARCH errors (AR(d)-
ARCH(d)). Based on these results, an efﬁcient test for the non-parametric form of the mean and the variance
functions is then obtained and its asymptotic power is explicitly provided. Additionally, we discuss a Score
type statistic for testing hypotheses about the parameters appearing in the mean and the variance functions
when a part of them are nuisance parameters. Both the null and non-null limiting distributions of these tests
are also derived. Results are illustrated by some simulations.
AMS subject classiﬁcations: Primary 62G05, 62M20, secondary 60J15.
Keywords and phrases: ARCH processes, Contiguity, Ergodic processes, LAN, Local power, Martingale dif-
ference, Time series, Non linear processes.
1 Introduction
Most of the statistical analysis are concerned with models in which the observations are assumed to be inde-
pendent. However, a great deal of data in economics, engineering, and natural sciences occur in the form of
time series where observations are dependent. Here we consider the nonlinear time series model of order d
(d ¸ 1) deﬁned by the recursive scheme
Xi = mµ(Xi¡1) + ¾½(Xi¡1)²i; i ¸ d; (1)
where Xi¡1 = (Xi¡1;:::;Xi¡d), mµ and ¾½ are R-valued functions deﬁned on Rd and µ = (µ1;:::;µq)> 2
int(£1) and ½ = (½1;:::;½q)> 2 int(£2), with int(£1) ½ Rq and int(£2) ½ Rq denote respectively the
nonempty interior of £1 and £2 (the script > denotes the transpose of a vector or a matrix). Assume that the
model (1) is stationary and ergodic with ﬁnite second moment. The Xi’s have common stationary distribution
function F and the ²i’s have common continuous nonnegative Lebesgue density function f. We assume also
that the ²i’s form a martingale difference sequence such that ²i is Fi-measurable for each i ¸ d and
E (²ijFi¡1) = 0 a:s: and E
¡
²2
ijFi¡1
¢
= 1 a:s:; (2)
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1where Fi¡1 is the ¾-ﬁeld generated by Xi¡1.
The model (1) has been considered in several research areas as econometrics and control theory, with spe-
ciﬁc assumptions on the error distribution. The condition (2) guarantees that for x 2 Rd, E (XijXi¡1 = x) =
mµ(x). Thisquantitymaybeinterpretedasthepredictedvaluebasedonthepastinformation, whileVar(Xij Xi¡1 =
x) = ¾2
½(x) is the volatility function which measures the risk associated with this prediction.
The purpose of this paper is to develop efﬁcient nonparametric and parametric tests for testing simultane-
ously the mean and the variance functions in AR(d)-ARCH(d) models
H0 : (mµ;¾½) = (mµ0;¾½0) versus Hn
1 : (mµ;¾½) = (mµ0;¾½0) +
U
p
n
; (3)
and
~ H0 : º = º0 versus ~ Hn
1 : º = ºn = º0 + h=
p
n; (4)
where U = (G;S)>, G and S are real-valued functions deﬁned on Rd, º0 = (µ0;½0)> is a ﬁxed known
parameter in int(£1 £ £2) and h = (h1;h2) is an Rq £ Rq given vector of constants. We treat also the
case when nuisance parameters are present in both conditional mean and conditional variance functions. When
examine these two functions separately it requires repeated use of signiﬁcance tests, each of which has a
certain probability of leading to a wrong conclusion. Furthermore, the simultaneously approach takes account
the correlation between parts.
We notice that, under either the null hypothesis H0 or ~ H0 the true model is the same. However, the ﬁrst
class of alternatives Hn
1 is additive approaching H0 from speciﬁed directions at rate
p
n. In this case, the
shifts are functional rather than parameters. The second class of alternatives is parametric and is speciﬁed by
(µ0 + h1=
p
n; ½0 + h2=
p
n).
Several papers have been devoted in the past to the problem of testing simple and/or composite hypotheses
about the parametric form of the conditional mean or the conditional variance functions using parametric or
non-parametric techniques. Two kinds of statistics are presented in the literature. One kind is based on the
non-parametric estimation of the conditional mean or the conditional variance functions (see, e.g., Diebolt
and Laïb (1994) [2], McKeagne and Zhang (1994) [19], Hjellvik and Tjøstheim (1996) [11]). This approach
requires smoothing of the data. The other approach is based on the cumulative residual empirical process (see,
e.g., Diebolt et al. (1997) [3], Laïb (1999) [16], Koul and Stute (1999) [14] for testing the conditional mean
function, Chen and An (1997) [1], Ngatchou-Wandji (2002) [20]; Laïb (2003) [17] for testing the conditional
variance function).
However note that most of these kind of tests are not distributions-free when the parameters are estimated,
in the sense that their limiting distribution may depend on models characteristics, on the choice of an estimator
µn or even on the unknown parameter µ0. Moreover, these tests are usually derived for testing ﬁrst order autore-
gressive models. Further, the study of the local power has not been so developed before except in Stute (1997)
[25], where are discussed and derived optimal tests in the regression setting with iid Xi’s and unknown param-
eters versus alternatives approaching the null model at the rate
p
n from a ﬁxed direction. The same problem
(but with different techniques) is considered by Ngatchou-Wandji and Laïb (2006) [22] in the autoregression
case with ARCH errors setting models.
Some other tests using parametric techniques based on the LAN property regarding hypotheses speciﬁed
by (4) have been also proposed by several authors (see, e.g., Hallin [9], Hwang and Basawa 1993 [12], Kreiss
1990 [15] and the review given by Taniguchi and Kakizawa (2000)[26] Section 3.1.2.)
The hypotheses speciﬁed by (3) and (4) have been considered separately in the case where ¾ is a constant
by Hwang and Basawa (2001) [13], when the function mµ is linear, and Hwang and Basawa (1993) [12], when
mµ is non linear. In both cases the authors have derived asymptotic efﬁcient tests of linearity based on the LAN
of log-likelihood ratio. Ngatchou-Wandji (2005) [21] also derived a test statistic for testing the hypothesis H0
when the alternative approaching the null hypothesis at rate rn=
p
n where jrnj tends to some limit possibly
inﬁnite. His test is based on a vector whose components are suitable normalized sums of some weighted
residual series. This test depends on the partition of some Borelian sets, which inﬂuences its performances.
2Here we extend the pre-quoted works by Hwang and Basawa (1993 [12] and 2001 [13]) to a more general
class of processes deﬁned by (1). Our statistical tests are based on the LAN property of the log-likelihood ratio
statistic. These tests are shown to be asymptotically efﬁcient and distribution free. Their asymptotic power
functions are also derived. The main tool to establish our results is the concept of contiguity which is very
useful in asymptotic theory, since it allows to obtain the limiting distribution of the statistics under contiguous
alternatives whenever their limiting distribution are speciﬁed under the null hypothesis in view of Le Cam’s
third Lemma (see Hájek and Šidák, 1967 [5]).
The rest of the paper is organized as follows : in Section 2, we prove the LAN property of the model (1)
when the alternatives are speciﬁed by hypotheses (3). As a consequence an efﬁcient and asymptotically optimal
test for AR(d)-ARCH(d) based on this result is provided. Its asymptotic power is explicitly obtained. We give
in the end of Section 2, the limiting distribution of the proposed test when substituting estimated residuals and
the parameters appearing in the test statistic for exact ones. Next we establish the LAN property for the model
(1) speciﬁed by (µ0 +h1=
p
n;½0 +h2=
p
n), under ~ H0, via the quadratic mean differentiability. Quadratic test
of Score type based on this result is then obtained. Both the null and non-null limiting distributions of this test
are also derived. Simulation are drawn in Section 4 in order to illustrate our results in ﬁnite sample size on an
explicit example. The last Section is devoted to the proofs.
2 LAN for the model (1) under the hypotheses (3)
2.1 Notation and technical assumptions
Some of the following notation and assumptions are also useful for Section 3, others are introduced progres-
sively in the text. For a vector s = (s1;:::;sq), q ¸ 1, denote by _ u(x;s) and u0(x;s) respectively the gradient
of a function u(x;s) with respect to the parameter s and its derivative with respect to the variable x. To get
simpler presentation, let also denote by
`(x) = logf(x) and !(²i) = (`0(²i);`0(²i)²i + 1)
> :
For any k = 0;1;2 and i ¸ d, denote by I
Fi¡1
k the conditional Fisher information given by
I
Fi¡1
k := E
£
`0(²i)2²k
i jFi¡1
¤
:
We assume that I
Fi¡1
k are almost surely (a.s.) ﬁnite, and the model (1) is identiﬁable. For a vector x denote by
kxk = maxi jxij and by kxkq the Euclidian norm. The notation
D ! stands for the convergence in distribution
of random variables.
To state our ﬁrst result we need the following regularity conditions on the density f of the ²i’s and on the
model (1).
A1) There exit a positive square integrable function M and a positive constant ± such that for jaj < ± and
jb ¡ 1j < ±
¯
¯ ¯
¯
1
f(x)
@2
@aj@bk'x(a;b)
¯
¯ ¯
¯ · M(x) a.s. for positive integers j and k such that j + k = 2; and
sup
i
E
¡
jM(²i)j1+°jFi¡1
¢
< 1 a.s. for some ° > 0
where 'x(a;b) =
1
b
f
µ
x ¡ a
b
¶
is the location-scale family.
A2) There exist °0 > 0 such that
E
°
°
° °
U(Xd)
¾½0(Xd)
°
°
° °
2+°
0
< 1
3A3)
sup
i
E
³
j`0(²i)²k
i j2+°
00
jFi¡1
´
< 1 a.s. for k = 0;1 and positive °00
A4) a.s. for all i :
A4-1 E [`0(²i)²ijFi¡1] = ¡1
A4-2 E
£¡
`00(²i) + `0(²i)2¢
²2
ijFi¡1
¤
= 2;
A4-3 E [`0(²i)jFi¡1] = 0;
A4-4 E
£
`00(²i) + `0(²i)2jFi¡1
¤
= 0
A4-5 E
£¡
`00(²i) ¡ `0(²i)2¢
²ijFi¡1
¤
= 0:
These assumptions are natural, for instance, when the ²i’s are independent of Fi¡1, (A4) is satisﬁed whenever
lim
jxj!1
xl¡1f(k)(x) = 0 for k and l taking the value 1 or 2. Various distributions including standard centered
normal distribution with variance ¾2, and t-distribution with degree of freedom greater than 3 are seen to satisfy
(A1), (A3) and (A4). Condition (A2) is comparable with the statements (4.4) and (4.5) of Hwang and Basawa
(2001) [13] when ¾ is constant.
2.2 Main result
Let ¤n =
Pn
i=1 loggni be the conditional log-likelihood ratio, where gni is the nonnegative ratio of the
conditional densities corresponding to Hn
1 and H0. Simple computation shows that
gni ¡ 1 =
1
f(²i)
['²i(®ni;¯ni) ¡ f(²i)]; (5)
where '²i is deﬁned in (A1); ®ni :=
G(Xi¡1)
p
n¾½0(Xi¡1)
and ¯ni := 1 +
S(Xi¡1)
p
n¾½0(Xi¡1)
:
Let
Vn = ¡
1
p
n
n X
i=1
U>(Xi¡1)
¾½0(Xi¡1)
!(²i)
= ¡
1
p
n
n X
i=1
½
`0(²i)
G(Xi¡1)
¾½0(Xi¡1)
+ (`0(²i)²i + 1)
S(Xi¡1)
¾½0(Xi¡1)
¾
:
The following theorem establishes the LAN property of ¤n under the null hypothesis speciﬁed by (3).
Theorem 1 Suppose that (A1)-(A4) are fulﬁlled, if H0 is true we have
¤n = Vn ¡
¿2
0
2
+ oP(1) and Vn
D ¡! N(0;¿2
0); (6)
where
¿2
0 := E
µ
S2(Xd)
¾2
½0(Xd)
³
I
Fd
2 ¡ 1
´¶
+ 2E
µ
S(Xd)G(Xd)
¾2
½0(Xd)
I
Fd
1
¶
+ E
µ
G2(Xd)
¾2
½0(Xd)
I
Fd
0
¶
and ²1 =
X1 ¡ mµ0(Xd)
¾½0(Xd)
.
Remarks
² Note that when ²i is independent of Fi¡1, ¿2
0 reduces to
¿2
0 = (I2 ¡ 1)E
S2(Xd)
¾2
½0(Xd)
+ 2I1E
S(Xd)G(Xd)
¾2
½0(Xd)
+ I0E
G2(Xd)
¾2
½0(Xd)
and I
Fd
k will be equal to
Ik = E
£
`0(²1)2²k
1
¤
; k = 0;1;2; (7)
which is the standard Fisher information contained in ²1. In such case, we obtain the same result as in
Hwang and Basawa (2001) [13] if ¾½(¢) takes the constant value ½.
4² Since ¤n
D ¡! N(¡¿2
0=2;¿2
0), it can be deduced from Theorem 1 that the hypotheses H0 and Hn
1 are
contiguous.
Based on Theorem 1, it is possible to treat nonlinear and heteroscedasticity testing problems in an asymptotic
manner, as shown in the next section.
2.3 Nonparametric asymptotic efﬁcient tests for AR(d)-ARCH(d) models
For testing whether the model (1) is an AR(d)-ARCH(d) we focus on the case where the ²i’s are independent
of Fi¡1. At asymptotic probability level ®, the test for the null hypothesis H0 speciﬁed by (3) is:
Tn := I
½
Vn
¿0
¸ c®
¾
;
where I(A) stands for the indicator function of a set A. Since by Theorem 1, Vn=¿0 is asymptotically standard
normally distributed, then Tn consists in rejecting H0 whenever Vn=¿0 ¸ c®, where c® is the (1 ¡ ®)-quantile
of a standard normal distribution ©.
Moreover, since H0 and Hn
1 are contiguous, it follows by Le Cam’s third Lemma (see, Hall and Mathiason,
1990 [7]) that, under Hn
1 , Vn converges in distribution to N(¿2
0;¿2
0). Therefore, the asymptotic distribution
and the power of the test statistic Tn which are the subject of Theorem 2 below can be easily derived. Its proof
is the same as that of Theorem 3 of Hwang and Basawa (2001) [13].
Theorem 2 Under the assumptions of theorem 1, the asymptotic power of Tn under Hn
1 is 1 ¡ ©(c® ¡ ¿0).
Furthermore, Tn is asymptotically efﬁcient in the sense that the limiting power of any other limiting size ® test
does not exceed that of Tn.
Since Tn depends on several unknown parameters, from the practical point of view, Tn must be estimated.
A consistent estimate for Tn can be obtained by substituting the parameters appearing in Vn and ¿2
0 by their
p
n-consistent estimators. Let ^ ºn = (^ µn; ^ ½n) be a
p
n-consistent sequence of estimators of the true parameter
º0 = (µ0;½0), under H0. A natural estimate of the residuals ²i is
^ ²i =
Xi ¡ m^ µn(Xi¡1)
¾^ ½n(Xi¡1)
:
Therefore, estimates of Vn and ¿2
0 are given by
^ Vn = ¡
1
p
n
n X
i=1
U>(Xi¡1)
¾^ ½n(Xi¡1)
!(^ ²i)
= ¡
1
p
n
n X
i=1
½
`0(^ ²i)
G(Xi¡1)
¾^ ½n(Xi¡1)
+ (`0(^ ²i)^ ²i + 1)
S(Xi¡1)
¾^ ½n(Xi¡1)
¾
(8)
^ ¿2
n =
^ I0;n
n
n X
i=1
G2(Xi¡1)
¾2
^ ½n(Xi¡1)
+
2^ I1;n
n
n X
i=1
S(Xi¡1)G(Xi¡1)
¾2
^ ½n(Xi¡1)
+
^ I2;n ¡ 1
n
n X
i=1
S2(Xi¡1)
¾2
^ ½n(Xi¡1)
(9)
where
^ Ik;n :=
1
n
n X
i=1
`0(^ ²i)2^ ²k
i for k = 0;1;2;
is the empirical version of the Ik deﬁned by (7).
In this section, we investigate the limiting distribution of ^ Vn and the consistency of the quantities appearing
in its limiting variance. The limiting distribution of ^ Vn can be expected to be of the form V + Z with V and Z
are dependent centered normal rv.’s.
In the sequel we need the following additional assumptions.
A5) For all ﬁxed x, the function µ 7! mµ(x) (resp. ½ 7! ¾½(x)) has continuous derivatives and for all µ (resp.
½), the functions x 7! mµ(x) and _ mµ(x) (resp. x 7! ¾½(x) and _ ¾½(x)) are continuous.
5A6) There exist closed balls B0 £ B1 = B(µ0;r0) £ B(½0;r1), with center (µ0;½0) and radius (r0;r1),
included in int(£1 ££2) and positive functions M0 and M1 with ﬁniteness (2+°)-th F-moment such
that for all x 2 Rd and 1 · j · q
sup
µ2B0
° °
°
°
_ mµ(x)
¾½(x)
° °
°
°
q
· M0(x) and sup
½2B1
° °
°
°
_ ¾½(x)
¾½(x)
° °
°
°
q
· M1(x):
A7) The estimators (^ µn; ^ ½n) of the parameters (µ;½) are such that
p
n(^ µn ¡ µ0) =
1
p
n
n X
i=1
'1(Xi¡1;µ0;½0)²i + oP(1)
p
n(^ ½n ¡ ½0) =
1
p
n
n X
i=1
'2(Xi¡1;½0)(²2
i ¡ 1) + oP(1)
where 'k = ('k;1;:::;'k;q)
> denotes a measurable function such that Ek'k(Xd)k¯
q < 1 for some
¯ > 2, and the q £ q nonnegative symmetric matrix ¡k = E'k(Xd)'>
k (Xd) < 1 is deﬁnite positive
(k = 1;2).
A8) For some ± > 0 Ej²1j4+± < 1.
A9) ¾½(x) is bounded away by an integrable function L(x) on a neighborhood of ½0.
Condition (A7) assumes
p
n-convergence of the estimators ^ µn and ^ ½n that allows to obtain the asymptotic
distribution of ^ Vn; it is satisﬁed by most estimators. For instance, if the condition B of Mckeague and Zhong
(1994)[19] is satisﬁed, then the ﬁrst condition in (A7) holds true for the conditional least squares estimator,
whereas the second condition is fulﬁlled whenever conditions (H1)-(H6) in Ngatchou-Wandji (2002)[20] or
conditions of Lemma 2 in Laïb (2003)[17] are satisﬁed. In such case, the corresponding functions '1 and '2
take the forms
'1(x;µ0;½0) = ¾½0(x)N
¡1
1 _ mµ0(x) with N1 = E _ mµ0(Xd) _ m>
µ0(Xd)
'2(x;½0) = ¾3
½0(x)N
¡1
2 _ ¾½0(x) with N2 = 2E¾2
½0(Xd)_ ¾½0(Xd)_ ¾>
½0(Xd):
(10)
Moreover, the condition insuring the ﬁniteness of the expectations given in (A7) requires
Ej¾½0(Xd)j2+¹k _ mµ0(Xd)k2+¹ < 1 and Ej¾½0(Xd)j6+¹
0
k_ ¾½0(Xd)k2+¹
0
< 1
for some positive ¹ and ¹0.
In order to state the next result, we deﬁne the following quantities :
» = (»1;»2)>; »1 = E
_ mµ0(Xd)
¾½0(Xd)
U>(Xd)
¾½0(Xd)
(I0;I1)> and »2 = E
_ ¾½0(Xd)
¾½0(Xd)
U>(Xd)
¾½0(Xd)
(I1;I2 ¡1)>: (11)
These expectations are ﬁnite under (A2), (A4) and (A6). Let us also deﬁne
°12 = ¡
µ
E
·
G(Xd)
¾½0(Xd)
'>
2 (Xd)
¸
»2 + E
·
S(Xd)
¾½0(Xd)
'>
1 (Xd)
¸
»1
¶
E`0(²1)²2
1
¡ E
·
G(Xd)
¾½0(Xd)
'>
1 (Xd)
¸
»1 ¡ E
·
S(Xd)
¾½0(Xd)
'>
2 (Xd)
¸
»2
¡
E`0(²1)²3
1 + 1
¢
; (12)
°22 = E
£
'>
1 (Xd)»1
¤2
+ 2E
£
'>
1 (Xd)»1'2(Xd)>»2
¤
E²3
1 + E
£
'>
2 (Xd)»2
¤2
E(²4
1 ¡ 1) and
°11 = ¿2
0:
Proposition 1 We have under H0, the hypotheses (A5)-(A9) and conditions of Theorem 1 that
i) ^ Vn = Vn + Zn + oP(1), where
Zn =
1
p
n
n X
i=1
£
'>
1 (Xi¡1;µ0;½0)²i»1 + '>
2 (Xi¡1;½0)(²2
i ¡ 1)»2
¤
:
6ii) The vector (Vn;Zn) is asymptotically centered Gaussian vector with covariance matrix § = [°ij]i;j=1;2.
Furthermore, ^ Vn is asymptotically centered Gaussian rv with variance °11 + 2°12 + °22.
iii) ^ °n11 = °11 +oP(1), ^ °n12 = °12 +oP(1) and ^ °n22 = °22 +oP(1), where ^ °n11; ^ °n12 and ^ °n22 denote the
empirical estimators of °11;°12 and °22 respectively.
iv)
^ Vn p
^ °n11 + 2^ °n12 + ^ °n22
D ¡! N(0;1):
Based on the result of Proposition 1, "an estimate" of the test statistic Tn can be deﬁned as follows
^ Tn := I
(
^ Vn p
^ °n11 + 2^ °n12 + ^ °n22
> cn(®)
)
; (13)
where cn(®) ! c(®) which is the normal quantile for a given level of signiﬁcance ® 2]0;1[. The null hypoth-
esis is then rejected whenever ^ Tn = 1.
One can observe from (ii) that
³
^ Vn;¤n
´
D ¡! N
ÃÃ
0
¡°11=2
!
;
Ã
°11 + 2°12 + °22 °11 + °12
°11 + °12 °11
!!
under H0
since H0 and Hn
1 are contiguous. Therefore, the third Le Cam’s lemma yields
^ Vn
D ¡! N (°11 + °12;°11 + 2°12 + °22) under Hn
1 :
This can be then summarized in the following corollary.
Corollary 1 Assume that the hypotheses of Proposition 1 hold, then the asymptotic power of the test ^ Tn in (13)
is
1 ¡ ©(c® ¡
°11 + °12 p
°11 + 2°12 + °22
):
The quantity
°11 + °12 p
°11 + 2°12 + °22
can be viewed as the Pitman’s slope of this test. Recall that, the Pitman’s
slope is very useful in theory of tests, since it allows to get the relative asymptotic efﬁciency of tests, and
therfore to compare their performances (see e.g. Nikitin 1995 [23]).
Example (Testing for linearity) :
If we take, in equation (1), mµ = µx (µ 2 £1 ½ R;x 2 R), ¾½(¢) = ½, where ½ is a positive constant
parameter in £2 ½ R, and S = 0 in (3), then the model (1) reduces to a linear AR(1) model, and hypotheses
speciﬁed by (3) can be used for testing the linearity of this model. In this case, the quantities appearing in ^ Tn
deﬁned by (13) reduce to
^ Vn = ¡
1
p
n
n X
i=1
G(Xi¡1)
`0(^ ²i)
^ ½n
; ^ ½2
n =
1
n
n X
i=1
(Xi ¡ ^ µnXi¡1)2 with ^ µn =
Pn
i=1 XiXi¡1 Pn
i=1 X2
i¡1
the expressions (10), (11) and (12) become
'1(x;µ0;½0) =
½0x
EX2
1
and '2(x;½0) =
½0
2
;
N1 = EX2
1; N2 = 2½2
0; ¡1 =
½2
0
EX2
1
; ¡2 =
½2
0
4
»1 = ¡
I0
½2
0
EX1G(X1); »2 = ¡
I1
½2
0
EG(X1);
°12 =
I0
½0
E [X1G(X1)]
2
EX2
1
;°22 =
I2
0
½2
0
E [X1G(X1)]
2
EX2
1
+
I2
1
2½2
0
[EG(X1)]
2 and °11 =
I0
½2
0
EG2(X1):
Thus, its asymptotic power can be derived from Corollary 1. Moreover, when ²i is standard normally dis-
tributed, we have I0 = 1, I1 = 0 and `0(x) = ¡x.
73 LAN property via quadratic mean differentiability of the model (1)
under hypotheses (4)
The aim of this section is to establish the LAN of the log-likelihood ratio for the class of models (1) speciﬁed
by hypotheses (4) via the quadratic mean differentiability technique (see Roussas 1972 [24]).
Here we make use of the following notation. Let º = (µ;½) and for 1 · i · n denote by gº(xijxi¡1) the
conditional density function of Xi given Xi¡1 = xi¡1, where Xi is generated following the model (1). We
have clearly
gº(xijxi¡1) =
1
¾½(xi¡1)
f
µ
xi ¡ mµ(xi¡1)
¾½(xi¡1)
¶
:
The conditional log-likelihood ratio (according to ~ H0 and ~ Hn
1 ) is :
~ ¤n := log
·
Ln(ºn)
Ln(º0)
¸
= 2
n X
i=1
Ái(ºn;º0); (14)
with
Ln(º) =
n Y
i=1
gº(XijXi¡1)
and
Ái(º¤;º) :=
g
1=2
º¤ (XijXi¡1)
g
1=2
º (XijXi¡1)
the transition density function. Let _ Ái(º) be the derivative in quadratic mean of Ái(º¤;º) w.r.t. º¤ at º¤ = º,
that is
_ Ái(º) = ¡
1
2
·
_ mµ(Xi¡1)
¾½(Xi¡1)
`0(²i);
_ ¾½(Xi¡1)
¾½(Xi¡1)
(1 + ²i`0(²i))
¸>
with ²i =
Xi ¡ mµ(Xi¡1)
¾½(Xi¡1)
under ~ H0: (15)
Proposition 2 below gives the differentiability in quadratic mean of Ái(º¤;º) w.r.t. º¤ at º¤ = º under ~ H0,
which needs the following additional assumption:
A10) There exit a positive square integrable function M0 and a positive constant ± such that for jaj < ±
and jb ¡ 1j < ±
¯
¯ ¯
¯
@
@aj@bk log'x(a;b)
¯
¯ ¯
¯ · M0(x) a.s. for integers j and k such that j + k = 1;
Proposition 2 Assume that the conditions (A6), (A9) and (A10) hold. Then we have under ~ H0
1
t
fÁi(º + th;º) ¡ 1g
L2 ¡! h> _ Ái(º) as t ! 0; uniformly in bounded h;
where
L2 ¡! means the convergence in the quadratic mean.
The LAN property of the model (1) stated in Theorem 3 below, which extends Theorem 2.2 in Hwang and
Basawa (1993) [12] to a more general class of processes, is a consequence of Proposition 2 (see Roussas, 1972
[24], pp. 53-54).
Theorem 3 Together with the assumptions of Proposition 2 assume also that the condition (A6) holds. Then,
we have under ~ H0
~ ¤n = h> ~ Sn(º0) ¡
1
2
h>¡(º0)h + oP(1);
~ Sn(º0)
D ¡! N(0;¡(º0)) (16)
8The score function ~ Sn(º) and the covariance matrix ¡(º) are
~ Sn(º) =
2
p
n
n X
i=1
_ Ái(º) = ¡
1
p
n
n X
i=1
·
_ mµ(Xi¡1)
¾½(Xi¡1)
`0(²i);
_ ¾½(Xi¡1)
¾½(Xi¡1)
(1 + ²i`0(²i))
¸>
;
¡(º) = 4E
h
_ Á1(º) _ Á>
1 (º)
i
=
0
B
@
I0E
_ mµ(Xd)
¾½(Xd)
³
_ mµ(Xd)
¾½(Xd)
´>
I1E
_ mµ(Xd)
¾½(Xd)
³
_ ¾½(Xd)
¾½(Xd)
´>
I1E
_ ¾½(Xd)
¾½(Xd)
³
_ mµ(Vd)
¾½(Xd)
´>
(I2 ¡ 1)E
_ ¾½(Xd)
¾½(Xd)
³
_ ¾½(Xd)
¾½(Xd)
´>
1
C
A
with _ Á1(º) and the Ik’s are deﬁned in (15) and (7) respectively.
From this result, we have under ~ H0
³
~ Sn(º0); ~ ¤n(º0)
´
D ¡! N
ÃÃ
0
¡1
2h>¡(º0)h
!
;
Ã
¡(º0) ¡(º0)h
h>¡(º0) h>¡(º0)h
!!
:
Consequently, Le Cam’s third lemma, since the hypotheses ~ H0 and ~ Hn
1 are contiguous, leads to
Corollary 2 Under the same assumptions of Theorem 3, we have
~ Sn(º0)
D ¡! N (¡(º0)h;¡(º0)) under ~ Hn
1 : (17)
Since in our setting the parameter º is a vector, then the alternatives can not take a one-sided form, and hence
we could not use directly ~ Sn to construct a test statistic for testing the null hypothesis ~ H0. However, bilateral
alternative hypotheses can be tested on the basis of a quadratic forms of the score statistic ~ Sn.
3.1 Possible tests based on Corollary 2.
Some techniques in this section are inspired from Hallin (1996) [8] and Kreiss (1990) [15] Section 3. Suppose,
for instance, that the parameter º is partitioned as follows º = (µ1;µ2;½1;½2) 2 R4 where µi;½i belong to R.
Assume that µ1 and ½1 are the parameters of interest and µ2 and ½2 are nuisance parameters. The hypotheses
speciﬁed by (4) can then be formulated as follows :
~ H0 : µ1 = µ01 and ½1 = ½01 versus ~ Hn
1 : µ1 = µ01 + h11=
p
n; and ½1 = ½01 + h21=
p
n; (18)
where h = (h11;h12;h21;h22) corresponding to the partition of º. One can observe that the hypothesis ~ H0
is equivalent to º ¡ º0 2 E, where E is the linear subspace spanned by the vectors e1 = (0;1;0;0)> and
e2 = (0;0;0;1)>
In order to deal now with a general framework, let us denote by ­ a K £ r-matrix and assume that
rank ­ = r < K (K = q +q). Let M(­) be the linear subspace spanned by the columns of ­, and denote by
PM(­) the orthogonal projection on M(­). It can be expressed as
PM(­) = ­(­>­)¡1­> = Id ¡ PM(­)?;
where Id is the identity matrix and M(­)? is the subspace orthogonal to M(­). Suppose that ~ H0 is concerned
only with a part of the parameter º deﬁned by ­, that means the presence of some nuisance parameters or some
linear constraints on the whole parameter º. It can then be expressed as ~ H0 : º ¡ º0 2 M(­). In the special
case of the hypotheses formulated by (18), the matrix ­ is :
­ =
Ã
0 1 0 0
0 0 0 1
!>
:
When ­ ´ 0 we ﬁnd the particular case without constraints or there is no nuisance parameter. The usual case
studied by Hwang and Basawa (1993) [12], which deals only with the parameter µ, can be obtained by choosing
­ = (0;1)>.
9Our aim in this section is to construct a type square test base on Corollary 2 that can be viewed as a
projection of the full score statistic ~ Sn on the subspace M(¡
1
2(º0)­)? which is orthogonal to M(¡
1
2(º0)­).
To this end we consider the standardized statistic ¡¡ 1
2(º0)~ Sn(º0) that has ¡
1
2(º0)h mean by corollary 2.
Therefore, the null hypothesis ~ H0 can be formulated as : ~ H0 : ¡
1
2(º0)h 2 M(¡
1
2(º0)­) or equivalently
~ H0 :
h
¡
1
2(º0)­
i
?
¡
1
2(º0)h = 0 against ~ Hn
1 :
h
¡
1
2(º0)­
i
?
¡
1
2(º0)h 6= 0; (19)
where the columns of the matrix
h
¡
1
2(º0)­
i
?
form a base of the subspace M(¡
1
2(º0)­)?.
The bilateral form of the alternative hypothesis in (19) suggests to use a quadratic form based on the score
statistic ~ Sn(º0) to deﬁne the test as follows
³S
n;­(º0) = Sn(º0)> £
¡¡1(º0) ¡ ­(­>¡(º0)­)¡1­>¤
Sn(º0)
=
°
° °
h
Id ¡ P
M(¡
1
2 (º0)­)
i
¡¡ 1
2(º0)Sn(º0)
°
° °
2
K
(20)
Before studying the asymptotic properties of the test deﬁned below we introduce the notion of most stringency.
A test T¤ is most stringent in the class C® of tests with the same ﬁrst asymptotic probability level ®, if T¤ 2 C®
and its maximum regret
r(T¤) = sup
º
µ
sup
T2C®
powerº(T) ¡ powerº(T¤)
¶
; º is taken under the alternatives;
achieves a minimum over C®, i.e. r(T¤) · r(T) for all T in C® (see Hallin (1996) [8]).
Theorem 4 Under the conditions of Theorem 3, the limiting distribution of the score type statistic (20) is
³S
n;­(º0)
D ¡!
(
Â2
K¡r; under ~ H0;
Â2
K¡r(¸2); under ~ Hn
1 ;
where ¸2 = h>[¡(º0) ¡ ¡(º0)­(­>¡(º0)­)¡1­>¡(º0)]h is the non-centrality parameter of the chi-square
r.v. Consequently, the asymptotic power of the score type test
Dn := I
©
³S
n;­(º0) ¸ Â2
K¡r;1¡®
ª
(21)
is
1 ¡ ¨K¡r
¡
Â2
K¡r;1¡® ¡ ¸2¢
;
where ¨K¡r stands for the distribution function of a Â2
K¡r r.v. with Â2
K¡r;1¡® (1 ¡ ®)-quantile .
Further, Dn is locally asymptotic most stringent.
The test Dn rejects the null hypothesis if ³S
n;­(º0) takes values greater than Â2
K¡r;1¡®.
Let us now deal with the problem of plug-in the estimator ^ ºn of º0 in both ~ Sn(º0) and ¡¡ 1
2(º0). For
~ Sn(º0) we state the uniform local asymptotic normality (ULAN) of the likelihood ratio ~ ¤n deﬁned in (14) and
the regularity of the score ~ Sn, this is the object of Theorem 5 below.
To make the next technical result more clear, recall the notions of ULAN and Regular Score. The log-
likelihood ratio ~ ¤n is said to be ULAN if for each º 2 £1 £ £2 LAN holds and
sup
h
j~ ¤n ¡ h> ~ Sn(º) +
1
2
h>¡(º)hj = oP(1) under H0;
where the sup is taken over the set fh : jhj · Mg, for some ﬁxed constant 0 < M < 1.
The score ~ Sn(º) is said to be regular if, for each º 2 £,
~ Sn(ºn) = ~ Sn(º) ¡ ¡(º)h + oP(1) uniformely in bounded h;
where ºn = º + h=
p
n (see Hall and Mathiason (1990) [7] for these deﬁnitions). Furthermore, the following
assumption is needed.
10A11) There exist square integrable rv’s Kµ;k and K½;k(k = 1;2;3) and a positive constant c such that for all
jjº ¡ ~ ºjj2q · c we have
°
°
° °
°
m
(k)
~ µ (Xi¡1)
¾~ ½(Xi¡1)
°
°
° °
°
2q
< Kµ;k(Xi¡1) and
°
°
° °
°
¾
(k)
~ ½ (Xi¡1)
¾~ ½(Xi¡1)
°
°
° °
°
q
< K½;k(Xi¡1);
where (k) stands for the partial derivatives of order k of the underlining function.
A12) There exit a positive square integrable function M3 and a positive constant ± such that for jaj < ± and
jb ¡ 1j < ±
¯
¯ ¯
¯
1
f(x)
@3
@aj@bk'x(a;b)
¯
¯ ¯
¯ · M3(x) a.s. for positive integers j and k such that j + k = 3;
Theorem 5 Under the hypotheses (A6), (A9) and (A12), we have
i) ~ ¤n is ULAN.
ii) ~ Sn(º) is regular.
iii) For any
p
n-consistent estimator ^ ºn of º0, we have
~ Sn(^ ºn) = ~ Sn(º0) ¡ ¡(º0)
p
n(^ ºn ¡ º0) + oP(1) under ~ H0:
To deal with the properties of ¡(º0), let us introduce the normalized ﬁrst-order partial derivatives Wn(º) of the
Score function given by (20) w.r.t. º
Wn(º) = ¡
1
p
n
_ ~ Sn(º):
Lemma 1 states some asymptotic properties of of the matrix Wn.
Lemma 1 Under (A4)-(A7), (A9), (A11) and (A12), if ~ H0 is true we have
1. Wn(º0)
P ¡! ¡(º0);
2. Wn(ºn) ¡ Wn(º0)
P ¡! 0 uniformly in bounded h;
3. Wn(^ ºn)
P ¡! ¡(º0):
The statistic (20) becomes either
³S
n;­(^ ºn) := ~ Sn(^ ºn)>[¡¡1(^ ºn) ¡ ­(­>¡(^ ºn)­)¡1­>]~ Sn(^ ºn) when ¡ is known
or (22)
^ ³S
n;­(^ ºn) := ~ Sn(^ ºn)>[W¡1
n (^ ºn) ¡ ­(­>Wn(^ ºn)­)¡1­>]~ Sn(^ ºn) when ¡ is unknown:
Corollary 3 If (A4)-(A7), (A9), (A11) and (A12) are satisﬁed, we have under both ~ H0 and ~ Hn
1
³S
n;­(^ ºn) = ³S
n;­(º0) + oP(1) and ^ ³S
n;­(^ ºn) = ³S
n;­(º0) + oP(1):
Remarks :
² The parameter estimators appearing in the test statistics affects the limiting distribution of the statistic
Vn deﬁned in Theorem 1, but does not affect the limiting distribution of ³S
n;­(^ ºn).
² We observe a connection between the statistics in Sections 2 and 3. For instance, if we take G =
h>
1 _ mµ0 and S = h>
2 _ ¾½0 the tow statistics ^ Vn and h> ~ Sn(^ ºn) coincide and ¿2
0 = h>¡(º0)h with h =
(1;:::;1) = 1.
114 Applications and Simulations
In this section we consider particular classes of models to which the results of Sections 2 and 3 may be applied.
Moreover, we discuss in this case, the hypotheses under which our results are established. Theses classes
include some examples of non-linear time series such as AR, EXPAR, ARCH and ¯-ARCH models discussed
in Tong (1990) [27] and Taniguchi and Kakizawa (2000) [26]. Furthermore, from a speciﬁed example of this
class we formulate the statistics and the asymptotic quantities in Sections 2 and 3 ; next we illustrate these
results by doing some simulations.
Let g1;:::;gr and v1;:::;vr be given real-valued functions on R and consider the speciﬁed class of model
(1) where
mµ(x) = g1(x)µ1 + ¢¢¢ + gr(x)µr = g>(x)µ; ¾2
½(x) = v1(x)½2
1 + ¢¢¢ + vr(x)½2
r = H>(x)% (23)
where g(x) = (g1(x);:::;gr(x))>, µ = (µ1;:::;µr)>, H(x) = (v1(x);:::;vr(x))> and % = (½2
1;:::;½2
r)>.
The following assumptions speciﬁed to the class of model (23) are needed :
AP0) Assume that the ²i’s are iid with common nonnegative density function f such that Ej²1j < 1.
AP1) For k = 1:::r, gk and vk are Lipschitzian functions, and there exists a positive constant · such that
¾½ ¸ · > 0.
AP2) For all x 2 R there exist ®k ¸ 0;®0
k ¸ 0 and ¯k ¸ 0;k = 1:::r such that jgk(x)j · ®kjxj and
jvk(x)j · ®0
kjxj2 + ¯k with
r X
k=1
®kjµkj + max(1;Ej²1j)
Ã
r X
k=1
®0
k½2
k
!1=2
< 1: (24)
AP3) gk and vk are non null real-valued functions such atht Eg4
k(Xd) < 1 and Ev2
k(Xd) < 1 for k =
1:::r.
Note that in (AP2) the constants ¯k serves to bound the function on compact subsets while the power
function to control the growth of the function on the tails.
The proposition below summarizes the statistical and probabilistic properties of the class of models (23).
Proposition 3
1. Under (AP0)-(AP2), the model deﬁned by (23) is stationary and ergodic.
2. If we take the conditional least squares estimator ^ ºn as an estimator of º, then under (AP1) and (AP3)
the class of models (23) satisﬁes the conditions (A5)-(A7), (A9) and (A11).
The assumptions (A1), (A3), (A4), (A8) and (A12) are concerning with the density of ²1, however (A2) is
an assumption about the alternatives.
Example
The ﬁrst aim of this example is to check all the required assumptions and to explicit all the asymptotic
quantities previously deﬁned in Sections 2 and 3. Taking in (23)
g1(x) = x; g2(x) = xe¡&x
2
; v2
1(x) = 1 and v2
2(x) = x2e¡´x
2
with &;´ are positive constants and ½1 > 0. Then the model (23) reduces, under H0 (or ~ H0), to
Xi = µ1Xi¡1 + µ2Xi¡1 e¡& X
2
i¡1 +
q
½2
1 + ½2
2 X2
i¡1 e¡´ X2
i¡1 ²i: (25)
Suppose that the ²i’s are iid with standard normal distribution, EjX1j4 < 1 and jµ1j + jµ2j + ½2 < 1.
The alternative hypothesis Hn
1 can be expressed by taking
G(x) = ax and S(x) = bx with real constants a and b: (26)
12It is clear that (AP0) is satisﬁed since the ²i’s are iid with standard normal distributed. Moreover it is not
difﬁcult to see that the function x 7! xe¡&x
2
is Lipschitzian, hence (AP1) is fulﬁlled. The condition (AP2) is
also satisﬁed by taking ®1 = ®2 = 1;®0
1 = 0;®0
2 = 1;¯0
1 ¸ 1;¯0
2 ¸ 0, in this case the condition (24) being
jµ1j + jµ2j + ½2 < 1 since Ej²1j · 1. Therefore the model (25) is stationary and ergodic by Proposition 3.
The assumptions (A1), (A3), (A4), (A8), (A10) and (A12) are concerned with the regularity of the density
f, they are satisﬁed in our setting since f is supposed to be a Gaussian density function. Whereas (A2) is
fulﬁlled whenever EjX1j2+° < 1, (A5) and (A6) are trivially satisﬁed by taking M0(x) = jxj=½1, M1(x) =
max(1;x2e¡´x
2
)=½1, Kµ;k = K½;k = 0 (k=2,3). (A7), (A9) and (A11) follow from (AP3). From the deﬁnition
of the functions mµ and ¾½ in (25), we have
_ mµ(x) = (x;xe¡&x
2
)> and _ ¾½(x) =
1
2¾½(x)
(1;x2e¡´x
2
)>:
So the assumption (A7) is satisﬁed with the conditional least squares estimators ^ µn and ^ ½n deﬁned by
^ µn = argminµ
n X
i=1
(Xi ¡ mµ(Xi¡1))
2 and ^ ½n = argmin½
n X
i=1
³
[Xi ¡ mµ(Xi¡1)]
2 ¡ ¾2
½(Xi¡1)
´2
:
The functions and matrices in (10) are then
'1(x;µ;½) =
¾½(x)
det N1
Ã
xEX2
1e¡2&X
2
1 ¡ xe¡&x
2
EX2
1e¡&X
2
1
¡xEX2
1e¡&X
2
1 + xe¡&x
2
EX2
1
!
'2(x;½) =
¾2
½(x)
det 2N2
Ã
EX2
1e¡2´X
2
1 ¡ x2e¡´x
2
EX2
1e¡´X
2
1
¡EX2
1e¡´X
2
1 + x2e¡´x
2
!
N1 =
Ã
EX2
1 EX2
1e¡&X
2
1
EX2
1e¡&X
2
1 EX2
1e¡2&X
2
1
!
; N2 =
1
2
Ã
1 EX2
1e¡´X
2
1
EX2
1e¡´X
2
1 EX2
1e¡2´X
2
1
!
. The matrices N1 and N2 are invertible in view of Hölder inequality. Furthermore, I0 = E²2
1 = 1;I1 =
E²3
1 = 0;I2 = E²4
1 = 3, and the expressions in (11) and (12) become
»1 = ¡bE
Ã
X2
1=¾2
½(X1)
X2
1e¡&X
2
1=¾2
½(X1)
!
; »2 = ¡aE
Ã
X1=¾3
½(X1)
X3
1e¡´X
2
1=¾3
½(X1)
!
°11 = (2b2 + a2)E
X2
1
¾2
½(X1)
°12 = bE
·
X1'>
2 (X1)
¾½0(X1)
¸
»2 ¡ aE
·
X1'>
1 (X1)
¾½0(X1)
¸
»1; (27)
°22 = E
£
'>
1 (X1)»1
¤2
+ 2E
£
'>
2 (X1)»2
¤2
^ Vn = ¡
1
p
n
n X
i=1
Xi¡1
¾^ ½n(Xi¡1)
£
(1 ¡ ^ ²2
i)b ¡ a^ ²i
¤
with ^ ²i =
Xi ¡ m^ µn(Xi¡1)
¾^ ½n(Xi¡1)
An explicit form of ^ Tn (deﬁned in (13)) can be given and its asymptotic power at level ® = 0:05 is
1 ¡ ©(1:64 ¡
°11 + °12 p
°11 + 2°12 + °22
):
The score function ~ Sn(º) and the matrix ¡(º) deﬁned in Theorem 3 are then
~ Sn(º) = (Snk(º)k=1:::4)> =
1
p
n
n X
i=1
"
Xi¡1²i
¾½(Xi¡1)
;
Xi¡1e¡&X
2
i¡1²i
¾½(Xi¡1)
;
²2
i ¡ 1
2¾2
½(Xi¡1)
;
X2
i¡1e¡´X
2
i¡1
2¾2
½(Xi¡1)
(²2
i ¡ 1)
#>
¡(º) = [¡ij(º)]i;j=1;:::;4 =
0
B B
B
B B
B B
@
E
X
2
1
¾2
½(X1) E
X
2
1e
¡&X2
1
¾2
½(X1) 0 0
E
X
2
1e
¡&X2
1
¾2
½(X1) E
X
2
1e
¡2&X2
1
¾2
½(X1) 0 0
0 0 E 1
2¾4
½(X1) E
X
2
1e
¡´X2
1
2¾4
½(X1)
0 0 E
X
2
1e
¡´X2
1
2¾4
½(X1) E
X
4
1e
¡2´X2
1
2¾4
½(X1)
1
C C
C
C C
C C
A
13The matrix ­ deﬁned in Section 3.1 takes the form
­ =
Ã
0 1 0 0
0 0 0 1
!>
;
and the statistic ³S
n;­(^ ºn) given in (22) is such that
^ ³S
n;­(^ ºn) =
^ ¡22
^ A
^ S2
n1 ¡ 2
^ ¡12
^ A
^ Sn1 ^ Sn2 +
^ ¡2
12
^ A^ ¡22
^ S2
n2 +
^ ¡44
^ B
^ S2
n3 ¡ 2
^ ¡34
^ B
^ Sn3 ^ Sn4 +
^ ¡2
34
^ B^ ¡44
^ S2
n4
D ¡!
(
Â2
4¡2; under ~ H0;
Â2
4¡2(¸2); under ~ Hn
1 ;
where
¸2 = h2
1
A(º0)
¡22(º0)
+ h2
3
B(º0)
¡44(º0)
;
A(º0) = ¡11(º0)¡22(º0) ¡ ¡2
12(º0) and
B(º0) = ¡33(º0)¡44(º0) ¡ ¡2
34(º0)
in which ^ Snk; ^ A(º0); ^ B(º0) and ^ ¡ij(º0) are respectively the empirical versions of Snk;¡ij;A and B with º0
replaced by ^ ºn. At level ® = 0:05, the asymptotic power of the test
^ Dn := I
n
^ ³S
n;­(^ ºn) ¸ Â2
K¡r;1¡®
o
(28)
is
1 ¡ ¨4¡2
¡
Â2
4¡2;1¡0:05 ¡ ¸2¢
= 1 ¡
·
1 ¡ exp
µ
¡
(5:99 ¡ ¸2)
2
¶¸
= exp
(¸2 ¡ 5:99)
2
for ¸2 · 5:99, and = 1 elsewhere.
The other aim of this example is to evaluate the performances of the tests statistics ^ Tn and ^ Dn deﬁned in
(13) and (28) respectively and to compare their powers for moderate sample sizes. The observations Xi were
generated according to the models (see expressions (25) and (26)):
Xi = µ1Xi¡1 + µ2Xi¡1 e¡& X
2
i¡1 +
aXi¡1 p
n
+
µq
½2
1 + ½2
2 X2
i¡1 e¡´ X2
i¡1 +
bXi¡1 p
n
¶
²i (29)
and
Xi =
µ
µ1 +
h1 p
n
¶
Xi¡1+
µ
µ2 +
h2 p
n
¶
Xi¡1 e¡& X
2
i¡1+
sµ
½1 +
h3 p
n
¶2
+
µ
½2 +
h4 p
n
¶2
X2
i¡1 e¡´ X2
i¡1 ²i:
(30)
To get simpler presentations of the output results, we take a = b and h1 = h2 = h3 = h4 = h. For various
values of a, h, ´ and &, our procedure was applied to testing
H0 and ~ H0 : the model is (25) versus Hn
1 : the model is (29) and ~ Hn
1 : the model is (30):
The true value of the parameters (µ1;µ2;½1;½2) were ﬁxed to (0:1; 0:3; 0:5; 0:4). For each sample, we have
generated n independent replicates (²i) of a N(0;1) random variables. Afterwards, we have generated X0
from independent N(0;1) random variables. The process Xi is then built according to the models (29) and
(30).
The tests statistics ^ Tn and ^ Dn deﬁned in (13) and in (28) respectively have been computed, for sample sizes
n = 100 and n = 200 when the parameters µ1, µ2, ½1, ½2 were replaced by their estimates according to the
conditional least square method. The powers relative of each test were estimated upon m = 1000 replicates.
At the signiﬁcance level ® = 5%, the null hypotheses H0 and ~ H0 were rejected whenever the respective
statistics are greater than 1. 64 and 5.99. Then the percentage of times H0 and ~ H0 were rejected is computed
and compared with the nominal level ® = 5%. The results are shown in Tables 1 and 2.
14n = 100
´ = ´ = ´ = ´ =
0.1 1 3 10 50 0.1 1 3 10 50 0.1 1 3 10 50 0.1 1 3 10 50
& = a = 0 a = 0:1 a = 0:5 a = 1
0.1 04.6 06.8 08.6 09.8 7.5 50.5 54.4 53.6 55.2 48.6 75.5 76.3 75.9 78.7 77.7 92.9 93.6 94.1 95.5 94.6
1 05.8 08.5 09.0 07.7 8.8 55.0 54.7 57.7 55.0 55.4 78.4 80.5 82.7 80.6 80.6 93.5 95.4 95.4 96.0 95.8
3 05.5 07.2 05.7 07.9 8.4 54.8 56.2 57.5 56.7 55.8 78.8 77.2 81.8 79.2 81.0 93.5 95.7 95.0 95.1 96.1
10 06.7 08.6 06.0 08.2 7.9 54.9 60.2 55.0 59.8 56.2 78.5 76.6 80.1 78.4 79.8 94.0 94.7 92.5 95.9 92.6
50 05.0 06.3 06.3 06.5 8.2 58.3 60.5 57.0 56.4 56.5 76.7 80.6 80.3 80.1 79.2 93.9 94.4 95.6 93.9 95.6
& = a = 1:5 a = 2 a = 3 a = 5
0.1 98.2 99.2 99.3 99.4 98.7 99.6 99.8 99.9 99.7 99.9 99.9 99.9 99.9 99.9 99.9 99.7 99.1 98.7 99.5 99.5
1 98.9 98.9 99.3 99.2 99.5 99.8 99.8 99.8 99.8 99.8 99.9 99.9 99.9 99.9 99.9 99.7 99.4 99.7 99.5 99.6
3 98.0 99.4 99.1 99.5 99.1 99.8 99.8 99.9 99.8 99.8 99.9 99.9 99.8 99.8 99.9 99.7 99.7 99.8 99.5 99.5
10 98.5 98.9 99.0 99.2 99.0 99.7 99.8 99.9 99.7 99.8 99.9 99.9 99.9 99.9 99.9 99.8 99.6 99.6 99.7 99.7
50 99.0 98.8 99.1 99.2 99.2 99.9 99.7 99.8 99.8 99.9 99.9 99.9 99.9 99.9 99.9 99.8 99.5 99.6 99.6 99.5
& = a = 7 a = 10 a = 15 a = 20
0.1 32.5 22.0 27.6 21.0 23.1 41.3 41.3 42.5 45.1 42.2 50.6 49.4 49.2 50.1 49.9 51.2 50.1 50.1 49.1 52.2
1 98.5 95.2 93.2 95.0 95.9 36.6 41.1 42.8 41.2 43.7 50.9 51.7 50.0 51.0 50.1 50.7 49.4 51.1 51.2 49.2
3 96.0 98.3 91.1 93.0 92.6 37.8 40.4 40.1 38.8 41.6 51.1 50.5 48.3 50.2 50.6 49.2 48.9 48.7 50.8 51.8
10 95.3 91.3 88.6 92.7 90.4 37.0 36.3 38.3 36.7 41.5 47.9 49.1 50.6 47.7 51.7 50.9 51.1 48.6 49.0 50.2
50 94.5 90.8 90.5 88.7 90.8 38.8 41.2 38.5 39.7 38.4 51.2 52.9 52.5 50.7 51.1 52.0 49.9 50.2 53.2 51.6
n = 200
& = a = 0 a = 0:1 a = 0:5 a = 1
0.1 05.2 06.2 08.6 07.5 10.2 52.9 56.0 54.0 54.6 53.8 77.8 79.7 80.3 78.4 80.1 94.3 94.7 95.1 95.0 93.8
1 05.3 05.3 07.3 11.2 08.8 57.3 58.0 54.6 56.3 56.2 77.7 77.5 81.9 81.0 81.1 93.8 95.0 96.4 95.3 96.0
3 07.1 06.8 06.1 10.0 08.8 56.5 56.4 54.0 56.8 58.3 78.8 80.8 81.0 81.7 81.0 94.5 94.5 96.0 94.7 95.4
10 08.2 05.9 04.9 08.2 08.5 53.8 57.3 56.9 55.7 56.9 78.3 79.5 82.2 81.7 78.7 92.8 94.7 94.0 95.5 96.3
50 05.5 07.4 08.4 10.5 08.9 57.0 57.6 55.3 57.3 57.4 77.1 81.2 79.3 79.8 81.5 93.8 95.5 94.5 94.7 95.7
& = a = 1:5 a = 2 a = 3 a = 5
0.1 98.9 99.3 99.5 99.7 99.7 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
1 99.4 99.0 99.3 99.5 99.4 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
3 99.0 99.6 99.1 99.4 99.6 99.8 99.9 99.8 99.7 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
10 98.9 99.0 99.4 99.7 99.1 99.9 99.8 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
50 99.0 99.0 99.3 99.5 99.2 99.9 99.9 99.8 99.9 99.8 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
& = a = 7 a = 10 a = 15 a = 20
0.1 99.6 99.7 99.7 99.7 99.6 25.6 22.2 22.4 25.2 20.1 45.8 50.3 47.4 47.5 47.5 47.9 49.3 50.3 49.9 50.3
1 99.6 99.7 99.7 99.6 99.6 98.1 95.2 96.4 95.7 96.1 47.1 48.4 47.0 47.0 47.2 49.7 49.3 49.4 51.5 49.3
3 99.4 99.8 99.9 99.8 99.7 93.8 91.7 92.5 93.3 92.7 47.9 47.8 46.5 49.2 48.4 48.9 50.6 49.9 50.1 50.4
10 99.7 99.8 99.7 99.9 99.9 91.4 91.1 91.4 90.4 90.7 46.9 47.5 46.7 46.5 47.5 50.4 50.8 49.1 48.9 49.1
50 99.7 99.8 99.9 99.7 99.8 93.0 89.1 91.2 89.6 88.6 46.0 48.6 48.2 46.8 46.1 48.6 51.2 49.7 50.7 51.5
Table 1: Power of ^ Tn test for different values of a;´ and &(%) for n = 100 and n = 200
15n = 100
´ = ´ = ´ = ´ =
0.1 1 3 10 50 0.1 1 3 10 50 0.1 1 3 10 50 0.1 1 3 10 50
& = h = 0 h = 0:1 h = 0:5 h = 1
0.1 05.9 18.2 23.1 13.4 02.1 05.9 10.7 06.5 34.0 03.0 89.5 29.4 06.3 18.5 82.0 77.1 84.8 97.5 87.5 83.6
1 04.9 11.1 13.9 08.6 10.5 01.3 04.4 18.0 17.8 16.4 16.5 32.4 13.3 50.6 62.0 72.3 67.8 65.3 86.1 45.2
3 05.6 07.8 11.4 10.7 11.0 08.3 04.5 03.7 10.2 21.3 44.1 12.8 21.0 73.4 63.6 27.5 22.7 70.5 87.4 86.1
10 12.6 16.0 06.7 09.3 05.5 09.2 12.0 14.8 05.4 12.3 39.1 10.9 05.5 10.7 04.0 87.1 73.9 91.7 84.0 92.7
50 04.9 08.1 09.3 07.5 05.6 05.2 16.7 32.8 05.3 05.3 38.8 48.9 30.7 09.3 36.2 66.0 91.8 47.1 57.3 58.9
& = h = 1:5 h = 2 h = 3 h = 5
0.1 95.8 95.9 96.5 90.8 95.8 99.9 99.8 99.9 99.8 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
1 94.3 97.7 90.7 78.2 99.5 99.3 98.1 96.0 95.5 95.5 99.8 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
3 74.8 69.8 81.4 42.5 99.8 79.1 84.6 71.5 96.4 99.9 99.8 99.8 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
10 83.6 95.3 72.6 80.0 92.6 58.3 85.4 99.2 99.9 97.9 99.8 99.9 99.4 99.9 99.9 99.9 99.9 99.9 99.9 99.9
50 85.3 59.2 55.3 95.4 87.7 87.5 99.7 99.5 97.2 96.3 99.4 99.8 99.6 99.3 99.9 99.9 99.9 99.9 99.9 99.9
& = h = 7 h = 10 h = 15 h = 20
0.1 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
1 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
3 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
10 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
50 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
n = 200
& = h = 0 h = 0:1 h = 0:5 h = 1
0.1 03.6 03.5 23.8 03.3 14.7 06.5 03.3 67.9 03.1 06.4 06.6 08.2 27.7 20.8 81.2 61.1 85.9 65.6 74.4 79.1
1 13.7 05.4 17.2 21.9 12.4 17.8 05.7 02.6 24.0 07.3 54.2 32.8 06.5 05.9 33.8 62.9 42.3 49.1 77.1 84.2
3 15.7 14.1 09.0 10.6 07.1 03.4 09.9 42.0 27.5 03.3 11.7 05.9 18.1 07.4 06.2 91.7 64.9 55.3 63.6 80.0
10 17.3 12.4 07.6 06.0 08.2 13.1 11.1 09.9 15.6 13.7 16.9 66.8 10.4 27.1 72.6 58.0 66.8 53.6 62.4 55.0
50 07.0 21.1 09.0 23.7 14.4 04.2 08.9 08.0 15.1 03.3 20.7 34.2 41.4 06.9 06.1 57.7 87.2 63.2 94.4 93.4
& = h = 1:5 h = 2 h = 3 h = 5
0.1 75.3 80.5 95.0 97.9 97.8 98.3 99.9 99.3 99.7 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
1 95.8 72.2 78.7 91.9 98.8 95.5 96.2 99.6 91.1 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
3 60.3 82.4 68.8 80.1 97.8 54.8 93.3 78.5 99.9 99.1 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
10 80.4 94.7 57.1 45.0 99.9 96.1 96.0 99.6 93.2 99.1 99.9 99.6 99.6 99.9 99.9 99.9 99.9 99.9 99.9 99.9
50 92.9 93.6 62.2 90.4 90.2 95.5 94.3 97.7 96.5 91.8 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
& = h = 7 h = 10 h = 15 h = 20
0.1 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
1 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
3 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
10 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
50 99.9 99.9 99.9 99.9 99.9 99.1 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9
Table 2: Power of ^ Dn test for different values of h;´ and &(%) for n = 100 and n = 200
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Figure 1: Power of ^ Tn with respect a,with various sample sizes where ´ = 3 and & = 3
The powers of both statistics increase when the alternatives move away from the null to reach almost 100
% (for a = 1;h = 5 when n = 100). But ^ Tn is more stable with respect to the variation of ´ and &. The
statistics ^ Dn remains at its maximum power with big values of h (very far alternatives), whereas the power of
^ Tn starts to decrease from big values of a (a = 7 or 10) until power values around 50 %. This may be explained
by the way that the estimate of the parameters have a big inﬂuence of the results, since when a increase the
limit covariance °12 deﬁned in (27) between the sequences Vn and Zn being negative which leads to reduce
the power value, and its very big values make negative the quantity under square root in the power which gives
no sense to the power (some apart simulations show that). An other explication of this phenomena may be
understood in the way that the condition (A2) which implies that max1·i·n n¡1=2 j G(Xi¡1) j= oP(1) does
not allow to take great values of a in order to keep the local aspect of the alternatives.
As seen in Tables 1 and 2, the values of ´ and & do not affect the asymptotic power (for ﬁxed a or h).
Hence, to produce Figures 1 and 2 we take for example ´ = 3 and & = 3. They are made with m = 3000
replications, n ranges from small to very big values, whereas a and h has 20 values from 0.1 to 25. For ^ Dn, we
restrict h to the range [0:1;4], for a more representation since its power remains constant for h greater than 4.
These ﬁgures conﬁrm the previous comments.
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Figure 2: Power of ^ Dn with respect h,with various sample sizes where ´ = 3 and & = 3
5 Proofs
Proof of Theorem 1
In order to prove Theorem 1, we have to check the three conditions in Theorem 1 of Hwang and Basawa
(2001) [13]. All limits and expectations are taken under H0 as n ! 1.
(i) Firstly checking that max1·i·n jgni ¡ 1j = oP(1), where gni is deﬁned by (5). Making use of Taylor
expansion of '²i around (a;b) = (0;1), we obtain
'²i(®ni;¯ni) = f(²i) ¡ (f0(²i);f(²i) + ²if0(²i))(®ni;¯ni ¡ 1)> + Rni (31)
where
Rni =
1
2
µ
®2
ni
@2'²i
@a2 (®¤
ni;¯¤
ni) + 2®n(¯n ¡ 1)
@2'²i
@a@b
(®¤
ni;¯¤
ni) + (¯n ¡ 1)2@2'²i
@b2 (®¤
ni;¯¤
ni)
¶
;
®¤
ni is between zero and ®ni, and ¯¤
ni is between 1 and ¯ni. Thus, we have
gni ¡ 1 = ¡
1
p
n
½
`0(²i)
G(Xi¡1)
¾½0(Xi¡1)
+ (`0(²i)²i + 1)
S(Xi¡1)
¾½0(Xi¡1)
¾
+
Rni
f(²i)
:= Sni + Rni: (32)
It follows by (A1) that
jRnij =
¯ ¯
¯
¯
Rni
f(²i)
¯ ¯
¯
¯ ·
1
2
(®ni + ¯ni ¡ 1)2M(²i) ·
[G(Xi¡1) + S(Xi¡1)]
2
2n¾2
½0(Xi¡1)
M(²i): (33)
Let a > 1 such that 2a · 2 + ° for some ° > 0. Using the properties of the conditional expectation and the
18hypothesis (A2), we can write
E
"
(G(Xi¡1) + S(Xi¡1))
2
¾2
½0(Xi¡1)
M(²i)
#a
= E
(
E
"
(G(Xi¡1) + S(Xi¡1))
2
¾2
½0(Xi¡1)
M(²i)jFi¡1
#a)
= E
(Ã
(G(Xi¡1) + S(Xi¡1))
2
¾2
½0(Xi¡1)
!a
E ([M(²i)]ajFi¡1)
)
· CE
µ
G(Xi¡1) + S(Xi¡1)
¾½0(Xi¡1)
¶2+°
:
We conclude by Markov’s inequality
max
1·i·n
jRnij = oP(1): (34)
Now we deal with the leading term in (32). We use again Markov’s inequality to get for any ® > 0 and for
some ° > 0
P
µ
max
1·i·n
jSnij > ®
¶
·
¡
®
p
n
¢¡2¡°
n X
i=1
E
·
(`0(²i)²i + 1)
S(Xi¡1)
¾½0(Xi¡1)
¸2+°
+
¡
®
p
n
¢¡2¡°
n X
i=1
E
·
`0(²i)
G(Xi¡1)
¾½0(Xi¡1)
¸2+°
! 0 as n ! 1 (35)
in view of (A2), (A3), the stationarity and the ergodicity of (Xi¡1;²i). Combining (34) and (35), one gets
max1·i·n jgni ¡ 1j = oP(1).
(ii) Checking the second condition, namely
Pn
i=1(gni ¡ 1)2 = ¿2
0 + oP(1): We have from (32)
n X
i=1
(gni ¡ 1)2 =
n X
i=1
S2
ni ¡ 2
n X
i=1
SniRni +
n X
i=1
R
2
ni: (36)
Making use of (A2) and (A3), the stationarity and ergodicity of (Xi¡1;²i), we get from (33) and (34) that
n X
i=1
R
2
ni · max
1·i·n
jRnij
n X
i=1
Rni · oP(1)
1
2n
n X
i=1
µ
G(Xi¡1) + S(Xi¡1)
¾½0(Xi¡1)
¶2
M(²i) = oP(1): (37)
Next, one can observe by stationarity and ergodicity of (Xi¡1;²i) that
Pn
i=1 S2
ni converges a.s. to
E
½
(`0(²1)²1 + 1)
2 S2(Xd)
¾2
½0(Xd)
+ 2
¡
`0(²1)2²1 + `0(²1)
¢ S(Xd)G(Xd)
¾2
½0(Xd)
+ `0(²1)2 G2(Xd)
¾2
½0(Xd)
¾
(38)
which is equal to ¿2
0 in view of (A4-1) and (A4-3). Finally, we have
¯ ¯
¯ ¯
¯
n X
i=1
SniRni
¯ ¯
¯ ¯
¯
·
Ã
n X
i=1
S2
ni
!1=2 Ã
n X
i=1
R
2
ni
!1=2
= ¿0oP(1) = oP(1) (39)
in view of (37) and (38). The result follows by combining (36)-(39).
(iii) Checking the last condition, namely
Pn
i=1(gni ¡ 1) = Vn + oP(1) and Vn
D ¡! N
¡
0;¿2
0
¢
: We have
from (32) that
Pn
i=1(gni ¡ 1) = Vn +
Pn
i=1 Rni.
We have to show that
Pn
i=1 Rni = oP(1). A simple computation yields
Rni =
1
2
(®ni;¯ni ¡ 1)H(®¤
ni;¯¤
ni)(®ni;¯ni ¡ 1)>
where H = [Hkl]k;l=1;2 is the Hessian matrix of the function '²i, 0 < j®¤
nij < j®nij, and 0 < j¯¤
ni ¡ 1j <
19j¯ni ¡ 1j. Therefore, one can write
n X
i=1
Rni =
n X
i=1
Rni
f(²i)
=
n X
i=1
½
1
2f(²i)
(®ni;¯ni ¡ 1)H(0;1)(®ni;¯ni ¡ 1)>
+ (®ni;¯ni ¡ 1)[H(®¤
ni;¯¤
ni) ¡ H(0;1)](®ni;¯ni ¡ 1)>ª
:= Rn1 + Rn2
where
Rn1 =
n X
i=1
f00(²i)
2f(²i)
G2(Xi¡1)
n¾2
½0(Xi¡1)
+
n X
i=1
·
2f0(²i)
f(²i)
+
f00(²i)
f(²i)
¸
G(Xi¡1)S(Xi¡1)
n¾2
½0(Xi¡1)
+
n X
i=1
·
1 + 2²i
f0(²i)
f(²i)
+ ²2
i
f00(²i)
2f(²i)
¸
S2(Xi¡1)
n¾2
½0(Xi¡1)
which in turn converges to zero almost surely in view of (A2), (A4-1), (A4-2) and (A4-4).
The second term is
Rn2 =
1
2n
n X
i=1
[H11(®¤
ni;¯¤
ni) ¡ H11(0;1)]
G2(Xi¡1)
f(²i)¾2
½0(Xi¡1)
+
1
n
n X
i=1
[H12(®¤
ni;¯¤
ni) ¡ H12(0;1)]
G(Xi¡1)S(Xi¡1)
f(²i)¾2
½0(Xi¡1)
(40)
+
1
2n
n X
i=1
[H22(®¤
ni;¯¤
ni) ¡ H22(0;1)]
S2(Xi¡1)
f(²i)¾2
½0(Xi¡1)
:
Using Cauchy-Schwartz inequality, one can bound the ﬁrst term in the above equality by (for some ° > 0)
Ã
1
n
n X
i=1
µ
G(Xi¡1)
¾½0(Xi¡1)
¶2+°! 2
2+° Ã
1
n
n X
i=1
µ
jH11(®¤
ni;¯¤
ni) ¡ H11(0;1)j
f(²i)
¶1+2=°! °
°+2
:
By ergodicity, hypotheses (A2) and (A3) the ﬁrst term in the later expression is bounded in probability. In order
to prove that the second one is oP(1), set B(e;r) the ball of center e = (0;1) and non-negative radius r, and
put !(t;r) = supx2B(e;r)
1
f(t)
¯
¯ ¯
@
2
@a2't(x) ¡ @
2
@a2't(e)
¯
¯ ¯. Using the ergodicity of the Xi’s, it follows then for
any ﬁxed r > 0
1
n
n X
i=1
!1+2=°(²i;r) ! E!1+2=°(²1;r) a.s.
Since the function t 7! !(t;r) satisﬁes (A1) then !(t;r) · 2M(t), therefore the last expectation can be made
as small as desired by choosing r = rn sufﬁciently small. Consequently, the Lebesgue dominated convergence
theorem yields
1
n
n X
i=1
!1+2=°(Xi¡1;r) ! 0 a.s., as n ! 1 and r ! 0:
The second and the third terms in (40) are handled similarly. Thus Rn2 = oP(1). Therefore
Pn
i=1(gni ¡1) =
Vn + oP(1).
It remains to show that Vn is normally distributed. It is easily seen that, for n ¸ 1, the sequence
(
p
nVn;Fn)n¸1 is a centered martingale whenever (A4-1) and (A4-3) are satisﬁed, then the martingales CLT
(see Hall and Heyde, 1980 [6], Corollary 3.2) can be applied. For this, we have to check ﬁrstly the Lindeberg
condition. That is for any & > 0
n X
i=1
E
¡
S2
niI fjSnij > &gjFi¡1
¢
! 0 in probability as n ! 1; (41)
where Sni is deﬁned in (32). Let a > 1 and b > 1 such that 2a · 2 + °, using Hölder’s inequality, we obtain
for any & > 0 and for some ° > 0
E
¡
S2
niI fjSnij > &gjFi¡1
¢
·
¡
E
¡
jSnij2+°jFi¡1
¢¢ 1
a (P (jSnij > &jFi¡1))
1
b
· &¡2a=bE
¡
jSnij2+°jFi¡1
¢
;
20because P (jSnij > &jFi¡1) · &¡2aE
¡
jSnij2+°jFi¡1
¢
: Moreover, since for any i ¸ d
jSnij2+° · Cn¡1¡°=2
(¯
¯ ¯
¯(`0(²i)²i + 1)
S(Xi¡1)
¾½0(Xi¡1)
¯
¯ ¯
¯
2+°
+
¯
¯ ¯
¯`0(²i)
G(Xi¡1)
¾½0(Xi¡1)
¯
¯ ¯
¯
2+°)
;
then
n X
i=1
E
¡
S2
niI fjSnij > &gjFi¡1
¢
· &¡2a=bCn¡°=2 1
n
n X
i=1
(¯
¯ ¯
¯
S(Xi¡1)
¾½0(Xi¡1)
¯
¯ ¯
¯
2+°
E
³
j`0(²i)²i + 1j
2+° jFi¡1
´
+
¯
¯ ¯
¯
G(Xi¡1)
¾½0(Xi¡1)
¯
¯ ¯
¯
2+°
E
³
j`0(²i)j
2+° jFi¡1
´
)
¡! 0;
in view of (A2) and (A3).
Secondly, we have, by the stationarity and ergodicity of (Xi¡1;²i) that
Pn
i=1 E
¡
S2
nijFi¡1
¢
! ¿2
0. So
Vn
D ¡! N
¡
0;¿2
0
¢
.
Finally, collecting (i), (ii) and (iii), it follows from Theorem 1 of Hwang and Basawa (2001) that under H0 :
¤n = Vn ¡ ¿2
0=2 + oP(1). ¤
Proof of Proposition 1
(i) Under H0, the sequence Vn can be written as
Vn = ¡
1
p
n
n X
i=1
W>(º0;Xi;Xi¡1)U(Xi¡1);
where W>(º;Xi;Xi¡1) =
1
¾2
½(Xi¡1)
!>(²i) =
1
¾2
½(Xi¡1)
!>
µ
Xi ¡ mµ(Xi¡1)
¾½(Xi¡1)
¶
. Consequently, the se-
quence ^ Vn deﬁned by (8) can be written
^ Vn = ¡
1
p
n
n X
i=1
W>(^ ºn;Xi;Xi¡1)U(Xi¡1)
= Vn ¡
1
p
n
(^ ºn ¡ º0)>
n X
i=1
_ W(º0;Xi;Xi¡1)U(Xi¡1) + RnV
= Vn +
1
p
n
(^ µn ¡ µ0)>
n X
i=1
_ mµ(Xi¡1)
¾2
½0(Xi¡1)
([`0(²i) + ²i`00(²i)]G(Xi¡1) + `00(²i)S(Xi¡1))
+
1
p
n
(^ ½n ¡ ½0)>
n X
i=1
_ ¾½0(Xi¡1)
¾2
½0(Xi¡1)
¡£
²i`0(²i) ¡ ²2
i`00(²i)
¤
G(Xi¡1) ¡ ²i`00(²i)S(Xi¡1)
¢
+ RnV
where
RnV = ¡
1
p
n
(^ ºn ¡ º0)>
n X
i=1
h
_ W(º0;Xi;Xi¡1) ¡ _ W(º¤
n;Xi;Xi¡1)
i
U(Xi¡1)
+
1
p
n
(^ ½n ¡ ½0)>
n X
i=1
_ ¾½0(Xi¡1)
¾½0(Xi¡1)
(`0(²i)S(Xi¡1) + [`0(²i)²i + 1]G(Xi¡1))
(42)
and º¤
n is an intermediate point between º0 and ^ ºn.
Now we have to show that RnV = oP(1): The second term in RnV tends to zero in probability by ergodicity
and assumptions (A2), (A4-1), (A4-3) and (A6). To deal with the second term, observe that the functions
appearing in _ W are continuous on compact subsets including in £1 £ £2. Therefore, the vector function
_ W(¢;x;y) is uniformly continuous. Consequently, the ﬁrst member in (42) is bounded, for any ² > 0, by
C:²
1
n
n X
i=1
G(Xi¡1) + S(Xi¡1):
21Letting ² tends to zero, it follows from the ergodicity, since EU(Xd) is ﬁnite by (A2), that the later quantity is
oP(1). Therefore, the sequence ^ Vn can be written as
^ Vn = Vn +
p
n(^ µn ¡ µ0)> 1
n
n X
i=1
_ mµ0(Xi¡1)
¾2
½0(Xi¡1)
U>(Xi¡1)!0(²i)
+
p
n(^ ½n ¡ ½0)> 1
n
n X
i=1
_ ¾½0(Xi¡1)
¾2
½0(Xi¡1)
U>(Xi¡1)!0(²i)²i + oP(1):
(43)
By ergodicity , (A2), (A4-1), (A4-3), (A6) and (A7), the latter expression can in turn be written as
^ Vn = Vn +
p
n(^ µn ¡ µ0)>E
_ mµ0(Xd)
¾½0(Xd)
U>(Xd)
¾½0(Xd)
E!0(²1)
+
p
n(^ ½n ¡ ½0)>E
_ ¾½0(Xd)
¾½0(Xd)
U>(Xd)
¾½0(Xd)
E²1!0(²1) + oP(1)
= Vn +
Ã
1
p
n
n X
i=1
'1(Xi¡1;µ0;½0)²i
!>
»1 +
Ã
1
p
n
n X
i=1
'2(Xi¡1;½0)(²2
i ¡ 1)
!>
»2 + oP(1)
= Vn +
1
p
n
n X
i=1
£
'>
1 (Xi¡1;µ0;½0)²i»1 + '>
2 (Xi¡1;½0)(²2
i ¡ 1)»2
¤
+ oP(1) = Vn + Zn + oP(1):
(ii) Write
^ Vn = Vn +
1
p
n
n X
i=1
Á(Xi¡1)$>(²i) + oP(1) = (Vn;Zn)(1;1)> + oP(1);
where Á(Xi¡1) =
¡
'>
1 (Xi¡1;µ0;½0);'>
2 (Xi¡1;½0)
¢
2 Rq £Rq, $>(²i) = (»1²i;»2(²2
i ¡1))> 2 Rq £Rq.
Now we show that (Vn;Zn) converges in distribution to a centered normal vector. Let (®1;®2) 2 R2 and
denote by Sn;j =
Pj
i=1 sn;i, where
sn;i =
1
p
n
¡
®1U>(Xi¡1)¾¡1
½0 (Xi¡1)!(²i) + ®2Á>(Xi¡1)$(²i)
¢
:
It can be proven that f(Sn;j;Fj)g1·j·n is an array of martingales. Moreover, proceeding as in the proof of
Theorem 1, one can show in view of (A2)-(A4-1), (A4-3)), (A7) and (A8) that the Lindeberg condition holds,
namely for any ® > 0,
n X
i=1
E
¡
s2
n;iI(jsn;ij > ®)jFi¡1
¢
! 0:
Also, by ergodicity, we deduce from simple computation
n X
i=1
E
¡
s2
n;ijFi¡1
¢
! E
µ
®1
U>(Xd)
¾½0(Xd)
!(²1) + ®2Á>(Xd)$(²1)
¶2
:
This implies that (Vn;Zn) is asymptotically centered normal vector. We now compute its covariance matrix.
Since both Vn and Zn are centered, by stationarity, (A4-1), (A4-3), and the fact that ²i is independent from
Xi¡1, one can show limn!1 EVnZn = °12 and limn!1 EZ2
n = °22 (recall that °11 = ¿2
0 = limn!1 EV 2
n),
where °12 and °22 are deﬁned in (12).
We prove now the third statement of Proposition 1.
(iii) We have
^ °11 = ^ ¿2
n = (^ I2n ¡ 1)
1
n
n X
i=1
S2(Xi¡1)
¾2
^ ½n(Xi¡1)
+ 2^ I1n
1
n
n X
i=1
S(Xi¡1)G(Xi¡1)
¾2
^ ½n(Xi¡1)
+ ^ I0n
1
n
n X
i=1
G2(Xi¡1)
¾2
^ ½n(Xi¡1)
:= (^ In2 ¡ 1)An2 + 2^ In1An1 + ^ In0An0;
22where
^ Ink :=
1
n
n X
i=1
qk(^ ²i) =
1
n
n X
i=1
(qk(^ ²i) ¡ qk(²i)) +
1
n
n X
i=1
qk(²i); (44)
with qk(x) = (`0(x))2xk; k = 0;1;2: We show ﬁrst ^ Ink ! Ik in probability for k = 0;1;2. (Ik is deﬁned
in (7)). We can see that the second term converges by the ergodic theorem to Ik, whereas the ﬁrst term in ^ Ink
converges to zero in probability. Indeed, we split it into ^ Ink1 + ^ Ink2, where
^ Ink1 =
1
n
n X
i=1
(qk(^ ²i) ¡ qk(²i))Ifj²ij · Lg and ^ Ink2 =
1
n
n X
i=1
(qk(^ ²i) ¡ qk(²i))Ifj²ij > Lg
with large positive constant L.
First, using a Taylor expansion of ²i (as a function in the parameter º = (µ;½)) around º0, we obtain under H0
^ ²i ¡ ²i = ¡(^ µn ¡ µ0)> _ mµ¤
n(Xi¡1)
¾½¤
n(Xi¡1)
¡ (^ ½n ¡ ½0)> _ ¾½¤
n(Xi¡1)
¾½¤
n(Xi¡1)
²i;
where µ¤
n and ½¤
n are intermediate points respectively between µ0 and ^ µn, ^ ½0 and ½n. The conditions (A2) and
(A7) allow us to write
max
1·i·n
j^ ²i ¡ ²ij · OP(1) max
1·i·n
jM0(Xi¡1)j
p
n
+ OP(1) max
1·i·n
jM1(Xi¡1)²ij
p
n
= oP(1); (45)
the last equality is obtained by (A2) and (A8).
Since qk is continuous, it is then uniformly continuous on the compact set [¡L;L], this yields with (45) to
get ^ Ink1 ! 0 a.s.
For the second term ^ Ink2, observe that
(
1
p
n
¯ ¯
¯
¯ ¯
n X
i=1
(qk(^ ²i) ¡ qk(²i))Ifj²ij > Lg
¯ ¯
¯
¯ ¯
6= 0
)
½ f9i0;1 · i0 · n;j²i0j > Lg:
By choosing L = Ln = n, we obtain by stationarity and Markov’s inequality
P
(
1
p
n
¯
¯ ¯
¯ ¯
n X
i=1
(qk(^ ²i) ¡ qk(²i))Ifj²ij > Lng
¯
¯ ¯
¯ ¯
6= 0
)
· nP(j²0j > Ln) = nL¡¯
n Ej²0j¯ = O(n1¡¯):
Since by (A6) ¯ > 2, Borel-Contelli’s Lemma leads to
limsup
n!1
1
p
n
n X
i=1
(qk(^ ²i) ¡ qk(²i))Ifj²ij > Lng = 0 a.s.;
consequently ^ Ink1 + ^ Ink2 = oP(1) and hence ^ Ink = Ink + oP(1).
To study the asymptotic behavior of An2 using a Taylor expansion of ¾
¡2
^ ½n around ½0, we can then write An2 as
follows (similar for An0 and An1)
An2 =
1
n
n X
i=1
S2(Xi¡1)
¾2
½0(Xi¡1)
¡ (^ ½n ¡ ½0)> 1
6n
n X
i=1
S2(Xi¡1)
¾2
½¤
n(Xi¡1)
_ ¾½¤
n(Xi¡1)
¾½¤
n(Xi¡1)
;
with an intermediate point ½¤
n. The ﬁrst term in the above equality converges a.s. by the ergodic theorem to
ES2(Xd)¾¡2
½0 (Xd), which is ﬁnite in view of (A2). The second term converges in probability to zero, since
^ ½n ¡ ½0 = oP(1) by (A7) and
° °
° °
°
1
n
n X
i=1
S2(Xi¡1)
¾2
½¤
n(Xi¡1)
_ ¾½¤
n(Xi¡1)
¾½¤
n(Xi¡1)
° °
° °
°
q
·
1
n
n X
i=1
S2(Xi¡1)
¾2
½¤
n(Xi¡1)
M1(Xi¡1) = OP(1)
in view of (A2), (A6), (A9) and the ergodic theorem. Similar arguments can be used to prove that ^ °n12 ! °12
and ^ °n22 ! °22. This completes the proof of the statement (iii) of the Proposition.
(vi) This statement follows from (i)-(iii) and the Slutsky’s lemma. ¤
23Proof of Proposition 2
The proof uses similar arguments as in Theorem 2.1 of Basawa (1993) [12]. By Vitali’s lemma it sufﬁces
to show :
E
·
1
t
fÁi(º + th;º) ¡ 1g
¸2
! E
h
h> _ Ái(º)
i2
as t ! 0: (46)
Making use of Fatou’s lemma we can show that the above statement holds true whenever
limsup
t!0
E
·
1
t
fÁi(º + th;º) ¡ 1g
¸2
· E
h
h> _ Ái(º)
i2
: (47)
Thus
E
hn
Ái(º + th;º) ¡ 1g
2
¯ ¯
¯Xi¡1
i
= E
2
6
4
n
g
1
2
º+h(XijXi¡1) ¡ g
1
2
º (XijXi¡1)
o2
gº(XijXi¡1)
¯ ¯
¯ ¯
¯
¯ ¯
Xi¡1
3
7
5
=
Z
8
<
:
1
¾
1
2
½+th2(y)
f
1
2
µ
Xi ¡ mµ+th1(y)
¾½+th2(y)
¶
¡
1
¾
1
2
½ (y)
f
1
2
µ
Xi ¡ mµ(y)
¾½(y)
¶
9
=
;
2
dy: (48)
One can obtain by a Taylor expansion with integral remain
p
gº+th(Xi;y) ¡
p
gº(Xi;y)
= t
Z 1
0
h>
1
_ mµ+tsh1
¾½+tsh2
(y)`0
µ
Xi ¡ mµ+tsh1
¾½+tsh2
¶
+ h>
2
_ ¾½+tsh2
¾½+tsh2
(y)
µ
1 +
Xi ¡ mµ+tsh1
¾½+tsh2
`0
µ
Xi ¡ mµ+tsh1
¾½+tsh2
¶¶
ds:
Then, by Hölder inequality
E
hn
Ái(º + th;º) ¡ 1g
2
¯ ¯
¯Xi¡1
i
· t2
Z Z 1
0
½
h>
1
_ mµ+tsh1
¾½+tsh2
(y)`0
µ
Xi ¡ mµ+tsh1(y)
¾½+tsh2(y)
¶
+ h>
2
_ ¾½+tsh2
¾½+tsh2
(y)
µ
1 +
Xi ¡ mµ+tsh1(y)
¾½+tsh2(y)
`0
µ
Xi ¡ mµ+tsh1(y)
¾½+tsh2(y)
¶¶¾2
dsdy:
It follows by (A6), (A9), (A10) and the Lebesgue dominated convergence theorem
limsup
t!0
E
"(
1
t
Ái(º + th;º) ¡ 1
¾2¯
¯ ¯
¯
¯
Xi¡1
#
·
Z ½
h>
·
_ mµ
¾½
(y)`0
µ
Xi ¡ mµ(y)
¾½(y)
¶
;
_ ¾½
¾½
(y)
µ
1 +
Xi ¡ mµ(y)
¾½(y)
`0
µ
Xi ¡ mµ(y)
¾½(y)
¶¶¸¾2
dy
= E
½
h>
·
_ mµ
¾½
(Xi¡1)`0
µ
Xi ¡ mµ(Xi¡1)
¾½(Xi¡1)
¶
;
_ ¾½(Xi¡1)
¾½(Xi¡1)
µ
1 +
Xi ¡ mµ(Xi¡1)
¾½(Xi¡1)
`0
µ
Xi ¡ mµ(Xi¡1)
¾½(Xi¡1)
¶¶¸
jXi¡1
¾2
:
Taking the expectation on the two sides, it follows that
limsup
t!0
E
·
1
t
fÁi(º + th;º) ¡ 1g
¸2
· E
½
h>
·
_ mµ(Xi¡1)
¾½(Xi¡1)
`0(²i);
_ ¾½(Xi¡1)
¾½(Xi¡1)
(1 + ²i`0(²i))
¸¾2
= E
h
h> _ Ái(º)
i2
:
¤
Proof of Theorem 4
From Corollary 2, we have ~ Sn(º0)
D ¡! N(¡(º0)h;¡(º0)); under ~ Hn
1 . So that
¡¡ 1
2(º0)~ Sn(º0)
D ¡! N(¡
1
2(º0)h;Id): (49)
Cochran’s Theorem leads to
~ S>
n (º0)¡¡ 1
2(º0)
h
¡
1
2(º0)­
i
?
¡¡ 1
2(º)~ Sn(º0) = ³S
n;­(º0)
D ¡! Â2
K¡r(¸2); (50)
24with ¸2 = h>¡
1
2(º0)
h
¡
1
2(º0)­
i
?
¡
1
2(º0)h = h>[¡(º0) ¡ ¡(º0)­(­>¡(º0)­)¡1­>¡(º0)]h, which gives
the desired result under ~ Hn
1 . In addition, under ~ H0, ¸ = 0 since
h
¡
1
2(º0)­
i
?
¡
1
2(º0)h = 0.
The most stringency is a result of the weak convergence of local experiments to Gaussian shifts (see Le
Cam 1986 [18] or Hallin and Werker 2003 [10]). ¤
Proof of Theorem 5
i) and ii) By a Taylor expectation, we get
~ ¤n = h> ~ Sn(º0) ¡
1
2
hTWn(º¤
n)h;
with º¤
n is an intermediate point between º0 and ºn = º0 + h=
p
n, and
~ Sn(ºn) = ~ Sn(º0) ¡
1
2
Wn(º¤
n)h:
We conclude by the same argument as in Theorem 3.1 in Hwang and Basawa (1993) [12].
iii) follows from ii). ¤
Proof of Lemma 1.
(1-) We show that Wn(º0)
P ¡! ¡(º0), under ~ H0. Explicit calculus gives the the formula of the symmetric
matrix Wn(º) as (the terms with null expectations are dropped)
Wn(º) = ¡
1
n
n X
i=1
2
4
¡
_ mµ(Xi¡1) _ m
>
µ (Xi¡1)
¾2
½(Xi¡1) `00(²i) ¡
_ mµ(Xi¡1)_ ¾
>
½ (Xi¡1)
¾2
½(Xi¡1) ²i`00(²i)
¡
_ ¾½(Xi¡1) _ m
>
µ (Xi¡1)
¾2
½(Xi¡1) ²i`00(²i) ¡
_ ¾½(Xi¡1)_ ¾
>
½ (Xi¡1)
¾2
½(Xi¡1) (²2
i`00(²i) ¡ 1)
3
5 + oP(1):
Using the ergodic theorem and the independence between Xi¡1 and ²i, we obtain Wn(º0) ¡! ¡(º0) in
probability with (A4) and (A6).
(2-) We show Wn(ºn) ¡ Wn(º0)
P ¡! 0 uniformly in bounded h, to this end, it sufﬁces to show that
sup
h;jjhjj<M
jWn(ºn) ¡ Wn(º0)j = oP(1):
We assume, without loss of generality, that the parameters µ and ½ are real. With a Taylor expansion of the
function Wn(º) = [Wnkl(º)]k;l=1;2
Wn(ºn) ¡ Wn(º0) = (µn ¡ µ0)
@
@µ
Wn(º¤
n) + (½n ¡ ½0)
@
@½
Wn(º¤
n); º¤
n is a point between ºn and º0:
So we have
Wn(ºn) ¡ Wn(º0) = ¡
h1 p
n
"
@
@µWn11(º¤
n) @
@µWn12(º¤
n)
@
@µWn21(º¤
n) @
@µWn22(º¤
n)
#
¡
h2 p
n
"
@
@½Wn11(º¤
n) @
@½Wn12(º¤
n)
@
@½Wn21(º¤
n) @
@½Wn22(º¤
n)
#
:
(51)
We show that each term in (51) is oP(1), we take the ﬁrst one for example (using (A11) and (A12)),
¯
¯
¯ ¯(µn ¡ µ0)
@
@µ
Wn(º¤
n)11
¯
¯
¯ ¯ ·
M
n3=2
n X
i=1
£
K3;µ(Xi¡1)`0(²¤
i) + 3K1;µ(Xi¡1)K2;µ(Xi¡1)`00(²¤
i) + K3
1;µ(Xi¡1)`000(²¤
i)
¤
=
M
n3=2
n X
i=1
[K3;µ(Xi¡1)[`0(²¤
i) ¡ `0(²i)] + K3;µ(Xi¡1;µ)`0(²i) + 3K1;µ(Xi¡1)K2;µ(Xi¡1)[`00(²¤
i) ¡ `00(²i)]
+ 3K1;µ(Xi¡1)K2;µ(Xi¡1)`00(²i) + K3
1;µ(Xi¡1)[`000(²¤
i) ¡ `000(²i)] + K3
1;µ(Xi¡1)`000(²i)
¤
;
since under the hypothesis ~ H0 the model remains the same as in section 2.1, we make use of (45) and the same
arguments used to prove that ^ Ink = oP(1), we obtain by the continuity of the functions `0, `00 and `000 and the
ergodic theorem
sup
h;jjhjj<M
° °
° °
(µn ¡ µ0)>
p
n
@
@µ
Wn(º0)11
° °
° °
2q
P ¡! 0;
25by the same way we treat the remain terms in (51). Finally
sup
h;jjhjj<M
jWn(ºn) ¡ Wn(º0)j = oP(1) under ~ H0:
(3-) Since ^ ºn is
p
n-consistent, ie.
p
n(^ ºn ¡ º0) = OP(1), so there exists a bounded random variable h¤
such that
p
n(^ ºn ¡ º0) = h¤, so ^ ºn = º0 + n¡ 1
2h¤, by the uniform convergence in the previous item of the
lemma, we deduce
Wn(^ ºn)
P ¡! ¡(º0)
¤
Proof of Corollary 3
We have from Theorem 5
~ Sn(^ ºn) = ~ Sn(º0) ¡ ¡(º0)
p
n(^ ºn ¡ º0) + oP(1); under ~ H0;
then ¡¡ 1
2(º0)~ Sn(^ ºn) ¡ ¡¡ 1
2(º0)~ Sn(º0) = ¡
1
2(º0)
p
n(^ ºn ¡ º0) + oP(1).
On the other hand ¡
1
2(º0)
p
n(^ ºn ¡ º0) 2 M(¡
1
2(º0)­), under ~ H0. Thus
h
¡
1
2(º0)­
i
?
¡¡ 1
2(º0)~ Sn(^ ºn) =
h
¡
1
2(º0)­
i
?
¡¡ 1
2(º0)~ Sn(º0) + oP(1);
which leads by Cochran’s Theorem to
° °
°
h
Id ¡ P
M(¡
1
2 (º0)­)
i
¡¡ 1
2(º0)~ Sn(º0)
° °
°
2
K
=
° °
°
h
Id ¡ P
M(¡
1
2 (º0)­)
i
¡¡ 1
2(º0)~ Sn(^ ºn)
° °
°
2
K
+ oP(1):
The result can be obtained using Lemma 1 when substitute º0 by its estimator. The contiguity of the hypotheses
allows to get the same conclusion under the local alternatives. All these results can be made for ^ ³S
n(^ ºn). ¤
Proof of Proposition 3
1. To prove the strict stationarity of the model (23), it sufﬁces to check the conditions (S1)-(S4) of Theorem
3.2.11 in Tanuguchi and Kakizawa (2000, page 86) [26]. Conditions (S1) and (S2) are satisﬁed since the
²i’s are iid and by (AP1) the functions gk and vk are continuous on R. Moreover, (S3) holds whenever
gk and vk are Lipschitzian functions and Ej²1j < 1 which are satisﬁed by (AP0) and (AP1). The
condition (S4) is also satisﬁed under (AP2).
Also, a sufﬁcient condition for the geometric ergodicity can be obtained for the above model, if we
check further that
limsup
jxj!1
Ejmµ(x) + ¾½(x)²1j
jxj
< 1
[see Doukhan (1994) [4], pages 106-107], which is fulﬁlled by (AP2).
2. It’s clear that assumption (A5) is satisﬁed, whereas (A6) holds by taking M0(x) = max1·k·r jgk(x)j=·
and M1(x) = max1·k·r vk(x)=·. The assumption (A7) is fulﬁlled with the conditional least squared
estimators.(A9) and (A11) are clearly satisﬁed by (AP1). ¤
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