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Abstract
The problem of approximating triples of commuting n × n matrices by generic matrices is
equivalent to the problem of whether the variety C(3, n) of commuting triples is irreducible.
The answer to the problem is known to be positive for dimensions no greater than 5 and
negative for dimensions no smaller than 30. Using simultaneous commutative perturbations
of pairs of matrices in the centralizer of the third matrix we are able to show that the answer is
positive in dimension 6 as well. All the proofs are given over an arbitrary algebraically closed
field of characteristic zero.
© 2004 Published by Elsevier Inc.
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1. Introduction
Let C(3, n) denote the set of all triples (A,B,C) of commuting n × n matrices
over an algebraically closed field F of characteristic zero. This set may be viewed as a
variety in F3n2 defined by 3n2 quadratic equations, i.e. the relations of commutativity,
relating the entries of the matrices. (The reader of this paper is assumed familiar with
elementary facts on varieties as given in [1], say.) It is not always easy to determine
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whether this variety is irreducible or to compute its dimension; see Gerstenhaber [2].
Let G(3, n) denote the subset of C(3, n) consisting of those triples such that A,B,
and C are all “generic”, i.e. they have n distinct eigenvalues each. Note that such
a triple has certain convenient properties. Matrices of the triple are simultaneously
diagonalizable, for example, and each of them is a polynomial in any other. We ask
whether G(3, n) equals C(3, n). Here the overline indicates closure with respect to
the Zariski topology on F3n2 . The problem is equivalent to the problem of whether
the variety C(3, n) is irreducible. It is known that the answer to this question is
positive for n no greater than 5 and negative for n no smaller than 30 (cf. [6], see
also [3,4]). Here we give a positive answer for n = 6.
In case that F = C, the field of complex numbers, the problem has an equivalent
formulation with applications to functional analysis (see [5,6]). After replacing Za-
riski topology with the usual complex topology we may state the problem as follows.
Given a triple of commuting n × n complex matrices A, B, C, and a positive real
number ε, does there always exist a triple Aε, Bε, Cε of commuting generic n × n
complex matrices such that
‖A − Aε‖ < ε, ‖B − Bε‖ < ε, ‖C − Cε‖ < ε.
In other words we want to know if any commuting triple of matrices can be approx-
imated arbitrarily well by a triple of commuting generics.
Throughout the paper we will interchangeably use triples (A,B,C) and their lin-
ear spans L(A,B,C). Note that if (A,B,C) is a generic triple, then any triple of
L(A,B,C) is simultaneously diagonalizable, and belongs consequently to G(3, n).
So, once we know a positive answer to our question for a basis of a 3-dimensional
space of commuting matrices, then the answer is positive for any triple from this
space. Note also that the answer is automatically positive for all pairs (and therefore
for all 2-dimensional spaces) of commuting matrices. This fact was first shown by
Motzkin–Taussky in a celebrated paper [8]; different proofs and interpretations have
been given by several authors, e.g. [2,3,5,7].
2. Radical of square zero
In this and the following section we give two results to be used in the sequel that
may be of independent interest. We somewhat extend and somewhat simplify the
proofs of [6].
Theorem 1. If the radical of the algebra generated by matrices (A,B,C) has
square zero, then the triple belongs to G(3, n).
Proof. The proof is given by induction on n. If a member of L =L(A,B,C)
has more than one point in the spectrum, then it has a non-trivial (i.e. different from
either 0 or I ) spectral projection P . This projection necessarily commutes with all the
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members of L and the triple of restrictions of these matrices to ImP , respectively
KerP , satisfies the assumptions of the theorem on a strictly smaller dimension, so
that we are done by inductive assumption.
So, assume from now on that all the members ofL are nilpotent which together
with the assumption of the theorem yields AB = 0 for all A,B ∈L. If U is the
intersection of all kernels of members of L and V is the span of all images of
members ofL, then we have thatV ⊂ U. We may actually assume that these spaces
are equal, since otherwise we could find a projection of rank at least one that anni-
hilatesV and whose image belongs to U, so that we would be done by induction as
above. We may also assume that dimU  codimU since otherwise we could replace
the matrices with their transposes. In a decomposition of the underlying space with
respect toU and one of its complements, a matrix A ∈L looks like A =
(
0 A˜
0 0
)
.
Choose any matrix of the form X =
(
0 X˜
0 0
)
(not necessarily fromL) of full rank
(i.e. of rank dimU). For any triple (A,B,C) fromL the triple (A + tX, B,C), for
t ∈ F, satisfies all the above assumptions, while A + tX is of full rank for all but a
finite number of t ∈ F. Therefore, we may assume with no loss that L contains a
matrix of full rank.
Let us make an observation at this point of the proof which will be useful through-
out the rest of it. Suppose that we have found a nontrivial projection, i.e. different
from zero and the identity, of the form P =
(
E 0
0 F
)
, where E and F are idem-
potents of appropriate size, such that P commutes with two linearly independent
elements of L: A and B. Choose a third element C ∈L, linearly independent of
them, and consider the triples (A,B,C + tX) for t ∈ F. Then, all these triples satisfy
the assumptions of the theorem, and for t /= 0 there exists a nontrivial projection
commuting with all of them. Since by induction, all these triples belong to G(3, n),
the same must be true also for the triple (A,B,C).
We will first use this observation to finish the proof in the case that dimU =
codimU. In this case we may choose A of full rank and then assume with no loss that
A˜ = I . If a further B ∈L is such that B˜ has more than one point in the spectrum,
then there is a nontrivial idempotent E commuting with B˜ so that the nontrivial
projection P =
(
E 0
0 E
)
finishes the proof by the standing observation. If not, then
B˜ may be assumed a nontrivial nilpotent which in particular forces dimU > 1. It is a
standard observation that there exists a nontrivial idempotent E˜ such that B˜ + tE˜ has
more than one point in the spectrum for all t ∈ F, t /= 0, thus reducing the problem
to the previous one.
Let us assume from now on that k = codimU− dimU > 0. Choose A ∈L of
full rank and assume with no loss that its upper right corner is of the form A˜ =(
0 I
)
. Further, choose a linearly independent B in L and write its upper right
corner with respect to the same decomposition as B˜ = (B1 B2). If B1 has
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nontrivial kernel, then there is a nontrivial idempotent F such that A˜F = 0 and
B˜F = 0, so that the nontrivial projection P =
(
0 0
0 F
)
finishes the proof by the
standing observation. If not, then we can write the upper right corners of A and B as
A˜ =
(
0 I 0
0 0 I
)
and B˜ =
(
I 0 0
0 B1 B2
)
.
Assume inductively that we have found the upper right corners of A and B of the
form
A˜ =


0 I · · · 0 0
...
...
.
.
.
...
...
0 0 · · · I 0
s0 0 · · · 0 I

 and B˜ =


I · · · 0 0 0
...
.
.
.
...
...
...
0 . . . I 0 0
0 . . . 0 B1 B2

 .
(1)
The first m − 1 block rows and the first m block columns of this decomposition are
assumed inductively to be of size k, while the size of the last one is denoted by s.
Assume at first that s > 0 in (1). If B1 is not injective, then there is a nonzero
idempotent Q of size k × k such that B1Q = 0. Introduce nontrivial idempotents
E =


Q · · · 0 0
...
.
.
.
...
...
0 · · · Q 0
0 · · · 0 0

 and F =


Q · · · 0 0
...
.
.
.
...
...
0 · · · Q 0
0 · · · 0 0


and use the nontrivial projection P =
(
E 0
0 F
)
in the standing observation to finish
the proof. If, on the other hand, B1 is injective, then we have necessarily s  k and
we can clearly proceed to the next step of induction.
It remains to treat the case s = 0 in (1). If in this case k > 1, then choose any
nontrivial idempotent Q of size k × k and finish the proof similarly using this time
nontrivial idempotents
E =


Q · · · 0 0
...
.
.
.
...
...
0 · · · Q 0
0 · · · 0 Q

 and F =


Q · · · 0 0
...
.
.
.
...
...
0 · · · Q 0
0 · · · 0 Q

 .
If not, then the upper right corners of elements of L form a 3-dimensional space
of (m − 1) × m matrices. By Corollary 2.1. of [10] this space contains a nonzero
element which is not of full rank. Denote the corresponding element of L by B,
choose with no loss an element A ∈L of full rank and repeat the above procedure.
At some point of the above inductive procedure we then have to come up with a
situation (1) in which B1 is not injective and we are done. 
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3. One nonzero Jordan block case
Theorem 2. If in a 3-dimensional linear spaceL of nilpotent commuting matrices
there is a matrix of maximal possible rank with only one nonzero Jordan block, then
any basis of this space belongs to G(3, n).
Proof. We will prove the theorem by induction on k, the difference between the size
n of matrices and the order of nilpotency of the Jordan block with maximal rank. In
case that k = 0, the matrix of maximal rank is a full Jordan block, every other matrix
commuting with it is a polynomial in it, and the theorem follows. Assume inductively
that the theorem is true for the difference up to a certain k − 1 and choose a 3-dimen-
sional space of matricesL such that it contains a matrix A of maximal rank in the
space and having the form A =
(
J 0
0 0
)
, where J is an (n − k) × (n − k) Jordan
block. It is clear that n − k  2. For a B ∈L we have that B =
(
f (J ) e1a
tr
betrn−k D
)
,
where a and b are columns of size k, D is a matrix of size k × k, e1 and en−k are
two of the standard basis columns of size n − k, and f is a polynomial. (Here and in
the sequel atr denotes the transpose of a column a.) The fact that rank (tA + B) 
rankA = n − k − 1 for all t ∈ F implies, using standard arguments, that D = 0 and
that in the case n − k = 2 either a = 0 or b = 0.
Next, we show that there exist (after an appropriate choice of the matrix B)
columns x and y of size k such that atr x = 0, ytrb = 0, and ytr x = 1. In the case
k = 1 it is an easy exercise to find B ∈L such that both a and b are zero. If in
the case k = 2 we can find B ∈L such that either a or b is zero, we are done.
If they are both nonzero and atr b /= 0, we are done again. It turns out that one
of these cases must always occur. Assume the contrary and choose a matrix C =(
g(J ) e1ctr
detrn−k 0
)
∈L. Since B and C commute, we have that atr d = ctr b, so that
assumptions atr b = ctr d = 0 imply 0 = (a + c)tr (b + d) = 2atr d. This fact proves
that b and d are linearly dependent so that a linear combination of B and C has the
corresponding column equal to zero contrary to the above. This contradiction proves
that for some matrix B ∈L there exist columns x and y of size k = 2 such that
atr x = 0, ytr b = 0, and ytr x = 1. For k > 2 the same conclusion is even easier to
reach.
We now slightly adjust the main observation of the proof of Theorem 1 to finish
this proof. Notice that the projection of rank one P =
(
0 0
0 xytr
)
commutes with
both A and B. In order to get the theorem, it suffices to show that for any C ∈L
triples (A,B,C + tP ) belong to G(3, n) for all t ∈ F, t /= 0. Write, as above, C =(
g(J ) e1ctr
detrn−k 0
)
and define Ct = C + tP . Then, a simple computation shows that
Ct has an eigenvalue t with the spectral projection
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Qt =
(
t−2e1(ctr x)(ytr d)etrn−k t−1e1(ctr x)ytr
t−1x(ytr d)etrn−k xytr
)
of rank one. By a straightforward computation the restrictions of the matrices from
the span of the triple (A,B,C + tP ) to the kernel of Qt satisfy the assumptions
of the theorem with the difference k − 1, so that we are done by the inductive
hypothesis. 
4. Two special cases
It was pointed out to me by A. Sethuraman that the following two theorems also
follow from Corollary 10 of [9]. These results present two special cases of the study
of dimension 6. The proofs below are given here for the sake of completeness within
the framework of this paper.
Theorem 3. If in a 3-dimensional linear spaceL of nilpotent commuting matrices
of size 6 × 6 there is a matrix of maximal possible rank with one Jordan block of
order 4 and one Jordan block of order 2, then any basis of this space belongs to
G(3, 6).
Proof. Write the matrix A ∈L of maximal rank in some basis as
A =
(
J 0
0 K
)
,
where J is a Jordan block of size 4 and K is a Jordan block of size 2 . The structure
of a matrix B ∈L is well known. It is nilpotent and we may add to it a polynomial
in A with no loss, so that it looks like
B =
(
0 B
B ψK
)
, where B =


π 
0 π
0 0
0 0

 and B =
(
0 0 σ τ
0 0 0 σ
)
.
Similarly, a third matrix C ∈L may be assumed with no loss to look like
C =
(
0 C
C ψ ′K
)
, where C =


π ′ ′
0 π ′
0 0
0 0

 and C =
(
0 0 σ ′ τ ′
0 0 0 σ ′
)
.
The commutativity of these matrices, i.e. BC = CB, yields relations
π ′σ = σ ′π, π ′ψ = ψ ′π, σ ′ψ = ψ ′σ,
π ′τ + ′σ = τ ′π + σ ′. (2)
The first three relations show that the rows (π σ ψ) and (π ′ σ ′ ψ ′) are lin-
early dependent, so that we may choose C such that π ′ = σ ′ = ψ ′ = 0. The forth of
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these equations then implies that rows (′ τ ′) and (π σ) are linearly dependent,
so that C and AB are linearly dependent. If either the second one of the two rows is
nonzero or the first one is zero, then C belongs to the algebra, generated by A and B
and we are done. If not, then the matrix
X =
(
0 X
X 0
)
, where X =


′ 0
0 ′
0 0
0 0

 and X =
(
0 0 τ ′ 0
0 0 0 τ ′
)
is nonzero and commutes with A and C. Consider the triples (A,B + tX,C) for
t ∈ F, t /= 0, to reduce the case to the previous one. 
Theorem 4. If in a 3-dimensional linear spaceL of nilpotent commuting matrices
of size 6 × 6 there is a matrix of maximal possible rank with two Jordan blocks of
order 3, then any basis of this space belongs to G(3, 6).
Proof. Write the matrix A ∈L of maximal rank in some basis as
A =

0 I 00 0 I
0 0 0

 ,
where I is a 2 × 2 identity matrix. A matrix B that commutes with A is of the form
B =

U V W0 U V
0 0 U

 .
Since B is nilpotent, it follows that U is nilpotent, so that U2 = 0. We will first show
that we may choose B such that U is nonzero. Assume the contrary. This implies in
particular that any C ∈L is of the form
C =

0 V ′ W ′0 0 V ′
0 0 0

 .
It follows that
X =

V W 00 V W
0 0 V


commutes with both A and B and that the commuting triple (A,B,C + tX) contains
matrices with nonzero block-diagonal for all t ∈ F, t /= 0. So, we have reduced the
problem to the case of nonzero block-diagonals.
Assume from now on that U is nonzero and that actually it is equal to the 2 × 2
Jordan block. We may then clearly assume that C is as above. Commutativity of B
and C then implies that UV ′ = V ′U , so that V ′ may be assumed zero, after adding
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to C a multiple of A and a multiple of AB if necessary. We repeat this procedure for
W ′ to see that C is actually contained in the algebra, generated by A and B and we
are done. 
5. The cascade case
In this section we treat the main special case of the 6-dimensional problem. Here
we develop a method of simultaneous commutative perturbation of a commutative
pair of matrices in the centralizer of a matrix.
Theorem 5. If in a 3-dimensional linear spaceL of nilpotent commuting matrices
of size 6 × 6 there is a matrix of maximal possible rank with one Jordan block of
order 3 and one Jordan block of order 2, then any basis of this space belongs to
G(3, 6).
Proof. Write the matrix A ∈L of maximal rank in some basis as
A =

J 0 00 K 0
0 0 0

 ,
where J is a Jordan block of size 3 and K is a Jordan block of size 2. The structure
of a matrix B ∈L is well known. It is nilpotent and we may add to it a polynomial
in A with no loss, so that it looks like
B =

 0 B αe1B ψK βe1
γ etr3 δe
tr
2 0

 , where B =

π 0 π
0 0

 and B = (0 σ τ0 0 σ
)
.
We use the fact that 3 is the maximal rank of any element inL. This implies that any
subdeterminant of order 4 of matrix B is zero. The subdeterminant on rows 1, 2, 4
and 5, and columns 2, 3, 4 and 5 equals π2σ 2, so that we necessarily have πσ = 0.
The proof will be divided into three separate cases: 1. The case that there exists a
B ∈L such that the corresponding entry π is nonzero, so that for any B ∈L the
corresponding entry σ is zero. 2. The case that there exists a B ∈L such that the
corresponding entry σ is nonzero, so that for any B ∈L the corresponding entry π
is zero. 3. The case that for any B ∈L the corresponding entries π and σ are both
zero.
Case 1. Assume with no loss that for a fixed B we have π = 1. Since the algebra,
generated by A and B contains AB, we may from now on assume with no loss
that  = 0. If B3 /= 0 we take into account that rank B  3 to see that B has only
one nonzero Jordan block and consequently we are done by Theorem 2. So, we
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may assume from now on that B3 = 0 which implies after a short computation that
βγ = βδ = 0.
Consider at first the subcase that there is a C ∈L,
C =

 0 C α′e1C ψ ′K β ′e1
γ ′etr3 δ′e
tr
3 0

 , where C =

π ′ ′0 π ′
0 0

 and C =(0 σ ′ τ ′0 0 σ ′
)
,
(3)
such that β ′ is nonzero. We may then assume with no loss that for the chosen matrix
B it holds that β is nonzero (and let the previous assumptions on B stay). As above
we may assume that ′ = 0, but also that π ′ = 0 both with no loss. Since we are in
Case 1, it holds that σ ′ = 0. The fact that B3 = 0 implies that γ = δ = γ ′ = δ′ = 0.
The commutativity relation BC = CB yields τ ′ = ψ ′ = β ′ = 0. The only possibly
and therefore necessarily nonzero entry of C remains α′. This implies that the matrix
X =

0 0 0X 0 0
0 0 0

 , where X = (0 1 00 0 1
)
,
commutes with A and C. In order to get the theorem in this subcase, it suffices to
prove that the triple (A,B + tX,C) belongs to G(3, 6) for all t ∈ F, t /= 0. However,
the matrix B + tX of this triple is of rank at least 4 by the computation above, so
that we are done either by Theorem 2, or by Theorem 3, or by Theorem 4.
So, assume for the rest of Case 1 that β = 0 and that for any C as in (3) we
have β ′ = 0. We also have with no loss that ′ = σ ′ = π ′ = 0. The commutativity
relation BC = CB yields
τ ′ = α′γ − γ ′α and ψ ′ = α′δ − δ′α. (4)
Let us now show that we may assume with no loss that α′ is nonzero. Indeed, if this
were not so, then we could introduce the matrix
X =

0 0 e1X δK 0
0 0 0

 , where X = (0 0 γ0 0 0
)
that clearly commutes with both A and B, so that it suffices to prove our case for all
triples (A,B,C + tX) for t ∈ F, t /= 0. So, let us assume that α′ is nonzero and that
moreover, it is equal to 1. Now, we may assume that α = 0 and the commutativity
relations (4) simplify into
τ ′ = γ and ψ ′ = δ.
Define
X =

δ′I 0 0X 0 −δe1
0 0 0

 , where X = (0 −γ ′ 00 0 −γ ′
)
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and
Y =

0 0 00 0 −δ′e1
0 0 0

 .
A straightforward computation reveals that X commutes with Y and that CX −
XC = BY − YB, so that B + tX commutes with C + tY for all t ∈ F. Since for
t /= 0 the matrix B + tX has more than one point in the spectrum, the triple (A,B +
tX,C + tY ) belongs to G(3, 6) for all t ∈ F, t /= 0 and the proof of this case is
complete.
Case 2. The proof of this case goes in a somewhat similar way, so that we will give
here less details. Assume with no loss that for a fixed B we have σ = 1 and τ = π =
0. We reduce the problem to the case B3 = 0 which implies that αδ = βδ = 0.
Consider at first the subcase that there is a C ∈L as in (3) such that δ′ is nonzero.
We may then assume for the chosen matrices B and C that δ is nonzero, that τ ′ =
σ ′ = 0, that π ′ = 0, and finally that α = β = α′ = β ′ = 0. The fact that BC = CB
yields ′ = ψ ′ = δ′ = 0. The only nonzero entry of C remains γ ′, so that the matrix
X =

0 X 00 0 0
0 0 0

 , where X =

1 00 1
0 0


commutes with A and C. Since a matrix of the triple (A,B + tX,C) has rank no
less than 4, the triple belongs to G(3, 6) for all t ∈ F, t /= 0 and we are done in this
subcase.
So, assume for the rest of Case 2 that δ = 0 and that for any C as in (3) we have
δ′ = 0. With no loss we assume that τ ′ = π ′ = σ ′ = 0. The commutativity relation
BC = CB yields
′ = γ ′α − α′γ and ψ ′ = γ ′β − β ′γ. (5)
We show that with no loss γ ′ is nonzero. Otherwise, the matrix
X =

 0 X 00 βK 0
etr3 0 0

 , where X =

0 α0 0
0 0

 ,
commuting with both A and B, would reduce the problem to that case via the triples
(A,B,C + tX) for t ∈ F, t /= 0. Therefore, assume that γ ′ = 1 with no loss, and
then, also that γ = 0, so that the commutativity relations (5) simplify into
′ = α and ψ ′ = β.
Define
X =

β ′I X 00 0 0
0 −βetr2 0

 , where X =

−α′ 00 −α′
0 0

 ,
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and
Y =

0 0 00 0 0
0 −β ′etr2 0

 .
Similarly as in case 1, we get that X commutes with Y and that CX − XC = BY −
YB, so that B + tX commutes with C + tY for all t ∈ F. Since for t /= 0 the matrix
B + tX has more than one point in the spectrum, the triple (A,B + tX,C + tY )
belongs to G(3, 6) for all t ∈ F, t /= 0 thus completing the proof of this case as well.
Case 3. Write with no loss
B =

 0 B αe1B ψK βe1
γ etr3 δe
tr
2 0

 , where B =

0 0 0
0 0

 and B = (0 0 τ0 0 0
)
,
C =

 0 C α′e1C ψ ′K β ′e1
γ ′etr3 δ′e
tr
2 0

 , where C =

0 ′0 0
0 0

 and C =(0 0 τ ′0 0 0
)
.
The commutativity relations are this time
α′γ = γ ′α, α′δ = δ′α,
β ′γ = γ ′β, β ′δ = δ′β. (6)
If columns
(
α
β
)
and
(
α′
β ′
)
are linearly independent, we may choose them to be equal(
α
β
)
=
(
1
0
)
and
(
α′
β ′
)
=
(
0
1
)
. It follows from (6) that columns
(
γ
δ
)
and
(
γ ′
δ′
)
are
zero. Then, the matrix
X =

 0 X 00 0 0
τetr3 ψe
tr
2 0

 , where X =

1 00 1
0 0


commutes with both A and B so that the problem is reduced to Case 1 using triples
(A,B,C + tX) for t ∈ F, t /= 0.
If columns
(
γ
δ
)
and
(
γ ′
δ′
)
are linearly independent, we may choose them to be
equal
(
γ
δ
)
=
(
1
0
)
and
(
γ ′
δ′
)
=
(
0
1
)
. It follows from (6) that columns
(
α
β
)
and(
α′
β ′
)
are zero. This time, the matrix
X =

0 0 etr1X 0 ψetr1
0 0 0

 , where X = (0 1 00 0 1
)
244 M. Omladicˇ / Linear Algebra and its Applications 383 (2004) 233–245
commutes with A and B, and the problem is reduced to Case 2 using triples (A,B,
C + tX) for t ∈ F, t /= 0.
Finally, if both pairs of columns are linearly dependent, then it follows from (6)
that rows (α β γ δ) and (α′ β ′ γ ′ δ′) are linearly dependent, so that we
may choose one of them, say the first one, to be zero. It follows that the projection
P =

0 0 00 0 0
0 0 1


commutes with A and B, and we are done again. 
6. The main result
Theorem 6. Any triple of nilpotent commuting matrices of size 6 × 6 over an alge-
braically closed field of characteristic zero belongs to G(3, 6).
Proof. We need to consider only the case of a 3-dimensional linear space L of
nilpotent commuting matrices of size 6 × 6. Let k be the maximal rank of a matrix
in the space and let A ∈L be such that rank A = k. If k = 5, we are done by The-
orem 2. If k = 4, then A has two Jordan blocks of orders 5 + 1, respectively 4 + 2,
respectively 3 + 3. In the first of the three respective cases we are done by the same
theorem, in the second by Theorem 3, in the third by Theorem 4. If k = 3, the matrix
A has 3 Jordan blocks of sizes 4 + 1 + 1, respectively 3 + 2 + 1. In the first case
we are done by Theorem 2, in the second one, we are done by the “cascade” The-
orem 5. The case k = 2 implies that the matrix A has four Jordan blocks. The case
3 + 1 + 1 + 1 is done by Theorem 2 and the case 2 + 2 + 1 + 1 by Theorem 1.
Theorem 1 also solves the only remaining case with k = 1, where A has five Jordan
blocks 2 + 1 + 1 + 1 + 1. 
Acknowledgement
Supported by a grant from the Ministry of Education, Science and Sport of Slove-
nia.
References
[1] D. Cox, J. Little, D. O’Shea, Ideals, Varieties, and Algorithms, Springer-Verlag, 1992.
[2] M. Gerstenhaber, On dominance and varieties of commuting matrices, Ann. Math. 73 (1961) 324–
348.
[3] R. Guralnick, A note on commuting pairs of matrices, Linear Multilinear Algebra 31 (1992) 71–75.
M. Omladicˇ / Linear Algebra and its Applications 383 (2004) 233–245 245
[4] R. Guralnick, B. Sethuraman, Commuting pairs and triples of matrices and related varieties, Linear
Algebra Appl. 310 (2000) 139–148.
[5] J. Holbrook, Polynomials in a matrix and its commutant, Linear Algebra Appl. 48 (1982) 293–301.
[6] J. Holbrook, M. Omladicˇ, Approximating commuting operators, Linear Algebra Appl. 327 (2001)
131–149.
[7] T. Laffey, S. Lazarus, Two-generated commutative matrix subalgebras, Linear Algebra Appl. 147
(1991) 249–273.
[8] T. Motzkin, O. Taussky, Pairs of matrices with property L II, Trans. Amer. Math. Soc. 80 (1955)
387–401.
[9] M. Neubauer, B. Sethuraman, Commuting pairs in the centralizers of 2-regular matrices, J. Algebra
214 (1999) 174–181.
[10] M. Westwick, Spaces of linear transformations of equal rank, Linear Algebra Appl. 5 (1972) 49–64.
