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Departamento de Matemáticas; Universidad Carlos III de Madrid
Avda. de la Universidad 30
28911 Leganés
Abstract. We obtain Lq–Lp decay estimates, 1 ≤ q < p < ∞ for solu-
tions of nonlocal heat equations of the form ∂tu + Lu = 0. Here L is an
integral operator given by a symmetric nonnegative kernel of Lévy type. We
obtain these estimates in terms only of the behaviour of the kernel at in-
finity, without any information of its behaviour at the origin. This includes
bounded and unbounded transition probability densities. An equivalence be-
tween the decay and a restricted Nash inequality is shown. We also prove that
limt→∞ ‖u(t)‖∞ = 0. Finally we deal with nonlinear nonlocal equations of
porous medium type ∂tu+ LΦ(u) = 0.
1. Introduction
The purpose of this work is to study the decay for large time of solutions to
nonlocal evolution equations of the form
(1) ∂tu+ Lu = 0, x ∈ R
N , t > 0.
Here the diffusion is driven by an integral operator L in the spatial variable defined
by
(2) Lf(x) = P.V.
∫
RN
(f(x) − f(y))J(x− y) dy,
with J a Lévy kernel, i.e., satisfying
∫
RN
J(z)(|z|2 ∧ 1) dz < ∞. When studying
the long-time behaviour of solutions for problems like (1)–(2), it is common in the
literature to impose a global behaviour on J , typically integrability on the whole
space, or boundedness, or a power-type behaviour, which may be different at the
origin and at infinity, see for instance [3, 7, 9, 13]. As we will see this is it not always
necessary: in this paper we obtain estimates on the decay of solutions for large
times in terms only of the behaviour of the kernel at infinity, without imposing any
condition at the other end. To this purpose we establish some functional inequalities
that might have independent interest.
Problem (1)–(2) has been widely studied in many different contexts, see for in-
stance [1, 3, 15, 17, 22]. Typically we find in the literature two lines of research, often
disconnected, namely J integrable or J hypersingular of fractional Laplacian type.
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These two kinds of kernels give rise to very different properties and characteristics
both in the nature of the problem and the solutions.
In particular, regarding the operator, it is of differential type or not depending
on the singularity of the kernel at the origin. For regular kernels or even weakly
singular kernels, J ∈ L1(RN ), and to fix ideas say
∫
RN
J = 1, the operator in (2)
can be written in the form
Lf(x) = f(x)
∫
RN
J(x− y) dy −
∫
RN
f(y)J(x− y) dy = f(x)− J ∗ f(x),
where ∗ denotes the usual convolution in RN . This means that Lf is as regular
as f , and L is a zero order operator. On the other hand, if J(z) = |z|−N−α,
with 0 < α < 2, then the condition f ∈ Cα+ε(RN ), with 0 < α + ε < 1, implies
Lf ∈ Cε(RN ), see [19] where more general cases are also considered. The operator
L is in that case (a multiple of) the well known fractional Laplacian (−∆)α/2, an
operator of order α, like α derivatives. For general Lévy kernels we get that the
operator L is well defined for smooth bounded functions and it is of order strictly
less than 2, see for instance Lemma 2.1.
About the solution – The operator L given by formula (2) satisfies for f in the
Schwartz class,
(3) (̂Lf)(ξ) = m(ξ)f̂(ξ),
for some multiplier m(ξ), cf. formula (30), it is therefore a pseudodifferential
operator, see [20]. The advantage of formula (3) is that equation (1) becomes
∂tû + mû = 0. If we are given an initial value u(x, 0) = u0(x), then we get the
formal expression of the solution,
(4) u(x, t) = u0 ∗ µt(x), µ̂t(ξ) = e
−m(ξ)t.
(We also write u(t) = u0 ∗µt by abuse of notation). This solution will be as regular
as the most regular of the two terms in the convolution. In fact, the fundamental
solution µt may be a regular function or may be a singular measure depending
on the behaviour of the multiplier. We will devote Subsection 4.1 to study the
properties of m in terms of the Lévy kernel.
Regularizing effect – The first issue is then to study the regularity properties of
µt for t small. We characterize this regularity using the behaviour of the multiplier
at the origin. Regarding again the two different lines of research mentioned above,
if J is integrable there is no regularizing effect, as µ̂t is not integrable and then µt
is discontinuous; actually µt is a singular measure, see for instance [9]. On the very
other hand, for the fractional Laplacian type operators, the solution is immediately
bounded and C∞. We want to determine which is the threshold for the kernel J
in order to get regularizing effect or not. In the brief Subsection 4.2 we prove that
this borderline is precisely the function J(z) = |z|−N for |z| small, and it lies into
the no regularizing effect side, though it is not integrable, see Theorem 4.4.
Decay estimates –We devote the main part of the paper to study the decay of the
solution for large times imposing the least as possible conditions on the kernel J , in
particular regarding only the behaviour of the kernel at infinity. Decay estimates in
Lp for singular kernels at the origin of the type of the fractional Laplacian have been
obtained in [3, 7, 16]. On the other hand, using in a definite way that the kernel is
bounded and for N ≥ 2, some decay estimates are proved in [8], see also [13].
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In our case, we obtain decay estimates without imposing any condition on the
kernel at the origin: the kernel could be bounded, integrable or even singular of
fractional Laplacian type. In other words, the associated transition probability
densities could be bounded or unbounded. This includes for instance the borderline
case J(z) ∼ |z|−N for |z| small, which is not covered by the previous studies. This
generality makes that the specific arguments used before do not work.
Assuming that the kernel posses what is known as a heavy tail, that is, it decays
slower than a power |z|−N−α, for large |z| and some 0 < α < 2 (infinite second
order momentum), we prove for some t large and 1 ≤ q < p <∞, the estimate
(5) ‖u(t)‖p ≤ ct
−̺(q,p)‖u0‖q, ̺(q, p) =
N
α
(
1
q
−
1
p
)
,
see Theorem 4.8. We remark that this result holds for every N ≥ 1. If no condition
is imposed on J at infinity we always get the same estimate, namely (5) but with
α = 2.
Nash inequalities – Decay estimates for heat like equations, or more generally,
for submarkovian strongly continuous symmetric semigroups, are usually shown to
be equivalent to some Sobolev or Nash inequalities, see for instance [7, 18, 23]. Here
we establish some relation between the large time decay for this kind of semigroups
with a restricted Nash inequality for the associated Dirichlet form, see Section 3.
We also prove that this Nash inequality indeed holds in our context of equation (1),
see Corollary 4.7.
Nonlinear problem –We are also interested in nonlinear nonlocal heat equations
of the form {
∂tu+ LΦ(u) = 0, x ∈ R
N , t > 0,
u(x, 0) = u0(x), x ∈ R
N ,
for some constitutive function Φ, which behaves (in a weak sense) like a power σ ≥ 1
for small values. In Subsection 4.4 we show that the procedure used to deal with
the linear problem works also for this nonlinear case. We obtain again Lq–Lp decay
estimates similar as before, but under the limitation that max{1, σ − 1} < q < p <
∞, see Theorem 4.10.
Organization of the paper – In the preliminary Section 2 we settle the problem
and the functional framework in which we will work throughout the paper. Section 3
is self-contained and relates the long-time behaviour of the solutions of an abstract
problem with some functional inequalities of Nash type. The long Section 4 contains
the main results of the paper, namely the decay estimates for large times of the
solutions to equation (1). This is done in Subsection 4.3. We also characterize the
regularizing effect, Subsection 4.2. For both studies we use the properties of the
associated multiplier, described in Subsection 4.1. In Subsection 4.4 we apply the
previous method to study the decay for the solutions of a nonlinear nonlocal Porous
Medium type equation.
2. Preliminaries. Problem setting
We introduce in this section different notions of solution and establish some basic
properties for the Cauchy problem associated to equation (1),
(6)
{
∂tu+ Lu = 0, x ∈ R
N , t > 0,
u(x, 0) = u0(x), x ∈ R
N .
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We will be assuming throughout the paper (without mentioning it anymore) that
J is nonnegative, radially symmetric, positive near the origin and satisfies the Lévy
condition ∫
RN
J(z)(|z|2 ∧ 1) dz <∞.
The “classical” examples mentioned in the Introduction, J integrable and J =
|z|−N−α, are in particular Lévy kernels (provided 0 < α < 2) and they somehow
delimit the range of admissible kernels.
In order to give a sense to (4), we can consider classical solutions, for which
we require that the initial data are bounded C1,1 functions. We also construct
weak solutions for L1(RN ) ∩ L2(RN ) initial values. Weaker conditions on u0 can
also be considered depending on L. For operators L given by bounded kernels,
an existence and uniqueness theory is established in [9] for u0 ∈ L
1(RN ) and such
that û0 ∈ L
1(RN ). We present some results concerning the basic properties of the
solutions to problem (6). The proofs are straightforward and we omit them.
Using the symmetry of J we can write (2) in the equivalent formulation
(7) Lf(x) =
1
2
∫
RN
(2f(x)− f(x+ z)− f(x− z))J(z) dz,
which allows to prove that the operator L is well defined for smooth enough func-
tions.
Lemma 2.1. If f ∈ C1,1(RN ) ∩ L∞(RN ) then Lf ∈ C(RN ) ∩ L∞(RN ).
If moreover f is compactly supported then, for |x| large it is easy to prove
that |Lf(x)| ≤ c sup|z|>|x|/2 J(z). Thus, we consider the weighted space FL :=
L1(RN , ρ dx), where ρ(x) = min{1, sup|z|>|x|/2 J(z)}. Thus the operator L can be
defined in the sense of distributions for functions f ∈ FL. For instance, if J is
nonincreasing this allows to define L for locally integrable functions increasing with
some small growth at infinity depending on J .
Observe that the operator L can be defined also in the sense of distributions for
functions in a larger space. For instance, if J is nonincreasing this allows to define
L for locally integrable functions increasing at infinity less than |x|N .
Weak solutions – As it is common in the literature, we may define a weak solution
of problem (6) by formally multiplying the equation by a suitable test function and
then integrating by parts. In our situation this is done by considering the quadratic
Dirichlet form (nonlocal interaction energy)
(8) E(f, f) =
1
2
∫
RN
∫
RN
(f(x)− f(y))2J(x − y) dxdy,
and the associated bilinear form
(9) E(f, g) =
1
2
∫
RN
∫
RN
(f(x)− f(y))(g(x) − g(y))J(x− y) dxdy.
Then we define
(10) 〈Lf, g〉 = E(f, g),
for functions in the space where the quadratic form is finite. Actually we consider
the space
HL(R
N ) = {f ∈ L2(RN ) : E(f, f) <∞},
with associated norm
‖f‖2HL = ‖f‖
2
2 + E(f, f).
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We also use the equivalent expression of the Dirichlet form in terms of the multiplier,
(11) E(f, f) =
∫
RN
m(ξ)|f̂(ξ)|2 dξ,
see (3). It is clear that the space HL(R
N ) contains H1(RN ). Roughly speaking, it is
of Sobolev type if L is of positive order. In fact, the more singular is J at the origin,
the smaller is HL(R
N ). On the other side, if J ∈ L1(RN ) then HL(R
N ) ≡ L2(RN )
and ‖f‖2HL ≤ c‖f‖
2
2‖J‖1.
Definition 2.2. Let u0 ∈ L
1(RN ) ∩ L2(RN ). A weak solution of problem (6) is a
function u ∈ L1(RN × (0, T )) ∩ L2((0, T );HL(R
N )), for every T > 0, such that
(12)
∫ ∞
0
∫
RN
u ∂tϕdxdt+
∫
RN
ϕ(x, 0)u0(x) dx =
∫ ∞
0
E(u(t), ϕ(t)) dt
for every ϕ ∈ C1(RN × (0,∞)), vanishing for |x| and t large.
Remark 1. As we have said, if ϕ ∈ C10 (R
N ) then E(ϕ, ϕ) < ∞ and then the
last integral makes sense. In fact more general test functions can be used in the
definition, for instance ϕ ∈ L2((0,∞);HL(R
N )), such that ∂tϕ ∈ L
2(RN × (0, T )),
ϕ(·, t) = 0 for t ≥ T .
Problem (6) can be written, whenever the Fourier Transform is well defined,
using (3) as {
∂tû+mû = 0,
û(ξ, 0) = û0(ξ).
This ODE problem has the explicit solution û(ξ, t) = û0(ξ)e
−m(ξ)t. The fact that
this problem is equivalent to our original problem in weak form is the content of
the next theorem and in particular leads to an explicit solution of (6).
Theorem 2.3. For every initial datum u0 ∈ L
1(RN ) ∩ L2(RN ), the function
(13) u(t) = u0 ∗ µt, µ̂t(ξ) = e
−m(ξ)t,
is the unique weak solution to problem (6).
The next properties imply that the weak solution is in fact a strong solution, and
equation (6) holds almost everywhere. Moreover, in view of Remark 1, we can use
the solution u itself as a test function. This reveals to be of great utility in proving
the decay of the solution for large times, Section 4.
Lemma 2.4. Let u given by (13) be the weak solution to (6).
• If u0 ∈ L
p(RN ), 1 ≤ p ≤ ∞, then u(t) ∈ Lp(RN ) for every t > 0, and
‖u(t)‖p ≤ ‖u0‖p. Even more, if u0 ≥ 0 then
∫
RN
u(x, t) dx =
∫
RN
u0(x) dx.
• u(t) ∈ HL(R
N ) for every t > 0, and ‖u(t)‖HL ≤ (1 + 1/(2et))
1/2‖u0‖2.
• ∂tu(t) ∈ L
2(RN ) for every t > 0.
Very weak solutions – We consider now an even weaker concept of solution,
using the weighted space FL.
Definition 2.5. Let u0 ∈ FL. A very weak solution of problem (6) is a function
u ∈ L1((0, T );FL), for every T > 0, such that
(14)
∫ ∞
0
∫
RN
u ∂tϕdxdt+
∫
RN
ϕ(x, 0)u0(x) dx =
∫ ∞
0
〈u,Lϕ〉dt
for every ϕ ∈ C2(RN × (0,∞)), vanishing for |x| and t large.
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By approximation with data in L1(RN ) ∩ L2(RN ) we get existence of very weak
solutions. Uniqueness is not clear. For a similar concept of solution in the case of
the fractional Laplacian operator, in [2] uniqueness is proved by using strongly the
boundedness of µt for t positive.
Lemma 2.6. Let u0 ∈ FL be an initial data for (6). Then u given in (13) is a
very weak solution to problem (6).
Classical solutions – Lemma 2.1 says that Lu is continuous in space provided
u is C1,1 and bounded in space for all t > 0. On the other hand, regularity in time
follows from the fact that the L2-function ∂tû(t) = −me
−mtû0 is continuous in
time. Hence, the weak solution u to problem (6) is in that case a classical solution,
and the equation (6) holds pointwisely.
Imposing additional conditions on J we get regularity in space, a posteriori, under
very few conditions on the initial data. For instance, if J(z) ≤ c|z|−N for |z| small
then, exactly as in Lemma 2.1, u0 ∈ C
ε(RN ) ∩ L∞(RN ) implies Lu(t) ∈ C(RN )
and the solution is again classical. When J ∈ L1(RN), then it is enough to have u0
continuous and bounded in order to have a classical solution. Finally, as we will see
in Section 4, when J(z) ≫ |z|−N for |z| small, then the function µ̂t decays faster
than any power for each fixed positive time, and so µt is C
∞ and bounded for every
t > 0. This gives a classical solution for every initial value u0 ∈ L
1(RN).
3. Nash inequalities
In this section we relate the decay of the solutions to problem (6) with some
functional inequalities of Nash type. The application of the Nash inequalities to get
the precise decay estimates will be the subject of Section 4.3.
As a starting point we recall a result due to Varopoulos, see [23], that character-
izes the decay of heat semigroups Tt = e
−At, for positive self-adjoint operators A in
L2, in terms of functional inequalities. Actually, if Tt satisfies the ultracontractivity
property
(15) ‖Tt(v)‖∞ ≤ ct
−d‖v‖1
for some d > 1 and any t > 0, then a Sobolev type inequality
(16) Q(f, f) ≥ c‖f‖22d
d−1
holds for the Dirichlet form Q(f, f) = 〈Af, f〉 and any function f in the domain D
of Q. The converse is also true. In particular, in the case of the Laplacian, and even
in the fractional Laplacian case A = (−∆)α/2, 0 < α ≤ 2, estimate (15) is easy to
obtain. Here d = N/α, from the homogeneity of the semigroup. When N > α this
gives the well-known Hardy-Littlewood-Sobolev inequality
(17) ‖(−∆)α/4f‖2 ≥ c‖f‖ 2N
N−α
.
The proof of (15) from (16) uses that (16) implies another interesting inequal-
ity (18), called Nash inequality, see [18]. Observe that (18) makes sense for every
d > 0, not only for d > 1. The equivalence is shown in [7].
Theorem 3.1 ([18, 7]). Let Q and Tt be the Dirichlet form and the heat semigroup,
resp., associated to a positive self-adjoint operator in L2, and let d > 0. The
following conditions are equivalent:
(18) Q(f, f) ≥ C1‖f‖
2+2/d
2 ∀ f ∈ D ∩ L
1(RN ), ‖f‖1 = 1,
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for some (for every) 1 < p ≤ ∞,
(19) ‖Tt(v)‖p ≤ C2t
−d(1−1/p)‖v‖1 ∀ t > 0, v ∈ L
1(RN ).
Later [10] extend Theorem 3.1 above writing (18) in the form
(20) Q(f, f) ≥ C1‖f‖
2
2B(‖f‖
2
2) ∀ f ∈ D ∩ L
1(RN ), ‖f‖1 = 1,
where B(s) can be any function in a certain class generalizing the function B(s) =
s1/d of (18). They obtain an estimate of the semigroup
(21) ‖Tt(v)‖∞ ≤ C2Λ(t)‖v‖1 ∀ t > 0, v ∈ L
1(RN ),
for some function Λ related to B. Actually, the admissible functions B always
satisfy the estimate B(s)≫ log s for s→∞.
As we will see in Section 4.2, a decay like (21) for the solution of (6) cannot
be true for any function Λ and all times, if no assumption of singularity at the
origin of the kernel J defining L is made. Hence it is natural to ask if there is a
Nash inequality of the type (20) so that a decay of the form (21) can be obtained
only for large times. We show that a result of this kind is true with the function
B(s) = min{1, s1/d}. We remark that this function B is bounded. Unfortunately
we have been not able to reach the value p =∞.
Theorem 3.2. Let Q and Tt be as before. Assume there exist constants 1 ≤ r < 2,
d > 0 and C1 > 0 such that every function f ∈ D∩L
1(RN )∩L2(RN ) with ‖f‖r = 1
satisfies
(22) Q(f, f) ≥ C1‖f‖
2
2min{1, ‖f‖
2/d
2 }.
Then, for any 1 ≤ q < p < ∞ and every v ∈ L1(RN ) ∩ Lp(RN ), there exist a
constant C2 > 0 and a time t0 > 0 such that
(23) ‖Tt(v)‖p ≤ C2t
−̺(q,p)‖v‖q ∀ t > t0, ̺(q, p) =
dr
2− r
(
1
q
−
1
p
)
.
Remark 2. If ‖f‖2 is small, i.e., ‖f‖2 ≤ 1, and r = 1, inequality (22) reduces to
the Nash inequality (18); otherwise it is a Poincaré inequality, Q(f, f) ≥ c‖f‖22.
The proof uses the following inequality due to Stroock [21] and Varopoulos [23].
Proposition 3.3 ([21, 23]). For any nonnegative function f ∈ D such that fa, f b ∈
D, with a, b ≥ 0, and a+ b = 2, it holds
(24) Q(fa, f b) ≥ abQ(f, f).
Proof of Theorem 3.2. Let q ≥ 1 be given and take p = 2q/r. Put z(t) = Tt(v).
We have
(25)
∫
RN
∂tzζ = −Q(z, ζ)
for every test function ζ. Putting ζ = |z|p−2z, and using (24), we get
d
dt
∫
RN
|z|p ≤ −cQ(|z|p/2, |z|p/2).
We now apply the hypothesis (22) to the function |z|p/2 to get
Q(|z|p/2, |z|p/2) ≥ c‖z‖ppmin
{
1,
(
‖z‖p
‖z‖q
)p/d}
.
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This holds for every t > 0. Therefore, denoting ψ(t) = ‖z(t)‖pp, since the L
q-norms
are nonincreasing in time, see [12], that is, ‖z(t)‖q ≤ ‖z(0)‖q = ‖v‖q, we obtain the
differential inequality
ψ′(t) + cψ(t)min
{
1, ψ(t)1/d‖v‖−p/dq
}
≤ 0.
If ψ(t) ≥ ‖v‖pq for every t > 0, the previous inequality gives ψ
′(t) ≤ −cψ(t), which
implies limt→∞ ψ(t) = 0 and this is a contradiction. Hence, there exists 0 ≤ t1 <∞
such that ψ(t) ≤ ‖v‖pq for t = t1, and hence for any t > t1. Therefore ψ satisfies
(26)
 ψ
′(t) ≤ −c‖v‖
−p/d
q ψ(t)1+1/d, t > t1,
ψ(t1) ≤ ‖v‖
p
q.
The time t1 depends on the initial data. Indeed, t1 = cp log+
(
‖u0‖p
‖u0‖q
)
. We solve
the differential inequality to get the estimate
ψ(t) ≤ ‖v‖pq
(
1 +
c
d
(t− t1)
)−d
, t > t1,
and finally, taking t0 = 2t1,
(27) ‖z(t)‖p ≤ c‖v‖qt
−d/p, t > t0.
Observe that d/p = dr/2q = ̺(q, 2q/r).
The general case follows easily by iteration and interpolation. Indeed, if we define
pk = (2/r)
kq we get
‖z(t)‖pk ≤ ckt
−d/pk‖z(tk−1‖pk−1 ,
for t− tk−1 large. This gives
‖z(t)‖pk ≤ ct
−
∑k
j=1 d/pj‖v‖q = ct
−̺(q,pk)‖v‖q,
for t large enough. Finally, for an arbitrary q < p < ∞ we use interpolation with
some pk > p and the fact that L
q-norm decays. 
We now prove the following converse result.
Theorem 3.4. Let 1 ≤ q < 2 and p = q/(q − 1) (p = ∞ if q = 1), and τ > 0,
ν > 0. For any function v ∈ D ∩ L1(RN ) ∩ Lp(RN ) satisfying
(28) ‖Tt(v)‖p ≤ C2t
−ν‖v‖q ∀ t > τ,
there holds
(29) Q(v, v) ≥ C‖v‖22min
{
1
τ
,
(
‖v‖2
‖v‖q
)2/ν}
.
Proof. Put z(t) = Tt(v). We first have∫
z(t)v ≤ ‖z(t)‖p‖v‖q ≤ ct
−ν‖v‖2q.
On the other hand, following for instance [7], choosing ζ = v in (25), we get∫
z(t)v = ‖v‖22 −
∫ t
0
Q(z(s), z) ≥ ‖v‖22 − tQ(v, v),
since clearly, by the definition of Q we have Q(z(s), z(0)) ≤ Q(z(0), z(0)) = Q(v, v)
for every s > 0. Summing up
‖v‖22 ≤ tQ(v, v) + ct
−ν‖v‖2q for every t > τ.
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We minimize in t the function h(t) = At+Bt−ν . If t1 = (νB/A)
1/(ν+1) > τ , then
‖v‖22 ≤ c‖v‖
2/(ν+1)
q Q(v, v)
ν/(ν+1).
On the contrary, the estimate obtained is
‖v‖22 ≤ τQ(v, v) + τ
−νQ(v, v)τν+1.
Hence
Q(v, v) ≥ C‖v‖22min
{
1
τ
, ‖v‖
2/ν
2 ‖v‖
−2/ν
q
}
.

We remark that by Hölder’s inequality the result can be extended to any p >
q/(q − 1) if q > 1. The exponent ν in (29) must be replaced by µ = (2−q)pνp−q .
4. Behaviour of the solutions
4.1. Properties of the multiplier. Formulas (3) and (4) show that the operator
L and the solution to problem (6) are characterized only in terms of the multiplier
(or symbol in the probabilistic context) m. This multiplier has the well known
Lévy-Khintchine expression, see for instance [4],
(30) m(ξ) =
∫
RN
(
1− cos(z · ξ)
)
J(z) dz.
Since the kernel J is of Lévy type we have that m is well defined and moreover we
obtain the first estimate
(31) C1min{1, |ξ|
2} ≤ m(ξ) ≤ C2max{1, |ξ|
2}.
Of course, a better knowledge of the behaviour of J would imply sharper bounds
for m. For instance, if J is integrable then m(ξ) ≤ ‖J‖1. On the other hand, if
J has a fractional Laplacian type singularity at the origin, say J(z) ∼ |z|−N−α for
some 0 < α < 2, then m(ξ) ∼ |ξ|α for |ξ| large. In general, if we define
(32) ℓ(r) = |z|NJ(z), r = |z|,
then the behaviour of ℓ at the origin has a direct translation on the behaviour m
for large values of |ξ|. In fact, these relation has already been studied in [14] in a
different context related to Hölder estimates of an associated elliptic problem. We
consider for a given function ℓ the following functions,
ψℓ1(r) =
∫ 1
r
ℓ(s)
s
ds, ψℓ2(r) = r
−2
∫ r
0
sℓ(s) ds.
As we have said before, we must consider only non-integrable kernels and thus for ℓ
as in (32), limr→0 ψ
ℓ
1(r) =∞. On the other hand, the integral in ψ
ℓ
2 is well defined
since J is a Lévy kernel.
Now, the upper estime for the multiplier is straightforward using these functions.
Lemma 4.1. The multiplier m(ξ) satisfies, for |ξ| > 1,
m(ξ) ≤ c1ψ
ℓ
1(1/|ξ|) + c2ψ
ℓ
2(1/|ξ|),
A lower bound is obtained in [14] with the extra hypothesis that
(33) ℓ(r) ≥ β(r), for r ∈ (0, 1),
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where β is a positive function that varies regularly at zero with index ρ ∈ (−2, 0];
that is
lim
r→0+
β(λr)
β(r)
= λρ, for every λ > 0,
see [5].
Lemma 4.2. Let ℓ satisfy (32) and (33) where β is a regular varying function at
zero. Then the multiplier m(ξ) satisfies, for |ξ| > 1,
m(ξ) ≥ cψβ1 (1/|ξ|).
The key point of the proof consists in estimating the integral in (30) only over
the intervals where 1 − cos(z · ξ) ≥ 1/2 and then using the properties of regular
varying functions, see [14] for the details. We also notice that for if ℓ is a regular
varying function, then it always holds ψℓ2 ≤ cψ
ℓ
1 near the origin, cf. [5]. Therefore
we have in that situation m(ξ) ∼ ψℓ1(1/|ξ|) for |ξ| large.
We are now concerned with estimates for m when ξ is small. If we have a precise
power-type lower bound of the decay at infinity of J then the bound (31) can be
improved.
Lemma 4.3. Assume J(z) ≥ c|z|−N−α for z large and some α > 0. Then m(ξ)
satisfies
(34) m(ξ) ≥ c|ξ|γ for |ξ| ≤ 1 and γ = min{α, 2}.
Proof. As we have said, if α ≥ 2 then (34) holds with γ = 2. Let then α ∈ (0, 2).
For |ξ| small enough,
m(ξ) =
∫
RN
(1 − cos(z · ξ))J(z) dz ≥ c
∫
c1|ξ|−1<|z|<c2|ξ|−1
|ξ|2|z|2|z|−N−α dz
= c|ξ|2
∫ c2|ξ|−1
c1|ξ|−1
r1−α dr ≥ c|ξ|α.

4.2. Short-time behaviour. As it is shown in Theorem 2.3, the solution to prob-
lem (6) is given by the convolution expression (13). Thus, if µt is bounded, then
problem (6) has an L1–L∞ regularizing effect in the form ‖u(t)‖∞ ≤ C(t)‖u0‖1 for
any t > 0. Moreover, if µt is regular so is the weak solution even if the initial value
is not. The fact that µt is bounded or not can be characterized by the integrability
of µ̂t, and this last depends on the behaviour of the multiplier m(ξ) at infinity.
This behaviour also determines the regularity of the solution. In turns, all these
properties depend only on the singularity of the kernel J at the origin, through
formula (30).
The model case for the regularizing effect is the fractional Laplacian kernel,
J(z) = |z|−N−α, with α ∈ (0, 2), for which the following estimate holds
(35) ‖u(t)‖∞ ≤ ct
−N/α‖u0‖1,
for every t > 0. In fact, since the multiplier is m(ξ) = |ξ|α then µ̂t = e
−|ξ|αt and
‖µt‖∞ = ‖µ̂t‖1 = ct
−N/α. The same estimate (35) is valid, but only for bounded
times, if the kernel satisfies J(z) ≤ c|z|−N−α for |z| < η and some η > 0 small, since
then, from Lemma 4.2 we have
(36) ‖µt‖∞ ≤
∫
|ξ|<1
e−c|ξ|
2t dξ +
∫
|ξ|>1
e−c|ξ|
αt dξ+ ≤ c1t
−N/2 + c2t
−N/α.
NONLOCAL HEAT EQUATIONS 11
The decay of the solution for large times is at least that of the (local) heat equation,
and further estimates depend on the behaviour of J at infinity, see for instance [7]
and next subsection.
On the other hand, if J is integrable in all of RN , and say ‖J‖1 = 1, then
m(ξ) = 1− Ĵ(ξ). Hence, the Riemann-Lebesgue Lemma implies lim|ξ|→∞m(ξ) = 1
and therefore µ̂t 6∈ L
p(RN ) for any t > 0 and any p <∞. Thus µt 6∈ L
∞(RN ), and
it is even discontinuous. This means that problem (6) has no regularizing effect. In
fact, an explicit expression for the convolution (singular in this case) measure µt is
given in [9], where µt = e
−tδ0 + ωt, with δ0 the Dirac delta measure at the origin
and ωt as smooth as J . Therefore the solutions are at most as regular as the initial
data are.
Next we characterize the borderline to have L1–L∞ short time regularizing effect;
that is, when µ̂t ∈ L
1(RN ) for t small. We show that the threshold for having short
time regularizing effect is not given by the integrability or not of J at the origin,
but in some sense by the function J(z) = |z|−N .
Theorem 4.4. Let ℓ be given in (32).
• If ℓ(r) ≤ c then there is no regularizing effect for problem (6) for any small
time.
• If ℓ varies regularly near zero, then there is regularizing effect for small
times for problem (6) if and only if limr→0 ℓ(r) =∞.
Proof. The condition ℓ(r) ≤ c implies ψℓ1(r) ≤ c log 1/r and ψ
ℓ
2(r) ≤ c. Thus∫
RN
µ̂t(ξ) dξ ≥ c
∫
|ξ|>1
e−ct log |ξ| dξ = c
∫
|ξ|>1
1
|ξ|ct
dξ =∞
for every t small.
On the contrary if limr→0 ℓ(r) =∞, using Lemma 4.2,
∞ = lim
r→0
ℓ(r) = −c lim
r→0
r(ψℓ1)
′(r) = c lim
r→0
ψℓ1(r)
log(1/r)
≤ lim
|ξ|→∞
m(ξ)
log |ξ|
.
This gives that for every t > 0 there exists M large such that∫
RN
µ̂t(ξ) dξ ≤ c1 +
∫
|ξ|>M
e−tm(ξ) dξ ≤ c1 +
∫
|ξ|>M
e−(N+1) log |ξ| dξ
= c1 +
∫
|ξ|>M
1
|ξ|N+1
dξ <∞.

The condition ℓ(r) regularly varying cannot be avoided in the above Theorem.
Indeed, we can construct singular oscillating functions ℓ(r) such that no regularizing
effect occur. This shows that in fact the regularizing effect depends on the “measure”
of the singular part. Let
ℓ(r) =
{
bk, if a2k+1 < r < a2k,
1, if a2k+2 < r < a2k+1,
with a2k = 2
−k, a2k+1 = 2
−k(1 − b−1k ), and any sequence bk of positive numbers
diverging to infinity. Then there is not regularizing effect no matter what the
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sequence bk is. We just observe that for r ∈ (2
−k, 2−(k−1)),
ψℓ1(r) ≤ c
k+1∑
j=0
(
bj log
( a2j
a2j+1
)
+ log
(a2j+1
a2j+2
))
≤ c
k+1∑
j=0
(
bj log
( 1
1− b−1j
)
+ 2 log 2
)
≤ ck,
as well as
ψℓ2(r) ≤ c2
2k
∞∑
j=k−1
(
bj
(
a22j − a
2
2j+1
)
+
(
a22j+1 − a
2
2j+2
))
≤ c22k
∞∑
j=k−1
2−2j ≤ c.
Thus
m(ξ) ≤ ck ≤ c log |ξ| for |ξ| ∼ 2k,
and as before µ̂t 6∈ L
1(RN ). Observe also that taking for instance bk = 2
αk, we have
no regularizing effect for a very singular kernel, lim supz→0 |z|
N+αJ(z) ≥ c > 0.
The same type of estimates as the one used in Theorem 4.4 allow to determine
the regularity of the fundamental solution µt, and thus that of the solution. We
summarize the regularizing effect in the following.
Corollary 4.5. Let u be a weak solution to problem (6) with u0 ∈ L
1(RN ), u0 6∈
L∞(RN ).
• If J(z) ≥ c|z|−N for small |z| then there exists t0 > 0 such that u(t) ∈
L∞(RN ) for any t > t0. Moreover, for any positive integer k there exists
t1 > t0 such that u(t) ∈ C
k(RN ) for t > t1.
• If J(z)≫ |z|−N for small |z| then u(t) ∈ L∞(RN )∩C∞(RN ) for any t > 0.
• If J(z) ≤ c|z|−N for small |z| then there exists t2 > 0 such that u(t) 6∈
L∞(RN ) for any 0 < t < t2. If in addition J ∈ L
1(RN ) then t2 =∞.
Remark 3. There exist kernels J 6∈ L1(R)N for which there is no regulariz-
ing effect for any positive time. For instance consider for 0 < p ≤ 1, J(z) =
|z|−N(log(|z|−1))−p.
We also want to stress that in the elliptic framework, [14] show a regularity
property for L-harmonic functions for every nonintegrable Lévy kernel; i.e there is
a different threshold to have regularity for the solution in the elliptic and parabolic
problems.
4.3. Long-time behaviour. When there is no regularizing effect, or in general,
when (15) does not hold for all t > 0, but only for t large, inequalities (16) and (18)
cannot be true. However, we expect that the restricted Nash inequality (22) must
hold, reflecting the possible nonsingular behaviour of the kernel at the origin. Since
our aim now is proving the decay of the solutions for t large, we concentrate in
proving that (22) is true in the context of the space HL(R
N ), with the Dirichlet
form E(v, v). The symbol m coming from a Lévy kernel J satisfies (34).
Lemma 4.6. Letm satisfy (34) for some 0 < γ ≤ 2. Then, for every 1 < r < s ≤ 2,
(37) ‖z‖2s ≤ c1‖z‖
2θ1
r E(z, z)
1−θ1 + c2‖z‖
2θ2
r E(z, z)
1−θ2 ,
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where ci = ci(r, s, γ,N) and
(38) θ1 =
r[N(2− s) + γs]
s[N(2− r) + γr]
, θ2 =
r(2 − s)
s(2− r)
.
The case s = 2, γ = 2 and N ≥ 3 is obtained in [13]. They also are able to
reach r = 1 in (37) provided J is integrable. We mention that more general kernels
J = J(x, y) not only J = J(x− y) are considered in that paper.
Proof. Assume first N > γ. As in [13] and [18] we write z = v + w with v̂ = χQẑ,
Q = {|ξk| ≤ 1, k = 1, · · ·N} and w = z − v. It is clear that
E(z, z) = E(v, v) + E(w,w),
and both terms on the right-hand side are positive. Using that m verifies (34), and
by the Hardy-Littlewood-Sobolev inequality (17), we find the following bound for
the first term,
E(v, v) ≥ c
∫
RN
|ξ|γ |v̂(ξ)|2 dξ = c‖(−∆)γ/4v‖22 ≥ c‖v‖
2
2N
N−γ
.
Since ‖v‖r ≤ c‖z‖r for every r > 1, see [20] (the result is false for r = 1), using
interpolation we get
(39) ‖v‖s ≤ ‖v‖
θ1
r ‖v‖
1−θ1
2N
N−γ
≤ c‖z‖θ1r ‖E(z, z)
1−θ1
2 ,
where 1s =
θ1
r +
(1−θ1)(N−γ)
2N . As to the second term, the calculus is easier. We have
E(w,w) ≥ c
∫
RN
|ŵ(ξ)|2 dξ = c‖w‖22.
So again by interpolation, and since ‖w‖r ≤ ‖z‖r + ‖v‖r ≤ c‖z‖r,
(40) ‖w‖s ≤ ‖w‖
θ2
r ‖w‖
1−θ2
2 ≤ c‖z‖
θ2
r E(z, z)
1−θ2
2 ,
where 1s =
θ2
r +
1−θ2
2 . Adding inequalities (39) and (40) we get (37).
If N ∈ (γ/2, γ], i.e N = γ = 2 or N = 1 ≤ γ < 2, we cannot use Hardy-
Littlewood-Sobolev inequality. However, we may overcome this problem by defining
the new Dirichlet form
E1/2(f, f) =
∫
RN
|f̂(ξ)|2m1/2(ξ) dξ,
and replacing γ by γ/2 in the above argument. Observe that the critical Sobolev
exponent reads now 4N/(2N − γ). We then have
‖v‖s ≤ c1‖v‖
θ′1
r E1/2(v, v)
1−θ′1
2 ,
where θ1, given in (38), is replaced here by the new value θ
′
1 =
r[2N(2−s)+γs]
s[2N(2−r)+γr] , and
‖w‖s ≤ c2‖z‖
θ2
r E(z, z)
1−θ2
2 ,
where θ2 remains the same. In order to write the expression for v in terms of E(z, z)
we use Hölder inequality,
E1/2(v, v) =
∫
RN
m1/2(ξ)|v̂(ξ)|2 dξ ≤ ‖v̂‖2
(∫
RN
m(ξ)|v̂(ξ)|2 dξ
)1/2
= ‖v‖2E(v, v)
1/2
and interpolation
‖v‖2 ≤ ‖v‖
a
r‖v‖
1−a
2N
N−γ/2
≤ ‖v‖arE1/2(v, v)
1−a
2 ,
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with a = rγ2N(2−r)+γr , to get
E1/2(v, v) ≤ c
(
‖v‖2ar E(v, v)
)1/(1+a)
.
Therefore we conclude
‖z‖s ≤ c1‖z‖
θ′+
a(1−θ′1)
1+a
r E(z, z)
1−θ′1
2(1+a) + c2‖z‖
θ2
r E(z, z)
1−θ2
2
= c1‖z‖
θ1
r E(z, z)
1−θ1
2 + c2‖z‖
θ2
r E(z, z)
1−θ2
2 .
Finally, if N = 1, γ = 2, we define E1/4 and replace γ by γ/4 in the same way as
before. We omit the details. 
As a consequence of this lemma, we prove now that inequality (22) holds in
our setting. In fact we state a more general version with the new exponent 1 <
s ≤ 2 (there s = 2 and hence θ2 = 0). The interest of this generality comes from
its applicability to a nonlinear problem of porous medium type, see Section 4.4.
Moreover, the result that we prove here holds for every 1 < r < 2, not just for some
r. The case r = 1 is left open.
Corollary 4.7. Let m satisfy (34) for some 0 < γ ≤ 2 and fix the parameters r
and s such that 1 < r < s ≤ 2. It holds
E(z, z) ≥ cmin
{(
‖z‖s‖z‖
−θ1
r
)2/(1−θ1)
,
(
‖z‖s‖z‖
−θ2
r
)2/(1−θ2)}
,
where θ1 and θ2 are given in (38).
Proof. We define X := E(z, z)1/2, Y := ‖z‖s and K := ‖z‖r. Inequality (37) can
then be written as
Y ≤ c1K
θ1X1−θ1 + c2K
θ2X1−θ2 ≤
{
c3K
θ1X1−θ1, X ≤ K,
c3K
θ2X1−θ2, X ≥ K,
c3 = c1+c2. Hence, X ≥ (Y/(c3K
θ1))1/(1−θ1) ifX ≤ K andX ≥ (Y/(c3K
θ2))1/(1−θ2)
otherwise. That is X ≥ cmin
{
K−θ1/(1−θ1)Y 1/(1−θ1),K−θ2/(1−θ2)Y 1/(1−θ1)
}
. 
We are now able to prove one of the main results of the paper, namely the Lq–
Lp estimates for large times for the solutions to problem (6). As we have said, it
depends on the behaviour of the kernel J at infinity. If we look at the estimates of
the multiplier (31) and (34), it is clear that imposing no condition at infinity on J
will give the same result as imposing the decay condition J(z) ≥ c|z|−N−α for large
|z| with α = 2. We therefore only consider the case 0 < α ≤ 2.
Theorem 4.8. Let 1 < p < ∞ and p¯ = max{p, 2}. Assume J(z) ≥ c|z|−N−α for
large |z| with 0 < α ≤ 2. Given u0 ∈ L
1(RN ) ∩ Lp¯(RN ), let u be the associated
solution to problem (6). Then there exists t0 > 0 large such that, for every t > t0
and 1 ≤ q < p,
(41) ‖u(t)‖p ≤ ct
−Nα (
1
q−
1
p )‖u0‖q.
Proof. It follows directly from Lemma 4.3, Corollary 4.7 with s = 2 and any r ∈
(1, 2), and Theorem 3.2 with d = N(2−r)rα . 
If we try to find an ultracontractivity type estimate for the L∞-norm for large
times, we face several difficulties that we address. First of all, the time t0 for which
the estimate (41) holds, depends on p and it tends to infinity as p grows. Hence,
passing to the limit in the proof of Theorem 4.8 or Theorem 3.2 is not possible. On
the other hand, the classical duality argument fails. Indeed, we cannot consider the
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heat semigroup associated to the operator L at a fixed time t, St : L
1 → Lp, since
again the time t for which it is a bounded operator depends on the Lp-norm of the
solution itself.
Of course, if we impose additional conditions to the kernel J or the initial
condition u0, then some decay of the solution can be proved. For instance, if
J(z) ≥ c|z|−N−β for |z| small, 0 < β < 2, then ‖u(t)‖∞ ≤ C(t
−N/β + t−N/α)‖u0‖1,
see (36) and Corollary 2.12 in [7].
On the other hand, if the initial datum u0 in problem (6) satisfies the very
restrictive condition û0 ∈ L
1(RN ) (in particular it requires u0 continuous), then a
decay estimate for the solution is easy to obtain. Actually,
‖u(t)‖∞ ≤
∫
|ξ|<1
e−c1|ξ|
αt|û0(ξ)| dξ +
∫
|ξ|>1
e−c2t|û0(ξ)| dξ
≤ c3‖u0‖1t
−N/α + c4‖û0‖1e
−c2t.
In view of this, our purpose here is to obtain at least some behaviour for large
times assuming only that the initial data is u0 ∈ L
1(RN ) ∩ L∞(RN ), and of course
with no condition on J at the origin.
Theorem 4.9. Let u0 ∈ L
1(RN ) ∩ L∞(RN ) and assume that the hypotheses of
Theorem 4.8 hold. Then
(42) lim
t→∞
‖u(t)‖∞ = 0.
Proof. Let St be the heat semigroup associated to L. Theorem 4.8 with for instance
q = 1 and p = 2, implies that
lim
t→∞
t̺‖St(u0)‖2 ≤ C, ̺ =
N
2α
.
Thus there is a subsequence of times tk →∞ such that limk→∞ t
̺
kStk(u0) converges
a.e. to a bounded function in L2(RN ). Hence, since St is selfadjoint,
‖ lim
k→∞
t̺kStk(u0)‖∞ = sup
‖v‖1≤1
∣∣∣∣∫
RN
lim
k→∞
t̺kStk(u0)v
∣∣∣∣
≤ sup
‖v‖1≤1
lim
k→∞
t̺k
∣∣∣∣∫
RN
u0Stk(v)
∣∣∣∣
≤ sup
‖v‖1≤1
lim
k→∞
t̺k‖Stk(v)‖2‖u0‖2 ≤ c‖u0‖2.
This means that
lim
k→∞
t̺k‖u(tk)‖∞ ≤ c‖u0‖2,
and (42) follows since the L∞-norm is nonincreasing. 
4.4. Decay estimates for a nonlinear equation. We want to apply the method
described in Subsection 4.3 to deal with the nonlocal nonlinear filtration equation
(43)
{
∂tu+ LΦ(u) = 0, x ∈ R
N , t > 0,
u(x, 0) = u0(x), x ∈ R
N .
As to the constitutive nonlinear function we assume it is of Porous Medium type
in weak sense, that is, Φ ∈ C1(R), ζΦ(ζ) > 0 for ζ 6= 0, Φ(0) = 0, Φ′(ζ) ≥ c|ζ|σ−1,
σ ≥ 1, for |ζ| ≤M .
Our present interest is only to show the applicability of the method. Therefore
we assume we are given a weak bounded solution to problem (43). Existence of
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such a solution is obtained in [11] in the case L = (−∆)α/2 and Φ(ζ) = |ζ|σ−1ζ,
σ > (N − α)+/N and quite general initial values. It would be interesting to obtain
such a result for general Lévy operators L.
We prove the nonlinear analogue to Theorem 4.8 for solution to problem (43).
Some restrictions on the exponents make the result not completely satisfactory.
Theorem 4.10. Assume the hypotheses on the operator L of Theorem 4.8 hold and
let u be a solution to problem (43) with initial value u0 ∈ L
1(RN ) ∩ L∞(RN ) and
‖u0‖∞ ≤M . Then for every σ − 1 < q < p (always q ≥ 1), it holds
‖u(t)‖p ≤ ct
−̺‖u0‖
ε
q
for t large, where
(44) ̺ = ̺(q, p) =
N(p− q)
p[N(σ − 1) + αq]
, ε = ε(q, p) = 1− (σ − 1)̺.
The exponents in (44) are optimal, see [11] for the fractional Laplacian case and
Φ a power.
Following the same idea as before, if we multiply the equation in (43) by |u(t)|p−2u(t)
and integrate, we get the expression
(45)
1
p
d
dt
‖u(t)‖pp = −E(Φ(u(t)), |u(t)|
p−2u(t)).
In order to estimate this quantity we first prove a generalized Stroock-Varopoulos
inequality.
Proposition 4.11. If u is such that F (u), G(u), H(u) ∈ HL(R
N ) and F ′G′ ≥
(H ′)2 then
(46) E(F (u), G(u)) ≥ E(H(u), H(u)).
Proof. We only have to look at the original proof of this result with power-type
functions performed in [23] and replace the calculus inequality for powers used
there with the following inequality: for every a, b ∈ R it holds
(F (b)− F (a))(G(b) −G(a)) ≥ (H(b)−H(a))2.
In fact, assume without loss of generality that b > a, and consider the case G(u) =
u. We have
|H(b)−H(a)| =
∣∣∣∣∣
∫ b
a
G′(s) ds
∣∣∣∣∣ ≤ (b− a)1/2
(∫ b
a
(H ′)2(s) ds
)1/2
≤ (b− a)1/2((F (b) − (F (a))1/2.
For a general G apply the inequality to v = G(u). Now the proof of (46) follows
directly:
E(F (u), G(u)) =
1
2
∫
RN
∫
RN
(F (u(x))− F (u(y)))(G(u(x)) −G(u(y)))J(x − y) dxdy
≥
1
2
∫
RN
∫
RN
|H(u(x)) −H(u(y))|2J(x− y) dxdy = E(H(u), H(u)).

A proof of (46) when L = (−∆)α/2 is done in [11] using an extension technique
introduced by [6], based on the fact that L is a power of the Laplacian operator.
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Indeed (46) is also valid by the same technique for powers Lα/2 of operators L for
which it is true.
Proof of Theorem 4.10. Applying the generalized Stroock-Varopoulos inequal-
ity (46) to expression (45), and using the behaviour of Φ, we get
d
dt
1
p
∫
RN
|u(t)|p ≤ −cE(|u(t)|
p+σ−1
2 , |u(t)|
p+σ−1
2 ).
Therefore, Corollary 4.7 with z = |u|
p+σ−1
2 , s = 2pp+σ−1 , r =
sq
p gives, for ψ(t) =
‖u(t)‖pp, the differential inequality
ψ′(t) + cmin
{(
ψ(t)‖u0‖
−pθ1
q
) 1
1−θ1 ,
(
ψ(t)‖u0‖
−pθ2
q
) 1
1−θ2
}
≤ 0.
Observe that θ1 > θ2. Hence, and exactly as before, only the term with θ1 has
an influence for large times. This implies the estimate (4.10), where the restriction
1 < r < s ≤ 2 imposes the restriction σ − 1 < q < p ≤ p + σ − 1 < 2q. The proof
ends with an iterative process based on the estimate, for p1 < p2 < p3,
‖u(t)‖p3 ≤ ct
−̺(p2,p3)‖u(t/2)‖ε(p2,p3)p2 ≤ ct
−̺(p2,p3)
(
t−̺(p1,p2)‖u(0)‖ε(p1,p2)p1
)ε(p2,p3)
.
We observe that the exponents (44) satisfy the recurrent relations
̺(p1, p2)ε(p2, p3) + ̺(p2, p3) = ̺(p1, p3), ε(p1, p2)ε(p2, p3) = ε(p1, p3).
We omit further details. 
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