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Abstract
In this paper two important classes of orthogonal polynomials in higher
dimensions using the framework of Clifford analysis are considered,
namely the Clifford-Hermite and the Clifford-Gegenbauer polynomi-
als. For both classes an explicit generating function is obtained.
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1 Introduction
Clifford analysis is a refinement of harmonic analysis: it is concerned among
others, with the study of functions in the kernel of the Dirac operator, a first
order operator that squares to the Laplace operator. In its study, special sets
of orthogonal polynomials play an important role, see e.g. [7] for applications
to generalized Fourier transforms and [3] for wavelet transforms. In particular
the so-called Clifford-Hermite and Clifford-Gegenbauer polynomials [22] have
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received considerable attention. Our main aim in this paper is to find explicit
generating functions for both sets of polynomials.
Let us start by introducing the necessary notations and definitions. We
denote by R0,m the real Clifford algebra generated by the standard basis
{e1, . . . , em} of the Euclidean space R
m (see [4]). The multiplication in R0,m
is determined by the relations
ejek + ekej = −2δjk, j, k = 1, . . . , m
and a general element a ∈ R0,m may be written as
a =
∑
A⊂M
aAeA, aA ∈ R,
where eA = ej1 . . . ejk for A = {j1, . . . , jk} ⊂ M = {1, . . . , m}, with j1 <
· · · < jk. For the empty set one puts e∅ = 1, which is the identity element.
An important part of Clifford analysis is the study of so-called monogenic
functions (see e.g. [2, 9, 11]). They are defined as follows. A function
f : Ω → R0,m defined and continuously differentiable in an open set Ω in
Rm+1 (resp. Rm), is said to be monogenic if
(∂x0 + ∂x)f = 0 (resp. ∂xf = 0) in Ω,
where ∂x =
∑m
j=1 ej∂xj is the Dirac operator in R
m. Note that the differential
operator ∂x0 + ∂x, called generalized Cauchy-Riemann operator, provides a
factorization of the Laplacian, i.e.
∆ =
m∑
j=0
∂2xj = (∂x0 + ∂x)(∂x0 − ∂x).
Thus monogenic functions, like their lower dimensional counterpart (i.e.
holomorphic functions), are harmonic.
In this paper we shall deal with two fundamental techniques to generate
special monogenic functions: the Cauchy-Kowalevski extension theorem (see
[2, 9, 21]) and Fueter’s theorem (see [10, 18, 20, 23]).
The CK-extension theorem states that: Every R0,m-valued function g(x)
analytic in the open set Ω ⊂ Rm has a unique monogenic extension given by
CK[g(x)](x0, x) =
∞∑
n=0
(−x0)
n
n!
∂nxg(x), (1)
and defined in a normal open neighborhood Ω ⊂ Rm+1 of Ω.
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Fueter’s theorem discloses a remarkable connection existing between holo-
morphic functions and monogenic functions. It was first discovered by R.
Fueter in the setting of quaternionic analysis (see [10]) and later generalized
to higher dimensions in [18, 20, 23]. For further works on this topic we refer
the reader to e.g. [5, 6, 12, 14, 15, 16, 17, 19].
Throughout the paper we assume Pk(x) to be a given arbitrary homo-
geneous monogenic polynomial of degree k in Rm. In this paper we are
concerned with the following generalization of Fueter’s theorem obtained in
[23].
Let h(z) = u(x, y) + iv(x, y) be a holomorphic function in some open
subset Ξ of the upper half of the complex plane C. Put ω = x/r, with r = |x|,
x ∈ Rm. If m is odd, then the function
Ft [h(z), Pk(x)] (x0, x) = ∆
k+m−1
2
[(
u(x0, r) + ω v(x0, r)
)
Pk(x)
]
is monogenic in Ω = {(x0, x) ∈ R
m+1 : (x0, r) ∈ Ξ}.
Define now the following differential operators
D+ = 2x− ∂x
Dα = 2(α+ 1)x−
(
1− |x|2
)
∂x, α ∈ R.
We shall deal with the so-called Clifford-Hermite and Clifford-Gegenbauer
polynomials, which are defined as
Hn,m(Pk)(x) = D
n
+Pk(x),
C(α)n,m(Pk)(x) = DαDα+1 · · ·Dα+n−1Pk(x).
It is easy to verify that
Hn,m(Pk)(x) = Hn,m,k(x)Pk(x),
C(α)n,m(Pk)(x) = C
(α)
n,m,k(x)Pk(x),
where Hn,m,k(x) and C
(α)
n,m,k(x) are polynomials with real coefficients in the
vector variable x of degree n. Moreover, we have from [9] (see also [8]) that
H2n,m,k(x) = 2
2nn!L
(k+m2 −1)
n
(
|x|2
)
H2n+1,m,k(x) = 2
2n+1n!xL
(k+m2 )
n
(
|x|2
) (2)
and
C
(α)
2n,m,k(x) = 2
2nn!(α + n + 1)nP
(k+m2 −1,α)
n
(
1− 2|x|2
)
,
C
(α)
2n+1,m,k(x) = 2
2n+1n!(α + n + 1)n+1xP
(k+m2 ,α)
n
(
1− 2|x|2
)
,
(3)
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where L
(α)
n and P
(α,β)
n are the generalized Laguerre and Jacobi polynomials
on the real line, respectively; and (a)n = a(a + 1) · · · (a + n − 1) is the
Pochhammer symbol.
One can also define these polynomials using the CK-extension theorem
(see e.g. [9, 22]). Namely, if we consider the weight functions exp (−|x|2)Pk(x)
and (1− |x|2)
α
Pk(x), then it follows from (1) that
CK
[
exp
(
−|x|2
)
Pk(x)
]
(x0, x) = exp
(
−|x|2
) ∞∑
n=0
xn0
n!
Hn,m(Pk)(x), (4)
CK
[(
1− |x|2
)α
Pk(x)
]
(x0, x) =
∞∑
n=0
xn0
n!
(
1− |x|2
)α−n
C(α−n)n,m (Pk)(x). (5)
The main goal of the present paper is to obtain closed formulae for these
generating functions with the help of Fueter’s theorem.
The paper is organized as follows. In Section 2 we present the results
we need on Fueter’s theorem. In Section 3 we treat the Clifford-Hermite
polynomials and in Section 4 the Clifford-Gegenbauer polynomials.
2 Fueter’s theorem
For any x ∈ Rm we put ω = x/r, with r = |x|. Another way to prove
Fueter’s theorem was obtained in [14]. It was based on the calculation of
Ft [h(z), Pk(x)] in explicit form, i.e.
Ft [h(z), Pk(x)] (x0, x) = (2k +m− 1)!!
×
(
Dr
(
k +
m− 1
2
)
[u(x0, r)] + ωD
r
(
k +
m− 1
2
)
[v(x0, r)]
)
Pk(x), (6)
where n!! denotes the double factorial of n and where Dr(n), D
r(n) are
differential operators defined by
Dr(n)[u] =
(
r−1∂r
)n
u
Dr(n)[v] =
(
∂r r
−1
)n
v.
It may be proved by induction that
Dr(n)[u] =
n∑
j=1
aj,nr
j−2n∂jru, (7)
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where the integers aj,n satisfy:
a1,n+1 = −(2n− 1)a1,n,
aj,n+1 = aj−1,n − (2n− j)aj,n, j = 2, . . . , n,
an+1,n+1 = an,n = 1, n ≥ 1.
It turns out that
aj,n = (−1)
n+j (2n− j − 1)!
2n−j(n− j)!(j − 1)!
.
In a similar way, we can check that
Dr(n)[v] =
n∑
j=0
bj,nr
j−2n∂jrv, bj,n = aj+1,n+1 = (−1)
n+j (2n− j)!
2n−j(n− j)!j!
. (8)
It is worth pointing out that the integers (−1)n+jbj,n are the coefficients of the
Bessel polynomial of degree n (see [13]). Other properties of these operators
that we shall need are the following
Dr(n)[fg] =
n∑
j=0
(
n
j
)
Dr(n− j)[f ]Dr(j)[g], (9)
Dr(n)[fg] =
n∑
j=0
(
n
j
)
Dr(n− j)[f ]D
r(j)[g]. (10)
It is easily seen that Ft [h(z), Pk(x)] defines an R-linear operator, i.e.
Ft [c1h1(z) + c2h2(z), Pk(x)] = c1Ft [h1(z), Pk(x)] + c2Ft [h2(z), Pk(x)] ,
for all c1, c2 ∈ R. Therefore, Ft [h(z), Pk(x)] is characterized if we know the
action of this operator on the functions zn, izn, z−n and iz−n. This is the
subject of the following lemma.
Lemma 1. For n ∈ N0 the following equalities hold
Ft [zn, Pk(x)] (x0, x) =
{
0, n < 2k +m− 1
c1,nCK
[
xn−(2k+m−1)Pk(x)
]
(x0, x), n ≥ 2k +m− 1,
Ft [izn, Pk(x)] (x0, x)
= (−1)k+
m−1
2 (2k +m− 1)!!c2,nCK
[
xn−(2k+m−2)
r
Pk(x)
]
(x0, x),
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and
Ft
[
z−n, Pk(x)
]
(x0, x) = (2k +m− 1)!!c3,nCK
[
x−(n+2k+m−1)Pk(x)
]
(x0, x),
Ft
[
iz−n, Pk(x)
]
(x0, x) = (2k +m− 1)!!c4,nCK
[
x−(n+2k+m−2)
r
Pk(x)
]
(x0, x),
with
c1,n =
(−2)k+
m−1
2 (2k +m− 1)!!
⌊
n
2
⌋
!(⌊
n
2
⌋
−
(
k + m−1
2
))
!
, c2,n =
{ ∏k+m−1
2
j=1 (n− (2j − 1)), n even∏k+m−3
2
j=0 (n− 2j), n odd
c3,n =


(n + 2k +m− 3)!!
(n− 2)!!
, n even
(n + 2k +m− 2)!!
(n− 1)!!
, n odd
, c4,n =


(n + 2k +m− 2)!!
(n− 1)!!
, n even
(n + 2k +m− 3)!!
(n− 2)!!
, n odd
and where ⌊·⌋ denotes the floor function.
Proof. For h(z) = zn we clearly have that
u(x, y) =
⌊n/2⌋∑
j=0
(−1)j
(
n
2j
)
xn−2jy2j,
v(x, y) =
⌊(n−1)/2⌋∑
j=0
(−1)j
(
n
2j + 1
)
xn−(2j+1)y2j+1.
Using (6) it thus follows that
Ft [zn, Pk(x)] (x0, x)|x0=0
(2k +m− 1)!!
=
{
ωnDr
(
k + m−1
2
)
[rn]Pk(x), n even
ωnDr
(
k + m−1
2
)
[rn]Pk(x), n odd.
A direct computation then shows that
Ft [zn, Pk(x)] (x0, x)|x0=0
(2k +m− 1)!!
=


0, n < 2k +m− 1
(−2)k+
m−1
2 ⌊n2 ⌋!
(⌊n2 ⌋−(k+
m−1
2 ))!
xn−(2k+m−1)Pk(x), n ≥ 2k +m− 1
which in view of the CK-extension theorem proves the first equality. The
others may be proved in a similar way.
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3 Generating function for Clifford-Hermite poly-
nomials
Consider the holomorphic function
h(z) = exp
(
z2
)
= exp
(
x2 − y2
)
(cos(2xy) + i sin(2xy)) .
We shall prove that Ft [exp (z2) , Pk(x)] equals (up to a multiplicative con-
stant) the CK-extension of exp (−|x|2)Pk(x).
Theorem 1. If m is odd, then a closed formula for the CK-extension of
exp (−|x|2)Pk(x) is given by
CK
[
exp
(
−|x|2
)
Pk(x)
]
(x0, x) =
Ft [exp (z2) , Pk(x)] (x0, x)
(−2)k+
m−1
2 (2k +m− 1)!!
= exp
(
x20 − r
2
)k+m−12∑
j=0
(
k + m−1
2
j
)
(−2)−jDr(j)[cos(2x0r)]
+ω
k+m−1
2∑
j=0
(
k + m−1
2
j
)
(−2)−jDr(j)[sin(2x0r)]

Pk(x).
Proof. From (6) we have that
Ft [exp (z2) , Pk(x)] (x0, x)
(2k +m− 1)!!
=
(
Dr
(
k +
m− 1
2
)[
exp
(
x20 − r
2
)
cos(2x0r)
]
+ωDr
(
k +
m− 1
2
)[
exp
(
x20 − r
2
)
sin(2x0r)
])
Pk(x).
Note that
Dr(n)
[
exp
(
x20 − r
2
)]
= (−2)n exp
(
x20 − r
2
)
and using (9) and (10) we thus obtain
Dr(n)
[
exp
(
x20 − r
2
)
cos(2x0r)
]
= exp
(
x20 − r
2
) n∑
j=0
(
n
j
)
(−2)n−jDr(j)[cos(2x0r)],
Dr(n)
[
exp
(
x20 − r
2
)
sin(2x0r)
]
= exp
(
x20 − r
2
) n∑
j=0
(
n
j
)
(−2)n−jDr(j)[sin(2x0r)].
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Therefore
Ft [exp (z2) , Pk(x)] (x0, x)
(2k +m− 1)!!
= exp
(
x20 − r
2
)k+m−12∑
j=0
(
k + m−1
2
j
)
(−2)k+
m−1
2
−jDr(j)[cos(2x0r)]
+ω
k+m−1
2∑
j=0
(
k + m−1
2
j
)
(−2)k+
m−1
2
−jDr(j)[sin(2x0r)]

Pk(x),
where Dr(n) [cos(2x0r)] and D
r(n) [sin(2x0r)] can be computed using (7) and
(8) and are equal to
Dr(n) [cos(2x0r)] =
n∑
j=1
(−1)n+j
(2n− j − 1)!
2n−2j(n− j)!(j − 1)!
xj0
r2n−j
cos(2x0r+jpi/2),
Dr(n) [sin(2x0r)] =
n∑
j=0
(−1)n+j
(2n− j)!
2n−2j(n− j)!j!
xj0
r2n−j
sin(2x0r + jpi/2).
In view of the above equalities, we get that
Ft
[
exp
(
z2
)
, Pk(x)
]
(0, x) = (−2)k+
m−1
2 (2k +m− 1)!! exp
(
−|x|2
)
Pk(x).
The proof follows using the CK-extension theorem.
Remark 1. For k = 0, this result was previously established in [15].
If, for instance, we take m = 3 and Pk(x) = 1 we then can assert that
CK
[
exp
(
−|x|2
)]
(x0, x) = exp
(
x20 − r
2
)(
cos(2x0r) +
x0
r
sin(2x0r)
+ ω
(
sin(2x0r) +
sin(2x0r)
2r2
−
x0
r
cos(2x0r)
))
.
As a consequence we now obtain the following identities for Laguerre poly-
nomials. They should be compared with the standard generating function
(1− t)−α−1 exp (−xt/(1− t)) =
∞∑
n=0
tnL(α)n (x),
see e.g. [1].
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Corollary 1. For m odd the following identities hold
(i)
k+m−1
2∑
n=0
(
k + m−1
2
n
)
(−2)−nDr(n)[cos(2x0r)]
= exp
(
−x20
) ∞∑
n=0
22nn!x2n0
(2n)!
L
(k+m2 −1)
n
(
r2
)
,
(ii)
k+m−1
2∑
n=0
(
k + m−1
2
n
)
(−2)−nDr(n)[sin(2x0r)]
= exp
(
−x20
) ∞∑
n=0
22n+1n!x2n+10
(2n+ 1)!
rL
(k+m2 )
n
(
r2
)
.
Proof. The identities easily follow by using (4), (2) and Theorem 1.
4 Generating function for Clifford-Gegenbauer
polynomials
In this section we aim at obtaining a closed formula for CK
[
(1− |x|2)
α
Pk(x)
]
.
But first we need to find the relationship between this generating function
and Fueter’s theorem, which is given in the next theorem.
Theorem 2. For m odd, it holds that
Ft
[(
1 + z2
)α+k+m−1
2 , Pk(x)
]
(x0, x) = (−2)
k+m−1
2 (2k +m− 1)!!
×

k+m−12∏
j=1
(α + j)

CK [(1− |x|2)α Pk(x)] (x0, x).
Proof. Using the general Binomial Theorem
(1 + z)α =
∞∑
n=0
(
α
n
)
zn,
(
α
n
)
=
1
n!
n−1∏
j=0
(α− j), |z| < 1,
we obtain
Ft
[(
1 + z2
)α+k+m−1
2 , Pk(x)
]
(x0, x)
=
∞∑
n=0
(
α + k + m−1
2
n
)
Ft
[
z2n, Pk(x)
]
(x0, x).
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By Lemma 1 and using again the general Binomial Theorem we can then
deduce that
Ft
[
(1 + z2)
α+k+m−1
2 , Pk(x)
]
(x0, x)
(2k +m− 1)!!
= (−2)k+
m−1
2
∞∑
n=0
(
α + k + m−1
2
n + k + m−1
2
)(
n+ k + m−1
2
)
!
n!
CK
[
x2nPk(x)
]
(x0, x)
= (−2)k+
m−1
2

k+m−12∏
j=1
(α+ j)

CK
[
∞∑
n=0
(
α
n
)
x2nPk(x)
]
(x0, x)
= (−2)k+
m−1
2

k+m−12∏
j=1
(α+ j)

CK [(1− |x|2)α Pk(x)] (x0, x),
which proves the desired result.
Thus we have reduced the problem of finding the generating function to
computing
Ft
[(
1 + z2
)α+k+m−1
2 , Pk(x)
]
.
It is easy to see that if h(z) = u(x, y) + iv(x, y) is a holomorphic function,
then
∂ny u =
in
2
(∂nz h+ (−1)
n∂nz h)
∂ny v = −
in+1
2
(∂nz h+ (−1)
n+1∂nz h)
where ∂z =
1
2
(∂x − i∂y) is the complex derivative. Observe also that
∂nz
(
1 + z2
)β
=
(
1 + z2
)β−n
Q(β)n (z), β ∈ R,
where Q
(β)
n (z) is a polynomial in z with real coefficients which satisfy
Q
(β)
n+1(z) = 2(β − n)zQ
(β)
n (z) +
(
1 + z2
)
∂zQ
(β)
n (z), Q
(β)
0 (z) = 1.
Remark 2. Note that Q
(β)
n (z) equals (up to a multiplicative constant)
inC
(β−n+ 12)
n (iz),
where C
(β)
n are the Gegenbauer polynomials on the real line.
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Using the previous equalities together with Theorem 2 as well as identities
(6), (7) and (8), we arrive at the following result:
Theorem 3. Suppose that α ∈ R \
{
−1,−2, . . . ,−k − m−1
2
}
. If m is odd,
then a closed formula for the CK-extension of (1− |x|2)
α
Pk(x) is given by
2k+
m+1
2

k+m−12∏
n=1
(α + n)

CK [(1− |x|2)α Pk(x)] (x0, x)
=

k+m−12∑
n=1
an,m,k
r2k+m−n−1
((
1 + Z2
)β−n
Q(β)n (Z) + (−1)
n
(
1 + Z
2
)β−n
Q(β)n
(
Z
))
+
ω
k+m−1
2∑
n=0
bn,m,k
r2k+m−n−1
((
1 + Z2
)β−n
Q(β)n (Z) + (−1)
n+1
(
1 + Z
2
)β−n
Q(β)n
(
Z
))Pk(x),
where β = α + k + m−1
2
, Z = x0 + ir and
an,m,k =
(−i)n(2k +m− n− 2)!
(2k +m− 2n− 1)!! (n− 1)!
, bn,m,k =
(−i)n+1(2k +m− n− 1)!
(2k +m− 2n− 1)!!n!
.
If, for instance, we take m = 3 and Pk(x) = 1 we then can assert that
CK
[(
1− |x|2
)α]
(x0, x) = −
i
2r
(
Z
(
1 + Z2
)α
− Z
(
1 + Z
2
)α)
−
ω
2r
(
Z
(
1 + Z2
)α
+ Z
(
1 + Z
2
)α
+
i
2(α + 1)r
((
1 + Z2
)α+1
−
(
1 + Z
2
)α+1))
.
Again we find as a consequence the following identities for Jacobi poly-
nomials, which should be compared with the standard generating function
from e.g. [1] given by
2α+βR−1(1− t+R)−α(1+ t+R)−β =
∞∑
n=0
tnP (α,β)n (x), R = (1−2xt+ t
2)1/2.
Corollary 2. For m odd the following identities hold
(i)
k+m−1
2∑
n=1
an,m,k
r2k+m−n−1
((
1 + Z2
)β−n
Q(β)n (Z) + (−1)
n
(
1 + Z
2
)β−n
Q(β)n
(
Z
))
= M
∞∑
n=0
22nn!(α− n+ 1)nx
2n
0
(2n)!
(
1− r2
)α−2n
P
(k+m2 −1,α−2n)
n
(
1− 2r2
)
,
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(ii)
k+m−1
2∑
n=0
bn,m,k
r2k+m−n−1
((
1 + Z2
)β−n
Q(β)n (Z) + (−1)
n+1
(
1 + Z
2
)β−n
Q(β)n
(
Z
))
= M
∞∑
n=0
22n+1n!(α− n)n+1x
2n+1
0
(2n+ 1)!
(
1− r2
)α−2n−1
rP
(k+m2 ,α−2n−1)
n
(
1− 2r2
)
,
where M = 2k+
m+1
2
∏k+m−1
2
n=1 (α + n).
Proof. The identities easily follow by using (5), (3) and Theorem 3.
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