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Abstract
We prove that the conical Ka¨hler-Ricci flows introduced in [17]
exist for all time t ∈ [0,+∞). These immortal flows possess maximal
regularity in the conical category. As an application, we show if the
twisted first Chern class C1,β is negative or zero, the corresponding
conical Ka¨hler-Ricci flows converge to Ka¨hler-Einstein metrics with
conical singularities exponentially fast. To establish these results, one
of our key steps is to prove a Liouville type theorem for Ka¨hler-Ricci
flat metrics (which are defined over Cn) with conical singularities.
Contents
1 Introduction 2
2 Convention of notations, C0 estimate, and C1,1 estimate. 6
3 Ho¨lder estimate for the second derivatives and proof of The-
orem 1.1. 12
4 Poincare-Lelong equations. 19
5 A rigidity theorem. 23
6 Bounded weakly-subharmonic functions and weak maxi-
mum principle. 25
7 Dirichlet problem of conical elliptic equations. 28
8 Strong Maximum Principles and Trudinger’s estimate. 29
9 Proof of Theorem 1.14. 32
10 Bootstrapping of the conical Ka¨hler-Ricci flow. 34
1
11 Exponential convergence when C1,β < 0 or = 0. 36
12 Appendix A: Liouville theorem when β ≤ 12 . 41
13 Appendix B: Trudinger’s Harnack inequality. 43
1 Introduction
Let (M, [ω0]) be a polarized Ka¨hler manifold and D is a smooth divisor
of the anti-canonical line bundle. Suppose the “twisted” first Chern class
(β ∈ (0, 1) )
C1,β = C1(M)− (1− β)C1[D]
has a definite sign. One important question is to study the existence of the
conical Ka¨hler-Einstein metric in (M, [ω0], (1− β)[D])
Ric(ωφ) = βωφ + 2π(1 − β)[D].
This problem has been studied carefully by many authors, for instance, [4],
[6], [28],[41],[32] etc. In particular, “conical Ka¨hler-Einstein metric” is a key
ingredient in the recent solution of existence problem for Ka¨hler-Einstein
metric with positive scalar curvature [12][13][14]. In light of these exciting
development, we introduce the notion of conical Ka¨hler-Ricci flow in [17]
∂ωg
∂t
= βωg −Ric(g) + 2π(1− β)[D], (1)
to attack the existence problem of conical Ka¨hler-Einstein metrics and con-
ical Ka¨hler-Ricci solitons. In [17], we establish short time existence for this
flow initiated from any (α, β) conical Ka¨hler metric (see Section 2 for the
definition of (α, β) metrics while we follow the notations in [17] in general).
This is the second paper in this series where we want to establish the long
time existence of this flow.
Theorem 1.1. Suppose g0 is an (α´, β)-conical Ka¨hler metric in (M, (1 −
β)D) where α′ ∈ (0,min{ 1β − 1, 1}). Then the conical Ka¨hler-Ricci flow
equation admits a solution φ(t) (1) for t ∈ [0, +∞). Furthermore, we have
• for every t 6= 0, g(t) is an (α, β)-conical metric in (M, (1− β)D); for
all α < min{ 1β − 1, 1};
• for all N > 1, over the time interval [0, N ], g(t) is a Cα,α2 ,β[0, N ]-
family of conical metrics (for all α < min{ 1β − 1, 1}).
Remark 1.2. The conical flow φ(t) in Theorem 1.1 possess C2,α,β-regularity,
while the weak-flow φ(t) constructed in [48] only possess C1,1-regularity
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apriorily (so the metric tensor is not Cα,β aprorily). This is the essential
difference between (strong) conical flow and weak-conical flow. Theorem 1.1
actually implies the weak flow constructed in [48] is strong. Along the line
of weak conical flows, in [34], Liu-Zhang also construct weak conical flows
and obtain convergence results of their flows on Fano manifolds when β ≤ 12 .
Remark 1.3. For smooth Ka¨hler-Ricci flow, the global existence of flow is
proved by Cao [9]. For conical Ka¨hler-Ricci flow, when n = 1, this is recently
proved by Yin [53] and independently by Mazzeo-Rubinstein-Sesum [35] with
different functional spaces.
Remark 1.4. For simplicity, we only present the case with one smooth divi-
sor. Our proof certainly works with reducible smooth divisors with no self
intersections and with possibly different angles along each component.
Remark 1.5. If the manifold is not Fano or the twisted first Chern has mixed
sign, Theorem 1.1 still holds as long as the evolving Ka¨hler class remains to
be a Ka¨hler class. In particular, the flow is immortal if it fixes the Ka¨hler
class.
Remark 1.6. This theorem may leads to some exciting, plausible future
research: to “migrate” a network of important, fundamental results estab-
lished in smooth Ka¨hler-Ricci flow to our settings. A partial list of these
works (which is far from complete) is given below and we refer interested
readers to these papers and references therein for further readings: [54] [51]
[16] [55]; [44][40][42] [36]etc. A word of caution is, because of the presence
of conical singularities, that this “migration” might not be at all straight-
forward!
As an almost direct application, the following is true.
Theorem 1.7. If C1,β < 0 or C1,β = 0, then the corresponding conical
Ka¨hler-Ricci flow converges exponentially fast to a conical Ka¨hler-Einstein
metric in the Cα,β1,1 topology of (1, 1)-forms (in the sense of (117)).
Remark 1.8. When C1,β = 0, β ≤ 12 , the existence of Ricci-Flat conical met-
rics is due to S. Brendle [6] via continuity method. When C1,β < 0, the
existence has been studied by via continuous methods by Jeffres-Mazzeo-
Rubinstein [28], Campana-Guenancia-Paun [8], and Eyssidieux-Guedj-Zeriahi
[20].
Remark 1.9. In the work of Li-Sun [32], they consider the log Calabi-Yau
pair
(X,
N∑
i=1
(1− βi)Di)
such that
C1(X) −
N∑
i=1
(1− βi)C1(Di) = 0.
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Then, Theorem 1.7 implies that the existence of Calabi-Yau metric with
correct cone angle for any log Calabi-Yau pair. It seems that the existence
result for log Calabi-Yau pair of this generality is new. For related topics,
please see Song-Wang’s work [41].
Remark 1.10. In Cao’s proof [9] on the smooth case, the Li-Yau harnack
inequality in [29] plays a key role when showing the limit is Ka¨hler-Einstein
when C1,β = 0. In our conical case, it’s not clear to us whether the Li-Yau
type estimates hold. In our case, the monotonicity of the K-energy directly
implies the limit is Ka¨hler-Einstein and the convergence of the metric tensor
is exponential.
Going back to Theorem 1.1, much like the smooth counter part, we need
to prove C0-estimate of evolved potentials. First, one needs to reduce the
flow into a scalar equation. Suppose ωD is the model conical Ka¨hler metric
(defined in [18], also see the introduction of [17]) with cone angle β over D
and hωD denotes its Ricci potential. Then,
∂φ
∂t
= log
(ωD +
√−1∂∂¯φ)n
ωnD
+ βφ+ hωD . (2)
Routine calculation shows that hωD ∈ Cα,β for some α > 0.
Proposition 1.11. Suppose the conical Ka¨hler-Ricci flow exists up to time
T > 0. Then, there exists a uniform constant CT such that
|φ|+ |∂φ
∂t
|(t) < CT , forall t ∈ [0, T ).
Following [28] and [13] (elliptic case), we can use a parabolic type Chern-
Lu inequality to obtain:
Proposition 1.12. Under the same assumptions as in Prop 1.11, we have
1
K
ω ≤ ω +√−1∂∂¯φ ≤ Kω.
Remark 1.13. Guenancia-Paun’s trick in [21] also works well for the C1,1-
estimate here. Actually, we have multiple choices here to prove the C1,1-
estimate.
To prove long time existence, we essentially need to prove a priori Holder
estimate for the evolving conical Ka¨hler forms. A critical step for this type
estimate is to prove the following Liouville type theorem:
Theorem 1.14. (Liouville Theorem) Suppose ω is a Cα,β conical Ka¨hler
metric defined over Cn. Suppose there is a constant K such that
ωn = ωnβ ,
1
K
ωβ ≤ ω ≤ Kωβ over C× Cn−1 \ {z = 0}. (3)
Then, there is a linear transformation L which preserves {z = 0} and
ω = L⋆ωβ.
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This plays a central role in the proof of long time existence theorem.
When conical singularity is not presence, this is due to Riebesehl- Schulz [38]
where higher derivatives are used heavily. The problem certainly goes back
to the famous paper by E. Calabi [7] and Pogorelov [37]. Even in the smooth
setting, this is considered an alternative approaches to the later famous
Evans-Krylov Shauder estimate for Monge-Ampere equation (cf. [19][23]).
To prove this Liouville type theorem, we need to extend the maximal
principle to more general settings. In the literature, it seems to be a standard
trick to use Jeffery’s trick whenever we need to apply Maximum principle.
A standard feature of the Jeffery’s trick is to add a small copy of small
power of |S| where S is the defining holomorphic section of divisor; and
this will perturb the maximum point off from divisor, which allows us to
use standard maximal principle. For this trick to work, an important pre-
condition is that the function, which we applied maximum principle to, must
be Cα,β for some α > 0. This restricts severely how we can use maximum
principle. In this paper, we are able to remove this restriction and are able
to adapt both weak and strong maximal principle to our setting for function
which is locally smooth away from divisor and L∞ globally. Indeed, we plan
to apply maximum principle to trωβωφ which can only be L
∞ globally.
Theorem 1.15. Suppose g(t), t ∈ [0, T ) is a solution to the CKRF in
Theorem 1.1, T <∞. Then there exists constant K in the sense of Def 2.1
such that the potential φ satisfies the following bound
|φ|2,α,β ≤ K for all t ∈ [0, T ).
Consequently, the flow g(t), t ∈ [0, T ) can be extended beyond T .
Remark 1.16. For conical Ka¨hler Einstein metric, the corresponding a priori
estimate is derived in [13] (c.f. discussions in [28]). This parabolic type
Holder estimate should be able to extend as an a priori C2,α,β-estimate for
continuity method for solving the Ka¨hler-Einstein equations (as in [32] and
[28]).
One of the key ingredients of Theorem 1.14 is the theory of weak so-
lutions to the Laplace equation of a concial metric. Fortunately, in the
polar coordinates, a cone metric is quasi-isometric to the Euclidean metric
away from D (by definition). Thus, though straight forward to observe,
it’s suprising and amazing that the weak-solution theory in Chap III of [31]
(De-Giorge estimate), Chap 8 of [23], and Chap 4 of [26] are all directly
applicable. Roughly speaking, this is because the weak-solution theory only
involves W 1,2-quantities of the weak solution. Thus after integration by
parts, we can transform the W 1,2-inequalities with respect to the cone met-
ric ω to W 1,2-inequalities with respect to the Euclidean metric gE (in the
polar coordinates)! Thus, all the classical tools can be applied. Though in
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most of the place we directly use weak solution theory (Moser’s iteration,
Weak harnack inequalities...), we still prove Trudinger’s Harnack inequality
in detail in Appendix B, to show how to transform the W 1,2-inequalities
with respect to the cone metric ω to W 1,2-inequalities with respect to the
Euclidean metric, and then directly apply the results in [31], [23], and [26].
This proof, though straight forward, shows all the required estimates in weak
solution theory are true in our situation.
Strategy of our work and organization of this article: In Section 2 we
state some conventions of notations and prove the C0 and C1,1 estimate.
Then we study the C2,α,β regularity in Section 3—11. In Section 3, assum-
ing Theorem 1.14, we prove Theorem 1.15 by showing the Ho¨lder radius is
uniformly bounded, thus settle down the C2,α,β estimate and the proof of
Theorem 1.1. In Section 4 we solve the Poincare-Lelong equation with the
correct estimates, which is crucial when we perturb the rescaled limit back
to get a contradiction. In Section 5—8, we establish the analytic tools for
proving Theorem 1.14. In section 9 we prove Theorem 1.14. In Section 10 we
prove that the flow has maximal regularity immediately when t > 0, which
is crucial when proving the convergence of the rescaled flows. In Section 11
we prove when C1,β < 0 or = 0, the CKRF converges to conical Ka¨hler-
Einstein metric exponentially. In Appendix A, we present a short proof of
the Liouville theorem in the case when β ≤ 12 , where we use a regularity
result due to Brendle [6]. In Appendix B, we prove Trudinger’s Harnack
inequality in our case, by directly using the results from [23] and [26].
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Ye for their interest in this work and their continuous support. He also
would like to thank Yuan Yuan for related discussions on complex analysis.
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carefully reading earlier versions of this paper and related discussions.
2 Convention of notations, C0 estimate, and C1,1
estimate.
Definition 2.1. We would like to make following convention on the con-
stants in this paper, similar to that of [17]: Without further notice, the ”C”
in each estimate means a constant depending on the dimension n, the an-
gle β, the background objects (M,ω0, L, h,D, ωD), the α (and α´ if any) in
the same estimate or in the corresponding theorem (proposition, corollary,
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lemma), the initial metric ω0, and finally the time T ( beyond which we
want to extend the flow). We add index to the ”C” if it depends on more
factors than the above objects. Moreover, the ”C” in different places might
be different. The C never depends on T ′ < T (unless it comes with another
index, like C(T ′)).
Most of the notations in this article follow those of [17]. For the readers’
convenience, we introduce some key definitions from [17] here.
Definition 2.2. (α, β) conical Ka¨hler metric: For any α ∈ (0,min{ 1β −
1, 1}), a Ka¨hler form ω is said to be an (α, β) conical Ka¨hler metric on
(M, (1 − β)D) if it satisfies the following conditions.
1. ω is a closed positive (1, 1)-current over M .
2. For any point p ∈ D, there exists a holomorphic chart {z, ui, i =
1, .., n−1} such that in this chart, ω is quasi-isometric to the standard
cone metric
ωβ = β
2|z|2β−2
√−1
2
dz ∧ dz¯ +
√−1
2
n∑
j=2
duj ∧ du¯j .
3. There is a φ ∈ C2,α,β(M) such that
ω = ω0 + i∂∂¯φ.
Remark 2.3. If an ω, defined either globally or locally, satisfies 1 and 2 in
Definition 2.2, but only partially satisfies 3 in the sense that ω =
√−1∂∂¯φ
for some φ ∈ Cα,β, then we say ω is a weak conical metric. This definition
can be found in Definition 1.2 in [48].
Near D, using the defining function z of D, it’s easy to describe the func-
tion space C2,α,β(M) near D. Namely, near D, let ξ be singular coordinate,
z = |ξ| 1β−1ξ. Let z = ρeiθ, and si, i = 3....2n be real coordinates of z2, ...zn
which are perpendicular to z. We define
Definition 2.4. (C2,α,β-functions).
1. f(z, z2.....) ∈ Cα,β iff f(|ξ|
1
β
−1
ξ, z2...) ∈ Cα in terms of ξ, z2...
2. f(z, z2.....) ∈ C2,α,β iff
|z|2−2β ∂
2f
∂z∂z¯
∈ Cα,β, |z|1−β ∂
2f
∂ρ∂si
∈ Cα,β,
|z|−β ∂
2f
∂θ∂si
∈ Cα,β, ∂
2f
∂si∂sj
∈ Cα,β.
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The full definition of the function space C2,α,β(M) and the corresponding
parabolic norm is in section 2 of [17].
The following model metric defined in [18] satisfies the above definition.
ωD = ω0 + δi∂∂¯|S|2β , where δ is a small enough number.
Let r = |z| 1β and θ be just the angle of z from the positive real axis. In
the polar coordinates r, θ, ui, 2 ≤ i ≤ n, ωβ can be written as
ωβ = dr
2 + β2r2dθ2 +Σnj=2du⊗ du¯.
Notice in the polar coordinates we have β2gE ≤ ωβ ≤ 1β2 gE , where gE is
Euclidean metric in the polar coordinates i.e
gE = dr
2 + r2dθ2 +Σnj=2du⊗ du¯. (4)
From now on we will be using the polar coordinates in most of the sections,
since there the conical metrics are quasi-isometric to the Euclidean metric.
Theorem 1.1 is a direct consequence of Proposition 2.5, 2.7, and Theorem
1.15. Now we prove the C0 estimate.
Proposition 2.5. Suppose the flow exists over [0, T ′]. Then we have the
following C0 bound
|φ|0 ≤ a+ b
β
eβt, for all (x, t) ∈ (M \D)× [0, T ′],
where a = supx |φ|(x, 0), and b = supx{| log (ωD+
√−1∂∂¯φ0)n
ωn
D
+βφ+hωD |(x, 0)}.
Over M \D, denote u = ∂φ∂t , we compute
∂u
∂t
= ∆tu+ βu. (5)
We use the function |S|2τ as barrier function such that 2τ ≤ βα. Suppose
the flow is smooth over [0, T ′]. First we have the following lemma due to
Jeffres [27].
Lemma 2.6. u+ǫ|S|2τ attains maximum inM\D when t ∈ [0, T ′]; u−ǫ|S|2τ
attains minimum in M \D.
For the reader’s convenience of include the proof here.
Proof. of Lemma 2.6: It suffices to prove u + ǫ|S|2τ attains maximum in
M \D when t ∈ [0, T ′], the other is similar. We argue by contradiction. If
not, suppose u+ ǫ|S|2τ attains maximum in D at (p, t1). Let ρ = |z|, notice
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that the integral curve of ∂∂ρ is not necessarily the geodesic. Then let q be
on the integral curve γ of ∂∂ρ starting at p. We have
|u(q)− u(p)|
ρβα(q)
≤ |u|α <∞; u(q)− u(p) + ǫ|S|
2τ (q)
ρβα(q)
≤ 0. (6)
Since 2τ − βα < 0, when ρ(q) is sufficiently small with respect to |u|α,
we have
ǫ|S|2τ
ρβα(q)
≥ Cǫρ2τ−βα(q) ≥ 2|u|α + 1. (7)
Therefore (7) contradicts (6).
Proof. of Proposition 2.5: We compute
∂(u+ ǫ|S|2τ )
∂t
= ∆t(u+ ǫ|S|2τ ) + β(u+ ǫ|S|2τ )−∆tǫ|S|2τ − βǫ|S|2τ .
Using (31) in [48], we know
∆tǫ|S|2τ ≥ −C(T ′)ǫ, (8)
then
∂(u+ ǫ|S|2τ )
∂t
≤ ∆t(u+ ǫ|S|2τ ) + β(u+ ǫ|S|2τ ) + C(T ′)ǫ. (9)
By Lemma 2.6, the maximum-principle applies to (9). Hence
(u+ ǫ|S|2τ ) ≤ eβt(|u+ ǫ|S|2τ |(0,t=0)) + C(T ′)ǫ
Let ǫ→ 0 we get u ≤ eβt|u|(0,t=0). Thus the upper bound is obtained. The
lower bound u ≥ −eβt|u|(0,t=0) follows similarly. Then
|∂φ
∂t
| = |u| =≤ eβt|u|(0,t=0). (10)
By integrating (10) and using
∂φ
∂t
|t=0 = (log (ωD +
√−1∂∂¯φ)n
ωnD
+ βφ+ hωD)|t=0,
we obtain the desired bound in Proposition 2.5.
Our next objective is to prove the following C1,1 bound for conical KRF.
We follow the approach in [28] and [13]. Notice that Guenancia-Paun’s trick
in [21] also works for the C1,1-estimate here.
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Proposition 2.7. Under the same assumptions in Theorem 1.1, there exists
a uniform constant K in the sense of Definition 2.1 such that
1
K
ωD ≤ ωD +
√−1∂∂¯φ ≤ KωD.
Let u = gil¯hjk¯f
j
i f
k¯
l¯
, f = id is treat as a harmonic map from M to M
itself. Choose zp as normal coordinates of g (with Ka¨hler form ω) at x, and
let l, i, be normal coordinate indexes of ω also. Then we compute
∆ωu
= gl¯i,pp¯hjk¯f
j
l f
k¯
i¯ + hjk¯,dm¯f
j
i f
k¯
i¯ f
d
p f
m¯
p¯ + hjk¯f
j
ipf
k¯
i¯p¯
+ hjk¯f
j
ipp¯f
k¯
i¯ + hjk¯f
j
i f
k¯
i¯pp¯ + hjk¯,df
d
p f
j
i f
k¯
i¯p¯
+ hjk¯,d¯f
d¯
p¯ f
j
i f
k¯
i¯p + hjk¯,d¯f
d¯
p¯ f
j
ipf
k¯
i¯ + hjk¯,df
d
p f
j
ip¯f
k¯
i¯ .
Choose j, k, d,m as normal coordinate index of h, then
∆ωu
= gl¯i,pp¯hjk¯f
j
l f
k¯
i¯ + hjk¯,dm¯f
j
i f
k¯
i¯ f
d
p f
m¯
p¯ + hjk¯f
j
ipf
k¯
i¯p¯
= Rl¯if jl f
j¯
i¯
−Rhjk¯,dm¯f ji f k¯i¯ fdp f m¯p¯ + f jipf j¯i¯p¯
Set h = ωD. Thus along the Ka¨hler-Ricci flow, using R
h
jk¯,dm¯
≤ C1I
(see Li-Rubinstein’s appendix in [28]), and
∂
∂t
u = (Ril¯ − βgil¯)hjk¯f ji f k¯l¯ over M \D,
we obtain
(∆ω − ∂
∂t
)u
= βf jl f
j¯
l¯
−Rhjk¯,dm¯f ji f k¯i¯ fdp f m¯p¯ + f jipf j¯i¯p¯
≥ −C1u2 + βu+ f jipf j¯i¯p¯.
By adding the weight eλφu we compute
(∆ω − ∂
∂t
)eλφu
≥ λeλφu(n− u)− C1eλφu2 + βeλφu+ eλφf jipf j¯i¯p¯ + 2λeλφ < ∇ωφ, ∇ωu >
− λu∂φ
∂t
eλφ + λ2u|∇ωφ|2eλφ.
Using the inequality (Σkakbk)
2 ≤ (Σka2k)(Σlb2l ) and the following estimate
|∇ωu|2
= Σi,k,p,s,tf
i
kpf
i¯
k¯f
s¯
t¯p¯f
s
t
≤ Σp{(Σi,k|f ikp|2)
1
2 (Σi,k|fki |2)
1
2 (Σs,t|f s¯t¯p¯|2)
1
2 (Σs,t|f st |2)
1
2}
= uf jipf
j¯
i¯p¯
,
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it’s easy to see
eλφf jipf
j¯
i¯p¯
+ 2λeλφ < ∇ωφ, ∇ωu > +λ2u|∇ωφ|2eλφ ≥ 0.
Thus let C2 = C1 + 1 and λ = −C2 we get
Lemma 2.8.
(∆ω − ∂
∂t
)e−C2φu
≥ e−C2φu2 − Ce−C2φu+ C2u∂φ
∂t
e−C2φ.
Now we are ready to prove the C1,1-estimate.
Proof. of Proposition 2.7: From (2.8), we obtain
(∆φ − ∂
∂t
)[e−C2φu+ ǫ|S|2τ ]
≥ eC2φ[e−C2φu+ ǫ|S|2τ ]2 − C[e−C2φu+ ǫ|S|2τ ]
+ C2[e
−C2φu+ ǫ|S|2τ ]∂φ
∂t
+Cǫ|S|2τ − C2ǫ|S|2τ ∂φ
∂t
− 2uǫ|S|2τ − eC2φ(ǫ|S|2τ )2 +∆φǫ|S|2τ .
Again similar to the proof of Proposition 2.5, since e−C2φu ∈ Cα,β[0, T ′]
, then max(e−C2φu + ǫ|S|2τ ) is attained in M \ D when τ < αβ. Using
∆tǫ|S|2τ ≥ −ǫC(T ′) (see formula (31) in [48]), (10), Prposition 2.5, and
maximum-principle, we have the following inequality
{e−C2φu+ ǫ|S|2τ}p ≤ ǫC(T ′) + C{e−C2φ}p,
where p is the maximum point of e−C2φu + ǫ|S|2τ . Thus by taking ǫ → 0,
we end up with
u ≤ CeC2oscφ. (11)
(11) means the following. Suppose zi, i ∈ (1, ...n). are the normal coor-
dinates of the background metric ω at a general point p such that it also
diagonalize
√−1∂∂¯φ at p, we have
Σi
1
1 + φi¯i
≤ C.
Since φ satisfies the equation
(ωD +
√−1∂∂¯φ)n
ωnD
= e
∂φ
∂t
−hωD−βφ
and we have
|∂φ
∂t
|+ |φ| ≤ C,
11
we obtain
1
C
ωD ≤ ωD +
√−1∂∂¯φ ≤ CωD.
At this point, actually we’ve arrived at a simple proof of the long time
existence when the complex dimension is 1, with the help of the Harnack
inequality.
Proposition 2.9. When n = 1, the long time existence (Theorem 1.1)
follows from Proposition 2.5, 2.7, and Theorem 4.2 in [48], without involving
the proof of Theorem 1.15 in the next section.
Proof. of Proposition 2.9: Proposition 2.5, Proposition 2.7, and equation
(2) say that the assumptions in Theorem 4.2 in [48] are fulfilled. Thus from
Theorem 4.2 in [48], there is a α > 0 such that |∂φ∂t |α2 ,α,β ≤ C, t ∈ [0, T ′]
for any T ′ < T . Since n = 1, from the potential equation (2) we get
|√−1∂∂¯φ|α
2
,α,β ≤ C, which says
|φ|2,α,β ≤ C over [0, T ).
By the discussions in Step 2 of the proof of Theorem 1.15, the flow can be
extended beyond T .
3 Ho¨lder estimate for the second derivatives and
proof of Theorem 1.1.
Based on Theorem 1.14, we are able to prove Theorem 1.15, which in turn
implies our main Theorem 1.1 in an obvious way. Let us first introduce a
new notion of Ho¨lder radius, which is motivated by the Harmonic Radius in
Anderson’s work [2].
From now on in this section, we work in the singular polar coordinates,
unless otherwise specified. For the reader’s convenience, we use the main
definitions from [17]. Let wj, j = 2 · · ·n be the tangential variables. We
consider a basis of (1, 0) vectors as
a =
1√
2
(
∂
∂r
−
√−1
βr
∂
∂θ
),
∂
∂wj
, j = 2...n. (12)
Set ξ = zβ = reiβθ, notice that
∂2
∂ξ∂ξ¯
=
1
4
[
∂2
∂r2
+ r−1
∂
∂r
+
1
β2
r−2
∂2
∂θ2
].
In this singular polar coordinates, we define the polar
√−1∂∂¯-operator to
be the operator with the following basis.
∂2
∂ξ∂ξ¯
, a
∂
∂w¯i
, a¯
∂
∂wi
,
∂2
∂wi∂w¯j
, 2 ≤ i, j ≤ n,
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By abuse of notation, the ”
√−1∂∂¯”s in the polar coordinates all mean the
polar
√−1∂∂¯-operator defined above.
From now on, when we write ”[ · ]”, we mean seminorm; when we write
”| · |”, we mean norm (which contain lower order terms). These definitions
can be found in section 2 of [17].
Remark 3.1. In the polar coordinates, under the above basis, we have
[ωβ]α,β = 0.
This means ωβ is a constant tensor.
Definition 3.2. Ho¨lder radius: Let K be as in Proposition 2.7, let K and
K̂ be two constants large enough. Given a point p ∈ B0(R) (in the polar
coordinates), and a Cα,β-metric ω defined over B0(R), we define the Ho¨lder
radius rp of ω at a point p ∈ B0(R0) to be the largest radius (with respect
to the Euclidean metric in the singular polar coordinates), such that there
exists a potential φ in Bp(rp) which satisfies
• ω = √−1∂∂¯φ over Bp(rp), rp ≤ dβ,E(p, ∂B0(R)).
• φ ∈ C2,α,β, [φ]2,α,β ≤ δ0r−αp , [φ]2,β ≤ K, |φ|0 ≤ K̂r2p,
where δ0 is small enough with respect to the δ in Proposition 5.2. For the
second item, the norms are defined in the polar coordinates, as in section
2 in [17]. The balls are all with respect to dβ,E, which is the distance with
respect to the Euclidean metric gE in the polar coordinates.
Proof. of Theorem 1.15 and 1.1:
Step 1: By the C1,1−estimate in Proposition 2.7, using Theorem 4.2 in
[48] and equation (5), we deduce
|∂φ
∂t
|
α′,α
′
2
,β,[0,T )
≤ C, for some α′ > 0. (13)
Moreover, by Theorem 4.2 in [48], the C0-estimate in Proposition 2.5, and
the C1,1-estimate in Proposition 2.7, and (13), we obtain
|φ|
α′,α
′
2
,β,[0,T )
≤ C. (14)
by making α′ smaller if necessary.
Step 2. In this step we show |φ|2,α,β,[0,T ) is uniformly bounded, for any
α < α′. We follow the Anderson-type argument as in the proof of Lemma
2.2 in [2]. By abuse a notation, we still denote φ as the potential of ω near
D i.e ω =
√−1∂∂¯φ.
Denote ωi = ω(ti), ti ∈ [0, T ) is a time sequence. Denote
Fi = (
∂φ
∂t
− βφ+ f)|ti ,
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where f is a function depending on ωD. By (13), we have
|Fi|α′,β ≤ C. (15)
Without loss of generality, it suffices to show in B0(R0), R0 sufficiently
small with respect to the background geometry (so a local coordinate system
is defined),
rp,ωi
dβ,E(p,∂B0(R0))
is uniformly bounded away from 0 independent of
p and i.
We prove by contradiction. By Theorem 10.1 and Proposition 4.1, if
rp,ωi is not uniformly bounded away from 0 independent of p and i, then
there exists a subsequence (pi, ωi), i→∞ such that
rpi,ωi
dβ,E(pi, ∂B0(R0))
→ 0, pi → D, and
0 <
rpi,ωi
dβ,E(pi, ∂B0(R0))
≤ 2min
p
rp,ωi
dβ,E(p, ∂B0(R0))
.
Next we consider the rescaled metric ω̂i = r
−2
pi,ωiT
⋆
rpi,ωi
ωi at pi, where TR is
defined as
ẑ ◦ TR = R
1
β z, ŵi ◦ TR = Rwi.
The following properties of ω̂i are obvious from the rescaling hypothesis
and Proposition 2.7 (ω̂β and d̂β,E are the rescaled metric and distance in
the rescaled coordinates).
•
ω̂ni = e
F̂i ω̂nβ . (16)
ω̂i is defined on B0{ R0rpi,ωi }, F̂i is the pull back of Fi via the rescaling
map.
• d̂β,E(pi, ∂B0( R0rpi,ωi ))→∞.
• For the same K as in Proposition 2.7, we have
1
K
ω̂β ≤ ω̂i ≤ Kω̂β.
• By definition, for any p ∈ B0( R0rpi,ωi )) and i, we have
rω̂i,p ≥
d̂β,E(p, ∂B0(
R0
rpi,ωi
))
3d̂β,E(pi, ∂B0(
R0
rpi,ωi
))
.
Notice d̂β,E(pi, ∂B0(
R0
rpi,ωi
))→∞. Consequently, suppose d̂β,E(pi, p) <
λ < ∞ with respect to the rescaled Euclidean metric in polar coordi-
nates, we have
lim inf
i→∞
rω̂i,p ≥
1
3
. (17)
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• At pi, we have rω̂i,pi = 1.
Claim 3.3. For any p, when i is large enough, the rescaled potential φ̂i
satisfies
|φ̂i|2,α′,β,Bp( 1100 ) ≤ C.
To prove the claim, without loss of generality we consider p = 0. In B0(
1
2),
by (17), when i is large enough, there exists a potential φ̂p,i such that
• ω̂i =
√−1∂∂¯φ̂p,i,
• φ̂p,i ∈ C2,α′,β, [φ̂p,i]2,α,β,B0( 12 ) ≤ 4δ0, [φ̂p,i]2,β,B0( 12 ) ≤ K,
|φ̂p,i|0,B0( 12 ) ≤ 8K̂ .
Since δ0 is small enough in the sense of Definition 3.2, the proof of Proposi-
tion 5.2 or the discussion of (37) in [13] directly imply the claim is true. For
the reader’s convenience, we include the crucial step here. Without loss of
generality, we assume ω̂i satisfies the normalization condition at the point
0: ω̂i(0) = ωβ. By the small ossilation condition ([φ̂p,i]2,α,B0( 12 ),β
≤ 4δ0), we
deduce
[det(i∂∂¯φ̂p,i)−∆φ̂p,i](⋆)α′,B0( 12 ) ≤ ǫ[i∂∂¯φ̂p,i]
(⋆)
α′,B0(
1
2
)
, (18)
where ǫ is small enough with respect to δ0. Since
det(i∂∂¯φ̂p,i) = e
F̂i ∈ Cα′ , in polar coordinates, α′ > α,
combining (15), we deduce
[∆φ̂p,i]
(⋆)
α′,B0(
1
2
)
≤ ǫ[i∂∂¯φ̂p,i](⋆)α′,B0( 12 ) + [e
F̂i ]α′,B0( 12 )
≤ ǫ[i∂∂¯φ̂p,i](⋆)α′,B0( 12 ) + C.
(19)
Then continuing as in the discussion after (37) in Chen-Donaldson-Sun’s
work [13], or as (52)–(54) in the proof of Proposition 5.2, Claim 3.3 is proved.
By (14) and (13), the following crucial estimate is true.
lim
i→∞
eF̂i = C1 uniformly on compact sets over C
n in Cα,β − topology, (20)
where C1 is a positive constant.
Claim 3.3 implies ω̂i subconverge to a ω∞ over Cn locally in Cα,β-
topology. Moreover,
• ωn∞ = C1ωnβ ,
•
1
K
ω̂β ≤ ω∞ ≤ Kω̂β, (21)
• For any p ∈ Cn, we have rω∞,p ≥ 13 .
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We show in the following two cases, the above all lead to contradictions.
Case 1: Suppose dβ,E(p∞,D) ≤ 1000β sinβπ . By translation along the tan-
gential direction of D, we can assume dβ,E(p∞,D) = dβ,E(p∞, 0). Under the
translation along the tangential direction of D, the form of equation (16) is
invariant, because ωβ is invariant under these tangential translations. This
case is the main issue (while the other cases are easier to handle). From The-
orem 1.14, for some linear transformation L which preserves D = (0)×Cn−1,
we have
ω∞ = L⋆ωβ.
By the proof of Proposition 25 in [13] and (21), we obtain
1
K
≤ |a11|2β ≤ K, where a11 is the (1, 1) − element of L. (22)
Along the tangential direction of D, L reduces to a (n− 1)× (n− 1) matrix
LT . By (21) again, we get
|LT | ≤ CK
1
2 . (23)
Claim 3.4. Suppose distβ(p∞,D) ≤ 1000β sinβπ . We can choose φ∞ such that
ω∞ =
√−1∂∂¯φ∞ and
|φ∞| ≤ CK over Bp∞(90).
The proof of Claim 3.4 is as follows. Consider the most natural potential
function
φ∞ = L⋆(|z|2β +Σnj=2|wj |2).
We obviously have ω∞ = L⋆ωβ =
√−1∂∂¯φ∞. By (22), (23), and the proof
of Proposition 25 in [13], we directly obtain
|φ∞| ≤ CK over Bp∞(90).
Obviously, we also have
[φ∞]2,β ≤ CK over Bp∞(90), [φ∞]2,α,β = 0.
The proof of Claim 3.4 is completed.
Now, when i is sufficiently large, we perturb φ∞ to be a potential φi
defined in Bpi,ωi(2) which satisfies the conditions in Definition 3.2, thus a
contradiction will be obtained. We consider the equation
√−1∂∂¯vi = ωi − ω∞.
Notice |ωi − ω∞|α,β → 0, uniformly over compact subdomains of Cn. Using
Proposition 4.1, we obtain a solution vi such that
|vi|2,α,β,Bpi(2) ≤ C|ωi − ω∞|α,β,Bpi(50). (24)
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Thus the identity ωi = ω∞ +
√−1∂∂¯vi holds in Bp(2). By Proposition 4.1
and (24), we have when i is sufficient large that
[vi]2,α,β,Bpi(2) ≤
δ0
100
. (25)
Let φ
i
= φ∞ + vi. Notice the fact [ω∞]α,β = [L⋆ωβ]α,β = 0 (as in Remark
3.1) is quite important to show the ossillation before rescaling is small. From
Claim 3.4, (13), (14), (21), and (25), by making K and K̂ large enough, we
obtain
[φ
i
]2,α,β,Bp(2) ≤
δ0
100
, [φ
i
]2,β,Bp(2) ≤
K
2
, |φ
i
|0,Bp(2) ≤
K̂
2
.
This is a contradiction since we assumed that there is no such potential for
ω̂i in a ball (centered at pi) of radius larger than 1!
Case 2: Suppose ∞ > dβ,E(p∞,D) > 1000β sinβπ . By translation along the
tangential direction of D, we can also assume dβ,E(p∞,D) = dβ,E(p∞, 0).
This case is easier, since before taking limit, the coordinate u = zβ is well
defined in Bpi(90). This is because Bpi(90) does not cover a whole period
[0, 2π] in this case, then we can choose the single-value branch of zβ over
[0, 2π) in Bpi(90). Denote pi = (z
β
i , w1,i, ..., wn−1,i). Notice with respect to
the coordinate u = zβ, w2, ..., wn, we have
ωβ = ωEuc, (26)
where ωEuc is the Euclidean metric in the coordinates u,w2, ..., wn.
Hence, we still consider the origin 0 as our base point. By exactly the
small ossilation argument in case 1, the rescaled limit ω∞ still equals L⋆ωβ.
Using (27) and Proposition 4.1, we perturb the following potential
φ∞ = L
⋆(|zβ − zβp∞ |2 +Σnj=2|wj − wj,p∞|2)
to a potential before i goes to ∞, in Bpi(2) when i is large enough. Then
we get the same contradiction as in Case 1 to the hypothesis that there is
no such potential in ball (centered at pi) with radius larger than 1 !
Case 3. Suppose dβ,E(pi,D) → ∞. By translation along the tangential
direction ofD, we still assume dβ,E(pi,D) = dβ,E(pi, 0). This case is actually
easier than Case 1 and Case 2, because the almost smallest Ho¨lder radius
occurs far away fromD. The argument is similar to Case 2. The difference is
that, since in Case 3 the distance from pi to D goes to ∞, we should choose
pi as the base point of our convergence, not 0 (as in case 1 and 2) anymore.
Still suppose pi = (zi, w2,i, ..., wn,i), we denote the following coordinates as
Ψi:
û = zβ − zβi , û2 = w2 − w2,i, ..., ûn = wn − wn,i.
With respect to the coordinate Ψi, We have
ωβ = ω̂Euc, (27)
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where ω̂Euc is the Euclidean metric in the coordinates û, û2, ..., ûn. Then
with respect to Ψi, by the translation invariance of ω̂Euc along all directions
(not only the tangential directions), the Monge-Ampere equation (16) is
written as
ω̂ni = e
F̂ iω̂nEuc in B0(λi), (28)
where F̂ i is the translated Ricci potential, and
λi = min{d̂β,E(pi, ∂B̂0( R0
rpi,ωi
)),
(sin βπ)d̂β,E(pi, 0)
100
}.
Apparently, lim inf i→∞ λi = +∞. Again by exactly the small ossilation
argument in case 1, let i → ∞, ω̂i tends to ω̂∞ strongly in the Cα-sense,
over compact subdomains of Cn. The limit ω̂∞ satisfies
ω̂n∞ = C2ω̂
n
Euc in C
n,
ω̂Euc
K
≤ ω̂∞ ≤ Kω̂Euc. (29)
By Theorem 1.14 (in the case when β = 1), we still have
ω∞ = L⋆ωβ over Cn.
Using (27) and Proposition 4.1, we perturb the following potential of ω̂∞
φ̂∞ = L
⋆(|û|2 +Σnj=2|ûj |2) in terms of the coordinate Ψi.
to a potential before i goes to∞, in B0(2). Then, we obtain a contradiction
as in Case 1 and Case 2 again, to the hypothesis that
rpi,ωi
dβ,E(pi,∂B0(R0))
goes
to 0!
Thus,
rpi,ωi
dβ,E(pi,∂B0(R0))
can not go to 0. This shows
φ]2,α,β,TR0
2
(D) ≤ C, (30)
where TR0
2
(D) is the tubular neighborhood ofD with width R02 . By parabolic
Evans-Krylov-Safanov Theorem (as in [45]), we deduce the following esti-
mate away from D
[φ]2,α,β,M\TR0
4
(D) ≤ C. (31)
(30) and (31) imply
[φ]2,α,β,M ≤ K.
The proof of Theorem 1.15 is complete.
Step 3: To prove the long time existence part, notice that by the proof
of Theorem 1.2 in [17], the short time t0 such that the CKRF exists only
depend on the background geometry (M, (1− β)D,ω0) and |φ0|2,α,β, where
φ0 is the potential of the initial metric with respect to the reference metric
ωD. Since |φ(t)|2,α,β ≤ K which is independent of t ∈ [0, T ), we can start
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the short-time solution for time period t0 from φ(T − t02 ), thus end up with
a flow for t ∈ [0, T + t02 ]. The t0 is the short existence time in Theorem 1.2
of [17], subject to the bound K and the background geometry. Then the
flow can be extended beyond any finite T > 0.
The proof of the long time existence is completed.
Since T ≥ t0, where t0 is the short existence time of the CKRF in
Theorem 1.2 of [17], from the proof in Step 1, we conclude that K depends
on the background geometry (M,L, h, ω0), the C
1,1-bound on φ, |∂φ∂t |0, and
the initial metric of the flow.
Remark 3.5. We actually proved more: when the volume form (with respect
to ωβ) is C
α′,β, we can obtain Cα,β estimate on the second derivatives (α <
α′), provided the C1,1-estimate is already obtained. This is interesting even
in smooth case (when β=1), and we will discuss it in detail in a sequel of
this paper.
4 Poincare-Lelong equations.
In this section we work in the holomorphic coordinates. Our main target is
to prove Proposition 4.1. This is crucial in the proof of Theorem 1.15, when
we perturb the potential of the rescaled limit metric back to a potential
before taking limit to get a contradiction (as in [2] , where the Laplace
equation is the main interest). Let AR be the cylinder (centered at 0) with
respect to the model cone metric ωβ, as in [17]. Let ωE be the Euclidean
metric in the holomorphic coordinates.
Proposition 4.1. There exists a constant C depending on β and n with the
following properties. Given the equation
√−1∂∂¯v = η over A20, (32)
where η ∈ Cα,β1,1 is a closed (1,1)-form such that η =
√−1∂∂¯φη for some
φη ∈ C2,α,β. Then there exists a solution v in C2,α,β such that
1. |v|2,α,β,A5 ≤ C|η|α,β,A20 .
2. |v|0,A5 ≤ C|η|0,β,A20 .
Remark 4.2. By the assumptions, (34) is already solved by φη. The point
is that we want a solution with the correct estimate.
Proof. of Proposition 4.1: We only need to find a solution v ∈ W 1,2ωβ (A6) ∩
C0(A6) such that
|v|
W 1,2ωβ (A6)
≤ C|η|0,β,A20 ,
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so consequently v is a weak solution to (34), by Lemma 2.5 in [47]. Then
the Schauder regularity estimate in [18] or in [17] implies v is in C2,α,β and
v satisfies interior Schauder estimate.
With the help of Lemma 4.4, the W 1,2ωβ -estimate of v is actually straight-
forward. It suffices to observe that∫
A10
β2|z|2−2β |∂v
∂z
|2ωnβ =
∫
A10
|∂v
∂z
|2ωnEuc ≤ C. (33)
Obviously we have Σn−1i=1 | ∂v∂u |0,A10 ≤ C|η|0,β,A20 , then by Lemma 2.5 in [47],
v is actually a weak solution to the following trace equation
∆βv = η over A10. (34)
Thus the Moser’s iteration trick works again, as in the proof of Lemma 13.1.
Thus v ∈ C0,β(A10) ∩W 1,2ωβ and
|v|0,A5 ≤ C|η|0,β,A10 .
Item 2 is thus proved.
By the main Theorem in [18] and item 1 in Lemma 4.4 , we conclude
v ∈ C2,α,β and
|v|2,α,β,A5 ≤ C(|η|α,β,A10 + |v|0,A10) ≤ C|η|α,β,A20 . (35)
The proof of item 1 is also complete.
Consider the natural orbifold map
T : A
1
N
,20
1
βN ,20
→ A
1
N
,20
1
βN ,20
T(w) = wN = z,
where A 1
N
,R1,R2
means the cylinder (centered at 0) of normal radius R1 and
tangential radius R2, with respect to the orbifold model metric ω 1
N
Lemma 4.3. Suppose β > β0, α < 1, then
Cα,β1,1 ∈ C α̂,β01,1 ,
where α̂ = min{α, ββ0 − 1} and C
α,β
1,1 is the space of C
α,β (1,1)-forms. More-
over, suppose β > 1N−1 >
1
N , and η =
√−1∂∂¯φη for some φη ∈ C2,α,β, then
we can pull back η by T such that T⋆η ∈ C α´ in the usual sense upstairs,
where α´ < min( 12(N−1) , α).
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Proof. of Lemma 4.3:
This Lemma is easy to prove as follows. With respect to (1, 1)-derivative,
η ∈ Cα,β1,1 means
|z|2−2βη(zz¯) ∈ Cα,β.
Thus we have
|z|2−2β0η(zz¯) = [|z|2−2βη(zz¯)](|z|2β−2β0).
Since [|z|2−2βη(zz¯] ∈ Cα,β ∈ Cα,β0 , and (|z|2β−2β0 ∈ Cmin(
2β
β0
−2,1),β0 , then
|z|2−2β0η(zz¯) ∈ Cmin(
2β
β0
−2,α),β0 .
Notice for the mixed derivatives we have for any 1 ≤ i ≤ n− 1 that
|z|1−β0ηρu¯i = |z|β−β0 |z|1−βηρ,ui . (36)
Using the assumption
|z|1−βηρ,ui ∈ Cα,β ∈ Cα,β0 .
and the fact |z|β−β0 ∈ Cmin(
β
β0
−1,α);β0 we get
|z|1−β0ηzu¯i ∈ Cmin(
β
β0
−1,1),β0 .
Usually we can not pull back a current η . However, in case when
η =
√−1∂∂¯φη for some φη ∈ C2,α,β, we can pull back η by defining
T
⋆η =
√−1∂∂¯T⋆φη.
Then, for the last part in Lemma 4.3, without of generality we only consider
the mixed term (T⋆η)wu¯i , the other terms are similar. Notice that
(T⋆η)wu¯i = Nw
N−1
T
⋆(|z|β−1|z|1−βηzu¯i)
= NwN−1|w|Nβ−Ne−iNθwT⋆(|z|1−βη ∂
∂ρ
+ 1
iρ
∂
∂θz
,u¯i
)
= N
wN−1
|w|N−1 |w|
Nβ−1e−iNθwT⋆(|z|1−βη ∂
∂ρ
+ 1
iρ
∂
∂θz
,u¯i
)
= N |w|Nβ−1e−iθwT⋆(|z|1−βη ∂
∂ρ
+ 1
iρ
∂
∂θz
,u¯i
). (37)
Since
|z|1−βη ∂
∂ρ
+ 1
iρ
∂
∂θz
,u¯i
∈ Cα,β ∈ Cα, 1N ,
then T⋆(|z|1−βη ∂
∂ρ
+ 1
iρ
∂
∂θz
,u¯i
) ∈ Cα in the regular sense upstairs. On the other
hand, by (38) we have |w|Nβ−1e−iθw ∈ C 12(N−1) .
The proof of the Lemma is completed.
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Lemma 4.4. Under the same hypothesis of Proposition 4.1. There exists a
weak solution v ∈W 1,2ωE to equation (34) such that
• |v|0,A10 ≤ C|η|α,β,A20 ,
• |∂v∂z |L2(A10),ωE +Σn−1i=1 | ∂v∂u |0,A10 ≤ C|η|α,β,A20.
Proof. of Lemma 4.4:We use the orbifold method, which should be counted
as a geometric argument. Fix a 1 > β > 0, there exists an integer N such
that
β >
1
N − 1 >
1
N
. (38)
The geometry of A20 is like an orbifold. Moreover, it’s obvious that
A20 = A 1
N
,20
1
βN ,20
,
where A
1
N
,20
1
βN ,20
is the cylinder (centered at 0) of normal radius 20
1
βN and
tangential radius 20, with respect to the orbifold model metric ω 1
N
.
Therefore we could treat η as a form in C
α̂, 1
N
1,1 , α̂ < min(
1
2(N−1) , α).
The we consider the i∂∂¯-equation over the upstair space
i∂∂¯v̂ = T(⋆)η. (39)
By Claim 4.3 we obtain
|T(⋆)η|α´,A
1
N
,20
1
βN ,20
≤ C|η|α,β,A20 .
Using Hormander’s results in [25] and the standard proof of the i∂∂¯-lemma
as in [22], we can find a solution v̂ to equation (39) with the following
properties.
|v̂|0,A
1
N
,10
1
βN ,10
+ | ∂v̂
∂w
|0,A
1
N
,10
1
βN ,10
+Σn−1i=1 |
∂v̂
∂u
|0,A
1
N
,10
1
βN ,10
≤ C|T(⋆)η|0,A
1
N
,20
1
βN ,20
. (40)
Denote aN = e
2πi
N as the n−th unit root, we define the renormalized solution
as
v(w, ·) = 1
N
[v̂(w, ·) + v̂(aNw, ·) + ...+ v̂(aN−1N w, ·)]. (41)
Then v is invariant under the deck transformation over A
1
N
,20
1
βN ,20
(by mul-
tiplying aN ). Moreover, v still solves (39). By (40), v satisfies
|v|0,A
1
N
,10
1
βN ,10
+ | ∂v
∂w
|0,A
1
N
,10
1
βN ,10
+Σn−1i=1 |
∂v
∂u
|0,A
1
N
,10
1
βN ,10
≤ C|T(⋆)η|0,A
1
N
,20
1
βN ,20
. (42)
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Now we show that v(w) can be decended to v(z) over A10. Suppose z =
ρeiθ, θ ∈ [0, 2π). Define
v(z) , v(z
1
N ),
where z
1
N represents the single-valued branch as reiθ → r 1N e iθN .
It’s easy to check v(z) has the same limit when θ approaches 0 and 2π,
therefore v(z) is well defined. This is obvious from the construction in (41).
It’s also easy to check ∂v∂z (
∂v
∂z¯ ),
∂2v
∂z∂z¯ ,
∂2v
∂z2
(∂
2v
∂z¯2
) all match up when θ = 0 and
2π, therefore they are well defined and at least continous away from {z = 0}.
By construction we directly have v ∈ C2,0, 1N . Moreover, the C0 estimate
upstairs trivially decends downstairs, namely we have
|v|0,A10 ≤ C|η|0, 1
N
,A
1
N
,20
1
βN ,20
≤ C|η|α,β,A20 . (43)
v(z) is C2,α in the usual sense away from D.
Next we consider W 1,2ωE estimates in the holomorphic coordinates (with
respect to the Euclidean metric). The estimate upstairs
| ∂v
∂ω
|0,A
1
N
,10
1
βN ,10
≤ C|η|0, 1
N
,A
1
N
,20
1
βN ,20
and the second inquality in (43) implies
N2|z|2− 2N |∂v
∂z
|2 ≤ C|η|20,β,A20 for all z ∈ A10. (44)
Then we have∫
A10
|∂v
∂z
|2ωnE =
∫
A10
N2|z|2− 2N |∂v
∂z
|2ωn1
N
≤ C|η|2α,β,A20 .
The tangential derivatives are obviously bounded in C0-norm. Thus the
proof of Lemma 4.4 is complete.
5 A rigidity theorem.
In this section we prove Theorem 5.1. This theorem implies Theorem 1.14,
if we can show ω has a tangent cone which is isomorphic to ωβ.
Theorem 5.1. Suppose ω is a Cα,β conical Ka¨hler metric defined over Cn.
Suppose
ωn = ωnβ ,
ωβ
K
≤ ω ≤ Kωβ over Cn. (45)
Suppose for some linear transformation L, L⋆ωβ is one of the tangent cones
of ω. Then ω = L⋆ωβ.
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Proof. of Theorem 5.1: Without loss of generality we assume L = id. Con-
sider scalling B(R) to B(1) as
ẑ → R−
1
β
i ẑ = z; ûi → R−1i ûi = ui; φ̂→ R−2i φ̂ = φ. (46)
Suppose the tangent cone along the sequence Ri is ωβ , which means ωi =
R−2i ω → ωβ over B(λ) for all λ > 0. Take λ = 1, we have from the proof of
Proposition 2.5 in [12] that
lim
i
|ωi − ωβ|L2(B0(1)) = 0.
By the Moser’s iteration trick in the proof of Proposition 26 in [13], since
ωi is also Ricci flat and quasi-isometric to ωβ in the scaled down coordinates,
we have
lim
i
|ωi − ωβ|L∞,(B0( 12 )) = 0.
Thus, when i is large enough, ωi satisfies the assumptions in Proposition
5.2 over B(12). Then we obtain when i is large that
[ωi]α,β,B( 1
8
) ≤ C.
Rescale back, we get
[ω]
α,β,B(
Ri
8
)
≤ CR−αi .
Let i→∞, we get
[ω]α,β, Cn = 0.
Then ω = ωβ over C
n. The proof is complete.
Proposition 5.2. Suppose ω is a Cα,β conical Ka¨hler metric defined over
B0(1). Suppose there is a small enough δ such that
ωn = ωnβ ,
ωβ
1 + δ
≤ ω ≤ (1 + δ)ωβ over B0(1). (47)
Then the following estimate holds in B(14).
[ω]α,β,B( 1
4
) ≤ C.
Proof. of Proposition 5.2: By the solution to the Poincare-Lelong equation,
we obtain a potential φ such that
i∂∂¯φ = ω, |φ|0,B( 4
5
) ≤ C. (48)
Under the singular coordinates and the basis a, du1, ... dun−1 for T 1,0,
we consider i∂∂¯φ under these basis, as in page 11 of [17].
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Then note that, by letting F (M) = detM − trM , we consider
|F (i∂∂¯φ(x))− F (i∂∂¯φ(y))|.
Since (1− δ)I ≤ i∂∂¯φ ≤ (1 + δ)I, we obtain
|F (i∂∂¯φ(x)) − F (i∂∂¯φ(y))| ≤ ǫ|i∂∂¯φ(x)− i∂∂¯φ(y)|, (49)
for some ǫ(δ) such that limδ→0 ǫ(δ) = 0. Hence
[det(i∂∂¯φ)−∆φ](⋆)α,B(1) ≤ ǫ[i∂∂¯φ]
(⋆)
α,B(1). (50)
Since det(i∂∂¯φ) = 1 in polar coordinates, we deduce
[∆φ]
(⋆)
α,B(1) ≤ ǫ[i∂∂¯φ]
(⋆)
α,B(1). (51)
Combining (51) and the usual conic Schauder estimate
[i∂∂¯φ]
(⋆)
α,β,B(1) ≤ C{[∆φ]
(⋆)
α,β,B(1) + |φ|0,B(1)}, (52)
we end up with
[i∂∂¯φ]
(⋆)
α,β,B(1) ≤ Cǫ[i∂∂¯φ]
(⋆)
α,β,B(1) + C|φ|0,B(1). (53)
Let δ be small enough such that Cǫ < 12 , we deduce
[i∂∂¯φ]
(⋆)
α,β,B(1) ≤ C|φ|0,B(1) ≤ C. (54)
The proof is complete.
6 Bounded weakly-subharmonic functions and weak
maximum principle.
In this section, we work in the polar coordinates (the balls, domains are
all with respect to the polar coordinates). We mainly show the Dirichlet
boundary problem is solvable, in the sense of Theorem 7.4 and 7.3. These
are important in the last part of the proof of Theorem 1.14 in section 9.
Following [13], the following Lemma is true on bounded weakly-harmonic
and weakly-subharmonic functions.
Lemma 6.1. Suppose u ∈ C2(B(1) \D) ∩ L∞(B(1)). Then
1. Suppose ∆ωu ≥ 0 over B(1) \ D, then u is a weak subsolution to
∆ωu ≥ 0 in B(1);
2. Suppose ∆ωu = 0 over B(1)\D, then u is a weak solution to ∆ωu = 0
in B(1), and u ∈ Cα,β for some α > 0.
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Proof. This is proved by cutting off. Let ηǫ = Ψ(
1
3 − dp)Ψ( rǫ − 1), where Ψ
is the Lipshitz cutoff function
Ψ(s) =


0, s ≤ 0;
6s, 0 ≤ s ≤ 16 ;
1, 16 ≤ s ≤ 13 .
Notice that Ψ′(s) ≤ 6 almost everywhere, then since ω is quasi isometric to
the Euclidean metric in the polar coordinates, we have when ǫ ≤ 1100 that
|∇ωηǫ| ≤ C
ǫ
. (55)
ηǫ not only cutoff the boundary of B(1), but also cutoff the divisor D. Since
u is smooth away from divisor, we multiply both handsides of the harmonic
equation (in item 2) by η2ǫu and integrate by parts to get
−
∫
η2ǫ |∇ωu|2 − 2
∫
ηǫu < ∇ωu, ∇ωηǫ >= 0. (56)
Then by Cauchy-Schawartz inequality, we get
1
2
∫
η2ǫ |∇ωu|2 ≤ C
∫
|∇ωηǫ|2u2. (57)
Thus, by the condition |u|L∞ <∞, the bound (55), and the definition of ηǫ,
we obtain ∫
|∇ωηǫ|2u2 ≤ C|u|2L∞
∫ 7ǫ
6
ǫ
1
ǫ2
rdr ≤ C|u|2L∞ . (58)
Hence (57) and (58) imply∫
η2ǫ |∇ωu|2 ≤ C, (59)
where C is independent of epsilon! Therefore let ǫ→ 0, we get∫
B( 1
6
)\D
|∇ωu|2 ≤ C. (60)
By Lemma 2.5 of [47], u is a weak solution to (67). By Theorem 8.22 of [23]
or [31], we deduce u ∈ Cα,β.
The statement on subharmonicity is proved in the same way, by consid-
ering u− inf uB(1), which is nonnegative.
Recall the classical weak maximum principle for the subharmonic func-
tion on Euclidean space. Suppose Ω ⊂ Rn is a bounded open subset, if
u ∈ C2(Ω) ∩C0(Ω¯) satisfies ∆u ≥ 0, then supΩ u = sup∂Ω u.
Let Ω ⊂ Cn be a connected bounded open subset which intersects D, let
ω be a weak conical Ka¨hler metric i.e a smooth Ka¨hler metric on Ω\D and
satisfies C−1ωβ ≤ ω ≤ Cωβ.
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Theorem 6.2. (Weak Maximum Principle)
Let u be a D-subharmonic function on Ω (in the sense of Definition 7.1),
then
sup
Ω
u = sup
∂Ω
u.
Remark 6.3. The difference of our weak maximal principle from Jeffres’ trick
in [27] is that our weak maximal principle applies to L∞-functions, while
Jeffres’ trick requires the function to have some Ho¨lder continuity property
near D.
Proof. of Theorem 6.2:
Notice that the auxiliary function log |z| is pluri-harmonic in Cn\D un-
der any Ka¨hler metric, therefore uǫ = u+ ǫ log |z| is also weak-subharmonic
away from D (smaller than harmonic lift on any ball with no intersection
with D). However since u is bounded, uǫ(p) goes to −∞ as p approaches
D ∩ Ω. We show here that u+ ǫ log |z| can’t attain interior maximum.
If not, there exists q /∈ D such that
uǫ(q) = sup
Ω
uǫ.
Choose a ball Bq with no intersection with D and there exists some point
b ∈ ∂Bq such that
uǫ(b) < sup
Ω
uǫ. (61)
Then we consider the harmonic lifting of uǫ over Bq as u¯ǫ. By defini-
tion, we have u¯ǫ ≥ uǫ. By maximal principle on Bq, we deduce sup u¯ǫ ≤
supuǫ|∂Bq . Then we see that u¯ǫ attains interior maximum in Bq at q. This
means the harmonic funtion u¯ǫ is a constant over the whole Bq, which con-
tradicts (61).
Thus uǫ attain maximum on ∂Ω \D. We compute for any p /∈ D that
u(p)
= uǫ(p)− ǫ log |z|(p)
≤ sup
∂Ω\D
uǫ − ǫ log |z|(p)
≤ sup
∂Ω\D
u+ ( sup
∂Ω\D
ǫ log |z|)− ǫ log |z|(p)
≤ sup
∂Ω\D
ϕ+ ǫC − ǫ log |z|(p).
Let ǫ→ 0 we obtain
u(p) ≤ sup
∂Ω\D
ϕ.
Since u ∈ C0(Ω¯ \D), the proof is completed.
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7 Dirichlet problem of conical elliptic equations.
In this section we work in the polar coordinates.
Definition 7.1. We say v ∈ C0(Ω¯ \ D) ∩ L∞(Ω¯) to be a D-subharmonic
function if for any ball B ∈ Ω and B∩D = ∅, the harmonic lifting v¯ satisfies
v¯ ≥ v in B.
Remark 7.2. In this section we don’t require the target function to be in
C2(Ω¯ \D), this is because we want the set of all D-subharmonic functions
under the boundary condition to be closed under harmonic lifting away from
D. This shows upper envelope is harmonic away from D and is in L∞(B¯),
then Lemma 6.1 can be applied. These are crucial in the proof of Theorem
1.14 in section 9.
Theorem 7.3. Suppose B is a ball. Let ϕ ∈ C0(∂B\D) ∩ L∞(∂B¯) be a
function defined on ∂B \ D. Then, there exists a ω-harmonic function u
defined on B such that u attain the boundary value ϕ continuously away
from D. i.e
∆ωu = 0 over B \D,
and for any ξ ∈ ∂B \D, we have
lim
x→ξ
|u(x)− ϕ(ξ)| = 0.
Theorem 7.4. Suppose B is a ball. Let ϕ ∈ C2,α(∂B\D) ∩ L∞(∂B¯) be a
function defined on ∂B \ D. Then, there exists a ω−harmonic function u
defined on B such that u attain the boundary value ϕ in Lipshitz sense away
from D. i.e
∆ωu = 0 over B \D,
and for any ξ ∈ ∂Ω \ D, there exists a postive constant rξ and K(ξ) such
that
|u(x)− ϕ(ξ)| ≤ K(ξ)|x− ξ|
for all x ∈ Bξ(rξ) ∩B. Moreover, u ∈ C2,α[(B¯ \D)].
Proof. of Theorem 7.3 and 7.4: Given ϕ ∈ L∞(B) ∩ C0(B \D), we define
the value of ϕ at p ∈ D ∩ ∂B as
ϕ(p) = lim
x→p, p/∈D
inf ϕ(x).
Define
Sϕ = {u|u is D-subharmonic and u ≤ ϕ over ∂B \D},
and the upper-envelope as
u(x) = ( sup
u∈Sϕ
u)(x), x ∈ B \ D.
We now prove the claim
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Claim 7.5. ∆ωu = 0 over B \D.
This goes exactly as in [23], except the harmonicity holds only over
B \ D and the harmonic-lifting are performed away from B \ D. For the
reader’s convenience we include the crucial detail here. Suppose p /∈ D and
limk→∞ vk(p) → u(p), we choose Bp(R) with no intersection with D. We
consider the harmonic lifting of vk in Bp(R) as v¯k. Then
lim
k→∞
v¯k = v¯ over Bp(
R
2
), u(p) = v¯(p). (62)
It suffices to show v¯ ≡ u over Bp(R4 ). If not, there exists a q ∈ Bp(R4 ) such
that v¯(q) 6= u(q). Then there exists a û ∈ Sϕ such that
v(q) < û(q) ≤ u(q). (63)
Now we refine the sequence vk by considering max(vk, û) and denote
their harmonic lifting over B(R) as wk. Then we have
vk ≤ wk ≤ u in Bp(3R
5
).
Then let k → ∞, wk → w∞ over Bp(R2 ). Then by maximal principle we
have:
v¯∞ ≤ w∞ ≤ u in Bp(R
2
). (64)
Both v¯∞ and w∞ are harmonic. We have
v¯∞(q) < û(q), but v¯∞(p) = û(p),
This is a contradiction since by strong maximal principle over Bp(R) which
does not intersect D, we have v¯∞ ≡ w∞ over BR. The proof of Claim 7.5 is
complete.
On the attainability of the boundary value, since the domain we consider
is a ball, which is convex, we choose the barriers at those p ∈ ∂B \D exactly
as in formula (6.45) of [23], with τ = 1 and R small enough such that
Bp(10R) ∩ D = ∅. Then boundary value ϕ is then attained continuously
away from D. Thus the proof of Theorem 7.3 is complete.
Suppose ϕ ∈ C2,α(∂B\D)∩L∞(∂B¯). The boundary value ϕ is attainable
in Lipshitz-sense together with the fact that u ∈ C2,α(B¯ \ D) are trivially
implied by the proof of Theorem 6.14 in [23]. The proof Theorem 7.4 is
complete.
8 Strong Maximum Principles and Trudinger’s es-
timate.
In this section we prove the strong maximum principle, which is crucial in
the proof of Theorem 1.14 in section 9.
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Let us first recall the classical strong maximum principle in Euclidean
space, which states the subharmonic function which takes interior supremum
would be a constant function. The following main theorem of this section is
a generalization of the classical strong maximum principle.
Theorem 8.1. (Strong Maximum Principle) Let u ∈ C2(Ω\D)∩L∞(Ω¯) be
a bounded real value function on Ω which satisfies ∆ωu ≥ 0 on Ω\D, suppose
there exists a smaller subdomain Ω′ ⊂⊂ Ω such that supΩ u = supΩ′ u, then
u must be a constant.
Proof. of Theorem 8.1:
We have two proofs for this fact. One is a barrier construction and the
other one is also straight forward by Trudinger’s estimate. Since both proofs
have their own interest, we include both of them here.
Proof 1: Barrier construction.
By localizing the supremum of u in the interior Ω ∩ D, there is no
loss of generality in assuming that we are in a situation where Ω = B2 =
{(z, z2, · · · , zn)||z|2+ |z2|2+ · · ·+ |zn|2 ≤ 4}, and supΩ u = 1 = limi→∞ u(pi)
for a sequence of points pi → o.
We prove by contradiction. Suppose u is not constant function 1, by
the classical strong maximum principle in the smooth case, we know u < 1
in {12 ≤ |z1| ≤ 1}. Then we suppose u ≤ τ0 < 1 in the ring-shaped piece
Rδ = {|z|2 + |z2|2 + · · · + |zn|2 = 1, |z2|2 + · · · + |zn|2 ≤ δ2} ⊂ ∂B1 for
some definite number δ > 0 (this could be done by continuity of u), and
sup∂B1 u = 1.
Let ψ = δ
2
2 (1− δ2)−
β
2 |z|β − (|z2|2 + · · ·+ |zn|2), then:
• On Rδ, ψ ≤ δ22 (1− δ2)−
β
2 ;
• On (∂B1)\Rδ, ψ ≤ − δ22 < 0;
• On B1\D, ∆ωψ ≥ −(n − 1)C. Since ψ is bounded function, so it is
also a global weak subharmonic function by virtue of Lemma 1.1;
• OnB1\D, |∇ψ|2ω ≥ C−1|∇ψ|2ω(β) ≥ C−1β−2|z|2−2β |∂ψ∂z |2 14δ4(1−δ2)−β =
C−1
16 δ
4(1− δ2)−β .
It follows that
∆ωe
aψ = (a2|∇ψ|2ω+a∆ωψ)eaψ ≥ (a2
C−1
16
δ4(1− δ2)−β−a(n−1)C)eaψ ≥ 0,
for a ≥ 16δ−4(1− δ2)β(n− 1).
Therefore, for the “bumped function” uǫ = u+ ǫ(e
aψ − 1) is a bounded
subharmonic function on B1\D since ∆ωuǫ = ∆ωu+ ǫ∆ωeaψ ≥ 0.
On the other hand, limi→∞ uǫ(pi) = limi→∞{u(pi) + ǫ(eaψ(pi) − 1)} = 1,
while on the boundary:
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• sup(∂B1)\Rδ uǫ ≤ sup∂B1{u+ ǫ(e−
δ2
2 − 1)} ≤ 1− ǫ(1− e−δ2/2);
• supRδ uǫ ≤ supRδ u+ ǫ(ea/2δ
2(1−δ2)− β2 − 1) ≤ τ0+ ǫ(ea/2δ2(1−δ2)−
β
2 − 1).
Thus, since τ0 < 0, by taking ǫ > 0 small enough, we can make sup∂B1 uǫ <
1 ≤ supB1 uǫ, which contradicts the weak maximal principle in Theorem 6.2.
Proof 2: Trudinger’s Harnack inequality. Without loss of generality,
we can still assume u attains interior maximum at 0. Suppose u is not
a constant, then there exists a ball B0(r0) such that B0(2r0) ∈ Ω, and
u 6= u(0) at some point in ∂B0(r0). Using Theorem 7.3, we can find a
solution v ∈ C0(Ω¯ \D) ∩ L∞(Ω¯) to the following equation
∆ωv = 0 in B0(r0), v|∂Ω = u|∂Ω. (65)
By the weak maximal principle in Theorem 6.2, we have
v(p) ≤ sup
∂B0(r0)
v = sup
B0(r0)
v ≤ u(0) and v(p) ≥ u(p), for all p ∈ B0(r0). (66)
This means v also attains interior maximum at 0. Using the Trudinger’s
maximal principle in Proposition 8.2 (actually we only need the Harnack
inequality to be true for some p0 > 0 for the proof the strong maximal
principle), v ≡ v(0) = u(0) is a constant. This constradicts the hypothesis
that v(q) = u(q) 6= u(0) at some point q ∈ ∂B0(r0).
We work in the polar coordinates to reformulate the De-Giorge estimate
in Theorem 8.18 of [23] in the following proposition.
Proposition 8.2. (Trudinger’s stong maximal principle) Suppose ω is a
weak-conical metric over B(1). Suppose u ∈ L∞(B(1)) ∩ C2(B(1) \D) is a
ω-harmonic function i.e
∆ωu = 0 in B(1). (67)
Suppose there exists a ball Bp(r0) ∈ B(1), such that u(p) = supBp(r0) u or
u(p) = infBp(r0) u. Then u is a constant over B(1).
Proof. of Proposition 8.2: This is a directly corollary of Lemma 13.1. We
just prove the case when u(p) = supBp(r0) u. Since u ∈ L∞(B(1)\D), then by
Lemma 6.1, u is a weak solution to (67). Let v = u(p)−u = (supBp(r0) u)−u,
then v ≥ 0 in Bp(r0). Then using Lemma 13.1, for some q > 0 (this is all
we need, though Lemma 13.1 says more than this), we have
|v|Lq ,Bp( r010 ) ≤ Cr
2n
0 inf
Bp(
r0
20
)
v. (68)
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Using v(p) = 0 and the Cα-continuity of v from Lemma 6.1, we get infBp( r010 )
v =
0. Hence (68) implies
|v|Lq ,Bp( r010 ) = 0,
which means v = 0 in Bp(
r0
10 ). This implies v ≡ 0 over B(1), which means u
is a constant.
9 Proof of Theorem 1.14.
Consider trωβω. Given the ω and φ as in Theorem 1.14, we define the 3rd
derivative as
S = ωij¯ωst¯ωpq¯φzi,z¯t,zpφz¯j ,zs,z¯q , (69)
as in [50] and [6]. The derivatives concerned are all covariant derivatives
with respect to ωβ. Nevertheless, since the connection of ωβ is holomorphic,
we have
φzi,z¯t =
∂2φ
∂zi∂¯z¯t
= ωzi,z¯t.
Thus S is actually defined over the whole Cn, without assuming the existence
of a global potential φ. By equation (2.7) in [50], we have
∆ωtrωβω ≥
S
K
≥ 0, S as in (69). (70)
Without loss of generality, we may assume that
1
C0
≤ trωβω ≤ C0
and
sup
C×Cn−1
trωβω = C0.
Since trωβω is subharmoic, if this sup is achieved in some finite ball, then
the strong maximal principle (Theorem 8.1) implies that
trωβω = constant.
Going back to (36), we see that ω is covariant constant with respect to ωβ.
This easily implies that ω is isometric to ωβ by a complex linear transfor-
mation.
Unfortunately, a bounded function will usually not achieve maximum at
an interior point. Suppose
sup
C×Cn−1
trωβω = C0.
Suppose there exists a sequence of points pi such that
trωβω(pi)→ C0, dist(pi, 0)→∞, as i→∞.
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Consider the rescaled sequence (C × Cn−1, 0, ωi = R−2i ω). It converges
locally smoothly to (C ×Cn−1, o, ω∞). Denote
vi = trωβωi ∈ [
1
C0
, C0] in C× Cn−1.
Then
vi(pi)→ C0, as i→∞.
It is easy to see that (pi, vi) converges to (p∞, v∞) locally smooth away from
divisor such that
v∞ = trωβ ω∞ ∈ [
1
C0
, C0] in C× Cn−1,
and
△ω∞v∞ = S∞ ≥ 0, distβ(p∞, 0) = 1. (71)
If |v|α,β ≤ C before taking limit, then v∞ achieves interior maximum at p∞,
from Theorem 8.1 we obtain v∞ is a constant. By (71) we deduce S∞ = 0.
Therefore,
ω∞ = L⋆ωβ,
for some linear transformation L. Then, by Theorem 5.1, we know that
ω = L⋆ωβ.
So the difficulty is to show v∞ is a constant even it might not be continous
apriorily. Fortunately, v∞ is apprximated by the sequence vi. It is here we
apply harmonic lifting before letting i→∞.
In the singular polar coordinates, we consider the ball centered at 0 and
with radius 2. By Theorem 7.4, we can find a ωi-harmonic function hi such
that
△ωihi = 0, in B2(o)
and
hi = vi at ∂B2(o).
Using weak maximal principle, we have hi ≥ vi ≥ 0. Moreover, since vi
is bounded above by C0 in the boundary, It follows by maximum principle
again that hi ≤ C0 in B2. Thus 0 ≤ hi ≤ C0. It follows that
hi(pi)→ C0, as i→∞.
By Lemma 6.1, we know that hi is uniformly C
α,β in the interior and con-
tinuous up to all smooth points on ∂B2(o) \D.
Now we take limit as i → ∞, and denote the limit of hi as h∞. The
convergence is locally smooth away from divisor, uniformly Cα,β across the
divisor. Thus, we have
△ω∞h∞ = 0, in B2(o, ωβ)
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and
h∞(p∞) = C0.
Applying strong maximal principle theorem (Theorem 3.3), we have
h∞ ≡ C0 in B2(o).
Moreover, vi → v∞ smoothly away from D and consequently h∞|∂B2 =
v∞|∂B2 .
It follows that, on ∂B2(o) \D, we have
v∞ = h∞ ≡ C0.
Then v∞ attains maximum over ∂B2(o) \ D! Using the subharmoncity in
(71) and strong maximal principle again, we deduce v∞ is a constant and
consequently
S∞ ≡ 0.
Hence ω∞ = L⋆ωβ. Since ω∞ is a tangent cone of ω, using Theorem 5.1, we
conclude ω = L⋆ωβ.
The proof of Theorem 1.14 is complete.
10 Bootstrapping of the conical Ka¨hler-Ricci flow.
In this section we show the bootstrapping of conical Ka¨hler-Ricci flow is true.
This is important when we show the convergence of the rescaled sequence
in the proof of Theorem 1.1.
Theorem 10.1. Suppose α > 0 and φ is a C2+α,1+
α
2
,β solution to the conical
Ka¨hler-Ricci flow over [0, t0], then φ ∈ C2+α´,1+ α´2 ,β for all α´ < min{ 1β −
1, 1} when t > 0. Moreover there exists a constant C(|φ|2+α,1+α
2
,β,M×[0,t0])
(depending on |φ|2+α,1+α
2
,β, α´, g0, and the data in Definition 2.1 ) such that
|φ|(⋆)
2+α´,1+ α´
2
,β,M×[0,t0] ≤ C(|φ|2+α,1+α2 ,β,M×[0,t0]).
Proof. of Theorem 10.1: Temporarily we denote |φ|2+α,1+α
2
,β,M×[0,t0] = k.
Let ui be a tangential variable near D. Differentiating the CKRF (2) with
respect to ui we get
∂φui
∂t
= ∆φφui + βφui + ĥ over B0(r0), (72)
where ĥ is a Cα,
α
2
,β function and r0 is sufficient small such that a coordinate
exists in B0(r0) . Then exactly as in the proof of Theorem 1.13 in [48], by
applying the interior parabolic Schauder estimate in the equation (21) in
[17], we obtain
|φui |(⋆)2+α,1+α
2
,β,B0(r0)×[0,t0] ≤ C × (1 + |φui |0,B0(r0)×[0,t0]) = C(k). (73)
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First we bound the spatial C2,α,β norm when t > 0. Using the intepolation
inequalities in Lemma 11.3 in [17] for φui , we end up with
|φui |(⋆)1,α′,β,B0(r0)×[0,t0] ≤ C for any α´ < min{
1
β
− 1, 1}. (74)
Hence the mixed derivatives and tangential second order derivatives satisfy
|φa¯ui |α′,β,B0( r02 )×{t} ≤
C
t
1+α′
2
, (75)
|φuiu¯j |α′,β,B0( r02 )×{t} ≤
C
t
1+α′
2
. (76)
Similarly we have
|φau¯i |α′,β,B0( r02 )×{t} ≤
C
t
1+α′
2
. (77)
Thus to prove the bootstrapping estimate for i∂∂¯φ, it suffices to prove it
for φaa¯. The key thing is that the CKRF equation (2) directly implies the
bound for φaa¯. Without loss of generality we assume n = 2. Then the CKRF
equation reads as
(ωD,aa¯ + φaa¯)(ωD,uu¯ + φuu¯)− (ωD,au¯ + φau¯)(ωD,ua¯ + φua¯)
= eh−βφ+
∂φ
∂t ω2D,
where φaa¯ = (
∂2
∂r2
+ 1r
∂
∂r +
1
β2r2
∂2
∂θ2
)φ. Then we obtain
φaa¯ =
eh−βφ+
∂φ
∂t ω2D + (ωD,au¯ + φau¯)(ωD,ua¯ + φua¯)
ωD,uu¯ + φuu¯
− ωD,aa¯. (78)
By Theorem 1.13 in [48] and intepolation, we deduce
|∂φ
∂t
|(⋆)α′,β,M×[0,t0] ≤ C. (79)
Then by (75), (76),(77), (78), and (79), we conclude
|φaa¯|α′,β,B0( r02 )×{t} ≤
C
t
1+α′
2
. (80)
The estimates for the time derivatives and timewise Ho¨lder norms are simi-
lar. To be simple, using (73) and timewise intepolation, we can get similar
estimate as follows
|φa¯ui |0,α′
2
,β,B0(
r0
2
)×[t,t0] + |φu¯ia|0,α′2 ,β,B0( r02 )×[t,t0] + |φuiu¯j |0,α′2 ,β,B0( r02 )×[t,t0]
≤ C
t
1+α′
2
. (81)
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Thus, using (78) we can bound |φaa¯|0,α′
2
,β,B0(r0)×[t,t0] exactly as how we get
(80).
The proof is complete. Actually what we proved is with better weight
than what’s stated in Theorem 10.1.
In particular, with respect to the bootstrapping of conical Ka¨hler-Einstein
metrics, we’ve recovered a result of Chen-Donaldson-Sun in [13].
Theorem 10.2. ( Chen-Donaldson-Sun): Suppose φ is a conical Ka¨hler
-Einstein metric and φ ∈ C2,α,β for some α > 0. Then φ ∈ C2+α´,1+ α´2 ,β for
all α´ < min{ 1β − 1, 1} and
|φ|2,α´,β,M ≤ C(|φ|2,α,β,M ).
11 Exponential convergence when C1,β < 0 or = 0.
In this section, we prove Theorem 1.7 on the convergence of CKRF. We fol-
low the proof of Cao [9] and employ some modifications which are necessary
in the conical case at this point.
We point out a convention of notations in this section: The C’s in this
section are all time independent constants, the other dependence of the C ′s
in this section is as Definition 2.1.
Proof. of Theorem 1.7: We only prove the case when C1,β = 0, since the
case when C1,β < 0 is much much easier and doesn’t require any other ma-
chinery except maximal principle of the heat equation and Theorem 1.8 in
[17].
By Theorem Theorem 1.13 in [48], we know Ric and
√−1∂∂¯ ∂φ∂t are Cα,β
(1,1)-forms. Moreover, the scalar curvature sφ and ∇∂φ∂t are all in Cα,β.
Then, using regularity of lower order items establised in [17], the identities
in the following proof are all well defined.
In the Calabi-Yau case, there is a smooth function hω0 such that
Ricω0 = i∂∂¯{hω0 − (1− β) log h}, Ricω0 − 2π(1− β)[D] = i∂∂¯Hβ, (82)
where
Hβ = hω0 − (1− β) log |S|2
and h is the metric of the line bundle LD. The potential equation of the
Calabi-Yau CKRF reads as
(ωD + i∂∂¯φ)
n = e−hωD+
∂φ
∂t ωnD. (83)
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Step 1. The most important thing is to obtain a time-independent bound
for oscφ. This is achieved similarly as in [9], the difference is that we apply
the Poincare inequality here, while in [9] the lower bound on the Green
function is applied. Notice ∂φ∂t satisfies
∂
∂t
∂φ
∂t
= ∆φ
∂φ
∂t
. (84)
By maximal principle we obtain
|∂φ
∂t
|0,[0,∞) ≤ C. (85)
The from the Calabi-Yau CKRF equation we get
(ωD + i∂∂¯φ)
n = eF (t)ωnD for |F (t)|0,[0,∞) ≤ C. (86)
Hence, by considering (ωD + i∂∂¯φ)
n − ωnD, we compute
i∂∂¯φ ∧ (ωn−1φ + .....+ ωn−1D ) = [eF (t) − 1]ωnD. (87)
Now we take φ0 = φ− φ so that the average of φ0 with respect to ωD is 0.
Then we multiply (87) by φ0 and integrate over M we get
−
∫
M
∂φ0 ∧ ∂¯φ0 ∧ (ωn−1φ + .....+ ωn−1D ) =
∫
M
φ0[e
F (t) − 1]ωnD ≤ C. (88)
Notice that every form in the parenthesis on the left hand side is positive,
we obtain∫
M
|∇ωDφ0|2ωnD = n
∫
M
∂φ0 ∧ ∂¯φ0 ∧ ωn−1D ≤ C
∫
M
|φ0|ωnD. (89)
By the Poincare inequality for ωD (stated in Remark 4.4 in [48]), and the
assumption 1V ol(M)
∫
M φ0ωD = 0, we obtain∫
M
φ20ω
n
D ≤ C
∫
M
|∇ωDφ0|2ωnD ≤ C
∫
M
|φ0|ωnD ≤ C +
1
100
∫
M
φ20ω
n
D. (90)
Therefore we obtain ∫
M
φ20ω
n
D ≤ C, (91)
which is the necessary L2-bound in the Moser iteration scheme.
Let
φ0,+ = max{φ0, 0}, φ0,− = −min{φ0, 0}.
Notice that both φ0,+ and φ0,− are nonnegative. Lemma 7.6 of [23] and the
existence of singular coordinate near D immediately implies both φ0,+ and
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φ0,− are Lipshitz functions with respect to ωD. Thus for any p > 1, we can
also multiply equation (87) by φp0,+ (φ
p
0,−) and apply Lemma 7.6 of [23] to
get
−p
∫
M
φp−10,+ ∂φ0,+∧∂¯φ0,+∧(ωn−1φ +.....+ωn−1D ) =
∫
M
φp0,+[e
F (t)−1]ωnD. (92)
Thus we obtain ∫
M
|∇ωDφ
p+1
2
0,+ |2ωnD ≤
C(p+ 1)2
4p
∫
M
φp0,+ω
n
D. (93)
By the Sobolev constant bound (see Remark 4.4 in [48]) and (91), the
Moser’s iteration as in [9] works and we obtain the time-independent bound
on φ0,+:
|φ0,+|0,[0,∞) ≤ C. (94)
In the same way we get |φ0,−|0,[0,∞) ≤ C. Thus finally we completed step 1
by obtaining
oscφ ≤ C. (95)
Step 2. By the proof of Proposition 2.7, the equation (85), and (95), we
obtain
C
ωD
≤ ωφ ≤ CωD. (96)
Therefore by the last part of the proof of Theorem 1.15 (on the norm depen-
dence, section 3), and equation (83) (which does not concern any 0th order
term of φ on the right hand side), we obtain
|i∂∂¯φ|α,β,[0,∞) ≤ C. (97)
Thus the Cα,β norm of ωφ is bounded independent of time and any sequence
ωφtk at least subconverges to a limit ωCY,∞. Furthermore, by (84), Theorem
1.18 in [17], and (85), we obtain
|∂φ
∂t
|2,α,β,[t,∞) ≤ C(t), C(t) <∞ when t > 0. (98)
Step 3. In this step we prove the flow subconverges to a Ricci-Flat met-
ric to show the existence of such a critical metric. This is achieved by the
K-energy in the Calabi-Yau setting.
We define the Calabi-Yau K-energy Mω0,β as
Mω0,β =
∫
M
log(
ωnφ
eHβωn0
)
ωnφ
n!
.
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Routine computation shows that
dMω0,β
dt
= − 1
n!
{
∫
M
∂φ
∂t
sφω
n
φ − 2nπ(1− β)
∫
D
∂φ
∂t
ωn−1φ }
= − 1
(n!)
∫
M\D
sφ
∂φ
∂t
ωnφ , (99)
where sφ is the scalar curvature of ωφ.
Along the Calabi-Yau CKRF, we have
∆φ
∂φ
∂t
= −sφ over M \D. (100)
Then (99) and (100) tell us
dMω0,β
dt
= − 1
(n!)
∫
M
|∇∂φ
∂t
|2ωnφ ≤ 0. (101)
By (96), (97), and (95), we see
|Mω0,β(ωφ)| ≤ C over [0,∞). (102)
Since
dMω0,β
dt ≤ 0, then there exists a sequence tk →∞ such that
|dMω0,β
dt
|tk → 0. (103)
(101) and (103) imply ∫
M
|∇∂φ
∂t
|2ωnφtk → 0. (104)
By the discussion at the end of Step 2 and (104), ωφtk subconverges in C
α,β
topology to a Ricci flat metric ωKE. At the point, we have already shown
the existence of a Ricci-flat metric.
Step 4: In this step we show the flow converges to the unique ωKE
(obtained in the previous step) and the convergence is exponential, in the
sense of (117). This is also straight forward by using the Calabi-Yau K-
energy. Denote
v =
∂φ
∂t
− 1
V ol(M)
∫
M
∂φ
∂t
ωnφ
n!
.
Oboviously we have
∂v
∂t
= ∆φv +
1
V ol(M)
∫
M
|∇v|2ω
n
φ
n!
. (105)
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Thus v has zero average with respect to ωnφ and Poincare inequality can
be applied. By (98), we have∫
M
|∇v|2ωnφ ≤ C. (106)
From (102) and (101) on the K-energy, for any ǫ > 0, there is a T0 large
enough T0 such that ∫ ∞
T0
∫
M
|∇v|2ωnφdt < ǫ. (107)
Then using parabolic Moser’s iteration and (107), by letting ǫ be small
enough, we deduce
|v|0,[T0+1,∞) ≤
1
2
. (108)
Therefore, as in [9], consider
E =
1
2
∫
M
v2ωnφ .
Routine computation shows that
∂E
∂t
= −
∫
M
(1 + v)|∇v|2ωnφ . (109)
Combining (108) and (109) and the Poincare inequality in Remark 4.4 of
[48], we compute
∂E
∂t
≤ −1
2
∫
M
|∇v|2ωnφ ≤ −
CP
2
∫
M
v2ωnφ = −CPE, over [T0 + 1,∞).
Thus we obtain the exponential decay of the Dirichlet energy E:
E ≤ Ce−CP t. (110)
Hence ∫ ∞
t−1
∫
M
v2ωnφdt = 2
∫ ∞
t−1
Edt ≤ Ce−CP t. (111)
Using (110), by integrating ∂E∂t ≤ −12
∫
M |∇v|2ωnφ from t to ∞ we also end
up with a better decay estimate than (107):∫ ∞
t
∫
M
|∇v|2ωnφdt < Ce−CP t. (112)
Therefore using (112) and the Poincare inequality to perform Moser’s iter-
ation to (105), we get a better decay estimate than (108):
|v|0,[t,∞) ≤ Ce−CP t. (113)
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By (105), (106), (113), (112), and Theorem 1.18 in [17], we obtain
|v|2,α,β,[t,∞) ≤ Ce−CP t. (114)
By the arguments in the proof of Proposition 2.2 in [9] and (114), we see∫
M
|φ0 − φKE|ωnD|t ≤ Ce−CP t. (115)
Here φKE is normalized such that
1
V ol(M)
∫
M
φKE
ωnD
n!
= 0.
Next, substract log of the equation
(ωD + i∂∂¯φKE)
n = e−hωDωnD
from log of (83), we get the following linear equation
∆(φ0 − φKE) = v + ae. (116)
where
∆ =
∫ 1
0
gij¯bφ0+(1−b)φKE
∂2
∂zi∂z¯j
db
and ae ≤ Ce−CP t.
Then, finally, by (116), (114), (115), Theorem 1.18 in [17], and the
Moser’s iteration, we obtain our desired estimate
|φ0 − φKE|2,α,β,[t,∞)
≤ C(|φ0 − φKE|L1(M),[t−1,∞) + |v + ae|α,β,[t−1,∞))
≤ Ce−CP t,
which means the metric ωφ converges to ωKE in the following sense
|ωφ − ωKE|α,β,[t,∞) ≤ Ce−CP t. (117)
12 Appendix A: Liouville theorem when β ≤ 12.
When β < 12 , Calabi’s 3rd derivative estimate works in the conical case (see
[6]). Though Theorem 1.14 already settles down the Liouville theorem for
all β ∈ (0, 1), it still might be interesting to present the following extremely
short proof of the Liouville theorem when β ≤ 12 .
41
Theorem 12.1. (Weak Liouville Theorem) Suppose β ≤ 12 and ω is a Cα,β
conical Ka¨hler metric defined over Cn. Suppose
ωn = ωnβ ,
1
C
ωβ ≤ ω ≤ Cωβ over Cn. (118)
Then, there is a linear transformation L which preserves D, such that ω =
L⋆ωβ.
Proof. of Theorem 12.1: Case 1: When β = 12 , the situation is very easy.
Just consider the orbifold map T : Cn → Cn :
T(w, u1, ..., un−1) = (w2, u1, ..., un−1).
Apparently, in this case, T⋆ω satisfies
(T⋆ω)n = ωnEuc,
1
C
ωEuc ≤ ω ≤ CωEuc over Cn \ {z = 0}, (119)
where ωEuc is the regular Euclidean metric. Then using Proposition 16 in
[14], T⋆ω extends to a smooth positive (1, 1)-form over Cn. Then T⋆ω =
L⋆ωEuc, and T
⋆ω is invariant under the deck transformation:
(z, ...) → (−z, ...).
Thus downstairs, we have
ω = L⋆ω 1
2
,
where L is a linear transformation which preserves {z = 0}.
Case 2: β < 12 . This is the case where we can do the 3rd-order estimate
as Calabi, Yau, and Brendle.
We consider the scaling down again as
φ̂ = R−2φ, ω̂ = R−2ω, ω̂β = R−2ωβ. (120)
ω̂β is the standard conical model metric under the new coordinates ẑ =
R
− 1
β z, wi = R
−1wi. Similarly we denote
Ŝ = ω̂ij¯ω̂st¯ω̂pq¯φ̂zi,z¯t,zpφ̂z¯j ,zs,z¯q .
By formula (2.7) in [50], we directly have
∆ω̂(∆ω̂β φ̂) ≥
Ŝ
K
, K ≥ 0. (121)
Then we multiply (121) by a cutoff function η2, and integrate integration
by parts with respect to ω, we have∫
Cn
η2Ŝω̂n ≤ K
∫
Cn
(∆ω̂η
2)(∆ω̂β φ̂)ω̂
n. (122)
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By the second order estimate, choose a proper cutoff function η2 such that
η = 1 in B(1) and vanishes outside B(2), we have∫
B1
Ŝω̂n ≤ C|∆ω̂β φ̂|L∞B(1) ≤ C. (123)
Since our reference metric ωβ is flat, by the formula below formula (16)
in [6], we obtain
∆ω̂Ŝ ≥ 0. (124)
By Proposition 6.6 in [6], we have Ŝ ∈ L∞[B(2)]. Thus, by Lemma 6.1, Ŝ
is a weak subsolution to (124). Then, the Moser’s iteration as in Theorem
1.1 of Chap 4 in [26] is applicable. We deduce
|Ŝ|L∞B( 1
2
) ≤
∫
B1
Ŝω̂n ≤ C. (125)
Then by rescaling, we have for ω that
R2|S|L∞B(R
2
) ≤ C. (126)
Then divide both hand sides by R2, let R → ∞, we have S = 0 over Cn.
S = 0 implies ω is a covariant constant tensor with respect to ωβ, then
ω = L⋆ωβ, for some linear transformation L preserving D.
The proof of Theorem 12.1 is thus completed.
13 Appendix B: Trudinger’s Harnack inequality.
In this section we work in the polar coordinates.
Lemma 13.1. (Trudinger’s Harnack inequality) Suppose ω is a weak conical
metric. Suppose
∆ωu ≤ 0 in the weak sense in B(R), u ∈W 1,2[B(R)]∩C2[B(R)\D], (127)
and u is nonnegative almost everywhere. Then for all 0 < p < nn−1 , we have
R
− 2n
p |u|LpB(R
2
) ≤ C(p) inf
B(R
4
)
u,
where the Lp-norm is with respect to the volume form of ω.
Proof. of Lemma : Without loss of generality, we assume R = 1. Consider
u¯ = u+ k, k > 0. Later we will let k → 0. Consider the test function u¯−2ϕ.
Then we apply the weak supersolution condition to get
−
∫
B(1)
∇ωu¯ · ∇ω(ϕu¯−2) ≤ 0.
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Hence ∫
B(1)
(∇ω 1
u¯
) · ∇ωϕ+ 2
∫
B(1)
|∇ωu¯|u¯−3ϕ ≤ 0.
Let v = 1u¯ , since 2
∫
B(1) |∇ωu¯|u¯−3ϕ ≥ 0, we end up with∫
B(1)
∇ωv · ∇ωϕ ≤ 0. (128)
This means v is a positive weak-subsolution to ∆ωv ≥ 0! Since ω is a weak
conical metric, the following holds by definition.
gE
C
≤ ω ≤ CgE over B(1) \D, (129)
where gE is the Euclidean metric in the polar coordinates. Let ϕ = η
2vp,
by using Cauchy-Schwartz inequality, we obtain
2p
(p+ 1)2
∫
B(1)
η2|∇ωv
p+1
2 |2ωn ≤ 4
p
∫
B(1)
|∇ωη|2vp+1ωn. (130)
By (129) and (130)
2p
(p + 1)2
∫
B(1)
η2|∇Ev
p+1
2 |2dvolE ≤ C
p
∫
B(1)
|∇Eη|2vp+1dvolE . (131)
This is precisely the inequality which the Moser’s iteration trick requires.
Then from [26] Theorem 1.1 Chapter 4, we deduce for any p > 0 that
sup
B( 1
4
)
v ≤ C(p)|v|LpB( 1
2
).
Hence,
inf
B( 1
4
)
u¯ ≥ (
∫
B( 1
2
)
u¯−p)−
1
p =
(
∫
B( 1
2
) u¯
pdvolE)
1
p
(
∫
B( 1
2
) u¯
pdvolE)
1
p (
∫
B( 1
2
) u¯
−pdvolE)
1
p
. (132)
To apply the John-Nirenberg inequality, we need to verify the condition
(7.51) in [23], by the superharmonic equation in terms of ω. Namely, the
following claim is true.
Claim 13.2. For any p ∈ B(34 ) and r ≤ 0.01, we have∫
B(r)
|∇E log u¯|dvolE ≤ Crn(
∫
B(r)
|∇E log u¯|2dvolE) 12 ≤ Cr2n−1. (133)
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To prove the claim, we apply equation (127) to the test function η2u¯−1,
we get
−
∫
B(1)
2η∇ωη · ∇ωu¯
u¯
ωn +
∫
B(1)
η2
|∇ωu¯|2
u¯2
ωn ≤ 0. (134)
By Cauchy-Schwartz inequality, we end up with∫
B(1)
η2|∇ω log u¯|2ωn ≤ 16
∫
B(1)
|∇ωη|2ωn. (135)
By (129), we can transform the W 1,2-inequality in terms of ω to be in terms
of gE again! Namely we have∫
B(1)
η2|∇E log u¯|2dvolE ≤ C
∫
B(1)
|∇Eη|2dvolE . (136)
For any p and r, we choose η to be a cutoff function which is 1 over Bp(r),
0 over Cn \Bp(4r), and |∇Eη| ≤ 1r . Therefore, (136) implies∫
B(r)
|∇E log u¯|dvolE ≤ Crn(
∫
B(r)
|∇E log u¯|2dvolE) 12 ≤ Cr2n−1.
Thus Claim 13.2 is proved.
Claim (13.2) means log u¯ satisfies the hypothesis of the John-Nirenberg
inequality in Theorem 7.21 in [23]. Then applying this theorem to log u¯, we
obtain the following by exactly the argument in the last part of the proof of
Theorem 8.18 in [23].
(
∫
B( 1
2
)
u¯p0dvolE)
1
p0 (
∫
B( 1
2
)
u¯−p0dvolE)
1
p0 ≤ C for some p0 > 0.
Then by (132), we obtain
inf
B( 1
4
)
u¯ ≥ (
∫
B( 1
2
)
u¯p0dvolE)
1
p0 . (137)
Thus Lemma 13.1 is already true for this particular p0, Proof 2 of Theorem
8.1 already goes through.
To show Lemma 13.1 is true for all 0 < p < nn−1 , it suffies to show the
following Claim holds.
Claim 13.3. For all nn−1 > p > p0, we have
|u¯|Lp0 [B( 4
5
)] ≥ C(p)|u¯|Lp[B( 3
4
)],
where the Lp is with respect to the volume form of gE.
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To prove the Claim, we should appeal to the superharmonicity (127)
again, and transform the W 1,2-type inequality with respect to ω to W 1,2-
type inequality with respect to the Euclidean metric gE . We start from
applying (41) to the test function u¯−aη2. Then we end up with
a
∫
B(1)
|∇ωu¯|2u¯−a−1η2ωn ≤
∫
B(1)
2η(∇ωu¯ · ∇ωη)(u¯−a). (138)
Using Cauchy-Schwartz inequality and standard management again, we
deduce ∫
B(1)
η2|∇ωu¯
1−a
2 |2ωn ≤ (1− a)
2
a2
∫
B(1)
|∇ωη|2u¯1−aωn.
Then, by (129) again, we deduce∫
B(1)
η2|∇Eu¯
1−a
2 |2dvolE ≤ C
a2
∫
B(1)
|∇Eη|2u¯1−advolE . (139)
Thus we get a reverse Ho¨lder inequality with respect to gE from the reverse
Ho¨lder inequality with respect to ω again!. Apply exactly Step II of the
proof in [26], Claim 13.3 holds.
Notice the Lp-norm with respect to gE is equivalent to the L
p-norm with
respect to ω. Now let k → 0, (137) and Claim 13.3 directly imply Lemma
13.1.
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