A comparison of parameter estimation in function-on-function regression by Beyaztas, Ufuk & Shang, Han Lin
A comparison of parameter estimation in
function-on-function regression
Ufuk Beyaztas
Department of Statistics
Bartin University
Han Lin Shang
Research School of Finance, Actuarial Studies, and Statistics
Australian National University
March 16, 2020
Abstract
Recent technological developments have enabled us to collect complex and high-dimensional
data in many scientific fields, such as population health, meteorology, econometrics, geology,
and psychology. It is common to encounter such datasets collected repeatedly over a continuum.
Functional data, whose sample elements are functions in the graphical forms of curves, images,
and shapes, characterize these data types. Functional data analysis techniques reduce the complex
structure of these data and focus on the dependences within and (possibly) between the curves. A
common research question is to investigate the relationships in regression models that involve at
least one functional variable. However, the performance of functional regression models depends
on several factors, such as the smoothing technique, the number of basis functions, and the
estimation method. This paper provides a selective comparison for function-on-function regression
models where both the response and predictor(s) are functions, to determine the optimal choice
of basis function from a set of model evaluation criteria. We also propose a bootstrap method
to construct a confidence interval for the response function. The numerical comparisons are
implemented through Monte Carlo simulations and two real data examples.
Keywords: Basis function selection; Bootstrapping; Functional data; Nonparametric smoothing;
Roughness penalty selection
1
ar
X
iv
:2
00
3.
06
06
7v
1 
 [s
tat
.M
E]
  1
2 M
ar 
20
20
1 Introduction
Multivariate statistical techniques are best suited to analyze the data obtained from a discrete data
matrix. On the other hand, recent technological advances have led to collecting functional data that are
measured repeatedly over discrete time points, and frequently occur in many research fields. Existing
multivariate methods may not be capable of analyzing such data due to common technical, issues such
as multicollinearity, high dimensionality, and the possible high correlation among observations. Thus,
the need for functional data analysis (FDA) techniques is increasing. FDA has several substantial
advantages over conventional methods; for example, 1) it reduces the dimensionality of the data, 2) it
bypasses the problems of missing data and the high correlation between sequential observations, 3) it
minimizes data noise, and 4) it provides additional information about the data, such as smoothness
and derivatives. See Ramsay and Silverman (2002, 2006), Ferraty and Vieu (2006), Horvath and
Kokoszka (2012) and Cuevas (2014) for more information about FDA and its applications.
Functional linear models, among many others are used to explain the relationship between
a response and its predictor(s), and they have received considerable attention in the literature.
Several functional regression analysis techniques have been proposed, depending on whether the
response/predictors are scalar or function: 1) function-on-scalar; 2) scalar-on-function; and 3) function-
on-function. For the first two cases, well-known examples include Ramsay and Dalzell (1991), Cardot
et al. (1991, 2003), James (2002), Hu et al. (2004), Hall and Horowitz (2007), Reiss and Ogden (2007),
Ferraty and Vieu (2009), Cook et al. (2010), Malloy et al. (2010), Chen et al. (2011), Goldsmith et al.
(2011), Dou et al. (2012), and McLean et al. (2012). For the last case, the focus of this paper, consult
Ramsay and Dalzell (1991), Fan and Zhang (1999), S¸entu¨rk and Mu¨ller (2005, 2008), Yao et al. (2005),
Harezlak et al. (2007), Matsui et al. (2009), Valderrama et al. (2010), He et al. (2010), Jiang and Wang
(2011), Ivanescu et al. (2015), Chiou et al. (2016), and Zhang et al. (2018), and references therein.
Early studies on functional linear regression models were conducted by Ramsay and Dalzell (1991),
who constructed a functional regression model for a functional response and functional predictors.
Ramsay and Silverman (2006) proposed the least squares (LS) method to estimate this regression
model, while Yamanishi and Tanaka (2003) suggested a weighted LS method. Matsui et al. (2009)
pointed out that the LS method produces unstable/unfavorable estimates; thus, they applied the
maximum penalized likelihood (MPL) method to obtain stable estimates in functional linear models.
In this study, we restrict our attention to the LS and MPL methods, since they are commonly used
methods for these analyses. In addition to the estimation methods, the accuracy of functional linear
models also depends on the chosen smoothing technique, smoothing parameter, the choice of the
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number of basis functions, and the model evaluation criteria.
The first step in FDA is to smooth the functional data by a suitable basis function system. In
most studies, B-spline basis and Fourier basis functions have been used to express discretely observed
data as smooth functions. The Gaussian basis function, which is part of the general class of radial
basis functions, is also a suitable instrument to obtain smooth curves from discrete data. For more
information about these smoothing techniques, refer to Ramsay and Silverman (2006) and Ando
et al. (2008). Throughout this study, all three bases mentioned above are considered to smooth
functional data. Four model evaluation criteria-Generalized Bayesian Information Criterion (GBIC),
Generalized Information Criterion (GIC), Modified Akaike Information Criterion (MAIC), and Generalized
Cross-Validation (GCV)-are used to choose the appropriate smoothing parameter and the number of
basis functions. Apart from comparing these smoothing techniques, we propose a case-resampling-
based bootstrap method to evaluate estimation accuracy, and focus on constructing a confidence
interval for the response function.
The remaining of this paper is organized as follows. Section 2 provides an overview of the
functional data, the functional linear model and its estimation strategies, as well as the model
evaluation criteria. Section 3 compares the performance of the estimation methods and smoothing
techniques under several model evaluation criteria via a Monte Carlo experiment. Section 4 reports the
results obtained by implementing the smoothing tools using two data analyses. Section 5 concludes
the paper, and offers some ideas on how the methodology presented could be further extended.
2 Methodology
2.1 Notations and nomenclature
Let t =
{
t1, · · · , tJ
}
denote the discrete time points where the sample elements (or random functions)
of a functional dataset {Xi(t) : i = 1, · · · , N, t ∈ T } are recorded (where T is a closed and bounded
interval). Denote the probability space (Ω,F , P), where Ω, F , and P are the sample space, sigma
algebra, and the probability measure, respectively. Also, denote (H, 〈·, ·〉) as the separable Hilbert
space with norm ‖ · ‖ generated by the inner product 〈·, ·〉. Then, the functional random variable
X = {X (t) : t ∈ T } is defined as X : (Ω,F , P)→ H. Most of the FDA processes are canalized within
the L2 = L2(T ) separable Hilbert space, which is the space of square integrable and real-valued
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functions defined on T , f : T → R satisfying ∫T f 2(t)dt < ∞. The inner product onH is defined by
〈 f , g〉 =
∫
T
f (t)g(t)dt, ∀ f , g ∈ L2
We assume that the functional random variable is an element of L2. We further assume that X (t) ∈
L2 is a second-order stochastic process, so that it has a finite second-order moment: E (|X |) =∫
Ω |X |2dP < ∞.
2.2 Basis function expansion
An element of functional data Xi(t) can be approximated by a linear combination of basis functions
φk(t) and associated coefficients cik for a sufficiently large number of K; that is:
Xi(t) =
∞
∑
k=1
cikφk(t),
X̂i(t) =
K
∑
k=1
cikφk(t), k = 1, . . . , K,
where X̂i(t) is the approximation of Xi(t) and converges to Xi(t) as K → ∞. The beauty of the basis
function expansion is that the key features, as well as the non-linearity of the data, are captured by
the basis functions and the model remains linear in the transformations. An important task in the
basis function expansion is to choose an appropriate basis function. Here, we consider three basis
functions: Fourier, B-spline, and Gaussian.
The Fourier basis is the most appropriate for approximating the periodic functions defined on T .
Let ω = 2piT denote the frequency. The Fourier basis functions for an even integer K are defined as
follows:
φ0(t) =
1√T φ2r−1 =
sin rωt√T /2 φ2r =
cos rωt√T /2 ,
for r = 1, · · · , K/2. If the observations are equally spaced at discrete time points, then the Fourier
basis functions are orthonormal basis functions. The Fourier basis is useful when the functions
are stable (i.e., when no strong local features are present in the functions). Further, it computes
the coefficients quickly and efficiently since it is commonly implemented with the fast Fourier
transformation algorithm. However, it is not useful for functions with strong local features.
The B-spline basis is one of the most commonly used basis function expansions in FDA for
non-periodic data. Conceptually, B-splines are the linear combinations of the piecewise polynomial
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functions neighboring smoothly at a set of breakpoints (called knots). Let τ = {τ1, · · · , τv+1} denote
an increasing sequence of breakpoints, τ0 < · · · < τv, which divide the interval T into v subintervals
(knots). In this case, the kth B-spline basis function is defined as φk(t) = Bk,v(t). To construct B-spline
basis functions, one needs extra knots outside the boundary of the knot sequence [τ0, τv]. Define
· · · < τ−1 < τ0 < τ1 < · · · < τv < τv+1 < · · · by the augmented knot sequence. Then, the constant
B-splines are defined as follows:
Bk,1(t) =

1 τk ≤ t < τk+1
0 otherwise .
Using constant B-splines, the high order B-splines are constructed via the following recursion:
Bk,v(t) =
t− τk
τk+v−1 − τk Bk,v−1(t) +
τk+v − t
τk+v − τk+1 Bk+1,v−1(t).
The advantage of the B-spline basis is its flexibility and it is computationally fast for computing
derivatives as it is locally nonzero and has compact support.
The Gaussian basis is another frequently used basis function in FDA, and is part of the general
class of radial basis functions proposed by Ando et al. (2008). The Gaussian basis functions are defined
as follows:
φk(t) = exp
{
− (t− τk+2)
2
2σ2
}
,
where τks are evenly spaced knots, which determine the centers of the basis functions, satisfying
τ1 < · · · < τ4 = min(t) < τ5 < · · · < τK+2 = max(t) < · · · < τK+4, and σ = τk+2−τk3 is the width
parameter. In a Gaussian basis function, parameters are identified based on the structure of the data.
In addition, it produces a sparse design matrix, which enables faster computation. Note that B-splines
and Gaussian bases can also be used to fit periodic data if the smoothing parameter and the number
of basis functions are appropriately determined.
The accuracy of converting discrete observations into a functional form depends on the choice of
the appropriate number of basis functions K. On the one hand, discrete data are well fitted by smooth
functions when K is large, but the noise present in the data may not be eliminated. On the other hand,
critical features of the data cannot be captured by the smooth functions when K is small. As a tradeoff,
the penalized LS method aims to minimize the residual sum of squares (RSS) between the original
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data and smooth data with an optimally chosen K. It is given in Equation (2.1):
(2.1) RSS =
J
∑
j=1
(
Xi(tj)−
K
∑
k=1
cikφk(tj)
)2
+ λ
∫
T
[d(t)]2 dt, i = 1, · · · , N,
where d(t), the nth derivative of X (t); ∫T [d(t)]2 dt = ∫T [D(n)X (t)]2 dt, measures the roughness
of the expansion, and λ is the smoothing parameter that controls the degree of roughness. More
precisely, the roughness term is defined as follows:
∫
T
[d(t)]2 dt =
∫
T
[
D(n)X (t)
]2
dt
=
∫
T
(
c>D(n)φ(t)D(n)φ>(t)c
)
dt
= c>Rnc,(2.2)
where Rn =
∫
T D
(n)φ(t)D(n)φ>(t)dt. From equations (2.1) and (2.2), the penalized least squares
estimate of c is obtained as
ĉ =
(
Φ>Φ+ λ̂Rn
)−1
Φ>X ,
whereΦ = {φ1(t), · · · , φK(t)}. Analogously, the projection matrix Sλ is obtained as Sλ = Φ
(
Φ>Φ+ λ̂Rn
)−1
Φ>.
The degrees of freedom of roughness is given by df(λ) = trace (Sλ). The function fits every point of
the discrete data when λ→ 0, and tends to take the same form as the standard regression curve as
λ→ ∞. A number of techniques, including GBIC (Konishi et al., 2004), GIC (Konishi and Kitagawa,
2008), MAIC (Fujikoshi and Satoh, 1997), and GCV (Craven and Wahba, 1979) have been proposed to
choose the optimal smoothing parameter, λ, and the number of basis functions K. A brief description
of these techniques is given in Section 2.4. Please see Ramsay and Silverman (2006) and Matsui et al.
(2009) for more information and a derivation of the information criteria considered in this study.
2.3 Function-on-function regression model
Let Yi(t) for i = 1, . . . , N denote a set of functional responses, and Xim(s) for m = 1, . . . , M denote
a set of functional predictors, where s ∈ S and t ∈ T are closed and bounded intervals on the real
line. We consider the regression of Yi(t) on Xim(s) to explain the functional relationship between the
functional response and m functional predictors, which can be formulated by the following multiple
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functional linear model (Ramsay and Silverman, 2006):
(2.3) Yi(t) = β0(t) +
M
∑
m=1
∫
S
Xim(s)βm(s, t)ds + ei(t),
where β0(t), βm(s, t), and ei(t) denote the intercept function, bivariate coefficient function linking
the response with the mth predictor, and the random error function having a Gaussian process
(ei(t) ∼ GP(0,Σe)), respectively. In (2.3), the linear relationship is characterized by the surface
βm(s, t). In practice, the functional response and functional predictors are centered, and thus, without
loss of generality, the intercept function β0(t) is eliminated from (2.3). Let Y∗i (t) = Yi(t) − Y(t)
and X ∗im(s) = Xim(s)−Xm(s), where Y(t) = N−1∑Ni=1 Yi(t) and Xm(s) = N−1∑Ni=1Xim(s) denote
the centered counterparts of Yi(t) and Xim(s), respectively. Then, the regression model given in
Equation (2.3) is re-expressed as in (2.4).
(2.4) Y∗i (t) =
M
∑
m=1
∫
S
X ∗im(s)βm(s, t)ds + ei(t).
The usual approach before fitting the functional regression model is to represent the functional
response and predictors, as well as the bivariate coefficient function, as basis function expansions.
Following Section 2.2, the centered functional response and functional predictors can be written as
follows:
Y∗i (t) =
KY
∑
k=1
cikφk(t) = c>i Φ(t), ∀t ∈ T
X ∗im(s) =
Km,X
∑
j=1
dimjψmj(s) = d>imΨ(s), ∀s ∈ S,
where Φ(t) = {φ1(t), · · · , φKY (t)}> and Ψ(s) = {ψm1(s), · · · ,ψmKm,X (s)}> denote the vectors of the
basis functions, ci = {ci1, · · · , ciKY}> and dim = {dim1, · · · , dimKm,X }> are the coefficient vectors, and
KY and Km,X are the number of basis functions used for approximating the functional response and
functional predictors, respectively. Similarly, the bivariate coefficient function is defined as:
βm(s, t) =∑
j,k
ψmj(s)bmjkφk(t) = Ψ>m(s)BmΦ(t),
where Bm = (bmjk)j,k denote a Km,X × KY dimensional coefficient matrix. Accordingly, the regression
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model defined in (2.4) can be expressed in the discrete form, as follows:
c>i Φ(t) =
M
∑
m=1
d>imζψm BmΦ(t) + ei(t)
= z>i BΦ(t) + ei(t),(2.5)
where ζψm =
∫
S ψm(s)ψ
>
m(s)ds is a matrix with dimension Km,X ×Km,X , zi =
(
d>i1ıψ1 , · · · , d>iMıψM
)>
is
a vector with length∑Mm=1 Km,X , and B = (B1, · · · , BM)> is a∑Mm=1 Km,X ×KY dimensional coefficient
matrix. Note that the matrix ζψm is equal to IKm,X when the basis functions are orthogonal. On the
other hand, for non-orthogonal basis functions, such as a Gaussian basis, (j − k)th elements are
calculated as follows (Matsui et al., 2009):
ζ
j,k
ψm
=
√
piσ2 exp
{
−τj+2 − τk+2
4σ2
}
.
The LS method, proposed by Ramsay and Silverman (2006) to estimate the coefficient matrix B
works as follows. Let C = (c1, · · · , cN)> and Z = (z1, · · · , zN)>. The first step is to minimize the
integrated sum of squares,
N
∑
i=1
∫
T
[
Y∗i (t)−
M
∑
m=1
∫
S
X ∗im(s)βm(s, t)ds
]2
dt
=
∫
T
trace
{
[CΦ(t)− ZBΦ(t)] [CΦ(t)− ZBΦ(t)]>
}
dt
=
∫
T
trace
{
(C− ZB)Φ(t)Φ>(t) (C− ZB)>
}
dt
= trace
{
(C− ZB) ζφ (C− ZB)>
}
.
Then, the LS estimator of B is obtained as:
(2.6) vec
(
B̂
)
=
(
ζφ ⊗ Z>Z
)−1
vec
(
Z>Cζφ
)
,
where vec and ⊗ denote the column-stacking operator and Kronecker product, respectively.
Hereafter, we describe the MPL method proposed by Matsui et al. (2009) in detail. Suppose the
error function e∗i (t) has the form e
∗
i (t) = e
>
i Φ(t), where ei = (ei1, · · · , eiK)> is a vector consisting
of independent and identically distributed Gaussian random variables with mean 0 and variance-
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covariance matrix Σ. Then, the regression equation given in (2.5) has the following form:
(2.7) c>i Φ(t) = z
>
i BΦ(t) + e
>
i Φ(t).
Multiplying both sides of equation (2.7) from the right by Φ>(t) and integrating with respect to the
function support T yields:
c>i Φ(t)Φ
>(t) = z>i BΦ(t)Φ
>(t) + e>i Φ(t)Φ
>(t)∫
T
c>i Φ(t)Φ
>(t)dt =
∫
T
z>i BΦ(t)Φ
>(t)dt +
∫
T
e>i Φ(t)Φ
>(t)dt
c>i ζφ = z
>
i Bζφ + e
>
i ζφ
ci = B>zi + ei,(2.8)
since ζφ is nonsingular. For (2.8), the probability density function is given by
f (Yi|Xi;θ) = 1
(2pi)K/2 |Σ|1/2
exp
{
−1
2
(
ci − B>zi
)>
Σ−1/2
(
ci − B>zi
)}
,
where θ = (B,Σ) is the parameter vector. Denote the penalized log-likelihood function by `λ(θ),
`λ(θ) =
N
∑
i=1
ln f (Yi|Xi;θ)− N2 trace
{
B> (ΛM Ω)
}
,
where ΛM = λMλ>M with λM =
(√
λ11
>
K1,x , · · · ,
√
λM1
>
KM,X
)
is a
(
∑Mm=1 Km,X
)
×
(
∑Mm=1 Km,X
)
dimensional matrix of penalty parameters, Ω is a positive semi-definite matrix, and  denotes the
Hadamard product. The penalized maximum likelihood estimator of θ, θ̂ =
(
B̂, Σ̂
)
is obtained by
equating the derivatives of the penalized log-likelihood function with respect to θ = (B,Σ) to 0,
vec(B̂) =
(
Σ̂−1 ⊗ Z>Z + NIKY ⊗ (ΛM Ω)
)−1 (
Σ̂−1 ⊗ Z>
)
vec(C)(2.9)
Σ̂ =
1
N
(
C− ZB̂
)> (
C− ZB̂
)
.
Finally, the penalized maximum likelihood estimator of C is obtained as:
vec
(
Ĉ
)
= vec
(
ZB̂
)
=
(
IKY ⊗ Z
) (
Σ̂−1 ⊗ Z>Z + NIKY ⊗ (ΛM Ω)
)−1 × (Σ̂−1 ⊗ Z>) vec(C).
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As stated above, the LS method estimates the coefficient matrix B̂ by minimizing the integrated
sum of squares of the differences between the observed and fitted functions. It works well in certain
circumstances; however, it produces unstable estimates when the data have degenerate structures (see
also Matsui et al., 2009). Also, because of the ill-posed nature of the function-on-function regression
model, the LS method encounters a singular matrix problem when a large number of functional
predictors are included in the model. Compared with the LS, the MPL produces stable estimates for
the coefficient matrix B̂. However, it is computationally more intensive than the LS method.
The performance of this method is based on the penalty parameters, and thus an information
criterion is needed to select the best overall model. The information criterion techniques mentioned
in Section 2.4 are used to evaluate the model selection in both LS and MPL methods.
2.4 Model selection criteria
This section briefly describes the information criteria considered to determine the optimal number of
basis functions and roughness parameter as well as to select the best approximating model.
The GBIC is proposed by Konishi et al. (2004) by extending the usual Bayesian information criterion
to select the optimal penalty parameter as well as to evaluate estimated models as follows:
GBIC = −2
N
∑
i=1
ln f
(
Yi|Xi; θˆ
)
+ Ntrace
{
B> (ΛM Ω)B
}
+ (r + Kq) ln N − (r + Kq) ln (2pi)
− K ln |ΛM Ω|+ + ln |Rλ
(
θˆ
)
|,
where q = p− rank (Ω), p = ∑m Km,X , r = KY (KY + 1) /2 and
Rλ
(
θˆ
)
=
1
N
N
∑
i=1
∂2
∂θ∂θ>
{
ln f (Yi|Xi; θ)− 12trace
{
B> (ΛM Ω)B
}}
.
The GIC of Konishi and Kitagawa (2008) evaluates the estimated models in a following way:
GIC = −2
N
∑
i=1
ln f
(
Yi|Xi; θˆ
)
+ 2trace
{
Rλ
(
θˆ
)−1
Qλ
(
θˆ
)}
,
where
Qλ
(
θˆ
)
=
N
∑
i=1
∂
∂θ
{
ln f (Yi|Xi; θ)− 12trace
{
B> (ΛM Ω)B
}} ∂
∂θ>
ln f (Yi|Xi; θ) .
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The MAIC of Fujikoshi and Satoh (1997) is used to select the best estimated model as follows:
MAIC = −2
N
∑
i=1
ln f (Yi|Xi; θ) + 2trace (Sλ) ,
where Sλ =
(
Σ̂−1 ⊗ Z>Z + NIKY ⊗ (ΛM Ω)
)−1 (
Σ̂−1 ⊗ Z>
)
. The only problem related to the use
of MAIC may be the theoretical justificiation of the bias-correction terms in the MAIC since the usual
Akaike information criterion includes only models estimated by the ML (Matsui et al., 2009).
The GCV proposed by Craven and Wahba (1979) is as follows:
GCV =
trace
{
(C− ZB)> (C− ZB)
}
NK (1− trace (Sλ) / (NK))2
Compared with other information criteria, the GCV is computationally expensive.
2.5 Bootstrapping
In functional linear models, estimating the variability associated with the predicted response functions
and constructing their confidence intervals are of great interest. However, calculating the asymptotic
variance is even more difficult than in standard regression settings. The nonparametric bootstrap
method is a frequently used technique to overcome this difficulty. For example, in a nonparametric
functional regression, Ferraty and Vieu (2011) used a bootstrap technique based on the residuals to
construct the confidence interval of the regression function. To construct the bootstrap confidence
interval for the response function, we assume that the regression model has the probability structure
given by (2.7). Denote the N sets of coefficient matrices as G =
(
C>, Z>
)
for the response and
predictor functions. Herein, we use a case-resampling method in which there are two sources of errors
that must be taken into account when constructing the confidence interval: smoothing errors si (t) =
Yi(t) − ∑KYk=1 bikκk(t), where ∑
KY
k=1 bikκk(t) denotes the approximated response function by a pre-
determined basis and the number of basis functions KY , and predicted model errors 
p
i (t) = Yi(t)−
Ŷi(t). Let {s(t)} =
{
(s1(t))
>, · · · , (sN(t))>
}
and {p(t)} = {(p1(t))>, · · · , (pN(t))>} denote the
error matrices. Then, the following algorithm is used to calculate the confidence interval for the
response function.
Step 1. Obtain a bootstrap resample G∗ =
(
C∗>, Z∗>
)
by sampling with replacement from G.
Step 2. Calculate the bootstrap LS and MPL estimates, B̂∗, using (2.6) and (2.9), respectively.
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Step 3. Draw bootstrap samples s∗(t) and p∗(t) from s(t) and p(t), respectively.
Step 4. Obtain the fitted response functions as Ŷ∗(t) = Z∗B̂∗Φ(t) + s∗(t) + p∗(t).
Step 5. Repeat steps 1-4 B times to obtain bootstrap replicates of the fitted response functions
{Ŷ∗,1(t), · · · , Ŷ∗,B(t)}.
Let Qαi (t) denote the α
th quantile of the generated B sets of bootstrap replicates of the fitted re-
sponse function Ŷ∗i (t). Then we obtain the 100(1− α)% bootstrap confidence interval for Yi(t) as[
Qα/2i (t), Q
1−α/2
i (t)
]
.
3 Numerical results
Through Monte Carlo simulations, we present the finite sample performance of three basis func-
tions (Fourier, B-spline, and Gaussian), two estimation methods (LS and MPL), and four roughness
parameter selection and model evaluation criteria (GBIC, GIC, MAIC, and GCV). Throughout the
simulations, we consider the simple functional regression model {(Yi(t),Xi(s)) ; s ∈ S, t ∈ T }:
Yi(t) = β0(t) +
∫
T
Xi(s)β1(s, t)ds + ei(t), i = 1, · · · , N,
where N = 25, 50 and 100 sets of functional variables are considered. For the data-generating process,
we consider three cases: Case-I, where both the functional response and functional predictor have
a non-periodic structure; Case-II, where the functional response has a periodic structure and the
functional predictor has a non-periodic structure; and Case-III, where both functional variables have
a periodic structure.
For all cases, the number of basis functions is fixed at K = 10 to compare the performances of the
smoothing methods under the same conditions. The generated data are converted into a functional
form using the smoothing methods noted above. The LS and MPL methods are applied to estimate
the model from the data, and four model selection criteria are used to evaluate these estimated models.
The number of Monte Carlo simulations is set to MC = 500. For each simulation replication, the
average mean squared error (AMSE) is defined as:
AMSE =
N
∑
i=1
(
Yi(t)− Ŷi(t)
)2
/N.
To construct confidence intervals for the generated response functions, B = 500 bootstrap simulations
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are performed and α is set to 0.05 to obtain 95% pointwise confidence intervals. To compare the
smoothing techniques for each response function, we calculate the bootstrap coverage probability
(CPi), length of confidence interval (widthi), and the interval score (scorei) as follows:
CP =
1
MC
MC
∑
i=1
1
{
Qα/2i (t) ≤ ηi(t) ≤ Q1−α/2i (t)
}
widthi =
J
∑
j=1
(
Q1−α/2ij (t)−Qα/2ij (t)
)
scorei =
1
J
J
∑
j=1
{(
Q1−α/2ij (t)−Qα/2ij (t)
)
+
2
α
(
Qα/2ij (t)− ηi(t)
)
1
{
ηi(t) < Qα/2ij (t)
}
+
2
α
(
ηi(t)−Q1−α/2ij (t)
)
1
{
ηi(t) > Q1−α/2ij (t)
}}
,
where 1{·} denotes the indicator function.
The figures plotted in this section have been relegated to the Appendix (Section 5) to make this
section more readable.
3.1 Case-I
The data points for the response and predictor variables are generated as:
• For j = 1, · · · , 50, the predictor is generated using the following process:
Xij = νi(sj) + eij,
where eij ∼ N(0, 1) and sj ∼ Uniform(−1, 1). The term νi(s) is generated as:
νi(s) = 2 exp(a1,is) sin(pis2)/a1,i + a2,i cos(pis),
where a1,i ∼ N(2, 0.022) and a2,i ∼ N(−3, 0.032).
• For the response variable, the design points are generated as:
Yij = υi(tj) + eij,
where eij ∼ N(0, 1) and tj ∼ Uniform(−1, 1). υi(t) is generated as υi(t) = ηi(t) + εi where
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ηi(t) = 2a21,i sin(pit
2) + 2a2,i cos(pit2) with the same a1 and a2 as in the predictor variable, and
ε follows a multivariate normal distribution with mean 0 and variance-covariance matrix
Σ = [(0.5|k−l|)ρ]k,l. Four different ρ values are considered: ρ = [0.5, 1, 2, 4]. Herein, the
parameter ρ can be considered to noise-to-signal ratio; the smoothing methods are expected to
perform less effectively at a higher noise-to-signal ratio.
For this case, graphical displays of the generated data and related smooth functions obtained via
the three basis functions, as well as an example of the constructed bootstrap confidence intervals are
presented in Appendix A.1.
The obtained results are reported in Table 1. Note that the values given in brackets are the
estimated standard errors for the calculated performance metrics.
Table 1: Simulation results: Average performance metrics (Case-I).
ρ Basis Method Metric GCV GIC MAIC GBIC
0.5 Gaussian LS AMSE 12.3265 (2.6624) 11.4823 (1.6106) 11.9778 (2.2182) 18.6575 (8.2373)
CP 0.9179 (0.0178) 0.9120 (0.0189) 0.9140 (0.0178) 0.9278 (0.0159)
width 17.4999 (0.0422) 17.4918 (0.0403) 17.4946 (0.0429) 17.6609 (0.0481)
score 5.9121 (0.2317) 5.9034 (0.2213) 5.9078 (0.2238) 5.9802 (0.2606)
MPL AMSE 12.1907 (2.7728) 11.2973 (1.7616) 11.8369 (2.3623) 18.6797 (8.3906)
CP 0.9116 (0.0170) 0.9089 (0.0215) 0.9110 (0.0178) 0.9248 (0.0160)
width 17.4775 (0.0421) 17.4671 (0.0400) 17.4691 (0.0433) 17.6394 (0.0484)
score 5.8762 (0.2285) 5.8738 (0.2195) 5.8730 (0.2207) 5.9539 (0.2561)
B-spline LS AMSE 11.7764 (3.0730) 10.7497 (1.5801) 11.3308 (2.5519) 11.1945 (2.4353)
CP 0.9147 (0.0162) 0.9130 (0.0180) 0.9124 (0.0177) 0.9110 (0.0195)
width 17.4630 (0.0424) 17.4438 (0.0405) 17.4558 (0.0423) 17.4520 (0.0407)
score 5.8813 (0.2301) 5.8638 (0.2252) 5.8610 (0.2216) 5.8621 (0.2228)
MPL AMSE 11.7758 (3.0730) 10.7494 (1.5800) 11.3303 (2.5519) 11.1945 (2.4353)
CP 0.9142 (0.0176) 0.9115 (0.0193) 0.9135 (0.0183) 0.9107 (0.0191)
width 17.4628 (0.0409) 17.4449 (0.0413) 17.4556 (0.0415) 17.4509 (0.0408)
score 5.8791 (0.2284) 5.8651 (0.2232) 5.8657 (0.2227) 5.8600 (0.2225)
Fourier LS AMSE 17.2901 (1.2974) 17.2901 (1.2967) 17.2901 (1.2974) 17.4412 (1.4333)
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CP 0.9161 (0.0183) 0.9174 (0.0189) 0.9169 (0.0198) 0.9199 (0.0191)
width 17.6876 (0.0442) 17.6889 (0.0433) 17.6882 (0.0445) 17.6867 (0.0443)
score 6.0575 (0.2078) 6.0570 (0.2060) 6.0537 (0.2076) 6.0677 (0.2078)
MPL AMSE 17.2901 (1.2974) 17.2901 (1.2967) 17.2901 (1.2974) 17.4407 (1.4333)
CP 0.9192 (0.0194) 0.9195 (0.0170) 0.9161 (0.0188) 0.9176 (0.0177)
width 17.6853 (0.0436) 17.6895 (0.0445) 17.6891 (0.0430) 17.6873 (0.0439)
score 6.0549 (0.2066) 6.0585 (0.2060) 6.0543 (0.2056) 6.0677 (0.2078)
1 Gaussian LS AMSE 15.0139 (9.5717) 13.4454 (2.2136) 13.9274 (3.2014) 20.0004 (10.1121)
CP 0.9373 (0.0157) 0.9331 (0.0166) 0.9359 (0.0150) 0.9429 (0.0149)
width 18.3528 (0.0435) 18.3269 (0.0412) 18.3329 (0.0430) 18.4607 (0.0465)
score 6.6440 (0.2830) 6.6277 (0.2496) 6.6277 (0.2494) 6.7719 (0.3179)
MPL AMSE 15.4397 (9.8959) 13.8643 (2.3770) 14.3338 (3.4484) 20.6246 (10.3833)
CP 0.9356 (0.0166) 0.9319 (0.0176) 0.9324 (0.0157) 0.9416 (0.0139)
width 18.3174 (0.0467) 18.2907 (0.0433) 18.2990 (0.0418) 18.4271 (0.0469)
score 6.5990 (0.2850) 6.5854 (0.2476) 6.5848 (0.2504) 6.7305 (0.3184)
B-spline LS AMSE 13.2939 (3.7424) 12.5298 (2.8052) 12.7804 (3.1652) 12.4539 (2.6479)
CP 0.9330 (0.0154) 0.9306 (0.0146) 0.9338 (0.0147) 0.9336 (0.0187)
width 18.2887 (0.0377) 18.2758 (0.0389) 18.2785 (0.0400) 18.2711 (0.0396)
score 6.6062 (0.2560) 6.5823 (0.2472) 6.5908 (0.2525) 6.5806 (0.2496)
MPL AMSE 13.2930 (3.7425 ) 12.5290 (2.8053) 12.7796 (3.1653) 12.4539 (2.6479)
CP 0.9330 (0.0160) 0.9338 (0.0142) 0.9313 (0.0163) 0.9332 (0.0160)
width 18.2878 (0.0408) 18.2752 (0.0401) 18.2804 (0.0384) 18.2687 (0.0429)
score 6.6076 (0.2561) 6.5810 (0.2515) 6.5878 (0.2531) 6.5787 (0.2485)
Fourier LS AMSE 22.5813 (1.7323) 22.5603 (1.7293) 22.5803 (1.7325) 23.2732 (3.0764)
CP 0.9387 (0.0142) 0.9382 (0.0136) 0.9373 (0.0146) 0.9391 (0.0140)
width 18.6029 (0.0422) 18.6064 (0.0415) 18.6028 (0.0410) 18.6109 (0.0430)
score 6.8164 (0.2380) 6.8172 (0.2337) 6.8169 (0.2376) 6.8345 (0.2391)
MPL AMSE 22.5813 (1.7323) 22.5603 (1.7293) 22.5803 (1.7325) 23.2724 (3.0764)
CP 0.9371 (0.0139) 0.9383 (0.0139) 0.9402 (0.0159) 0.9387 (0.0151)
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width 18.6032 (0.0431) 18.6062 (0.0419) 18.6016 (0.0410) 18.6122 (0.0433)
score 6.8148 (0.2337) 6.8167 (0.2310) 6.8159 (0.2365) 6.8335 (0.2377)
2 Gaussian LS AMSE 16.8402 (4.8670) 16.0597 (4.1472) 16.4771 (4.6607) 24.8920 (10.3739)
CP 0.9605 (0.0125) 0.9593 (0.0137) 0.9601 (0.0129) 0.9676 (0.0108)
width 19.5171 (0.0452) 19.5113 (0.0475) 19.6679 (0.0466) 19.5130 (0.0482)
score 7.5505 (0.2306) 7.5378 (0.2074) 7.5370 (0.2154) 7.7720 (0.3487)
MPL AMSE 16.2248 (5.0129) 15.3785 (4.2993) 15.8208 (4.8083) 24.5539 (10.6644)
CP 0.9591 (0.0109) 0.9593 (0.0145) 0.9659 (0.0119) 0.9600 (0.0147)
width 19.4854 (0.0444) 19.4771 (0.0463) 19.4806 (0.0462) 19.6341 (0.0495)
score 7.5057 (0.2321) 7.4926 (0.2071) 7.4918 (0.2165) 7.7280 (0.3487)
B-spline LS AMSE 15.5255 (5.4462) 14.1798 (3.4623) 14.5592 (4.0295) 14.6967 (4.5171)
CP 0.9590 (0.0113) 0.9590 (0.0137) 0.9585 (0.0141) 0.9559 (0.0129)
width 19.4576 (0.0478) 19.4379 (0.0494) 19.4435 (0.0456) 19.4397 (0.0476)
score 7.4914 (0.2154) 7.4910 (0.2069) 7.4905 (0.2163) 7.4886 (0.2184)
MPL AMSE 15.5231 (5.4465 ) 14.1781 (3.4624) 14.5573 (4.0295) 14.6966 (4.5170)
CP 0.9598 (0.0133) 0.9592 (0.0133) 0.9596 (0.0121) 0.9584 (0.0144)
width 19.4564 (0.0470) 19.4378 (0.0481) 19.4417 (0.0463) 19.4419 (0.0475)
score 7.4888 (0.2178) 7.4901 (0.2049) 7.4888 (0.2148) 7.4886 (0.2209)
Fourier LS AMSE 22.6742 (1.9884) 22.6093 (1.7653) 22.5457 (1.5752) 24.2863 (5.1498)
CP 0.9589 (0.0132) 0.9592 (0.0140) 0.9596 (0.0132) 0.9590 (0.0142)
width 19.7074 (0.0445) 19.7103 (0.0435) 19.7095 (0.0444) 19.7295 (0.0461)
score 7.7047 (0.2003) 7.7038 (0.1995) 7.7028 (0.2025) 7.7172 (0.2113)
MPL AMSE 22.6737 (1.9884) 22.6092 (1.7653) 22.5456 (1.5752) 24.2845 (5.1499)
CP 0.9579 (0.0136) 0.9586 (0.0146) 0.9605 (0.0145) 0.9605 (0.0147)
width 19.7104 (0.0438) 19.7119 (0.0435) 19.7096 (0.0455) 19.7277 (0.0440)
score 7.7031 (0.1989) 7.7072 (0.1991) 7.7006 (0.2008) 7.7149 (0.2084)
4 Gaussian LS AMSE 26.9477 (14.6018) 23.3340 (7.2316) 24.8102 (8.7881) 42.3500 (12.3765)
CP 0.9790 (0.0146) 0.9792 (0.0143) 0.9823 (0.0136) 0.9857 (0.0115)
width 21.7015 (0.0995) 21.6777 (0.0996) 21.6754 (0.1019) 21.8960 (0.1033)
score 9.2127 (0.2526) 9.1998 (0.2468) 9.1962 (0.2405) 9.4311 (0.2753)
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MPL AMSE 25.7649 (16.2824) 21.5729 (7.8746) 23.3009 (9.5613) 42.5390 (13.5095)
CP 0.9805 (0.0163) 0.9767 (0.0145) 0.9780 (0.0161) 0.9865 (0.0106)
width 21.6612 (0.1088) 21.6329 (0.1037) 21.6335 (0.1071) 21.8466 (0.1048)
score 9.1597 (0.2510) 9.1414 (0.2444) 9.1412 (0.2395) 9.3671 (0.2714)
B-spline LS AMSE 20.8527 (7.2445) 20.1549 (5.4145) 20.8963 (7.2521) 24.4487 (11.6453)
CP 0.9755 (0.0170) 0.9765 (0.0159) 0.9784 (0.0175) 0.9796 (0.0163)
width 21.5770 (0.1026) 21.5840 (0.1010) 21.5806 (0.1025) 21.6134 (0.1015)
score 9.1347 (0.2493) 9.1089 (0.2213) 9.1116 (0.2271) 9.1513 (0.2474)
MPL AMSE 20.8461 (7.2449) 20.1516 (5.4149) 20.8915 (7.2526) 24.4486 (11.6451)
CP 0.9771 (0.0156) 0.9769 (0.0145) 0.9771 (0.0145) 0.9788 (0.0159)
width 21.5777 (0.1027) 21.5843 (0.1037) 21.5813 (0.1016) 21.6148 (0.0979)
score 9.1327 (0.2465) 9.1087 (0.2218) 9.1081 (0.2247) 9.1487 (0.2540)
Fourier LS AMSE 30.1646 (3.4746) 29.8787 (2.2884) 29.8964 (2.3014) 33.9865 (9.9590)
CP 0.9751 (0.0170) 0.9763 (0.0149) 0.9761 (0.0132) 0.9751 (0.0180)
width 21.8285 (0.0986) 21.8360 (0.0997) 21.8332 (0.1045) 21.8668 (0.1040)
score 9.3395 (0.2197) 9.3445 (0.2180) 9.3392 (0.2183) 9.4050 (0.2525)
MPL AMSE 30.1641 (3.4743) 29.8784 (2.2884) 29.8963 (2.3013) 33.9815 (9.9589)
CP 0.9738 (0.0142) 0.9725 (0.0169) 0.9738 (0.0161) 0.9759 (0.0172)
width 21.8305 (0.0998) 21.8345 (0.0993) 21.8356 (0.1030) 21.8687 (0.1073)
score 9.3409 (0.2167) 9.3395 (0.2179) 9.3401 (0.2164) 9.4047 (0.2484)
Our records show that:
• The LS and MPL methods tend to produce similar AMSE values for all basis functions and
model evaluation criteria.
• The largest and smallest AMSE values, respectively, are produced when the Fourier and B-spline
basis functions are used to smooth the generated data.
• The largest and smallest AMSE values, respectively, are generally produced when GBIC and
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GIC are used to control the roughness parameter and evaluate the estimated model.
• Compared with GCV, GIC, and MAIC, the AMSE values of the LS and MPL are more affected by
the variance parameter ρ when GBIC is used to control the roughness parameter and evaluate
the model. For example, when ρ is increased from 0.5 to 4 and the Gaussian basis is used to
smooth the data, the AMSE values of the estimation methods increase by about 14, 11, 12, and
23 units when GCV, GIC, MAIC, and GBIC are used as information criterion, respectively. From
the same perspective, the results show that, between Gaussian and Fourier bases, the AMSE
values of the estimation methods are less affected by ρ when the B-spline basis is used to smooth
the data. For instance, when ρ increases from 0.5 to 4, the AMSE values of the LS and MPL
increase by about 14, 9, and 12 units, respectively, when Gaussian, B-spline and Fourier bases
are used to smooth the data and GCV is used as the information criterion.
• The proposed bootstrap method produces similar coverage probabilities, lengths of confidence
intervals and interval scores for all estimation methods and information criteria considered. It
produces coverage probabilities close to the customarily nominal confidence level (1− α) = 95%
when the variance parameter ρ = 1 and ρ = 2, while coverage probabilities are observed away
from this nominal level for other ρ values.
3.2 Case-II and Case-III
For Case-II, the observations of the functional response and predictor variables are generated using
the following processes:
Yij = 15+ cos(pi j/12) + 2(a1,i + a2,i) + eij
Xij = (15+ sin(pi j/12) + 2(a1,i + a2,i)) /(2 exp(a1,i)) + a2,i + eij,
where eij ∼ N(0, 0.52), a1,i ∼ N(0, 0.11), and a2,i ∼ N(0, 0.022). For Case-III, the observations of the
functional response variable are generated as for Case-II. In contrast, for the functional predictor, the
following process is employed to generate the observations:
Xij = 15+ sin(pi j/12) + 2(a1,i + a2,i) + a2,i + eij.
For both Case-II and Case-III, an example of the observed data is presented in Appendix A.2. We
also show the noise and fitted smooth functions for the generated response and predictor variables.
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The calculated average performance metrics for these two cases are presented in Table 2. The results
demonstrate that:
• Both estimation methods (LS and MPL) produce similar AMSE values for all basis functions
and model evaluation criteria, as in Case-I.
• The smallest AMSE values are, in general, produced when GCV and MAIC are used to control
the roughness parameter and evaluate the estimated model. On the other hand, the largest
AMSE values are produced when GBIC is used as the information criterion.
• The largest and smallest AMSE values, respectively, are produced when the Fourier and Gaus-
sian basis functions are used to smooth the generated data.
• The proposed bootstrap method produces similar coverage probabilities, lengths of confidence
intervals and interval scores for all estimation and smoothing methods (except GBIC). When
GBIC is used as the information criterion, estimation accuracy deteriorates and the bootstrap
method produces coverage probabilities far from the nominal confidence level (1− α) = 95%
for both cases.
Table 2: Simulation results: Average performance metrics (Case-II and Case-III).
Case Basis Method Metric GCV GIC MAIC GBIC
1 Gaussian LS AMSE 0.6258 (0.0861) 0.7043 (0.0827) 0.6286 (0.0853) 23.0925 (8.2623)
CP 0.9975 (0.0230) 0.9961 (0.0307) 0.9961 (0.0292) 0.9993 (0.0051)
width 9.9880 (0.4369) 10.0556 (0.4321) 9.9896 (0.4367) 12.2777 (0.9861)
score 1.9995 (0.0425) 2.0240 (0.0423) 1.9991 (0.0420) 3.0324 (0.3896)
MPL AMSE 0.6252 (0.2897) 0.7043 (0.0827) 0.6262 (0.2826) 23.0775 (8.3374)
CP 0.9961 (0.0261) 0.9954 (0.0327) 0.9967 (0.0240) 0.9997 (0.0025)
width 9.9838 (0.4447) 10.0541 (0.4315) 9.9855 (0.4451) 12.1602 (1.1058)
score 1.9940 (0.0485) 2.0240 (0.0418) 1.9965 (0.0481) 2.9250 (0.4005)
B-spline LS AMSE 0.6585 (0.1021) 0.7047 (0.0822) 0.6642 (0.0892) 23.3336 (6.9270)
CP 0.9957 (0.0332) 0.9954 (0.0343) 0.9948 (0.0379) 0.9997 (0.0025)
width 10.0245 (0.4315) 10.0547 (0.4345) 10.0245 (0.4318) 12.3287 (0.8601)
score 2.009 (0.0410) 2.0241 (0.0427) 2.0110 (0.0403) 3.0484 (0.3235)
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MPL AMSE 0.6581 (0.3454) 0.7047 (0.0822) 0.6666 (0.2840) 23.2187 (6.9810)
CP 0.9957 (0.0317) 0.9954 (0.0343) 0.9944 (0.0361) 0.9997 (0.0025)
width 9.9934 (0.4398) 10.0511 (0.4304) 10.0000 (0.4397) 12.0905 (0.9283)
score 2.0010 (0.0495) 2.0241 (0.0411) 2.0050 (0.0485) 2.9425 (0.3363)
Fourier LS AMSE 0.8118 (0.0898) 0.8117 (0.0899) 0.8118 (0.0898) 0.8120 (0.0900)
CP 0.9954 (0.0294) 0.9944 (0.0371) 0.9944 (0.0389) 0.9961 (0.0261)
width 10.0547 (0.4235) 10.0547 (0.4270) 10.0547 (0.4258) 10.0547 (0.4231)
score 2.0234 (0.0416) 2.0251 (0.0415) 2.0234 (0.0422) 2.0244 (0.0413)
MPL AMSE 0.8118 (0.0898) 0.8117 (0.0899) 0.8118 (0.0898) 0.8120 (0.0900)
CP 0.9954 (0.0343) 0.9961 (0.0292) 0.9944 (0.0389) 0.9951 (0.0338)
width 10.0547 (0.4255) 10.0547 (0.4272) 10.0547 (0.4254) 10.0547 (0.4237)
score 2.0242 (0.0422) 2.0242 (0.0419) 2.0242 (0.0418) 2.0253 (0.0414)
2 Gaussian LS AMSE 0.6753 (0.0773) 0.7410 (0.0853) 0.6753 (0.0773) 19.9258 (11.0442)
CP 0.9954 (0.0400) 0.9946 (0.0454) 0.9956 (0.0368) 0.9996 (0.0040)
width 9.9991 (0.4463) 10.0550 (0.4413) 9.9985 (0.4480) 11.9442 (1.2427)
score 2.0030 (0.0494) 2.0253 (0.0469) 2.0028 (0.0497) 2.8839 (0.5187)
MPL AMSE 0.6753 (0.0773) 0.7410 (0.0853) 0.6753 (0.0773) 19.6615 (11.0730)
CP 0.9968 (0.0284) 0.9938 (0.0523) 0.9948 (0.0433) 1.0000 (0.0000)
width 9.9986 (0.4456) 10.0562 (0.4419) 9.9990 (0.4485) 11.8229 (1.3469)
score 2.0027 (0.0486) 2.0259 (0.0478) 2.0032 (0.0485) 2.7796 (0.5384)
B-spline LS AMSE 0.7084 (0.0822) 0.7424 (0.0854) 0.7084 (0.0822) 21.6790 (9.0010)
CP 0.9946 (0.0426) 0.9944 (0.0463) 0.9948 (0.0460) 1.0000 (0.0000)
width 10.0231 (0.4421) 10.0559 (0.4433) 10.0261 (0.4413) 12.1490 (1.0387)
score 2.0124 (0.0481) 2.0258 (0.0477) 2.0137 (0.0481) 2.9734 (0.4175)
MPL AMSE 0.7084 (0.0822) 0.7424 (0.0854) 0.7084 (0.0822) 21.4825 (9.0272)
CP 0.9948 (0.0393) 0.9950 (0.0447) 0.9944 (0.0435) 0.9998 (0.0020)
width 10.0246 (0.4420) 10.0576 (0.4414) 10.0245 (0.4427) 11.9274 (1.1166)
score 2.0131 (0.0479) 2.0264 (0.0469) 2.0131 (0.0476) 2.8700 (0.4350)
Fourier LS AMSE 0.8425 (0.0905) 0.8424 (0.0905) 0.8425 (0.0905) 0.8425 (0.0905)
CP 0.9946 (0.0453) 0.9964 (0.0364) 0.9948 (0.0361) 0.9966 (0.0292)
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width 10.0557 (0.4351) 10.0552 (0.4345) 10.0567 (0.4342) 10.0569 (0.4346)
score 2.0257 (0.0478) 2.0254 (0.0484) 2.0260 (0.0477) 2.0262 (0.0480)
MPL AMSE 0.8425 (0.0905) 0.8424 (0.0905) 0.8425 (0.0905) 0.8425 (0.0905)
CP 0.9960 (0.0301) 0.9954 (0.0410) 0.9958 (0.0358) 0.9948 (0.0448)
width 10.0559 (0.4341) 10.0561 (0.4348) 10.0572 (0.4354) 10.0566 (0.4340)
score 2.0258 (0.0474) 2.0261 (0.0479) 2.0260 (0.0476) 2.0253 (0.0479)
Overall, the results presented in Tables 1 and 2 demonstrate that the combination of basis function
and information criterion of B-spline-GIC in general performs better in terms of AMSE values when
both the response and predictor functions have a non-periodic structure. On the other hand, when
the response and/or predictor functions have a periodic structure, the Gaussian basis with GCV
(or MAIC) tend to produce lower AMSE values than other basis function-information criterion
combinations. Checking the details of the simulation results (not presented here) shows that the
GBIC tends to produce positive-larger λ values than other information criteria. Thus, both estimation
methods have their worst performances when GBIC is used to control the roughness parameter and
evaluate the estimated model.
Moreover, we compare the computing time of the estimation methods considered in this study. The
calculations were carried out using R 3.6.0. on an Intel Core i7 6700HQ 2.6 GHz PC. Our records show
that the MPL requires more computing time than the LS method. For example, we observe that the
LS and MPL methods require the following computing times (in seconds) to estimate the coefficient
matrix B: [LS, MPL] = [1.73, 2.94] when K = 10 and [LS, MPL] = [2.42, 60.40] when K = 40. The
computational time of MPL increases exponentially with increasing K. Note that the interpretation of
the results for N = 25 and 50 are qualitatively similar to those presented in this paper, and can be
obtained on request from the corresponding author.
4 Data analyses
We compare the performance of the smoothing techniques using two empirical data examples. Similar
to Section 3, some figures and tables constructed for the empirical data examples are provided in the
Appendix to make the data analysis section more readable.
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The first dataset is monthly Japanese meteorological data spanning January 1961 to December 2018.
This dataset has six variables-wind power, mean temperature, humidity, vapor pressure, log-sunshine
duration, and global solar radiation-and was collected from 27 meteorological stations across Japan
(see Appendix B.1.1, the data were obtained from the Japanese Meteorological Agency).
The second dataset is North Dakota weekly weather data, for January 2000-December 2018. It
includes three variables-wind power, mean temperature, and global solar radiation-and was collected
from 45 meteorological stations (see Appendix B.2.1; the data were obtained from the North Dakota
Agricultural Weather Network Center).
4.1 Japanese monthly meteorological data
The data are averaged for each meteorological variable over the whole period. The time series plots
of the averaged monthly meteorological variables for all 27 stations are presented in Appendix B.1.1.
We consider predicting monthly global solar radiation using the remaining five meteorological
variables. For this purpose, the discretely observed data are first converted to functional forms using
the basis functions and information criteria considered in this study. The estimated number of basis
functions K̂ and roughness parameter log10 λ̂ for each basis function and information criterion are
presented in Table 5.
The results indicate that Gaussian and B-spline bases tend to use similar numbers of basis functions;
in general, more than those estimated via Fourier basis functions. Another important finding is that
while the GCV, GIC, and MAIC criteria produce reasonable values for the roughness penalty, the
GBIC tends to have large log10 λ̂ values for all bases. As an example, we present the discrete data
and obtained smooth functions for Abashiri station in Appendix B.1.1, which shows that the smooth
functions produced by all basis functions with GBIC correspond to the standard regression line. For
other information criteria, the smooth functions obtained by all basis functions provide clear pictures
of the discrete data, but the Fourier basis fails to provide satisfactory smooth functions when GCV is
used to smooth the data.
The functional regression model is constructed using the variables of 19 (about 70%) randomly
selected stations, as follows:
Y∗i (t) =
∫
T
X ∗i1(s)β1(s, t) +
∫
T
X ∗i2(s)β2(s, t) +
∫
T
X ∗i3(s)β3(s, t)
+
∫
T
X ∗i4(s)β4(s, t) +
∫
T
X ∗i5(s)β5(s, t) + ei(t), i = 1, · · · , 19.
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Table 3: Estimated number of basis functions and penalty parameters for the Japanese meteorological data.
Variables
Wind Temperature Humidity Vapor Sunshine Solar
Basis Parameter pressure duration radiation
Gaussian
GCV K̂ 10 10 9 10 7 6
λ̂ -0.7070 -2.1212 -2.7272 -2.1212 -0.7070 -2.1212
GIC K̂ 10 10 10 10 10 10
λ̂ -1.1111 -2.9292 -3.7373 -3.3333 -1.7171 -3.1313
MAIC K̂ 10 10 10 10 10 10
λ̂ -1.5151 -2.7272 -3.3333 -2.9292 -1.3131 -2.7272
GBIC K̂ 7 10 10 10 10 10
λ̂ 10.000 10.000 10.000 10.000 10.000 10.000
B-spline
GCV K̂ 10 10 7 10 5 6
λ̂ -0.5050 -2.3232 -3.7373 -2.3232 -0.7070 -2.7272
GIC K̂ 10 10 10 10 10 10
λ̂ -1.5151 -2.9292 -3.3333 -2.9292 -1.1111 -3.1313
MAIC K̂ 10 10 10 10 10 10
λ̂ -1.5151 -3.1313 -3.3333 -2.9292 -0.9090 -3.1313
GBIC K̂ 7 10 10 10 10 10
λ̂ 10.000 10.000 10.000 10.000 10.000 10.000
Fourier
GCV K̂ 6 4 4 6 4 8
λ̂ -1.9191 -3.9595 -5.0909 -3.7979 -2.7272 -2.7272
GIC K̂ 10 8 10 10 10 10
λ̂ -3.3333 -5.4141 -6.0000 -5.2525 3.9393 -4.7676
MAIC K̂ 10 6 10 6 10 10
λ̂ -2.1212 -3.9595 -4.9292 -4.1212 -2.7272 -3.3333
GBIC K̂ 6 7 6 7 7 6
λ̂ 10.000 8.000 8.000 8.000 10.000 10.000
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The model is estimated by the LS and MPL methods, and GCV, GIC, MAIC, and GBIC are used
to select the best model. The estimated models are then used to predict the monthly global solar
radiation functions of the remaining eight (about 30%) stations. In addition, the bootstrap procedure,
introduced in Section 3, is used to construct pointwise confidence intervals for the response functions.
The calculated AMSE values as well as the CP, width, and score values of the constructed bootstrap
confidence intervals for the test stations are reported in Table 4.
Table 4: Estimated AMSE, CP, width, and score values for the Japanese meteorological data.
Basis Method Metric GCV GIC MAIC GBIC
Gaussian LS AMSE 37.5687 30.7033 28.0015 -
CP 0.9791 1.0000 0.9895 -
width 4.5491 5.0223 4.9257 -
score 4.5740 5.0223 4.9630 -
MPL AMSE 23.1697 22.242 21.8954 -
CP 1.0000 0.9475 1.0000 -
width 4.6718 3.9053 3.8362 -
score 4.6718 4.8564 3.8362 -
B-spline LS AMSE 29.8616 29.0738 28.7892 -
CP 0.9166 1.0000 1.0000 -
width 3.9848 4.6923 4.6456 -
score 5.0633 4.6923 4.6456 -
MPL AMSE 25.3246 19.9871 21.6628 -
CP 0.9791 1.0000 1.0000 -
width 3.8774 3.5463 3.5348 -
score 3.9280 3.5463 3.5348 -
Fourier LS AMSE 21.4320 26.9130 27.0450 -
CP 0.9270 0.8645 0.8958 -
width 4.5684 4.4220 3.9565 -
score 6.2928 6.9387 5.9446 -
MPL AMSE 20.5456 25.9475 25.5723 -
CP 1.0000 1.0000 1.0000 -
width 3.5859 2.9766 3.6238 -
score 3.5859 2.9766 3.6238 -
The results indicate that the MPL method performs better than the LS method in terms of AMSE
values. Further, both the LS and MPL methods tend to have smaller AMSE values when Gaussian
and B-spline bases are used to smooth the data and MAIC is used to control the roughness parameter.
On the other hand, the Fourier basis function has minimum AMSE values when GCV is used as the
information criterion. For all basis functions and information criteria, in general, the MPL method
produces better coverage probabilities with smaller confidence interval widths and score values than
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those obtained by the LS method. As stated in Section 3, the GBIC tends to produce positive-larger
λ values compared with other information criteria. Thus, for the Japanese meteorological data, all
the methods fail to fit the response functions for all stations when GBIC is used as the information
criterion. Therefore, these results are not reported in Table 4. As an example, we provide the observed
and predicted smooth functions, as well as their bootstrap confidence intervals for a test station
(Abashiri) in Appendix B.1.1.
4.2 North Dakota weekly weather data
All three variables in the weekly weather data (wind power, mean temperature, and global solar
radiation) are averaged over the whole period to construct a functional linear regression model, and
the time series plots of the averaged variables are given in Appendix B.2.1.
As for the monthly Japanese meteorological data, we consider predicting global solar radiation but
use only the wind and temperature variables. The data are smoothed using the smoothing techniques
and the estimated K̂ and log10 λ̂ values are reported in Table 5.
Our results indicate that all variables are well smoothed by all smoothing techniques. The
difference between the three smoothing methods is that only the Fourier basis produces different
smooth functions for the wind variable, since it uses a smaller number of basis functions compared
with the other two bases; for an example, see Appendix B.2.1.
For these data, the functional regression model is constructed using 32 (about 70%) randomly
selected stations, and the estimated model is used to predict the global solar radiation functions of
the remaining 13 (30%) stations. The regression model is:
Y∗i (t) =
∫
T
X ∗i1(s)β1(s, t) +
∫
T
X ∗i2(s)β2(s, t) + ei(t), i = 1, . . . , 32.
The calculated AMSE, Cp, width, and score values for the test stations are presented in Table 6.
The results demonstrate that in general, the MPL method gives significantly smaller AMSE values
compared with LS. For both methods, the minimum AMSE values are obtained when Gaussian and
B-spline bases are used with GIC and GBIC. Additionally, they achieve the minimum AMSE values for
the Fourier basis when GBIC is used to control the roughness parameter. For the proposed bootstrap
method, the results show that MPL performs better compared with the LS method, because of the
smaller score values. An example of the observed and smooth functions with bootstrap confidence
intervals for a test station (Perley) is presented in Appendix B.2.1.
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Table 5: Estimated number of basis functions and penalty parameters for the weekly North Dakota weather
data.
Parameter Variables
Basis Wind Temperature Solar radiation
Gaussian
GCV K̂ 11 15 17
λ̂ -1.8367 -4.2244 -2.6530
GIC K̂ 11 14 11
λ̂ -1.4489 -4.0612 -4.2244
MAIC K̂ 12 17 17
λ̂ -1.4489 -4.2857 -2.6530
GBIC K̂ 8 8 8
λ̂ -2.4897 -4.2857 -3.4693
B-spline
GCV K̂ 11 18 13
λ̂ -1.8367 -3.0612 -3.4693
GIC K̂ 11 14 11
λ̂ -1.1020 -3.4081 -3.5306
MAIC K̂ 14 18 13
λ̂ -1.4285 -3.4693 -3.4693
GBIC K̂ 8 8 8
λ̂ -2.6530 -3.8775 -3.8775
Fourier
GCV K̂ 6 10 10
λ̂ -3.8775 -5.3673 -5.0408
GIC K̂ 6 12 10
λ̂ -3.8775 -5.3673 -5.3673
MAIC K̂ 6 12 10
λ̂ -3.8775 -5.2244 -5.0408
GBIC K̂ 5 5 5
λ̂ -3.8775 -5.5714 -5.3673
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Table 6: Estimated AMSE, CP, width, and score values for the weekly weather data.
Basis Method Metric GCV GIC MAIC GBIC
Gaussian LS AMSE 55.8492 11.5813 52.4646 6.9929
CP 0.5236 1.0000 0.8210 1.0000
width 1.6406 4.4631 2.4585 1.8937
score 12.8549 4.4631 6.6600 1.8937
MPL AMSE 20.4993 6.9023 20.3555 6.9925
CP 0.8757 0.9940 0.9792 0.9142
width 1.6705 3.3114 2.2852 0.9704
score 4.1828 3.3371 2.5640 1.4067
B-spline LS AMSE 53.6537 13.2212 60.3397 7.3205
CP 0.9526 1.0000 0.4940 1.0000
width 3.1772 4.7176 1.5884 2.2696
score 4.1575 4.7176 16.4699 2.2696
MPL AMSE 11.6453 10.2249 18.7197 7.3183
CP 1.0000 0.9778 1.0000 0.9230
width 3.3167 3.2021 2.9493 0.8677
score 3.3167 3.2729 2.9493 1.0461
Fourier LS AMSE 13.9520 16.7243 15.6946 5.2677
CP 1.0000 1.0000 1.0000 1.0000
width 4.5172 3.4071 6.6162 3.3116
score 4.5172 3.4071 6.6162 3.3116
MPL AMSE 16.1774 16.7240 7.2028 5.2677
CP 0.9215 1.0000 0.9822 1.0000
width 2.8325 3.4175 3.1534 3.3299
score 3.6245 3.4175 3.2197 3.3299
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Overall, the results of our real-data examples indicate that the performances of the LS and
MPL methods differ according to the choice of basis function and the pre-determined number of
basis functions/smoothing parameter λ. There is no unique basis function/information criterion
combination that achieves the most accurate model estimate. However, the results show that, in
general, the MPL method outperforms LS, in genral, the estimation methods tend to produce their
best performances when GIC is used to control the roughness parameter and evaluate the model for
the first real-data example, while, for the second real-data example, they have their best performances
when GBIC is used as the information criterion. Moreover, for the second dataset, the estimation
methods generally have their second-best performances when GIC is used as the information criterion.
Compared with GBIC, the LS and MPL produce more consistent results when GIC is used as the
information criterion. Therefore, the results of our real-data examples suggest MPL as the estimation
method and GIC as the information criterion. However, no clear result emerges for the choice of basis
function.
5 Conclusion
Many applications involve observing functional data in a graphical representation of curves that are
sampled over a continuum measure. This motivates the development of FDA smoothing techniques
for visualizing and analyzing such data. In particular, the function-on-function linear model is a
frequently used technique in many applied scientific areas to explore the relationships between the
functional response and predictors. However, the accuracy of these models is based on several factors,
such as an optimal choice of basis function and corresponding roughness parameter, estimation
method, and model evaluation criterion.
In this study, we compare several smoothing techniques to demonstrate which basis function,
estimation method and model evaluation criteria are the best suited to the function-on-function
regression model. The comparisons are performed through Monte Carlo simulations and use two
real-data examples. Our results show that the performances of the estimation techniques differ
according to basis function/information criterion selection. The simulation results indicate that,
when both the response and predictor variables have a non-periodic structure, both LS and MPL
methods produce their best performances (in terms of AMSE values) when a B-spline-GIC basis
function-information criterion combination is used to smooth the data and control the roughness
parameter/evaluate the estimated model. However, when the response and/or predictor functions
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have a periodic structure, the estimation methods have their best performances when a Gaussian-GCV
(or MAIC) basis function-information criterion combination is used. Generally, LS and MPL methods
tend to have a similar performance in the Monte Carlo experiments, although MPL outperforms LS
in empirical data examples. In addition, we proposed a case-resampling-based bootstrap method
to construct a pointwise confidence interval for the response function. All the numerical analyses
considered in this study indicate that the proposed bootstrap method is capable of producing a
reliable confidence interval for the response function.
There are several ways in which the methodology presented can be further extended; we briefly
list two: 1) we consider function-on-function regression, but the performances of the smoothing
techniques can also be extended to scalar-on-function or function-on-scalar regressions; 2) we consider
three commonly used basis functions, but other basis functions, such as the Bernstein polynomial
basis and wavelet basis functions, may also be explored.
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Appendices
A Figures for the simulation studies
A.1 Case-I
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Figure 1: Plots of the generated N sets of discrete data and computed smooth functions when GCV is used to
select the roughness parameter λ.
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Figure 2: Plots of the generated N sets of actual functions (black lines) and their corresponding bootstrap
confidence intervals (gray lines) when ρ = 2. Note, the Gaussian basis is used to smooth the data,
and the LS method is used to estimate the function-on-function regression model. The GCV, GIC,
MAIC, and GBIC criteria are used to control the roughness parameter and evaluate the estimated
model.
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Figure 3: Plots of the generated N sets of discrete data (gray points) and computed smooth functions (black
lines) for Case-II and Case-III when GCV is used to select the roughness parameter λ.
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B Additional figures and tables for the empirical data analyses
B.1 Japanese monthly meteorological data
B.1.1 Figures
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Figure 4: Time series plots of the averaged Japanese meteorological variables.
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(a) GCV
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(b) GIC
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(c) MAIC
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(d) GBIC
Figure 5: Plots of discrete Japanese meteorological variables (black points) and their smooth functions: Gaussian
basis (black lines), B-spline basis (blue lines), and Fourier basis (red lines). The GCV, GIC, MAIC,
and GBIC criteria are used to control the roughness parameter.
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Figure 6: Plots of discrete data (black points), actual smooth functions (black solid lines) and predicted smooth
functions for the Japanese meteorological data; MPL (blue solid lines) and LS (red solid lines);
Gaussian basis (first column), B-spline basis (second column), and Fourier basis (third column). The
dashed lines are the corresponding bootstrap confidence intervals. The GCV, GIC, MAIC, and GBIC
criteria are used to control the roughness parameter and evaluate the estimated model.
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B.1.2 Tables
Table 7: Station names for the Japanese monthly meteorological data.
Station Station Station
Abashiri Kumamoto Oita
Aomori Matsuyama Osaka
Asahikawa Miyazaki Saga
Fukushima Morioka Sapporo
Hikone Nagasaki Sendai
Hiroshima Naha Shimonoseki
Ishigakijima Nara Takamatsu
Kagoshima Naze Wakkanai
Kochi Obihiro Yamagata
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B.2 North Dakota weekly weather data
B.2.1 Figures
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Figure 7: Time series plots of the averaged weekly weather variables.
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Figure 8: Plots of discrete weekly weather variables (black points) and their smooth functions: Gaussian basis
(black lines), B-spline basis (blue lines), and Fourier basis (red lines). The GCV, GIC, MAIC, and
GBIC criteria are used to control the roughness parameter and evaluate the estimated model.
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Figure 9: Plots of discrete data (black points), actual smooth functions (black solid lines), and predicted smooth
functions for the weekly weather data; MPL (blue solid lines) and LS (red solid lines); Gaussian
basis (first row), B-spline basis (second row), and Fourier basis (third row). The dashed lines are the
corresponding bootstrap confidence intervals. The GCV, GIC, MAIC, and GBIC criteria are used to
control the roughness parameter and evaluate the estimated model.
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B.2.2 Tables
Table 8: Station names for the North Dakota weekly weather data.
Station Station Station Station Station
Baker Dickinson Hillsboro Mohall Streeter
Beach Edgeley Hofflund Mooreton Turtle Lake
Bottineau Eldred Humboldt Oakes Warren
Bowman Fargo Jamestown Perley Watford City
Brorson Forest River Langdon Prosper Williston
Cando Galesburg Linton Robinson
Carrington Grand Forks Mandan Rolla
Cavalier Harvey Mayville Sidney
Crary Hazen McHenry St Thomas
Dazey Hettinger Minot Stephen
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