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In this thesis, we introduce new methods for analysing three dimensional surface
texture using high resolution normal fields and apply these to the detection and
assessment of skin conditions in human faces, specifically wrinkles, pores and
acne. The thesis is part of a project sponsored by Unilever with an interest in
applying the outcome of the research to facial skin care product development.
This explains our focus on facial skin conditions.
The main contributions of this thesis are the introduction of three methods of
extracting texture descriptors from high resolution surface orientation fields, a
comparative study of two-dimensional and three-dimensional skin texture anal-
ysis and the collection of an extensive dataset of high resolution 3D facial scans
presenting various skin conditions. The dataset includes human rating judge-
ments on the presence of certain skin conditions.
Computer aided skin condition assessment has been mostly addressed using two
dimensional texture analysis techniques on skin images or coarse geometrical
features extracted from the skin’s three dimensional macro structures. While
the first trend ignores the three dimensional nature characterising most of the
skin conditions, the latter mainly deals with geometrical features that are not
fine enough to capture skin structures at the meso and micro scales.
Advances in three dimensional surface imaging during the last few decades brings
the possibility of capturing human skin’s fine geometrical structures and re-
flectance properties with unprecedented quality and resolution (down to the level
ii
of the pores). The methods proposed in this work aim at leveraging these ad-
vances and revisit the formulation of texture analysis as a three dimensional
problem.
For data collection we set up a Lightstage to capture high resolution facial normal
fields along with reflectance properties. The collected data are photo-realistically
rendered and presented to the general public for annotations indicating the pres-
ence of the studied skin conditions. These constitute the ground truth on which
we apply the proposed methods and learn models for detecting and assessing
facial skin conditions.
We also demonstrate that some of these three dimensional surface texture descrip-
tors can be extended to synthesize highly detailed skin structures and simulate
the studied skin condition on normal faces.
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The main objective of this work is to develop 3D surface texture analysis methods
for classifying facial skin condition such as wrinkles, pores and acne (Figure 1.1).
The project is sponsored by Unilever with an interest in skin care applications,
which justifies our focus on facial skin conditions.
Previous work on computer based skin analysis has mainly focused on 2D texture
descriptors with a considerable emphasis on facial wrinkle detection and age
classification [46, 58]. 3D geometrical features have been used in studies on
detecting skin cancer [44, 86]. However these features are generally extracted
from macro structures and do not exploit the skin fine texture.
The 3D surface texture descriptors we propose operate directly on the geometrical
structure of the skin at different scales through multi-resolution analysis schemes,
1
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thus capturing the skin disruption in the macro scale (acne, wrinkles) as well as
in meso and micro scales (fine wrinkles, pores).
The analysis is performed on facial skin normal fields. These are acquired using
photometric stereo techniques which are proven to be effective for capturing
highly detailed skin geometrical properties – down to the level of the pores – in
the form of surface normal orientations [52, 53].
Figure 1.1: Ojectives I : 3D skin texture analysis
1.2 Motivations
The main motivation of this work is to explore and evaluate the value added
by introducing 3D geometrical properties on rough surface texture analysis, and
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more particularly on human facial skin.
In general, surface texture can be defined as the structural variation in appear-
ance of the surface due to its reflectance or 3D geometrical properties. For a
long-time the 3D geometrical aspects of texture have been neglected in com-
puter vision, posing texture characterisation as a 2D problem. It is obvious
that surfaces that involve variational relief, like wrinkly skin, will present differ-
ent apparent textures on a 2D image according to the imaging conditions (light
direction and viewpoint), due to 3D properties.
Around 20 years ago, a new trend aiming to address this three dimensional nature
of texture emerged. With the work of Dana et al. [12] and Leung & Malik
[48], these approaches extract texture descriptors from a number of images of
the same surface under different illumination conditions and viewing directions.
These methods have two implications:
A considerable number of imaging conditions are required to capture all the fine
3D geometrical properties of the measured surface (for example in the Columbia-
Utrecht dataset, 200 different combinations of viewing and illumination directions
are used [12]).
The second implication is a direct consequence of the first and concerns the tex-
ture characterisation itself: the resulting feature spaces present an extremely
high dimensionality which leads to unavoidable compression, with underlying
data loss issues. For example, to model a BTF (Bidirectional Texture Function),
Chapter 1. Introduction 4
which is one of the most accurate ways used to represent illumination/view inde-
pendent texture, one needs to compute a reduced and parametric representation
from a dataset that can be hundreds of gigabytes in size. The accuracy of the
resulting model generally depends on the quantisation method used.
Recent advances in 3D acquisition have brought the possibility of capturing high
resolution scans of rough surface with great accuracy. In fact, surface details
that can be captured by photometric stereo techniques are limited only by sen-
sor resolution. We think that these advances should profit 3D surface texture
characterisation.
As surface normals can be represented as a needle-map in a 2D image, one
might be tempted to apply classic texture analysis methods directly to these.
However the problem is that, unlike pixel-colour, normals do not lie in a linear
space (adding two normal vectors does not result in a normal unless further
normalisation is performed). Thus linear operations such as those required by
most of the 2D texture analysis method should not be applied directly to normals.
The methods we introduce in this work produce illumination/view independent
texture descriptors, taking into account the non-linearity of the space where the
normals lie and operate directly on the surface 3D properties. This is in contrast
to the BTF-related methods, which do not have a knowledge of the underlying
surface geometry. The new methods are intuitively closer to the classic texture
representation methods, do not necessarily require heavy data compression and
have their accuracy conditioned only by the surface normal acquisition quality.
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1.3 Contributions
The main contributions of this thesis are covered in Chapters 4 and 5. These
include:
• The collection of an extensive dataset of high resolution facial scans with
various skin conditions along with perceptual human rating according to
these conditions.
• A comparative study of 2D and 3D skin texture characterisation.
• The introduction of three methods for describing 3D surface texture.
We give a brief overview here of each of these contributions. These are covered
in more detail in Chapters 4 and 5.
1.3.1 The dataset
We have built a Photometric Lightstage and used it to collect an extensive dataset
consisting of very high resolution scans of human faces presenting various skin
conditions (Figure 1.2).
The dataset has been annotated through experiments where human participants
were asked to rate skin patches on three skin conditions: wrinkles, large pores
and acne. The patches are extracted from all the faces according to a template
which divides a face into 10 regions (Figure 1.3). We assume that the three skin
conditions we are interested in (wrinkles, acne and large pores) mostly occur in
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Figure 1.2: Data collection (example 3D face scans)
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only three of these ten facial regions: forehead, cheek and eyelid/eye-corner. So
only these three regions were rated.
Figure 1.3: Facial regions segmentation
In order to get reliable ratings, providing the raters with photo-realistic render-
ings of the skin patches was critical. We used a Cook-Torrance [9] Bidirectional
Reflectance Distribution Function (BRDF) along with a hybrid bump-mapping
method which achieved excellent realism on the rendered skin patches, accurately
showing the skin fine details. Figure 1.4 shows examples of rendered skin patches.
For each skin condition each patch was rated on a scale going from 1 to 5, 1
meaning “total absence” and 5 meaning “high presence”. Figure 1.5 shows an
illustration of our rating platform.
We give in Chapter 5 a detailed description of the Lightstage, the collection
process and the data processing.
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Figure 1.4: Surface normal orientation (top row) and their rendering (bot-
tom row) of a few facial regions
Figure 1.5: The skin patch rating platform
1.3.2 Comparative study of 2D vs 3D Skin Texture Anal-
ysis
To support our primary motivation of improving texture analysis on rough sur-
faces – particularly on facial skin – with 3D geometrical features, we conducted
a comparative study [75] where classic 2D texture descriptors (LBPs, Gabor
Wavelet) are extracted from skin albedo and simplistic 3D extensions of these
descriptors are extracted from skin normal maps. We then evaluated both the 2D
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and 3D texture descriptors on classifying skin wrinkle and large pores. Results
showed a significant improvement when the 3D descriptors are used.
The extension of the 2D texture descriptors to 3D data were based on a rather
simple idea. As the normals do not lie in a linear space, we first put the normals in
a representation suitable for linear operations, and then apply the classic texture
analysis methods on the target space. We have tried two representations. In the
first representation, we used the spherical coordinates of the normal and in the
second, we computed the geodesic coordinates of the normal by projecting it on
the tangent plane.
1.3.3 3D Surface Texture Methods
• Rotation Fields Pyramid In this approach, we extend to surface orienta-
tion data the notion of image pyramid which is widely used in 2D texture
analysis [2, 36, 69]. Famous representations include the Laplacian pyra-
mid and the Steerable pyramid. The main idea is to separate at different
scales the high frequency information present in the image from the low
frequency. We propose a multi-resolution analysis scheme where at each
level of the pyramid, the high frequency information present in the normal
map is extracted in the form of rotation fields. We also demonstrate that
these Rotation Fields Pyramid can be used to synthesise three dimensional
surface texture.
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• Local Orientation Patterns This method is based on the notion of Tex-
ture Spectrum introduced in [85] in the early nineties and which has in-
spired widely used texture descriptors such as the Local Binary Patterns.
The main idea here is to define pattern functions that evaluate how the
normals vary at each neighbourhood and plug these into a Texture Spec-
trum framework. We have proposed two pattern functions. The first func-
tion applies a threshold to the angles between the central normal and the
surrounding ones. The second function directly compares the normals’ az-
imuthal and elevation angles.
• Multi-scale APDI In this work, we extend and improve the APDI (Az-
imuthal Projection Distance Image) descriptors first proposed in [72]. We
first reformulate the projection distance computation which only took into
account the polar angle of the normal. We then introduce a multi-scale
scheme with a geodesic-based algorithm for scaling the normal maps through
the different levels of the analysis pyramid.
1.4 Thesis Outline
The rest of the thesis is organised as follows:
Chapter 2 gives a thorough analysis of a number of related studies. It is split
into two parts.
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• The first part concerns 3D surface texture analysis. It gives a state of the
art in the field by presenting a number of studies on 3D surface texture
characterisation expanding from the early works [48] and [12] to the more
recent work [72].
• The second part presents a survey on skin imaging methods and automated
analysis. A number of works on using computerised systems to capture,
analyse or diagnose various skin-related conditions are presented and dis-
cussed.
Chapter 3 presents a comparative study between 2D and 3D surface texture
analysis.
Chapter 4 describes the novel methods of 3D surface texture analysis we pro-
pose. These consist of:
• Simple extension of 2D texture descriptors (LBPs and Gabor Wavelets) to
3D data
• Multi-Scale APDI
• Local Orientation Patterns
• Multi-Scale Geodesic Wavelet
Chapter 5 is dedicated to the ground truth description. It comprises two
sections:
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• The first section describes the data collection process and the capture device
(i.e. the lightstage).
• The second section concerns the data annotation. It gives a detailed de-
scription of the annotation process and presents some statistical and per-
ceptual observations on the human ratings.
Chapter 6 presents our experiments and results of classifying wrinkles, large
pores and acne using some of the state-of-the-art 3D surface texture characteri-
sation methods and our proposed methods.




As our main objective is to exploit facial skin textural information from high
resolution 3D data to assess the presence of certain skin conditions, this thesis
covers two principal issues:
• 3D surface texture analysis
• Skin imaging and automated analysis
In this chapter, I present various studies related to these two topics. However,
as a number of 3D surface texture analysis methods presented here are based on
extensions of 2D texture analysis methods, we first give a rapid overview of the
existing 2D methods (a more exhaustive survey of 2D texture measures can be
found in [96]).
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2.2 2D Texture Analysis
Texture is ubiquitous in the perception of natural surfaces and its digital rep-
resentation is fundamental to Computer Vision. Texture characterisation is key
to a number of visual computing related applications such as object recognition,
content-based image retrieval and computer graphics. A number of efficient
and powerful 2D texture analysis methods have been proposed in the literature.
These methods can be divided into three categories:
2.2.1 Statistical methods
These methods assume that the texture is fully determined by the spatial distri-
bution of pixel values in the image. One of the earliest example is the use of the
Grey Level Co-occurrence Matrix (GLCM). Haralick proposed a set of measures
(uniformity, entropy, contrast, inverse moment, correlation, etc.) based on the
GLCM to describe different textural properties [35]. The GLCM is a matrix that
represents the co-occurrence distribution of pixel values within a given window
in a grey level image. It is a square matrix whose size is determined by the pixel
depth. For example a grey level image with 8-bit pixel will yield a 28×28 GLCM.








1 if I(p, q) = i and I(p+ u, q + u) = j
0 otherwise
(2.1)
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Another widely used statistical approach for characterising texture is the auto-
correlation function. It is mostly used to detect repetitive texture patterns. It
consists in a normalized scalar product between an image and its shifted versions.
If I is an image of size w × h, the autocorrelation function f(k, l), with shifting












As well as these global approaches, there are some powerful local methods where
the statistics are computed in the immediate neighbourhood of a particular pixel.
These include various descriptors proposed in [67], namely the Symmetric Auto-
correlation function (SAC) and its extensions (SRAC and SCOV) and the famous
Local Binary Patterns (LBPs) which are one of the most used texture descriptors
in the literature. We present these in more details in Section 3.3.1. A number
of variants of the LBPs are also proposed in the literature. [42] proposes the
transition Local Binary Patterns (tLBP) and the direction coded Local Binary
Pattern (dLBP). In the first variant the patterns are obtained from comparing
the neighbouring pixel to each other instead of the central pixel and in the sec-
ond variant the variation direction between central pixel and neighbour is also
encoded. [97] introduces Multi-block Local Binary Patterns (MB-LBP) where,
instead of comparing individual pixels, the authors compare mean pixel value of
fixed-size blocks which has shown improvement in face detection task. [76] pro-
posed the Advanced Local Binary Patterns (ALBP) which, as with the extension
already proposed in [63], introduce rotation-invariant encodings.
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2.2.2 Structural methods
These consider texture as a structured layout of texture primitives also called
texture elements. Such methods divide into geometrical and topological
approaches. In geometrical approaches, coarse geometrical properties such as
perimeter and compactness are used to characterise texture primitives [29]. Topo-
logical approaches use various filtering methods to extract primitives such as
lines, edges, blobs, etc. The texture descriptor is then made of different proper-
ties of these extracted primitives, namely, number, orientation, density, etc. [21]
investigates extraction of regular shape such as lines using a Hough Transform
[18].
2.2.3 Model-based methods
In these methods, texture is represented with either a probabilistic model or
a projective decomposition along a set of basis vectors. These representations
require the determination of a certain number of parameters or coefficients to
characterise the texture. The Markov model-based methods constitute an
important subset of these methods. Hidden Markov Models (HMMs) have been
extensively used to characterise texture [40, 89]. [8] used a Gaussian Markov
Random Field (GMRF) to model rotated and scaled texture. Methods using
sub-band decomposition techniques include the wavelet transform [55, 68],
the steerable pyramid [31] and the Gabor Bank of filters [26, 39, 68].
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2.2.4 Summary
We have presented in this section three categories of 2D Texture analysis meth-
ods. Table 2.1 summarise these along with their strengths and weaknesses. Gen-
erally, the approach chosen for a specific application depends upon the aspect of
texture one wishes to capture. Most of these 2D texture analysis methods have
proven their efficiency through various applications. However, all 2D methods
make the assumption that apparent texture is independent to illumination and
viewpoint, which make them not robust to imaging condition change as stated in
the Table 2.1. While the assumption can be approximated when studying smooth
surfaces, the apparent texture of surfaces involving rough relief is considerably
affected by illumination and viewpoint.
2.3 3D Surface Texture Analysis
2.3.1 Introduction
As stated in the previous section, texture analysis has historically been considered
to be a 2D problem in digital image analysis and computer vision. This has lead
to neglect of the effect of imaging conditions such as illumination and viewpoint
on the apparent texture of rough surfaces. Generally the appearance of natural
surfaces is not only determined by their intrinsic reflectance properties (color
or albedo), but is also considerably affected by the interaction between their
geometrical structure, the light and viewpoint.
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Table 2.1: Summary of existing 2D texture characterisation methods
Around 20 years ago, a new trend aimed at addressing these issues emerged.
These new studies all take into account the effects that illumination and view-
point have on apparent textures. In the rest of this thesis, we will refer to these
types of texture method, sensitive to illumination/view changes, as 3D surface
texture. In this section, we review these 3D surface texture analysis methods.
These can be categorised into three families:
• 3D texton based methods
• Bidirectional texture based methods
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• Geometrical methods
2.3.2 3D texton based methods
The notion of the 3D Texton was introduced in [48] and has been widely used/ex-
tended since to represent natural surfaces’ visual appearance [54, 57, 61, 66, 92].
The main idea is to simultaneously encode the two attributes that most affect
how a surface is visually perceived; these are the surface normals and reflectance
properties. To characterise a given surface’s texture, the approach consists of ex-
ploiting filter responses on several images of the same surface taken in different
imaging conditions (illumination/viewpoint). In addition, from the observation
that most natural textures present spatial redundancy, the authors proposed to
quantise these filter responses into a reduced set of texture prototypes. This re-
sults in a dictionary of tiny texture patch representations called 3D textons that
covers all possible local surface configurations.
In the original formulation [48], given a set of images of various surfaces at
different light directions and viewpoints, a filter bank of 36 oriented, scaled and
phased filters is applied to each image. If Nv,l is the number of viewpoints
and light directions, this produces for each sample 36 × Nv,l filter responses
which are all concatenated and clustered using K-means. Each resulting cluster
corresponds to a 3D texton. The Columbia-Utrecht dataset [12] (60 different
materials, each with 205 images of different illumination/viewpoint) is used to
construct a universal dictionary of 100 3D textons (only 20 images randomly
selected for each material in [12]). The choice of how many clusters is critical
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as it determines the expressiveness of the vocabulary. Though [48] fixed their
cluster count at 100 (preceded by an initialisation where 400 clusters are used
before being merged down to 100), [84] argued that the use of extremely reduced
number of clusters number along with a rotation-invariant filter bank improves
classification results.
2.3.3 Bidirectional texture based methods
In contrast to the 3D texton-based methods, the Bidirectional Texture Function
(BTF) operates at a higher level of abstraction for representing surface proper-
ties that affect the apparent texture. This makes them useful for analysing as
well as for synthesising natural texture. However, when used for analysis, they
are generally combined with a texton-based quantisation layer. The notion of
Bidirectional Texture Function was first introduced in [12] and constitutes the
most advanced and accurate representation of natural surfaces visual properties
to date [22].
As the Bidirectional Reflectance Distribution Function (BRDF) models a sur-
face’s reflectance as a function of illumination and viewpoint, the BTF models
a surface’s texture as a function of illumination and viewpoint. It is a seven
dimensional function and represents texture as a function of the spectral band,
the planar position, the view and light directions:
BTF (rx, ry, ρ, φi, θi, φv, θv) (2.3)
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where rx and ry are the horizontal and vertical positions respectively, ρ is the
spectral band, φi and θi are the elevation and azimuthal angles of the light
direction respectively and φv and θv the elevation and azimuthal angles of the
viewing direction respectively.
BTF measurement generally involves a very complex setup where automated
devices allow coordinated changes of either the lighting conditions or the cam-
era viewpoint or, in some systems, both. A considerable number of BTF mea-
surement methods (along with rich datasets) have been proposed in the past
[12, 33, 41, 56]. While they differ in the type of setup used (fixed light and
moving camera, fixed viewpoint and moving light, or moving camera and light)
they all result in a big database of samples of different materials under various
lighting and viewing conditions.
Although BTF is extensively used in Computer Graphics, generally for photo-
realistic texture synthesis and rendering purposes, it is also used to create and
evaluate texture features that are robust to imaging conditions (illumination/view-
point). [11] analysed skin texture using a BTF made of more than 3500 images
to discriminate between skin disorders like acne and psoriasis. They proposed
two models for representing the skin texture:
• Image Textons: where a bank of filters is applied to the BTF database,
followed by clustering the filter responses to a library of image textons.
These image textons differ from the 3D textons [48] in that the feature
vectors composing the input of the clustering are not aggregated through
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change of illumination/viewpoint. Instead, for each sample, the filters re-
sponses at a pixel constitute a full feature vector [10, 11]. This makes the
registration step required in the 3D textons approach [48] unnecessary.
• Symbolic Texture Primitives: where, at each pixel, the index of the fil-
ter from the bank that gives the maximal response is symbolically assigned
to that pixel. Then the texture primitives are built by locally concatenating
the symbolic labels of pixels within an arbitrary region.
[80] introduced the notion of dimensionality surface as a measure of appear-
ance variability due to the effects of viewpoint and illumination changes on fine
surface geometry. From the CURet Bidirectional Texture database [12], they
applied a set of multi-band correlation functions Rij(m,n) on each image of each
material sample (i and j being spectral bands and [m,n] an image region). For
an RGB image, this yields an inter-band correlation vector with a length of 9L
(with L = (2m + 1)(n + 1)). If C denotes the number of images with different
illumination/viewpoint for each material sample, a matrix R9L×C is obtained.
Finally the dimensionality surface is defined as the rank of the smallest or-
thogonal basis of R9L×C . These basis vectors represent 3D texture primitives for
each material sample over all the illuminations and viewpoints.
[7] introduced the KTH-TIPS2 material database (11 materials each with 4 dif-
ferent imaging conditions) and used it to test the robustness of various state-of-
the-art texture descriptors to pose and illumination changes. They experimented
with successively including in the training set samples from 1, 2 and 3 pose/illu-
mination conditions and testing with samples from the unseen pose/illumination
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conditions. One of their findings was that the more sample groups they add to
the training set the better the classification method performs.
More recent studies include [49] which proposes learning discriminative models
for determining optimal texture filters for given illumination conditions. The
BTF database is collected using a dome of controllable LEDs and a fixed camera
on the top. The acquired database consist of 90 material samples (of aluminium,
stainless-steel, granite, carpet, paper, plastic and wood) captured under 6 × 25
lighting patterns (6 spectral bands and 25 lighting directions). To learn optimal
filters as a function of lighting conditions, they express the filter responses on










αp · f(p, j) · Lj (2.4)
where αp is the filter weight at pixel p; I(p) the observed intensity at pixel p and
is given by the dot product between the apparent BTF f(p, j) and the incident
illumination Lj, j = 1, ...,M . For a bank of K filters, they obtain a K-length
vector:
r = [r1, ..., rk]T = (AT · F T ) · L (2.5)
(with A the N ×K matrix of filter weights and F the M ×N matrix of apparent
BTFs). The objective is to determine the filter weights given a known incident
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illumination, and the authors model each filter in A as a linear composition of
Gabor filters, S-filter (introduced in [74]) and maximal response filter. If the set
of basis filters is denoted by the matrix B and the weights attributed to each filter
by the matrix W, the filter matrix A = BW and the feature vector becomes:
r = W T ·BT · F T · L (2.6)
To find the joint optimal filter coefficients and illumination pattern, W and L are
optimised alternately using the BTF database (where BT and F T are known).
Finally, [88] recently proposed to bypass the limitation of a fixed number of illu-
mination patterns in most of the BTF databases, by generating synthetic train-
ing samples with arbitrary illumination patterns from a measured BTF. They
acquired a BTF of 7 materials, each of these imaged under 12 different lighting
conditions. From this BTF, they synthesised new samples with arbitrary light-
ing conditions and used these training samples. To encode the surface texture
they used a clustering scheme on SIFT extracted features to build a dictionary
of texture primitives.
2.3.4 Geometrical methods
The methods presented in the two preceding sections are image-based as the in-
trinsic geometry of the material’s surface is not known. The considerable number
of image samples (different illumination/viewpoint) needed by these image-based
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methods in order to capture the three-dimensional properties of the studied sur-
faces makes their use excessively demanding in storage capacity and generally
leads to very long feature vectors.
Some recent works have looked at characterising the 3D texture of surfaces di-
rectly from their measured fine geometry, which provides a more compact rep-
resentation of the intrinsic three-dimensional properties. These studies leverage
the considerable advances made over the last decades in 3D surface capture.
[77] proposed to compute a co-occurrence matrix from the orientation of mea-
sured surface normals. Their method involves quantising the normals’ orientation
into a discrete space. For each normal, the slant and tilt angles are discretised
in three equal intervals. This results in 9 levels upon which the co-occurrence
matrix is constructed.
[72] extracted Local Binary Pattern features from two different 2D representa-
tions of 3D geometrical data to classify 3D facial action units. The two repre-
sentations are:
• depth map, which is a very simple two-dimensional representation of a
three-dimensional surface. It encodes in a regular grid of pixels the depth of
each point of the 3D surface (its distance to the image plane) and generally
involves interpolating between the points to get a dense map.
• azimuthal projection distance image (APDI) , which encodes the
surface orientation in a 2D image. The idea is to project each surface
normal onto the tangent plane and take the L2-norm of the projected point
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as a grey level. For a grid of surface normals, the azimuthal projection of
a normal at the node (i, j) is given by:
xi,j = k






′ (cos θ̄i,j sinφi,j − sin θ̄i,j cos θi,j cos (φi,j − φ̄i,j)) (2.8)
where θi,j and φi,j are the polar and azimuthal angles of the surface nor-
mal respectively. θ̄i,j and φ̄i,j are the polar and azimuthal angles of the
mean surface normal over a fixed neighbourhood around (i, j) respectively.
Finally k′ = c
sin(c)




To compute the APDI, a constant mean surface normal (0, 0, 1) (z-axis
direction) is fixed which leads to θ̄ = pi
2
, φ̄ = 0 and c = sin θi,j. Thus
Equation 2.7 and 2.8 become:
xi,j = k
′ cos θi,j sinφi,j (2.9)
yi,j = k
′ cos θi,j cosφi,j (2.10)
Each pixel value of the Azimuthal Projection Distance Image (APDI) is
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The APDI constitute one of the most recent and advance geometrical 3D
surface texture representation to our knowledge. However they were design
to extract coarse 3D deformation such as facial expression. One of the
novel methods proposed in this thesis extends these in order to make them
applicable to fine texture characterisation such as the skin conditions we
are addressing in this study.
2.3.5 Summary
In this section, we have reviewed several approaches for characterising view and
illumination-dependent texture, which we refer to in this work as 3D surface
texture. We have shown that the existing methods in the literature can be di-
vided into three categories: 3D texton-based, BTF-based and geometrical. The
first two classes are image-based as the intrinsic geometry of the surface is not
known. They extract texture primitives from several samples of the same surface
imaged under different conditions (view/illumination). The last category in-
cludes methods that characterise texture from the surface’s measured geometry.
These constitute a nascent trend and aim to take advantage of the considerable
advances realised in 3D surface capture. As such these methods provide surface
texture representations more robust to imaging conditions than the classical two-
dimensional methods. Table 2.2 gives a summary of these methods along with
their strength and limitations.
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Methods Description Strength Limitations
3D texton
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works to date. Re-
quire high resolu-
tion 3D data.
Table 2.2: Summary of existing 3D surface texture characterisation methods
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2.4 Automated Skin Capture and Analysis
2.4.1 Introduction
While the design of novel 3D surface texture descriptors constitutes the princi-
pal motivation of this thesis, our first objective is to use these descriptors for
analysing human facial skin in order to detect conditions such as acne, wrinkles
and visible pores. Thus our project includes the imaging of three dimensional
fine structure of human skin and their analysis using the 3D surface texture
characterisation methods developed in this work.
In this section, we cover the state-of-the-art in 3D imaging of human skin as well
as automated skin condition detection and/or classification.
2.4.2 3D skin micro-structure imaging
Human skin micro-structure imaging has seen considerable interest over the last
decade. This interest has been motivated by medical (dermatology) applications
and the increasing demand for photo-realistic solutions from the game and film
industry.
[11] used a bidirectional imaging system to capture the micro-structure of skin
regions affected by diverse dermatological disorders (psoriasis, acne, contact der-
matitis, etc.). They collected a publicly available dataset of more than 3500
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images: the Rutgers Skin Texture Database. They used two different me-
chanical setups that allowed them to capture skin regions in various viewpoints
and light directions.
[53] proposed a spherical gradient illumination-based system to capture three-
dimensional facial skin structure down to the level of the pores. The spherical
gradient illumination environment is obtained using a dome of controlled light
called the Lightstage. They combined this with a polarised light technique to
separately capture the diffuse and specular surface properties. The resulting data
are in form of normal maps. They have shown that the specular normal maps
capture most of the surface details while the diffuse ones are more subject to sub-
surface scattering. These polarisation and wavelength-dependant measurements
constitute useful data for understanding how the human skin interacts with light
as well modelling its micro-structure.
Many improvements and applications have been added to the capture system
since. [30] proposed a measurement-based synthesis of facial micro-geometry
where they measure the micro-structure of the skin patches using a twelve-light
hemisphere being able to emit cross-polarised light. The acquired skin micro-
structure is used to extract displacement maps which is then synthesised using
an image analogy method [37] which consists in learning transformations from
paired image data and apply these to new images. [59] extended this to dynamic
skin micro-structure deformation.
Another skin reflectance measurement using a Lightstage is conducted in [90].
They augment their data with an extra skin subsurface scan using a fiber optic
Chapter 2. Related Studies 31
spectrometer which is a more sophisticated device allowing measurements of sub-
surface properties such as haemoglobin or glucose concentrations. The authors
also fitted the analytic BSSRDF (Bidirectional Sub-Surface Reflectance Distribu-
tion Function) proposed in [34] to their measured data and conducted analysis
on the relations between the BSSRDF parameters (scattering and absorption
coefficients) and various attributes of the subject such as age, skin type, etc.
PRIMO 1 is a commercial solution for 3D skin measurements used in some auto-
mated skin disruption detection studies such [44]. It is a hand-held optical-based
system using structured light and a high resolution censor allowing measurements
of skin micro-topography and roughness with a field of view of 45× 30× 30mm
2.4.3 Automated skin disruption analysis
Automated detection of human skin disorders has aroused considerable interest
in the computer science and image analysis communities. Many studies have pro-
posed automated systems for detecting and/or classifying various skin disorders.
While a great number of these studies were interested in the classification of be-
nign and malignant melanoma, others addressed more common skin conditions
such as acne, contact dermatitis, wrinkles etc.
[12] employed image-based models learnt on a BTF database to classify vari-
ous skin disorders such as acne, congenital melanocytic nevus, keratosis pilaris,
psoriasis, contact dermatitis and other conditions. The BTF database, called
the Rutgers Skin Texture Database, contains over 3500 images of normal and
1http://www.gfm3d.com/
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affected skin. Two models of extracting texture primitives from the BTF images
are proposed. The first is based on an image texton approach and the second,
on a symbolic texture representation.
[25] used skin line patterns extracted from simply captured white light optical
skin images to classify benign moles and malignant melanoma. The skin line pat-
terns were extracted by high-pass filtering and enhanced by adaptive anisotropic
filtering. The skin line direction variation was also estimated using a local image
gradient matrix. Then the difference between these two measures was used as a
feature. ABCD features (Asymmetry, Border irregularity, Colour and Diameter)
have also been used by the same authors for classifying skin melanoma [23, 24].
The ABCD features were introduced in [45], and consist of a set of values com-
puted using morphological analysis on the affected region. They characterise the
size, shape and appearance of the lesion, and have been shown to be considerably
discriminant in benign and malignant melanoma classification.
[16] have investigated augmenting these ABCD features with 3D texture primi-
tives and have found that the extra information enhances classification results.
This can be explained by the fact that melanoma is not a flat two-dimensional
object, but a three-dimensional one. The approach consisted of analysing the
surface changes in the tilt and slant direction of skin normals. They simulate
healthy skin regions with a two-dimensional Gaussian function and then compare
these with the observed tilt and slant patterns of lesions. The difference of the
two patterns is considered as a characterisation of the perturbation and is used
to classify the two types of lesion.
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Another study on melanoma classification using 3D features has been conducted
in [86]. Here differential forms, i.e., first- and second-order partial derivatives of
the 3D skin surface are used to describe the lesions. The authors first used pho-
tometric stereo techniques to calculate the surface normals, and then separated
the lesion areas from the unaffected skin using the principal curvatures and the
second fundamental form computed from the measured surface normals.
[44] used a commercial 3D skin imaging system (PRIMO 2) to quantify skin
surface roughness and acne volumes in order to evaluate the efficiency of anti-
acne treatment. The skin surface roughness was measured using four parameters:
the arithmetic average of the absolute difference between point heights and the
average surface height; the arithmetic average of peak-to-valley values of five
consecutive sampling sections; maximum peak-to-valley value; and maximum
peak height. Acne lesions were represented by their total number and their
average volume in a specified sector.
2.4.4 Summary
In this section the state-of-the-art in human skin micro-structure imaging tech-
niques and automated skin disorder detection/classification were discussed. It
is clear that enormous advances have been made in imaging techniques, as it
is now possible to capture the skin’s three-dimensional micro-structure down to
the level of the pores. However, it seems that these newly available possibilities
2http://www.gfm3d.com/
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for data capture are not fully exploited on the analysis side as most of the stud-
ies presented above use either two-dimensional image-based texture features or
rather coarse three-dimensional surface properties. One of the few studies that
exploited the skin three-dimensional micro-structure used a BTF representation
[12] which, even though taking into account changes in illumination/viewpoint,
is still an image-based representation as the underlying surface geometry is not
known.
2.5 Conclusion
This chapter presented the state-of-the art in 3D surface texture analysis and
skin micro-structure imaging techniques. We have seen that the existing 3D
surface texture characterisation methods can be divided in 3 categories:
The 3D texton methods aim at creating vocabularies of surface patches along
with their corresponding 3D properties. The vocabulary is then used as a basis
to represent the intrinsic 3D texture of the surface. Before generating the vocab-
ularies, an image registration is performed on the dataset between samples of the
same surface. While costing an extra computation stage, it makes the approach
more robust to shadow and occlusion than the BTF based methods.
The BTF based methods extract the 3D texture descriptors from a BTF database
which represents a large collection of texture samples under various lighting and
viewing conditions. They do not require registering the samples captured across
viewpoint and light change which make them computationally less demanding
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than the 3D texton methods but at the same time, as mentioned earlier, less
robust to shadow and occlusion.
Both the 3D texton and the BTF based methods tend to use extensive dataset
and produce large feature vectors. This makes the geometrical methods, which
operate directly on the surface geometry (more compact representation than
BTF data), more attractive. Furthermore, the geometrical methods can take
advantage of the recent considerable progresses made in 3D surface fine structure
capture.
However, the geometrical methods are at an early stage of development. To date
there only a few studies that address the issues of 3D surface texture with a
geometrical approaches. The most popular studies include [72, 77].
In Chapter 5, we propose three novel methods of characterising 3D surface texture
from geometrical data. One of these method will be an extension and improve-
ment of [72]. Their performances will be evaluated on classifying skin conditions
such as wrinkle, acne and pores using our collected dataset of high resolution 3D
facial scans.
Before introducing these novel methods, we present in the next chapter a com-
parative study aiming at demonstrating the advantage of considering texture as
3D problem rather than a 2D one. The experiment consists in comparing skin
condition classification performances using classical 2D texture features (Gabor
and LBPs) and simplistic extensions of these to 3D data.
Chapter 3
2D Texture vs 3D Skin Texture
Analysis
3.1 Introduction
In this chapter, we demonstrate the added value of using 3D geometric features
for surface texture analysis. For this, we compare techniques for skin texture
classification using various 2D texture descriptors and their extensions to 3D
surface orientation data. We perform a multi-resolution analysis on both the 2D
and 3D data. Rotation- Invariant Local Binary Patterns and Multiple Orienta-
tion Gabor Filters are used to extract 2D texture features from high resolution
facial skin albedo patches. In 3D we extract texture features directly from the
corresponding normal map patches by proposing extensions of these texture mea-
sures in both the slant/tilt and geodesic tangent spaces. We compare the results
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on the task of classifying facial wrinkles, acne and pores using both 2D and 3D
texture features.
3.2 Motivations
A 2D image is a snapshot of a 3D scene with a set of well-defined conditions,
including the lighting environment, the relative position of the camera and the
objects forming the scene. These conditions together determine what is seen in
the image and what is not. Thus a 2D image will not convey all the information
present in the scene it represents and this is also true for the textures present
in the scene. It is clear that some texture patterns can be totally captured and
rendered in a 2D image without the above conditions considerably altering their
appearance: a zebra skin macro-texture won’t change considerably in images
with changes of lighting condition and viewpoint (as long as there is enough
ambient lighting to see the stripes). But when it comes to textures with surface
roughness, such as an aerial image of a mountainous region or a bumpy woolen
fabric, these imaging conditions can considerably affect their appearance in an
image.
In this work we are interested in skin texture, and specifically, variations in
skin appearance due to conditions like acne or wrinkles. Despite the apparent
global smoothness of its macro-structure, skin texture can be relatively rough
in the meso and micro scales. Certain skin conditions such as wrinkles, lines,
large pores and moles can cause clearly visible surface irregularities on the skin.
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Therefore, skin texture does not escape the issues stated above. We show in
Figure 3.1 how the apparent texture of two wrinkly skin patches can change with
lighting condition and/or angle of view. Figure 3.1 demonstrates on two patches








slant: σ = 30◦
tilt: τ = 0◦
slant: σ = −30◦
tilt: τ = 0◦
slant: σ = 30◦
tilt: τ = −25◦
Figure 3.1: Change in apparent texture with changes of illumination(top
row) and/or viewpoint(bottom row)
It is clear that any 2D texture descriptor would give a different response to each
of the images in either the top or bottom row of Figure 3.1, yet they represent the
same skin patch on each row. In addition, even if we assume that an image has
been captured in optimal position and lighting conditions for best texture and
roughness visibility, its 3D representation with the same resolution (which can
be obtained with photometric stereo) will always hold more information about
the surface texture. This is inherent to the process of recovering a 3D surface
which involves change of lighting and/or viewing conditions. To illustrate this,
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Figure 3.2 shows the difference between applying a 2D Gabor filter to a skin
patch specular albedo (this being the 2D representation with the most surface
detail) and on the corresponding normal map (with same resolution as the spec-
ular albedo). One can notice that after Gabor filtering of the specular albedo,
how the response is mostly confined on the central area, which must be the area
with optimal roughness visibility according to the imaging conditions (view/illu-
mination). On the other hand the Gabor response on the normal map is spread
all over the patch, suggesting a less view/illumination-dependant response. The
filter applied to the albedo is the same than the one applied to the normal map,
the only difference is that in the normal map case, it is applied to both the slant
and the tilt. The next section gives more details on how we apply filters on
the normal maps. Also one can notice how the Gabor response of the normal
map seems to show more information than the normal map itself. This is in-
herent to the way the normal maps are visualised. To be able to display them
as RGB images, they are scaled from the [−1, 1] space to the [0 − 255] space
which inevitably affects visibility of the intrinsic information. But this is only
relevant to visualising the normal map, all the descriptors presented in this work
are calculated without scaling.
These observations give a first visual appreciation of the difference between ex-
tracting the skin texture from the 2D and the 3D data. In the next section, we
conduct a quantitative comparison by classifying skin texture using various 2D
texture descriptors and their extensions to 3D data.
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Figure 3.2: Gabor responses from the specular 2D image (top row) and the
3D normal map (bottom row). The Gabor filter is set with an orientation of
π
2 a standard deviation of 10pixels and a wavelength of 8pixels. The patches’
spatial resolution is 310× 280
3.3 Skin Texture Classification: 2D vs 3D
In this section, we propose very simple extensions of various 2D texture descrip-
tors and evaluate their performance on classifying the skin texture in comparison
with the corresponding 2D counterpart. But, first, we will review the different
2D texture descriptors used.
3.3.1 2D Texture Descriptors
We use multi-orientation and rotation invariant descriptors as most skin condi-
tion textures do not have a predominant orientation: a wrinkle is still a wrinkle,
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whether it appears vertically, obliquely or horizontally on the face. We describe
in this section two 2D texture descriptors which are multi-orientation Gabor filter
and rotation-invariant Local Binary Patterns.
Gabor Filtering Gabor filtering is widely used in texture segmentation [26,
39]. It has the advantage of approximating the two-dimensional receptive-field
profiles of simple cells in the mammalian visual cortex [13]. The real part of a
2D Gabor filter is represented by the function:













which is a sinusoid enveloped in a Gaussian where x′ = x cos θ + ysinθ and
y′ = y cos θ − x sin θ. σ, θ, λ, γ and φ are respectively the Gaussian standard
deviation, the filter orientation, the bandwidth, the aspect-ratio between the two
axes and the phase.
In order to generate multi-orientation texture descriptors, a bank of Gabor filters
has to be applied with different values of orientations. It is theoretically not
possible to generate perfectly rotation-invariant descriptors, but the more the
bank of filters covers varied orientations, the more the resulting descriptors are
rotation robust. Figure 3.3 shows the Gabor responses with different orientations
on a wrinkly bottom eyelid patch.
Rotation-Invariant Local Binary Patterns Local Binary Patterns were
proposed in [62] as an extension of Texture Spectrum, first introduced in the
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Figure 3.3: Gabor responses on specular albedo for different orientations
(respectively 0, π3 and
π
2 ) of a wrinkly skin patch surface. The Gabor filter
is set with a standard deviation of 6pixels and a wavelength of 7pixels. The
images are 310× 280)
early nineties [85]. They are one of the most used texture measures in the
literature. They consist in thresholding, at any position, the neighbourhood to
the central pixel and by multiplying the results by the corresponding binomial
weight (Figure 3.4).
In its original formulation, the Local Binary Patterns are not rotation-invariant.
[67] proposed a method of getting rotation-invariant Local Binary Patterns. It
consists of pre-computing a rotation-free dictionary of patterns, performing a
circular shifting on each neighbourhood thresholding result till it matches one in


































Neighbourhood Thresholding Result Binomial Weights LBP is the sum 
Threshold surrounding 
pixels at the centre one
LBP  = 2 + 4 + 8 +64
Figure 3.4: Local Binary Patterns Chart for an 8-pixels Neighbourhood
the precomputed dictionary and finally assigning the corresponding index as the
LBP value (Figure 3.5). This prevents two binary patterns that differ only by a
circular shift to be assigned with different indices. For example, the binary pat-
terns “00010101 ”, “10001010 ”, 01000101 ”, 10100010 ”, 01010001 ”, 10101000 ”,
01010100 ” and 00101010 ” will all be encoded with the same scalar. Figure 3.6
shows examples of Local Binary Patterns and Rotation-invariant Local Binary
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Figure 3.5: Rotation-invariant Local Binary Patterns Chart for an 8-pixels
Neighbourhood
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LBPs Rot-Inv LBPs
r = 1 n = 8
r = 2 n = 8
r = 2 n = 16
r = 4 n = 16
Figure 3.6: LBP and rotation-invariant LBPs images of a wrinkly specular
albedo patch (r: radius and n: neighbours)
3.4 Simplistic Extensions of the 2D Texture De-
scriptors to 3D Surface Orientation Data
We extend the three 2D texture measures presented above to analyse 3D orien-
tation texture from dense normal maps. As a normal map is a classical RGB
image where the red, green and blue channels encode the X, Y and Z compo-
nents of the normals respectively, one may consider applying 2D texture analysis
algorithms directly to the normal maps. This would be theoretically inconsistent
as unlike image pixels, normals do not satisfy the linearity condition required in
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the convolutions involved (a linear combination of two normals does not result
in a unit-vector). Instead of calculating the texture measures introduced above
directly on the normal maps, I propose deriving these from either the slant-tilt
space or the tangent space.
3.4.1 Slant-Tilt space
The normal’s slant and tilt are extracted at each position (Figure 3.7). This
results in a map where at each position we have two values corresponding to the
normal’s elevation and azimuth. For normalisation’s sake, we keep the tangent
values so the slant-tilt map is normalized in [−1, 1]. Considering n = (nx, ny, nz)





, tan τ =
y
x
Figure 3.7: A normal’s slant (σ) and tilt (τ)
3.4.2 Tangent space
In this approach, we consider the normals as elements of a Riemannian manifold
and unfold these about the local means using a logarithmic mapping (Figure 3.8).
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x′ = k cos θ sin(τ − τ0)
y′ = k(cos θ0 sin τ − sin θ0 cos θ cos(τ − τ0))
with θ = π
2
−σ. θ0 and τ0 are the spherical coordinates of the local normal mean
µ.
At each neighbourhood, the local normal mean is the one that minimises the







Figure 3.8: Projection of a Normal onto the Local Tangent Plane
For visualisation purpose only, we compute a single channel slant/tilt map and
tangent map. The pixel values are obtained with (for both the slant/tilt map
and the tangent map):
I(i, j) = arctan2(u, v)
√
u2 + v2
u and v represent respectively σ and τ in the slant-tilt case and x′ and y′ in
the azimuthal projection case. Figures 3.9 and 3.10 show respectively the Gabor
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responses and LBPs on the tangent and slant/tilt space. One can note that the
responses strongly depends on the filter orientation.
Slant/Tilt Gabor Tangent Gabor
Figure 3.9: Gabor responses on slant/tilt and tangent space for different
orientations(respectively 0, π3 and
π
2 ) of a wrinkly skin patch surface. The
Gabor filter is set with a standard deviation of 6pixels and a wavelength of
7pixels. The images are 310× 280
3.4.3 3D Surface Texture Characterization
We adopt a multi-scale scheme where at each level, the texture filter (one of those
described in Section 3.3.1) is applied on either the slant/tilt map or the tangent
map. As described earlier in this section, both the slant/tilt and tangent map
are results of transforming a normal map onto a lesser dimension space. They
are both 2D maps with two channels at each pixel. Thus applying the Gabor
filter or the LBPs on these results in two responses, one for each channel. The
normal map is then down-sampled and passed on to the next level where a new
Chapter 3. 2D Texture vs 3D Skin Texture Analysis 48
Slant/Tilt LBPs Tangent LBPs Slant/Tilt R-I LBPs Tangent R-I LBPs
r = 1 n =
8
r = 2 n =
8
r = 2 n =
16
r = 4 n =
16
Figure 3.10: LBP and rotation-invariant LBPs images of a wrinkly normal
map patch in the tangent and slant/tilt spaces (r: radius and n: neighbours)
slant/tilt and tangent map is calculated and the 2D descriptors applied. The
process is then repeated for each level of the pyramid.
We normalise all the responses into the interval [0, 1]. Assuming Rc,l denotes the




The histograms of the two normalised responses are computed and concatenated
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to form the texture descriptor at level l. The same process is repeated at the
subsequent level with a down-sampled version of the current normal map.
As illustrated in Section 4.4.3, a convolution should not be done directly on the
normals (because of their non-linearity). So the down-sampling is done in the
tangent plane with a Gaussian low pass, followed by projecting the result back
into the original 3D space using the manifold exponential chart (Section 4.4.3).
3.5 Comparing Classification Results Using the
2D Descriptors and their 3D Extensions
We have run a number of experiments to compare the responses of applying the
different texture measures in 2D and 3D configurations and assess their effects
on classifying facial skin conditions from high resolution albedo images and the
corresponding normal maps.
3.5.1 Feature Extraction
For each sample, we build a 3-level multi-scale feature pyramid. The texture
measures described in Section 3.3.1 are used on the albedo samples and their
extensions to 3D described in Section 3.4 are used on the corresponding normal
map samples. The feature pyramid size depends on the texture measure used and
their parameter settings. SVM Ranking is used to reduce the number of features
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for all the descriptor to 64. Chapter 5 and 6 give a more detailed presentation
of the experimental procedures and dataset.
3.5.2 Discussion
We summarise in Table 3.1 the results of classifying facial wrinkle, large pore
and acne presence using 2D texture measures on skin patches albedo and their
extensions to 3D surface orientation on the corresponding normal maps.
All three texture characterisation methods show a clear improvement when used
in a 3D configuration (slant/tilt or tangent space) on classifying both wrinkle,
large pore and acne presence. The improvement is though less important in
pore classification, which could be explained by the fact that pores are generally
finer than wrinkles, so it is harder to get an accurate capture of their surface
topology in a normal map. The Gabor descriptors tend to give better results
on classifying wrinkles whereas on classifying pores the Rotation-Invariant Local
Binary Patterns appear to achieve better results.




20 50 80 20 50 80 20 50 80
2D R-LBPs
radius = 2 .53 .59 .62 .61 .63 .62 .59 .63 .60
radius = 5 .60 .67 .70 .73 .73 .72 .62 .70 .70
2D Gabor
radius = 2 .60 .65 .72 .58 .58 .59 .60 .62 .61
radius = 5 .64 .70 .75 .71 .70 .71 .71 .73 .71
3D R-LBPs
Slant/Tilt .75 .78 .81 .79 .81 .80 .71 .73 .72
Tangent .70 .73 .79 .73 .75 .73 .66 .69 .65
3D Gabor
Slant/Tilt .78 .78 .82 .83 .85 .85 .75 .76 .77
Tangent .74 .78 .81 .77 .79 .79 .70 .74 .72
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3.6 Conclusion
In this section, we have investigated how an extra dimension could add value over
classical 2D texture analysis methods, through comparing skin condition classi-
fication using 2D texture and 3D surface texture. We have proposed extensions
of common 2D texture measures to 3D surface orientation data and conducted
a comparative study between these. The results (Chapter 6) show considerable
improvements on classifying the presence of facial wrinkles, large pores and acne
when extracting the texture feature directly from the normal maps (3D) rather
than from the corresponding albedo images (2D).
This, combined to the recent advances in 3D surface recovery techniques and
availability of new high resolution 3D dataset, constitutes a motivation to fur-
ther investigate methods of characterising surface texture in the 3D space. The
approaches proposed in this section are simple extensions of two common 2D
texture descriptors (LBPs and Gabor filters). In the next chapter, we introduce
three novel methods of characterising 3D surface texture directly from a surface
orientation field (normal map) and apply these for extracting facial skin micro-
structure in the three-dimensional space for analysis and/or synthesis purposes.
Chapter 4
Proposed 3D Surface Texture
Analysis Methods
4.1 Introduction
As discussed in the previous chapters, the 3D aspect of surface texture has been
rather neglected in automated texture analysis. Even though since the early
2000s some studies have addressed the issue [12, 48], a number of works still
carry on characterising surface texture of natural objects without taking into
account the effects that the interaction between the underlying surface geometry
and the imaging conditions (illumination/viewpoint) might have on the apparent
texture. The BTF-based methods first introduced in [12] and 3D-texton-based
methods introduced in [48], although dealing with the issue by analysing various
samples of the same image in different illumination/viewpoint conditions, are
52
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image-based as they do not know the underlying geometry. Also they are known
to be very demanding in storage and generally generate extremely high-dimension
feature spaces [22].
The previous chapter showed that very simplistic extensions of 2D texture de-
scriptors to 3D data significantly improve classification performances of skin con-
ditions. In this section, we propose and compare three novel geometrical 3D sur-
face texture descriptors that, in contrast to the image-based methods, operate
directly on the surface geometry and produce more compact representations.
4.2 Proposed Method I: Rotation Fields Pyra-
mid
4.2.1 Introduction
In this section we propose an approach based on multi-resolution rotation fields.
Rotation fields are a means of capturing high frequency information from surface
orientation. [60] employed these to correct the 3D position of 3D mesh vertices
with accurate high frequency data from normal map measured with photometric
stereo. Frequency separation has been extensively used in the literature to repre-
sent 2D texture [2, 36, 69]. This generally involves a pyramidal multi-resolution
representation which allows capturing texture information at different scales. At
each level of the pyramid, the low frequency information is separated from the
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high frequency; while the former is more related to global shape, the latter can
be a representation of the local texture.
We propose a multi-resolution analysis scheme where at each level of the pyramid,
the low frequency information in the normal map is separated from the high
frequency in the form of rotation fields. We also demonstrate that the rotation
fields pyramid can be used not only on analysis but also to synthesise 3D surface
texture.
4.2.2 Rotation Fields
Let N denote a normal map and Ni,j, the normal vector at the pixel pi,j, we
compute a smoothed version N s of N by computing at each pixel a weighted
geodesic or euclidean mean over a neighbourhood Ω with a radius r (a post-
normalisation of the resulting normal is required in case of the euclidean mean).
The weights wi,j are determined by a Gaussian with a standard deviation the
same as the radius of the neighbourhood. The geodesic mean is defined as:






′) being the geodesic distance between Ni,j and N
′). [65] show that
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(4.2)
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wi,jlogµt (N (i, j))
)
(4.3)
(expµt and logµt are the exponential and logarithm map about the geodesic mean
µt). The rotation fields R are obtained by computing, at each pixel, the rotation
to apply on the original normals to match the smoothed ones. An axis-angle
representation [~e, θ] can be adopted to characterise each rotation with four pa-
rameters (three for the axis ~e and one for the angle θ). Denoting R~e as the axis
component of the rotation field and Rθ as the angle component, gives:
R~ei,j = Ni,j ×N ′i,j and Rθi,j = Ni,j ·N ′i,j (4.4)
The rotation axis, R~ei,j, can be normalized (dividing by it’s norm) so that the





For visualisation purposes we encode these three parameters in an RGB image.
The smoothing radius r controls the level of detail extracted. Small values of
r allow extracting very fine skin texture (down to the level of the pores) while
higher values tend to capture medium frequency structures such as acne and
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wrinkles. Figure 4.1 shows the rotation maps and corresponding low frequencies
of a wrinkly normal map patch computed with three different radius values.
r = 7 r = 15 r = 30
Figure 4.1: Rotation maps (top row) and corresponding low frequencies
(bottom row) with different radius values (r = 7, 15, 30) of a wrinkly normal
map patch
4.2.3 Rotation Fields Pyramid
Given a normal map N , a subband decomposition can be performed by building
an image pyramid, where at each level the low frequency information is separated
from the high frequency. The whole process is started by applying a low pass
filter G0, namely a Gaussian (with geodesic or euclidean averaging). The result is
a normal map L0 representing the low frequency surface variation of the original
one. This is then used to extract the high frequency information by calculating
the rotation field that brings it back to the original normal map. After extracting
the high frequencies in the form of rotation field H0, the low frequency normal
map L0 is then down-sampled and passed on the next level where the same
process is repeated (Figure 4.2). Hn and Rn have the same meaning which the
rotation field extracted at the level n of the pyramid. On the synthesis side, the
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reconstruction can be initialised by the low frequency component of any normal
map, but it is important that the low frequency is produced after at least the










































Figure 4.2: Rotation fields pyramid
In the two-dimensional case, most of the studies that use a pyramidal represen-
tation extract the high frequency information in several subbands. The main
motivation of this is to capture different spatial configurations and orientations
of the texture. For example [36] employed steerable filters to capture anisotropic
texture with the presence of elongated or oriented structures. However, in con-
trast to individual pixels in 2D images, each surface orientation in the normal
map encodes a certain level of information about the surface gradient within its
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Figure 4.3: A 3-level rotation fields pyramid of a wrinkly normal map patch
immediate neighbourhood. So, at each level of the the pyramid, we use three
subbands that correspond respectively to the three components of the rotation
vector. Figure 4.3 shows a 3-level rotation field pyramid of a wrinkly normal
map patch.
4.2.4 Riemannian Distance on the Rotations Group SO3
After having represented the 3D surface texture as an n−level pyramid of rotation
fields, a metric in the rotation space is needed in order to analyse their spatial
distribution. In other words a way to compare two rotation vectors is needed.
This problem has been studied in [64].
Beside the angle-axis representation, rotations can be represented by 3 × 3 or-
thogonal matrices which form the Rotation Group SO3 and constitute a smooth
manifold [64]. This means that the set of rotation matrices is differentiable and
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supports a Riemmannian metric allowing to compute the distance between ro-
tations. If R1 and R2 are two rotation matrices R1 and R2 the corresponding
axis-angle representations (the conversion can be easily done with the Rodriguez
formula), the Riemmannian distance between R1 and R2 is given by [64]:
d :
SO3 × SO3 → R
(R1,R2) 7→ d(R1,R2) = (R2 ◦R1)
(4.6)
Denoting the composition of rotations R1 and R2. Whilst the composition of
rotations can be calculated by the dot product of the two matrices (R2 ◦ R1 ∼
RT2 · R1), [64] showed that it is more advantageous to use unit quaternions as
an intermediate step because the result is easier to differentiate. The idea is
to convert the axis-angle representation of the rotations to unit quaternions,
multiply these and convert back into axis-angle representation. Let R be an
axis-angle rotation (axis denoted by R~e and angle by Rθ) and its corresponding
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And for two unit quaternions Q1(s1, v1) and Q2(s2, v2) the non-commutative
multiplication is given by:
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Q1 ∗Q2 :

s1s2 − v1 · v2
s1v2 + s2v1 + v1 × v2
(4.9)
Equations 4.6, 4.8 and 4.9 give:
d(R1,R2) = atan2
 |s1v2 + s2v1 + v1 × v2|
s1s2 − v1v2
 (4.10)
Replacing 4.7 in 4.10 yields:
d(R1,R2) = atan2




















For the sake of simplicity, we assume that the two rotation axes R~e1 and R
~e
2 are



















In our application, this simplification do not alter the captured information in
terms of surface irregularities. Indeed on the rotation map, each pixel repre-
sents the rotation of the original surface normal from the smooth one, hence
characterised by two parameters: the axis and the angle of rotation. The angle
quantifies how much the two normals deviate from each other whereas the axis
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determines the plane in which the rotation happens. Now when we compute the
distance between two rotations, we are more interested in capturing the devia-
tion component than the orientation component of the rotation. This led us to
assume that the two rotations have the same axis which considerably simplifies
the calculation without losing the deviation information we want to capture.
4.2.5 Feature Extraction
For a given normal map patch, we compute an l−level rotation field pyramid.
For each level of the pyramid, we compute at each pixel the distances between
the corresponding rotation and each of the neighbouring pixels within an N ×M
neighbourhood using Equation 4.12. This gives at each pixel a vector of length
N × M − 1. We complete this vector with the rotation vector at the central
pixel yielding a vector N ×M + 2 long. As we want to end up with a histogram
as feature vector, a vector quantisation algorithm is used to map each of these
N ×M + 2 vectors to a scalar value. In this work, we use K-means [51] which
introduces another parameter k representing the number of clusters. Each cluster
is associated to a symbolic label (a scalar value). We then compute the histogram
of the resulting map of symbolic labels. The size of the histogram is given by
the number of clusters k. The process is repeated at each level in the pyramid
and the histograms from all the levels are concatenated to form the l× k feature
vector associated with the patch.
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4.2.6 Classification Results
The method is tested on classifying the three skin conditions we are interested
in from our collected 3D facial dataset. We experimented with two different k-
mean configurations, k = 100 and k = 200, yielding respectively, with a 3-level
pyramid, 300 and 600 long feature vectors. SVM Ranking is then used to reduce
both feature vectors to 64 components. Also various sample sizes were tried:
20× 20 pixels, 50× 50 pixels and 80× 80 pixels. Chapters 5 and 6 give a more
detailed presentation of the dataset and experimental setup. The classification
results given in Table 4.1 show that higher values of k, the number of clusters,
yield better classification performances. This can be explained by the fact that
higher values of k means higher resolutions in the quantisation which enables
losing less information after the K-means is performed. In Chapter 6, these
results are compared against the other proposed descriptors and against a BTF
based method.




20 50 80 20 50 80 20 50 80
Rot. Fields
K = 100 .78 .80 .84 .87 .89 .87 .79 .83 .83
K = 200 .82 .86 .90 .91 .90 .92 .84 .87 .87
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4.2.7 Potential Application: 3D Skin Texture Synthesis
and Transfer
Beside its ability to produce discriminative descriptors for three-dimensional sur-
face texture classification, the rotation fields pyramid can also be used to synthe-
sise or transfer three-dimensional surface texture. Many studies have used image
pyramidal representation to synthesise two-dimensional textures [2, 36, 69]. [36]
used histogram matching through all the levels of a steerable pyramids [27] com-
puted from the source and target texture [36]. [69] proposed a parametric method
which constrains the target pyramid to satisfy a set of joint statistics computed
on the pyramid basis functions.
Realistically simulating 3D skin texture has received lot of interest in the Com-
puter Graphics community. One of the earliest works is [28] which built a statis-
tical model of facial 3D meso-structures such as wrinkles. They have captured
high resolution facial scans, separated the skin details from smooth meshes in
terms of depth variation and used the pyramid-based texture synthesis proposed
in [36]. However this methods, beside capturing only the skin meso-structures,
suffers from lack of regularity in the synthesised texture due to the statistical na-
ture of the synthesis method [36]. More recent and advanced works on 3D skin
texture synthesis include [30, 59]. These also model the 3D skin roughness in
terms of displacement maps. However they use a more advanced capture device
to acquire 3D skin details at the micro-scales which allowed them to synthesise
the skin micro-structure.
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We demonstrate here that the Rotation Fields can be a potential alternative to
the displacement maps which are the main representation used for synthesis to
date. Various 2D texture synthesis techniques can be extended to 3D surface
orientation data using the rotation fields. Given an example normal map, the
idea is to synthesise a new normal map that presents similar surface appearance.
In the 2D case, the texture is assumed to be unaffected by shape and is gen-
erally synthesised directly from the measured albedo. However in the 3D case,
dense normal fields encode the surface fine texture and shape at the same time.
This shape-related information present in the normal map needs to be factorised
out in order to synthesis only the texture-related information. This implies an
additional transfer step which consists in combining the synthesised 3D surface
texture and the target’s overall shape.
We propose a unified approach where the inputs are two normal maps: a source
from which we extract the texture to synthesise and a target to which we transfer
the synthesised texture. Figure 4.4 summarises the synthesis and transfer pro-
cesses. We first separate the high frequency information (texture) from the low
frequency (shape) in both the source and target normal maps (the separation
process is explained in Section 4.2.2). The high frequency from the source, kept
in the form of rotation fields, is then grown to match the target size using one of
the methods in Section 4.2.8. The final result is produced by deforming the low
frequency from the target using the synthesised and grown rotation field.
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Figure 4.4: Flowchart of the synthesis and transfer process
4.2.8 Growing the Rotation Field
Various methods of growing two-dimensional texture have been proposed in the
literature. The most popular ones include pixel-based synthesis and patch-based
synthesis.
In the pixel-based methods, one pixel is generated at a time during the synthesis
process. One of the reference works is due to [20], who propose to synthesise
each pixel in the target texture by comparing its current neighbourhood with all
possible neighbourhoods in the source image. To introduce some randomness,
instead of choosing the closest target neighbourhood, the authors randomly pick
a neighbourhood from the n−closest. [87] propose avoiding the exhaustive search
in Efro and Leung’s method by quantising the neighbourhood search space using
a tree-structured vector quantisation.
In the patch-based methods, texture is synthesised by copying patches from
the source and seamlessly stitching these together into the target. The patches
are copied from the top-left to the bottom-right of the target. At each copy,
a patch is chosen from the source according to a similarity measure between
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its top/left borders and the borders of the already copied patches adjacent to
the current position. Different approaches for stitching the copied patches have
been proposed in the literature. [19] used dynamic programming to compute a
minimum error boundary cut between overlapping patches. [47] propose a graph
cut technique which has the advantage of automatically finding the optimal patch
size to copy from the source, in contrast to Efros and Freeman’s method, where
the patch size is fixed.
In the next three sections, we extend these different two-dimensional texture
growing techniques to the proposed rotation field representation in order to syn-
thesise 3D surface texture.
4.2.8.1 Pixel-based Texture Synthesis
We extend the algorithm in [20] to the proposed rotation fields by using the
metric defined in Equation 4.12 to compute the distance between two rotations.
Given a normal map patch, the synthesis process starts by extracting the high
frequency information into a rotation field. The extracted rotation field is then
grown to match the target patch’s size using our extended version of Efros and
Leung. At the same time the target normal map is down-sampled with the same
window size used to extract the high frequency from the source normal map.
The result, which represents the low frequency information in the target, is then
corrected using the synthesised rotation field.
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4.2.8.2 Patch-based Texture Synthesis
Here, we use an image quilting method, introduced in [19], to grow the rotation
field. The approach consists in copying patches from the source rotation field to
the target in such a way that they overlap. Then dynamic programming is used
to find, in each overlapping region, the best cut that gives seamless transition
between the patches involved. In the original formulation, the minimum error
cut between 2D image-patches is computed by solving the following dynamic
programming problem:
Ei,j = ei,j + min (Ei−1,j−1, Ei−1,j, Ej+1) (4.13)
where ei,j represents the error surface at the pixel (i, j) in the overlapping region.
It is computed as the square difference of corresponding pixel values from the
overlapping patches. In this case, we compute ei,j using the rotation distance
defined in Equation 4.12.
ei,j = d(R1i,j,R2i,j) (4.14)
4.2.8.3 Warping-based Texture Synthesis
The pixel-based and patch-based growing methods can both be used to synthesise
arbitrary sized target textures. However they both involve expensive search and
therefore have limited potential for tasks such as real-time synthesis. The warping
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based methods grow the source texture to match a target according to a certain
number of pre-defined control points [82]. Concretely, these approaches consist
in placing a set of control points in the source texture and the target space. Each
control point in the source is associated to one in the target space. The growing
process finds the transformation that maps the source’s control points to the
target’s in the texture coordinate space and applies image warping techniques to
interpolate between the source texture and target.
While the warping based methods are not adequate when the size ratio between
target and source is considerable, they have the advantage of being fast and
conserving the visual regularity of the texture.
In this study, we aim at synthesising by example skin conditions such as wrinkles,
acne or pores which generally have a certain visual regularity in how they are
distributed across the face. So it is important that the growing method we use
conserves this regularity. Between the three growing methods described above,
the pixel based methods are the least regular as shown in Figure 4.5. These
are appropriate for synthesizing rather stochastic textures. The patch based
methods tend to conserve more regularity that the pixel based methods, but this
still depends on the chosen patch size. The bigger the size, the more regular the
output will be.
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Sample Pixel based Patch based
Figure 4.5: Rotation field growing
4.2.9 Multi-scale Synthesis with the Rotation Field Pyra-
mids
We use the Thin Plate Spline [17] with overlap warping method proposed in [82]
to transform the source rotation field to the target configuration. The transfor-
mation is governed by a set of control points placed in the source and target.
These are associated to each other using visual cues (e.g. a control point on an
eye-corner in the source is associated with a control point on the correspond-
ing eye-corner in the target). In fact these control points are picked from the
template used to segment the face in different regions (in Section 5.3.2.4).
Concretely, to transfer the forehead skin texture from the subject A to the subject
B in Figure 4.6, we use the forehead masks in the 2D texture space for each of
the three poses (how these masks are obtained is explained in Section 5.3.2.4)
to select the regions of interest in the normal map of each pose. For the source
(subject A), the pyramidal rotation field is computed in the region of interest
(the rotation field pyramid calculation is presented in Section 4.2.3) and for the
target (subject B), the low frequency surface normals are computed by Euclidean
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Gaussian or Weighted Geodesic mean. Then the source rotation field pyramid is
grown to match the target using a thin plate spline with overlap warping method
to match the target’s size and mask. The warping is controlled by the projected
2D landmarks. Finally, the target’s low frequency normals are corrected at each
level of the pyramid by rotating them using the warped rotation field.
4.2.10 Transfer Across the Whole Face
Any region of the face can be considered individually to transfer skin texture or a
combination of regions can be used to transfer the texture across the whole face.
Moreover, choosing different texture sources for different regions allows synthe-
sising facial appearance combining skin conditions from different individuals.
As the synthesis is done on the normal maps, in the texture space, to visualise
the result the mesh is rendered by shading the specular component using the
synthesised normals. However the synthesised normals can be used to refine the
position of the mesh’s vertices so that the synthesised 3D texture is embedded
directly in the geometry (Figure 4.7). This can be realised using the position
refinement algorithm proposed in [60] where the mesh vertices position are refined
by optimizing the error between the measured normals and the mesh normals.
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Figure 4.6: Synthesis and transfer of 3D skin texture on forehead
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Figure 4.7: Synthesis across the whole face and mesh refinement
4.2.11 Conclusion
In this section a multi-resolution rotation field for characterising 3D surface tex-
ture was presented. The method consists in separating the high frequency infor-
mation present in a normal map from the low frequency information at different
scales. The high frequencies are encoded in the form of a rotation field pyramid,
whereas the residual low frequency is a smoothed normal map. The rotation field
pyramid corresponds to a set of rotations to apply to the residual low frequency
normal map at each pixel to recover the original normals. The representation
can be used to analyse as well as to synthesise 3D skin texture. The analysis
consists in extracting a histogram of features from the rotation field pyramid to
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characterise the texture (Section 4.2.5) and feeding it into a machine learning
algorithm (we give the experimental results in Chapter 6). The synthesis, as
presented in Section 4.2.7, consists in growing the rotation map of a skin texture
example and combining the result with the low frequencies of the target.
4.3 Proposed Method II : Local Orientation Pat-
terns
4.3.1 Introduction
In this section, we propose an approach based on the notion of texture spectrum
which characterises 2D textures by encoding the spatial variations of pixels in
a neighbourhood and was introduced in the early nineties [85]. We extend this
to 3D surface data and propose two methods of assessing the variation of orien-
tation between two normals. The first applies a threshold to the normals’ dot
product, while the second variant directly compares their polar and elevation
angles resulting in a four-level texture unit.
4.3.2 Background: Texture Spectrum
The notion of texture spectrum was introduced in [85] and can be defined as the
distribution of texture entities called texture unit over an image. In the original
formulation, a texture unit is a 3×3 pixels neighbourhood forming a window of 8
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pixels (pi)1≤i≤8 surrounding a central one p0. Each of the eight surrounding pixels
may be associated to three possible patterns defined by the function (fi)1≤i≤8:
(fi)1≤i≤8 =

0 if pi < p0
1 if pi = p0
2 if pi > p0
(4.15)
The value of the texture unit associated to p0 is determined from the 8 surround-




fi × 3i−1 (4.16)
A texture unit is associated to each pixel contained in the image and the texture
spectrum is defined as the distribution of texture units over the whole image. This
is represented by a histogram keeping the frequency of each possible texture unit
value over the image.
Texture spectrum based approaches have proven their powerful ability to discrim-
inate texture variations in a 2D image, despite their simplicity and ease of use.
Local Binary Patterns [63, 85] are an extension of the texture spectrum model
where the number of patterns is brought down to two and the neighbourhood
radius, shape and pixels number can be parameterised.
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4.3.3 Generalising Texture Spectrum
The notion of texture spectrum can be generalised by extending the definition of
a texture unit to n possible patterns between two pixels and an arbitrary number
of pixels, N , uniformly surrounding a central pixel, p0, with an arbitrary radius




fi × ni−1 (4.17)
The patterns (fi)1≤i≤N can be defined with any discrete two dimensional function
that has only n possible values in Z+. Assuming that the pixel values are picked
from a set E and that A denotes the set of n possible pattern values, (fi)1≤i≤N
is given by:
(fi)1≤i≤N :
E× E → A with: A ⊂ Z+ and |A| = n
(p0, pi) 7→ fi(p0, pi)
(4.18)
As the final objective is to get a histogram representing the distribution of texture
units over the image, it is important to choose the pattern function (fi)1≤i≤N
well as its number n of possible values and the chosen number of neighbours
determines the number of bins to reserve for the histogram:
B = nN
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Finally, with a fixed radius and number of neighbours, each neighbour position
(xi, yi) is obtained by:
xi = round(r cos(
2πi
N




4.3.4 Local Orientation Patterns
The approach we propose for analysing 3D surface texture from normal maps is
entirely based on the generalised Texture Spectrum. The main task here is to find
good pattern functions that can represent the normals’ orientation distribution
over a texture unit. As each pixel of a normal map is an element of [−1, 1]3, we
are looking at pattern functions of the form:
(fi)1≤i≤N :
[−1, 1]3 × [−1, 1]3 → A with: A ⊂ Z+ and |A| = n
(N0,Ni) 7→ fi(N0,Ni)
(4.19)
with A the set of possible pattern values N0 the central normal and Ni one of
the N surrounding normals.
We propose two pattern functions for representing the normals’ orientation dis-
tribution. The first function computes the dot product of two normals and com-
pares the result with a threshold. The second function compares the azimuthal
and polar angles of the normals directly.
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4.3.4.1 First Pattern Function
The first pattern function we propose evaluates the dot product between the
central normal and one of the surrounding normals, and compares the result to
a threshold. Formally it is given by (with a threshold τ):
f τi (N0,Ni) =

0 if N0.Ni < τ
1 if N0.Ni ≥ τ
(4.20)
With this pattern function, the number of bins needed for the histogram is given
by 2N as in Local Binary Patterns. As the normals are normalized in [−1, 1], the
dot product depends only on the angle between the two normals. However the
problem here is to find a threshold.
The threshold: It is clear that a good threshold depends on the local ori-
entation distributions in the normal map; a good threshold for a dense and/or
more or less uniform normal map may not be suitable for a sparser normal map.
The threshold choice also depends on the application; for the same normal map,
we may use different thresholds depending on whether we want to capture high
or low-frequency variations (although this would need to be combined with an
adequate radius setting).
We tried two techniques for choosing the threshold. The first averages the dot
products of all pairs of normals. The second method computes a threshold map
by locally averaging the dot products between each normal in a Texture Unit
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with the central normal. Our experiments show that the first method achieves
better results than the second (Chapter 6), although we believe that a good
threshold map may provide additional robustness in cases where the distribution
of the normal orientations varies considerably from one place to another.
Figure 4.8 shows the Local Orientation Pattern Images of three skin patches
using the first patterns function with a radius of 1, 2 and 4.




Figure 4.8: Local Orientation Pattern of skin normal maps with different
radii
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4.3.4.2 Second Pattern Function
In the second proposed pattern function, the azimuthal and polar angles of the




0 if θ0 < θi and φ0 < φi
1 if θ0 < θi and φ0 ≥ φi
2 if θ0 ≥ θi and φ0 < φi
3 if θ0 ≥ θi and φ0 ≥ φi
(4.21)
where θi and φi are the azimuthal and polar angle of the normal Ni respectively.
Here the required size of the histogram is given by 4N . This function does not
need the extra parameter the previous one had (threshold), although it generates
a much bigger feature vector (histogram). While the first function generates (for
the standard 8 pixel neighbourhood) a feature vector of length 256, this function
generates a 65536 feature vector.
Figure 4.9 shows the Local Orientation Pattern images of three skin patches using
the second pattern function with a radius of 1, 2 and 4.
4.3.4.3 Discussion
A glance at the LOP (Local Orientation Patterns) images in Figure 4.8 and Fig-
ure 4.9 gives a first idea of the behaviour difference between the two proposed
pattern functions. The second pattern function tends to produce LOP images
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Figure 4.9: Local Orientation Pattern of skin normal maps with different
radius
with higher frequency. This is probably due to the level of detail generated by
using four patterns instead of just two. The important point here is that when
using the second pattern function for capturing low frequency properties of a sur-
face, a certain amount of entropy, depending on how fine the surface structure
is, can be induced. In our application, we think that it is more appropriate to
use it for high frequency skin properties such as pores and some lines and wrin-
kles, while the first function is more appropriate for capturing lower frequency
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conditions as acne.
4.3.5 Classification Results
Table 4.2 gives the classification results using the Local Orientation Patterns as
3D texture descriptors. The results confirm the observation made in the previ-
ous (Section 4.3.4.3) about the second pattern function being more appropriate
for extracting high frequency conditions as it yields considerably higher perfor-
mances on classifying pores. However the performances on classifying wrinkle
and acne are rather comparable between the two pattern functions.
The overall performances are lower than the ones yielded by Rotation fields
pyramid (Section 4.2) which could be due to the fact that the Rotation fields
pyramid uses a multi-scale scheme while the Local orientation patterns don’t.




20 50 80 20 50 80 20 50 80
L.O.P
1st P.F. .71 .70 .76 .63 .66 .63 .75 .79 .81
2nd P.F. .72 .72 .77 .79 .81 .80 .73 .78 .83
4.3.6 Conclusion
We presented in this section a method of characterising 3D surface texture from
normal maps. The approach is based on the notion of Texture Spectrum and
can be used in any application dealing with 3D surface texture analysis. We
introduced two ways of evaluating the normals orientation. The first applies a
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threshold on their dot product, while the second variant compares their polar
and elevation angles directly. In Chapter 6 we present results using the method
for classifying facial skin conditions such as wrinkles, large pores and acne.
4.4 Proposed Method III: Multi-scale Azimuthal
Projection Distance
In this section, we investigate extensions of the Azimuthal Projection Distance
Image (APDI) introduced in [72] as a 3D surface descriptor for facial Action
Unit detection. In their work, the authors used the APDI in the coarse scale and
extracted facial macro-structure. However, while these facial macro-structures
are adequate for discriminating Action Units, they could not hold enough sur-
face fine-scale deformations to perfectly characterise the skin conditions we are
interested in (wrinkles, large pores and acne). The APDI is extended with three
main additions:
• Using the local surface normal means instead of a fixed surface mean as a
reference for the azimuthal projection.
• The APDI formula is modified to take into account the surface normal
azimuthal orientation which is not considered in the original formulation.
• A Multi-resolution analysis scheme is introduced in order to capture differ-
ent scales of skin deformations.
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Each of these extensions are presented in more details in the Sections 4.4.2
and 4.4.3.
4.4.1 Background
Here APDI is briefly recapped, a more detailed presentation being given in Sec-
tion 2.3.4. For recall, the APDI is a 2D image where the pixels are the projections
of the surface normals onto the tangent plane. Given a surface normal at a pixel
(i, j), the azimuthal projection is given by:
xi,j = k
′ cos θi,j sin
(




′ (cos θ̄i,j sinφi,j − sin θ̄i,j cos θi,j cos (φi,j − φ̄i,j)) (4.23)
where θi,j and φi,j are the polar and azimuthal angles of the surface normal
respectively. θ̄i,j and φ̄i,j are the polar and azimuthal angles of the mean surface
normal over a fixed neighbourhood around (i, j) respectively. Finally k′ = c
sin(c)




[72] fixed a constant mean surface normal (0, 0, 1) (z-axis direction) which leads
to θ̄ = π
2
, φ̄ = 0 and c = sin θi,j. Thus Equations 4.22 and 4.23 become:
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xi,j = k
′ cos θi,j sinφi,j (4.24)
yi,j = k
′ cos θi,j cosφi,j (4.25)
Each pixel value of the Azimuthal Projection Distance Image (APDI) is given







As stated above, in the original formulation, the authors set a constant surface
normal mean ([0, 0, 1]) over the whole face, thus projecting about a constant
vector across the face. A direct consequence of this is the presence of considerable
low frequency information on the APDI, as the mean surface normal constitute
the reference about which the normals are projected (the tangent plane that the
normal are projected onto is the plane orthogonal to the mean surface normal).
While this is suitable for coarse features as facial Action Units, it would introduce
notable low frequency bias to the fine skin structures we are interested in. Thus
we compute at each pixel a local mean surface normal over a local neighbourhood
and use it as projection reference. Hence, in this work we use Equations 4.22
and 4.23 instead of the simplified versions of [72]. Equations 4.24 and 4.25.
Figure 4.10 shows example output from the original and our proposed modified
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APDI. On the output image of the original APDI, the low frequency is still
noticeable whereas in the modified version only the high frequency information
is kept.
Input Original APDI Modified APDI
Figure 4.10: Example of output from the original and modified APDI
Another modification we made to the original APDI formulation is the introduc-
tion of the azimuthal orientation of the surface normal in Equation 4.26 which
takes into account only the polar orientation. We illustrate this in Figure 4.11
where we assume that the mean surface normal is aligned to the z−axis. It
is easy to see that the distance form the centre of projection (red line), which
correspond to the original formula, stays constant for all normals with the same
polar angle φ even though the azimuthal angle θ varies. We overcome this by
changing Equation 4.26 to:





This corresponds to the arc (blue line) in the projection plane going from the
x−axis to the projected point and varies with φ as well as θ.
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Figure 4.11: The distance from the centre of projection (red) is the same
for all the normals with the same polar angle, while the arc (blue) from the
x−axis varies with both the azimuthal and polar angles
Figure 4.12 shows the difference between using the L2−norm (distance from the
centre of projection) or the arc from the x−axis. In the first case (L2−norm), the
APDI appears less contrasted in comparison with the second case (arc) which
presents more disparity and hence will be more discriminative as shown in the
classification results in Chapter 6.
Input With Norm With Arc
Figure 4.12: Example of output from considering the L2−norm (original)
and the arc (modified)
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4.4.3 Multi-resolution Scheme
We employ a multi-scale scheme of APDIs for analysing the 3D skin texture from
dense surface orientations. For a given normal map, a multi-scale APDI pyramid
is built by computing the normal map’s APDIs at different resolutions. This
involves scaling (down or up sampling) of the normal map. Since the surface
normals do not satisfy the linearity condition required by classical convolution
methods (any linear combination of two normals violates the unit-length con-
straint), we propose using a geodesic-based normal map scaling algorithm.
4.4.3.1 Scaling Normal Maps
We use Riemannian differential geometry elements to introduce a new metric
(geodesic distance) which will allow us to perform linear operations on the nor-
mals. We assume the normals to be on a Riemannian manifold and compute all
linear operations on a tangent plane that we chose to be constant for all the nor-
mals (this is studied in [64]). Let expµ and logµ be the Riemannian Exponential
and Logarithm operations with µ as projection axis, the linear combination of
N normals (ni)1≤i≤N with coefficients (αi)1≤i≤N can be computed as:
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logµ(nθ,τ ) :

x = k cos θ sin(τ − τ0)




θ = sin−1(cos c sin θ0 +
y sin c cos θ0
c
τ = τ0 + tan
−1 x sin c









By definition of the Exponential mapping, the result will always be a unit vector.
We base our scaling algorithm on Equation 4.28. As we are only interested in
down-sampling, we present an overview of the down-sampling algorithm here
in Algorithm 1. The full implementation includes border checking and index
checking which we have omitted here for brevity.
We tested the proposed method by comparing a normal map with the result of
down-sampling and up-sampling it back. The geodesic method achieves 0.027
mean angular error, while using a classical sampling method on each channel
and renormalising back the result gives a mean angular error of 0.183.
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Algorithm 1: Normal Map Down-sampling Algorithm
Data: N : normal map, S: scale factor, [u, v]: window size
Result: N ′: Down-sampled normal map
nw ←− width(N)S
nh ←− height(N)S
for i←− 1 to nw do
for j ←− 1 to nh do
Tmp←− 0
for w ←− i− u
2
, k ←− 1 to u do
for y ←− j − v
2
, l←− 1 to v do
Tmp←− Tmp+ Logµ (N (w, y)) y ←− y + 1
end
w ←− w + 1
end








To characterise the 3D skin texture, we build a multi-resolution pyramid of
APDIs by down-sampling the normal map to different levels. At each level,
the APDI is re-computed from the corresponding down-sampled normal. The
high levels contains higher frequency details adequate for texture analysis. The
more we go down to the lower levels, the more we lose high frequency details,
but the low frequency changes related to the overall shape are highlighted.
Figure 4.13 shows examples of image output of the modified multi-resolution
APDI for 3 skin patches with presence of wrinkle, large pores and acne respec-
tively. It is interesting to notice how, at different scales, the level of high fre-
quency information that is captured changes. For example, considering the patch
with acne, one can see that on the first level, only the fine skin structure is cap-
tured. It is clear that stopping the texture extraction at that level would capture
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only partial information about the skin disruption and would certainly miss the





Figure 4.13: 4−level APDI pyramid for 3 skin patches
4.4.4 Feature Extraction
To extract features from a given normal map patch, the multi-resolution APDI
pyramid is built. Then a grey level histogram is computed at each level of the
pyramid and concatenated together. This produces a relatively large feature
vector depending on the number of levels and the histogram resolution (e.g.
number of bins). For example an 128-bins histogram with a 4-level pyramid
Chapter 4. Proposed 3D Surface Texture Analysis Methods 91
will produce a feature vector of length 512. This can be reduced using feature
selection techniques as we present in Chapter 6.
4.4.5 Classification Results
The classification performances using the original formulation of the APDI and
our modified version are presented in Table 4.3. The results show a clear im-
provement of the modified APDI over the original version. The M. APDI with a
depth of 1 differ from the O. APDI in the choice of the projection reference and
the consideration of the azimuthal orientation, yet it outperforms the O. APDI
even without the multi-scale scheme. Introducing a multi-scale analysis improves
even more the performances of the M.APDI. With a multi-scale depth of 4, the
increase in classification performances goes up to 0.16.




20 50 80 20 50 80 20 50 80
O. APDI - .62 .61 .65 .63 .60 .62 .60 .63 .63
M-APDI
depth = 1 .62 .65 .68 .62 .62 .64 .61 .65 .64
depth = 2 .69 .70 .73 .71 .70 .72 .68 .67 .70
depth = 4 .75 .78 .81 .74 .76 .73 .72 .74 .75
4.4.6 Conclusion
This section presented another approach to characterising 3D surface texture
based on extensions of the Azimuthal Projection Distance Image (APDI) intro-
duced in [72]. We proposed three extensions of the original formulation. These
include:
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• working with local surface normal means instead of a fixed surface mean
as reference for the azimuthal projection.
• modifying the APDI original formula to take into account the surface nor-
mal’s azimuthal orientation which is not considered in the original formu-
lation.
• introducing a multi-resolution analysis scheme in order to capture different
scales of skin deformations.
We show in Chapter 6 that with these extensions, the modified multi-resolution
APDI considerably outperforms the original APDI in classifying the skin condi-
tion we are interested in (wrinkle, large pores and acne).
4.5 Summary
This chapter has described the different contributions we propose for 3D surface
texture representation. We first presented a comparative study where 2D texture
measures are compared against simplistic 3D extensions. As shown in Chapter 6,
the 3D descriptors outperform all their 2D counterparts in classifying facial skin
condition such as wrinkles, large pores and acne. We then presented in detail
the three proposed 3D surface texture descriptors proposed in this thesis. These
are:
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• Rotation Fields where 3D surface texture information is extracted by sep-
arating high frequency data from the low frequency in the form of rotation
map.
• Local Orientation Patterns inspired by the notion of Texture Spectrum
where at each pixel, the surface normal is compared against the ones sur-
rounding it.
• Multi-scale APDI which is an extension of the Azimuthal Projection
Distance Image where the normal are projected onto the tangent space
before applying common texture measures such as LBPs or Gabor filtering.
All three descriptors were evaluated on classifying facial skin condition (wrin-
kles, large pores and acne) on an extensive dataset collected in the context of
this thesis. The next chapter presents in detail the data collection process and
Chapter 6 gives and discusses the results of the different experiments conducted
to evaluate the texture descriptors presented in this thesis.
Chapter 5
Data Collection and Annotation
5.1 Introduction
Chapter 4 introduced various proposed methods of characterising 3D surface tex-
ture from facial skin normal maps. To evaluate these different methods, we have
collected an extensive dataset of high resolution 3D faces along with reflectance
data containing both fine geometric and photometric properties of the facial skin,
down to the level of the pores. The dataset consists of 50 subjects with an age
range going from 19 to 68 and presenting various skin types. We have used a
Lightstage, which is a dome of controlled lights, to capture both the 3D models
and skin reflectance.
To annotate the collected data, we have run an experiment where 25 participants
have been asked to rate skin patches from different facial regions according to
the presence/visibility of wrinkles, pores and acne.
94
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We give here a detailed presentation of the different steps involved in the data
collection process.
5.2 Existing Datasets
A considerable number of 3D face datasets have been proposed over the last few
years. While most of these aim to provide data for face recognition or expression
recognition task, only a few offer resolutions appropriate for fine texture analysis.
For example, the BU-3DFE (Binghamton University 3D Facial Expression) [94]
captured geometric meshes at a resolution of 35000 vertices. The Bosphorus
dataset [73] collected high resolution texture (1600 × 1200 pixels) but the 3D
meshes are too coarse for extracting fine 3D surface texture information. The
EFPRI (ETH Face Pose Range Image) database [3] captures face depth map at
only 150× 200 pixels.
The photometric stereo method, introduced in [93], which allows us to obtain
surface orientation from multiple images with varying illumination, is one of the
most appropriate ways of capturing 3D surface fine texture as the resolution of
the final data is only limited by the sensor used. While one of the main issues
of photometric stereo is aligning the different images to compensate for motion
of the target, powerful optical flow algorithms are available to tackle this [4–6].
3D face datasets that use photometric stereo include the Photoface database [95]
and the 3D Relightable Facial Expression (ICT-3DRFE) database [79]. While
the first was captured with low cost cameras, the latter is captured using a
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lightstage which is to date the most advanced setup for capturing surfaces’ fine
structure. Despite providing highly detailed 3D data, the ICT-3DRFE database
is not suitable for this work as the age range and skin type covered by the dataset
is limited. We collected a new dataset covering a wider age range and skin type
using a lightstage. The next sections present our capture setup and the data
collection process in details.
5.3 The Lightstage
The lightstage is a 3D surface acquisition device first proposed in [53]. It is a dome
of controlled LEDs that captures surface geometry along with specular and diffuse
reflectance data. The Lightstage is based on spherical gradient photometric
stereo techniques. It operates by capturing the target under different spherical
gradient illumination patterns and uses polarisation techniques to separate diffuse
from specular reflectance. The final output data consist in dense surface normal
fields whose resolutions are limited only by the resolution of the sensor used to
capture the gradient images.
5.3.1 Our Lightstage Setup
In collaboration with the University of York, we have developed a Lightstage of
1.58m diameter with 41 controllable LEDs evenly placed on the dome’s frame
(Figure 5.1) . Linear polarisers are mounted on every LED and on the photomet-
ric camera which is a Nikon D200. The polariser mounted on the photometric
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camera is equipped with an opto-electric system that allows us to automatically
flip the polarising direction and capture cross-polarised data (this is used for
specular and diffuse data separation). In addition to the photometric camera,
six Canon 7D DSLRs are used for multiview images to reconstruct a base mesh.
All these components (LEDs, cameras and opto-electric polariser) are centrally
controlled via a programmable Mbed board 1.
Figure 5.1: The Lightstage used for our data collection
5.3.2 Processing the Raw Data
Our system uses a multi-pose photometric acquisition, which allows us to capture
facial reflectance and micro-structure data from ear to ear. We consider three
poses: frontal, left profile and right profile. For each pose, the raw output data
consists of two sets of images:
1https://www.mbed.com
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• 14 spherical gradient illumination images, half of which are cross-
polarised in order to measure only the diffuse component of the reflectance
(the specular component is obtained by subtracting from the seven other
non filtered images the corresponding diffuse reflectance). In each set (7
filtered and 7 non-filtered), the subject is captured under 6 gradient illu-
mination patterns (X−gradient, Y−gradient, Z−gradient, X̄−gradient,
Ȳ−gradient, Z̄−gradient) and a constant illumination C where all the
LEDs are on. This gives a total of 14 images, 7 diffuse (Xd, Yd, Zd, X̄d,
Ȳd, Z̄d and Cd) and 7 specular (Xs, Ys, Zs, X̄s, Ȳs, Z̄s and Cs). We show
in Figure 5.2 the set of 14 gradient images of the frontal pose in the two
upper rows and the calculated specular gradient images in the last row.
• Mutli-view images captured at the same time, in the constant illumina-
tion, by 6 SLRs positioned to provide enough overlapping coverage of the
face. Figure 5.3 shows the six multiview images of the frontal pose.
5.3.2.1 Normal Field Calculation
[53] established the relation between the surface normal and the first three gra-
dient illumination images. They did not consider the complement illuminations.
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X Y Z X̄ Ȳ Z̄ C
Figure 5.2: Spherical gradient illumination images of the frontal pose. 1st
row: diffuse only. 2nd row: diffuse & specular. 3rd row: specular only (ob-
tained by subtracting the diffuse images from the diffuse & specular)






with v being the view vector, (0, 0, 1) in our case, and























The complement gradient images were introduced by Wilson et al. who proposed
a more optimal way of calculating the surface normals [91]. The complement
gradient images X̄, Ȳ and Z̄ are such that:
X + X̄ = Y + Ȳ = Z + Z̄ = C (5.4)
























The Wilson formulation [91] is proven to be more optimal than the original
method proposed by Ma et al. [53]. This is because it is more robust to gra-
dient image quality as the darks regions in one gradient image are likely to be
well lit in the complement image. Also gradient images and their corresponding
complement tend to balance out possible ambient shadow effects.
As the Wilson method appears to improve the calculated normal quality, all our
normal fields are generated using it. We show in Figure 5.4 an example of the
specular and diffuse normal fields obtained.
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Figure 5.4: Diffuse (top) and specular(bottom) normal fields for the 3 poses
(left profile, frontal and right profile)
5.3.2.2 Geometry Recovery
We use Agisoft Photoscan 2, a commercial Shape From Motion (SFM) system,
to recover the geometry from 21 multi-view images ((6 + 1)× 3 images from the
six multi-view cameras and the photometric camera at constant illumination for
each of the three poses). The advantage of using Shape From Motion is that no
prior geometrical calibration is required. The camera position and rotation are
estimated at the same time as the scene structure.
Although the meshes produced using SFM techniques may not be of very high
quality, they generally hold enough low frequency information to be considered
2http://www.agisoft.com/
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as a rough estimation of the coarse shape. In order to improve the geometry
quality, we use the previously computed normal fields and the mesh generated
by Photoscan as base geometry in an iterative refinement process proposed in
[60]. The main idea is to use the accurate high frequency information present
in the measured normal fields to refine the base mesh and inversely use the
mesh coarse shape to correct the low frequency bias present in the normal fields.
Figure 5.5 shows an example of refinement results.
5.3.2.3 Pose merging and texturing
As mentioned above, in order to have an ear-to-ear coverage of the face, we
capture it in three different poses: frontal, left profile and right profile. We
merge the photometric data (albedo and normal maps) from the three poses
following these three steps (a more detailed description of the approach is given
in [14]):
• Image sampling: the 3D mesh and the camera parameters are used to
determine the set of visible vertices for each view. Occlusions are tested
using a z-buffer.
• Mesh segmentation: the 3D mesh is uniformly segmented using a farthest-
point strategy. This results in a set of overlapping patches having the same
size.
Chapter 5. Data Collection 103
Before After
Figure 5.5: Result of normal and mesh refinement
• Stitching: Using the image sampling results, the best view is voted for
each patch. Then the patch’s projections in the UV space are stitched in
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the gradient domain to produce the final texture.
Figure 5.6 shows an example of the different photometric data in the three poses
and the result of their stitching.
Figure 5.6: Pose Merging
5.3.2.4 Region Segmentation
Each face is segmented into 14 regions using a 3D template (set of landmarks)
manually adjusted on the face (Figure 5.7). As all processing (analysis or synthe-
sis) is done on the measured normal maps, this segmentation is projected on the
2D texture space of each of the three photometric poses using the corresponding
camera parameters.
Chapter 5. Data Collection 105
Figure 5.7: Template used to segment the captured face in regions of interest
Figure 5.8: Example of region mask construction (left cheek on frontal pose)
For each region, we first project its corresponding landmarks onto each of the
poses using the camera parameters and a visibility calculation. This results in
a set of 2D points in the texture space on each pose. Then we use a winding
number algorithm [38] to compute the polygon formed by this set of points for
each pose. This polygon is used as a mask for the corresponding region on a
given pose. Figure 5.8 shows an example of region mask construction of the left
cheek on the frontal pose.
Chapter 5. Data Collection 106
5.4 Data Collection and Rating
5.4.1 Data Collection
We captured a total of 50 faces presenting various skin conditions (wrinkles,
acne, visible pores). Figure 5.9 gives an overview of the different skin conditions
present in our dataset. The subjects ages ranged from 19 to 68 years old. In
addition to the facial images, various extra information about the subjects (age,
sex, height, weight, eye color, hair color, makeup, ethnic origin, etc.) were col-
lected. Male participants were more represented than female, with 41 men for 9
women. Various ethnic groups were represented as well, although the majority
were Caucasian.
5.4.2 Data Annotation
For data annotation, we conducted a psychophysical experiment where a number
of human participants were presented with skin patches from different regions of
the face and asked to rate them on a scale of 1 to 5 according to the presence
and visibility of wrinkles, acne and pores. The participants were mainly students
and staff from the Computer Science department with no training on assessing
human skin condition.
We considered only three regions of interest which were: cheek, forehead and
eye-corner, as these are the regions where most of the skin conditions we are in-
terested in occur. All the faces were segmented using the generic template shown
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Figure 5.9: Overview of the different skin conditions present in our dataset
in Figure 5.7. A photo-realistic animation is made for each patch showing it in
different angles with a fixed point light. The photo-realism of this animation
is critical to the rating process as the apparent texture of the skin is strongly
affected by the lighting and viewing conditions the patch is rendered with. Fig-
ure 5.10 shows two skin patches rendered in two different angle-of-views and the
difference in apparent texture is clearly noticeable.
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Our rating platform was set as a web application (Figure 5.11). The pre-rendered
animation of each skin patch is played to the participant at least once before any
rating can be entered. The participant has the possibility to re-run the animation
as many times as they wish or change between angle-of-view using a slider control.
To reduce potential bias in ratings introduced by the order in which the patches
are displayed, the sequence allocated to each participant is randomised.
We assume that most of the skin conditions we are interested in are more or
less symmetrical across the face (i.e. if a subject presents acne or large pores
on the left cheek, it is more likely that the same condition will be found on the
right cheek). Thus for each subject, instead of presenting both the left and right
cheeks or eye-corner to the raters, only one is randomly picked.
Figure 5.10: Change in apparent texture when viewpoint varies
To reduce the rating time and minimise the risk of having participants withdraw
before finishing a session, the patches are categorised in blocks according to their
location on the face. Thus we have three blocks (cheek, eyelid and forehead) of
50 patches each. A participant choses a block to start with. When they finish
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rating one block, they have the possibility to chose another one to rate or stop
there.
Figure 5.11: Rating platform for the psychophysical experiment
Judgement of facial skin texture is a rather subjective task. The way people
perceive and quantify the skin conditions that we are interested in will certainly
be affected by many factors related to their own personal experience. Therefore,
for our dataset to be reliable, it is critical to get it rated by many individuals.
This also allows analysis of the correlations between how different people perceive
these skin conditions. A total of 25 participants have rated the dataset, with
almost all of them having rated at least two blocks.
5.4.3 Inter-rater Agreement
As the data is rated by 25 participants, each sample has a set of ratings given by
different individuals. Therefore, it is critical for the dataset’s reliability to present
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a certain level of agreement between ratings provided by different participants.
Table 5.1 presents various correlation and agreement measures computed on the
raw ratings. Theses show relatively low correlation and agreement between the
raters. Apart from the Cheek region, all the different correlation measures are
far below 0.5.
Table 5.1: Various Correlation and Agreement Measures on Raw Ratings
Region Nb.Rater
Correlation Agreement
Pearson Spearman Kendal Fleiss Kappa Kripp alpha
Cheek 8 0.641 0.639 0.610 0.170 0.403
Eyecorner 11 0.209 0.207 0.200 0.087 0.104
Forehead 8 0.276 0.273 0.260 0.074 0.073
Cheek Eye-corner Forehead
Figure 5.12: Correlation between each pair of raters
Cheek Eye-corner Forehead
Figure 5.13: Correlation between each rater and all the others
The low correlation measures on the raw data suggests strong disagreement be-
tween raters. This can be due to differences in judgement or not genuine ratings.
We have computed for each region the correlation between each pair of raters
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(Figure 5.12) and the correlation between each user and all the others (Fig-
ure 5.13).
To achieve higher interrater agreement, we experimented with excluding those
participants who correlate the least with the rest. The participants are excluded
successively by ascending order of correlation to the rest given by the charts
in Figure 5.13, starting with the one with the lowest value. Figure 5.14 shows
for each region the distribution of correlation and agreement in function of the
number of excluded participants. This also shows the effect of the statistical sig-
nificance (in terms of p-value) of the resultant correlation. Concerning the inter-
rater agreement, the exclusion of raters do not introduce substantial increase
of agreement, apart from the case of “Cheek” rating. Statistically, correlation
and agreement, although both related multivariate data inter-similarity, measure
different concepts. While agreement tries to measure how two or more variables
are close or the same, correlation measures how similarly they evolve. So two
perfectly correlated variables can have very poor agreement. As that is the case
for our ratings, we consider the correlation, instead of the inter-rater agreement,
as criteria for excluding raters. The exclusion policy we used is as follow: we keep
as the maximum number of raters that achieves at least a correlation superior or
equal to 0.5.
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5.5 Conclusion
In this section, we presented the different steps undertaken to collect and anno-
tate our 3D face dataset. We have set up a Lightstage which consists of a spher-
ical dome of 1.58m diameter with 41 controllable LEDs and 7 DSLR cameras to
capture highly detailed photometric and multi-view data. A cross-polarisation
technique is used to separate the specular component of the photometric data
from the diffuse component allowing us to independently measure the surface
and the subsurface properties of the facial skin.
The capture is realised in three different poses (frontal, left profile and right
profile). This allows us to cover the whole face from ear to ear, in contrast to
previous datasets such as the 3DRFEE [53]. This is particularly useful to our
application as it allows us to take into account all the locations on the face where
the skin conditions we are interested in may occur.
We have collected a total of 50 faces with various skin conditions. Each of these
is segmented into regions (forehead, cheek, eye-corner etc.), photo-realistically
rendered and rated by different individual in terms of presence of wrinkles, large
pores and acne.









In the two previous chapters we have presented the 3D surface texture characteri-
sation methods we propose and the different steps involved in our data collection.
In this chapter, we will describe the experiments conducted to test the proposed
methods on the task of classifying three skin conditions which are wrinkles, large
pores and acne present in the collected data.
First, we will give a detailed description of our experimental setup. This includes:
• a data sampling strategy that will describe how the samples we will use
as Machine Learning inputs are extracted from the original data.
• a baseline method which corresponds to the state-of-the art in 3D sur-
face texture representation. For this, we implement a BTF (Bidirectional
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Texture Function) based method (as described in Section 6.2.2) that will
operate on the photometric specular albedos.
Finally we will give the classification results obtained using each of the methods
presented in Chapter 4 and the results yielded by the baseline method.
6.2 Experimental Setup
As described in Chapter 5, the dataset consists of 50 3D face model along with
reflectance data (normal map and albedo) in three poses (frontal, left profile
and right profile). On the analysis side, as stated in Chapter 4, all the 3D
surface texture descriptors proposed operate directly on the specular normal
maps whereas the 2D descriptors are extracted from the specular albedo under
a direction-independent lighting environment. We also use a BTF Image-Texton
based method as baseline, which will use the full set of specular albedo under
the 7 illuminations and three poses. This is detailed in Section 6.2.2.
This means that all the texture processing presented in this work will be done
in the texture coordinate space. We presented in Section 5.3.2.4 how each of
the three regions of interest (forehead, cheek or eye-corner) is projected as a
mask on the texture space corresponding to each of the three different poses.
However only the forehead is visible in all three poses. The cheeks and eyelids
are visible only in the frontal and one profile poses. This yields seven patches for
each face, thus 350 patches overall. Figure 6.1 shows the three different poses
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of a subject and the masks corresponding to the seven patches in the texture
coordinate space.
6.2.1 Dataset Sampling
Due to two issues, each of these 350 patches cannot be considered as individual
samples for feature extraction and Machine Learning:
• First, they do not have regular shapes on the edges. This poses a problem
when trying to use filters due to the irregular edges. For example, in
Figure 6.2, applying a Gabor filter on an eye-corner patch at location B
will be biased by the “non-contribution” of the masked out zone and the
result is not theoretically comparable to the result obtained when applying
the filter at location A.
• Second, their sizes are variable. It would be unfair, without further nor-
malisation, to compare a feature vector extracted from a whole cheek patch
to one extracted from an eye-corner patch which is generally more than five
times smaller.
To overcome theses two issues, we segment each patch into smaller square patches
with a fixed size and the constraint that these should all be totally inside the
patch as shown in Figure 6.3. The verification is easily done using a Point-in-
polygon algorithm. In our case we used a ray-casting method. The segmentation
into square regions obviously introduces another problem which is excluding some
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Occluded
Occluded
Figure 6.1: Regions mask for a subject: forehead (2nd row), right cheek (3rd
row) and right eye-corner (4th row)
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Figure 6.2: Issue of applying filter on irregular edges
areas of the patch. The issue can be limited by choosing small squares. The
smaller the squares are, the smaller the areas left out. However, too small squares
will increase the number of samples and decrease likelihood of texture disparity
within a square, therefore producing an important number of not necessarily
discriminative samples. So there is a trade-off to consider when choosing the
sample size. We have experimented with different sized squares as presented
later in this section.
10 20 50 80 90
Figure 6.3: Example of segmentation of a frontal cheek patch with different
square size
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6.2.2 Baseline Implementation (BTF Image-Texton)
As described in Section 2.3.3 the BTF Image-Textons, introduced in [10, 11], are
one of the most advanced and accurate representations of natural surface that
accounts for 3D properties to date according to a survey in [22]. Furthermore,
the photometric data, used as input for the BTF Image-Texton, and the normal
map, used as input for our geometric methods, are interconvertible. Normal
maps are generated form the photometric data and inversely, photometric data
can be generated from normal map under a chosen lighting. In fact one of the
motivation of the thesis is taking advantage of the fact that normal maps are
a more compact representation of photometric data than the BTF and hence
produce more compact feature vectors.
As a reminder, the method involves applying a bank of oriented filters to a BTF
database. A BTF database contains images of several surfaces each of these
captured under various light directions and viewpoints. This method is different
to the 3D-Texton introduced in [48] in that there is no need to register the
different images of a sample as the feature vectors are not constructed pixel-wise
across all the images of the sample. Instead the filter responses at each pixel of
each image constitutes a feature vector on its own.
As shown in Section 6.2.1 and in Chapter 5, our dataset contains multi-view data
as well as photometric data. The cross-polarisation technique used during the
capture allows us to obtain pure surface reflectance data (specular reflectance)
under different light directions and viewpoints. Thus a part of the dataset can
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be used as a BTF where each sample is captured under seven light directions and
three viewpoints for the forehead or two viewpoints for the cheeks or eyelids. This
yields 21 (forehead) or 14 images (cheeks or eyelids) for each sample. Figure 6.4
shows the set of 14 specular images for a cheek sample under seven light directions
and two views.
Figure 6.4: BTF of a cheek sample under the seven light directions and two
views
Our implementation of the BTF Image-Texton consists of applying a bank of
filters (with six orientations, four difference of Gaussian and four Gaussian) to
all the images of each sample. This is done at three scales, which yields at each
pixel a response vector of 42 elements. All the responses of all the images in
the dataset are then clustered using a k-means algorithm, where K, denoting the
number of cluster centres, is fixed to 200 as in [10]. Each cluster is associated with
a label that corresponds to a unique texton. The histogram of textons is then
computed. This represents the feature vector associated with the corresponding
sample.
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6.2.3 Feature Selection Method
All the texture descriptors described in Chapter 4 produce long feature vectors.
The most compact of these are 128-long whereas the longest can have up to 600
components. There are many techniques that can be used to reduce these feature
vectors in order to keep only the components that are the most discriminant and
limit the risk of learning an over-fitted model. These techniques can be divided
into two categories. The first consists of projecting the original data onto a new
basis whose axis are generally chosen according to the variance distribution in
the data. The second category involves ranking the relevance of each feature
component. In contrast to the projection methods which produce new data, the
ranking methods keep the original data.
We use in this study Support Vector Machine Ranking [32] which falls into the
second category. SVM Ranking is proven to be efficient in selecting relevant
feature when the dimensionality is high compared to the available number of
training samples. It has been originally used successfully in gene selection for
cancer classification on a dataset that contains only 62 samples but each of these
containing 2000 genes which gives a ratio feature − dimensionality/dataset −
size over 33.
The SVM Ranking algorithm processes in a recursive way. It successively re-
stricts the training set to the best features, then uses SVM to train on it and
obtain a weight for each remaining feature. At each step, the feature with the
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smallest ranking is eliminated from the training set. The process continues re-
cursively until all the features are eliminated. In this work, We use the Weka
implementation of this algorithm and chose to keep only the 64 features with the
best ranking.
6.2.4 Classification Method
In this work, we use multi-layer perceptrons for training and classification. Pre-
liminary investigations with other machine learning techniques, including Ran-
dom Forests and Support Vector Machine, conducted on the 3DRFE dataset [53],
indicated that the Multi-layer Perceptrons gave the best results. However as our
main objective in this thesis is to propose a means of characterising 3D surface
texture and study how these compare to the 2D case, instead of analysing how
different Machine Learning algorithms perform on these, we only show the classi-
fication results using Multi-layer Perceptrons. A more detailed study comparing
a larger range of classifiers on the proposed descriptors and the newly collected
dataset is a good candidate for future work.
A Multi-layer Perceptron is a feed-forward artificial neural network. It consists
of several layers of neurons. Each layer is characterised by a set of activation
functions associated to each neuron it contains. Each activation function trans-
forms a linear combination of the preceding layer’s outputs and passes the results
on to the next layer. These activation functions are sigmoid in the form of:





with x being a linear combination of the previous layer’s output (or the input





with wi being the weight to learn and oi the previous layer’s output (or the input
data in the case of the first layer).
Training the Multi-layer Perceptron (i.e. learning the weights wi at each layer)
consists in fixing arbitrary weights, computing the output produced by the net-
work on the input vectors from the training set and calculating the error between
these outputs and the actual labels from the training set. These errors are finally
back-propagated through the network to update the weights.
In this work, we used the Weka implementation of multilayer perceptrons. We
also use Weka’s default as the number of hidden layers: the mean of the number
of classes and the number of attributes. The output of the classifier is a discrete
rating of the presence or absence of the considered skin condition and, as defined
in the ground truth, is symbolic number between “1” and “5” (Section 5.4.2).
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6.3 Results
In this section, we present results classifying wrinkles, large pores and acne on
our collected data using all the 2D and 3D surface texture features described
in this thesis. We employ two classification strategies. In the first strategy, we
consider each square patch extracted using the method described in Section 6.2.1
as a full sample for training and classification. This yields a larger dataset whose
size depends on the chosen patch size. We experiment with 3 different patch
sizes: 20, 50 and 80. The classification results are given in Table 6.2.
In the second strategy, instead of classifying single square patches, we classify in
terms of facial regions (cheek, forehead and eyelid). The sample associated with
each region is computed by averaging the responses of all the square patches
it contains. This produces a smaller dataset than for the first strategy and
with a fixed size of 50 × 3 = 150 samples. However we still experiment with
different square patch sizes in this strategy. Classification results are presented
in Table 6.3.
For the rest of this thesis, we will refer to the first strategy as “Patch Sample”
and to the second as “Region Sample”.
6.3.1 Patch Sample Strategy
As stated previously, in this classification strategy, we extract square normal map
patches as shown in Section 6.2.1. We experiment with three different patch sizes:
20× 20, 50× 50 and 80× 80. Table 6.1 shows the number of extracted samples
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according to the chosen patch size. For each of the 2D or 3D surface texture
analysis methods presented in Chapters 3 and 4, we compute the descriptor on
each square patch. Depending on the method, the resulting feature vectors are
relatively long. We then run SVM Ranking, as detailed in Section 6.2.3, to rank
the features according to how discriminant they are in regard to the ground
truth. We retain only the first 64 features as ground truth which we then feed
into a Multi-layer Perceptron with and use a 10-fold cross validation strategy for
testing.
Patch Size 20× 20 50× 50 80× 80
Nb. Samples 4302 1935 874
Table 6.1: Number of extracted samples per patch size
The results presented in Table 6.2 show the performances of each descriptor in





We also experiment with different configurations for each of the methods. The
abbreviations used in Tables 6.2 and 6.3 are as follow:
• 2D R-LBPs: Rotation-Invariant Local Binary Patterns on albedo (Sec-
tion 3.3.1)
• 2D Gabor: Gabor filtering on albedo (Section 3.3.1)
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• 3D R-LBPs: Rotation-Invariant Local Binary Patterns on surface normals
(Section 3.4)
• 3D Gabor: Gabor filtering on surface normal (Section 3.4)
• O. APDI: Original Azimuthal Projection Distance (Section 4.4)
• M-APDI: Modified Multi-scale APDI (Section 4.4)
• BTF Texton Bidirectional Texture Function Texton (Section 6.2.2)
• LOP Local Orientation Pattern (Section 4.3)
• Rot. Fields Rotation Fields (Section 4.2)




20 50 80 20 50 80 20 50 80
2D R-LBPs
radius = 2 .53 .59 .62 .61 .63 .62 .59 .63 .60
radius = 5 .60 .67 .70 .73 .73 .72 .62 .70 .70
2D Gabor
radius = 2 .60 .65 .72 .58 .58 .59 .60 .62 .61
radius = 5 .64 .70 .75 .71 .70 .71 .71 .73 .71
3D R-LBPs
Slant/Tilt .75 .78 .81 .79 .81 .80 .71 .73 .72
Tangent .70 .73 .79 .73 .75 .73 .66 .69 .65
3D Gabor
Slant/Tilt .78 .80 .82 .83 .85 .85 .75 .76 .77
Tangent .74 .78 .81 .77 .79 .79 .70 .74 .72
O. APDI - .62 .61 .65 .63 .60 .62 .60 .63 .63
M-APDI
depth = 1 .62 .65 .68 .62 .62 .64 .61 .65 .64
depth = 2 .69 .70 .73 .71 .70 .72 .68 .67 .70
depth = 4 .75 .78 .81 .74 .76 .73 .72 .74 .75
BTF Texton
K = 100 .81 .85 .88 .85 .86 .86 .86 .89 .88
K = 200 .89 .91 .93 .87 .90 .86 .90 .92 .90
L.O.P
1st P.F. .71 .70 .76 .63 .66 .63 .75 .79 .81
2nd P.F. .72 .72 .77 .79 .81 .80 .73 .78 .83
Rot. Fields
K = 100 .78 .80 .84 .87 .89 .87 .79 .83 .83
K = 200 .82 .86 .90 .91 .90 .92 .84 .87 .87
The overall results show that the 3D descriptors clearly outperform the 2D de-
scriptors. First, on comparing R-LBPs and Gabor filtering on 2D and 3D data,
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both texture characterisation methods show a clear improvement when used in a
3D configuration (slant/tilt or tangent space) for the classification of both wrin-
kles, acne and pores. Gabor descriptors tend to give better results on classifying
wrinkles whereas for pores, the Rotation-Invariant Local Binary Patterns appear
to achieve better results. This is possibly due to the way that Gabor filters are
likely to draw out linear structures such as wrinkles. Also the filter radius used
for R-LBPs and Gabor influence the results. Overall, bigger radius values tend
to yield better results.
The classification performances vary with the chosen patch size too. However
this seem to depend on the skin condition being classified. The results show
that for all the descriptors the performance increases with the patch size when
classifying wrinkles. However this pattern does not seem to appear as regularly
when classifying acne or large pores.
Further analysis of Table 6.2 shows a clear improvement of the modified Multi-
scale Azimuthal Projection Distance Image over the original formulation. The
M-APDI with a only a depth 1, where the sole difference from the original for-
mulation is the introduction of a new way of computing the pixels in function
of the two projection coordinates (Section 4.4.2), introduces improvement in the
classification results. These improvements become even more significant as the
M-APDI pyramid goes deeper.
The Local Orientation Patterns, even though not multi-scale, produce compa-
rable results to the M-APDI. A multi-scale analysis with the LOP could be
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considered by either extracting the features with variable radius values or at dif-
ferent resolution of the normal map. Furthermore, comparing the results yielded
by the first and second proposed pattern function show clear improvement using
the second pattern function over the first on classifying wrinkle and pore visibil-
ity while the first pattern function does slightly better on classifying acne. This
confirms our comments on the difference in behaviour between the two proposed
functions (Section 4.3.4.3): high frequency surface roughness is better captured
with the second function.
The BTF Texton and our proposed Rotation Fields methods yield the high-
est performance rates. The BTF Texton gives somewhat better classification of
wrinkle and acne than the Rotation Fields, with average improvements of 0.050
on wrinkle and 0.046 on acne. However, the Rotation Fields yield slightly bet-
ter results on classifying pores visibility with an average improvement of 0.033.
This can be explained by the high and low frequency separation performed in
the Rotation Fields and not in the BTF Texton. Furthermore, the data needed
to compute the Rotation Field (i.e. normal map) has a more compact repre-
sentation. Even though it is trivial to recover surface normals from BTF data
or generate BTF data from surface normals, it is more practical to store or dis-
tribute a dataset in the form of normal maps instead of BTF databases which
are known to be extremely demanding in storage capacity.
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6.3.2 Region Sample Strategy
As stated earlier, in this strategy, the descriptors are first computed on the square
patches from each facial region (cheek, eyelid or forehead) and then averaged to
produce a unique feature vector for the region. This results in fewer samples for
the training than with the first strategy. This yields a total of 50 × 3 = 150
samples for training and classification. As in the first strategy, we employ a 10-
fold cross-validation to classify the three facial regions in terms of wrinkles, acne
and large pores. The results are given in terms of F-measure in Table 6.3.
This strategy is more intuitive and probably more appropriate than classifying
isolated patches. The different facial regions are rated directly. One could use the
first strategy and then average classification results of patches over a particular
region to get a rating for that region. However this would assume that the classes
(ratings) are numerical and would not be adequate for ordinal ratings.
The results show a degradation in the classification performances. The overall
average decline is estimated at 0.083. However, despite this global performance
decline, the relative tendencies of the classification results observed in the first
strategy, according to the different descriptors or experimental setup, remain the
same. The 3D texture descriptors still yield better classification results than
their 2D counterparts. The BTF Texton and Rotation Fields still give the high-
est performances with the same pattern of the first doing better on classifying
wrinkles and acne while the Rotation Fields prevail on classifying pores.
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20 50 80 20 50 80 20 50 80
2D R-LBPs
radius = 2 .44 .48 .54 .52 .52 .51 .50 .52 .51
radius = 5 .52 .58 .60 .63 .64 .63 .53 58 .59
2D Gabor
radius = 2 .51 .54 .63 .50 .51 .50 .52 .53 .53
radius = 5 .56 .58 .63 .61 .61 .62 .62 .61 .63
3D R-LBPs
Slant/Tilt .66 .65 .68 .70 .69 .70 .60 .65 .63
Tangent .66 .65 .68 .70 .69 .70 .60 .65 .63
3D Gabor
Slant/Tilt .66 .68 .69 .71 .76 .73 .65 .65 .64
Tangent .62 .64 .70 .66 .68 .67 .61 .63 .61
O. APDI - .48 .50 .56 .55 .51 .54 .52 .52 .51
M-APDI
depth = 1 .50 .53 .57 .51 .53 .53 .52 .55 .56
depth = 2 .57 .58 .61 .61 .60 .62 .57 .57 .58
depth = 4 .61 .70 .70 .61 .65 .62 .61 .63 .63
BTF Texton
(Baseline)
K = 100 .70 .73 .77 .75 .74 .73 .74 .77 .76
K = 200 .80 .83 .84 .77 .81 .75 .81 .81 .80
L.O.P
1st P.F. .60 .61 .66 .54 .50 .55 .66 .70 .72
2nd P.F. .61 .61 .68 .70 .72 .70 .64 .66 .70
Rot. Fields
K = 100 .69 .71 .75 .77 .80 .79 .70 .72 .73
K = 200 .71 .73 .82 .80 .79 .81 .74 .75 .76
The inevitable non-uniform distribution of the assessed skin condition across the
different facial regions certainly accounts for the overall decrease of classification
performances observed with this strategy. Figure 6.4 shows an example of square
patches extracted from a cheek. It is clearly noticeable how the extracted square
samples look different. This cheek is likely to be judged as wrinkly and porous
by a human. In fact its average ratings according to wrinkle and pore from
the psychophysical experiment are respectively 4.8 and 3.9 out of 5. Yet it
is obvious from Figure 6.4 that wrinkle and visible pores are not evenly spread
across the cheek and are actually visible on only few square patches. So averaging
the descriptor responses of the square patches in this example will smooth out
details.
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Table 6.4: Non-uniformity of rated skin condition over patches
This should have an effect on the first classification strategy as well. However
the experimental results show that this effect is more important with the second
strategy. This effect may be mitigated by a change in the setup of the ratings
experiment, which could provide ground truth with more accurate localisation of
the skin disruptions. Instead of presenting the participant with a whole region
(cheek, eyelid or forehead) to rate, the experiment could show the entire face and
let the participant freely select regions that they judge wrinkly, acneic or with
visible pores. This would make analysing the inter-agreement between raters
more difficult as they would not necessarily select the same regions, but we could
be sure that the selected regions are those that have driven the participants
rating. Another way of reducing this non-uniformity effect on the classification
results would be employing an unsupervised learning method to cluster the square
patches prior to averaging. But the problem would be finding an unsupervised
way of deciding which clusters can be considered as outlier. Presenting the raters
with square patches directly could also be considered.
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6.4 Classifying Synthetic Data
For further validation of our proposed 3D surface texture descriptors, we exper-
imented with synthetically constructed data. In Section 5.4.2, we underlined an
issue inherent to the subjective nature of skin appearance rating. The rating ex-
periment has shown that, while ratings correlate significantly between a certain
number of participants, the inter-raters agreements is rather poor (Figure 5.14).
This questions the validity of our ground truth and therefore the performance of
the proposed descriptors. To address this, we present in this section the classi-
fication result yielded by our 3D surface texture on synthesised data where the
amount of 3D texture information is mathematically introduced and therefore
known a priori.
6.4.1 Synthetic Data Construction
To build the synthetic dataset, we have generated normal maps with mainly two
texture patterns: spots and lines. We introduce randomness by choosing the
location and size of the spots and lines at random. We control the density of the
pattern distribution with a parameter d which is then used as label for classifying
the generated samples.
To generate the samples, we first produce a flat depth map (all the pixel at the
same depth). We then pick random pixels from the depth map by linearising the
index space and using a random permutation (with the Matlab function rand-
perm). The density parameter d is used as argument to the randperm function to
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specify the number of pixels to pick. To avoid always picking the same number
of pixels for all samples with the same density, we introduce another random
number that modulates d. So the actual parameter to the randperm function is
given by max(d − d
3
, d × rand). To generate spots, we centre a Gaussian with
a random standard deviation around each random pixel. For the lines, we take
each random pixel as starting point and produce a line with a random length.
The line is then modified with a Sine function. A Gaussian is then applied at
each point of the line to emulate a depth deformation along the line. To produce
the normal maps corresponding to the generated depth maps, we use the Matlab
function surfnorm. Figures 6.5 and 6.6 show examples of generated synthetic
data.
class 1 class 2 class 3
Figure 6.5: Example of generated synthetic data
We also produced synthetic samples with added noise. To do so, we first generate
a Gaussian noise map. Then we transform the normal map from the Cartesian
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class 1 class 2 class 3
Figure 6.6: Example of generated synthetic data
coordinate system to the Spherical coordinate system and add the values from the
noise map either to the azimuthal angle or the polar angle (the choice is random).
Finally, we transform the result back to the Cartesian space. Figure 6.7 gives an
illustration of the result.
class 1 class 2 class 3
Figure 6.7: Example of generated synthetic data with noise
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6.4.2 Classification Results
Table 6.5 shows the result of classifying the synthetic data in terms of F-measure.
We have generated 3000 patches of 256 × 256, 1500 with lines and 1500 with
spots. Each of the three classes has 500 samples. We run the three proposed 3D
surface texture descriptors and classified the outputs using the same classifier
and configuration as in the previous section.
Compared to the result obtained on classifying the measured data (Tables 6.2
and 6.3), the classification results in Table 6.5 generally show higher performances
on the synthetic data without noise. However, augmenting the synthetic data
with noise degrades significantly the classification performances. This degrada-
tion seems to be subject to the proportion of high frequency information kept by
the descriptor used. The M-APDI with a depth of one and the L.O.P. with the
second pattern function, which tend to keep only the high frequency information,
yield the worse results on the noisy data. On the other hand the deeper level of
the M-APDI and the Rotation fields tend to give better result on the noisy data
as they keep both high and low frequency information through their multi-scale
schemes.
Table 6.5: Classification results on synthetic data
``````````````̀Features
Texture Type Lines Spots
no noise noise no noise noise
M-APDI
depth = 1 .80 .50 .79 41
depth = 2 .81 .66 .85 .47
depth = 4 .87 .71 .88 .61
L.O.P
1st P.F. .83 .61 .75 .63
2nd P.F. .85 .54 .88 .43
Rot. Fields
K = 100 .88 .75 .92 .69
K = 200 .91 .79 .96 .71
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6.5 Summary
This chapter described the experiments we conducted to compare the three 3D
surface texture descriptors proposed against each other as well as against a BTF-
Texton based method. The proposed 3D surface texture descriptors are extracted
from the specular normal maps whereas the BTF-Texton method is applied to the
gradient photometric specular albedo images. Two classification strategies are
proposed. In the first one, the classification samples are individual square patches
extracted from the facial regions whereas in the second strategy, the samples are
constructed by averaging the responses of all patches extracted from the same
facial region (cheek, forehead or eyelid). Support Vector Machine Ranking is
used for feature selection and a Multilayer Perceptron is used for classification.
The overall results show clear improvement when 3D texture descriptors are used.
Despite outperforming traditional 2D descriptors, the Local Orientation Patterns
and Multi-scale APDI are surpassed by the BTF-Texton based method and the
Rotation Fields which, together, yield the highest classification performances.
While the BTF-Texton does slightly better on classifying wrinkles and acne, the
Rotation Fields achieve better results on classifying Pores. This can be explained
by the high/low frequency separation present in the Rotation Field method.
Another advantage of the Rotation Map over the BTF-Texton resides in the
fact that the data needed in the former (surface normals) have more compact
representation than data required to build the BTF. Whilst normal maps could
be easily recovered from BTF database and vice-versa, it is clear that, in terms of
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storage, processing and/or distribution, it is more practical to work with normal
maps than BTF databases.
Chapter 7
Discussions and Conclusions
This thesis has explored new methods of characterising the 3D nature of surface
texture and has applied these to facial skin texture analysis and synthesis. For
a long time, texture has been dealt with as a 2D problem. However, in the late
nineties, new studies emerged to tackle the issue, taking into account changes
in apparent texture subject to imaging conditions, which is inherent to the 3D
nature of rough surface texture. These pioneering studies include [12] and [48].
Most of these studies work on BTF data which are constructed by capturing
the surface texture under various viewpoints and light directions. These BTF
dataset are known to be very complex to capture and require considerable storage
space (up to hundreds of gigabytes). Also these methods are image-based as the
intrinsic geometry of the surface is unknown.
Today, new methods of efficiently capturing 3D surface texture have emerged.
Photometric stereo allows capturing not only surface micro-geometry, but also
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the surface reflectance properties. Thus new methods of extracting texture de-
scriptors from these newly available data are desirable. In this thesis, we use
photometric spherical gradient methods, introduced in [53], to capture 3D face
models along with highly detailed surface normals and reflectance properties
(Chapter 5). The captured dataset consists of 50 3D face models of subjects pre-
senting different skin conditions, along with specular and diffuse normal maps
and albedos.
In contrast to image-based methods which use BTF data, the surface texture de-
scriptors proposed in this thesis operate directly on the captured surface micro-
geometry in the form of dense surface normals. Three novel methods of character-
ising 3D surface texture are proposed. The performances of these are evaluated
on classifying common skin conditions (wrinkles, large pores, acne) and compared
against state-of-the-art methods represented by a BTF-Texton based approach.
We have also compared the performances of traditional two-dimensional texture
measures (LBPs and Gabor filters bank) and very simplistic extensions of these
to the 3D space.
7.1 2D Vs 3D Surface Texture
We presented in Chapter 3 a comparative study on classifying skin conditions
using traditional 2D texture descriptors (LBPs and Gabor filter banks) and their
3D counterparts. The 2D descriptors are applied on the measured specular albedo
while the 3D counterparts are constructed by extending these 2D descriptors to
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the slant/tilt and tangent spaces of measured surface normals. The classification
results presented in Tables 6.2 and 6.3 show improvement in the 3D configuration.
While the extensions of the 2D descriptors to the 3D space proposed are rather
simplistic, these results give a first appreciation of the value added by considering
the 3D aspect of surface texture.
These improvements are inherent to the geometrical micro-structure of skin tex-
ture as with a number of other natural materials. As stated earlier, the apparent
texture of natural surfaces is strongly subject to the imaging conditions. A sur-
face captured under different light conditions and viewpoints will yield different
appearances in texture. An image captured in a fixed light/view environment
will convey only the component of the texture responsive to that particular setup,
potentially leaving out considerable amounts of textural information. This is as
important as the captured surface exhibit roughness. Thus it is only natural that
characterising the texture of natural material such as human skin yields better
performances in a three-dimensional configuration.
7.2 Proposed 3D Surface Texture Descriptors
Three methods of characterising 3D surface texture from dense normals fields
were proposed in this thesis and are briefly discussed bellow.
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Rotation Field Pyramids
This method separates the surface normals’ high frequency components from the
low frequency components. The separation can be achieved at different scales
yielding a multi-resolution pyramid. At each level of the pyramid, the normals
field is smoothed (using Euclidean or Geodesic distance) to produce the low fre-
quency components. Then the high frequencies are extracted by calculating the
rotation fields that separate the smoothed normals from the original ones (at that
scale). Features are extracted by calculating in a neighbourhood the distances
between all the rotations in that neighbourhood to the central one. K-means are
then applied to quantise the results before extracting local histograms that con-
stitute the feature vectors. Of the three methods proposed in this thesis, this one
achieved the best classification performance. We also showed that Rotation Field
Pyramids can be used to synthesise/transfer highly detailed 3D surface texture
to a new face which can be used to synthesise ageing or other skin conditions
such as acne or large pores.
Local Orientation Patterns
This method is an extension of the notion of Texture Spectrum introduced in [85]
and which has influenced the Local Binary Patterns proposed in [62]. The main
idea is to compare the normals orientation in a neighbourhood with the central
normal. Two methods of comparing normal orientation are proposed. The first
one compares the normals’ azimuthal and polar angles and the second applies a
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threshold to their dot product. Our experimental results have shown that the
first method is more appropriate for extracting high frequency texture whereas
the second give better performances while extracting coarser structures.
Multi-scale Azimuthal Projection Distance
This extends the Azimuthal Projection Distance Image (APDI) proposed in [72].
Three additions to the original method are proposed which significantly improve
the classification results from the original formulation. First, instead of using
a global fixed projection axis, a local mean is computed using an Euclidean or
geodesic metric. Second, the APDI is modified to introduce a term that is related
to normal azimuthal orientation. Finally a Multi-resolution analysis scheme is
conducted so that skin disruptions at different scales can be captured.
7.3 Performance Evaluation
The proposed 3D surface texture descriptors are evaluated on the collected
dataset by classifying wrinkles, large pores and acne from dense normal fields
measured using gradient photometric stereo. The three methods are compared
against each other and against an implemented baseline based on BTF-Texton
[10, 11] which is to date the most advanced representation of 3D surface textural
information according to [22].
The experiments show that, of the three proposed methods, the Rotation Fields
produce the best classification results with average F-measures of 0.86, 0.91 and
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0.86 on classifying respectively wrinkles, pores and acne. The BTF-Texton based
method performs better than the Rotation Fields on classifying wrinkles and
and acne with respectively F-measures of 0.91 and 0.90. However on classifying
pores the Rotation Fields give somewhat better result with 0.91 against 0.87.
This suggests that the Rotation Fields are more efficient on characterizing high
frequency conditions such as pores whereas lower frequency conditions such as
wrinkle and acne are somewhat better classified using the BTF-Texton. As stated
in Chapter 6, this can be explained by the high and low frequency separation
performed in the Rotation Fields method and not in the BTF Texton method.
If, for now, the BTF-Texton based method performs better than the Rotation
field on classifying low frequency condition with average improvements of 0.050
and 0.046 (in terms of F-measure) respectively for wrinkle and pores, the other
benefits of the Rotation fields should be considered as well. These include a more
compact representation of both feature vectors and datasets and the ability to
take advantage of recent advances made in 3D surface capture techniques.
7.4 Future Work and Outlook
7.4.1 3D Surface Texture Data
The 3D surface texture descriptors proposed operate on dense surface normal
fields. The normal fields used in this thesis are captured using a cross-polarised
photometric stereo method. While the experiments conducted in this study show
clear improvements when surface texture is considered as a 3D problem, most
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existing applications and available datasets are 2D oriented. Thus, these im-
provements will not benefit a large range of applications. [48] have tried to
tackle this issue when they proposed the 3D texton. They have proposed a
method of using their 3D texton vocabulary to recognise texture from single 2D
images with unknown view/illumination conditions. Their approach consists of
initialising input labels by randomly assigning each pixel to a 3D texton and iter-
atively computing the probability of that assignment and eventually updating it
until the process converges. Similar approaches could be used to predict the 3D
structure of a surface from a single image. Moreover, the problem of predicting
surface 3D properties from single image with unknown view/illumination con-
ditions generate more and more interest in the computer vision community. A
growing number of studies try to tackle this issue by considering it as a statistical
inference problem that can be solved using optimisation techniques [1, 50, 81].
7.4.2 Quantifying Skin Condition
In this study, we have tried to build a system that is able to automatically assess
certain skin conditions. This is already not a trivial task for humans. The way
people perceive skin appearance is rather subjective. It is difficult, if not impos-
sible, to obtain from different people a unanimous judgement on skin conditions.
The rating experiment we have conducted in this thesis is a proof of that. We
presented in Section 5.4.2 the outcomes of our experimental skin condition human
rating and Figure 5.14 show poor agreement between participants even if there
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is significant correlation between some of them. Therefore, we have used correla-
tion instead of agreement as a criteria of eliminating rating outliers even though
the latter would be more appropriate. So we think that future work should in-
clude a more psychophysics-oriented experiment aiming at studying how human
perceive skin condition and maybe propose a quantitative metric that could be
used in automated assessment systems.
7.4.3 Classification Methods
The main objective of this thesis were to propose new methods of characterising
3D surface texture for skin condition classification. While our focus were more
directed towards the texture characterisation part, we believe that further ex-
periments comparing different classification methods on the proposed 3D texture
descriptors would be of significant value. As stated in Section 6.2.4, our choice
of using the Multilayer Perceptron were driven by a primitive experiment on a
limited dataset where we have considered the Multilayer Perceptron, the Support
Vector Machines and the Random Forest. But this needs to be confirmed by a
more appropriate experiment on the collected dataset.
7.4.4 Towards Automated Skin Health Assessment
The techniques developed in this thesis, although experimental, could be a step
towards an entirely automated system for analysing and assessing skin health.
Such a tool would be useful to number of applications. Dermatologists could use
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it to assist skin conditions diagnosis. It could also be used in the cosmetic in-
dustry for evaluating products’ effects on skin. Even consumer level applications
could be considered. However this would require a certain number of improve-
ments and adaptations. First, the capture system would need to be simplified
and made more accessible. The lightstage used in this study has a diameter of
1.58m, 41 LEDs and 7 DSLRs.
Another improvement that would help towards a fully automated system would
be a face landmarking model that would automatically segment the 3D face
model into different regions (cheek, forehead, eye-corner, chin etc.). As stated
in Section 5.3.2.4, this segmentation is done manually for now by placing 2D
landmarks in the texture space before back-projecting them to the mesh. A
more automated alternative would be to use a 2D facial landmarks detector such
as [43, 70, 83] on each of the view before projecting them onto the geometry.
There are also 3D face landmarking algorithms that could be tried [15, 78].
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