Over the last fifteen years researchers have shown a growing interest in the analysis of repeated measures data in both experimental and longitudinal contexts. In the former the main objective aim is to analyse treatment effects, while in the latter the idea is to test the effect across time longitudinal studies interest lies in testing the time effect. In both cases the difficulty arises when applying traditional analytic procedures such as analysis of variance (ANOVA) or multivariate analysis of variance (MANOVA).
One of the recent approaches to the analysis of repeated measures data is based on the mixed model (Littell et al., 1996) . Laird and Ware (1982) established the bases of the linear mixed model, which takes into account the possible correlation of withinsubject errors. Subsequently, Cnaan et al. (1997) and Verbeke and Molenberghs (2000) reported a more complete specification and applied the multilevel model to longitudinal repeated measures data. Unlike variance-based analyses (ANOVA and MANOVA) the mixed model enables the structure of the covariance matrix to be specified on the basis of the data, rather than presupposing it. Thus, a more efficient estimate of the fixed effects is achieved and, consequently, more powerful statistical tests are obtained. This analysis can be performed using the PROC MIXED program of the SAS system (SAS Institute, 2000 , 2004 , which incorporates all the advantages of mixed model methodology with repeated measures data (Littell et al., 1998; Verbeke and Molenberghs, 1997) . By means of this methodology the researcher models the covariance structure and achieves greater robustness when estimating the effects of repeated measures and interaction. show a positive bias with incorrect covariance structures and small sample sizes. Keselman et al. (1999a) applied the mixed model with degrees of freedom based on the residual variance, which are the same as the degrees of freedom of the conventional F test. These authors found that when the covariance matrix is not spherical the degrees of freedom associated with the conventional F test are too large. One alternative would thus be to apply the procedure developed by Satterthwaite (1941) to adjust the degrees of freedom.
The problem with estimating the fixed effects of the repeated-measures factor and the interaction with the group factor arises from the misspecification of the covariance matrix, especially when sample sizes are small. The PROC MIXED program of SAS includes several options for model specification with which it is possible to change the degrees of freedom when estimating these effects. In general, the inferences obtained with the PROC MIXED program of SAS are based on the Wald test, which is valid with large samples. Keselman et al. (1999b) point out that the Satterthwaite approach has only recently been applied to covariance structures and it is still not entirely clear how the mixed model works. The degrees of freedom with the Satterthwaite correction are more conservative than the residual degrees of freedom and they can be expected to yield more precise F tests. This is the conclusion reached in the study by (Keselman et al., (1999a) , which showed the F test to be much more liberal when the degrees of freedom were based on residuals.
The present study applied the mixed model (by means of SAS PROC MIXED, version 9.1.3) to compare tests of the fixed effects of repeated measures and the F o r P e e r R e v i e w O n l y 5 interaction in split-plot designs using three degrees-of-freedom solutions: BetweenWithin (BW), Satterthwaite (SW) and Kenward-Roger (KR) . Although the small sample distribution of Wald statistics is approximated by an may yield good approximations of the value of F with small samples distribution (Kendward and Roger, 1997) , the statistical results are generally rather poor. The properties of small samples can be improved by using the Satterthwaite approach to denominator degrees of freedom (Satterthwaite, 1941) , or through the Kenward-Roger adjusted degrees of freedom solution (Kenward and Roger, 1977) . Keselman et al. (1999b) found that F tests combined with the Satterthwaite approach, using PROC MIXED, were as robust as default tests when the true structure of the covariance matrix was specified. Keselman et al. (1999a) based the degrees of freedom of the mixed model on the variance of the residuals, which coincide with the degrees of freedom of the error of the conventional F test. Through its MODEL option the PROC MIXED program enables researchers to use the F approximation based on the solution given by Satterthwaite (1946) . This approximation corrects the degrees of freedom for the test of fixed effects of repeated measures, and was investigated by Keselman et al. (1999b) to determine its efficacy in controlling Type I error. However, tests of the fixed effects of repeated measures using PROC MIXED were more robust when the true covariance structure was known. With versions 8 and above of SAS it is possible to use the Kenward-Roger solution (Kenward and Roger, 1997) as an alternative way of calculating the degrees of freedom. This procedure appears to yield more accurate results of inferences for the fixed effects with small samples (Kowalchuk et al., 2004; Schaalje et al., 2001 DDFM=SATTERTH and DDFM=KENWARDROGER. Given the above, the present study aimed to compare the mixed-model procedure using the Satterthwaite and Kenward-Roger solutions for degrees of freedom with the system that separates the between and within degrees of freedom with small samples.
Satterthwaite and Kenward-Roger approximations for correcting degrees of freedom
The Satterthwaite approximation is a generalization of techniques proposed by Giesbrecht and Burns (1985) , McLean and Sanders (1988) and Fai and Cornelius (1996) . Let θ be a vector of unknown parameters in V (variance/covariance matrix) and
− denotes a generalized inverse. If Ĉ and θ θ θ θˆ are the corresponding estimates, the denominator degrees of freedom can be calculated by performing the spectral decomposition LĈL' = P'DP, where P is an orthogonal matrix of eigenvectors and D is a diagonal matrix of eigenvalues, both of dimension q x q.
Define l m as the mth row of PL and let The Kenward-Roger approximation calculates the degrees of freedom in a similar way and is used for tests with mixed linear models based on any covariance structure. If C is a contrast matrix of range q, the Wald F for the hypothesis H 0 : Cβ β β β = 0 is given by F = W /q, where
The next step is to calculate a scale factor δ and an approximate value of the degrees of freedom ν. Thus, the Kenward-Roger F statistic is given by
where
. The moments of F* are then generated and equated to the moments of the F distribution to solve for δ and ν. Under a null hypothesis it is assumed that F* is approximately distributed as F with q degrees of freedom in the numerator and ν degrees of freedom in the denominator. Thus, two 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
and
The degrees of freedom are calculated in a similar way to that used in the previous procedure and the Wald F statistic is adjusted to take into account the bias associated with small samples and the variability of the estimated variance matrix.
The inferences derived from simulation studies using these methods usually function well, even with complex covariance structures (Keselman et al., 1998; Schaalje et al., 2002) . In the present study we compared the functioning of these models with normally-distributed small samples and covariance structures that violate the assumption of sphericity, a situation that occurs frequently in the context of longitudinal repeated measures. It has been demonstrated that in the case of normally-distributed data and heterogeneous within-group covariance structures the KR procedure meets the criterion of robustness (Livacic-Rojas et al., 2006) . The aim of the present study was thus to determine the functioning of heterogeneous covariance structures, both across groups and within measurement occasions, when estimating estimate the fixed effects associated with time and their interaction with relatively small samples in split-plot designs, using mixed models. This approach enables users to model the covariance 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
Simulation method
The split-plot design includes a between-subjects factor, where the subjects (i = 1,…,n j ) are chosen at random for each group (j = 1,…,J), and a within-subjects factor of repeated measures (k = 1,…,K). The main objective of this type of design is to study the main repeated measures effect and the group x repeated measures interaction. Here it is assumed that the (y ijk ) data are normally distributed. The test statistics for the effects are based on the covariance structure selected by the Akaike Information Criterion (AIC).
Study variables
The statistical tests of the main repeated measures effect, as well as of the interaction with the group factor, have been conducted with both balanced and unbalanced designs, with a between-subjects factor and a within-subjects factor. Three values levels were taken used for the between-subjects factor, while the values levels four, six and eight levels were taken used for the within-subjects factor. In the simulation study the combinations of five variables were selected for each level value of K: a) covariance structure of the population; b) homogeneous and heterogeneous between-group covariance structures; c) total sample size; d) equal and unequal group sizes; and e) pairings of the covariance matrices and group sizes. whether the assumption of sphericity was violated, taking the indices ε = 0.57 and 0.75.
When ε = 1, the assumption of sphericity is met with designs J x K, whereas with ε = 1/(K-1) the index takes the extreme value. Most studies use a value of 0.75 as a good approximation of sphericity, and 0.57 as indicative of non-sphericity (Algina and Keselman, 1998; Keselman et al., 1999a; Lix et al., 2003) . Of the eighteen covariance structures generated we analysed both the equal and unequal between-group covariance matrices. With heterogeneous matrices the inequality of the groups fitted followed the ratio 1:3:5, as in the studies by Keselman et al. (1993) Positive pairing associates the sample of the larger group with the covariance matrix whose values are larger. In contrast, negative pairing relates combines the largest group size with the covariance matrix comprised of smaller elements. In the case of balanced designs, pairing is null. Table 2 summarises the various combinations of variables examined in the present study. For each combination, 1000 replications were performed at a significance level of 0.05: K x covariance structures x ε x combinations N(n 1 n 2 n 3 )/∆n j /betweengroup covariances/pairing x replications (3 x 3 x 2 x 12 = 216 simulation conditions).
For the simulations we studied the main effect of the repeated measures variable and the interaction with the group variable when the data were normally distributed.
[ Table 2 . Insert here approximately]
The simulation data were generated by means of a macro from SAS 9.1.3 (SAS Institute, 1997) and using the programming language IML (Interactive Matrix Language), also from SAS (SAS Institute, 1999a). The first step involved generating the covariance matrices from variances and correlations for values of ε = 0.57 and ε = 0.75.
Next, the RANNOR generator of SAS (SAS Institute, 1999b) was used to derive normally-distributed pseudorandom observations by means of the Cholesky factor of the covariance matrix Σ j . Finally, each set of data was analysed with PROC MIXED (SAS Institute, 2000 , 2004 , using the covariance structure selected according to the specify the covariance structure which showed the best fit according to the AIC.
Covariance structures adjusted to the data
Given the possibility of heterogeneity, both within and between subjects, eleven covariance structures were fit with PROC MIXED applying the AIC criteria, the aim being to select the one with the lowest value. The following covariance matrices were fit: a) compound symmetry (CS); b) unstructured (UN); c) first-order autoregressive (AR); d) Huynh-Feldt spherical (HF); e) within-subjects heterogeneous compound symmetry (CSH); f) within-subjects heterogeneous first-order autoregressive (ARH); g) random coefficients (RC); h) between-subjects heterogeneous unstructured (UN j ); i)
between-subjects heterogeneous Huynh-Feldt spherical (HF j ); j) within-and betweensubjects heterogeneous first-order autoregressive (ARH j ); and k) between-subjects heterogeneous random coefficients (RC j ), where the subscript j indicates that the covariance matrices are not equal between the groups.
Results
In an initial simulation study we analysed examined the covariance structure selected by the AIC from among the eleven covariance 11 structures (CS, UN, AR, HF, CSH, ARH, RC, UN j , HF j , ARH j and RC j ). A second study was then conducted to calculate the p values for tests of fixed effects, taking into account the covariance structure selected by 
Selecting the covariance structure
The AIC was used as the fit criterion due to its advantages over the Schwarz's Bayesian Information Criterion (BIC). Keselman et al. (1998) demonstrated that the AIC chooses the population covariance structure on 47% of occasions, while the BIC achieved a rate of 35%. Similarly, Ferron et al. (2002) showed that the AIC selects the true covariance structure on 79% of occasions, compared to a rate of 66% for the BIC. More recently,
Vallejo and Livacic-Rojas (2005) reported that the results of tests based on the AIC are better at controlling Type I error rates than are those based on the BIC. These authors found that with the BIC, PROC MIXED offers poor control over the estimated probabilities of Type I error. Gomez et al. (2005) concluded that the AIC has a better success rate with complex covariance structures, for example, UN. More recently, Vallejo et al. (2008) found that with different group sizes the AIC is better at estimating standard errors. Given these findings we conducted a simulation study using the AIC.
However, it should be remembered that the Akaike criterion does not always select the only true structure, since and other structures may also provide adequate approximations. Tables 3, 4 and 5 show which of the eleven candidate covariance structures are selected most often by the AIC the fit percentages of the eleven matrices to the covariance structures generated, according to the different combinations of variables studied. It should be noted that with homogeneous between-groups covariances we used 
Homogeneity of covariances
In general it can be seen that with homogeneous covariances the structures showing the best fit are the same as the true UN (Table 3) and ARH (Table 4) , with some exceptions when ε = 0.75. With UN matrices the percentages oscillate between 63.3% and 84.3% (Table 3) , and with ARH matrices between 46.7% and 88.6% (Table 4 ). In contrast,
with RC covariance matrices the fit percentages of the true structure are practically null (Table 5) , the most frequently selected structure being CSH (40-76.3%).
Heterogeneity of covariances
It can be seen in Table 3 shows that with heterogeneous covariance matrices and when UN is the true structure, the structures that show the best fit to UN are selected most often are UN j (53.70.0-77.5%) and ARH j (46.73.0-62.3%). When the covariance matrix is ARH (Table 4 ) the most frecuently frequently selected ARH j covariance structure is selected more often ARH j (56.5-97.3%). However, with K = 8 and ε = 0.75 another pattern emerges: with homogeneity of groups the best-fitting most selected matrix is UN j (90%), while with positive and negative pairings the best-fitting most selected matrix is UN (88.3% and 79.3%, respectively).
With RC covariance matrices, several structures show a correct fit higher percentage fit (Table 5) . Thus, when the covariance matrices are heterogeneous the fit is in the range 34.6-52%. The RC j structure only shows the best fit when K = 6, ε = 0.57 and there is positive pairing (35.5%).
[ 
Type I error rates
The present study followed the criterion of Bradley (1978) , by which a test is robust if the empirical error rate is within the range 0.025-0.075 for α = 0.05. A test is considered to be liberal when the empirical Type I error rate exceeds the upper limit. In contrast, when the error rate is below the lower limit the test is conservative. According to Kowalchuk et al. (2004) it is important that applied researchers use procedures that control the Type I error rate within the limits established by Bradley (1978) , particularly when these procedures must assume a series of violation conditions. Tables 6-11 show the empirical Type I error rates according to the combination of the different variables indicated in Tables 6 and 7 indicate that the KR test is more robust than the BW and SW tests. However, if the simulated covariance structure is UN (Table 6 ) the KR method is liberal with negative pairing (0.077-0.272). It can be seen that when the number of repeated measures increases to K = 8 the KR procedure remains robust even with negative pairing. Table 7 shows that when the simulated covariance structure is ARH the KR method may still be is sometimes robust with negative pairing, even with K = 4 and K = 6. Finally, Table 8 depicts the results for RC simulated covariance matrices. Note that in comparison to the other covariance structures the tests are conservative when K increases and pairing is positive. In this case the KR method often does not correct the Type I error rate.
[ For the more spherical covariance structures, when the population covariance structure is UN (Table 9) or ARH (Table 10 ) the KR test is more robust, although it is difficult for Type I error rates to approach nominal values with negative pairing. This is particularly so with the effect of the interaction effect. In these cases the KR test is liberal. With an ARH structure, positive pairing and K = 8 the tests tend to be more conservative, especially as regards the time effect (Table 10) . With respect to the RC structure (Table 11) the Type I error rates are much higher than the nominal value with negative pairings. Furthermore, when the BW and SW tests are more conservative with This research aimed to assess the robustness of the BW, SW and KR procedures in split-plot designs with small numbers of subjects per groups. The first simulation study enabled us to select the covariance matrices with the best fit according to the AIC, thus taking into account any possible bias due to a wrong choice, which would affect the robustness of the statistical test used (Vallejo et al., 2008) . With homogeneous covariances we found that the true UN and ARH structures showed a high fit percentage. However, this was not the case for RC covariance matrices, where the fit percentages of the true structure were close to zero. When the covariance matrices were heterogeneous, several structures, in addition to the true one, showed a high fit percentage.
As reported by Keselman and Keselman (1990) we found that heterogeneous covariance matrices produce a greater discrepancy between empirical and nominal Type I error rates. Some research has suggested that the mixed model with BW or SW degrees of freedom increases Type I error rates when the between-groups covariance matrices are heterogeneous and sample sizes are small, even when the groups are equal (Keselman et al., 1999a (Keselman et al., , 1999b Keselman et al., 2000; Wright and Wolfinger, 1996) . This effect is heightened in the case of negative pairings. For example, Keselman et al. (1999b) found that the empirical Type I error rate when using the SW adjustment reached 8% when testing the main repeated-measures effect and 9.9% when testing the interaction effect.
In accordance with the studies of Kowalchuk et al. (2004) Furthermore, in our study, with the non-spherical covariance matrices UN, ARH and RC we found that the KR method may be acceptable even with negative pairing. Gomez et al. (2005) found no evidence that negative pairings had an adverse effect on Type I error rates for the within-subject effect. In fact, they observed that for tests of time effect, negative pairing produced slightly better Type I error rates than did positive pairing. Our study could not confirm this conclusion because we did not generate the same covariance structures.
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