The goals of this paper are twofold. The first is to present a new sampling theory for curves, based on a new notion of local feature size. The properties of this new feature size are investigated, and are compared with the standard feature size definitions. The second goal is to revisit an existing algorithm for combinatorial curve reconstruction in spaces of arbitrary dimension, the Nearest Neighbour Crust of Dey and Kumar [8] , and to prove its validity under the new sampling conditions. Because the new sampling theory can imply less dense sampling, the new proof is, in some cases, stronger than that presented in [8] .
Introduction
The goals of this paper are twofold. The first is to present a new sampling theory for curves, based on a new notion of local feature size. The properties of this new feature size are investigated, and are compared with the standard feature size definitions employed in many papers on combinatorial curve and surface reconstruction, including [3] . The second goal is to revisit an existing algorithm for combinatorial curve reconstruction in spaces of arbitrary dimension, the Nearest Neighbour Crust of Dey and Kumar [8] , and to prove its validity under the new sampling conditions. Because the new sampling theory can imply less dense sampling, the new proof is, in some cases, stronger than that presented in [8] .
Also of interest in their own right are the techniques used to prove the theorems, as they are unlike those used used in the curve reconstruction literature to date.
The problem of combinatorial curve reconstruction, in the sense of this paper, may be framed as follows. Given a curve embedded a Hilbert Space of arbitrary dimension, and N sample points from this curve, is it possible to construct a new curve based only on knowledge of the samples which is topologically equivalent to the original curve, and is sufficiently close to it? Hidden in the problem statement are the three principal difficulties that inhere in the problem. First is the combinatorial nature of the problem: the points are unorganized, that is, they may come in any order to the user. This fact precludes any straightforward reasoning about the adjacency relationships between samples. It may be argued that some topological and/or geometrical constraints on the curve to be reconstructed may be used to help alleviate this problem. This, in fact, is not the case; for the second obstacle associated with the problem of curve reconstruction is that no prior topological or geometrical information is available. Rather, both the topology and geometry of the underlying curve are assumed to be unknown; all available information about the curve is contained in the samples. The final hurdle is that the algorithm must work for embedding spaces of arbitrary dimension. The algorithm of Dey and Kumar, unlike several of its predecessors (see section 4) , is designed to work not only curves embedded in the plane, but for curves living in any embedding space which is a Hilbert Space. Indeed, the embedding space need not even be finite-dimensional; it may, for example, be the space of functions
Of course, such a problem may not be solved without some additional assumptions on the curve samples. In particular, a common assumption pertains to the fineness with which the curve is sampled. A standard approach involves defining a local feature size, φ(·), which is a function mapping the curve to real numbers greater than 0. Intuitively, at any given point, this feature size should indicate roughly the size of the curve's features at that point. Thus, in relatively flat parts of the curve, φ will be quite high, while in areas with greater curvature, or which pass close to other parts of the curve, we expect that φ will be much smaller. Given such a φ, then for 0 < r < 1, X is said to be an r-sampling of a curve C if (a) X ⊂ C and (b) ∀c ∈ C, ∃x ∈ X such that c − x < rφ(c). This notion of sampling is plausible, since areas which are relatively featureless can be sampled sparsely, while areas with more features must be sampled relatively more densely. An algorithm for curve reconstruction is usually established given such a sampling condition, namely, assuming that the samples form an r-sample of the curve C, and r is less than some critical sampling parameter r * .
As a result, the particular definition of the feature size φ plays an important role in both the statement of the theorem, i.e. under what conditions the algorithm will yield a provably correct reconstruction, as well as the shape of the proof. In this paper, a new definition of the local feature size φ will be given. This definition is geometrically plausible, and will be discussed at length in section 3. It will also be compared with the standard definition, used, for example, in [3, 8] . In section 4, we briefly review the Nearest Neighbour Crust of Dey and Kumar. In section 5, we present the proof of the algorithm's validity, using the new definition of feature size; in consequence, the techniques used to prove the result differ greatly from those in [8] . It may be the case that such methods be of use in proving related results, such as combinatorial surface and manifold reconstruction. Finally, in section 6 we show some results of applying the algorithm, and discuss aspects of complexity.
Previous Work
The problem of combinatorial curve reconstruction has been discussed for some time, with early works focusing on various heuristics [11, 17, 7] . Algorithms which offer provably correct reconstructions were first studied in the case in which sampling was uniform [5, 6] .
Amenta et al. [3] provided the first provably correct reconstructions, the crust and the β-skeleton, in the case of non-uniform sampling, using the more general sampling condition mentioned in section 1. (Note that the prior work of Melkemi [15] contains similar results.)
Other algorithms use a similar sampling condition, but present modified algorithms: that of Dey et al. [9] is designed to provide greater self-consistency, while that of Gold and Snoeyink [13] leads to a more conservative reconstruction. The paper of Dey and Kumar [8] , which is discussed in this paper, generalizes curve reconstruction in a different way, by allowing for the embedding dimension to be general; all of the other algorithms work only for curves embedded in the plane.
All of the algorithms mentioned thus far are able to reconstruct smooth curves. More recent efforts have focused on the reconstruction of curves with cusps. Giesen [12] presented the first work which addresses the problem of cusps; he showed that a global approach, which sought to reconstruct the curve by finding the TSP tour amongst the samples, would lead to a provably correct reconstruction. Althaus and Melhorn [1] made this problem tractable by showing that the TSP could be found in polynomial time in this case. The deficiency of these approaches is that they assume that the curves are simply connected; using a new algorithm which does not have provable properties, Dey and Wenger [10] achieve good experimental results for multiply connected non-smooth curves. Finally, there is the somewhat unrelated "minimal interpolant" algorithm of Petitjean and Boyer [18] , which assumes that the underlying curve itself must be a simplicial complex, thereby leading to a form of self-consistency.
Finally, there exists the related work on combinatorial surface reconstruction. In addition to some of the work in the field of graphics, such as [14] , the computational geometry literature provides several examples, such as the algorithms of Amenta and Bern [2] , and the somewhat simpler algorithm by Amenta et al. [4] .
The Sampling Theory
Before explaining the new definition of local feature size, we must introduce some notation.
The embedding space is Z, a real Hilbert Space. The inner product on Z is denoted ·, · : 
The tangent at a point c on the curve is denoted t(c), which is equal to f i (u) where c = f i (u); note that t(c) = 1. A normal to the curve at c is denoted n(c), and is also generally assumed to have unit norm.
A ray between the points z 1 and z 2 is denoted ρ(z 1 , z 2 ) and is the vector z 2 − z 1 . Let α(z 1 , z 2 ) be the angle between two vectors z 1 and z 2 . Given p, δ ∈ Z, interpret p as a point and δ as a direction; then a beam is defined by
where β is referred to as the beam-width.
We may now turn to the task of defining the feature size; this definition rests on the concepts of illumination and its close relative, visibility. A point c 2 ∈ C is said to be 
Then we may define the visible distance at c by
Now, defining
leads to our definition of local feature size:
Before investigating any more formal properties of φ(c), let us spend some time developing the intuition for why this quantity respects features. One can imagine, at a particular point c on the curve, shining a beam of light which illuminates other parts of the curve; see figure 1 . The beam, which subtends an angle 2β, can be thought of as tethered to the curve at c using a hinge which can rotate about the curve; thus, the beam can shine in any direction which is normal to the curve at the point from which it emanates. The points which Let us compare some of the properties of the new feature size φ(·) introduced in this paper, with the more common notion of feature size, denoted ξ(·), used in [8] (and by many other papers as well). Note that both this paper, as well as that of Dey and Kumar [8] , establish homeomorphic reconstruction assuming The situation is quite different for the curve illustrated in figure 4 . This figure shows an oval, i.e. a curve defined as -sampling using the feature size φ(c), we have in some cases improved upon the result of Dey Kumar [8] , which shows that the algorithm is valid for -sampling with the feature size given by Λ(c). This is a strict improvement over [8] .
The Algorithm
The algorithm, which Dey and Kumar refer to as the "Nearest Neighbour Crust," is very simple, and is described in figure 5 .
The curve is reconstructed as a simplicial complex, i.e. as a polygonal approximation to the underlying curve. The algorithm therefore tries to find the two sample points which are adjacent to a given sample. The idea is that one of these points is always the point which is closest to the sample in question. The second adjacent point is, in some sense, the sample which is "on the other side" of the original. Thus, if a is the direction from the sample to its closest point, the other adjacent point will be an x which satisfies a, x − x < 0; it must lie in the opposite halfspace. Indeed, it is taken to be the closest such point.
Note that this formulation relies on the fact that the curve C is C 1 . If the curve were merely C 0 , then at cusps, the two adjacent points could very well lie in the same direction. 
Proof of the Algorithm
For concreteness, let us focus on one particular sample point x 1 ∈ X. Let x 2 and x 3 be adjacent to x 1 . Furthermore, without loss of generality, let
Assume that x 1 , x 2 , and x 3 lie on the i th connected component of C. Let the parameters corresponding to x k be u k ; assume, without loss of generality, that u 3 < u 1 < u 2 . (The orientation of the parameterization can always be flipped to accomodate this result.) Also,
In what is to follow, the main goal will be to demonstrate thatx = x 2 andx = x 3 if sampling is sufficiently dense; i.e., that the two points chosen by RECONSTRUCT are adjacent to x 1 . Lemmas 1 and 2 give a particular partition of the points on the i th component of the curve. This partition has the 3 useful properties outlined in lemma 2, properties which will be utilized throughout the proof.
Lemma 1 ∃u
+ , u − such that (a) u 1 < u + ≤ u − < u 1 + L i and (b) d i (u + ) = d i (u − ) = 0.
Proof:
The derivative d i may be calculated as
which exists everywhere but at u = u 1 . Since f i is C 1 , d i is everywhere continuous, except at u = u 1 . Now, it can be shown that
Since d i is continuous, by the intermediate value theorem there exists at least one w ∈
Let u + be the smallest such w, and let u − be the largest such; then by definition, we have that 
This partition has the following properties:
is well-defined, and satisfies d i (u * ) = 0.
Proof: Properties 1 and 2 follow directly from the definitions of u + and u − , see lemma 1. To prove property 3, note that N is a compact set, and that d i (u) is continuous with respect to u (since C is C 1 ); this implies that u * is well-defined, see for example [16] . If 
Noting that t(c * ) = f j (u * ), and using the converse of lemma 3 completes the proof.
Lemma 5 shows that distance from x 1 to any point on the j th component on the curve, j = i, must be greater than the visible distance θ(x 1 ). Furthermore, the distance from x 1 to any point which lies in the part of the i th component of the curve given by f i (N), must also be greater than the visible distance.
Proof: First, examine the case when c is on the i th component of C.
Now consider the case when c is on the j th component of C for j = i. Let u * be the
Because d j is both C 1 and periodic, the global minimum must also be a local minimum. Thus, f j (u * ) ∈ Θ(x 1 ). Using the same argument as above, we may then conclude that c − x 1 ≥ θ(x 1 ).
The essential result given in lemma 5 can now be used to show that the closest samplex to
. Further, it can be shown thatx = x 2 . These results are given in lemmas 6, 7, 8, and theorem 1. Proof: Let
Since f i is continuous, so is δ.
By the intermediate value theorem ∃u 12 ∈ (u 1 , u 2 ) such that δ(u 12 ) = 0; then if
Note that x 12 is not a sample, i.e. x 12 / ∈ X. The notation x 12 is merely used as a mnemonic for the reader to remember x 12 's property.
Lemma 7
If X is an r-sampling of C for any r ≤ 1,
Proof: To establish this result, use lemmas 1, 2, 4, and 5, substituting the functions
In this case, all points on the curve which do not
Since X is an r-sampling of C, there must exist x ∈ X such that x 12 −x < rφ(x 12 ); by the previous statement, such an x cannot be outside M(x 12 ) as long as r < 1. That is, there must exist an x ∈ M(x 12 ) which is closer to x 12 than are any of the samples which lie outside of M(x 12 ). Now, from lemma established that
Proof: There are two cases to consider: x ∈ M and x / ∈ M. For the former case, we have noted from lemma 2,
. As a result, any x in M which minimizes d i must also minimize |u−u 1 |. There are two possible candidates, x 2 and x 3 ; and by assumption
consider the case x / ∈ M: such an x was shown to satisfy x − x 1 ≥ θ(x 1 ) (see lemma 5).
However, from lemma 7, we know that
, where the latter follows from lemma 8. However, since r ≤ 1 2 , then 2r ≤ 1, and thus
This completes the proof.
Lemma 9 shows that x 3 is closer to x 1 than all points except possibly those which lie inside Proof: Using most of the previous lemmata, but focusing on x 3 instead of x 2 (and substituting x 13 for x 12 ) shows that x 3 −x 1 < θ(x 1 ). Thus, x 3 is closer to x 1 than is any sample x / ∈ M. It has also been noted in lemma 2 that within M,
closer to u 1 than is the u-parameter of any other sample within L − , we must have that x 3 is closer to x 1 than these points as well.
Lemmas 10 and 11 show that x 3 does indeed lie inside X o , that is,
Thus, x 3 is a candidate to bex.
Lemma 10 Let
. For X an r-sample of C with r ≤ 1 2 , we have that a − t(x 1 ) ≤ 2(1 − γ).
Proof:
We have shown in theorem 1 that if r ≤ 1 2 , then x 2 − x 1 < θ(x 1 ). Thus,
; using lemma 3, this implies that
a, t(x 1 ) ≤ −γ and establish a contradiction. Let
Then Q(u 2 ) = a, t(x 1 ) ≤ −γ. Now, it is easy to show that
Also, since f i (·) is continuous, then Q(·) must be continuous. Thus, by the intermediate
. This is a contradiction, since we have already established that for r ≤ 1 2
we must have that a, t(x 1 ) ≥ γ.
. Using the fact that a = t(x 1 ) = 1, and the above result completes the proof. to −t(x 1 ), which accounts for the plus sign above.) Now, using the triangle inequality note
Lemma 11 If the beam-width
. Now, again use the triangle inequality
Finally, note that since a = b = 1,
Theorem 2 establishes the fact thatx = x 3 . When combined with theorem 1, this establishes the fact that the algorithm picks out both points correctly, i.e., both points which are adjacent to x 1 . Finally, theorem 3 formalizes this result, to show that the curve generated by the RECONSTRUCT algorithm is indeed homeomorphic to the original curve. x − x 1 ; that is, the closest point to x 1 is also adjacent to it. From theorem 2,x = x 3 , wherex = argmin x∈Xo x − x 1 ; that is, the point which is "on the other side" of x 1 is also adjacent to x 1 . Thus, we have established that only correct simplices are added toĈ: simplices in which the edges points are adjacent in the underlying curve C. Now, let g : C →Ĉ be defined as follows. It is interesting to note once again that the condition of r ≤ 1/3 is precisely the same condition as in [8] , albeit with a completely different definition of local feature size.
Complexity and Experiments
It remains to discuss issues of complexity. Looking at the structure of the pseudocode in figure 5 , it is clear that the algorithm is O(N 2 ) for N = |X|. Although this is not quite as good as the O(N log N ) complexity of [3] , it is nice that the complexity is independent of the embedding dimension. (In fact, if the sampling condition is the same as that of [3] , the algorithm can be shown to run in O(N log N ) in the case of curves embedded in the plane;
see [8] .)
The algorithm has been applied in four cases. Unfortunately, it is very difficult to show images of curves that are embedded in four or higher dimensions; thus, we will have to content ourselves with experimental results concerning curves embedded in the plane and in space (although, of course, the algorithm is valid for curves embedded in arbitrary Hilbert Spaces). Figures 6 and 7 show the samples and corresponding reconstructions for curves embedded in the plane; figures 8 and 9 show results for space. Note the varying topologies and geometries that are presented.
Note that in figures 6 and 8, the curves are not closed, as is supposed in the proof of the algorithm's correctness. However, the algorithm is specially modified in such circumstances: the distancesd = x−x andd = x−x are compared. Ifd > αd for some fixed constant α > 1, then the segment between x andx is not included in the reconstruction. A value of α = 3 worked well in most cases.
