In this paper) we propose a method for text categorizaLion task using term weight learning. In our approach, learning is to learn true keywords from the error of clustering results. Parameters of term weighting are then estimated so as to maximize the true keywords and minimize the other words in the text. The characteristic of our approach is that the degree of context dependency is used in order to judge whether a word in a text is a true keyvv·ord or not. The experiments using Wall Street Journal corpus demonstrate the effectiveness of the method.
Introduction
\~Vith increasing numbers of machine readable doctiments becoming availa.ble, an automatic text categorization which is the classification of text with respect t.o a. set. of pre-categori;.:ed texts) has become a trend in IR and NLP studies.
.I
One of the important issues in text cHtegoriza.-t.ion task is hc)\\1 to characteri;.:e texts whicl.1 are precategorized. There are at least two stat.lstica.l approaches t.o cope with the issue) i.e. statistical approach that relies mainly on ( 1) surface information of words in texts, and (2.) senwntic infonnation of \VOrds in texts.
Statistical approach based on surface information of words has been widely studied in IR. One represen- tative is a vector model. In this model, each text. is represented by a vector, i.e. every text which should be classified a.nd texts which are pre-categorized in a training phase are characterized by a vector, each dimension of which is associated with a specific word in Lcxts) and every coordinate of the text is represented by term weighting. Then) some similarity measure is used and the text is assigned to the most sema.ntica.lly similar set of texts which are pre-ca.t.egori;.:ed. Term weighting method is widely studied [Luhn 1958] , [Salton and Yang1973] ,
[Salton\988], [.Jones1973 ]. Guthrie a.nd Yuasa. used word frequencies for weighting [Guthrie and Walkerl994] , [Yuasa et al.l995] , and Tokunaga used weighted inverse document frequency (WIDF) which is a word frequency within the document divided by its frequency throughout the entire 71 document collection [Tokunaga and Iwayama1994] .
The other approach is based on a probabilistic model. This approach is widely used, since it has solid formal grounding in probability theory. I way am a et. al. proposed a probabilistic rnodel called Single mndom Variable with Multiple Values (SVMV) [Iwayama and Tokunaga\994]. They reported that t.he result of their experiment using S VM V was better than other probabilistic models; Component Theory (CT) [Kwok\989], Probabilistic Relevance Weighting(PRW) [Robertson and Jones\976] and Retrieval with Probabilistic Inde,;ing(RI'I) [Fuhr!989] in the task of categorizing news articles from the Wall Street. Journal( W8J) . Most previous approaches seem to show the effect in entirely difl'erent texts, such as 'weather forecasts', 'medical reports) and 'computer manuals). Because each different text is characterized by a large number of words which appear frequently in one text, but. appear seldom in other texts. However) in some texts from the same domain such as 'weather forecasts') one encounterS quite a large number of words which appear frequently over texts. Therefore, how to characterize every text is a serious problem in such the restricted subject domain.
The other statistical approach is based on semantic information of words. The technique developed by VVa.lker copes with the discrimination of polysemy [Walker and Amslcrl986] . The basic idea of his approach is that to disambiguate word-senses in articles might affect Lhe accuracy of context dependent classification, since the meaning of a. word characterizes the domain in which it is used. He used the semantic codes of the Longman Dictionary of Contemporary English to determine the subject domain for a set of texts. For a given t.ext, each word is checked against the dictionary t.o determine the semantic codes associated with it.. By accumulating the frequencies for these senses and then ordering the list of categories in terms of frequency) the subject matter of the text can be identified. However, Fukumoto reported that when using disambiguated word-senses within texts ( 49 different texts) each of which consists of 3,500 sentences) were up to only 7.5% as those when using word frequencies for weighting, since in a restricted subject domain such as Hia.l/ St.reet Journal, lots of nouns in articles were used with the same sense. As a result, the results of wordsense disambiguation did not strongly contribute to an accurate classification (Fukumoto and Suzuki1996J. Blosseville et. al. proposed an automated method of classifying research project descriptions using textual and non-textual information associated with the projects. Textual information is processed by two methods of analysis: a NL analysis followed by a statistical analysis. Non-textual information is processed by a symbolic learning technique. T'he results using two classification sets showed that 90.G% for 7 classes and 70.9% for 28 classes could be classified correctly. Their method, however, requires a great effort, since the input data are not raw textual data, but rather the result of deep synta.ctic and semantic analysis of textual data.
In this paper, we propose an a!Lernative rnethod for an automatic classification, i.e. a. method for term weight learning which is used to characterize texts. In our approach, learning is to learn true keywords from the error of clustering results. Parameters of term weighting are then estimated so as to maximize the true keywords and minimize the other words in the text. The characteristic of our approach is that the degree of context dependency is used in order t.o judge whether a word in a text is a true keyword or not. \Ve applied our technique to the task of categorizing news articles from 1989 VVSJ in order to see how our method can be used effectively to classify each text into a. suitable category.
In the following sect.ions 1 we first present a basic idea of context dependency, and describe how to recognize keywords. Next, we describe methods for term \Veight lca.rnillg and for classifying texts using term weight. leaming. Then, we present a method for categorization task. Finally, we report on some experiments tn order to show the effect of the method.
Training the Data
Recognition of Keywords In our approach, learning is to learn true keyv·wrds from the error of clustering results. The basic idea of our tenn weight learning is to use the fact that whether a word is a key in a text or not depends on the domain to which the text belongs.
\Ve will focus on the WSJ corpus. Let 'stake' be a. keyword and 'today' not be a keyword in the text (art.icle). If the text belongs l.o a restrict.ed subjeet domain, such a.."l 'Economic news', there are other texts which are related to the text. Therefore, the frequency of 'stake) and 'today' in other texts are similar to each other. Let us further consider a broad coverage domain such as a.ll texts of the WS'J; i.e. the text containing the words 'stake' and 'today' belong::; to the YVSJ which consists of different subject domains such as 'Economic ne,vs' or (International news'. 'Today' should appear frequently with every text. even in such a . . domain, while 'stake' should not. Our technique for recognition of 72 true keywords explicitly exploits this feature of context dependency of word: how strongly a. word is related to a given context? Like Luhn's assumption of keywords, our method is based on the fact that a writer normally repeats certain words (keywords) as he advances or varies his arguments and as he elaborates on an aspect of a subject [Luhn1958] . Figure 1 shows Figure   1 , let '0' be a keyword in the text 'xxxx'. According to Luhn 's assumption, '0' frequently appears throughout paragraphs. Therefore, the deviation value of '0'
in the pa.ragraph is sma.ll. On the other hand, the deviation value of '0' in the text is larger than that of the paragraph, since in texts, '0' appears in the particular text, 'xxxx'. \Ve extracted keywords using t.his feature of the degree of context dependency. In Figure  1 , if a word is a keyword in a. given text., it satisfies that. the deviation value of a word in the paragraph is smaller than that. of the text, a.nd is shown in formula (1) [Fukumoto et aU997] .
where,
In formula OL w of xP~ and x'l~~ is a word in paragraph and text, respectively. xP 1~ and x'l~, is the deviation value of a set of paragraph and text, respectively. In formula (2), n is the number of paragraphs, and iiw is the mean value of the total frequency of word w in paragraphs which consist of n. In formula (3), Xwj is the frequency of word w in the j-th paragraph. Vwj in formula (3) is shown iu ( 4) where m is t.he number of different words and n is the number of paragraphs 1 .
Term Weight Learning
In our method, non-overlapping group average clustering algorithm based on frequency-based term weighting is applied to every text which is pre-categorized.
If a text which could not be clustered correctly in the process of clustering, then, recognition of keywords is perfonned.
Let I~ and Tc' be Lhe same category and Ty not be the same one with Tx. Let also T.r: and 7~ be judged to be the same category incorrectly. Recognition of keywords is shown in Figure 2 .
In Figure 2 , (a-1) and (b-1) are t.he procedures t.o extract keywords, and (a-2) and (b-2) are the procedures to extract other words. In (a), for example, when w is judged to be a keyword, term weighting of w is ct x J(w), where f(w) is a frequency of w. On t.he other hand, when w is judged not to be a keyword, Lerrn weighting of w is (3 x f( w ). Here, c.t and (3 is a variable which is concerned with a. true key\vorcl and the other ') xP 2 words, respectively-. In xr1,· < I shown in ~''fgure 2, the texts are 1·~ and 7~.
Clustering Texts based on Term Weight Learning
The clustering algorithm for pre-categorization of texts is shown in Figure 3 . As shown in Figure 3 , the algorit.hrn is composed of three procedures: Make-Initial-Cluster-Set, Apply-Clustering and Tcnn-Weight-Learning 3 .
l. Make-Initial-Cluster-Set
The procedure Make-Initial-Cluster-Set produces all (5) where :r is the number of nouns in a text and x·ij is a frequency with which t.he noun xj appears in text 7i.
Given a vector representation of texts T1, · ·, 1·~n (where rn is the number of texts) as in formula (5), a similarity between two texts 7i. and 1j would be obtained by using formula (6). The sim.ila.rity between 1"i and 7j is measured by the inner product of their normalized vectors and is defined as follows:
The greater the value of S'im ('Ti, 'lj) Figure 2 is applied, and every text would be represented by a vector of the form 1:: if w satisfies 7 2 ' < 1 and w is the clement of 1'x n 1:.,
tlHm w is judged to be a. keyword and parameter of terrn weighting of m is set to cr (1 < n· < 10) else if w does not satisfv 7 1~.
2 < I and w is the element of 1~ n 7~.~
then w is judged not to be a keyword and parameter of term weighting of w is set to (3 (0 < {J < !) x:j appears lll 1i '1-~, would be represented by a vector shown in formula (7), is applied to an arbitrary pa.ir in texts, and t.he procedures a.re repeated.
If the newly obtained cluster contains all the texts in input., the whole process terminates.
Category Assignment
For the training data, 'I' 1 , · · · 1 l~n (where rn is the number of texts), clustering algorithm which is shown in Figure 3 is applied) and a.ll texts arc c.lassified into a. Note that. recall and precision have somewhat mutually exclusive characteristics. To raise the recall value, one can simply assign many categories to each text. However, this leads to a degradation in precision, i.e. almost all the assigned categories are false. A bTeakevcn point might be used to summarize the balance between recall and precision, the point at which they are equal. VVe calculated breakeven points in the experiment. Theresult of Text Categorization Experiznent. i,ls shmvn in Table 1 . 
'· P(T = i; I c) = !{v~+: NC; is the ft'equency of the term ti in the category c, and NC is the total frequency of terms in c. They reported that in their experiment using VVSJ 1 the result of the breakeven points of TF•IDF which was proposed by Salton et. a.l. was 0.48, while the result of SVMV was 0.6:l. Furthermore, their method is similar to our technique when the following two points are considered: • Text categorization is defined as the classification of texts with respect to a set of pre-categorized texts. • Category assignment is based on surface information of words in texts. Therefore, we implemented Iwayama ct. al.'s method and compared it with our method. The results are shown in Figure 4 . Figure 4 shows the recall/precision trade off for each rnethod with proportional assignment strategy. 'learning', 'SVMV' and 'x 2 ' shows the result of our method, I wayama's method and x 2 value, respectively. Table  2 lists the breakeven points for each method. All the breakeven points were obtained when proportionality constant \vas about 1.0. Table ll there are 7,305 test data in all which are classified into 78 categories, and the value of the brcakcven points was 0.75. Comparing the ratios of correct judgments \vhen the number of categories is large with when the number of it is srnall, the correctness of the former was higher in some cases. For example, when the number of categories was 10, the correct ratio was 0.76, \vhile the nurnber of cakgories was 50) the correct ratio was 0. 77. This shows that our method can be used effectively to characterize each text without depending on the number of categories. Table 3 shows the first top five oft. he highest weighted value of 12 categories \vhich were selected from 78 categories at random .. In Table 3 , (VVord' shows the extracted words, and 'VVV shows its weighted value. 12 categories which are used in Table 3 Comparison to Other Methods
(1) x 2 method and our method Table 2 shows that the breakevcn points using our method \vas 0.75 while x 2 was 0.56. Table 5 shows the first. top five of the highest weighted value of 12 categories using x 2 method. According to Table 5 , every noun except 'devon ' and 'hadson' in 'BBK' and 'transcanada' and 'westcoast' in 'PIP' are correctly weighted as keywmds in every categories. On the other hand, t.he test data which was the worst. result, \Vas the same data as the result using our mdhocl, i.e. the data. which should be classified into 'STK'. According t.o Table 5 , three words in 'BBK' and those of 'STK' are the same, and the weighted values of these words of 'STK' are higher than those of 'STK'. As a result, it is difficult. to distinct these two categories in x 2 method. One possible reason why the result of our method was better than x 2 method is that the difference between weighting values of t.vw words in x 2 was smaller than those of our method. The deviation value between an arbitrary two keywords in both met.hods is shown in In Table 6 , the deviation value using x 2 rncthod was smaller than our method except 'BNK', 'FOD' and )MED). This shows that x 2 method can not represent the characteristic of the text more precisely than our method.
(2) SV MV method and our method According to Table 4 ) the breakeven points using our method was 0.75, while 8VMV was 0.64, respectively. A possible reason why the result of our method was better than 8 V M Vis that term weight learning is efl'ective to classify texts. Let A and B be a category name and the total number of words which were included in each category be the same. Let a.!So w 1 is included in A) B and the test data with the same frequency, and the test data consists of only w 1 . In 8 V M V, the probabilities of the test. data which is classified into A and B are the same. Therefore, it could not be judged \vhether the test data is classified into A or 1:3, correctly. However) our method introduces the degree of context dependency in order t.o judge whether a word in a text. is a true keyword or not. Therefore, our method can classify the test data into A or B, when the kcyv·wrd of the category A is judged to be the word 111 1 . As a result, our rncthod can represent the characteristic of the t.ext.s rnore precisely than SVJVIV.
Conclusion
VVc have reported on a.n empirical st.udy for term \Vcight learning for a.n automatic text cat.cgoriza.t.ion. The characteristic of om a.pproach is that the degree of con·· text dependency is introduced in order to judge whether a word in a. texL is a true key\vord or not. In the experiment using WSJ, we could obtain 0. 75 breakeven points for 4/15~~ texts which are c.lassified into 78 categories.
In our current method, category assignment is based on a word in texts, i.e. every text. which should be classified and texts which are pre-categorized are characterized by a vector, each Jirnension of which is associated with a word in texts. As a result., two words arc treated quite different. even if these wmds are semantically similar. In order to get more accuracy, linking words with their semantically sim.ilar words might be necessary to be introduced into our framework.
