We consider semilinear difference-delay equations with continuous time in a Euclidean space. Estimates are found for the solutions. Such estimates are then applied to obtain the stability and boundedness criteria for solutions.
Introduction and notation
To motivate our study, let us consider the amount of money x(t) saved in a bank at time t. At t = 0, an initial amount of money x 0 is deposited and it remains the same until interest is added at time t = 1. The principle plus interest remains the same after t = 1 until new interest is added at time t = 2. In general, x = x(t) is a function defined on [0,∞) and satisfies x(t + 1) = (1 + r)x(t) t > 0, x(0) = x 0 , r = const .
(1.1) internal dynamics of nonlinear differential delay systems, when these systems are inputoutput linearized and controlled (cf. [4] ). Results concerning the stability of the origin, in the linear case, can be found in [1] (see Chapter 9 on the equations of neutral type). In [1, Section 9.6], the stability of linear, time-invariant, continuous time difference equations is studied, taking into account small variations that may occur in the delays. In [1, Chapter 9], necessary and sufficient conditions for the asymptotic stability of linear scalar continuous time difference equations, with arbitrary delays, are given. In [5] , asymptotic properties of the solutions of scalar difference equations with continuous argument are treated.
To the best of our knowledge, however, stability of general continuous time difference equations has not been extensively investigated in the literature.
For this reason, we will consider the following difference-delay equation with continuous time in a Euclidean space C n :
where f is a given vector-valued function, a mapping F : [0,∞) × C n →C n satisfies the conditions pointed below, A k are n-by-n matrices, and h k , k = 1,...,m, are nonnegative numbers. We derive solution estimates to (1.3). These estimates give us explicit stability and boundedness conditions.
Preliminaries
Denote by · n the Euclidean norm in C n . As usually, L p (ω)(1 ≤ p < ∞) is the space of functions defined on a set ω with the finite norm
and M(ω) is the space of bounded measurable functions defined on ω with the finite sup-norm
In addition, put R + = [0,∞) and consider in C n the linear equation
where A k are n-by-n matrices again and
Take the initial condition
M. Gil' and S. S. Cheng 3 where φ is a given continuous vector-valued function. Let us apply the Laplace transform to problems (2.3), (2.5). Then
where v(z) is the Laplace transform to v(t), z is the dual variable, and
Hence,
where
is the characteristic matrix-valued function. We will call K(w) a stable function if all its characteristic values (i.e., the zeros of det K(w)) lie in the disc |w| < 1. In the case of the equation x(t) = Ax(t − 1) with a matrix A, the stability means that the spectral radius r s (A) of A is less than one. For some necessary and sufficient conditions for stability of operators, one may consult the papers [6, 7] and the book [8] . In the sequel, K is a stable function. Let
be the Green function to (2.3). Here b 0 is a real constant and C is the Jourdan contour surrounding all the characteristic values of K(·). By the inverse Laplace transform, a solution of (2.3) can be represented as
Clearly, if K is stable, then the maximum r 0 of the absolute values of the roots of det K is less than one and for any r ∈ (r 0 ,1), 12) and thus taking C = {z ∈ C : |z| = r < 1}, we get
Next, consider the nonhomogeneous equation
with a given ζ ∈ L 2 (R + ) and the zero initial condition
Again applying the Laplace transform, we arrive at the equality
16) where u(z) is the Laplace transform to u(t) and ζ(z) is the Laplace transform to ζ(t).
From (2.14) and the Parseval equality, it easily follows that
The main result
Consider (1.3) under the initial condition
Put Ω(ρ) := {h ∈ C n : h n ≤ ρ} for a positive number ρ ≤ ∞. It is assumed that f ∈ L 2 (R + ) and F continuously map R + × Ω m (ρ) into C n and satisfy the condition
Here ν k < ∞ are nonnegative constants. Put
Now we are in a position to formulate our main result. 
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Then there is a positive constant c 0 < ∞, such that the condition
Proof. First let ρ = ∞. From (1.3) and (2.17), it follows that
where v is a solution of the linear problems (2.3), (2.5). By (2.18),
Now from (3.7), it follows that (3.10) where
Since K is stable, (2.11) yields us the inequalities
Thus due to (3.4),
Furthermore, from (3.7) and the Schwarz inequality now it follows that
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Hence, the required inequality (3.6) follows, provided ρ = ∞. Next, let ρ < ∞. On C n , let us define the function
for all y ∈ C n . Such a function always exists due to the Urysohn theorem [9, page 15] . Consider the equation
for any function w ∈ M(0,T) with an arbitrary positive T < ∞, we can apply our above results to (3.17). Namely, for a solution x of (3.17), estimate (3.6) holds according to the above arguments and (3.18). But μ(w(t))F(t,w(t −h 1 ),...,w(t −h m )) and F(t,w(t − h 1 ),...,w(t−h m )) coincide for any function w with values in Ω(ρ). According to condition (3.5), x(t) ∈ Ω(ρ), t ≥ 0, and x(t) = x(t) for t ≥ 0. This proves the theorem.
Stability of solutions and bounds for θ(K)
We first recall some usual definitions related to the asymptotic properties of solutions.
(i) The zero solution of the equation
is said to be stable if, for any ε > 0, there exists δ > 0, such that the inequal- Proof. In view of (4.2), condition (3.2) holds for all sufficiently small ρ > 0, and ν→0 as ρ→0. So we can take ρ sufficiently small in such a way that condition (3.4) holds. By Corollary 4.1, we may then obtain the desired stability.
Let us derive estimates for θ(K).
Let N(A) be the Frobenius (Hilbert-Schmidt) norm of an n × n matrix A, that is,
Here A * is the adjoint. of matrix-valued functions, see, for instance, [11, 12] and references therein. For lower estimates for determinants, consult [13] .
