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Introduction
Shortly after the conclusion of WWI, in 1924, Indian physicist Satyendra Nath Bose sent a
manuscript to Albert Einstein, in which he outlined a statistical study of Planck’s black body
spectrum. Shortly after, in 1925, after translating this manuscript into German and publishing
it, Einstein presented another paper, and these papers are now known to be the beginnings of
Bose-Einstein statistics. They had formalized a theory that, under certain conditions, a system
of bosons would form a new state of matter called a Bose-Einstein Condensate (BEC).
Particles in nature can be classified as one of two distinguishable types of particles, a boson
or a fermion. Bosons and fermions have unique distinguishing properties. Fermions have half
integer spin with antisymmetric wave functions, while bosons have integer spin with a symmetric wave function. Fermions also obey the Pauli-Exclusion principle, which says that two
identical particles cannot occupy the same quantum state. Bosons, on the other hand, do not
obey the Pauli exclusion principle, so any number of bosons can occupy the same quantum
state. The difference between symmetric and antisymmetric wave function is best illustrated
when considering a two-particle system of indistinguishable particles at positions x1 and x2
respectively. Given that the particles are indistinguishable, it is impossible to tell if particle two
is at x1, or x2. By considering the wave function squared, we can say that the probabilities are
equal that particle one is at position x1 or position x2. This is best illustrated in the equation:

Ψ2(x1, x2) = Ψ2(x2, x1)

v
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By taking the square root of both sides, a solution for the wave function can be obtained.

Ψ(x1, x2) = ±Ψ(x2, x1)

There are two possible solutions to this equation because we have to take into account the
positive and negative solution from the square root. When Ψ(x1, x2) = Ψ(x2, x1) the particles are
considered to have symmetric wave functions, thus they are bosons. When Ψ(x1, x2) = −Ψ(x2, x1)
the particles are considered to have antisymmetric wave functions, making these particles
fermions.
When Bose and Einstein formalized the existence of a BEC, they argued that a system of
bosons, when cooled to a low enough temperature with high phase space density, would form a
BEC by causing every boson to avalanche to a ground energy state where all the atoms would
occupy the same quantum state.
It took another seventy years for the theory to be experimentally confirmed. During that
time, incredible technological advancements were made that helped experimentally prove Bose
and Einstein were correct. The invention of the laser paved the way for laser cooling of atoms, the
formalism of quantum mechanics laid the groundwork for magnetic trapping, and the discovery
of sub-Doppler cooling techniques all played integral roles in the formation of the first BEC in
1995.
Over the past thirty years, Bose-Einstein Condensates (BEC) have become core experimental phenomena for atomic physics research, and in more recent years, the invention of the
microfabricated ‘atom chips’ has led to more robust and compact ultracold-atom traps. Most
notably the Cold Atom Lab (CAL) on the International Space Station (ISS) is based on these
atom chips. The Lundblad Lab at Bates College, in partnership with NASA and JPL, has
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been in the process of building a similar atom trap to serve as a testbed for experiments on the
ISS. Over the past several years significant progress has been made towards the realization of
a BEC using an atom chip at Bates. This thesis is a continuation of this work. It explores the
theoretical and experimental progress made in transitioning a laser-cooled cloud of rubidium
from a magneto-optical trap to a pure magnetic trap. It also begins to explore the process of
transitioning from the magnetic trap to the atom chip and the cooling processes that will result
in the realization of a BEC.

CHAPTER 1

Laser Cooling and Trapping: From a Magneto-Optical Trap to a
Magnetic Trap
In the experimental realization of a BEC in an atom chip based trap, the steps going from
a vaporized rubidium gas to an ultra-cold gas capable of forming a BEC are complicated. The
first goal is to trap the rubidium in a 3D magneto-optical trap (MOT), which was the goal
of Michal Ćwik’s thesis [1]. Picking up where this thesis left off, the next major milestone is
trapping an even colder gas of rubidium in a pure magnetic trap. This chapter outlines the
differences between a magneto-optical trap and a magnetic trap, while theoretically exploring
the intermediate cooling techniques used between a MOT and a magnetic trap.

1. Magneto-Optical Trap
The invention of the MOT by David Pritchard, Steven Chu and company in 1987 [2] turned
out to be an integral step in the production of a BEC. All of the cooling and trapping mechanisms
discussed later on in this chapter require relatively cold atoms. Recently vaporized atoms carry
far too much energy for these mechanisms to be effective, so a MOT makes for an effective
mechanism to cool and confine these atoms down to an energy that is more favorable. The
basic physics of a MOT is built off the optical molasses effect (discussed in the next section),
which in three dimensions is very effective at slowing the atoms down but alone cannot trap
the atoms. A magnetic field is then applied to form the MOT and aids in trapping the atoms
along with slowing them down. The following derivations are compiled from [3, 4].
1

1. MAGNETO-OPTICAL TRAP

2

1.1. Optical Molasses and Doppler Cooling Limit. First introduced experimentally
by Steven Chu and Arthur Ashkin in 1985 [5], optical molasses was used to cool neutral sodium
atoms to a temperature of about 240 µK. Optical molasses is an effect of laser cooling that
exploits the scattering force due to the laser’s radiation field. For the purposes of this section all
that is necessary to know is that the scattering force is a direct consequence of the conservation
of momentum. Lasers create a radiation field, and as this field interacts with atoms there
are going to be instances when atoms absorb photons. As the atom absorbs a photon, the
momentum changes. This change will be shown mathematically, but as it turns out, it shows
up as a damping force similar to friction.
Individual atoms within the gas move in all three dimensions. To effectively counter the
motion in all six possible directions three orthogonal standing waves are created, stemming
from one primary laser. This ensures that all the light is coherent within the system. This is
well illustrated in Fig. 1.1a. If the atoms within the lasers pathway are stationary, it is intuitive
to decipher that the radiation forces from the lasers would balance each other out. In practice
this is impossible, but leads to the question: what happens when the atoms are not stationary
and the scattering is unbalanced? Naturally the atoms are in motion, moving fast enough for the
Doppler effect to cause imbalances in the radiation forces. From the frame of an atom moving
anti-parallel to the laser’s path, the atom “sees” a higher frequency light (blue shifted), whereas
atoms moving away “see” a lower frequency light (red shifted). This Doppler shift is accounted
for with the choice of a frequency of light that is slightly lower than the resonant frequency of
the atom, which can be seen in Fig. 1.1. When an atom is traveling anti-parallel to a laser, the
net frequency is the resonant frequency which increases the rate of absorption of photons and
slows the atoms down. It is possible to ignore the atoms traveling away from the laser because
there is a counterpropagating laser beam in the opposite direction that is red-shifted relative to
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Figure 1.1. From [3] (a) Laser configuration to create the three orthogonal
standing waves all stemming from one primary laser. (b) How the detuning of the
laser would look to a stationary atom. (c) Illustration of how the Doppler shift
causes the laser frequency to become resonant with an energy level transition for
an atom.

the atom. Given that all the laser pathways share a single primary laser, all the radiation fields
will be coherent, ensuring that all six directions are supplied with a laser frequency that is just
off resonant.
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Exploring what the force of the molasses effect yields the Taylor expansion for the scattering
force from two counter-propagating beams, where v is the velocity of the atom, to be
Fmolasses = Fscatt (ω − ω0 − kv) − Fscatt (ω − ω0 + kv)
(1.1)



∂F
∂F
' Fscatt (ω − ω0 ) − kv
− Fscatt (ω − ω0 ) + kv
∂ω
∂ω
' −2

∂F
kv
∂ω

For this to be true low velocity had to be true (kv  Γ), where Γ is the natural linewidth
as α, Eq. 1.1 becomes
of the atomic transition. By defining 2k ∂F
∂ω

Fmolasses = −αv

(1.2)

Fscatt is derived by Foot [3] to be

(1.3)

Fscatt = ~k

Γ
I/Isat
.
2 1 + I/Isat + 4δ 2 /Γ2

δ is the frequency detuning between the laser frequency and the atomic resonance frequency
and is given by δ = ω − ω0 + kv. I/Isat is the relation between the Rabi frequency and the
saturation intensity, given by the equation I/Isat =

2Ω2
,
Γ2

where Ω is the Rabi frequency. See

[3] for a more in-depth and rigorous derivation of this equation. By taking the derivative with
respect to ω and plugging it into Eq. 1.2 it is possible to develop an analytical solution to the
force imbalance caused by the Doppler shift

Fmolasses = −αv = 2

∂F
I
−2δ/Γ
kv = −4~k 2
v
∂ω
Isat [1 + (2δ/Γ)2 ]2
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From this optical molasses technique, the natural progression is to quantify this cooling process by calculating the temperature. D.J Wineland and Wyane Itano were one of many groups
attempting to do so [6]. They came to the conclusion that the so-called Doppler cooling limit
was to be 240 µk for electromagnetically trapped ions. This conclusion was widely accepted by
physicists, and theoreticians believed that using the optical molasses technique, the fundamental
limit of how cold atoms could get was given by

(1.4)

TD =

~Γ
.
2kB

Experimentally, it was quickly discovered by Phillip Gould and Harold Metcalf and others
in 1988 [7] that this limit was incorrect and it is possible to get temperatures much colder than
that under certain conditions. They reported temperatures of 43 ± 20 µK, which is an order
of magnitude smaller than the predicted Doppler cooling limit. This called for a theoretical
overhaul to the physics of laser cooling. Naturally this made the theory more complicated,
but it also led to new cooling techniques, now known as sub-Doppler cooling, allowing for even
colder temperatures to be reached. Some of these techniques are addressed later in this chapter.

1.2. Magneto-Optical Trap. In the formation of a BEC two types of traps are used. A
magneto-optical trap is used and then the atoms are moved into a pure magnetic trap. Both used
magnetic fields to create a trapping region. The use of magnetic fields in these traps is subtle but
important to distinguish, and will be highlighted over the coming sections. An MOT consists of
laser cooling in each of the three orthogonal directions, and given the correct polarization of light
can create a trap when an applied magnetic field is introduced in a quadrupole configuration.
For a more rigorous treatment as to how a MOT is able to cool atoms see [1, 3, 8].
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Figure 1.2. From [3] Zeeman splitting energy diagram for a two state atom
with ground state J = 0 and excited state J = 1. This migure illustrates that in
a magnetic field the Zeeman splitting causes the energies of the sub-levels in the
excited state become position dependent.

The distinguishing feature between a magnetic trap and a MOT is that in a MOT the
magnetic field isn’t actually trapping the rubidium. Inside the MOT, the magnetic field is
causing an imbalance in the scattering forces from the atoms absorbing and emitting photons.
The confining factor in a magneto-optical trap is the Zeeman effect causing a position-dependent
imbalance in the radiation force because of the interaction between the light and the atoms.
For a MOT to exist, the construction involves two coils in an anti-Helmholtz configuration so
the currents run in opposite directions. This creates a quadrupole magnetic field where the
magnetic field at the center of the trap is zero. This happens to be where the atoms accumulate
but should not be mistaken as the confining factor.
In a qualitative description of how a MOT works consider how the Zeeman shift causes an
imbalance in the radiation force in a simple two state system with ground state energy level
J = 0 an excited state energy level J = 1 as shown in Fig. 1.2. The Zeeman effect causes the
J = 1 level to split into three sub-levels MJ = 0, ±1. The energies of these sub-levels vary
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linearly with position with respect to the z direction. Experimentally it has been found that
circularly polarized light interacts with atoms most strongly. As discussed previously the lasers
are also slightly detuned to account for the Doppler effect.
Considering an atom at some position along the z-axis where z > 0 we can begin to explore
how the Zeeman splitting of the excited energy level aids in the trapping process. At this point
the ∆MJ = −1 energy level transition due to the Zeeman effect and the laser are now resonant
with each other. This will only happen at a specific position due to selection rules governing the
transitions between energy levels. This will be more formally introduced later on, but for now
the only allowable transition is when ∆MF = ±1. This resonance is what drives the absorption
of a photon. When z > 0 it requires σ − polarized light for this excitation to occur. The
absorption of a photon is a product of the conservation of energy, and gives rise to a scattering
force that pushes the atom back towards the center of the trap. The same process occurs with
z < 0, except it requires σ + circularly polarized light to become resonant with energy state
transition.
Now we explore a more rigorous mathematical treatment of how this radiation force traps
atoms in a MOT. This follows Foot’s derivations from Chapter 9 [3]. In Section 1 above it was
shown how optical molasses creates a resistive force from the imbalance of scattering forces. For
a magneto-optical trap, we can show that atoms are strongly confined by the radiation from
the lasers and not the magnetic field.
Building off Eq. 1.1, a similar mathematical treatment can be done to account for the
Zeeman shift caused by the introduction of a magnetic field. Due to the Zeeman effect from
the quadrupole magnetic field, a modification to the ω0 term is needed. As an atom moves
away from the center of the trap (z = 0), the change in energy due to the Zeeman splitting
becomes larger as seen in Fig. 1.2. The Zeeman effect changes the energy levels of the atom,
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thus changing the frequency in which the atom is resonant for the ∆MJ = ±1 transitions. To
account for this position dependent resonant frequency ω0 becomes ω0 + βz for the ∆MJ = +1
transition. ω0 becomes ω0 − βz for the ∆MJ = −1 transition. Eq. 1.1 then becomes

(1.5)

−

+

σ
σ
FM OT = Fscatt
(ω − kv − (ω0 + βz)) − Fscatt
(ω + kv − (ω0 − βz)).

σ + and σ − refer to the polarization of the light. The lasers are still counterpropagating and are
still circularly polarized. By defining the Zeeman shift at a displacement z as βz =

gµB ∂B
z
~ ∂z

the

imbalance in forces due to radiation can be derived, resulting in the following;

FM OT = −2

∂F
(kv + βz)
∂ω

= −αv −

αβ
z
k

This imbalance acts as a restoring force with a spring constant

αβ
.
k

This shows that during

the cooling process in a MOT, an atom undergoes over-damped simple harmonic motion and
experiences a combination of a restoring and damping force. This position-dependent force
returns the atoms to the center of the trap as they stray away from the center.
Magneto-optical traps work well at trapping relatively fast moving atoms, but due to the
atoms’ absorption of photons there is a fundamental limit in which cooling stops. In order to
work around this to cool the atoms even further we turn to sub-Doppler cooling techniques. For
sub-Doppler cooling to occur the scattering rate between photons and atoms has to decrease
significantly. The most effective way to do this is to detune the primary laser further away from
resonance and to decrease the power of the lasers. Through sub-Doppler cooling techniques like
Sisyphus cooling and optical pumping, we can cool the atom cloud to a temperature below the
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Doppler limit but still above the recoil limit. After these sub-Doppler cooling techniques the
atoms are re-trapped into a purely magnetic trap to further the cooling process.

2. Sisyphus Cooling
Not often in physics are the experimental results better than the theoretical predictions,
but that is precisely what happened when experimental physicists set out to cool atoms to the
predicted Doppler cooling limit. While trying to re-understand the cooling process of a dilute
gas, they soon realized that the experimental results depended on the polarization of the light,
which led to new mechanisms of cooling. One of those mechanisms is Sisyphus cooling, which
has the ability to cool atoms to temperatures related to a thermal energy known as the recoil
energy, given by

(1.6)

(~q)2
Er =
.
2m

This is the energy that corresponds to an atom absorbing a photon carrying momentum ~q.
This carries a temperature of

(1.7)

Tr =

Er
(~q)2
=
.
k
2mk

Some quick dimensional analysis can give an approximation for the recoil temperature to be
roughly between 0.1 − 1 µK, which is several orders of magnitude colder than the limit given
by traditional Doppler mechanisms. There are two reasons for the results being lower than
theoretically predicted. First, experimentalists incorrectly assumed these alkali atoms were
simple two-level systems; the Zeeman splitting of energy levels went unaccounted for. Second,

2. SISYPHUS COOLING

10

Figure 1.3. From [3] Polarization gradient created by the superposition of counterpropagating laser beams with orthogonal linear polarization.

two anti-parallel lasers create an inhomogeneous radiation field [4]. This led to the discovery of
a phenomenon now known as Sisyphus cooling.
Jean Dalibard and Claude Cohen-Tannoudji first began to explain Sisyphus cooling, also
known as polarization gradient cooling (PGC) in 1985 [9], and by 1989 they had published
their full description of the cooling technique [10]. In one dimension, this technique of cooling
uses two lasers counter-propagating that are originally linearly polarized to create a standing
wave. The polarizations of these waves are orthogonal to each other (e.g, ebx and eby ). When
treating light like a wave, this creates a superposition of polarizations, where the resulting
polarization gradient depends on the relative phase of the two lasers and varies with position.
Fig. 1.3 illustrates how these propagating light waves superpose to create a spatially varying
polarization field. This gradient cycles through right-handed circularly polarized light (σ + ),
linearly polarized light and left-handed circularly polarized light(σ − ). This gradient repeats
itself every λ2 . In Fig. 1.3 where the polarization is not specified, the light is elliptically polarized.
This gradient alters the degeneracy in the hyper-fine structure of the atom, which will become
more apparent in the next section when optical pumping is more formally introduced.
The energy levels of the atom are perturbed by the light to create a periodic potential that
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Figure 1.4. From [3] Cyclic process of Sisyphus cooling mechanism. At the
peaks of this function the atom becomes resonant with the laser, causing the
stimulated absorption of a photon. Atoms then spontaneously emit a photon and
drop into the valleys of the potential. This process repeats itself millions of times
a second.
is position-dependent and proportional to the polarization of the standing wave of light. These
atoms’ kinetic energies get transferred to potential energy as an atom travels up a hill. When it
reaches a maximum, the laser light becomes resonant with an atomic transition which triggers
the absorption of a photon causing the atom to jump into an excited state. That same atom
will inevitably spontaneously emit a photon some time after that, falling back into the periodic
potential. This emitted photon will have a higher frequency, causing the atom to lose more
energy than it absorbed, so the atom ends up in a valley along the potential energy curve.
Visually it appears as if an atom is condemned to travel up a hill losing kinetic energy for
eternity, similar to the Greek myth where Sisyphus was condemned to push a rock up a hill for
the rest of his life, hence the name Sisyphus cooling.
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Delving into this a little deeper, consider the energy of an atom with a doublet ground state
(J = 1/2) and a quadruplet excited state (J 0 = 3/2). This can be seen in Fig. 1.5. Due to the
interaction between the atoms and the radiation field, the energies of the atom’s sub-levels are
shifted. For each sub-level in the atom’s ground state there is a contribution from each of the
two linearly polarized lasers, causing the energy shifts of the sub-levels. The contribution of any
transition to the energy shift is proportional to the intensity of the radiation field multiplied by
the square of the corresponding Clebsch-Gordan coefficient. Clebsch-Gordan coefficients are a
bit outside the scope of this thesis, but are another quantum mechanical result generated from
analyzing the angular momentum [11]. Due to the polarization gradient varying spatially, the
induced energy shift caused by the radiation varies as well. For example when z = 0 the shift
of the lower energy level are the same, but when z = λ8 , the radiation is circularly polarized in
the negative direction. The MJ =

1
2

sub-level can only couple to the MJ 0 = − 12 upper manifold.

At the same time the MJ = − 12 can only couple to the upper manifold MJ 0 = − 32 . This results
in the MJ = − 12 shift being three times as large as the MJ =

1
2

shift. Not all of these sub-levels

couplings are possible due to conservation of angular momentum, which gives rise to a set of
selection rules that govern the optical transitions. These rules will be more formally introduced
in the next section. In general, the energy shift of an atom is given by

(1.8)

V ± = V0 (−2 ± sin 2qz).

V0 can be shown to equal

(1.9)

V0 = −

2 ~Ω2R δ
.
3 δ 2 + Γ2e /4
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This periodic potential created by the counter propagating lasers is known as an optical lattice.
One important piece that hasn’t been formally introduced, but is vital to the process of Sisyphus
cooling, is optical pumping, which is the process of simulating the transitions between the ground
manifold and the excited manifolds.

3. Optical Pumping
Although these sections are separated to distinguish between the two, they are tied together.
Sisyphus Cooling doesn’t exist without optical pumping and optical pumping doesn’t really
exist without Sisyphus cooling. Despite the two processes being tied together, it is extremely
important to point out the experimental differences when implementing these into an ultra-cold
atom trap. When the goal is to use PGC to cool atoms past the Doppler cooling limit, the
last thing you are worried about is what state the atoms are in; cooling the atoms is the goal.
During optical pumping, the desired outcome is that all the atoms, or as many as possible, end
up in a desirable ground state to be magnetically trapped. The process of optically pumping
atoms into the lowest energy state is governed by a set of selection rules that are extremely
important to flesh out. This section follows derivations and arguments laid out in [4, 8].

3.1. Angular Momentum and Selection Rules. Optical pumping up to this point has
been glossed over but hasn’t been formally introduced because up until this point in the cooling
process, there was no desire to specify what state the atoms are in. These optical transitions
occur whenever there is a light source stimulating the absorption of photons. The energy
between two atomic states is given by the dipole moment and is governed by a set of selection
rules derived with respect to the atom’s angular momentum. Using commutator relations they
can be derived [11]. With respect to the z−component of the orbital angular momentum the
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commutation rules are true:

(1.10)

[Lz , x] = i~y,

[Lz , y] = −i~x,

[Lz , z] = 0

The eigenfunction of any particular atom is |αLM i. α is a variable that represents all the
properties of the state, excluding its orbital angular momentum. Applying the third commutation relation from Eq. 1.10 the following must be true

(1.11)

hα0 L0 M 0 | [Lz , z] |αLM i = (M 0 − M )~ hα0 L0 M 0 | z |αLM i = 0

This equality holds true because the last commutation relation from Eq. 1.10 is equal to 0.
Moving onto the other two rules, the last two selection rules can be developed:
hα0 L0 M 0 | [Lz , x] |αLM i = (M 0 − M )~ hα0 L0 M 0 | x |αLM i
(1.12)
= i~ hα0 L0 M 0 | y |αLM i
and
hα0 L0 M 0 | [Lz , y] |αLM i = (M 0 − M )~ hα0 L0 M 0 | y |αLM i
(1.13)
= −i~ hα0 L0 M 0 | x |αLM i
These qualities only hold true when (M 0 − M ) = ∆M = ±1 or if the matrix element for x or
y must vanish. As it turns out, circularly polarized light is a combination of x and y, making the
selection rules for circularly polarized light ∆M = ±1. With respect to the fine and hyperfine
manifolds, orbital angular momentum can be replaced by the total angular momentum, J, of the
electron or F for the atom. This means that the selection rules apply for MJ and MF . Digging
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a little deeper into this using the algebra for commutators, consider the following relation

(1.14)

 2 2 →

−
−
L , [L , −
r ] = 2~2 (→
r L2 + L2 →
r ).

The next step is to calculate the matrix elements of both sides


−
hα0 L0 M 0 | L2 , [L2 , →
r ] |αLM i
−
= 2~4 [L(L + 1) + L0 (L0 + 1)] hα0 L0 M 0 | →
r |αLM i

(1.15)

−
= ~4 [L0 (L0 + 1) − L(L + 1)] hα0 L0 M 0 | →
r |αLM i
2

This leads to the coupling between two states to be zero, unless the two factors in front of
the matrix elements are equal. Rearranging Eq. 1.15, it becomes

(1.16)

[(L0 + L + 1)2 − 1][(L0 − L)2 − 1] = 0.

Manipulating this equation yields three solutions. The equality is going to hold true when the
first or the second term is equal to zero. [(L0 + L + 1)2 − 1] = 0 when L = −L0 which only
happens when L = 0. This cannot exist though because the angular momentum of the atom
plus the angular momentum of a photon equals 1, not 0. Looking at the second possible equality
[(L0 − L)2 − 1] = 0, it is easy to show that it is true when L0 − L = ±1. This exploration results
in the same selection rules as before.
When using lasers to drive optical transitions, these selection rules govern what transitions
can actually occur. Due to the large number of photons that have to be scattered in order to
bring the atoms from their thermal velocity down to zero velocity, the coupling strength between
the targeted transition’s excited state and ground state must be strong enough. Because of the

3. OPTICAL PUMPING

16

number of transitions that actually have to occur, the decay from the excited state to the ground
state can only be to the ground state to which the laser is coupled. As a result the number of
allowable transitions is limited.
For alkali-metal atoms, like rubidium, the hyperfine structure is quite complicated. This
results in a lot of transitions not being allowed because they do not meet the criteria outlined
above. Given that the same excitation rules are valid for spontaneous emission, the selection
rules ∆F = 0, ±1 allow for one excited state to decay into multiple ground states, but due to the
coupling strength of the laser, some of these ground states are not accessible. This is because
the splitting of the hyper-fine structure of the atom’s ground state have slightly different energy
levels, and the laser’s spectral width is usually small enough that there isn’t much overlap with
the energy levels of the other ground states. For states where J = L + 21 , there exists only one
possible transition. This transition is from the highest energy excited state(Fe ) to the highest
energy ground state(Fg ) because the next closest ground energy state is Fg = Fe − 2, which,
due to the selection rules, is impossible.

Figure 1.5. From [3] Electric Dipole transitions between two levels with angular
momenta J = 1/2 and J 0 = 3/2. This is similar to the transition from 2 S1/2 to a
2
P3/2 state for an alkali atom (ignoring nuclear spin).
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3.2. Optical Pumping. A fitting description for optical pumping as Foot describes it, is;
the process in which absorption of light transfers population into a given state [3]. The laser
outlined for Sisyphus cooling is also responsible for optically pumping atoms into a desired
ground state.
Delving into how optical pumping works requires the selection rules derived above. Fig. 1.5
will be particularly helpful in visualizing the transitions. Given an atom in the ground state
MJ =

1
2

at a spot in the polarization gradient where it considered positive (σ + ), the atom will

transition into the MJ =

3
2

manifold of the excited state every time because the selection rule

under these conditions dictate that ∆MJ = +1, so the ∆MJ = 0 and ∆MJ = −1 are not
possible. This is denoted in Fig. 1.5, with a percentage represented on the transition lines.
Transitions denoted with an a are most probable, transitions labeled b are second most likely,
and transitions labeled c are the least likely to occur. The excited energy states are considered
to be unstable so inevitably the atoms will decay back down into a ground state. For the
spontaneous decay process, all three selection rules apply (∆MJ = 0, ±1), but given that the
ground state MJ =

1
2

is the only possible state allowable by these selection rules, the atom gets

trapped in this closed loop transition between MJ 0 =

3
2

and MJ = 21 .

Now, consider what happens to an atom in the MJ = − 12 ground state under the same
polarization conditions. This atom will still be subjected to the stimulated absorption selection
rule of ∆MF = +1, so the atom gets pumped into the MJ 0 =

1
2

manifold. Following the selection

rules for spontaneous emission, both ground states are possible to transition to. The MJ =
manifold has a higher energy than its counterpart so when an atom is in the MJ 0 =
it has a

2
3

probability of transitioning into the MJ =

1
2

1
2

1
2

manifold,

manifold, at which point the atom gets

trapped in this closed loop observed above. The remaining atoms that decay into the MJ = − 12
manifold then restart the process, until they join the other atoms in the closed loop.

3. OPTICAL PUMPING

18

Figure 1.6. Process for optically pumping atoms into a desired ground state.
Atoms get pumped into an excited state and due to the selection rules can only
decay into a limited number of states. The process nets a MJ = +1 sub-level
transition which is why it appears as stepped process.

When optically pumping atoms into desired ground states, they either get pumped into a
weak field seeking state or a strong field-seeking state. Looking ahead, a weak-field seeking
state occurs when the Landé factor gF in Eq. 1.19 is greater than zero as opposed to the Landé
factor of a strong field-seeking atom is negative [3]. An atom in a strong field-seeking state has
a magnetic moment that is pointing in the same direction as the magnetic field so the atom
is drawn towards increasing fields. This makes the minimum of the potential energy occur at
the maximum of the field. This maximum of the magnetic field in free space is forbidden by
the Earnshaw theorem [12]. Experimentally, this means it is possible to trap these atoms but
a current carrying material object inside the trapping region is necessary. Strong field-seeking
states are usually the lowest energy state of the system, which seems counter-intuitive when I
claim that this is not usually the desired state for trapping atoms, as we usually correlate lower
temperatures with lower energies. In contrast, the magnetic moment of an atom in a weak
field seeking state points in the opposite direction to the magnetic field. Atoms are repelled
from regions of high magnetic fields. For weak field-seeking atoms, the potential minimum
corresponds with the minimum of the modulus of the magnetic field [12]. This is not forbidden
by Earnshaw’s theorem, allowing for atoms to accumulate in the potential minimum, making
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magnetic trapping easier to accomplish. The sacrifice of having a slightly higher energy pays
off in the long run for the ease of magnetically trapping them [12].

4. Basics of Magnetic Trapping
Electromagnetic forces applied to neutral atoms before the invention of magneto-optical
traps and Zeeman slowers were too shallow, so it was difficult for atoms with low enough kinetic
energy to be trapped [13]. Using these sub-Doppler cooling techniques, described above, allowed
enough atoms to reach a low enough kinetic energy to be magnetically trapped. When an MOT
is at temperatures this low, lasers impart too much radiation into the atoms to keep them at
these low temperatures, which is why the laser must stay off in order to obtain a BEC. To
keep the atoms trapped, we can then only rely on magnetic fields to trap the atoms, which
is remarkably easy after optically pumping them into a weak field seeking state. The first to
report neutral atoms being trapped in a pure magnetic trap was a group at NIST in 1985 [13].

4.1. Magnetic Dipole Potential Energy. The principle of magnetic trapping uses the
same force that Otto Stern and Walter Gerlach used to separate different spin states of atoms.The
theory predicted that when a magnetic dipole µ is placed in an external magnetic field, the dipole
feels a force. The following descriptions and derivations are compiled from [3, 14]
The energy of this magnetic dipole µ in any given magnetic field is given by the equation:

(1.17)

V = −µ · B

Due to the presence of a magnetic field there will inevitably be a Zeeman split of the hyperfine structure of the atom. The magnetic dipole for an atom in the |IJF MF i state is
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µ=−

20

gF µB F
~

In Eq. 1.18 F is the total angular momentum, µB is the Bohr magneton (µB =

e~
)
2me

and gF

is the hyperfine Landé factor. This results in the magnetic dipole potential energy function of

(1.19)

V = gF µB MF B

In Eq. 1.19 it is important to note that the energy only depends on the magnitude of the
magnetic field (B = |B|) provided the atom moves adiabatically in the potential. This is
because as the magnetic field varies the dipole will always realign itself in the same direction
relative to the field lines. The direction of B does not affect the energy.
From Eq. 1.19 the magnetic force in the z direction can be obtained

(1.20)

Fmag = −∇V = −gF µB MF

∂B
∂z

4.2. Trapping in the radial direction (Quadropole trap). To understand how a magnetic trap works, consider four rods as seen in Fig. 1.7(a) where adjacent wires have current
flowing in opposite directions. This creates the quadrupole magnetic field shown in Fig. 1.7(b).
From this, it can be observed that there is no field divergence in the z direction. From Maxwell’s
equations the divergence of the magnetic field is always 0, meaning that
dBx
dBy
=−
= b0
dx
dy
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Figure 1.7. From [3] (a) Basic configuration of a quadrupole trap using four permanent magnetic rods. Adjacent rods have opposite magnetic fields. If the field
were generated by a current, the current would be flowing in opposite directions.
(b) The resulting magnetic field from the quadrupole trap of (a)

Given that these gradients have the same magnitudes and opposite directions the magnetic field
becomes

(1.21)

B = b0 (xb
ex − yb
ey ) + B0

The simple case where B0 = 0 gives rise to the magnitude of the magnetic field as

(1.22)

B = b0 (x2 + y 2 )1/2

Given that r = (x2 + y 2 )1/2 Eq. 1.22 can be rewritten as

(1.23)

B = b0 r
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Figure 1.8. From [3](a) Potential well of a basic quadrupole magnetic trap like
the one outlined in Fig. 1.7. (b) Potential well for a quadrupole trap with a
magnetic bias field in the z-axis introduced.

Plugging this into Eq. 1.20, the force on a given atom inside the trap is

F = −∇V = −gF µB MF b0 ebr

This potential energy function, and ultimately the potential well, in which the atoms accumulate takes on the shape of a square root function as seen in Fig. 1.8(a). This force is extremely
effective at confining atoms that are in a weak field seeking state (gF MF > 0). However, there
is an intrinsic problem with this magnetic trap, as atoms start to accumulate near the center of
the trap. The Zeeman sub-levels have very small energy separation. When this occurs atomic
magnetic moments are not able to follow the change in the direction of the magnetic field and
the spin flips. For example, a weak field-seeking atom becomes a strong field-seeking atom
(gF MF < 0). When gF MF < 0, the potential function flips so the atom quite literally falls
out of the trap, decreasing the lifetime of the trap. These non-adiabatic transitions are called
Majorana flips[12].
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Majorana flips can be combated by introducing a magnetic bias field in the z direction. This
bias field isn’t introduced in x or y direction because that would simply shift the position of
where B = 0 occurs. Mathematically this would not affect the shape of the potential well. All
it would do is shift where the discontinuity occurs. Introducing a bias field to Eq. 1.21 B0 is
not 0 anymore, it is B0 = B0 ebz . This results in a new magnetic field magnitude of

(1.24)

B = {B02 + (b0 r)2 }1/2 ' B0 +

b02 r2
2B0

This approximation is only true for small r values where b0 r  B0 . As seen in Fig. 1.8(b) this
bias field introduced in the z direction rounds the minimum of the potential well, avoiding the
atoms getting low enough in energy where perturbations in the magnetic field are not strong
enough to cause Majorana flips. Applying this field to Eq. 1.19 the potential energy is given by

(1.25)

1
V (r) = V0 + M ωr2 r2
2

The angular frequency of the radial oscillation is given as
r
ωr =

gF µB MF
× b0
M B0

4.3. Trapping in the axial direction (Ioffe Trap). The section above shows how a
linear magnetic quadrupole trap works, and how, by applying a bias field perpendicular to this
trap, losses due to Majorana flips can be avoided. The Ioffe trap works by applying both a
linear magnetic quadrupole and an axial bias field to trap the atoms in the radial direction.
The axial bias field, however, does not trap the atoms along the z direction; the atoms still
have that one degree of freedom. To confine these atoms in the z direction, the trap needs
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Figure 1.9. From [3] Ioffe-Pritchard magnetic trap. These are the necessary
coils needed to fully confine a gas in a magnetic trap. This is not used to confine
atoms in the NASABEC machine, but the atom chip provides a magnetic trap
that is closely related.

two coaxial coils with current traveling in the same direction. These are called pinch coils,
and the distance between them must be greater than that of a Helmholtz coil pair in order to
create a minimum in the magnetic field halfway between the coils. The atoms are then forced
to accumulate in this minimum. This field is given by the equation

(1.26)

BPinch (z) = BPinch (0) +

d2 Bz z 2
dz 2 2

The resulting function takes the shape of a harmonic potential along the z-axis. In an
Ioffe trap, typically, the axial oscillation frequency ωz is an order of magnitude smaller than ωr
(ωr = ωx = ωy ). Due to these frequencies not being equal, the atoms end up accumulating in
what Foot describes as a cigar-shaped cloud along the z-axis.
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Along with the introduction of pinch coils to the trap, a pair of compensation coils are
introduced to create a uniform field in the z direction in order to oppose the field created by
the pinch coils. The purpose of this is to allow for a reduction to B0 and stiffen the trap in the
radial direction.

5. Summary
With regards to BEC production these magnetic traps allow us to bypass the limitations
that a MOT alone imparts on a cloud of gas. When rubidium, or another neutral atom gas is
vaporized, the atoms are moving way too fast for a pure magnetic trap to be effective. This
is where the MOT plays a crucial role. Introducing the vaporized rubidium to an MOT that
only traps atoms in two dimensions forces atoms to accumulate in the z direction forming
an atom beam. Feeding these atoms into another ultra high vacuum chamber(UHV), using an
independent push beam laser in the z-direction, it is possible to fully cool and trap neutral atoms
at a temperature of 100µK. This three dimensional MOT cools the atoms to a cold enough
temperature where a magnetic trap can be effective. Sisyphus cooling and optical pumping are
essential preparatory steps to take between transferring this gas from a MOT to a magnetic
trap. Sisyphus cooling is extremely useful in dissipating energy and cooling the gas below the
Doppler cooling limit. The optical pumping process pumps atoms into weak field seeking states
that are easily trapped in a magnetic trap.
These temperatures are still considerably higher than the recoil limit, so the gas is still
way too warm to form a BEC. Fortunately there is still one more cooling technique that can
be applied. That process is evaporative cooling. This will be addressed more rigorously in a
future section, but it is the last step in the creation of a BEC. Evaporative cooling has zero

5. SUMMARY

26

fundamental cooling limits attached to it, so it is possible to reach temperatures cold enough
for the formation of a BEC.

CHAPTER 2

Theoretical Realization of a Bose-Einstein Condensate on an Atom
Chip
This chapter provides a theoretical description of the process of transferring atoms to an
atom trap from a magnetic trap and how a BEC is made on an atom chip. The challenge of
forming a BEC this way is that the cloud of atoms has to be extremely close to the surface
of the atom chip to eventually cool it to the nanokelvin scale by means of evaporative cooling.
The process of transferring the atoms does not involve any new physics. By manipulating
the magnetic trap and moving the potential minimum towards the atom chip, the cloud will
continue to move with the trap minimum. Once the atoms have been trapped on the atom chip,
a plethora of new ways to study BECs become available.

1. Transfer Coils
In these atom chip based ultra-cold atom traps, an essential step is to move the cold atom
cloud from the magnetic trap to a place close enough to the surface of the atom chip so the
atoms can interact with the microstructure of the atom chip that creates a new magnetic field.
The goal is to move a magnetically trapped ensemble of atoms, in some cases, up to a few
centimeters in distance, while minimizing the loss of atoms and not adding any more heat into
the system. The first research group to report the formation of a BEC on surface microtrap
outlined an adiabatic transfer process for transitioning from an Ioffe-Pritchard type magnetic
trap to a chip trap [15]. An adiabatic process is a process that minimizes the heat exchange
between the system and the surroundings, which under ideal circumstances would result in zero
27
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Figure 2.1. Simple illustration of how the magnetic trap coils, transfer coils, and
atom chip wires interact with each other to move the atoms from the magnetic
trap to the atom chip. This does not represent the scale of currents running
through them.

heat exchange [16].
There are three things that have to work together in order for this process to successfully
transfer the atoms with minimal atom loss. In order to effectively move the atoms, the first
step is to transfer the atoms to a magnetic trap created by the transfer coils. This happens
by ramping down the current running through the MOT coil assembly while simultaneously
ramping up the current running through the transfer coils. Once the atoms are successfully
trapped in the transfer coils, further ramping of the current to the transfer coils will move
atoms towards the atom chip. Once the ensemble reaches a point close enough to where the
atoms can interact with the magnetic fields from the microstructure, the transfer coils are
simultaneously ramped down while the current through the atom chip is ramped up to form a
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new magnetic trap. Fig. 2.1 provides a visual of how the three magnetic fields work together to
move the atoms.

2. Atom Chip Basics
Over the past twenty years, the invention of the atom chip has revolutionized the way
BEC’s are created and studied. The original BEC machine Wolfgang Ketterle used in 1995
was extremely resource intensive and could barely fit on an 8’x4’ optical table [17]. Now BEC
machines are small enough to fit in a standard science module onboard the International Space
Station [18]. Atom chips have allowed ultra-cold atom traps to become smaller and more robust,
while also opening up interesting avenues for studying BEC’s that were not previously possible.
2.1. History of Atom Chips. The history of atom chip based traps is still currently
being written, but can be traced back to before the first BEC was even formed. Physicists
began exploring the concept of micropotentials in the early 1990’s and what that meant for the
formation of BECs. A group at California Institute of Technology theorized that the influence
of magnetic fields generated from superconductors on a microfabricated surface ‘chip’ could trap
a small amount of neutral atoms in their ground energy state, resulting in what they called a
Bose cluster [19]. The first notable experimental reporting of atom ensemble interacting with
superconducting wires came from a group in Austria in the late 1990’s where they demonstrated
how atoms can be confined in Kepler-like orbits around the wire, or could be confined in a ‘tube’
along the side of the wire[20]. This work proved that an atom chip could in fact confine an
ensemble of atoms. It also proved that these traps were not only feasible, but attainable in
a relatively simple manner. This proof of concept was then fleshed out and formalized by
another Austrian group and officially dubbed the atom chip. They go on to outline potential
configurations of magnetic fields created by the atom chip to trap the neutral atoms [21]. All
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of these efforts culminated in 2001 when the first BEC was created on an atom chip [22], where
a ‘z’-shaped conductor was used to create an Ioffe-Pritchard type magnetic trap. This proof of
concept sparked a newfound motivation to shrink ultra-cold atom traps as much as possible.
The most notable progression in ultra-cold atom traps integrating an atom chip based trap
is NASA’s Cold Atom Laboratory (CAL), which was launched and installed in the International
Space Station (ISS) in 2018 [18]. This trap is fully contained within a science module measuring
46 cmx30.5 cmx58.5 cm in length. This has opened up many novel avenues to study BEC’s
because on the ISS the BEC is no longer perturbed by gravity.

2.2. Basics of Atom Chip Microtraps. The infatuation of physicists to miniaturize
ultra-cold atoms traps led to the invention of the atom chip. The atom chip allowed for tighter
confinement of a gas of neutral atoms which led to more efficient evaporative cooling, resulting in
faster condensation and even lower temperatures [23]. These atom chips pushed the boundary
of what is possible in the field of matter wave optics, and will play a pivotal role in the study of
quantum mechanics [12]. The physics behind atom chips is not new, but the way in which the
magnetic fields are used to manipulate an ensemble of neutral atoms requires some explanation.
This section builds off the most basic trap and evolves into more effectively shaped magnetic
traps. For weak-field-seeking atoms, it is most advantageous to trap the atoms using a side
guide, meaning that the potential minimum where the atoms get trapped is offset to the side
of the wire [12]. Another option is to trap the atoms using a Kepler guide, but that is only
useful in trapping strong-field-seeking atoms [12]. The following side guide chip configurations
are assembled from [12, 23].
2.2.1. An Infinite Wire “Trap” with a Bias Field. Starting with the most simple example,
but extremely unrealistic for obvious reasons, consider the magnetic field of an infinite wire.

2. ATOM CHIP BASICS

31

Figure 2.2. From [23] Magnetic field of an infinitely long wire. A magnetic bias
field is added in the negative y-direction.

Due to the symmetry that an infinite wire presents it is trivial to use Ampère’s Law to solve
for the magnetic field. The result is

(2.1)

B(z) =

µ0 I
2πs

where s is the distance away from the wire and µ0 is the permeability of free space. Once the
magnetic bias field is introduced from Fig. 2.2, it is intuitive to see that there will be a point
along the z axis in which the bias field and the field generated by the straight wire will cancel
each other out. The constant bias field is an integral part of the atom chip’s ability to confine
atoms, as it has the ability to cancel out the spatially varying field of a conductor [23]. Defining
this point as s0 , we can see that B(s0 ) = Bwire + Bbias = 0. Given atoms in a trappable state,
interacting with this field, this successfully confines them in the z and y direction but does little
to trap atoms in the x direction. It turns out to be quite easy to fully confine the atoms with
slight modifications.
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2.2.2. Bent Wire Traps: the U- and Z-trap. Bending the ends of the wire effectively creates
end caps to the magnetic field along the x-axis. The size of the trap is then given by the
distance between the end caps. Bending the wire into a ‘U’-shape creates a three dimensional
quadrupole trap. This geometry will create places where the magnetic field would be completely
cancelled out. This leads to Majorana flips which, in these microtraps, significantly affects the
trap lifetime. This can be avoided by bending the wire into a ‘z’-shape shown in Fig. 2.3.
A microtrap formed by this configuration avoids having a point where the magnetic field
is zero, so no Majorana flips occur, and more atoms stay in the trap. To see a more indepth derivation of the magnetic field see [23]. This trap offers tight confinement in the y
and z-directions, but is very elongated in the x-direction which makes evaporative cooling less
efficient. This trap can be improved to offer better confinement in the x-direction by introducing
another wire, creating what is known as a dimple trap.
2.2.3. Double Wire Z Trap (Dimple Trap). A dimple wire trap is created by taking a standard Z-shaped trap and adding two additional wires through the middle portion as seen in

Figure 2.3. From [23] (a) Diagram of a z-shaped magnetic trap. The potential
minimum occurs directly above the middle section of wire halfway between each
of the two tails. (b) Resulting potential field of a z-shaped wire configuration for
a given current of 2.5A. This creates a Ioffe-Pritchard type trap.
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Fig. 2.4(a). This provides significantly tighter confinement in the x direction, making the evaporative cooling significantly more efficient, resulting in better BEC formation.

3. Evaporative Cooling
Using a radiofrequency source to supply low frequency radiation through the magnetically
trapped atoms is the last step in the formation of a BEC. This process has been dubbed the
‘RF knife’ technique because the process selectively cuts out high energy atoms, which in turn
reduces the temperature of the gas and increases the phase-space density of the gas, both of
which are critical components in the formation of a BEC [3]. The following description is
assembled from [3, 4].
In the same way that steam from a cup of coffee carries away energy to cool the liquid, an
equivalent process can occur for cooling a cloud of atoms below the critical temperature. For a
Bose gas, the critical temperature is the temperature at which all the atoms avalanche into the

Figure 2.4. From [23] (a) Schematic diagram of a dimple trap that could potentially be used in the Lundlbad lab. (b) Resulting field for the dimple trap
plotted for I1 = 2.5A, and I2 = −2A.
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ground state. The critical temperature can be approximated to

kB Tc = ~ω̄N 1/3

(2.2)

where ω̄ is the mean oscillation frequency and N is the number of atoms. When ω̄ is not
spherically symmetric ω̄ = (ωx ωy ωz )1/3 .
By selecting a specific radio-frequency (rf), the radiation can effectively ‘cut’ a ‘hole’ in the
harmonic potential. For atoms with energy that is greater than or equal to the position of this
hole the radiation causes spin flips that flip the atoms from weak-field-seeking states to strongfield-seeking states, thus expelling the atoms from the trap. For atoms that are far enough away
from the trap, the rf radiation becomes resonant with ∆MF = ±1 transitions. The Zeeman
shift creates position-dependent energy levels for the MF structure which allows for the ability
to target only the hottest atoms in the magnetic trap to remove. The resulting size of the trap
satisfies the following equation

(2.3)

gF µB b0 r = ~ωrf

The atoms inside radius r would not be filtered out but the atoms occupying the space greater
than r will have their spin flipped into a strong field seeking state and leave the trap. The ‘rf
knife’ process works by slowly moving the cutoff frequency closer and closer to the center of the
trap as seen in Fig. 2.5. This process can be thought of as a stepping process. At the beginning
of each step, the atoms have a Boltzmann distribution of energies given by

(2.4)

N (E) = N0 e−E/kB Tstep
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Figure 2.5. Evaporative cooling process showing how changing the frequency
of the ‘rf knife’ cuts away the hotter atoms.
This distribution of energy is unique to the step and carries a unique temperature for each step.
Consider the first step N (E) = N0 e−E/kB T1 . Once the rf radiation field is applied, a cutoff
energy is effectively created, where Ecutoff = ηkB T1 . η is a parameter, usually in the range of
3 − 6. Atoms whose energy is greater than the cutoff energy, E > Ecutoff , are resonant with
the rf signal and are expelled from the trap due to the spin flip. After the atoms are expelled
and the system is allowed to re-establish at thermal equilibrium, one will find that the new
Boltzmann distribution has a lower temperature (T2 < T1 ). This process is repeatable, and
the next step removes atoms whose energy is greater than ηkB T2 . This causes atoms to sink
lower in the potential as they get colder, which allows for runaway evaporation that reduces the
temperature by several orders of magnitude and increases the phase-space density to a point
where quantum statistics become relevant [3].
Evaporative cooling does not have any cooling limits and research groups have been able to
cool atoms to below 10 nK, which is significantly colder than the temperature required to form
a BEC. There are still some limitations to consider when using evaporative cooling. First thing
to consider is the number of trapped atoms. Evaporative cooling removes the hottest atoms so
it could be conceivable to remove enough atoms to a point where it becomes undetectable.On
a related note, it is worth considering the energy resolution as temperature decreases. It is also
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conceivable to reach a point where it becomes impossible to distinguish between E and Ecutoff
so it becomes nearly impossible to select a defined group of higher energy atoms to remove.
This is thought of as the knife dulling.

CHAPTER 3

Lundblad Ultra-Cold Atom Lab BEC Production
The Lundblad Lab at Bates College has had an operational BEC apparatus since 2010.
The original machine, named BEC1, was constructed using a Zeeman slower and a large UHV
chamber. This machine has served its purpose for the past decade, but has begun to start
showing its age, necessitating the construction of a new apparatus. The research focus of the lab
also took a shift towards BEC formation in microgravity environments which also necessitated
the need to construct a machine like the one found on the ISS to serve as a test-bed apparatus
for experiments performed in space. This new apparatus has been named NASABEC due to its
similarities with the system on the ISS.

1. NASABEC
This apparatus is incredibly less resource intensive than the BEC1 machine in the Lundblad
Lab and is fixed to a pneumatically stabilized optical table that is only about 1.5 m2 in area. The
lasers used to supply light to the machine are from two Vescent Photonics D2 frequency-locked
lasers. The lasers are frequency locked and are coupled into fiber optic cables that run from the
laser tables to the optical table overhead to allow for access to the machine without disrupting
the laser pathways. The main apparatus is ColdQuanta’s RuBECi 2D+ and 3D MOT chamber
system. This piece of equipment is responsible for a lot of the reason why BEC machines are
able to be made so compactly. In order to maintain UHV conditions in the RuBECi an Agilent
Technologies MicroVac ion vacuum pump is attached. Providing magnetic fields to the RuBECi
is ColdQuanta’s Quadrupole Coil Assembly. These coils provide the necessary magnetic fields
37
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for trapping and transferring atoms to the atom chip. On top of the 3D chamber of the RUBECi
sits ColdQuanta’s “JPL double-Z window” atom chip that was specially designed for CAL.

2. Bates RuBECi Apparatus
The NASABEC machine has had a long and storied past during its eight year tenure at
Bates. The original motivation to move on from BEC1 and build the NASABEC machine
featured in this thesis has to do with NASA’s and JPL’s project to send a similar machine
to the ISS. The grant received to fund this project was given to the lab in order to create a
functional test bed apparatus extremely similar to CAL. That meant constructing a completely
new ultra-cold atom trap centered around ColdQuanta’s RuBECi machine, along with their
atom chip for the final stages of BEC formation. ColdQuanta is a company founded in 2007
that specializes in designing and manufacturing equipment used in ultra-cold atom traps.
The RuBECi system consists of two magneto-optical traps. Rubidium is supplied into
the lower 2D+ MOT by means of an alkali metal dispenser that releases natural abundance
Rubidium into the ultra high vacuum chamber. The gas consists of about 72%

85

Rb and

28%87 Rb [24]. A custom DC current supply set at 2.5 A supplies the power necessary to
vaporize the rubidium. The RuBECi is set up to use a laser ‘push beam’ to transfer the trapped
rubidium from the 2D+ MOT through a .75mm pinhole into the UHV chamber that is used for
creation of a 3D MOT. This small pinhole allows the rubidium in the 2D+ MOT chamber to
be held at a relatively large vacuum pressure (10−7 Torr) while the 3D MOT chamber can be
held to the UHV standard of 10−9 Torr to allow for the creation of a BEC [24].
The eight year old RuBECi may be working nominally now, but in 2016 Daniel Paseltiner(’16)
discovered that the ion pump that holds the pressures in the UHV chambers constant had failed,
requiring a new one. Fortunately, UHV conditions can be maintained without the ion pump
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Figure 3.1. From [1] Adopted from [25] Relevant components for ColdQuanta’s
RuBECi apparatus.

for one month before needing to be pumped back to vacuum conditions, so as inconvenient as
it was, it turned out to be a fairly nonissue and was resolved without much delay. However,
this was not the only broken part on the RuBECi apparatus. After installing the new ion
pump Paseltiner’s attention turned to observing fluorescing rubidium in the 3D MOT chamber.
This proved to be fruitless. The resulting discovery was a fish-scale fracture in the glass-silicon
material in the 3D MOT chamber. This fracture caused a total vacuum failure. The cause
of the fracture was determined to be the atom chip, so the RuBECi system was sent back to
ColdQuanta to be refitted with a new atom chip and 3D MOT chamber. This fix took two and
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a half years to finish and the project was put on hold until 2019 when Michal Ćwik(’20) began
the process of forming a 3D MOT.

3. Laser Pathways
Before the laser light is coupled into the fiber optic cables and supplied to the optical tables,
there are a few properties of the light that need to be corrected. All the light is supplied by
two lasers: the cooling laser and the re-pump laser. The cooling laser is frequency-locked by
sending the master laser through a cell of rubidium vapor to measure the resonance frequency
of rubidium using saturated absorption spectroscopy [26]. The 780 nm Vescent diode laser used
for cooling is then locked to the crossover resonance between the |2i → |20 i and |2i → |30 i of the
87

Rb D2 line. This places the frequency of the laser about 133 MHz red detuned from resonance

with the |2i → |30 i transition [23]. The re-pump laser is locked to the resonance frequency of
the |1i → |20 i transition, using a beat note technique. The purpose of the re-pump laser is to
pump atoms back into the state where the cooling laser can stimulate the absorption of photons.
This is a necessary process because the spontaneous emission of photons will eventually result
in a Rb atom falling out of resonance with the cooling laser, and therefore serves as a way to
maximize the number of trappable atoms being cooled. Once the frequencies of the lasers are
locked, the light is sent through tapered amplifiers to increase the power output of the laser
from 40 mW to 600 mW. From this point the re-pump laser is then coupled into the fiber optic
cable and sent to the optical table on which NASABEC sits. BEC1 and NASABEC share both
lasers, so within the optical pathways there are flipper mirrors that control what BEC machine
the light is being sent to. The cooling laser has one extra step to account for the Doppler shift
of atoms moving throughout the MOT. It is sent through an acousto-optical modulator (AOM)
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twice to blue detune the laser 55 MHz each time. By the time the laser gets to the optical table
the laser has only been detuned by about 20 MHz off of resonance.
AOMs accomplish this by sending an acoustic wave through a crystal almost perpendicular
to the direction the light is sent through the crystal. This creates a standing wave with localized
areas of high density and low density. This changes the index of refraction by enough to change
the frequency of the light coming out of the AOM. By selecting a specific angle of incidence for
the incoming light it is possible to have only the 0th and 1st order diffraction to occur. This
angle is called the Bragg angle for an AOM. The 0th order has not been frequency shifted, but
the 1st order has, and by picking that new light source off, the light is the correct frequency
for efficient cooling in the MOT. After being retro-reflected back through the AOM, the light
is coupled into a fiber optic cable and sent to the apparatus.
Coupling lasers into fiber optic cable is notorious for being tedious work, especially if the
goal is high efficiency transmission. The efficiency of a good fiber optic coupling is comparing
the power of the light going into the cable to the power of the light exiting the cable. For
the purposes in the Lundblad Lab, we are only looking for 50-70% coupling strength, which
equates to roughly 130 mW exiting the fiber optic cable. Once the light exits the fiber optic
cable there are three main optical pathways established to supply the necessary light around
the equipment. Fig. 3.2 outlines how the 2D+ MOT, 3D MOT, and push beam pathways get
established. Fig. 3.3 is a diagram for the pathways as they appear on the optical table.
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Figure 3.2. From [1] Adopted from [23] Schematic diagram for the laser pathways directly around the RuBECi system.
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Figure 3.3. From [1] Laser pathways on the actual apparatus. Blue pathway is
the push beam path. Yellow is the 2D+ optical pathway. Red is the pathway for
the light needed for the 3D MOT.
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CHAPTER 4

Experimental Conclusions
The main goals of this thesis were to establish a fully functioning 3D MOT and demonstrate
the capabilities of magnetic trapping of sub-Doppler cooled rubidium atoms. This chapter
walks through some of the necessary hardware and software upgrades that were installed to
move rubidium from a MOT into a magnetic trap. It also quantifies some important properties
of the NASABEC machine that are necessary in understanding the dynamics of the systems.

1. 3D MOT Balancing
The project sat largely untouched for the better part of a year before I began my work on it.
Naturally the condition of the apparatus was unknown, but it was in surprisingly good shape.
There was not any noticeable drift in the optical pathways, and the polarization states were still
correctly aligned. However, there was noticeable drift in the coupling of the fiber optic cables
that needed to be remedied before we could even attempt to make a MOT. The cooling laser
was particularly easy to recouple into its respective fiber optic cable, thanks to a LabVIEW
code Nick Sergay(’18) wrote to couple the laser into the fiber optic cable [27]. This code does
the majority of the leg work, provided the initial coupling is close enough to measure an output.
Some minor adjustments to the mirror alignments after the code is run is required, but it is quite
a painless task. The necessary hardware is not implemented for the coupling of the re-pump
laser, so this was done by hand. The process is notoriously tedious in the world of optics and can
be a time-consuming task. Using an extremely sensitive photodetector that can detect a nW
output to measure the output power from the fiber optic cable to guide the re-coupling process,
44
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Figure 4.1. Large 3D MOT inside the NASABEC UHV vacuum chamber

we were able get the re-pump to a respectable power. Two adjustable mirrors are required to
offer the necessary degrees of freedom to scan the imaginary 2D plane of the coupling device
to find the optimal coupling positioning. Over the past year the coupling strengths have slowly
improved to the point where we consistently run the cooling laser at roughly 120 mV through
NASABEC, and the re-pump laser at 14 mV through the table.
In his thesis work, Ćwik managed to obtain a flux nourished 3D MOT, simply using the
X1, X2, and Y coils from the coil assembly [1]. However, not using the Z coil left a degree
of freedom over which we did not have control. Each individual coil in the coil assembly is
powered independently, using a KEPCO 20-10M Power supply. ColdQuanta has arranged that
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the X coils and the Y coils can be connected in series to form pairs of coils in a Helmholtz
configuration, producing a bias field capable of shifting the center of the trap around the UHV
chamber. The other possible configuration is to connect the two X coils or the two Y coils
individually to separate power supplies in order to run currents in opposite directions creating
anti-Helmholtz configured coil pairs, resulting in a position-dependent gradient field with respect to that direction. In the NASABEC apparatus Ćwik set up the coil assembly to produce
an x-direction gradient field and a y-direction bias field, as well as a z-direction bias field [1].
The list of possible configurations and the magnetic fields generated by each is given below [25].

Configuration

Value

X Bias (±X1 ± X2)

±19.9 G/A b
x

X Grad (±X1 ∓ X2)

9.0 G/(cm · A)

Y Bias (±Y1 ± Y2)

±22.2 G/A b
y

Y Grad (±Y1 ∓ Y2)

15.5 G/(cm · A)

Z Bias (±Z1 ± Z2)

±7.6 G/A bz

The quality of a MOT is typically defined by two parameters: its loading rate and the
maximum number of trapped atoms. These two are not necessarily married to one another,
so it is important to make a conscious decision whether the goal is to maximize the number
of atoms, or to make the loading rate as fast as possible. This choice is fairly simple when
constructing a new ultra-cold atom trap. By targeting the maximum size possible, there is an
increased probability that the cooling steps following the formation of the MOT are successful.
Once the formation of a BEC is proven, we have the option to re-evaluate the goals of the
experiment and decide whether or not to optimize MOT loading rate or MOT size.
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When optimizing the size of a MOT, it is a simple exploratory procedure of varying the
currents running through the coil assembly and observing whether or not it made an impact.
A photodiode outputting a voltage on an oscilloscope aids in the optimization process. A large
MOT corresponds with a stronger fluorescence measured by the photodiode. This leads to the
measured voltage output being proportional to atom number. (See [1] for a derivation of this
conversion between voltage and number of atoms.) Ćwik was able to approximate that our
MOT contains about 3x108 atoms when fully loaded. This argument allows us to say that the
larger the measured voltage is, the larger the MOT is. It is also possible to observe changes
to the MOT through a NAVCO 4850 CCTV camera that permanently observes the 3D MOT’s
UHV chamber. Through this exploratory process, we found that the largest MOT occurred
when running the following currents through the coils.
Coil

Current (A)

X1

-2.4

X2

2.4

Y

0.08

Z

-1.23

There are two other parameters to consider that continually drift while operating the
NASABEC machine. (when maximizing the MOT size) The first is the strength of the push
beam transferring atoms from the 2D+ MOT to the 3D MOT chamber. When there is too
much laser power going to the push beam, it is visibly noticeable on the CCTV camera because
it appears as if the push beam is blowing a hole through the middle of the MOT. On the oscilloscope, it shows up as a decreasing voltage. The power of the push beam is controlled by
a half waveplate that sets a polarization state, and then a polarizing beam splitter picks off
a few millivolts of power from the cooling laser. Visually it is extremely clear when the push
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Figure 4.2. (a) Stable MOT loading rate with a simulated drift showing what
happens when the push beam becomes overpowered. (b) Stable MOT loading
rate with a simulated drift beginning to show the decay that occurs when the
push beam becomes under-powered.

beam is overpowered, but nearly impossible to tell visually if the push beam is under-powered.
In general we try to use as little push beam power as possible. When the push beam is under
powered, the loading rate is noticeably longer on the oscilloscope and makes the MOT unstable, resulting in the fluctuation of the MOT size. Fig. 4.2b shows that when the push beam
drifts to become under-powered, an extremely slow decay in the MOT size occurs. Fig. 4.2a is
an exaggerated example of what happens when the push beam becomes overpowered. It has
the capability to destroy the MOT quickly. The main takeaway is that the push beam power
can and will drift while running the machine, so it is important to adjust the half waveplate
accordingly to maintain a stable MOT.
The second thing to consider when observing the size of a MOT is to consider the strength
of the light supplied to the optical table. The strength of the cooling laser has a huge impact
on the size of the MOT. The laser goes through a beam expander before it passes into the UHV
chamber to form the MOT, creating an intensity distribution limited by the circumference of
the beam as it expands over a distance. The stronger the laser intensity is, the stronger the
minimum intensity is after the beam expander is. There is a certain minimum intensity that is
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Figure 4.3. Two separate loading curves run at different cooling laser powers
required to physically trap the atoms, so the larger the beam profile is that meets the minimum
intensity, the larger the trappable space is inside the UHV chamber. This is best illustrated in
Fig. 4.3 where a difference of 30 mV affected the size of a MOT by a factor of two.
An important piece of any scientific experiment is to evaluate collected data and compare
it to theoretical predictions. The loading rate for a MOT excluding loss rate is given by the
equation developed by Ćwik [1].

(4.1)

Nload (t) = NMax (1 − e−t/τ )

Pulling the voltage readings from the oscilloscope makes it easy to compare theory to experiment
as shown in Fig. 4.4, where loading rate is compared to Eq. 4.1. It is easy to see that when
the loading rate is fast, they are closely related, but as the loading begins to slow down, more
fluctuations in the number of atoms begins to occur. This is due to the loss rate of trappable
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Figure 4.4. Loading rate for NASABEC machine when run at optimal currents
running through the coil assembly and at 120 mV laser power running through
the cooling pathways. Eq. 4.1 is also graphed to see how accurate the theory is.
atoms being counteracted by a combination of the re-pump laser and the push beam pushing
newly vaporized rubidium into the UHV chamber.
With the 3D MOT capabilities fully understood, it was time to begin the process of gaining
control over the machine at a millisecond level of accuracy.

2. Installation of the Setlist Code
The main operational control over the NASABEC machine is given by three LabVIEW
codes. The Steady State Experiment is used for fine tuning the parameters creating the MOT.
The Setlist code is the most important piece for control over the experiment. That allows us to
specify time durations and values for each step in the process of formation of a BEC. The final
code, called Cyclex, which serves as an execute command for the code outlined in the Setlist.
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The controls for the machine are outputted one of two ways, either as a digital signal or an
analog signal. The digital signals are controlled by a Pulseblaster PB24-100 panel with twelve
usable output channels. These Pulseblaster control boards allow for millisecond precision, which
is extremely necessary for our applications. The hardware that these outputs control are binary
operations. They are either opening or closing a shutter or turning off or on another hardware
component. The digital outputs are given as follows:

Digital Output

Controls

DO0

Internal Software Trigger

DO1

Cooling Laser Shutter

DO2

Cooling Laser AOM

DO3

Re-pump Laser Shutter

DO4

Re-Pump Laser AOM

DO5

Optical Pumping Laser Shutter

DO6

Optical Pumping AOM

DO7

Master Laser Unlock

DO8

Re-pump Laser Unlock

This list is the current hardware elements that are setup for the NASABEC experiment. It is
subject to expansion as the project progresses. The analog outputs are controlled by a National
Instruments PCI-6733 with eight output channels. The analog outputs are as follows:
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Analog Output

Controls

AO0

Re-Pump Power

AO1

MOT power

AO2

Laser frequency shift

AO3

X2 Coil

AO4

Y Coil

AO5

X1 Coil

AO6

Z Coil

AO7

Transfer Coils
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All possible hardware components necessitating analog control have been installed, making it
hard to imagine a scenario in which more analog outputs would be used, but if that is necessary
an instrumentation upgrade will be required.
The Setlist code is the single most important piece of software for the experiments. It
gives us complete control over everything that requires an electrical signal and for how long.
This code was migrated over from the BEC1 computer and has been an ongoing project to
debug and adapt it to work for the NASABEC machine. BEC1 required twenty-four digital
output channels and sixteen analog channels, but in the theme of compaction and less required
resources, NASABEC only needs half of those. When Setlist was written for BEC1, digital
output twenty-three was designed to be an internal software trigger channel that added steps
to the setlist. Naturally, the NASABEC Pulseblaster has only twelve channels, so everywhere
that DO23 is called on the BEC1 Setlist, the new Setlist for NASABEC needs to be changed
to the internal software trigger channel (DO0). These are hidden behind hundreds of layers of
code, which takes time to debug. Currently everything works that would allow us to explore
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Figure 4.5. Setlist code for NASABEC. This particular code is an example of
an attempt to magnetically trap atoms straight out of the MOT without making
use of sub-Doppler cooling techniques.

sub-Doppler cooling, but there is still one essential function that still needs to be debugged.
A linear ramping capability of the analog channels is an integral part of the BEC formation
process and will need to be addressed and debugged in the future.

3. Optical Molasses Balancing
Despite the bug surrounding the linear ramping feature, progress past the formation of a
MOT could still be made. The next big hurdle is to move the trapped atoms from a MOT into
a pure magnetic trap. This necessitates canceling out all magnetic fields around the center of
the trap and allowing for optical molasses to occur. Optical molasses is not an explicit step in
the formation of a BEC, but is an essential process to optimize because it is the building block
for polarization gradient cooling and optical pumping.
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A ‘good’ optical molasses shot appears as if a cloud were slowly expanding evenly in all
directions. This even spread maximizes the number of atoms that linger near the middle of
the trap, and is accomplished by completely zeroing out the magnetic field within the confines
of the UHV chamber. As described in Chapter One, optical molasses is caused by a laser
with a frequency resonant to that of an energy level transition in the rubidium, imparting a
scattering force on the rubidium, physically slowing down the atoms. For the NASABEC, we
have four unique coherent laser pathways trapping the atoms, and under the condition where
zero magnetic field is present, there is no Zeeman effect shifting the energy levels of the atoms.
This would cause the system to have an equal number of atoms coupled to each of the four
laser pathways, causing the atoms to slow down at an even rate, making it look like the cloud
is expanding evenly in all directions.
The intuition for poorly balanced molasses results in the following description. When the
magnetic fields are not completely canceled out, the Zeeman effect causes energy shifts resulting
in slightly different resonance frequencies between the energy levels. Thanks to the Doppler shift
not all is completely lost. Some atoms will still be resonant with the laser frequency so optical
pumping still occurs. This causes the coupling between atoms and lasers to become extremely
imbalanced and shows up as if the atoms are getting blown away in a single direction.
The motivation for a well balanced optical molasses phase is to be able turn off the magnetic
coils and apply polarization gradient cooling and optical pumping to the ensemble of rubidium
before re-trapping the atoms in a purely magnetic trap. In practice, the magnetic coils do not
get turned off completely because they are needed to counteract the background magnetic field
so the net magnetic field inside the UHV chamber is zero. When this successfully happens
the lifetime of the optical molasses flight increases, allowing for longer periods of PGC cooling
and optical pumping. Both are important for maximizing the amount of magnetically trappable
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Figure 4.6. Two separate optical molasses shots seen observed using the CCTV
camera. The top trace was subject to the full effects of background magnetic
fields. This results in a full decay time of about 180 ms. The bottom optical
molasses shot is subject to magnetic field cancellation. The full decay time was
doubled to about 360 ms. The red circle is approximately the center of trapping
region and is used as a point of reference to help illustrate how the dissipation
differs from balanced to unbalanced optical molasses.

atoms. Fig. 4.6 illustrates two different optical molasses shots. The shot on top is the NASABEC
MOT when the coil assembly is completely shut off, and the atoms are subject to background
magnetic fields. The time of flight for this optical molasses shot was 180 milliseconds. The
atoms are quite unbalanced in this state and are consistently getting blown away, favoring one
direction.
By adjusting the currents running through the coil assembly, progress was made in increasing
the time of flight of the optical molasses. Fig. 4.6b shows how the atoms stayed more central
and how canceling out the magnetic field significantly increased the time of flight. We saw
the most noticeable effects on the time of flight when operating the coils with the following
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amperage running through them. These seem like insignificant values, but the time of flight
doubled to 360 milliseconds when running the MOT coils at these values.
Coil

Current (A)

X1

0

X2

-0.01

Y

0.01

Z

0

From Fig. 4.7 it can be seen that by trying to zero out the magnetic field, the decay is more
gradual than when the atoms are subject to background magnetic fields. This is important
because the longer we can get the optical molasses to last, the longer we can run PGC cooling
and optical pumping stages. The longer we can run these stages, the colder the atoms will be,
and the more atoms will be able to be trapped in a magnetic trap.
Another key part in the exploration of the optical molasses phase for the NASABEC machine
is the ability to re-capture a MOT midway through the time of flight of an optical molasses shot.
This leads to valuable information as to the quality of the optical molasses shot. If we recapture
a MOT halfway through an optical molasses phase, we expect to see a MOT starting to form
but not from zero. By observing the fluorescence strength of the MOT right at the recapture
point and comparing it to previous voltage readings at the recapture point, improvements to
the optical molasses can be made, especially when the goal is to maximize the number of atoms
that stay near the center of the trap during the process. Fig. 4.8a shows a small but measurable
increase in measured voltage, corresponding to a more balanced optical molasses phase.
Fig. 4.8b shows how increasing time decreases the recapture value of the MOT, which seems
trivial, but is extremely important to consider. The longer period of time under optical molasses
conditions for PGC cooling and optical pumping means the less atoms that will be in the
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Figure 4.7. Comparison for the time of flight between and unbalanced and a
balanced optical molasses shot.

Figure 4.8. (a) Comparison for the recapture voltage between an unbalanced
and a balanced optical molasses recapture. (b) Comparison for how time effects
the recapture of a MOT.

trappable region when the magnetic trap is turned on. At the same time, the longer optical
molasses runs, the colder the atoms will get, so there will be an important optimization process
required to balance the two processes.
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4. Magnetic Trapping Using X1 and X2 Coils
A pure magnetic trap is an essential next step in the formation of a BEC. After sub-Doppler
cooling, the lasers have to be shut off, so we can’t use the light to trap the rubidium. If not,
lasers would begin to add add energy back into the system, thus raising the temperature.
For NASABEC, we use the X1 and X2 coils to create a quadrupole magnetic trap. We are
not too concerned about losses due to Majorana flips, because the atoms are still so hot that
the probability of them reaching low enough in the trap depth where a Majorana flip would
occur is quite low. By the time the atom cloud is cold enough to account for Majorana flips, the
atoms have been moved onto the atom chip where they are magnetically trapped in a dimple
trap, which closely resembles an Ioffe-Pritchard type magnetic trap, avoiding the potential for
Majorana flips to occur.
When choosing values at which to run the magnetic trap, there are a few things that influence
the quality of the trap. Fig. 4.9 illustrates a couple of important qualities to consider when
choosing a current to run through the X1 and X2 coils. Given that X1 and X2 coils are in
an anti-Helmholtz configuration, a field gradient is created that is variable by driving different
currents through the coils. Increasing the current is proportional to two things: an increase in
trap depth and tighter trap.
The trap depth is the most important piece to consider, because it has a direct relation to
the maximum temperature an atom can have and still be trapped by the magnetic trap. The
G
X coils set up in an anti-Helmholtz configuration create a field gradient of 9.0 cm·A
. Using this

gradient the maximum temperature trappable at a given current can be easily approximated.
ColdQuanta recommends not running more than 10 amps through the X coils [25], so the
trappable temperature for the quadrupole trap using the X coils by running 10 amps through
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Figure 4.9. two potential magnetic trap shapes. An increase in current corresponds to a tighter trap and a larger trap depth (I2 > I1 ).

the coils is approximately 20 µK compared to the maximum trappable temperature of about
30 µK by running 2.4 amps through the coils. The Kepco power supplies have a maximum
output of ten amps when a 2Ω load is connected (X coils), so to ease the strain on the power
supply, we have been running 9 amps through the coils to maintain a more stable current. At
this current the coils get extremely hot, so it is best to not leave the coils running like this
for extended periods of time. This should be able to trap atoms around 100 µK. A widely
accepted approximation for the temperature of rubidium in a MOT is also around 100 µK, so
the likelihood that we are able to trap a measurable quantity of rubidium is very high, even
without the support of sub-Doppler cooling and optical pumping.
Increasing the current through the coil assembly also has the added benefit of creating a
tighter trap. This forces the compression of the atom cloud, increasing the phase space density
of the gas, which is an important property of a BEC.
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Due to a combination of a tighter trap width and background magnetic fields, it is a conceivable problem that the atom cloud and the trappable region are in two different places within
the UHV chamber. When this occurs, it becomes impossible to trap any atoms because they
would be blown away from the trappable region by the non-zero magnetic field imparting a force
on the atoms. Because of this we deemed it necessary to compress the MOT to the following
values to maximize the amount of atoms in the trappable region.
Coil

Current (A)

X1

-9.0

X2

9.0

Y

0.08

Z

-1.23

Without the lasers to cause the rubidium to emit photons, no fluorescence occurs and is
considered to be in a dark state, so there is not an easy way to observe atoms in a magnetic
trap. To test if the magnetic trap is trapping atoms, the quick and dirty method is to snap back
on the MOT and see if the MOT begins loading from a non-zero reading. The photodiode should
be measuring zero when the magnetic trap is on, so when the MOT gets snapped back on, the
expectation is that the MOT will begin loading at a non-zero value, resulting in a measurable
jump in the oscilloscope trace if it is working. The photodiode will also read background
radiation from the lasers in the UHV, so there will also be a jump on the oscilloscope because
of that. It is important to distinguish between a jump from a magnetic trap working and the
jump when the lasers turn on.
Our goal originally was to magnetically trap atoms directly from the MOT. To do so we
first compressed the MOT to the current values outlined above, and then ran a brief period of
sub-Doppler cooling in the form of optical molasses to decrease the temperature. Fig. 4.10 is
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Figure 4.10. First attempt at trapping atoms directly into magnetic trap without using sub-Doppler cooling. Fig. 4.5 is the code that results in this trace.
Oscilloscope has been extremely zoomed in to observe the portion that the magnetic trap is active.

the first trace we took to try to determine if we successful in our effort to magnetically trap
atoms. Upon first observation we believed that magnetic trapping was happening because of
the jump from zero back up to a non-zero value at the beginning of the MOT reloading, but it is
not that simple. It turns out the photodiode also picks up some background radiation from the
lasers diffracting through the glass of the UHV chamber, so the majority of that jump is due to
the lasers turning back on. We had to look slightly deeper to determine if magnetic trapping
was successful or not.
In order to compare the MOT recapture value to the background laser radiation we turned
to python, which lead to Fig. 4.11. The horizontal line y2 was determined to be the value for
the background radiation due to the laser diffraction. If the value of the recapture was greater
than y2, we could confidently say the atoms were successfully trapped in a magnetic trap. In
Fig. 4.11, y1 is the recapture point, which is greater than the value of y2. This meant that
magnetic trapping was successful, albeit a very small amount. This is a promising result and can
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Figure 4.11. Zoomed in curve from Fig. 4.10. The y1 line is what we determined
to be the value for the background radiation from the lasers. y2 is the recapture
value the MOT begins to load.

serve as a baseline for magnetic trapping in the future with goal being to increase the difference
between y1 and y2 values.

5. Sub-Doppler Cooling Beginnings
With some form of magnetic trapping successfully demonstrated, our attention turned to the
beginning stages of sub-Doppler cooling and its effects on the magnetic trapping capabilities.
This meant investigating how our controllable parameters interact with the effectiveness of our
magnetic trap. There are two quantities used to describe the quality of a magnetic field: its
lifetime, and its efficiency. By properly preparing the rubidium ensemble, both its lifetime and
efficiency should increase.
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Figure 4.12. Setlist code for magnetically trapping atoms using sub-Doppler cooling.
In order to gain full control over the parameters that will affect the magnetic trap, two
additional digital output connections were made. One unlocks the primary laser frequency
locking mechanism and the other unlocks the re-pump laser to allow it to shift as the primary
laser does. Another analog output was also installed to control the frequency detuning of the
primary laser. Using the scaling factor

14 MHz
.1V

allows us to detune by requesting a certain voltage

in return for a frequency shifted laser. With full control over the sub-Doppler cooling process,
it was time to explore the capabilities of this magnetic trap to understand what was necessary
to address in sub-Doppler cooling to maximize its effectiveness.
Using the code outlined in Fig. 4.12, we are able to start exploring the magnetic trap. Our
main interest were in how the length of the optical molasses period affected the magnetic trap,
how frequency detuning affected it, and we how long we are capable of holding atoms in a
magnetic trap. We also wanted to explore how changing the cooling laser power, and re-pump
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Figure 4.13. Oscilloscope trace for magnetic trapping using sub-Doppler cooling, with each phase in the process labeled.

power affected the magnetic trap, but quickly found out that both had no impact in this current
configuration. When an optical pumping phase is initiated, this will have more of an impact.
The code in Fig. 4.12 results in a magnetic trap oscilloscope trace that is shown in Fig. 4.13.
The most important thing we look for in these traces is the value of the MOT right at the
point of recapturing and comparing it to the value of the background radiation. By varying one
parameter at a time, we were able to determine some important properties about the dynamics
of the magnetic trapping process. The first thing we looked at was how much the laser was
detuned. For this, the optical molasses period stayed constant at thirty milliseconds, and the
magnetic trapping time stayed constant at fifty-five milliseconds. This allowed us to isolate the
effect the detuning had on atoms inside the magnetic trap. The results are shown in Fig. 4.14,
where recapture voltage is plotted as a function of the detuning.
Up until this point, we were fairly confident that magnetic trapping of some magnitude was
occurring, but it was not until after observing that the frequency detuning had an impact on
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Figure 4.14. Graph showing how varying the frequency detuning of the laser
effects the number of atoms magnetically trapped.

the magnetic trap we we able to say that this magnetic trap was working. This also gives us a
definitive answer as to how much we should detune the primary laser to maximize the magnetic
trapping process. The next thing we wanted to see was how the length of optical molasses
affected the magnetic trap. Fig. 4.15 is the result of that study. As expected, the longer the
optical molasses was run, the less efficient the re-trapping process was.
This led us to the conclusion that for this magnetic trap to be effective the optical molasses
period has to be as short as possible. This affects the time period that we can perform subDoppler cooling, resulting in a warmer gas than might be desired. This will be an important
subject to understand moving forward. With the conclusion that a short optical molasses
period is necessary, we wanted to move back to the frequency detuning and try to maximize the
magnetic trapping capabilities given this newfound knowledge. This resulted in Fig. 4.16 where
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Figure 4.15. Compilation of measured recapture values corresponding to different lengths that optical molasses was run for.

we repeated the experiment holding the optical molasses time of flight at 10 milliseconds and
the magnetic trapping time to 55 milliseconds still.
From Fig. 4.16, an important note is that it appears as if a larger frequency detuning was
improving the efficiency, but that was not the case. The value never improved past the value at
130 MHz detuning. The recapture was becoming significantly more unstable, and we determined
it was best to stick with stable values. Given the current optimization process that was run
for magnetic trapping, we thought it imperative to build a graph illustrating the lifetime of the
atoms in a magnetic trap. This is shown in Fig. 4.17. We used an optical molasses time of 10
milliseconds and a frequency detuning of approximately 130 MHz. From this, we were able to
maximize our magnetic trapping potential, given the parameters of the NASABEC MOT. The
MOT was fluorescing at around 130 mV, giving the magnetic trapping efficiency of about 6%.
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Figure 4.16. Graph of how frequency detuning of the master laser effects the
number of atoms magnetically trapped, using a shorter optical molasses phase.
This is a significant result because it shows just how short the lifetime of the magnetic trap
is. Serving as a benchmark for magnetic trapping experiments in the future, this result can and
should be improved upon.
It is still a real possibility that the rubidium is still too hot to be completely trapped in
this magnetic trap and boil away, which could explain why the trap lifetime is so short. In
the future, when a proper PGC cooling phase is introduced along with a fixed optical pumping
phase, which will pump rubidium into the (F = 2, MF = 2) magnetically trappable state,
the efficiency and lifetime of the magnetic trap should increase drastically. Magnetic traps are
typically quite stable, especially while the atoms are still in the µK range, so it is reasonable to
expect this magnetic trap to hold atoms for at least a few seconds when fully optimized.
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Figure 4.17. Current lifetime of atoms in the magnetic trap. After 85 milliseconds there are no magnetically trapped atoms. The 2 mV minimum that it
reached at 85ms is due to the background radiation of the lasers.
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CHAPTER 5

Next Steps
This thesis has theoretically outlined all the final steps towards the experimental realization
of a BEC on an atom chip based ultra-cold atom trap. Through a sophisticated software upgrade
and a few minor hardware upgrades, we were able to gain full control over the NASABEC machine and create a fully stable 3D MOT, and bring the rubidium from the MOT into a magnetic
trap. Through the exploratory phases of MOT loading, optical molasses, laser detuning and
magnetic trapping, I was able to document important quantities and properties of the dynamics
of the NASABEC machine to set a baseline for future experiments.
The path forward is clear and extremely promising. With the addition of dedicated subDoppler cooling and optical pumping, a highly efficient magnetic trap should be obtained. Once
this happens, the next goal is to transfer the rubidium from the magnetic trap, using the X1
and X2 coils onto the surface of the atom chip, using the transfer coils. The transfer coils will
move the atoms up the UHV chamber to the surface of the atom chip where another transfer
process will occur. This will move the rubidium from the transfer coils magnetic trap into an
Ioffe-Pritchard type microtrap near the surface of the chip. Once this happens, the final step
towards realizing a BEC, is to evaporatively cool the atoms into the nanokelvin scale where
the atoms will all avalanche into a ground state energy level, forming a BEC. Installation of
spectroscopy equipment to observe the BEC will be the final step in this seven-plus-year journey
to make a BEC.
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