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iPredgovor
U ovoj tezi je izloºena problematika konstruisanja preslikavanja koja se
mogu koristiti u algoritmu za ﬁltriranje slike. Uporedo sa tim posmatrani su
i odgovaraju¢i prostori, ispitivanje njihove osobine i u njima razvijana teorija
nepokretne ta£ke koja je jedna od najzna£ajnijih oblasti moderne matema-
tike i predstavlja me²avinu analize, topologije i geometrije. Na slede¢i na£in
je disertacija izloºena po glavama:
• Operacije na [0, 1];
• Fazi skupovi;
• Verovatnosni metri£ki prostori i uop²tenja;
• Fazi prostori;
• Filtriranje.
Prva glava je uvodna i u njoj su navedeni pojmovi, t−normi, t−konormi,
agregacije i njihove osobine koje su neophodne za dokazivanje teorema iz
glave 4., koje su originalni doprinosi rada. Posebno mesto u ovoj glavi zau-
zimaju fazi komplementi, kao klasa veoma vaºnih preslikavanja u teoriji fazi
skupova. U ovom odeljku, teoreme i deﬁnicije su iz [21], [22].
U drugoj glavi izloºena je teorija fazi skupova. Jo² 1964. godine Zadeh
[51] je uveo pojam rasplinutog, fazi (fuzzy) skupa za koji pripadnost nije
odred. ena samo vrednostima 0 (ne pripada) i 1 (pripada) nego sa nekim bro-
jem iz intervala [0, 1] koji pokazuje stepen pripadnosti. U drugom poglavlju
ove glave razmatran je pojam rastojanja nad apstraktnim nepraznim skupom
X. U klasi£nom smislu rastojanje dva objekta deﬁni²e se pomo¢u funkcije
d : X2 → R+0 koja zadovoljava neke uslove, tj. ima neke lepe osobine. U
zavisnosti od tih osobina su dobile razli£ita imena: metrika, pseudometrika,
semi-metrika, kvazi-metrika, sli£nost itd. Meutim, rastojanje, udaljenost
izmeu dva objekta ne mora biti nenegativan broj nego to, na primer, moºe
da bude i fazi skup, o £emu ¢e biti re£iu slede¢oj glavi.
Tre¢a glava posve¢ena je verovatnosnim metri£kim prostorima i njihovoj
generalizaciji. U prvom poglavlju dat je pregled razvoja pojma statisti£kih
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metri£kih prostora, koje danas nazivamo verovatnosnim metri£kim prosto-
rima. Ovaj pojam uveo je Karl Menger, u radu [29] iz 1942. godine. Posle
kriti£kih radova A. Walda [46, 47, 48], Menger je korigovao svoju deﬁniciju
i tako su nastali Mengerovi verovatnosni metri£ki prostori, ili kra¢e Menge-
rovi prostori, kakve mi danas poznajemo. U svojim kasnijim radovima on
je nastavio sa razvojem ove teorije i njegove primene, na ²ta su se uspe-
²no nadovezali radovi B. Schweizer-a i A. Sklar-a [37]. ezdesetih godina
pro²log veka radovima [39, 40] zapo£eo je razvoj teorije nepokretne ta£ke
u Mengerovim prostorima i od tada se uspe²no razvija [18, 32]. Nastoji
se da se i u Mengerovim prostorima dokaºu analogoni teorema nepokretne
ta£ke u klasi£nim metri£kim prostorima koje su izloºene i u [19]. U drugom
poglavlju ove glave uvedena je nova klasa verovatnosnih metri£kih prostora
koja je nazvana jakim verovatnosnim metri£kim prostorima [12]. Ispitivane
su pre svega osobine ovih prostora, a zatim pokazano da je ta struktura,
iako slabija od strukture Mengerovih prostora, dovoljno bogata da se u njoj
razvija teorija nepokretne ta£ke. Tako je pre svega dokazana verovatnosna
verzija Banahovog principa kontrakcije, a zatim i odgovaraju¢i rezultati za
iri¢evu kvazi-kontrakciju. Ovi rezultati su originalni i dokazani su u radu
[20]. U ovom delu dokazan je jo² jedan originalan rezultat, koji je uop²tenje
rezultata iz [18], a to je teorema o nepokretnoj ta£ki Sehgal-Gusemanovog
tipa.
etvrta glava sadrºi teoriju fazi metri£kih prostora i prostora sa fazi ra-
stojanjem koji su zapravo generalizacija fazi metri£kih prostora. Kramosil
i Michalek su 1975. godine pro²irili koncept Mengerovih verovatnosnih me-
tri£kih prostora i time prvi deﬁnisali pojam fazi metri£kog prostora. Ovaj
pristup je privukao veliku paºnju kako matemati£ara teoreti£ara, tako i inºe-
njera u raznim oblastima tehnike. Prvobitna deﬁnicija doºivela je i razli£ite
izmene [1], sve u cilju ²to ²ire primene. Tako su u drugom poglavlju raz-
matrana rastojanja koja su fazi T−metrike i fazi S−metrike [34]. Dokazana
je teorema o dualnosti tih fazi metri£kih prostora u odnosu na fazi komple-
ment i veza meu njima. Navedeno je nekoliko primera fazi T−metrika i
fazi S−metrika, koje ¢e kasnije biti iskori²¢ene u primenama. Predstavljen
je na£in na koji se od fazi T−metrika i fazi S− metrika moºe generisati
standardna metrika. Pokazan je postupak kako se iz vi²e fazi T−metrika u
odnosu na istu normu moºe deﬁnisati nova fazi T−metrika. Dokazano je i
analogno tvrdjenje za fazi S−metriku. Ovi rezultati su originalni i obraeni
su [34].
Tre¢e i poslednje poglavlje posve¢eno je prostorima sa fazi rastojanjem,
koje je generalizacija fazi metrike. Naime, kori²¢enje fazi metrika u tehnici
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delom je ograni£eno relativno malim brojem poznatih fazi metrika. Fazi
rastojanja su ²ira klasa funkcija, jednostavnija za proveru, a takod. e daju lepe
rezultate u primeni. Koriste¢i vezu ovih novodobijenih prostora sa jakim
verovatnosnim metri£kim prostorima dobijeni su odgovaraju¢i rezultati iz
teorije nepokretne ta£ke sada u fazi konceptu.
U poslednjoj petoj glavi su data obja²njenja vezana za ﬁltriranje ²uma
na slici i na£ina formiranja fazi T−metrike koja ¢e biti kori²¢ena pri ﬁltri-
ranju slike. Razmatrane su konkretne fazi T−metrike koje se koriste pri
ﬁltriranju. Dati su i konkretni indeksi kvaliteta slike ﬁltrirane metodom za
ﬁltriranje predstavljene u ovom radu i medijanskim ﬁlterom. Poreenjem
ovih indeksa kvaliteta, napravljen je zaklju£ak o u£inku ovih algoritama.
Cilj rada je modiﬁkovati algoritam za ﬁltriranje slika, prikazan u [16] kori-
ste¢i deﬁnisanu fazi T− metriku, koja ima neke predeﬁnisane karakteristike.
Svojstva deﬁnisanih fazi T− metrika, koje se koriste u uklanjanje ²uma slike,
su prikazani u drugom poglavlju £etvrte glave [34]. Do razvoja fazi ﬁltera je
do²lo zbog tendencije da se na slici razlikuju informacije o ²umu od informa-
cija o ivicama na slici.
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Abstract
In this thesis the problem of constructing mappings that could be used
in image ﬁltering algorithms is exposed. Along with that, corresponding
spaces were observed, their characteristics were examined and in them was
evolving ﬁxed point theory which stands for very important ﬁeld of modern
mathematics and represents the mixture of analysis, topology and geometry.
Organization of the paper is given in next order:
• Operations on [0, 1];
• Fuzzy sets;
• Probabilistic metric spaces and generalizations;
• Fuzzy spaces;
• Filtering.
The ﬁrst chapter is introductory and contains the terms, t− norm, t−
conorms, aggregations, and their properties that are necessary for proving
theorems from chapter 4., that are original contributions of the paper. Spe-
cial place in this chapter take fuzzy complement, as a class of very important
mappings in theory of fuzzy sets. In this section, theorems and deﬁnitions
are from [21], [22].
In second chapter is presented theory of fuzzy sets. In 1964. Zadeh [51]
introduced the notion of scattered, fuzzy set for which membership function
isn't determined only by values 0 (doesn't belong) and 1 (belongs), but any
number from interval [0, 1] could show the degree of belonging. In the se-
cond section of this chapter the notion of distance over nonempty abstract
set X. In classical sence distance between two objects is deﬁned by func-
tion d : X2 → R+0 that satisﬁes some conditions, ie. it has some desirable
properties. Depending on those properties, they got diﬀerent names: me-
trics, pseudometrics, semi-metrics, quasy-metrics, similarities etc. However,
distance between two objects needn't be a non-negative number, it could be,
for example, some fuzzy set, which will be discussed in next chapter.
vThird chapter is devoted to probabilistic metric spaces and their gene-
ralization. In ﬁrst section is given development of paradigm of statistical
metric spaces, which are today known as probabilistic metric spaces. This
term was introduced by Karl Menger, in the work of [29] from 1942. After
critical papers A. Walda [46, 47, 48], Menger corrected his deﬁnition and that
is how the Menger probabilistic metric spaces formed, or shorter Menger's
spaces, as we now them today. In his later works he continued with deve-
lopment of this theory and its application, on what papers of B. Schweizer
and A. Sklar [37] successfully concatenated. In the sixties of last century,
papers [39, 40] started development of ﬁxed point theory in Menger's spaces
and since then it continued to evolve successfully [18, 32]. There has been a
tendency to prove theorems in Menger's spaces that would be analoguous to
the theorems of ﬁxed point theory, which could be found in [19]. In the se-
cond section of this chapter was introduced new class of probabilistic metric
spaces [12]. The characteristics of these spaces were examined, it is shown
that this structure, even though weaker than structure Menger's spaces, rich
enough to develop ﬁxed point theory in it. So ﬁrst of all, there was proven
probabilistic version of Banach principle of contraction, and after that corre-
sponding results for iri¢'s quasy contraction. These results are original and
are proven in paper [20]. In this section is proven another original result,
which is the generalization of results from [18], and that is the theorem of
ﬁxed point of Sehgal-Guseman's type.
The fourth chapter contains the theory of fuzzy metric spaces and spaces
with fuzzy distance that are actually generalization of fuzzy metric spaces.
Kramosil and Michalek in 1975. extended the concept of Menger's proba-
bilistic metric spaces and by doing that, for the ﬁrst time they deﬁned the
notion of fuzzy metric space. This approach has attracted great attention
not just to theoretical mathematicians, also to engineers in various ﬁleds of
engineering. The original deﬁnition has expirienced various of changes [1], in
order to have wider application. Therefore in second section were considered
distances that were fuzzy T−metrics and fuzzy S−metrics [34]. The theo-
rem of duality of those fuzzy metric spaces regarding fuzzy complement is
proven. Also, the connection between them was observed and proven. Exam-
ples of few fuzzy S−metrics fuzzy and T−metrics are introduced. Some of
those examples will be later used in applications. The means in which from
fuzzy T−metrics and fuzzy S− metrics a standard metric could be genera-
ted is represented. The means of generating one fuzzy T−metric from a few
fuzzy T−metrics is shown. Analoguos theorem for fuzzy S−metric is pro-
ven. These results are original and were processed in [34]. Third and the last
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section is devoted to spaces with fuzzy distance, which is the generalization
of fuzzy metric. The application of fuzzy metrics is partially bounded by a
relatively small number of fuzzy metrics. Fuzzy distances are wider class of
functions, easier to check, and they give good results in application. Using
connection of these new spaces with strong probabilistic metric spaces, there
were obtained corresponding results from the ﬁxed point theory only now in
fuzzy concept.
In the last, ﬁfth chapter were given explanations related to image noise
ﬁltering and the means of creating fuzzy T−metric that will be applied du-
ring image ﬁltering. There were considered concrete fuzzy T−metric that
were applied during ﬁltering. There were given concrete indices of image qu-
ality of image ﬁltered by the method presented in thid paper. By comparing
these quality indices, there was made a conclusion about the impact of these
algorithms. Modiﬁcation of algorithm for the ﬁltering of images, that is in-
troduced in [16], is the main purpose of the paper. That is achieved by using
deﬁned fuzzy T−metric, that has some characteristics predeﬁned. Properties
of deﬁned fuzzy T− metric, utilized in noise image removal, are shown in
second section of fourth chapter [34]. Tendency to distinguish information
about noise from information about edges in image led to development of
fuzzy ﬁltering.
Sadrºaj
1 Operacije na [0, 1] 1
1.1 Norme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Fazi komplement . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Agregacije . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Fazi skupovi 21
2.1 Fazi skupovi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1 Pojam fazi skupa i osobine . . . . . . . . . . . . . . . 22
2.1.2 Fazi brojevi i fazi aritmetika . . . . . . . . . . . . . . . 27
2.2 Fazi rastojanja . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.1 Rastojanja . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Rastojanja izmeu fazi skupova . . . . . . . . . . . . . 31
3 Verovatnosni metri£ki prostori i uop²tenja 37
3.1 Verovatnosni metri£ki prostori . . . . . . . . . . . . . . . . . . 37
3.2 Jaki verovatnosni metri£ki prostori . . . . . . . . . . . . . . . 53
3.2.1 Deﬁnicija i osnovne osobine . . . . . . . . . . . . . . . 53
3.2.2 Teorija nepokretne ta£ke u jakim verovatnosnim me-
tri£kim prostorima . . . . . . . . . . . . . . . . . . . . 56
4 Fazi prostori 63
4.1 Fazi metri£ki prostori . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Fazi T−metrike i fazi S−metrike . . . . . . . . . . . . . . . . 65
4.3 Prostori sa fazi rastojanjem . . . . . . . . . . . . . . . . . . . 75
vii
viii
5 Filtriranje 83
5.1 Fazi ﬁltriranje . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2 Filtriranje slike kori²¢enjem fazi rastojanja . . . . . . . . . . . 88
5.3 Primene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.4 Zaklju£ak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Bibliograﬁja 95
Glava 1
Operacije na [0, 1]
U ovoj glavi su predstavljene neke operacije £iji su operandi realni brojevi
iz intervala [0, 1], kao ²to su binarne operacije t-norme i t-konorme, unarna
operacija fazi komplement i n−arna operacija agregacije. Ove operacije se
koriste u razli£itim kontekstima. Jedna od njihovih glavnih primena je u
deﬁnisanju operacija sa fazi skupovima. Stoga se u tom kontekstu £esto i
nazivaju fazi operacije.
1.1 Norme
Meu prvima koji su uveli pojam trougaone norme, u op²toj formi, je bio
austrijski (ameri£ki) matemati£ar Karl Menger [29] sa ciljem da se generali-
zuje nejednakost trougla kod metri£kih prostora. Sada²nji pojam t-norme i
dualne operacije t-konorme je rezultat istraºivanja Schveizer-a i Sklar-a [38],
koji su dodali osobine asocijativnosti i neutralnog elementa. Primenjuju se
i u verovatnosnim metri£kim prostorima, teoriji fazi skupova, fazi logici, ne-
aditivnim merama i integralima, itd. Za vi²e detalja pogledati [4], [8], [10],
[21], [22], [25], [27] [36], [43], [38], [37], [50].
U ovom poglavlju ¢e biti predstavljeni pojmovi triangularne norme i ko-
norme i neke njihove osobine.
Deﬁnicija 1.1.1 [22] Triangularna norma (kra¢e t−norma) T : [0, 1]2 →
[0, 1] je binarna operacija koja zadovoljava slede¢e aksiome za svako a1, a2, a3, b1 ∈
[0, 1]:
1. T (a1, 1) = a1 (grani£ni uslov);
1
22. a2 ≤ b1 ⇒ T (a1, a2) ≤ T (a1, b1) (monotonost);
3. T (a1, a2) = T (a2, a1) (komutativnost);
4. T (a1, T (a2, a3)) = T (T (a1, a2), a3) (asocijativnost).
Arhimedova t−norma je t−norma za koju su osim prethodnih aksioma va-
lidne jo² dve aksiome:
5. neprekidno je preslikavanje
6. ∀a1 ∈ (0, 1), T (a1, a1) < a1 (subidempotentnost).
Napomena 1.1.1 Za proizvoljnu t−normu T , iz njene monotonosti i gra-
ni£nog uslova je a1 ≤ 1⇒ T (a1, a1) ≤ T (a1, 1) = a1, tj. vaºi
(∀a1 ∈ [0, 1]) T (a1, a1) ≤ a1.
Napomena 1.1.2 Iz uslova datih u deﬁniciji t−norme sledi monotonost po
koordinatama, tj. za sve x1, x2, y1, y2 ∈ [0, 1] vaºi
x1 ≤ x2 ∧ y1 ≤ y2 ⇒ T (x1, y1) ≤ T (x2, y2).
Zamenom datog uslova sa aksiomom monotonosti u deﬁniciji t−norme, do-
bija se ekvivalentna deﬁnicija t−norme.
Ako u deﬁniciji t−norme, umesto aksiome monotonosti vaºi striktna mo-
notonost, tj.
x1 < x2 ∧ y1 < y2 ⇒ T (x1, y1) < T (x2, y2),
za sve x1, x2, y1, y2 ∈ [0, 1], kaºemo da je t−norma striktna.
Moºe se pokazati da je 0 anihilator za t−normu, tj. za svako a1 ∈ [0, 1]
vaºi
T (a1, 0) = T (0, a1) = 0.
Deﬁnicija 1.1.2 [22] Stepen t−norme je dat sa:
T 1(a1, a2) = T (a1, a2), Tn(a1, ..., an, an+1) = T (Tn−1(a1, ..., an), an+1).
Napomena 1.1.3 Zbog asocijativnosti je
Tn(a1, ..., an, an+1) = T (a1, T
n−1(a2, ..., an, an−1)).
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Lema 1.1.1 [34] Za stepen t−norme vaºi:
Tn−1(a1, ..., an) = Tn−1(ai1 , ..., ain),
gde je ai1 , ..., ain proizvoljna permutacija elemenata a1, ..., an.
Napomena 1.1.4 Ako je T− t−norma, tada je:
T (a1, a2) = 1⇔ a1 = a2 = 1,
Tn(a1, a2, ..., an+1) = 1⇔ a1 = ... = an+1 = 1.
Zaista, a1 ≤ 1⇒ 1 = T (a1, a2) ≤ T (1, a2) = a2 i a2 ≤ 1⇒ 1 = T (a1, a2) ≤
T (a1, 1) = a1 , tj. a1 = a2 = 1.
Obrnuto sledi direktno iz aksiome grani£nog uslova, tj. T (a1, a2) = T (1, 1) =
1.
Dokaz za Tn je indukcijom.
Deﬁnicija 1.1.3 [22] Funkcija f(a1, ..., an) je striktna ako vaºi:
a1 < b1 ∧ ... ∧ an < bn ⇒ f(a1, ..., an) < f(b1, ..., bn).
Lema 1.1.2 [34] Ako je T striktna triangularna norma, tada je i Tn striktno
rastu¢a funkcija.
Napomena 1.1.5 Ako je T−striktna t−norma, tada je:
T (a1, a2) = 0⇔ a1 = 0 ∨ a2 = 0,
Tn(a1, a2, ..., an+1) = 0⇔ a1 = 0 ∨ ... ∨ an+1 = 0.
Pretpostavimo suprotno, da iz T (a1, a2) = 0 sledi ¬(a1 = 0 ∨ a2 = 0) ⇔
a1 > 0 ∧ a2 > 0. No, tada iz striktne monotonije imamo 0 < a1 ∧ 0 < a2 ⇒
T (0, 0) < T (a1, a2) = 0, ²to je kontradikcija.
Obrnuto sledi jer je 0 anihilator za t−normu.
Dokaz za Tn je indukcijom.
Deﬁnicija 1.1.4 [22] T je idempotentna t-norma ako i samo ako vaºi T (a1, a1) =
a1..
Teorema 1.1.1 [22] Jedina idempotentna t-norma je standardni fazi presek
min.
4Lako je veriﬁkovati da je min t−norma. Kako je min(a1, a1) = a1 za svako
a1 ∈ [0, 1] ona je i idempotentna. Pretpostavimo da postoji jo² neka idem-
potentna t−norma T .
Za a1, a2 ∈ [0, 1], a1 ≤ a2 iz monotonije i grani£nog uslova, kao i idem-
potentnosti od T , sledi
a1 = T (a1, a1) ≤ T (a1, a2) ≤ T (a1, 1) = a1,
tj. T (a1, a2) = a1 = min(a1, a2). Analogno za a2 ≤ a1, sledi
a2 = T (a2, a2) ≤ T (a1, a2) ≤ T (1, a2) = a2,
tj. T (a1, a2) = a2 = min(a1, a2).
Stoga je, T (a1, a2) = min(a1, a2), za svako a1, a2 ∈ [0, 1]. 2
Deﬁnicija 1.1.5 [22] Opadaju¢i generator g je funkcija koja preslikava in-
terval [0, 1] u R, koja ima osobine da je strogo opadaju¢a, neprekidna i zado-
voljava uslov g(1) = 0. Pseudo-inverzna funkcija za opadaju¢i generator g, u
oznaci g(−1), je funkcija iz R u [0, 1] deﬁnisana sa
g(−1)(a1) =

1, a ∈ (−∞, 0)
g−1(a1), a1 ∈ [0, g(0)]
0, a1 ∈ (g(0),+∞)
,
gde je sa g−1 deﬁnisano uobi£ajeno inverzno preslikavanje za g.
Za opadaju¢i generator g i njegovu pseudo-inverznu funkciju g(−1), vaºe
jednakosti g(−1)(g(a1)) = a1, za svako a1 ∈ [0, 1] i
g(g(−1)(a1)) =

0, a1 ∈ (−∞, 0)
a1, a1 ∈ [0, g(0)]
g(0), a1 ∈ (g(0),+∞)
.
Teorema 1.1.2 [[22]] Arhimedova t-norma je preslikavanje iz [0, 1]2 u [0, 1]
(u oznaci T : [0, 1]2 → [0, 1])za koje postoji opadaju¢i generator g tako da
vaºi
T (a1, a2) = g
(−1)(g(a1) + g(a2)), a1, a2 ∈ [0, 1].
Primer 1.1.1 Triangularne norme koje se naj£e²¢e koriste su:
1. Standardni presek: TM (a1, a2) = min(a1, a2);
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2. Algebarski proizvod: TP (a1, a2) = a1a2;
3. Luka²ievi£eva t−norma: TL(a1, a2) = max(a1 + a2 − 1, 0);
4. Drasti£ni presek: TD(a1, a2) =

a1, a2 = 1
a2, a1 = 1
0, ina£e
.
Teorema 1.1.3 [22] Neka su TM , TP , TO i TD t-norme deﬁnisane u pri-
meru 1.1.1. Tada je:
1) TD ≤ TO ≤ TP ≤ TM ,
2) Ako je t-norma T Arhimedovska, vaºi da je
TD ≤ T ≤ TM .
b) Monotonost i grani£ni uslov daju T (a1, a2) ≤ T (a1, 1) = a1. Zbog
komutativnosti je T (a1, a2) = T (a2, a1) ≤ T (a2, 1) = a2. Tako dobijamo
T (a1, a2) ≤ min(a1, a2).
Ako je a1 = 1, tada je TD(a1, a2) = a2 = T (a1, a2), dok za a2 = 1 vaºi
TD(a1, a2) = a1 = T (a1, a2), ²to sledi iz deﬁnicije norme TD i grani£nog
uslova za T .
Ukoliko je a1 6= 1 i a2 6= 1, tj. a1, a2 ∈ [0, 1), tada je TD(a1, a2) = 0. Za
proizvoljnu t−normu T je 1 ≥ T (a1, a2) ≥ 0, tj. T (a1, a2) ≥ TD(a1, a2). 2
.
Vaºi teorema o reprezentaciji neprekidne t−norme kao ordinalne sume
[21]:
Teorema 1.1.4 [21]Preslikavanje T koje je t−norma je neprekidna ako i
samo ako je T ordinalna suma neprekidnih arhimedovskih t−normi, tj. po-
stoji jedinstvena po parovima disjunktna prebrojiva familija {(aj , bj)}j∈J otvo-
renih podintervala intervala [0, 1] i jedinstvena familija neprekidnih arhime-
dovskih t−normi {Tj}j∈J takva da je T ordinalna suma od {(aj , bj), Sj}j∈J ,
tj.
T (x, y) =
{
aj + (bj − aj)Tj( x−ajbj−aj ,
y−aj
bj−aj ), x, y ∈ (aj , bj)
min(x, y), ina£e .
Nave²¢emo neke vaºnije t-norme, koje se primenjuju u velikoj meri u
razli£itim inºenjerskim oblastima. .
6Primer 1.1.2 [22] Schweizer-Sklar familija t-normi
TSS,p(x, y) = max(0, x
p + yp − 1) 1p
je familija Arhimedovskih t-normi, za sve p 6= 0. Opadaju¢i generatori su
fp(a1) = 1 − ap1, a1 ∈ [0, 1], Za p → 0 dobija se TP norma, za p = 1 se
dobija TO norma, za p→∞ se dobija TD norma, za p→ −∞ se dobija TM
norma, a za p = −1 norma T (a1, a2) = a1a2a1+a2−a1a2 .
Primer 1.1.3 [22] Yagerova familija (1980):
TY,ω (a1, a2) = 1−min
(
1, ((1− a1)ω + (1− a2)ω)
1
ω
)
,
za svako ω ∈ (0,∞) je familija Arhimedovskih t-normi, £iji su opadaju¢i
generatori fω (a1) = (1− a1)ω, a1 ∈ [0, 1]. Za ω → 0 dobija se TD norma,
za ω = 1 se dobija TO norma, za ω → −∞ se dobija TM norma.
Primer 1.1.4 [22] Hamacher-ova familija (1978):
TH,r (a1, a2) =
a1a2
r + (1− r)(a1 + a2 − a1a2) ,
za svako r > 0 je familija Arhimedovskih t-normi, £iji su opadaju¢i generato-
ri fr : [0, 1]→ R∪{∞}, fr (a1) =
{ ∞ , x = 0
− ln a1r+(1−r)a1 , a1 ∈ (0, 1]
Za r → 0
dobija se t-norma T (a1, a2) = a1a2a1+a2−a1a2 , za r = 1 se dobija TP norma, za
r →∞ se dobija TD norma.
Primer 1.1.5 [22] Frank-ova familija (1979):
TF,s (a1, a2) = logs
(
1 +
(sa1 − 1)(sa2 − 1)
s− 1
)
,
za svako s > 0, s 6= 1 je familija Arhimedovskih t-normi, £iji su opadaju¢i
generatori fs : [0, 1]→ R∪ {∞}, fs (a1) =
{ ∞ , a1 = 0
− ln sa1−1s−1 , a1 ∈ (0, 1]
. Za
s → 0 dobija se TM norma, za s → 1 se dobija TP norma, za s → −∞ ili
s→∞ se dobija TO norma.
Deﬁnicija 1.1.6 [22] Triangularna konorma (kra¢e t−konorma) je binarna
operacija S : [0, 1]2 → [0, 1] koja zadovoljava slede¢e aksiome za sve a1, a2, a3, b1 ∈
[0, 1]:
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1. S(a1, 0) = a1 (grani£ni uslov);
2. a2 ≤ b1 ⇒ S(a1, a2) ≤ S(a1, b1) (monotonost);
3. S(a1, a2) = S(a1, a2) (komutativnost);
4. S(a1, S(a2, a3)) = S(S(a1, a2), a3) (asocijativnost).
Za t−konormu se kaºe da je Arhimedova t−konorma, ako vaºe pored pret-
hodnih aksioma jo² dve aksiome:
5. neprekidna je funkcija;
6. ∀a ∈ (0, 1), S(a1, a1) > a1 (superidempotentnost).
Napomena 1.1.6 Analogno, kao kod t−normi, za svaku t−konormu S vaºi
(∀a1 ∈ [0, 1]) S (a1, a1) ≥ a1.
Napomena 1.1.7 Iz uslova datih u deﬁniciji t−konorme sledi monotonost
po koordinatama, tj. za sve a1, a2, b1, b2 ∈ [0, 1] vaºi
a1 ≤ a2 ∧ b1 ≤ b2 ⇒ S(a1, b1) ≤ S(a2, b2).
Zamenom datog uslova sa uslovom monotonosti u deﬁniciji t−konorme, do-
bija se ekvivalentna deﬁnicija t−konorme.
Ako u deﬁniciji t−konorme, umesto aksiome monotonosti vaºi striktna mo-
notonost, tj.
a1 < a2 ∧ b1 < b2 ⇒ S(a1, b1) < S(a2, b2),
za sve a1, a2, b1, b2 ∈ [0, 1], kaºemo da je t−konorma striktna.
Moºe se pokazati da je 1 anihilator za t−konormu, tj. za svako a1 ∈ [0, 1]
vaºi
S(a1, 1) = S(1, a1) = 1.
Deﬁnicija 1.1.7 [34] Stepen t−konorme je dat sa:
S1(a1, a2) = S(a1, a2), Sn(a1, ..., an, an+1) = S(Sn−1(a1, ..., an), an+1).
Napomena 1.1.8 Zbog asocijativnosti je
Sn(a1, ..., an, an+1) = S(a1, S
n−1(a2, ..., an, an−1)).
8Lema 1.1.3 [34] Za stepen t−konorme vaºi:
Sn−1(a1, ..., an) = Sn−1(ai1 , ..., ain),
gde je ai1 , ..., ain proizvoljna permutacija elemenata a1, ..., an.
Lema 1.1.4 [34] Ako je S striktna triangularna konorma, tada je i Sn
striktno rastu¢a funkcija.
Napomena 1.1.9 Ako je S− t−konorma, tada je:
S(a1, a2) = 0⇔ a1 = a2 = 0.
Sn(a1, a2, ..., an+1) = 0⇔ a1 = ... = an+1 = 0.
Zaista 0 ≤ a1 ⇒ a2 = S(0, a2) ≤ S(a1, a2) = 0 i 0 ≤ a2 ⇒ a1 = S(a1, 0) ≤
S(a1, a2) = 0, tj. a1 = a2 = 0.
Obrnuto sledi direktno iz aksiome grani£nog uslova, tj. S(a1, a2) = S(0, 0) =
0.
Dokaz za Sn, indukcijom.
Napomena 1.1.10 Ako je S−striktna t−konorma, tada je:
S(a1, a2) = 1⇔ a1 = 1 ∨ a2 = 1.
Sn(a1, a2, ..., an+1) = 1⇔ a1 = 1 ∨ ... ∨ an+1 = 1.
Pretpostavimo suprotno, da iz S(a1, a2) = 1 sledi ¬(a1 = 1 ∨ a2 = 1) ⇔
a1 < 1 ∧ a2 < 1. No, tada iz striktne monotonije imamo a1 < 1 ∧ a2 < 1⇒
S(a1, a2) < S(1, 1) = 1, ²to je kontradikcija.
Obrnuto sledi jer je 1 anihilator za t−konormu.
Dokaz za Sn, indukcijom.
Teorema 1.1.5 [22] Jedina idempotentna t-konorma je standardna fazi unija
SM = max.
Deﬁnicija 1.1.8 [22] Rastu¢i generator g je neprekidna i strogo rastu¢a
funkcija iz [0, 1] u R, takva da je g(0) = 0. Pseudo-inverzna funkcija za
rastu¢i generator g, u oznaci g(−1), je funkcija iz R u [0, 1] deﬁnisana sa
g(−1)(a1) =

0, a1 ∈ (−∞, 0)
g−1(a1), a1 ∈ [0, g(1)]
1, a1 ∈ (g(1),+∞)
,
gde je g−1 uobi£ajena inverzna funkcija za g.
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Za rastu¢i generator g i njegovu pseudo-inverznu funkciju g(−1), vaºe
jednakosti g(−1)(g(a1)) = a1, za svako a1 ∈ [0, 1] i
g(g(−1)(a1)) =

0, a1 ∈ (−∞, 0)
a1, a1 ∈ [0, g(1)]
g(1), a1 ∈ (g(1),+∞)
.
Teorema 1.1.6 [22] Funkcija S : [0, 1]2 → [0, 1] koja je Arhimedovska
t−konorma ako i samo ako postoji rastu¢i generator g tako da je S(a1, a2) =
g(−1)(g(a1) + g(a2)), a1, a2 ∈ [0, 1].
Primer 1.1.6 Triangularne konorme koje se naj£e²¢e koriste su:
1. Standardna unija: SM (a1, a2) = max(a1, a2);
2. Algebarski zbir: SZ(a1, a2) = a1 + a2 − a1a2;
3. Ograni£ena suma: SO(a1, a2) = min(1, a1 + a2);
4. Drasti£na unija: SD(a1, a2) =

a1, a2 = 0
a2, a1 = 0
1, ina£e
I za t-konorme, kao i za t-norme vaºi teorema o poretku.
Teorema 1.1.7 [22] Neka su SM , SZ , SO i SD t-konorme deﬁnisane u
primeru 1.1.6. Vaºi
1) SM ≤ SZ ≤ SO ≤ SD.
2) Za svaku Arhimedovsku t-konormu S je
Smax ≤ S ≤ SD.
U primenama su bitne t-konorme koje zavise i od parametara. Navedimo
neke primere
Primer 1.1.7 [22] Schweizer-Sklar familija t-konormi (1963):
SSS,p(a1, a2) = 1−max(0, (1− a1)p + (1− a2)p − 1)
1
p ,
za svako p 6= 0 je familija Arhimedovskih t-konormi. Rastu¢i generatori
gpa1 = 1− (1− a1)p, a1 ∈ [0, 1]. Za p→ 0 dobija SZ konorma, za p = 1 se
dobija SO konorma, za p→∞ se dobija SD konorma, za q → −∞ se dobija
SM konorma.
10
Primer 1.1.8 [22] Yager-ova familija (1980):
SY,ω (a1, a2) = min
(
1, (aω1 + a
ω
2 )
1
ω
)
za svako ω ∈ (0,∞) je familija Arhimedovskih t-konormi, £iji su rastu¢i
generatori gω (a1) = aω1 , a1 ∈ [0, 1]. Za ω → 0 dobija SD konorma, za
ω = 1 se dobija SO konorma, za ω → −∞ se dobija SM konorma.
Primer 1.1.9 [22] Hamacher-ova familija (1978):
SH,r (a1, a2) =
a1 + a2 + (r − 2)a1a2
1 + (r − 1)a1a2
za svako r > 0 je familija Arhimedovskih t-konormi, £iji su rastu¢i genera-
tori gr : [0, 1]→ R∪{∞}, gr (a1) =
{
− ln 1−a1r+(1−r)(1−a1) , x ∈ [0, 1)
∞ , a1 = 1 . Za
r → 0 dobija se t-konorma S(a1, a2) = a1+a2−2a1a21−a1a2 , za r = 1 se dobija SZ
konorma, za r →∞ se dobija SD konorma.
Primer 1.1.10 [22] Frank-ova familija (1979):
Ss (a1, a2) = 1− logs
(
1 +
(
s1−a1 − 1)(s1−a2 − 1)
s− 1
)
za svako s > 0, s 6= 1, je familija Arhimedovskih t-konormi, £iji su rastu¢i
generatori gs : [0, 1] → R ∪ {∞}, gs (a1) =
{
− ln s1−a1−1s−1 , a1 ∈ [0, 1)
∞ , a1 = 1 .
Za s→ 0 dobija SM konorma, za s→ 1 se dobija SZ konorma, za s→ −∞
ili s→∞ se dobija SO konorma.
Vaºi teorema o reprezentaciji neprekidne t−konorme kao ordinalne sume
[21]:
Teorema 1.1.8 [21] S je neprekidna t−konorma ako i samo ako je S ordi-
nalna suma neprekidnih arhimedovskih t−konormi, tj. postoji jedinstvena po
parovima disjunktna prebrojiva familija {(aj , bj)}j∈J otvorenih podintervala
intervala [0, 1] i jedinstvena familija neprekidnih arhimedovskih t−konormi
{Sj}j∈J takva da je S ordinalna suma od {(aj , bj), Sj}j∈J , tj.
S(x, y) =
{
aj + (bj − aj)Sj( x−ajbj−aj ,
y−aj
bj−aj ), x, y ∈ [aj , bj ]
max(x, y), ina£e .
OPERACIJE NA [0, 1] 11
1.2 Fazi komplement
Deﬁnicija 1.2.1 [22] Fazi-komplement (u ²irem smislu) je preslikava-
nje c koje jedini£ni interval preslikava u jedini£ni interval, tj. c : [0, 1] →
[0, 1] za koje vaºe:
c1) grani£ni uslovi: c (1) = 0, c (0) = 1,
c2) monotonost: (∀a1, a2 ∈ [0, 1]) a1 ≤ a2 ⇒ c (a1) ≥ c (a2).
Ako sem navedenih, fazi-komplement ima i slede¢e dodatne osobine:
c3) c je neprekidna funkcija,
c4) c je involutivna, tj. (∀x ∈ [0, 1]) c (c (x)) = x,
zovemo ga fazi komplement u uºem smislu.
Fazi komplement u ²irem smislu je podrazumevani fazi komplement, ako
se druga£ije ne kaºe. Ako je fazi komplement deﬁnisan na pomenuti na£in,
tada se skupovni fazi-komplement moºe deﬁnisati na slede¢i na£in.
Iz [22] imamo slede¢e tvrenje koje kaºe da uslovi iz deﬁnicije fazi kom-
plementa nisu nezavisni.
Teorema 1.2.1 [22]Ako je c : [0, 1] → [0, 1] involutivna, monotono nera-
stu¢a funkcija, tada je c neprekidna bijektivna funkcija koja zadovoljava gra-
ni£ne uslove.
Dokaz. Za vrednosti c(x), x ∈ [0, 1] znamo da pripadaju intervalu [0, 1],
pa je 0 ≤ c(1) i c(0) ≤ 1. Sada zbog monotonosti od c dobijamo da je
c(0) ≥ c(c(1)), c(c(0)) ≥ c(1).
Sada iz involutivnosti dobijamo
c(0) ≥ 1, 0 ≥ c(1),
pa kako c(0), c(1) ∈ [0, 1], mora biti
c(0) = 1, 0 = c(1).
Za sirjektivnost treba da je ispunjeno
(∀a2 ∈ [0, 1])(∃a1 ∈ [0, 1])a2 = c(a1).
12
To je ta£no, jer za svako b postoji c(b) = a zato ²to je c funkcija, pa zbog
involutivnosti imamo b = c(c(b)) = c(a).
Za injektivnost treba da bude
(∀a1, a2 ∈ [0, 1])c(a1) = c(a2)⇒ a1 = a2,
²to lako sledi iz involutivnosti a1 = c(c(a1)) = c(c(a2)) = a2.
Pokazali smo da je funkcija bijektivna, a kako je i monotona ne moºe
imati ta£aka prekida.
Pretpostavimo suprotno da je a0 ta£ka prekida funkcije c. Tada je c(a0) <
lim
a→a0−
c(a) = b0, te mora postojati b1 ∈ [0, 1] tako da je b0 > b1 > c(a0) za
koje ne postoji a1 ∈ [0, 1] tako da je c(a1) = b1, ²to je kontradikcija sa
bijektivno²¢u funkcije. 2
Deﬁnicija 1.2.2 [22] Za e ∈ [0, 1] kaºemo da je ekvilibrijum za fazi-
komplement c : [0, 1]→ [0, 1] ako je validan uslov c (e) = e.
Teorema 1.2.2 [22] Ako je preslikavanje c fazi komplement, tada c moºe
da ima najvi²e jedan ekvilibrijum.
Teorema 1.2.3 [22] Ako je fazi-komplement c neprekidna funkcija, tada c
ima jedinstven ekvilibrijum.
Jedan ili nijedan ekvilibrijum moºe da bude prisutan kod fazi komplementa
c. Ako ekvilibrijum postoji, za njega vaºi slede¢a teorema:
Teorema 1.2.4 [22] Ako fazi-komplement c ima ekvilibrijum e, tada za sve
a1 ∈ [0, 1] vaºi
i) a1 ≤ e ⇒ a1 ≤ c (a1),
ii) a1 ≥ e ⇒ a1 ≥ c (a1).
Slede¢e dve teoreme daju karakterizacije fazi-komplemenata pomo¢u ko-
jih moºemo konstruisati neograni£eno mnogo razli"itih fazi-komplemenata
(vidi primer 1.2.1).
Teorema 1.2.5 [22] Fazi komplement c : [0, 1] → [0, 1] je involutivan akko
postoji neprekidno strogo monotono rastu¢e preslikavanje g : [0, 1]→ R takvo
da je
g (0) = 0, (∀a1 ∈ [0, 1]) c (a1) = g−1 (g (1)− g (a1)).
Preslikavanje g je rastu¢i generator fazi-komplementa c.
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Teorema 1.2.6 [22] Fazi komplement c : [0, 1] → [0, 1] je involutivan akko
postoji neprekidno strogo monotono opadaju¢e preslikavanje f : [0, 1] → R
takvo da je
f (1) = 0, ∀a1 ∈ [0, 1] , c (a1) = f−1 (f (0)− f (a1)).
Preslikavanje f je opadaju¢i generator fazi-komplementa c.
Kaºemo da su trougaona norma T i trougaona konorma S dualne s ob-
zirom na fazi komplement c ako i samo ako je
c(T (a1, a2)) = S(c(a1), c(a2)) i c(S(a1, a2)) = T (c(a1), c(a2)).
(T, S, c) je dualna trojka.
Data trougaona norma T i involutivni fazi komplement c, binarna ope-
racija S na [0, 1] deﬁnisana sa
S(a1, a2)) = c(T (c(a1), c(a2)))
za svako a1, a2 ∈ [0, 1] je trougaona konorma S takva da je (T, S, c) dualna
trojka.
Napomena 1.2.1 Ako je za fazi-komplementa c rastu¢i generator funkcija
g, tada
f (a1) = g (1)− g (a1), a1 ∈ [0, 1]
deﬁni²e opadaju¢i generator fazi-komplementa c. Ako je za fazi-komplement
c opadaju¢i generator funkcija f , tada g (a1) = f (0) − f (a1), a1 ∈ [0, 1]
deﬁni²e rastu¢i generator fazi-komplementa c.
Neki od fazi komplemenata su navedeni u slede¢em primeru [22].
Primer 1.2.1 [22]
1) Fazi komplement deﬁnisan sa
c (a1) = 1− a1, a1 ∈ [0, 1]
se naziva standardnim fazi komplementom i on je involutivan i nepre-
kidan fazi komplement, £iji je rastu¢i generator g (a1) = a1, a1 ∈ [0, 1],
a ekvilibrijum e = 0.5.
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2) Neka je t0 ∈ [0, 1] . Threshold funkcija:
c (a1) =
{
1 , a1 ≤ t0
0 , a1 > t0
je primer fazi komplementa koji nije ni involutivan ni neprekidan.
3) Funkcije
c (a1) =
1 + cospia1
2
, a1 ∈ [0, 1] , c (a1) = 1− sin pia1
2
, a1 ∈ [0, 1]
su primeri fazi komplemenata koji nisu involutivni, ali su neprekidni.
4) Funkcija
c (a1) = 1− a12, a1 ∈ [0, 1]
je primer neprekidnog fazi komplementa, a koji nije involutivan. Ekvi-
librijum datog fazi komplementa je e =
√
5−1
2 .
5) Funkcija
c (a1) =
√
1− a12, a1 ∈ [0, 1]
je neprekidan i involutivan fazi komplement, £iji je ekvilibrijum e = 1√
2
.
Funkcija g (a1) = a12, a1 ∈ [0, 1] je njen rastu¢i generator.
6) Sugeno-ova klasa fazi komplemenata je formirana na slede¢i na£in za
proizvoljno λ ∈ (−1,∞)
cS,λ (a1) =
1− a1
1 + λa1
, a1 ∈ [0, 1] .
Za svako λ ∈ (−1,∞) je cλ involutivan i neprekidan fazi-komplement,
£iji je ekvilibrijum e =
 0.5 , λ = 0√1 + λ− 1
λ
, λ 6= 0
, i rastu¢i genera-
tor gλ (a1) = 1λ ln (1 + λa1), a1 ∈ [0, 1] ; za λ 6= 0, i opadaju¢i generator
fλ (a1) = ln (1 + a1)− 1λ ln (1 + λa1), a1 ∈ [0, 1] za λ 6= 0.
7) Yager-ova klasa fazi komplemenata,za proizvoljno ω ∈ (0,∞), deﬁni-
sana sa
cY,ω (a1) =
(
1− aω1
1
ω
)
.
Za sve ω ∈ (0,∞) je cY,ω involutivan i neprekidan fazi komplement,
£iji je ekvilibrijum ecY,ω =
1
ω
√
2
, i rastu¢i generator gω (a1) = a1ω, a1 ∈
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[0, 1], i opadaju¢i generator fω (a1) = 1 − a1ω, a1 ∈ [0, 1]. Primetimo
da za ω = 1 dobija fazi-komplement koji je standardan iz primera pod
4).
8) Za λ ∈ (−1,∞) i ω ∈ (0,∞) je sa
cλ,ω (a1) =
(
1− a1ω
1 + λa1ω
) 1
ω
, a1 ∈ [0, 1]
deﬁnisana klasa fazi komplemenata sa rastu¢im generatorom gλ,ω (a1) ={ 1
λ
ln (1 + λa1
ω), a1 ∈ [0, 1] , λ 6= 0
a1
ω, a1 ∈ [0, 1] , λ = 0
. Za ω = 1 je to Sugeno-ova
klasa, a za λ = 0 Yager-ova klasa fazi komplemenata.
5) Za γ ∈ (0,∞) je sa
cγ (a1) =
γ2(1− a1)
a1 + γ2(1− a1) , a1 ∈ [0, 1]
deﬁnisana klasa fazi komplemenata koje imaju rastu¢i generator gγ (a1) =
a1
γ+(1−γ)a1 , a1 ∈ [0, 1] . 2
1.3 Agregacije
U mnogim sistemima zasnovanim na znanju, agregiranje podataka od-
nosno informacija ili njihovih delova je £esto puta potrebno, u cilju dono²e-
nja bitnih zaklju£ka ili odluka. Operatori agregacije se koriste u teorijskoj
matematici i njenim primenama, informatici, inºenjerstvu, ekonomiji itd.
Problem agregacije sastoji se u agregiranju n-torki objekata posmatranog
skupa u jedan objekat iz tog skupa. Operatori agregacije u matemati£kim
modelima su u funkciji redukovanja skupa brojeva na jedinstveni smisleni
broj. U ovom radu, objekti koje razmatramo su fazi skupovi, te operacije
agregacije vi²e fazi skupova kombinuju, na poºeljan na£in, u jedan fazi skup.
Detaljnije o agregacionim funkcijama pogledati na primer Grabish, Marichal,
Mesiar i Pap [13].
Agregacijski operatori se deﬁni²u aksiomatski i obi£no se tuma£e se kao
logi£ki veznici (npr. t−norme i t−konorme) ili kao operatori uop²tene sre-
dine.
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Deﬁnicija 1.3.1 [22] Operacija agregacije je funkcija A :
∞⋃
n=1
[0, 1]n →
[0, 1]n koja poseduje slede¢e karakteristike.
a1) Za sve n ≥ 2, i svaku n-torku (0, 0, . . . , 0) i (1, 1, . . . , 1) validni su
A(0, 0, . . . , 0) = 0 ∧ A(1, 1, . . . , 1) = 1
koji predstavljaju grani£ne uslove.
a2) Preslikavanje A je monotono neopadaju¢e po svim koordinatama, tj. za
sve n ≥ 2 i sve (x1, x2, . . . , xn), (y1, y2, . . . , yn) ∈ [0, 1]n vaºi
∀j ∈ {1, . . . , n}, xj ≤ yj ⇒ A(x1, x2, . . . , xn) ≤ A(y1, y2, . . . , yn).
a3) Funkcija A je idempotentna za n = 1 i svako x ∈ [0, 1] vaºi
A(x) = x.
Funkciji A se mogu dodati jo² neke osobine.
a4) Preslikavanje A je neprekidno.
a5) Preslikavanje A je simetri£no po svim koordinatama, tj. za svako n ≥
2, svaku n-torku (x1, x2, . . . , xn) ∈ [0, 1]n, i za svaku permutaciju q
skupa {1, . . . , n} vaºi
A(x1, x2, . . . , xn) = A(xq(1), xq(2), . . . , xq(n)).
a6) Preslikavanje A je idempotentno, tj. za sve n ≥ 2 i sve n-torke (x, x, . . . , x) ∈
[0, 1]n vaºi
A(x, x, . . . , x) = x.
Osobina a5) je uop²tenje asocijativnosti i komutativnosti binarnih operacija.
Primer 1.3.1 Nave²¢emo neke poznate primere operacija agregacije.
OPERACIJE NA [0, 1] 17
1) WAM(x1, x2, . . . , xn) =
n∑
i=1
winxi ponderisana aritmeti£ka sredina sa
vektorom teºina w = (w1, w2, . . . , wn),
n∑
i=1
wi = 1, wi ∈ [0, 1].
Ponderisana aritmeti£ka sredina je neprekidna, idempotentna, line-
arna, aditivna funkcija agregacije.
2) Kvazi-aritmeti£ka sredina
Mf (x1, x2, . . . , xn) = f
−1
( 1
n
n∑
i=1
f(xi)
)
(gde je f : [0, 1] → [−∞,+∞] neprekidno i striktno monotono presli-
kavanje); specijalno stepena sredina
Mp(x1, x2, . . . , xn) = A =
( 1
n
n∑
i=1
xpi
) 1
p
,
p ∈ (−∞, 0) ∪ (0,+∞). Tako imamo aritmeti£ku sredinu
M1(x1, x2, . . . , xn) =
1
n
(x1 + x2 + · · ·+ xn),
koja je idempotentna, neprekidna i simetri£na operacija agregacije.
Harmonijsku sredinu
M−1(x1, x2, . . . , xn) = H =
{
n
1
x1
+ 1
x2
+···+ 1
xn
, ∀j ∈ {1, . . . , n}, xj 6= 0
0, ∃j ∈ {1, . . . , n}, xj = 0
koja je idempotentna, neprekidna i simetri£na operacija agregacije.
Marginalni £lanovi ovih klasa su:
Geometrijska sredina Mlog x:
M0(x1, x2, . . . , xn) = G = (x1 · x2 · · · · · xn)
1
n
koja je idempotentna, neprekidna i simetri£na operacija agregacije.
Operacija max:
M∞(x1, x2, . . . , xn) = max(x1, x2, . . . , xn)
koja je simetri£na,neprekidna i idempotentna operacija agregacije. Ope-
racija min
M−∞(x1, x2, . . . , xn) = min(x1, x2, . . . , xn)
koja je idempotentna,neprekidna i simetri£na operacija agregacije.
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3) Stepen t-norme Tn i stepen t-konorme Sn, kao i naravno same t-norme
i t-konorme, koje imaju i dodatne osobine, ako ih imaju i same norme.
Simetri£ne su, zbog njihove osobina komutativnosti i asocijativnosti.
Neprekidne triangularne norme i konorme, na primer Archimede-ove
trougaone norme, na taj na£in deﬁni²u neprekidne agregacione funkcije
Teorema 1.3.1 [13] Neka je An : [0, 1]n → R+ monotona funkcija koja
zadovoljava grani£ne uslove, i za koju vaºi
An(x1 + y1, ..., xn + yn) = An(x1, ..., xn) +An(y1, ..., yn), (1.1)
gde je xi, yi, xi + yi ∈ [0, 1] za sve i ∈ {1, ..., n}. Tada je
An(x1, ..., xn) =
n∑
i=1
wixi, (1.2)
gde wi > 0, i ∈ {1, ..., n}.
[13] Dokaz. Posmatrajmo funkciju A(i)(xi) = An(0, ...0, xi, 0, ..., 0) za bilo
koje ﬁksirano i ∈ {1, ..., n}. Tada zbog (1.3)
A(i)(x+ y) = A(i)(x) +A(i)(y), (1.3)
za svako x, y, x+ y ∈ [0, 1]. Ovo je poznata Ko²ijeva funkcionalna jedna£ina,
£ije je re²enje
A(i)(y) = wiy, y ∈ [0, 1],
za neko wi > 0.
An(y1, ..., yn) = An(y1, 0, ..., 0) +An(0, y2, 0, ..., 0) +An(0, ..., 0, yn) =
A(1)(y1) +A
(2)(y2) + ...+A
(n)(yn) = w1y + w2y + ...+ wny =
n∑
i=1
wiyi.
2
Teorema 1.3.2 [13] Neka je An : [0, 1]n → R+ neprekidna funkcija koja
zadovoljava grani£ne uslove, i za koju vaºi
An(max{x1, y1}, ...,max{xn, yn}) = max{An(x1, ..., xn), An(y1, ..., yn)},
(1.4)
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A(i)(A(i)(xi)) = A
(i)(xi), (1.5)
gde A(i)(xi) = An(0, ...0, xi, 0, ..., 0), i ∈ {1, ..., n}. Tada je
An(x1, ..., xn) = max{min{w1, x1}, ...,min{wn, xn}}. (1.6)
za neke wi ∈ [0, 1], i ∈ {1, ..., n}.
Teorema 1.3.3 [13] Neka je preslikavanje An : [0, 1]n → R+ neprekidno i
neka zadovoljava grani£ne uslove, i za koju vaºe
An(min{x1, y1}, ...,min{xn, yn}) = min{An(x1, ..., xn), An(y1, ..., yn)},
(1.7)
A(i)(x · y) = A(i)(x) ·A(i)(y), (1.8)
gde A(i)(xi) = An(1, ...1, xi, 1, ..., 1), i ∈ {1, ..., n}. Tada je
An(x1, ..., xn) = min{xw11 , ..., xwnn }. (1.9)
za neke wi ∈ [0, 1], i ∈ {1, ..., n}.
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Glava 2
Fazi skupovi
2.1 Fazi skupovi
Osnove teorije fazi skupova je postavio Lotf A. Zadeh 1965. godine. Teo-
rija fazi skupova je od samog svog nastanka pronalazila veliku primenu, naj-
vi²e u inºenjerskim naukama, pri £emu se nije zapostavljao i razvoj strogog
matemati£kog aparatainicirala. Fazi skupovi su uop²tenje teorije skupova i
posmatraju se objekti kojima se moºe meriti stepen pripadnosti skupu. Mera
pripadnosti skupu moºe se posmatrati iz slede¢ih aspekata:
(i) Uslovi koji karakteri²u posmatrani pojam ne mogu generisati jedin-
stveni kvantitativni rezultat. Stoga se za takve pojave u sam proces
razmatranja uklju£uje teorija verovatno¢e;
(ii) Intervalna matematika je pogodna u situacijama kada se posmatrane
vrednosti ne mogu precizno odrediti.
(iii) Teorijom fazi skupova se modeluju neodreenosti koje nastaju zbog
nedovoljnih informacija u komunikaciji meu ljudima.
Fazi skupova se koriste pri modeliranju pojmova neizvesnosti koji ne mogu
biti potpuno utvreni teorijom verovatno¢e. Ljudska percepcija je zna£a-
jan faktor koji doprinosi neizvesnosti koju je te²ko kvantiﬁkovati koriste¢i
samo teoriju verovato¢e. Re²avanje kompleksnih problema pronalazi idealnu
potporu u teoriji fazi skupova, jer su dati skupovi dobar okir za modelova-
nje takvih problema. Primena teoriju fazi skupova je smislena kod slede¢ih
scenarija:
21
22
(i) Kada nema dovoljno podataka koji su potrebni za kvantitativnu ana-
lizu;
(ii) Kada su relacija izmeu podataka neodreene ili neprecizne i njihova
procena u velikoj meri zavisi od subjektivne procene onoga ko ekspe-
rimente nad datim podacima i izvodi;
(iii) Kada je znanje koje ekspert poseduje o posmatranom problemu nepot-
puno;
(iv) Kada su neke veli£ine unutar posmatranog problema nejasno deﬁni-
sane;
(v) Kada se uslovi stalno menjaju, te je nemogu¢e stohasti£ki opisati po-
smatranu veli£inu .
Fazi skupovi deﬁni²u da li neki elemenat pripada nekom skupu ili ne, ta-
koe izraºavaju stepen pripadnosti odreenim kvantitativnim veli£inama.
Fazi skup kvantiﬁkuje meru pripadnosti odreenim skupovima koriste¢i fazi
funkciju pripadnosti.
U ovom poglavlju navode se neke osnovne deﬁnicije i svojstva fazi sku-
pova, sa naglaskom na pojmove i njihove karakteristike koji ¢e biti od velike
koristi u nastavku disertacije, dok se vi²e moºe pro£itati u [22], ....
2.1.1 Pojam fazi skupa i osobine
Za razliku od klasi£nog skupa podskup A od zadatog univerzalnog skupa
X, koji je univerzalan skup, koji je odreen karakteristi£nom funkcijom,
χA(x) =
{
1, x ∈ A
0, x 6∈ A ,
koja je mogla uzimati samo vrednosti 0 i 1, fazi skup A je potpuno odreen
funkcijom pripadanja
µA : X → [0, 1].
Glavna razlika izmeu fazi skupa i klasi£nog skupa je u tome da kod fazi
skupa element x ∈ X pripada nekom fazi skupu A sa odreenim stepenom
izmeu 0 i 1. Postoje razna uop²tenja fazi skupova gde su vrednosti funkcije
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µ zatvoreni podintervali intervala [0, 1], fazi skupovi deﬁnisani nad [0, 1], ili
elementi ureenog skupa npr Bulove mreºe, itd.
U primenama naj£e²¢e kori²¢eni fazi skupovi su oni tzv. standardni fazi
skupovi, sa vrednostima funkcije pripadanja u [0, 1]. Od njih se posebno
razmatraju trougaoni i trapezoidni fazi skupovi deﬁnisani nad R.
Primer 2.1.1 Neka je B indeks telesne mase £oveka Body Mass Index,
BMI. Posmatrajmo fazi skupove, zadate odgovaraju¢im funkcijama pripad-
nosti datim kao na slici [33] (formirane na osnovu dve skale BMI)
m(B)
Neuhranjen Idealan
18.5 20.7 26.525
Gojazan Vrlo gojazan
B
1
27.8 31.230
Slika Indeks telesne mase
Razmatramo £etiri fazi skupa : neuhranjen B1, idealan B2, gojazan B3, vrlo
gojazan B4.
Op²tepoznato je da se stepen neodreenosti moºe modelirati i odgovara-
ju¢om verovatno¢om koja je preslikavanje £ije vrednosti se kre¢u u intervalu
[0, 1]. Kako bi se uo£ila glavna razlika u primeni izmeu funkcije pripadnosti
i verovatno¢e, navodimo slede¢i primer koji je izvorno dat od strane Bezdeka
u [6].
Primer 2.1.2 [6] Neka je X skup svih te£nosti. Uo£imo njegov fazi podskup
A : "te£nosti pogodnih za pi¢e". Tako ¢e te£nosti kao ²to je £ista voda imati
vrednost funkcije pripadnosti 1, a npr. vino ¢e imati stepen 0,60, vo¢ni sok
0,80, rakija 0,20, a sona kiselina 0. Zamislimo da imamo situaciju u kojoj
je ºedni putnik u pustinji i da nailazi na dve ﬂa²e sa te£nostima gde na
prvoj ﬂa²i pi²e vrednost funkcije pripadanja µA = 0, 92, a na drugoj ﬂa²i
verovatno¢a da je pitka te£nost 0,92. Koju ﬂa²u bi putnik trebalo da izabere?
Ako je funkcija pripadnosti 0.92 to zna£i da se u ﬂa²i nalazi te£nost izmeu
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vode i soka, ²to je prihvatljivo u velikoj meri. Za razliku od prve ﬂa²e, ako
putnik izabere drugu ﬂa²u moºe da dobije i pitku vodu, ali takoe tako moºe
da dobije i otrov. Najlogi£niji izbor je prva ﬂa²a.
Skup svih fazi skupova deﬁnisanih nad univerzalnim skupom X ozna£a-
vamo sa F(X).
Deﬁnicija 2.1.1 [22]Neka je A fazi skup deﬁnisan nad univerzalnim skupom
X.
1◦) Nosa£ fazi skupa A, je takav klasi£an skup koji sadrºi sve elemente skupa
X koji imaju nenula stepen pripadanja, tj.
suppA = {x ∈ X |A (x) > 0} .
2◦) Jezgro fazi skupa A deﬁnisano je kao
1A = {x ∈ X |A(x) = 1} .
3◦) Visina fazi skupa A je supremum stepena pripadnosti svih elemenata tog
skupa, tj.
h (A) = sup
x∈X
A (x) .
Za fazi skup A se kaºe de je normalan, ako mu je visina 1, a subnormalan
ako je h(A) < 1.
4◦) Nivo skup fazi skupa A, deﬁnisan je sa
Λ (A) = {A (x) |x ∈ X } .
U nastavku ¢e od velikog interesa biti operacije na fazi skupovima koje
na prirodan na£in uop²tavaju operacije sa klasi£nim skupovima. Formule
za operacije sa klasi£nim skupovima koje su iskazane sa karakteristi£nim
funkcijama prirodno se prenose na funkcije pripadnosti. Tako se dobijaju
formule za standardnu uniju, presek i komplement:
(A ∪B)(x) = max(A(x), B(x)),
(A ∩B)(x) = min(A(x), B(x)),
A(x) = 1−A(x).
Vazi ve¢ina osobina kao i kod skupovnih operacija za klasi£ne skupove. Ne
vaºe npr.
A ∪A = X, A ∩A = ∅.
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Uop²tenja pomenutih standardnih operacija fazi skupova su data preko t−norme
T , t−konorme S i fazi komplementa c. Tako imamo
(A ∪B)(x) = S(A(x), B(x)),
(A ∩B)(x) = T (A(x), B(x)),
A(x) = c(A(x)).
Prve dve operacije su komutativne i asocijativne jer su T i S takve. Ako
ºelimo da one zadovoljavaju i neke druge skupovne osobine, T i S moraju
imati odgovarajuce osobine.
Kaºemo da su fazi skupovi A i B jednaki A(x) = B(x) za sve x ∈ X, tj
ako imaju iste funkcije pripadanja.
Za fazi skup B je se kaºe da je podskup fazi skupa A ako je B(x) ≤ A(x)
za proizvoljno x ∈ X.
Vaºan pojam fazi skupova je njihov α-presek. Za fazi podskup A deﬁni-
²emo njegov α-presek, α ∈ [0, 1], kao klasi£an skup
αA = {x ∈ X|A(x) ≥ α},
a strogi α-presek sa
+αA = {x|A(x) > α}.
Teorema 2.1.1 [22]Neka su A,B ∈ F(X). Tada slede¢e osobine vaºe:
(i) α+A ⊆ αA
(ii) α ≤ β ⇒ αA ≥ βA, α+A ≥ β+A;
(iii) α(A
⋂
B) = αA
⋂
αB, α(A
⋃
B) = αA
⋃
αB;
(iv) α+(A
⋂
B) = α+A
⋂
α+B, α+(A
⋃
B) = α+A
⋃
α+B;
(v) α(A) = (1−α)+A,
(vi) α ≤ β ⇒ βA ⊂ αA, β+A ⊂ α+A.
za sve α, β ∈ [0, 1].
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Dokaz. (iii) Za x ∈ α(A⋂B) vaºi (A⋂B)(x) ≥ α tj. min[A(x), B(x)] ≥ α.
To zna£i da je A(x) ≥ α i B(x) ≥ α. Odavde dobijamo da je x ∈ αA⋂ αB.
Time smo pokazali da je α(A
⋂
B) ⊆ αA⋂ αB. Dalje, za x ∈ αA⋂ αB
imamo x ∈ αA i x ∈ αB tj. A(x) ≥ α i B(x) ≥ α. Odakle je x ∈ α(A⋂B).
Pokazali smo i drugu inkluziju αA
⋂
αB ⊆ α(A⋂B).
Svaki fazi podskup se moºe rekonstruisati pomo¢u svojih α-preseka, tj.
preko specijalnih fazi podskupova α αA. Vaºe slede¢e teoreme o dekompozi-
ciji fazi skupa.
Teorema 2.1.2 [22] Za proizvoljan fazi podskup A vaºi:
i) A =
⋃
α∈[0,1]
αA =
⋃
α αA,
ii) A =
⋃
α∈[0,1]
α+A =
⋃
α α+A,
iii) A =
⋃
α∈Λ(A)
αA =
⋃
α αA,
gde je
⋃
standardna unija fazi skupova.
Dokaz. i) Neka je x proizvoljan ﬁksan elemenat iz X. Ozna£imo A(x) =
α0. Tada je
(
⋃
α∈[0,1]
αA)(x) = sup
α∈[0,1]
αA(x) = max( sup
α∈[0,α0]
αA(x), sup
α∈(α0,1]
αA(x)).
Kako je za α ∈ [0, α0] uvek A(x) = α0 ≥ α, to je αA(x) = α, a za α ∈ (α0, 1]
uvek je A(x) = α0 < α, pa je αA(x) = 0, te vaºi
(
⋃
α∈[0,1]
αA)(x) = sup
α∈[0,α0]
α = α0 = A(x).
2
Za fazi podskup A skupa Rn kaºemo da je konveksan ako su svi njegovi
α-preseci, α ∈ (0, 1], konveksni skupovi u klasi£nom smislu. Specijalno, fazi
podskup A od R je konveksan ako i samo ako je
µA(αx1 + (1− α)x2) ≥ min(µA(x1), µA(x2)),
za sve x1, x2 ∈ R i α ∈ [0, 1].
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Mnoge operacije sa realnim brojevima se mogu preneti na fazi skupove
kori²¢enjem tzv. principa ekstenzije. Naime, neka je data funkcija f koja
preslikava klasi£an skup X u klasi£an skup Y . Tada deﬁni²emo funkciju f sa
skupa svih fazi podskupova A od X, tj. skupa svih odgovaraju¢ih funkcija
pripadanja, u skup svih fazi podskupova od Y na slede¢i na£in
[f(A)](y) = sup{µA(x)|x ∈ X, y = f(x)}.
2.1.2 Fazi brojevi i fazi aritmetika
Fazi broj A je specijalni fazi podskup nekog podskupa pro²irenog skupa
realnih brojeva R. Postoje razne deﬁnicije fazi broja, a mi ¢emo ovde po-
smatrati samo fazi brojeve na R u smislu slede¢e deﬁnicije.
Deﬁnicija 2.1.2 [22] Fazi skup A deﬁnisan nad R je fazi broj ako je nor-
malizovan, tj. µA(x) = 1 za neko x ∈ R, svaki njegov α−presek, α ∈ (0, 1],
je zatvoren interval i nosa£ mu je ograni£en skup.
Neka ∗ obeleºava bilo koju od £etiri aritmeti£ke operacije na zatvorenim
intervalima: sabiranje +, oduzimanje -, mnoºenje ·, i deljenje. Onda je,
[a1, a2] ∗ [b1, b2] = {f ∗ g|a1 ≤ f ≤ a2, b1 ≤ g ≤ b2}, (2.1)
op²ta osobina svih aritmeti£kih operacija na zatvorenim intervalima, izuzev
da [a1, a2]/[b1, b2] nije deﬁnisano kad 0 ∈ [b1, b2]. To jest, rezultat aritmeti£ke
operacije na zatvorenim intervalima je opet zatvoren interval.
etiri aritmeti£ke operacije na zatvorenim intervalima su deﬁnisane na
slede¢i na£in:
1. [a1, a2] + [b1, b2] = [a1 + b1, a2 + b2]
2. [a1, a2]− [b1, b2] = [a1 − b2, a2 − b1]
3. [a1, a2] · [b1, b2]
= [min(a1b1, a1b2, a2b1, a2b2),max(a1b1, a1b2, a2b1, a2b2)], i 0 /∈ [b1, b2],
4. [a1, a2]/[b1, b2] = [a1, a2] · [1/b2, 1/b1]
= [min(a1/b1, a1/b2, a2/b1, a2/b2),max(a1/b1, a1/b2, a2/b1, a2/b2)].
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Primetimo da se realan broj r moºe takoe posmatrati kao specijalni
(degenerisani) interval [r,r]. Kad je jedan od intervala u 1-4 degenerisan,
upotrebljavamo specijalne operacije; kad su oba degenerisana, upotreblja-
vamo standardnu aritmetiku realnih brojeva [22].
Aritmeti£ke operacije na zatvorenim intervalima zadovoljavaju neke ko-
risne osobine. Neka su A = [a1, a2], B = [b1, b2], C = [c1, c2], 0 = [0, 0], 1 =
[1, 1]. Koriste¢i ove simbole, osobine su formulisane kao:
o1) A+B = B +A; A ·B = B ·A (komutativnost),
o2) (A+B) +C = A+ (B+C); (A ·B) ·C = A · (B ·C) (asocijativnost),
o3) A = 0 +A = A+ 0; A = 1 ·A = A · 1 (neutralni element)
o4) A · (B + C) ⊆ A ·B +A · C (poddistributivnost).
o5) Ako b · c ≥ 0 za svaki b ∈ B i c ∈ C, onda A · (B +C) = A ·B +A ·C
(distributivnost)
ta vi²e, ako je A = [a, a], onda a · (B + C) = a ·B + a · C.
o6) 0 ∈ A−A i 1 ∈ A/A.
o7) Ako je A ⊆ E i B ⊆ F , onda:
A+B ⊆ E + F,
A−B ⊆ E − F,
A ·B ⊆ E · F,
A/B ⊆ E/F , 0 /∈ B, 0 /∈ F (uklju£enje monotonosti)
Primer 2.1.3 Dokaz osobine poddistributivnosti i distributivnosti. Prvo,
imamo
A · (B + C) = {a · (b+ c)|a ∈ A, b ∈ B, c ∈ C}
= {a · b+ a · c|a ∈ A, b ∈ B, c ∈ C}
⊆ {a · b+ a′ · c|a, a′ ∈ A, b ∈ B, c ∈ C}
= A ·B +A · C.
Dakle, A · (B + C) ⊆ A ·B +A · C.
Sada predpostavimo, bez umanjenja op²tosti, da v1 ≥ 0 i c1 ≥ 0. Tada,
moramo da uzmemo u obzir slede¢a tri slu£aja:
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1. Ako a1 ≥ 0, onda
A · (B + C) = [a1 · (b1 + c1), a2 · (b2 + c2)]
= [a1 · b1, a2 · b2] + [a1 · c1, a2 · c2]
= A ·B +A · C.
2. Ako a1 < 0 i a2 ≤ 0, onda −a2 ≥ 0, (−A) = [−a2,−a1], i (−A)·(B+C) =
(−A) ·B + (−A) · C, pa je A · (B + C) = A ·B +A · C.
3. Ako a1 < 0 i a2 > 0, onda
A · (B + C) = [a1 · (b2 + c2), a2 · (b2 + c2)]
= [a1 · b2, a2 · b2] + [a1 · c2, a2 · c2]
= A ·B +A · C.
Da bi pokazali da distributivnost (ne vaºi uvek), neka je A = [0, 1], B =
[1, 2], C = [−2,−1]. Tada, A · B = [0, 2], A · C = [−2, 0], B + C = [−1, 1], i
A · (B + C) = [−1, 1] ⊂ [−2, 2] = A ·B +A · C.
Fazi aritmetiku moºemo razviti na dva na£ina, preko aritmetike intervala
i koriste¢i princip ekstenzije. Pretpostavimo da su fazi brojevi A i B pred-
stavljeni neprekidnom funkcijom pripadnosti i neka je ∗ bilo koja od £etiri
osnovne aritmeti£ke operacije. Tada, deﬁni²emo fazi skup A∗B nad R, preko
njegovog α-preseka α(A ∗B), kao
α(A ∗B) = αA ∗ αB (2.2)
za bilo koje α ∈ (0, 1] (za ∗ ∈ {+,−, ·, /}, 0 /∈ αB).
U skladu sa teoremom 2.1.2, A ∗B se moºe napisati kao
A ∗B =
⋃
α∈(0,1]
α(A ∗B).
Kako je α(A ∗B) zatvoren interval za svako α ∈ (0, 1] i A,B su fazi brojevi,
A ∗B je takoe fazi broj.
Prema drugoj metodi zasnovanoj na principu ekstenzije, standardne aritme-
ti£ke operacije nad R pro²iruju se na fazi brojeve, pa se A ∗ B nad R moºe
napisati kao
(A ∗B)(c) = sup
c=a∗b
min{A(a), B(b)} (2.3)
za sve c ∈ R.
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Uobi£ajene operacije sa fazi brojevima se mogu deﬁnisati preko principa
ekstenzije na slede¢i na£in:
µA+B(z) = sup
z=x+y
min{µA(x), µB(y)},
µA−B(z) = sup
z=x−y
min{µA(x), µB(y)},
µA·B(z) = sup
z=x·y
min{µA(x), µB(y)},
µA:B(z) = sup
z=x/y
min{µA(x), µB(y)},
Teorema 2.1.3 [22]Neka su A i B neprekidni fazi brojevi. Tada je fazi skup
A ∗B, ∗ ∈ {+,−, ·, /}, takoe fazi broj.
2.2 Fazi rastojanja
2.2.1 Rastojanja
U klasi£nom smislu rastojanja su se naj£e²¢e deﬁnisala pomo¢u funkcija
koja su bila metrike, pseudo-metrike, semi-metrike i sli£nosti, a deﬁnisale su
se na slede¢i na£in.
Deﬁnicija 2.2.1 Ako je X 6= ∅, funkciju d : X2 → R+0 za koju vaºe slede¢e
osobine:
1. ∀x ∈ X, d(x, x) = 0,
2. ∀x, y ∈ X, d(x, y) = d(y, x),
kaºemo da je rastojanje, a uredjeni par (X, d) prostor sa rastojanjem. Ako
vaºi samo osobina 1. u pitanju je kvazi-rastojanje. Ako vaºe i
3. ∀x, y ∈ X, d(x, y) = 0⇒ x = y,
4. ∀x, y, z ∈ X, d(x, z) ≤ d(x, y) + d(y, z),
d je metrika, a uredjeni par (X, d) metri£ki prostor. Ako vaºe samo osobine
1., 2. i 4. za d kaºemo da je pseudo-metrika. Ako vaºe samo osobine 1., 3.
i 4. za d kaºemo da je kvazi-metrika. Ukoliko vaºe 1., 2. i 3. preslikavanje
d nazivamo semi-metrikom. Za semi-metriku kod koje umesto nejednakosti
trougla (osobina 4.) vaºi jedna od nejednakosti:
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4.' ∀x, y, z ∈ X, d(x, z) ≥ T (d(x, y), d(y, z)),
4. ∀x, y, z ∈ X, d(x, z) ≤ S(d(x, y), d(y, z)),
(T je t−norma, a S je t−konorma) kaºemo da je sli£nost.
Neka je S metri£ki prostor, a d funkcija rastojanja. Neka su U i V
podskupovi od S, najkra¢e rastojanje izmeu U i V je deﬁnisano sa
d(U, V ) = inf
x∈U
y∈V
d(x, y).
Hauzdorfovo rastojanje izmeu obi£nih skupova U i V je deﬁnisano na
slede¢i na£in:
L∗(U, V ) = max{L(U, V ), L(V,U)},
gde su T λ i L(U, V ) dati formulama:
T λ = {x ∈ S|(∃y ∈ T ) d(x, y) ≤ λ}
L(U, V ) = inf{λ ∈ R+|Uλ ⊇ V }
Detaljnije o rastojanju izmeu skupova se moºe videti u [35].
2.2.2 Rastojanja izmeu fazi skupova
U skupu svih fazi objekata, deﬁnisanih nad nekim univerzalnim skupom,
moºe se dati pojam rastojanja koje moºe biti metrika ili ne. Sva rastojanja
koja razmatramo su dakle, oblika F × F → I, gde je F skup fazi objekata
deﬁnisanih nad univerzalnim skupom X (razli£iti tipovi fazi skupova, fazi
ta£ke,...), a I je podinterval (pro²irenog) skupa realnih brojeva, skup nene-
gativnih fazi brojeva,... Primene u razli£itim oblastima kao ²to su teorija
slike, prepoznavanje oblika, diktiraju nam kakve osobine ta rastojanja treba
da zadovoljavaju. Naj£e²¢e, ta rastojanja su semimetrike odnosno tzv. pse-
udometrike kod kojih ne vaºi nejednakost trougla. Obi£no je ona zamenjena
nejednako²¢u u kojoj ﬁguri²u t-(ko)norme. U primeni su naj£e²¢e rastojanja
izmeu fazi objekata deﬁnisana samo preko njihovih funkcija pripadanja, a
postoje i deﬁnicije koje kombinuju standardno deﬁnisana rastojanja sa funk-
cijama pripadanja odgovaraju¢ih objekata.
Rastojanje izmeu dva fazi skupa na S se moºe deﬁnisati kao fazi podskup
na R+ na slede¢i na£in:
d¯µ,ν(r) = sup
x,y
d(x,y)=r
[inf(µ(x), ν(y))].
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Na ovaj na£in deﬁnisano rastojanje d¯µ,ν(r) nije uop²tenje najkra¢eg ra-
stojanja izmeu dva obi£na (crisp) skupa, ve¢ predstavlja skup rastojanja
izmeu dva skupa.
Deﬁnicija Hauzdorfovog rastojanja izmeu crisp skupova se uop²tava na
fazi skupove na S. Za proizvoljan fazi podskup τ na S i proizvoljno λ deﬁni-
²emo: τλ(x) = sup {τ(y)|d(x, y) ≤ λ}. Hauzdorfovo rastojanje izmeu dva
fazi skupa µ i ν je
L∗(µ, ν) = max{L(µ, ν), L(ν, µ)},
gde je L(µ, ν) = inf {λ ∈ R+|µλ ≥ ν}.
Fazi podskup ∆µ,ν od R+, deﬁnisan za sve r ∈ R+ sa
∆µ,ν(r) = sup
x,y
d(x,y)≤r
[inf(µ(x), ν(y))],
predstavlja rastojanje izmeu dva fazi skupa µ : S2 → [0, 1] i ν : S2 → [0, 1].
Ova deﬁnicija se od d¯µ,ν(r) razlikuje samo po tome ²to je = zamenjeno
sa ≤ .
Srednje rastojanje izmeu dva fazi podskupa µ i ν od S se deﬁni²e for-
mulom: ∑∑
x,y∈S d(x, y) inf{µ(x), ν(y)}∑∑
x,y∈S inf{µ(x), ν(y)}
.
Ako su parovi najve¢ih vrednosti funkcija pripadanja udaljeni, dato rastoja-
nje je ve¢e nego kada su na manjoj udaljenosti.
U [5] je dato uop²tenje Hauzdorfovog rastojanja izmeu crisp skupova na
fazi skupove. Hauzdorfovo rastojanje izmeu fazi skupova se moºe uop²titi
tako da bude metrika u klasi£nom smislu. Neka su sa τ1, ..., τn deﬁnisani fazi
skupovi na nosa£u S koji se sastoji od kona£nog broja ta£aka u metri£kom
prostoru. Neka svaki fazi podskup ima kona£an broj razli£itih vrednosti
funkcije pripadanja. Sa t1, ..., tm je ozna£en skup svih razli£itih vrednosti
funkcije pripadanja svih fazi podskupova. Neka je sa τi,max ozna£en maksi-
mum funkcije pripadanja fazi skupa τi. Neka svi fazi podskupovi imaju isti
maksimum τmax.
Neka je tk-presek od τi u oznaci Sik, koji nije fazi skup na S. Ta£ka
p pripada skupu Sik akko je ui(p) ≥ tk. Izmeu skupova Sik i Sjk se moºe
izra£unati Hauzdorfovo rastojanje. Ovo rastojanje ¢emo ozna£iti h(Sik, Sjk).
Deﬁni²emo rastojanje izmeu fazi skupova formulom:
H(τi, τj) =
∑m
k=1 tkh(Sik, Sjk)∑m
k=1 tk
.
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H je metrika, jer je h metrika, tk je konstantna za svako k, a imenilac na
desnoj strani ne zavisi od τi i τj .
Problem sa datom deﬁnicijom nastaje kada nemaju svi dati fazi podsku-
povi isti maksimum (funkcije pripadanja nemaju isti maksimum), jer ¢e neki
od α−preseka biti prazan skup. Hauzdorfovo rastojanje se ne moºe deﬁnisati
ako je bar jedan od skupova prazan. Stoga se ne moºe ra£unati Hauzdorfovo
rastojanje izmeu odgovaraju£ih α−preseka data dva fazi podskupa u op²em
slu£aju.
H se moºe deﬁnisati na slede¢i na£in, tako da bude pseudometrika: date
fazi podskupove τ1, ..., τn predeﬁni²emo tako da dobijemo normirane fazi
podskupove. Predeﬁnisanje fazi podskupova vr²imo tako ²to u onim ta£kama
nosa£a u kojima je funkcija pripadanja dostigla maksimum, dati maksimum
zamenimo jedinicom. Na ovaj na£in dobijene fazi podskupove ozna£imo sa
τ ′i . Na novodobijene fazi skupove moºe se primeniti prethodna formula za
ra£unanje rastojanja. Na ovaj na£in deﬁnisano rastojanje nije metrika jer
ne vaºi aksioma separacije, tj. ne vaºi H(τi, τj) = 0 akko τi = τj . Data
osobina nije ispunjena za one fazi skupove koji su jednaki u svim ta£kama
nosa£a, osim u onim ta£kama u kojima funkcija pripadanja dostiºe maksi-
mum. Dva predeﬁnisana fazi skupa τi i τj su jednaka, prvobitni skupovi τi i
τj su razli£iti. Da bi H postala metrika, posmatra se slede¢a funkcija:
e(τi, τj) = ε
∑
q∈S |τi(q)− τj(q)|
|S| ,
gde je ε mala pozitivna konstanta, a |S| broj ta£aka u S. Data funkcija se
ra£una na polaznim fazi skupovima, a ne na modiﬁkovanim. Data funkcija
e je metrika. Krajnji izgled Hauzdorfovog rastojanja izmeu dva fazi skupa
je slede¢i:
H(τi, τj) =
∑m
k=1 tkh(Sik, Sjk)∑m
k=1 tk
+ ε
∑
q∈S |τi(q)− τj(q)|
|S| .
Vrednost ε treba birati tako da odraºava relativnu vaºnost dva izraza u
datom domenu problema. Data formula se moºe deﬁnisati i kada je nosa£
beskona£an skup. Jedino ²to se mora pretpostaviti da je S kompaktan skup i
da su funkcije pripadanja fazi skupova τi neprekidne. Hauzdorfovo rastojanje
se predstavlja u obliku:
H(τi, τj) =
∫ 1
0
µh(Siµ, Sjµ)dµ+ ε
∫
S |τi(s)− τj(s)|ds∫
S ds
.
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U op²tem slu£aju kod predeﬁnisanih fazi podskupova se moºe umesto jedinice
koja se postavlja na mestu maksimuma funkcije pripadanja postaviti neka od
vrednosti iz intervala [tmax, 1], gde je tmax = max{τimax|i ∈ {1, ..., n}}. Ako
se ne uzme vrednost iz datog intervala, H ne bi zadovoljavalo nejednakost
trougla.
U [7] su data rastojanja na slede¢i na£in.
Deﬁnicija 2.2.2 [7] Metrika je pozitivna funkcija d takva da vaºe slede¢e
£etiri osobine:
1. ∀µ ∈ F , d(µ, µ) = 0,
2. ∀(µ, ν) ∈ F2, d(µ, ν) = 0⇒ µ = ν,
3. ∀(µ, ν) ∈ F2, d(µ, ν) = d(ν, µ),
4. ∀(µ, ν, ξ) ∈ F3, d(µ, ν) ≤ d(µ, ξ) + d(ξ, ν).
Pseudometrika je funkcija koja zadovoljava reﬂeksivnost, simetri£nost,
nejednakost trougla. Semi-metrika zadovoljava sve osobine osim nejednakosti
trougla, a Semi-pseudometrika zadovoljava samo reﬂeksivnost i simetri£nost.
Rastojanja se mogu izvesti i iz mera sli£nosti.
Deﬁnicija 2.2.3 [7] Relacija sli£nosti je funkcija s koja uzima vrednosti u
intervalu [0, 1], takva da zadovoljava slede¢e osobine:
1. (∀µ ∈ F)s(µ, µ) = 1,
2. (∀(µ, ν) ∈ F2) s(µ, ν) = s(ν, µ)
3. (∀(µ, ν, ξ) ∈ F3) T (s(µ, ξ), s(ξ, ν)) ≤ s(µ, ν), gde je T t−norma.
Ako za d uzmemo d = 1−s, dobijamo da je d semi-pseudometrika. Ako je T
Luka²ievi£eva t−norma t(a1, a2) = max(0, a1 + a1 − 1), tada d zadovoljava
nejednakost trougla i pseudometrika je. Ako je f aditivni generator, d = f ◦s
je pseudometrika akko je t−norma generisana sa f manja od T . Veoma je
vaºna primena rastojanja u uporeivanju oblika. Stoga, u velikoj meri je
bitno da se rastojanja izvode iz sli£nosti. U obradi slike, posebno u prime-
nama gde se objekti slike uporeuju sa modelima, nejednakost trougla nije
od koristi, po²to argumenti funkcije rastojanja pripadaju razli£itim skupo-
vima. Kod takvih primena, dovoljne su semi-metrike ili semi-pseudometrike.
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Po²to su objekti koje posmatramo fazi skupovi (neprecizno deﬁnisani), sa-
svim je o£ekivano da i rastojanje izmeu njih bude takoe neodreeno, tj.
fazi skup ili fazi broj (konveksan nagore polu-neprekidan fazi skup na R+ sa
ograni£enim nosa£em).
Funkcionalni aspekt se zasniva na Lp normi izmeu µ i ν. Dobijamo
slede¢e generi£ke deﬁnicije:
dp(µ, ν) =
[∫
x∈L
|µ(x)− ν(x)|p
] 1
p
,
d∞(µ, ν) = sup
x∈L
|µ(x)− ν(x)|.
Na ovaj na£in deﬁnisana rastojanja su pseudometrika (dp) i metrika (d∞).
Dato dp ne konvergira ka d∞ kad p teºi beskona£nosti, ve¢ konvergira ka
dEssSup(µ, ν) = inf{k ∈ Rλ : {x, |µ(x) − ν(x)| > k} = 0}, gde je λ Lebe-
gova mera na L. dEssSup je pseudometrika, naziva se esencijalni supremum,
povezana je sa d∞ relacijom dEssSup ≤ d∞.
Jednakost ne vaºi u op²tem neprekidnom slu£aju. U kona£nom diskret-
nom slu£aju date deﬁnicije su u obliku:
dp(µ, ν) =
[∑
x∈L
|µ(x)− ν(x)|p
] 1
p
d∞(µ, ν) = max
x∈L
|µ(x)− ν(x)|.
Data rastojanja su u ovom slu£aju metrike. Pseudometrika se moºe deﬁnisati
preko fazi entropije E(µ) na slede¢i na£in:
d(µ, ν) = |E(µ)− E(ν)|,
gde je E deﬁnisano na slede¢i na£in:
E(µ) = −K
∑
x∈L
[µ(x) log(µ(x) + (1− µ(x)) log(1− µ(x))],
K je konstanta normalizovanja.
Neka je rastojanje deﬁnisano na slede¢i na£in:
d(µ, ν) =
1
L
∑
x∈L
[Dx(µ, ν) +Dx(ν, µ)],
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gde je Dx(µ, ν) = µ(x) log
µ(x)
ν(x) + (1 − µ(x)) log 1−µ(x)1−ν(x) , gde je po konvenciji
0/0 = 1.
Dato rastojanje je pozitivno, simetri£no, ne zadovoljava nejednakost trougla
i jednako je 0 za crisp skupove.
Rastojanje se moºe posmatrati i kao skup funkcija razli£itosti zasnovanih
na uniji i preseku. Osnovna ideja je u tome da ¢e rastojanje izmeu skupova
biti ve¢e ako se skupovi slabo presecaju. Date mere su naj£e²¢e u obliku:
f(A ∩B)
f(A ∩B) + αf(A ∩ B¯)− βf(B ∩ A¯) ,
gde je f(X) kardinalnost od X, a α, β su parametri koji odreuju razli£ite
vrste mera.
Rastojanje izmeu fazi skupova se moºe deﬁnisati i sa
d(µ, ν) = 1−
∑
x∈Lmin[µ(x), ν(x)]∑
x∈Lmax[µ(x), ν(x)]
,
i ono je semi-metrika i uvek je jednako jedinici ako data dva skupa imaju
disjunktne nosa£e.
Za fazi skupove koji su normirani se moºe deﬁnisati semi-metrika:
d(µ, ν) = max
x∈L
min[µ(x), ν(x)].
`
Glava 3
Verovatnosni metri£ki prostori
i uop²tenja
3.1 Verovatnosni metri£ki prostori
Koncept apstraktnog metri£kog prostora, koji je uveo M. Frechet 1906.
godine [11], daje zajedni£ku prezentaciju velikog broja matemati£kih, ﬁzi£kih
i drugih nau£nih konstrukcija u kojima se pojavljuje pojam rastojanja.
Objekti koji se razmatraju mogu biti najrazli£itiji, na primer ta£ke, funkcije,
£ak i subjektivna iskustva senzacija. To otvara mogu¢nost povezivanja ne-
negativnog realnog broja sa svakim ureenim parom elemenata razmatranog
skupa uz odreene uslove.
Meutim, u brojnim slu£ajevima u kojima se primenjuje teorija metri£kih
prostora povezivanje jednog broja sa parom elemenata je, realisti£no govo-
re¢i, preterana idealizacija. To je £ak i u slu£aju obi£nog merenja duºine,
gde je broj koji je predstavlja £esto rezultat ne samo jednog ve¢ prose£na
vrednost vi²e merenja. Zaista, u ovoj i mnogim sli£nim situacijama je pri-
kladno da pogled na koncept rastojanja bude statisti£ki, a ne deterministi£ki.
Ta£nije, umesto povezivanja broj - udaljenost d(p, q), sa svakim parom ele-
menata p, q, treba povezati funkciju raspodele Fpq i, za bilo koju pozitivni
broj x, interpretira Fpq(x) kao verovatno¢u da je rastojanje od p do q manje
od x. Kada se ovo uradi dobija se generalizacija koncepta metri£kog pro-
stora. Generalizaciju koju je prvi put uveo K. Menger 1942. [29] i slede¢i ga,
nazivali su je prvo statisti£kim a kasnije verovatnosnim (probabilisti£kim)
metri£kim prostorom. Istorija verovatnosnih metri£kih prostora je kratka. U
originalnom radu, Menger je dao postulate za funkcije raspodele Fpq. Oni
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su uklju£ivali generalizovanu nejednakost trougla. On je konstruisao teoriju
i ukazao mogu¢e oblasti primene. Godine 1943., ubrzo posle pojave Men-
gerovog rada, A. Wald je objavio rad [46] u kojem je kritikovao Mengerovu
generalizovanu nejednakost trougla i predloºio alternativu. Na osnovu ove
nove nejednakosti Wald je konstruisao teoriju rastojanja sa odreenim pred-
nostima. Godine 1951. Menger je nastavio svoju studiju o verovatnosnim
metri£kim prostorima i u radu [30] posve¢enom rezimeu ranijeg rada, kon-
struisao nekoliko konkretnih primera i dalje razmatrao mogu¢e primene ove
teorije. U ovom radu Menger je prihvatio Waldovu verziju.
Kao ²to je uobi£ajeno, realnu funkciju zovemo funkcija raspodele, ako
je neopadaju¢a, neprekidna sa leve strane, ima inﬁmum 0 i supremum 1.
Koristi¢emo razli£ite simbole za funkciju raspodele. Meutim, u nastavku,
H ¢e uvek ozna£avati speciﬁ£nu funkciju raspodele deﬁnisanu sa
H (x) =
{
0, x ≤ 0
1, x > 0
Takoe, po dogovoru uzimamo da za proizvoljnu funkciju raspodele F, i
svako x > 0, vaºi F (x/0) = 1, dok je F (0/0) = 0. U cilju poreenja navodimo
aksiome obi£nog metri£kog prostora, date originalno od strane Frechet-a
Metri£ki prostor je ureeni par (S, d), gde je S neprazan apstraktan skup
i d je preslikavanje iz S × S u skup realnih brojeva, tj. realan broj d(p, q) je
pridruºen paru (p, q) elemenata iz S. Preslikavanje d po pretpostavci zado-
voljava slede¢e uslove:
i) d(p, q) = 0⇔ p = q (identitet);
ii) d(p, q) ≥ 0 (pozitivnost);
iii) d(p, q) = d(q, p) (simetri£nost);
iv) d(p, r) ≤ d(p, q) + d(q, r) (nejednakost trougla).
Deﬁnicija 3.1.1 [37] Verovatnosni metri£ki prostor je ureen par (S,F),
gde je S neprazan skup (£ije ¢emo elemente s zvati ta£ke) i F je funkcija iz
S×S u skup funkcija raspodele F . Ozna£i¢emo funkciju raspodele F(p, q) sa
Fpq, odakle ¢e simbol Fpq(x) ozna£avati vrednost od Fpq za realni argument
x. Funkcije Fpq po pretpostavci zadovoljavaju slede¢e uslove:
I) Fpq(x) = 1 za sve x > 0 ako i samo ako je p = q;
II) Fpq(0) = 0;
VEROVATNOSNI METRIKI PROSTORI I UOPTENJA 39
III) Fpq = Fqp;
IV) Ako Fpq(x) = 1 i Fqr(y) = 1, onda Fpr(x+ y) = 1.
S obzirom na uslov II), koji o£igledno implicira da Fpq(x) = 0 za sve x < 0,
uslov I) je ekvivalentan tvrenju:
p = q ⇔ Fpq = H.
Svaki metri£ki prostor se moºe smatrati verovatnosnim metri£kim pro-
storom posebne vrste. Treba samo staviti Fpq(x) = H(x − d(p, q)) za svaki
par ta£aka (p, q) iz metri£kog prostora. Osim toga, tuma£enje Fpq(x) kao
verovatno¢e da je udaljenost od p do q manja od x, jasno pokazuje da su
uslovi I), II), i III) generalizacije odgovaraju¢ih uslova i), ii), iii).
Uslov IV) je minimalna generalizacija nejednakosti trougla iv) koja
moºe biti tuma£ena na slede¢i na£in:
Ako je sigurno da je udaljenost izmeu p i q manje od x, i takoe, ako
je sigurno da je udaljenost izmeu q i r manje od y, onda je sigurno i da je
udaljenost izmeu p i r manje od x+ y.
Uslov IV) je uvek zadovoljen u metri£kim prostorima, gde se svodi na
obi£nu nejednakost trougla. Meutim, u onim verovatnosnim metri£kim pro-
storima u kojima jednakost Fpq(x) = 1 nije ispunjena za p 6= q za bilo koji
kona£no x, uslov IV) ¢e biti zadovoljen. Stoga je potrebno da postoje ja£e
verzije generalizovane nejednakosti trougla. Razmotri¢emo dve takve verzije
detaljno. Pre nego ²to to uradimo zgodno je uraditi slede¢e:
Deﬁnicija 3.1.2 [37] Za nejednakost trougla kaºemo da vaºi univerzalno u
verovatnosnom metri£kom prostoru ako i samo ako vaºi za sve trojke ta£aka,
razli£ite ili ne, u tom prostoru.
U njegovoj originalnoj formulaciji [29], Menger je dao kao nejednakost
trougla slede¢u nejednakost
IVm) Fpr (x+ y) ≥ T (Fpq (x) , Fqr (y)) ,
za sve x, y ≥ 0, gde je T funkcija dve promenljive na jedini£nom kvadratu
koja zadovoljava:
(a) 0 ≤ T (a, b) ≤ 1,
(b) a ≤ c, b ≤ d ⇒ T (a, b) ≤ T (c, d)
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(c) T (a, b) = T (b, a),
(d) T (1, 1) = 1,
(e) T (a, 1) > 0, a > 0.
S obzirom na uslov (d), sledi da IVm) sadrºi IV) kao poseban slu£aj. Zbog
prili£no op²te prirode funkcija T, skoro sve ²to se moºe dati kao tuma£enje za
IVm) je tvrenje: Tre¢a strana trougla simetri£no zavisi od na²eg poznavanja
druge dve strane i pove¢ava se, ili bar ne smanjuje, kako se na²e znanje o
ove dve strane pove¢ava.
Meutim, tuma£enje se moºe precizirati biranjem da T bude speciﬁ£na
funkcija. Postoje brojni mogu¢i izbori za T. Ovde navodimo ²est najjedno-
stavnijih:
T1: T (a, b) = Max(a+ b− 1, 0),
T2: T (a, b) = ab,
T3: T (a, b) = Min(a, b),
T4: T (a, b) = Max(a, b),
T5: T (a, b) = a+ b− ab,
T6: T (a, b) = Min(a+ b, 1).
est funkcija su navedene po rastu¢em redosledu rasta snage, gde se kaºe
da je T ′′ ja£e od T ′ (i T ′ slabije od T ′′) ako je
T ′′(a, b) ≥ T ′(a, b),
za sve (a, b) na jedini£nom kvadratu, sa strogom nejednako²¢u za najmanje
jedan par (a, b).
O£igledno, ako IVm) vaºi za bilo koje dato T, on ¢e vaºiti apriori za sve
slabije T ′.
Za T proizvod, IVm) moºe biti interpretirano na slede¢i na£in:
Verovatno¢a da je rastojanje izmeu p i r manje od x+ y nije manja od
zbira verovatno¢a da, nezavisno, udaljenost izmeu p i q jeste manja od x,
a udaljenost izmeu q i r je manja od y.
Kada za T uzmemo T = Min(Max), interpretacija je slede¢a:
Verovatno¢a da je udaljenost izmeu p i r manja od x + y nije manja
od manje od ve¢ih verovatno¢a da je udaljenost izmeu p i q manje od x i
udaljenost izmeu q i r je manje od y. Sli£ne interpretacije se mogu dati
drugim izborima T. Meutim kao ²to pokazuju slede¢e leme, tri funkcije -
T4, T5, T6 su zapravo prejake za ve¢inu namena
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Lema 3.1.1 [37] Ako verovatnosni metri£ki prostor sadrºi bar dve razli£ite
ta£ke, onda IVm) ne moºe univerzalno da vaºi u prostoru sa T = Max i
niºe.
Dokaz. Neka su p i q dve razli£ite ta£ke prostora, a x i y zadovoljavaju
0 < y < x. Pretpostavimo da vaºi IVm univerzalno gde T = Max. Tada,
Fpq(x) ≥Max(Fpq(x− y), Fqq(y)) = 1.
Ali x moºe biti bilo koji pozitivan broj, koji prema uslovu I) zna£i p = q
i protivre£i pretpostavci p 6= q. 2
Lema 3.1.2 [37] Ako verovatnosni metri£ki prostor nije metri£ki prostor, i
ako IVm) vaºi univerzalno u prostoru za neki izbor T koji zadovoljava (a)-
(e), onda je fukcija T sa osobinom da postoji broj a, 0 < a < 1, tako da
T (a, 1) ≤ a.
Dokaz. Ako verovatnosni metri£ki prostor nije metri£ki prostor, onda postoji
barem jedan par p, q (nuºno razli£itih) ta£aka za koje Fpq uzima i neke vred-
nosti osim 0 ili 1. Zbog neprekidnosti sa leve strane i monotonosti Fpq, sledi
da postoji, ne samo jedna ta£ka ve¢ i otvoreni interval (x, y) na kome imamo
0 < Fpq < 1. Pretpostavimo sada da je T (a, 1) = a+ ϕ(a), gde ϕ(a) > 0 za
0 < a < 1. Neka je z proizvoljna ta£ka iz (x, y). Tada je
Fpq(z + t) ≥ T (Fpq(z), Fqq(t)) = T (Fpq(z), 1) = Fpq(z) + ϕ(Fpq(z)).
Tada uzimaju¢i t→ 0+, dobijamo:
Fpq(z+) ≥ Fpq(z) + ϕ(Fpq(z)) > Fpq(z).
Tako imamo da je Fpq prekidna u z, i odavde u proizvoljnoj ta£ki intervala
(x, y). Ali ovo je kontradikcija, po²to neopadaju¢a funkcija moºe biti pre-
kidna samo u prebrojivo mnogo ta£aka i stoga ne i u svakoj ta£ki intervala
(x, y). 2
Lema 3.1.3 Ako IVm) vaºi univerzalno u verovatnosnom metri£kom pro-
storu i ako je T neprekidno, tada, za bilo koje x > 0, vaºi da je
T (Fpq(x), 1) ≤ Fpq(x).
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Dokaz. Neka su p, q i x > 0 dati. Izaberimo y tako da je 0 < y < x. Tada
Fpq(x) ≥ T (Fpq(x− y), Fqq(y)) = T (Fpq(x− y), 1).
Uzimaju¢i y → 0+, dobijamo Fpq(x) ≥ lim
y→0+
T (Fpq(x − y), 1). Ali uz pret-
postavku o neprekidnosti od T,
lim
y→0+
T (Fpq(x− y), 1) = T ( lim
y→0+
Fpq(x− y), 1),
dok iz neprekidnosti sa leve strane od Fpq, sledi
lim
y→0+
Fpq(x− y) = Fpq(x).
Ovim se zavr²ava dokaz. 2
Motivisani ovim lemama, primetimo da tri najslabije funkcije T na na²oj
listi zadovoljavaju uslov T (a, 1) = a, ²to dovodi do toga da se zamene uslovi
(a), (d) i (e) sa uslovom
(a′) T (a, 1) = a, T (0, 0) = 0.
Ova nova situacija implicira da je T ≤Min, ako vaºe nejednakost
T (a, b) ≤ T (a, 1) = a,
T (a, b) = T (b, a) ≤ T (b, 1) = b,
tj. T (a, b) ≤ Min(a, b), odnosno Min postaje najja£e mogu¢e univerzalno
T. Sli£no tome, najslabija mogu¢a funkcija T koja zadovoljava (a'), (b) i (c)
je funkcija data sa
Tw(x, y) =
{
a, x = a, y = 1 ili y = a, x = 1,
0, ina£e
.
Meutim, ne sme se tuma£iti da za funkcijama koje su ja£e od Min ili
slabije od Tw gubi svaki interes; de fakto u vi²e navrata, na¢i ¢emo da vredi
odrediti pod koji uslovima, tj. za koje ta£ke p, q, r i za koje brojeve x, y,
osobina IVm) vaºi, za funkcije T ja£e od Min ili slabije od Tw.
Za razmatrano T dodajemo i uslov asocijativnosti,
(d′) T (T (a, b), c) = T (a, T (b, c)),
²to dozvoljava pro²irenje uslova IVm) na poligonalnu nejednakost.
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Deﬁnicija 3.1.3 [37] Mengerov prostor je verovatnosni metri£ki prostor u
kome vaºi IVm) univerzalno za neki izbor za T koje zadovoljava uslove (a′), (b), (c)
i (d′).
Slede¢a lema pokazuje da, u odreivanju da li je ili ne, neki verovatno-
sni metri£ki prostor Mengerov prostor, samo trojke razli£itih ta£aka treba
proveriti.
Lema 3.1.4 [37] Ako ta£ke p, q, r nisu sve razli£ite, onda IVm) vaºi za
trojku (p, q, r) i bilo koji izbor za T, koje zadovoljava uslove (a'), (b), (c)
i (d').
Dokaz. Dovoljno je razmatrati za T = Min. Ako je p = r, tada Fpr = H i
zaklju£ak je neposredan. Ako p = q 6= r, onda za x, y ≥ 0,
Min (Fpq(x), Fqr (y)) = Min (H (x) , Fqr (y))
≤ Fqr (y) ≤ Fqr (x+ y) = Fpr (x+ y) .
2
Navedimo sada i neke jednostavne, a vaºne primere verovatnosnih me-
tri£kih prostora.
Najjednostavniji metri£ki prostori su ekvidistantni sa metrikom
d (p, q) =
{
a, p 6= q
0, p = q
za neko a.
Shodno tome, verovatnosni metri£ki prostor je ekvidistantni verovatnosni
metri£ki prostor, ako za neku funkciju raspodele G koja zadovoljavauslov
G(0) = 0, je
Fpq (x) =
{
G (x) , p 6= q
H (x) , p = q
gde jeH poznata funkcija raspodele. Iz same deﬁnicije sledi da su zadovoljeni
uslovi I-IV koji deﬁni²u verovatnosni metri£ki prostor.
Teorema 3.1.1 Sredine, medijane itd., verovatnosnog rastojanja u ekvidi-
stantnom verovatnosnom metri£kom prostoru, daju ekvidistantan metri£ki
prostor.
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Dokaz. Svaka od ovih veli£ina je nula kada je p = q i ﬁksni pozitivni broj za
bilo koje p, q kada je p 6= q. 2
Teorema 3.1.2 [37] U ekvidistantnom verovatnosnom metri£kom prostoru
Mengerova nejednakost trougla IVm vaºi za svaku trojku razli£itih ta£aka za
T = Max, i univerzalno za T = Min.
Dokaz. Budu¢i da je funkcija G neopadaju¢a,
G(x+ y) ≥Max(G (x) , G(y)) ≥Min(G(x), G (y))
i
G(x+ y) ≥Min (G (x) , 1)
2
Primer 3.1.1
G (x) =

0, x ≤ 0
x, 0 ≤ x ≤ 1
1, 1 ≤ x.
Za svaku trojku razli£itih ta£aka ovog prostora, IVm vaºi uz T = Min(Sum, 1),
budu¢i da u svim slu£ajevima imamo G(x+ y) ≥Min(G(x) +G(y), 1).
Primer 3.1.2
G (x) =
{
0, x ≤ 0
1− e−x, x ≥ 0.
Za svaku trojku ta£aka u ovom prostoru, IVm vaºi za T = Sum− Product.
To sledi direktno.
Meutim, kako pokazuju Primeri 1 i 2, postoje ekvidistantni verovatnosni
metri£ki prostori u kojima generalizovana nejednakost trougla IVm vaºi i za
ja£e T od Max.
U tom smislu interesantan je i slede¢i primer.
Primer 3.1.3
G (x) =

0, x ≤ 0
a, 0 < x ≤ k
b, k < x ≤ 3k
1, 3k < x,
,
gde 0 < a < b < 1 i k je proizvoljan pozitivan broj. Tada za 0 < x ≤ k,
k < y ≤ 2k, imamo G(x + y) = b = Max(a, b), a odavde IVm ne moºe da
vaºi za svaki izbor T koji je ja£i od Max.
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Klasa verovatnosnih metri£kih prostora, zanimljivija od ekvidistantnih,
moºe se dobiti na slede¢i na£in:
Neka je (S, d) metri£ki prostor i G funkcija raspodele, razli£ita od H,
koja zadovoljava G(0) = 0. Za svaki par ta£aka p, q iz S, deﬁni²emo funkciju
raspodele Fpq na slede¢i na£in:
Fpq (x) =
{
G (x/d (p, q)) , p 6= q
H (x) , p = q
(3.1)
Deﬁnicija 3.1.4 [37] Za verovatnosni metri£ki prostor (S,F) kaºemo da je
prost prostor ako i samo ako postoji metrika d na S i funkcija raspodele G
koja zadovoljava G(0) = 0, tako da, za svaki par ta£aka p, q u S, F(p, q) = Fpq
je dat sa (3.1). Dalje, kaºemo da je (S,F) prost prostor generisan metri£kim
prostorom (S, d) i funkcijom raspodele G.
Teorema 3.1.3 Prost prostor je Mengerov prostor za bilo koji izbor T koje
zadovoljava (a'), (b), (c) i (d').
Dokaz. Dovoljno je pokazati da se IVm vaºi univerzalno za T = Min, jer je
to najja£i mogu¢i izbor od T . Dakle, s obzirom na lemu 3.1.4, moramo samo
da pokaºemo da za razli£ite p, q, r vaºi,
G
(
x+ y
d (p, r)
)
≥Min (G (x/d (p, q)) , G (y/d (q, r))) . (3.2)
Sada, kako je d obi£na metrika,
d(p, r) ≤ d(p, q) + d (q, r) .
x+ y
d (p, r)
≥ x+ y
d (p, q) + d (q, r)
. (3.3)
Nadalje, kako su d(p, q) i d(q, r) pozitivni, imamo
Max (x/d (p, q) , y/d (q, r)) ≥ x+ y
d (p, q) + d (q, r)
≥Min (x/d (p, q) , y/d (q, r)) , (3.4)
gde jednakost vaºi ako i samo ako je x/d(p, q) = y/d(q, r).
Sledi da kombinovanjem (3.3) i desne strane nejednakosti u (3.4) imamo,
x+y
d(p,r) ≥ Min (x/d (p, q) , y/d (q, r)) iz kojeg budu¢i da je G neopadaju¢a,
proizilazi (3.2), ²to kompletira dokaz. 2
46
Posledica 3.1.1 Ekvidistantan metri£ki prostor generi²e ekvidistantan ve-
rovatnosni metri£ki prostor.
Posledica 3.1.2 Ako je G(x) = H(x− 1), generisani verovatnosni metri£ki
prostor se svodi na metri£ki prostor koji ga generi²e.
Dokaz.
Fpq(x) = H(
x
d(p, q)
− 1) = H(x− d(p, q)). (3.5)
2
U ve¢ini prostih prostora T = Max ¢e biti prejako budu¢i da leva strana
nejednakosti (3.4) pokazuje da, za trojku razli£itih ta£aka p, q, r, to ne mora
da vaºi. 2
Kao i u metri£kim prostorima gde je pojam okoline uveden i deﬁnisan
pomo¢u funkcije rastojanja, analogno se to moºe uraditi i u verovatnosnim
metri£kim prostorima. zapravo, to se ovde moºe uraditi na vi²e neekvivalent-
nih na£ina. Mi ¢emo navesti i razmatrati onaj pristup iz kojeg slede osobine
najsli£nije onima u klasi£noj teoriji metri£kih prostora
Deﬁnicija 3.1.5 [37] Neka je p proizvolna ta£ka verovatnosnog metri£kog
prostora (S,F), ε > 0 i 0 < λ < 1. Skup
Np (ε, λ) = {q : Fpq(ε) > 1− λ}
naziva se (ε, λ)−okolina ta£ke p.
Napomena. U prostim prostorima Np (ε, λ) je uobi£ajena otvorena lopta
sa centrom u ta£ki p, s obzirom na metriku koja generi²e taj jednostavan
verovatnosni metri£ki prostor.
Lema 3.1.5 Iz ε1 ≤ ε2 i λ1 ≤ λ2 sledi da je
Np (ε1, λ1) ⊆ Np (ε2, λ2) .
Dokaz. Pretpostavimo q ∈ Np(ε1, λ1) tako da
Fpq (ε1) > 1− λ1.
Onda,
Fpq (ε2) ≥ Fpq (ε1) > 1− λ1 ≥ 1− λ2,
a odavde, po deﬁniciji,
q ∈ Np(ε2, λ2).
2
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Teorema 3.1.4 Ako je (S,F) Mengerov prostor i T je neprekidna funk-
cija, onda je (S,F) Hausdorfov prostor sa topologijom induciranom famili-
jom (ε, λ)−okolina {Np|p ∈ S, ε > 0, λ ∈ (0, 1)}.
Dokaz. Moramo pokazati da su slede¢a £etiri svojstva zadovoljena
A. Za svaki p u S, postoji najmanje jedna okolina, Np od p i svaka okolina
od p sadrºi p.
B. Ako N1p i N
2
p su okoline od p, tada postoji okolina N
3
p takva da
N3p ⊂ N1p ∩N2p .
C. Ako Np je okolina od p, i q ∈ Np, tada postoji okolina od q, Nq, takva
da
Nq ⊂ Np.
D. Ako p 6= q, onda postoje disjunktne okoline, Np i Nq, takve da p ∈ Np
i q ∈ Nq.
Dokaz A. Za svako ε > 0 i svako λ > 0, p ∈ Np(ε, λ) budu¢i da je
Fpp (ε) = 1
za svako ε > 0.
Dokaz B. Neka su
N1p (ε1, λ1) = {q : Fpq(ε1) > 1− λ1}
N2p (ε2, λ2) = {q : Fpq(ε2) > 1− λ2}
date okoline od p, i posmatramo
N3p = {q : Fpq(min(ε1, ε2)) > 1−min(λ1, λ2)}.
Jasno, p ∈ N3p , a odavde zbogMin(ε1, ε2) ≤ ε1 iMin(λ1, λ2) ≤ λ1 , koriste¢i
lemu 3.1.5 sledi:
N3p ⊂ N1p .
Sli£no,
N3p ⊂ N2p ,
odavde
N3p ⊂ N1p ∩N2p .
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Dokaz C. Neka je
Np = {r;Fpr (ε1) > 1− λ1}
data okolina od p. Budu¢i da je q ∈ Np,
Fpq(ε1) > 1− λ1.
Sada, kako je Fpq neprekidna sa leve strane po ε, postoje ε0 < ε1 i λ0 < λ1,
tako da je
Fpq(ε0) > 1− λ0 > 1− λ1.
Neka je Nq = {r : Fqr(ε2) > 1 − λ2}, gde je 0 < ε2 < ε1 − ε0, i λ2 je
izabrano da je
T (1− λ2, 1− λ2) > 1− λ1
takvo λ2 postoji, budu¢i da je T neprekidna, T (a, 1) = a i 1− λ0 > 1− λ1.
Sada se lako proverava da je Nq ⊂ Np.
Dokaz D. Neka p 6= q. Tada postoje x > 0 i a ∈ [0, 1) takvi da je
Fpq(x) = a. Biramo b ∈ (0, 1) takvo da je T (b, b) > a i Np = {r : Fpr(x2 ) > b}
i Nq = {r : Fqr(x2 ) > b}. Iz s ∈ Np ∩ Nq dobija se da je a = Fpq(x) ≥
T (Fps(
x
2 ), Fqs(
x
2 )) ≥ T (b, b) > a, ²to je kontradikcija. 2
Dobro je poznata teorema koja kaºe da je funkcija rastojanja d nepre-
kidna na metri£kom prostoru, ²to zna£i, ako pn → p i qn → q, onda
d (pn, qn)→ d (p, q) .
Dokaz ove teoreme bazira se na nejednakosti trougla. Po²to smo za deﬁ-
nisanje okoline u verovatnosnim metri£kim prostorima prirodno je razmotriti
gore navedeno tvrenje u ovom daleko op²tijem slu£aju.
Poimo od deﬁnicije grani£ne vrednosti niza u topologiji koju smo uveli.
Deﬁnicija 3.1.6 Za niz ta£aka {pn} u verovatnosnom metri£kom prostoru
kaºemo da konvergira ka ta£ki p iz S, i pi²emo
pn → p
ako i samo ako za svako ε > 0 i svako λ > 0, postoji prirodan broj Mε,λ,
takav da pn ∈ Np (ε, λ) , tj. Fpnp (ε) > 1− λ, kada je n > Mε,λ.
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Lema 3.1.6 Ako
pn → p,
onda Fppn → Fpp = H , tj. za svako x, Fppn (x) → Fpp (x) = H (x) , i
obrnuto, tj.
pn → p akko je lim
n→∞Fpnp(x) = 1, za sve x ≥ 0.
Dokaz. (a) Ako je x > 0, onda za svako λ > 0, postoji prirodan broj Mε,λ
takav da Fppn (x) > 1− λ, kada n > Mx,λ.
Ali to zna£i lim
n→∞Fppn (x) = 1 = Fpp (x) .
(b) Ako je x = 0, onda je za sve n,
Fppn (0) = 0
i odatle lim
n→∞Fppn (0) = 0 = Fpp (0) .
Obrnuto sledi direktno. 2
Posledica 3.1.3 Konvergencija je uniformna na svakom zatvorenom inter-
valu [a, b] takvom da je a > 0, tj. Mx,λ je nezavisan od x za sve a ≤ x ≤ b.
Dokaz. Za sve x, a ≤ x ≤ b, vaºi Fppn (x) ≥ Fppn (a) . 2
Teorema 3.1.5 [37] Ako je (S,F) Mengerov prostor i T neprekidna norma,
tada je verovatnosna funkcija rastojanja, F , od dole poluneprekidna funkcija,
tj., za svako ﬁksirano x, ako qn → q i pn → p, onda,
lim inf
n→∞Fpnqn (x) = Fpq(x).
Dokaz. Ako je x = 0, sledi direktno, jer za svako n,
Fpnqn (0) = 0 = Fpq(0).
Pretpostavimo da je x > 0 i  > 0 zadat. Budu¢i da je Fpq neprekidna sa
leve strane u ta£ki x, i  > 0, postoji h, 0 < 2h < x, tako da je
Fpq(x)− Fpq(x− 2h) < ε/3.
Neka je Fpq(x − 2h) = a. Sa obzirom da je T neprekidna, i T (a, 1) = a,
postoji broj t, 0 < t < 1, takav da je
T (a, t) > a− ε/3
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i
T (a− ε/3, t) > a− 2ε/3.
Iz qn → q i pn → p, na osnovu leme 3.1.6 postoji prirodan broj Mh,t da je
Fqqn (h) > t
i
Fppn (h) > t,
za sve n > Mh,t.
Sada je
Fpnqn (x) ≥ T (Fpnq (x− h) , Fqqn (h))
i
Fpnq (x− h) ≥ T (Fpq (x− 2h) , Fppn (h))
Tako, kombinuju¢i ove nejednakosti, imamo
Fpnq (x− h) ≥ T (a, t) > a− ε/3,
a odavde
Fpnqn (x) ≥ T (a− ε/3, t) > a− 2ε/3 > Fpq (x)− ε.
2
Posledica 3.1.4 Neka je p ﬁksirana ta£ka i neka qn → q. Tada je
lim inf
n→∞Fpqn(x) = Fpq(x).
Teorema 3.1.6 [37] Neka je (S,F) Mengerov prostor. Pretpostavimo da je
T neprekidna i barem jednako jaka kao Luka²ievi£eva t−norma ili u skra-
¢enom obliku Max(Sum − 1, 0). Takoe neka qn → q i pn → p, i Fpq je
neprekidna u x. Tada
Fpnqn (x)→ Fpq(x),
tj. funkcija rastojanja F je neprekidna funkcija ta£aka (p, q, x), odnosno niz
funkcija {Fpnqn} konvergira slabo ka Fpq.
Kao ²to smo videli verovatnosni metri£ki prostori, a posebno Mengerovi
prostori imaju puno lepih osobina koje su analogne osobinama metri£kih
prostora. To dopu²ta razvoj i u drugim pravcima, pa i u teoriji nepokretne
ta£ke.
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Neka je (M,d) metri£ki prostor i f : M → M . Ako postoji q ∈ (0, 1)
tako da je
d(fz, fy) ≤ qd(x, y), za svako x, y ∈M,
onda je f q−kontrakcija.
Iz dobro poznate Banahove teoreme o ﬁksnoj ta£ki, sledi da svaka q−kontrakcija
f : M →M na kompletnom metri£kom prostoru (M,d) ima jedinstvenu ﬁk-
snu ta£ku.
V. M. Sehgal i A. T. Bharucha-Reid su 1972. uveli pojam q−kontrakcije
u verovatnosnom metri£kom prostoru (S,F) [39], [40].
Deﬁnicija 3.1.7 [40] Funkcija f : S → S je q−kontrakcija, q ∈ (0, 1), ako
je
Ffp1,fp2(x) ≥ Fp1,p2
(
x
q
)
(3.6)
za svako p1, p2 ∈ S i svako x ∈ R.
Pokaºimo da je (3.6) uop²tenje nejednakosti
d(fp1, fp2) ≤ qd(p1, p2) (3.7)
u metri£kom prostoru (M,d).
Svaki metri£ki prostor (M,d) je i Mengerov prostor (M,F , tmin), gde je
F deﬁnisana sa
Fp1,p2(x) =
{
1 , d(p1, p2) < x
0 , d(p1, p2) ≥ x.
Dokaºimo da iz pretpostavke da za f : M →M vaºi (3.7) sledi i (3.6), tj. za
sve x > 0 iz Fp1,p2
(
x
q
)
= 1 sledi Ffp1,fp2(x) = 1.
Ako je Fp1,p2
(
x
q
)
= 1, mora biti d(p1, p2) < xq , a odatle na osnovu (3.7)
sledi d(fp1, fp2) < q · xq = x, a time i Ffp1,fp2(x) = 1.
Deﬁnicija 3.1.8 [40] Neka je (S,F) verovatnosni metri£ki prostor. Niz
{xn} je Ko²ijev u S ako i samo ako
(∀ε > 0)(∀λ ∈ (0, 1))(∃n0(ε, λ) ∈ N)(∀n ∈ N)(∀p ∈ N)
n ≥ n0(ε, λ)⇒ Fxn+p,xn() > 1− λ.
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Ako svaki Ko²ijev niz {xn} u verovatnosnom metri£kom prostoru (S,F) kon-
vergira u S, tada je taj prostor kompletan.
U [40] je dokazana prva teorema o ﬁksnoj ta£ki u verovatnosnim metri£-
kim prostorima.
Teorema 3.1.7 [40] Neka je (S,F , Tmin) Mengerov prostor koji je komple-
tan i neka je preslikavanje f : S → S q−kontrakcija. Tada za preslikavanje
f postoji jedinstvena ﬁksna ta£ka.
Prirodno, odmah se pojavilo pitanje ²ta se moºe re¢i u slu£aju neke druge
t−norme. Naºalost tada su nam potrebni i neki dodatni uslovi. Da bi naveli
dalje uop²tenje prethodnog rezultata potrebni su nam slede¢i pojmovi.
Neka je x0 proizvoljna ta£ka iz S. Tada skup
O(x0, f) = {fnx0;n ∈ N ∪ {0}}.
zovemo orbita od f u ta£ki x0.
Preslikavanje DO(x0,f) : R→ [0, 1] deﬁnisano sa
DO(x0,f)(x) = sup
s<x
inf
u,v∈O(x0,f)
Fu,v(s),
zovemo dijametar orbite O(x0, f).
Ako je sup
x∈R
DO(x0,f)(x) = 1, kaºemo da je orbita O(x0, f) verovatnosno
ograni£ena.
Orbita O(x0, f) je verovatnosno ograni£ena ako i samo ako DO(x0,f)(x) ∈
∆+, tj. DO(x0,f)(x) je funkcija raspodele verovatno¢a.
Prvo uop²tenje dao je Sherwood.
Teorema 3.1.8 [41] Neka je (S,F , t) kompletan Mengerov prostor, gde je t
neprekidna t−norma i f : S → S q−kontrakcija. Ukoliko je orbita O(x0, f)
verovatnosno ograni£ena za neko x0 ∈ S, tada postoji jedinstvena ﬁksna ta£ka
preslikavanja f .
Dalji razvoj ove teorije moºe se na¢i u [18], [32], [24].
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3.2 Jaki verovatnosni metri£ki prostori
3.2.1 Deﬁnicija i osnovne osobine
U poglavlju 3.1 deﬁnisani su i analizirani verovatnosni metri£ki prostori
koji su dobili i ime slabi verovatnosni (probabilisti£ki) metri£ki prostori. Radi
poreenja, prisetimo se da je sa ∆+ ozna£en skup svih funkcija raspodele
F : R→ [0, 1] (neopadaju¢e, neprekidne sa leve strane sa sup
u∈R
F (u) = 1 tako
da je F (0) = 0).
Deﬁnicija 3.2.1 [37] Ureeni par (S,F), gde je S neprazan skup i F :
S × S → ∆+ je slabi verovatnosni metri£ki prostor (skra¢eno engleski
wPM space) ako su slede¢i uslovi zadovoljeni:
F1) (∀p, q ∈ S) Fp,q = Fq,p;
F2) (∀u ∈ R+) Fp,q(u) = 1⇔ p = q;
F3) (∀p, q, r ∈ S)(∀u, v > 0) Fp,r(u) = 1,Fr,q(v) = 1⇒ Fp,q(u+ v) = 1.
Za Fp,q(u) koristimo F(p, q, u), ili F(p, q;u).
Napomena. O£igledno je da je svaki Mengerov probabilisti£ki metri£ki prop-
stor i slabi verovatnosni metri£ki prostor.
Sada, za svaki p ∈ S deﬁnisa¢emo skup
C(S,F , p) = {{pn} ∈ SN : lim
n→∞Fpn,p(u) = 1,∀u > 0}.
Napomena. Skupovi C(S,F , p), p ∈ S, su neprazni jer za pn = p, n ∈ N,
{pn} ∈ C(S,F , p).
Deﬁnicija 3.2.2 [12] Ureeni par (S,F), je jak probabilisti£ki metri£ki
prostor ako je (S,F) slab probabilisti£ki prostor i ako F zadovoljava uslov
F4) postoji C > 0 tako da vaºi
(∀p, q ∈ S) {pn} ∈ C(S,F , p) ⇒ Fp,q(u) ≥ lim inf
n→∞ Fpn,q(
u
C
), ∀u > 0.
Primer 3.2.1 Svaki Mengerov probabilisti£ki metri£ki prostor (S,F , T ) sa
neprekidnom t−normom T je jaki probabilisti£ki metri£ki prostor.
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Jedino moramo dokazati da je F4) zadovoljeno za neko C > 0. Neka su
p, q ∈ S i {pn} ∈ C(S,F , p). Iz Fp,q(u) ≥ T (Fp,pn(u2 ),Fpn,q(u2 )), za svako
n ∈ N, svako u > 0, i neprekidnosti t−norme T sledi da je
Fp,q(u) ≥ lim inf
n→∞ T (Fp,pn(
u
2
),Fpn,q(
u
2
))
≥ T (1, lim inf
n→∞ Fpn,q(
u
2
)) = lim inf
n→∞ Fpn,q(
u
2
),
za svako u > 0, te je F4) zadovoljeno za C = 2.
Primer 3.2.2 Svaki (Mengerov) probabilisti£ki b−metri£ki prostor je jaki
probabilisti£ki metri£ki prostor.
Podsetimo se da je (Mengerov) probabilisti£ki b−metri£ki prostor [28] ure-
ena £etvorka (S,Fb, T, s), gde je S neprazan skup, Fb je funkcija iz S × S
u ∆+, T je neprekidna t−norma, s ≥ 1 je realan broj, a slede¢i uslovi su
zadovoljeni za sve p, q, r ∈ S.
F b1 ) Fbp,q(u) = 1, for all u > 0 ⇔ p = q;
F b2 ) Fbp,q(u) = Fbq,p(u) za sve u > 0 ;
F b3 ) Fbp,q(s(u+ v)) ≥ T (Fbp,r(u),Fbr,q(v), za sve u, v > 0.
Moramo samo da dokaºemo da Fb zadovoljava uslov F4). Neka p ∈ S i
{pn} ∈ C(S,F , p). Za sve q ∈ S, iz osobine F b3 ), imamo da vaºi
Fbp,q(u) ≥ T (Fbp,pn(
u
2s
),Fbpn,q(
u
2s
)),
za svaki prirodan broj n i svako u > 0.
Stoga, imamo
Fbp,q(u) ≥ T (1, lim infn→∞ F
b
pn,q(
u
2s
)) = lim inf
n→∞ F
b
pn,q(
u
2s
).
Osobina F4) je zadovoljena za C = 2s.
Za s = 1 Mengerov probabilisti£ki b−metri£ki prostor postaje Mengerov
prostor i ponovo sledi da je F4) zadovoljena za C = 2.
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Primer 3.2.3 Neka je S = R+0 . Za sve p, q ∈ S funkcije
F (1)p,q (u) =
{
min{p,q}+u
max{p,q}+u , u > 0
0, u ≤ 0 ,
F (2)p,q (u) =

m
√
pm+qm
2
+u
max{p,q}+u , u > 0
0, u ≤ 0
(m > 0),
su u ∆+ i o£igledno su uslovi F1), F2) i F3) zadovoljeni.
Sada, neka je dat niz {pn} ∈ C(S,F (1), p). To zna£i da je
F (1)pn,p(u)→ 1, n→∞, za sve u > 0, pa je
1−F (1)pn,p(u) =
max{pn, p} −min{pn, p}
max{pn, p}+ u → 0, n→∞, za sve u > 0.
Ali, tada pn → p, n → ∞, u uobi£ajenoj toplogiji na R tako da za bilo koje
q ∈ S
lim
n→∞F
(1)
pn,q(u) = F (1)p,q (u), , ∀u > 0,
i F4) je zadovoljeno za C = 1.
Dokazali smo da je (S,F) jaki probabilisti£ki metri£ki prostor za F =
F (1).
Sli£no, moºe se pokazati da je (S,F) za Fp,q(u) = F (2)p,q (u), u ∈ R, jaki
probabilisti£ki metri£ki prostor.
Napomena. U op²tem slu£aju, u bilo kom netrivijalnom jakom probabilisti£-
kom metri£kom prostoru (S,F), je konstanta C ≥ 1.
Neka su p i q dve razli£ite ta£ke iz S. Niz pn = p, n ∈ N, pripada
C(S,F , p), pa iz F4) sledi da je za proizvoljno k ∈ N i sve u > 0
Fp,q(u) ≥ lim inf
n→∞ Fpn,q(
u
C
) = Fp,q( u
C
) ≥ ...Fp,q( u
Ck
),
odakle se za C < 1 dobija da je p = q ²to je u suprotnosti sa polaznom
pretpostavkom.
Deﬁnicija 3.2.3 [12] Neka je (S,F) jaki probabilisti£ki metri£ki prostor.
Neka je {pn} niz u S i p ∈ S. Kaºemo da {pn} F−konvergira ka p ako je
{pn} ∈ C(S,F , p).
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Teorema 3.2.1 [20] Neka je (S,F) jaki probabilisti£ki metri£ki prostor i
(p, q) ∈ S2. Ako {pn} F−konvergira ka p i {pn} F−konvergira ka q, tada je
p = q.
Dokaz. Neka je {pn} ∈ C(S,F , p) i {pn} ∈ C(S,F , q). Iz osobine F4)
Fp,q(u) ≥ lim inf
n→∞ Fpn,q(
u
C
) = 1, ∀u > 0,
tj. Fp,q(u) = 1, za svako u > 0, odakle sledi, iz osobine F1), da je p = q.
Dakle, granica F−konvergentnog niza je jedinstvena. 2
Deﬁnicija 3.2.4 [20] Neka je (S,F) probabilisti£ki metri£ki prostor. Ka-
ºemo za {pn} da je F−Ko²ijev niz ako vaºi
lim
n,m→∞Fpn,pm(u) = 1, ∀u > 0.
Takoe, kaºemo da je (S,F) F−kompletan probabilisti£ki metri£ki
prostor ako je svaki F−Ko²ijev niz u S, i F−konvergentan.
U daljem radu koristi¢emo i sled¢e pojmove.
Neka je (S,F) verovatnosni metri£ki prostor i neka je f : S → S. Neka
je za bilo koje p0 ∈ S
O(p0; f) ∈ {fnp0 : n ∈ N ∪ {0}},
gde je fn = f ◦ f ◦ ... ◦ f . Skup O(p0; f) je orbita od f u p0.
Neka je DO(p0;f) : R→ [0, 1] (dijametar od O(p0; f))deﬁnisan sa
DO(p0;f)(u) = sup
v<u
inf
p,q∈O(p0;f)
Fp,q(v).
Ako je sup
u∈R
DO(p0;f)(u) = 1, kaºemo da je orbita O(p0; f) probabilisti£ki
ograni£en skup. Stoga, O(p0; f) je probabilisti£ki ograni£ena ako i samo
ako je DO(p0;f) ∈ ∆+, tj. DO(p0;f) je funkcija raspodele verovatno¢e.
3.2.2 Teorija nepokretne ta£ke u jakim verovatnosnim me-
tri£kim prostorima
V. H. Sehgal je uveo pojam kontraktivnkog preslikavanja (B−kontrakcija)
u verovatnosnim metri£kim prostorima [39]. Time je otvoren put za razvoj
teorije nepokretne ta£ke u takvim prostorima.
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Deﬁnicija 3.2.5 [39] Neka je (S,F) verovatnosni metri£ki prostor i neka
je f : S → S. Preslikavanje f je λ−kontrakcija, λ ∈ (0, 1), ako je
Ffp1,fp2(u) ≥ Fp1,p2(
u
λ
),
za sve p1, p2 ∈ S i u > 0.
Sada ¢emo da dokaºemo generalizaciju rezultata iz teorije ﬁksne ta£ke
koju je u Mengerovim verovatnosnim metri£kim prostorima dokazao ervud
[42].
Teorema 3.2.2 [12] Neka je (S,F) F−kompletan jaki verovatnosni me-
tri£ki prostor i f : S → S je λ−kontrakcija. Ako je DO(p0;f) ∈ ∆+,
za neko p0 ∈ S, tada postoji jedinstvena ﬁksna ta£ka p od f i niz {fnp0}
F−konvergira ka p. tavi²e, {fnq} F−konvergira ka p za svako q ∈ X.
Dokaz. Neka je pn = fnp0, n ∈ N. Pokaza¢emo da je {pn} F−Ko²ijev niz.
Za m,n ∈ N, m > n,
Fpn,pm(u) = Ffnp0,fmp0(u) ≥ Ffn−1p0,fm−1p0(
u
λ
) ≥ ... ≥ Fp0,fm−np0(
u
λn
)
≥ DO(p0;f)(
u
λn
)→ 1, n→∞, ∀u > 0.
Stoga, {pn} je F−Ko²ijev niz u S, i po²to je S F−kompletan, sledi da postoji
p ∈ S tako da {pn} F−konvergira ka p. Dokaºimo da je fp = p. Po²to
Ffn+1p0,fp(u) ≥ Ffnp0,p(
u
λ
)→ 1, n→∞, ∀u > 0,
{pn} je F−konvergentan ka fp. Sada iz Teoreme 3.2.1, sledi da je fp = p.
Dokaºimo da je p jedinstvena ﬁksna ta£ka od f Ako pretpostavimo da je
fq = q, za neko q ∈ S, tada je
Fp,q(u) = Ffp,fq(u) ≥ Fp,q(u
λ
) ≥ ... ≥ Fp,q( u
λn
)→ 1, n→∞, ∀u > 0,
te je Fp,q(u) = 1, za svako u > 0, i posledi£no je q = p.
Sada za bilo koje q ∈ X i svako n ∈ N vaºi da je
Ffnq,p(u) = Ffnq,fnp(u) ≥ ... ≥ Fq,p( u
λn
)
te Ffnq,p(u) → 1, n → ∞, za svako u > 0 ²to zna£i da {fnq} takoe
F−konvergira ka p. 2
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Tokom godina, u literaturi se pojavio veliki broj pro²irenja i generalizacija
Banahovog principa kontrakcije. Lj. iri¢ je uveo pojam kvazikontrakcije
kao jedan od najop²tijih tipova kontraktivnog preslikavanja. Dokazao je da
kvazikontrakcija u kompletnom metri£kom prostoru ima jedinstvenu ﬁksnu
ta£ku [9].
Dokazujemo teoremu ﬁksne ta£ke za kvazikontrakcijska preslikavanja u
jakom verovatnosnom metri£kom prostoru. Pre toga deﬁnisa¢emo verovat-
nosnu kvazikontrakciju.
Deﬁnicija 3.2.6 [20] Neka je (S,F) (jaki) verovatnosni metri£ki prostor i
k ∈ (0, 1). Za preslikavanje f : S → S se kaºe da je verovatnosna iri¢eva
kvazikontrakcija ako za svako p, q ∈ S i svako t > 0, vaºi slede¢e:
Ffp,fq(kt) ≥ min{Fp,q(t),Fp,fp(t),Fq,fq(t),Fp,fq(t),Ffp,q(t)}.
Teorema 3.2.3 [20] Neka je (S,F) F−kompletni jaki verovatnosni metri£ki
prostor i neka je f : S → S verovatnosna iri¢eva kvazikontrakcija za neko
k ∈ (0, 1). Ako postoji p0 ∈ S takvo da je DO(p0;f) ∈ ∆+ i Ck < 1, tada
{fnp0} F−konvergira ka jedinstvenoj ﬁksnoj ta£ki ω od f na S.
Dokaz. Neka je n ∈ N. Po²to je f verovatnosna iri¢eva kvazikontrakcija za
sve i, j ∈ N0 i t > 0
Ffn+ip0,fn+jp0(t) ≥ min{Ffn+i−1p0,fn+j−1p0(
t
k
),Ffn+i−1p0,fn+ip0(
t
k
),
Ffn+j−1p0,fn+jp0(
t
k
),Ffn+i−1p0,fn+jp0(
t
k
),Ffn+ip0,fn+j−1p0(
t
k
)}
²to implicira da je
DO(fnp0;f)(t) ≥ DO(fn−1p0;f)(
t
k
) ≥ ... ≥ DO(p0;f)(
t
kn
), ∀t > 0.
Koriste¢i gornju nejednakost, imamo da je
Ffnp0,fn+mp0(t) ≥ DO(fnp0;f)(t) ≥ DO(p0;f)(
t
kn
)
za svako m,n ∈ N. Stoga,
lim
n→∞Ffnp0,fn+mp0(t) = 1,
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za svako t > 0 ²to zna£i da je {fnp0} F−Ko²ijev niz u F−kompletnom
verovatnosnom metri£kom prostoru. Neka {fnp0} F−konvergira ka nekom
ω ∈ S. tavi²e, iz osobine F4) sledi da je
Ffnp0,ω(t) ≥ lim infm→∞ Ffnp0,fn+mp0(
t
C
) ≥ DO(p0;f)(
t
Ckn
)
za sve n ∈ N0 i t > 0. Sada
Ffp0,fω(t) ≥ min{Fp0,ω(
t
k
),Fp0,fp0(
t
k
),Fω,fω( t
k
),Fp0,fω(
t
k
),Ffp0,ω(
t
k
)}
≥ min{DO(p0;f)(
t
Ck
),DO(p0;f)(
t
k
),Fω,fω( t
k
),Fp0,fω(
t
k
)}
Ff2p0,fω(t) ≥ min{DO(p0;f)(
t
Ck2
),DO(p0;f)(
t
k2
),Fω,fω( t
k
),Fp0,fω(
t
k2
)}.
Indukcijom dobijamo
Ffnp0,fω(t) ≥ min{DO(p0;f)(
t
Ckn
),DO(p0;f)(
t
kn
),Fω,fω( t
k
),Fp0,fω(
t
kn
)}
za svako n ∈ N, tako da je
Fω,fω(t) ≥ lim inf
n→∞ Ffnp0,fω(
t
C
) ≥ Fω,fω( t
Ck
) ≥ ... ≥ Fω,fω( t
(Ck)j
),
za svako j ∈ N. Po²to je Ck < 1, imamo Fω,fω(t) = 1, za svako t > 0. Stoga
je ω = fω. Pretpostavimo da je fu = u za neko u ∈ S. Tada
Fu,ω(t) = Ffu,fω(t) ≥ min{Fu,ω( t
k
),Fu,fu( t
k
),Fω,fω( t
k
),Fu,fω( t
k
),Fω,fu( t
k
)}
= Fu,ω( t
k
) ≥ ... ≥ Fu,ω( t
km
)
za svako m ∈ N. Sledi da je Fu,ω(t) = 1, za svako t > 0 te je u = ω, i ω je
jedinstvena ﬁksna ta£ka od f na S. 2
Napomena. Lako je dokazati da, ako je
Ffp,fq(kt) ≥ min{Fp,q(t),Fp,fq(t),Ffp,q(t)}
za svako p, q ∈ S i t > 0, uslov Ck < 1 u Teoremi 3.2.3 se moºe oslabiti sa
k < 1.
Sada, ¢emo predstaviti jednu interesantnu podklasu jakih verovatnosnih
metri£kih prostora.
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Deﬁnicija 3.2.7 [20] Ureeni par (S,F) je m−jaki verovatnosni me-
tri£ki prostor ako F zadovoljava uslove F1), F2), F3) i
F ∗4 ) postoji C > 0 tako da za sve p, q ∈ S,
{pn} ∈ C(S,F , p), {qn} ∈ C(S,F , q) ⇒ Fp,q(t) ≥ lim inf
n→∞ Fpn,qn(
t
C
),
za svako t > 0.
Napomena. Po²to je niz pn = p, za svako n ∈ N, F−konvergira ka p, svaki
m−jaki verovatnosni metri£ki prostor je jaki verovatnosni metri£ki prostor.
Primer 3.2.4 Svaki Mengerov verovatnosni metri£ki prostor (sa neprekid-
nom t−normom T ) je m−jaki verovatnosni metri£ki prostor.
Naime, za {pn} ∈ C(S,F , p) i {qn} ∈ C(S,F , q) u Mengerovom verovatno-
snom metri£kom prostoru je za sve n ∈ N:
Fp,q(t) ≥ T (Fp,pn(
t
2
),Fpn,q(
t
2
)) ≥ T (Fp,pn(
t
2
), T (Fpn,qn(
t
4
),Fqn,q(
t
4
))),
za svako t > 0, te je
Fp,q(t) ≥ T (1, T (lim inf
n→∞ Fpn,qn(
t
4
), 1)) = lim inf
n→∞ Fpn,qn(
t
4
), t > 0,
i za C = 4 uslov F ∗4 ) je zadovoljen.
Primer 3.2.5 Sli£no, moºe se pokazati da je svaki (Mengerov) verovatnosni
b−metri£ki prostor je m−jaki verovatnosni metri£ki prostor.
Primer 3.2.6 Prostori iz Primera 3.2.3 su takoe m−jaki verovatnosni me-
tri£ki prostori.
U ovoj klasi prostora moºe se pokazati slede¢a generalizacija verovatno-
snog principa kontrakcije, koji je ujedno i uop²tenje Teoreme 2.3 iz [18].
Deﬁnicija 3.2.8 [20] Neka je (S,F) PM prostor i f : S → S. Preslikavanje
f je preslikavanje sa kontrakcijskom iteracijom u ta£ki ako je za neko
λ ∈ (0, 1) i svako p ∈ S, postoji n(p) ∈ N tako da za bilo koje q ∈ S i svako
t > 0 vaºi da je
Ffn(p)p,fn(p)q(λt) ≥ Fp,q(t).
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Teorema 3.2.4 [20] Neka je (S,F) F−kompletan m−jaki verovatnosni me-
tri£ki prostori i f : S → S preslikavanje sa kontrakcijskom iteracijom u ta£ki.
Ako za neko p0 ∈ S, DO(p0;f) ∈ ∆+, tada postoji jedinstvena ﬁksna ta£ka u
od f i u = lim
k→∞
fkp0.
Dokaz. Neka je p1 = fn(p0)p0, p2 = fn(p1)p1, ... pk+1 = fn(pk)pk, k ∈ N. Za
svako m, k ∈ N i j = n(pk+m−1) + n(pk+m−2) + · · ·+ n(pk), vaºi
Fpk,pk+m(t) = Ffn(pk−1)pk−1,fj+n(pk−1)pk−1(t) ≥ Fpk−1,fjpk−1(
t
λ
) ≥ . . .
Fp0,fjp0(
t
λk
) ≥ DO(p0;f)(
t
λk
)→ 1, k →∞,
za svako t > 0 pa je {pk} F−Ko²ijev u F−kompletnomm−jakom verovatno-
snom metri£kom prostoru. Neka {pk} F−konvergira ka u ∈ S. Dokazujemo
da je fn(u)u = u. Iz nejednakosti
Ffn(u)u,fn(u)pk(t) ≥ Fu,pk(
t
λ
)→ 1, k →∞,
za svako t > 0, sledi da {fn(u)pk} F−konvergira ka fn(u)u. Sa druge strane
vaºi
Fpk,fn(u)pk(t) ≥ Fpk−1,fn(u)pk−1(
t
λ
) ≥ . . .Fp0,fn(u)p0(
t
λk
) ≥
... ≥ DO(p0;f)(
t
λk
)→ 1, k →∞,
za svako t > 0.
Sada, iz uslova F ∗4 ):
Fu,fn(u)u(t) ≥ lim inf
k→∞
Fpk,fn(u)pk(
t
C
)→ 1, k →∞,
za svako t > 0. Odavde sledi da je u = fn(u)u. Dokaºimo da fn(u)ω = ω, za
neko ω ∈ S, implicira da je ω = u. Po²to je
Fu,ω(t) = Ffn(u)u,fn(u)ω(t) ≥ Fu,ω(
t
λ
) ≥ ... ≥ Fu,ω( t
λk
)
za svako k ∈ N i svako t > 0, imamo da je Fu,ω(t) = 1, za svako t > 0, pa
iz osobine F1) sledi da je u = ω. Dakle, fn(u) ima jedinstvenu ﬁksnu ta£ku.
Sada fu = ffn(u)u = fn(u)fu implicira da je fu = u.
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Na kraju dokaºimo da je u = lim
k→∞
fkp0. Za proizvoljno k ∈ N, k ≥ n(u),
postoje m ∈ N i 0 ≤ r < n(u) takve da je k = m · n(u) + r. Tada, imamo da
je
Ffkp0,u(t) = Ffm·n(u)+rp0,fn(u)u(t) ≥ ... ≥ Ffrp0,u(
t
λm
),
za svako t > 0. Ako k →∞, tada i m→∞ te
Ffkp0,u(t)→ 1, k →∞,
za svako t > 0, i {fkp0} F−konvergira ka u. Dokaz je ovim zavr²en. tavi²e,
lako se proverava da {fkq} F−konvergira ka u za svako q ∈ S. 2
Glava 4
Fazi prostori
4.1 Fazi metri£ki prostori
Kao ²to smo ve¢ rekli 1964. godine Zadeh [51] je uveo pojam rasplinutog
fazi (fuzzy) skupa za koji pripadnost nije odreena samo vrednostima 0 (ne
pripada) i 1 (pripada) nego sa nekim brojem iz intervala [0, 1] koji pokazuje
stepen pripadnosti. Da se podsetimo
Deﬁnicija 4.1.1 Fazi skup, tj. fazi podskup od X je funkcija µA : X → [0, 1]
i ona se poistove¢uje sa skupom A.
Kramosil i Michalek su 1975. godine pro²irili koncept Mengerovih vero-
vatnosnih metri£kih prostora na fazi koncept i time prvi deﬁnisali pojam fazi
metri£kog prostora.
Neka je X proizvoljan skup, a ∗ neprekidna t-norma.
Deﬁnicija 4.1.2 [23] Neka jeM fazi skup na X2×[0,∞) koji za sve x, y, z ∈
X i s, t > 0, zadovoljava slede¢e uslove:
(KM1) M(x, y, 0) = 0;
(KM2) M(x, y, t) = 1, za sve t > 0, ako i samo ako je x = y;
(KM3) M(x, y, t) = M(y, x, t);
63
64
(KM4) M(x, y, t) ∗M(y, z, s) ≤M(x, z, t+ s);
(KM5) M(x, y, ·) : [0,∞)→ [0, 1] je neprekidna sa leve strane.
Tada je (X,M, ∗) fazi metri£ki prostor a (M, ∗) fazi metrika na skupu X.
Napomena Moºe se pokazati da je pod navedenim uslovima M(x, y, ·)
neopadaju¢a funkcija, za proizvoljne x, y ∈ X.
Lako se uo£ava da sa Fx,y(t) = M(x, y, t) svaki fazi metri£ki prostor
postaje uop²tenje Mengerovog verovatnosnog metri£kog prostora, te da su
Mengerovi verovatnosni metri£ki prostori specijalni slu£aj fazi metri£kih pro-
stora. Samim tim i metri£ki prostori (u uobi£ajenom smislu) su fazi metri£ki
prostori.
Fazi metrika ima niz prednosti u odnosu na klasi£nu metriku ²to moti-
vi²e ispitivanje mogu¢nosti njene primene u problemima iz prakse. Naime,
ona po svojoj deﬁniciji uklju£uje i parametar t koji omogu¢ava bolju prila-
godljivost koja je od velike koristi u pobolj²anju performansi. Iz tog razloga
ovaj pristup je vrlo brzo privukao veliku paºnju ne samo nau£nika teoreti-
£ara nego i inºinjera u razli£itim granama tehnike. Izmed.u mnogobrojnih
rezultata, modiﬁkovanih pristupa fazi konceptu, zna£ajno mesto zauzimaju
rezultati koje su objavili Valentin Gregori i Almanzar Sapena sa saradni-
cima [44], [14], [15], [17], [16], [45], a polaze od ne²to izmenjene deﬁnicije fazi
metri£kog prostora, koju su uveli George i Veramani [1], [2], [3].
Topologija, konvergencija nizova, itd. se u fazi metri£kim prostorima deﬁ-
ni²u po analogiji sa tim pojmovima u Mengerovim verovatnosnim metri£kim
prostorima.
Neka je (X,M, ∗) fazi metri£ki prostor. Za x ∈ X, r ∈ (0, 1) i t > 0 skup
B(x, r, t) = {y ∈ X : M(x, y, t) > 1− r}
nazivamo otvorena lopta sa centrom u ta£ki x.
Teorema 4.1.1 [1] Neka je (X,M, ∗) fazi metri£ki prostor. Familija
τ = {A ⊆ X : x ∈ A akko postoje t > 0 i r ∈ (0, 1) takvi da je B(x, r, t) ⊆ A},
je topologija na X.
Napomena. Kako je familija {B(x, 1n , 1n) : n ∈ N} lokalna baza u ta£ki x,
topologija τ zadovoljava I aksiomu prebrojivosti.
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Teorema 4.1.2 [2] Fazi metri£ki prostor (X,M, ∗) sa topologijom τ je Ha-
usdorfov prostor.
Teorema 4.1.3 [2] Neka je (X,M, ∗) fazi metri£ki prostor sa topologijom
τ . Tada {xn} → x akko M(xn, x, t)→ 1, n→∞, za sve t > 0.
Ko²ijevi nizovi se uvode na o£ekivani na£in.
Deﬁnicija 4.1.3 Niz {xn} ∈ XN u fazi metri£kom prostoru (X,M, ∗) je
Ko²ijev ako je lim
n→∞
m→∞
M(xn, xm, t) = 1, za sve t > 0.
Fazi metri£ki prostor u kome je svaki Ko²ijev niz i konvergentan naziva
se kompletan fazi metri£ki prostor.
4.2 Fazi T−metrike i fazi S−metrike
U ovom poglavlju ¢emo se ograni£iti na rastojanja koja su fazi T -metrike i
fazi S-metrike, a skupovi nad kojima se vr²i odreivanje rastojanja su crisp
skupovi.
Deﬁnicija 4.2.1 [34] Fazi S−metri£ki prostor je ureena trojka (X, s, S)
takva da je X neprazan skup, S je neprekidna t-konorma i s je fazi skup na
X ×X × (0,+∞) koji zadovoljava slede¢e uslove za sve x, y, z ∈ X,α, β > 0:
1. s(x, y, α) ∈ [0, 1);
2. s(x, y, α) = 0⇔ x = y;
3. s(x, y, α) = s(y, x, α);
4. S(s(x, y, α), s(y, z, β)) ≥ s(x, z, α+ β);
5. s(x, y,−) : (0,+∞)→ [0, 1] je neprekidna funkcija.
Fazi skup s zovemo fazi S−metrika u odnosu na t−konormu S. Ako umesto
1. vaºi s(x, y, α) ∈ [0, 1], za fazi skup s kaºemo da je fazi S−metrika u ²irem
smislu, a (X, s, S) fazi S−metri£ki prostor u ²irem smislu.
Deﬁnicija 4.2.2 [34] Fazi T−metri£ki prostor je ureena trojka (X, t, T )
takva da je X neprazan skup, T je neprekidna t-norma i t je fazi skup na
X ×X × (0,+∞) koji zadovoljava slede¢e uslove za sve x, y, z ∈ X,α, β > 0:
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1. t(x, y, α) ∈ (0, 1];
2. t(x, y, α) = 1⇔ x = y;
3. t(x, y, α) = t(y, x, α);
4. T (t(x, y, α), t(y, z, β)) ≤ t(x, z, α+ β);
5. t(x, y,−) : (0,+∞)→ [0, 1] je neprekidna funkcija.
Fazi skup t zovemo fazi T−metrika. Ako umesto 1. vaºi t(x, y, α) ∈ [0, 1],
za fazi skup t kaºemo da je fazi T−metrika u ²irem smislu, a (X, t, T ) fazi
T−metri£ki prostor u ²irem smislu.
Deﬁnicija 4.2.3 [34] Fazi S− metrika s (T− metrika t) je stacionarna na
X ako s (t) ne zavisi od α, tj. ako je za sve ﬁksirane x, y ∈ X, funkcija
sx,y(α) = s(x, y, α) = s(x, y) (tx,y(α) = t(x, y, α) == t(x, y)) konstantna.
Teorema 4.2.1 [34] Ako je (X, s, S) fazi S−metri£ki prostor i T t−norma
dualna sa t−konormom S u odnosu na neprekidni i involutivni fazi komple-
ment c, tada je (X, c ◦ s, T ) fazi T−metri£ki prostor.
Ako je (X, t, T ) fazi T−metri£ki prostor i S t−konorma dualna sa nor-
mom T u odnosu na neprekidni i involutivni fazi komplement c, tada je
(X, c ◦ t, S) fazi S−metri£ki prostor.
Dokaz. Primetimo najpre da je c injektivna (bijektivna), a time i striktno
monotona.
1. 0 ≤ s(x, y, α) < 1
⇒ 1 = c(0) ≥ c(s(x, y, α)) > c(1) = 0.
2. x = y ⇔ s(x, y, α) = 0
⇔ c(s(x, y, α)) = c(0) = 1.
3. s(x, y, α) = s(y, x, α)
⇒ c(s(x, y, α)) = c(s(y, x, α)).
4. S(s(x, y, α), s(y, z, β)) ≥ s(x, z, α+ β)
⇒ c(S(s(x, y, α), s(y, z, β))) ≤ c(s(x, z, α+ β))
⇔ T (c(s(x, y, α)), c(s(y, z, β))) ≤ c(s(x, z, α+ β)).
5. c : [0, 1]→ [0, 1] je neprekidna i s(x, y,−) : (0,+∞)→ [0, 1] je nepre-
kidna, pa je i sloºena funkcija c ◦ s(x, y,−) : (0,+∞)→ [0, 1] neprekidna.
Za drugi deo teoreme, dokaz je analogan. 2
Tvrenje vaºi i kada su u pitanju fazi metri£ki prostori u ²irem smislu.
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Primer 4.2.1 Preslikavanje t : R+ × R+ → R deﬁnisano sa t(x, y) =
min{x,y}+K
max{x,y}+K , gde je K > 0, je fazi T -metrika u odnosu na mnoºenje, a
s(x, y) = |x−y|max(x,y)+K je fazi S-metrika u odnosu na algebarski zbir S(x, y) =
1− (1− x)(1− y) = x+ y − xy, je njoj dualna u odnosu na standardni fazi
komplement.
1. x, y ∈ R+,K > 0⇒ 0 < min{x, y}+K ≤ max{x, y}
⇒ 1 ≥ t(x, y) = min{x,y}+Kmax{x,y}+K > 0.
2. t(x, y) = min{x,y}+Kmax{x,y}+K = 1 ⇔ min{x, y} + K = max{x, y} + K ⇔
min{x, y} = max{x, y} ⇔ x = y
3. t(x, y) = min{x,y}+Kmax{x,y}+K =
min{y,x}+K
max{y,x}+K = t(y, x)
4. Imamo ²est slu£ajeva: 1) x ≤ y ≤ z, 2) x ≤ z ≤ y, 3) y ≤ x ≤ z,
4) z ≤ y ≤ x, 5) z ≤ x ≤ y, 6) y ≤ z ≤ x, dovoljno je ispitati
prva tri jer menjanjem mesta x i z, zbog t(x, y) · t(y, z) ≤ t(x, z) ⇔
t(z, y) · t(y, x) ≤ t(z, x) slede ostala tri.
1) t(x, y) · t(y, z) = min{x,y}+Kmax{x,y}+K · min{y,z}+Kmax{y,z}+K = x+Ky+K · y+Kz+K = x+Kz+K =
min{x,z}+K
max{x,z}+K = t(x, z),
2) t(x, y)·t(y, z) = min{x,y}+Kmax{x,y}+K · min{y,z}+Kmax{y,z}+K = x+Ky+K · z+Ky+K ≤ x+Kz+K · z+Kz+K =
min{x,z}+K
max{x,z}+K = t(x, z),
3) t(x, y)·t(y, z) = min{x,y}+Kmax{x,y}+K · min{y,z}+Kmax{y,z}+K = y+Kx+K · y+Kz+K ≤ x+Kx+K ·x+Kz+K =
min{x,z}+K
max{x,z}+K = t(x, z).
5. Po parametru K je t o£igledno neprekidna funkcija.
Primer 4.2.2 Preslikavanje t : R+ × R+ → R deﬁnisano sa t(x, y) =
x+y
2
+K
max{x,y}+K , gde je K > 0, je fazi T -metrika u odnosu na mnoºenje, a
s(x, y) = |x−y|2(max(x,y)+K) je fazi S-metrika u odnosu na algebarski zbir, je njoj
dualna u odnosu na standardni fazi komplement.
1. x, y ∈ R+,K > 0. Bez umanjenja op²tosti, neka je x ≤ y. Tada je
x+ y ≤ y + y = 2y = 2 max{x, y}
⇒ x+y2 ≤ max{x, y}
⇒ 0 < x+y2 +K ≤ max{x, y}+K
⇒ 1 ≥ t(x, y) =
x+y
2
+K
max{x,y}+K > 0.
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2. (⇐) x = y ⇒ t(x, y) =
x+x
2
+K
max{x,x}+K =
x+K
x+K = 1
(⇒) t(x, y) =
x+y
2
+K
max{x,y}+K = 1⇔ x+y2 +K = max{x, y}+K ⇔ x+y =
2 max{x, y} :
x ≥ y ⇒ x+ y = 2x⇒ y = x,
x ≤ y ⇒ x+ y = 2y ⇒ x = y.
3. t(x, y) =
x+y
2
+K
max{x,y}+K =
y+x
2
+K
max{y,x}+K = t(y, x).
4. Ispitajmo slu£ajeve: 1) x ≤ y ≤ z, 2) x ≤ z ≤ y, i 3) y ≤ x ≤ z,
Zbog jednostavnosti ispisivanja uvodimo smene: X = x + K,Y =
y +K,Z = z +K.
1) t(x, y) · t(y, z) = 12 X+YY · 12 Y+ZZ ≤ 12 X+ZZ = t(x, z)
⇔ (X + Y )(Z + Y ) ≤ 2(X + Z)Y
⇔ Y 2 +XY + ZY +XZ ≤ 2XY + 2ZY
⇔ Y 2 − (X + Z)Y +XZ ≤ 0
⇔ (Y −X)(Y − Z) ≤ 0
⇔ >.
Data nejednakost je ta£na jer je: X ≤ Y i Y ≤ Z.
2) t(x, y) · t(y, z) = 12 x+K+y+Ky+K · 12 y+K+z+Ky+K ≤ 12 x+K+z+Kz+K = t(x, z)
⇔ X+YY · Y+ZY ≤ 2X+ZZ
⇔ (Y 2 + (X + Z)Y +XZ)Z ≤ 2(X + Z)Y 2
⇔ (X + Z)ZY +XZ2 ≤ 2XY 2 + ZY 2
⇔ XZY + Z2Y +XZ2 ≤ XY 2 +XY 2 + ZY 2.
Data nejednakost je ta£na jer vaºi:
Z ≤ Y ⇒ XZY ≤ XY 2,
Z ≤ Y ⇒ XZ2 ≤ XY 2,
Z ≤ Y ⇒ Z2Y ≤ ZY 2.
3) t(x, y) · t(y, z) = 12 X+YX · 12 Y+ZZ ≤ 12 X+ZZ = t(x, z)
⇔ (X + Y )(Y + Z) ≤ 2X · (X + Z).
Data nejednakost je ta£na jer je:
Y ≤ X ⇒ X + Y ≤ 2X, Y ≤ X ⇒ Y + Z ≤ X + Z.
5. Po parametru K je t o£igledno neprekidna funkcija.
Primer 4.2.3 Preslikavanje t : R+×R+ → R, p > 0 deﬁnisano sa t(x, y) =
p
√
xp+yp
2
max{x,y} , je fazi T -metrika u odnosu na mnoºenje.
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1. x, y ∈ R+. Bez umanjenja op²tosti, neka je x ≤ y. Tada je xp ≤ yp ⇒
xp + yp ≤ 2yp ⇒ xp+yp2 ≤ yp ⇒ p
√
xp+yp
2 ≤ p
√
yp = y = max{x, y}, odnosno
1 ≥ t(x, y) =
p
√
xp+yp
2
max{x,y} > 0.
2. (⇐) x = y ⇒ t(x, y) =
p
√
xp+xp
2
max{x,x} =
p
√
2xp
2
x = 1.
(⇒) t(x, y) = 1⇒ p
√
xp+yp
2 = max{x, y}
x ≤ y ⇒ p
√
xp+yp
2 = y ⇒ x
p+yp
2 = y
p ⇒ xp = yp (x, y > 0)⇒ x = y,
y ≤ x⇒ p
√
xp+yp
2 = x⇒ x
p+yp
2 = x
p ⇒ yp = xp (x, y > 0)⇒ y = x.
3. t(x, y) =
p
√
xp+yp
2
max{x,y} =
p
√
yp+xp
2
max{y,x} = t(y, x).
4. Ispitajmo slu£ajeve: 1) x ≤ y ≤ z, 2) x ≤ z ≤ y, 3) y ≤ x ≤ z.
1) t(x, y) · t(y, z) =
p
√
xp+yp
2
y ·
p
√
yp+zp
2
z
≤
p
√
xp+zp
2
z = t(x, z)
⇔ (xp + yp)(yp + zp) ≤ 2yp(xp + zp)
⇔ (yp)2 + xpzp ≤ ypxp + ypzp
⇔ 0 ≤ yp(zp − yp)− xp(zp − yp)
⇔ 0 ≤ (yp − xp)(zp − yp)
⇔ >.
2) t(x, y) · t(y, z) =
p
√
xp+yp
2
y ·
p
√
yp+zp
2
y ≤
p
√
xp+zp
2
max{x,z} = t(x, z)
⇔ zp(xp + yp)(yp + zp) ≤ 2(yp)2(xp + zp)
⇔ zpxpyp + xp(zp)2 + (zp)2yp ≤ 2(yp)2xp + (yp)2zp
⇔ 0 ≤ (yp)2xp − xpzpyp + (yp)2xp − xp(zp)2 + (yp)2zp − yp(zp)2
⇔ 0 ≤ ypxp(yp − zp) + xp(yp + zp)(yp − zp) + ypzp(yp − zp)
⇔ 0 ≤ (yp − zp)(2ypxp + xpzp + ypzp)
⇔ >.
3) t(x, y) · t(y, z) =
p
√
xp+yp
2
x ·
p
√
yp+zp
2
z
≤
p
√
xp+zp
2
z = t(x, z)
⇔ (xp + yp)(yp + zp) ≤ 2xp(xp + zp)
⇔ xpyp + (yp)2 + ypzp ≤ 2(xp)2 + xpzp
⇔ 0 ≤ (xp)2 − (yp)2 + (xp)2 − xpyp + xpzp − ypzp
⇔ 0 ≤ (xp − yp)(2xp + yp + zp)
⇔ >.
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5. U pitanju je stacionarna fazi metrika, tj. po parametru α je kon-
stantna funkcija, pa time i neprekidna.
Primer 4.2.4 Ako je (X, d) metri£ki prostor, tada je preslikavanje t : X ×
X × R+ → R deﬁnisano sa
t(x, y, t) =
t
t+ d(x, y)
,
fazi T -metrika u odnosu na mnoºenje i njoj dualna (u odnosu na standardni
fazi komplement) s(x, y, t) = 1− t(x, y, t) = d(x,y)t+d(x,y) fazi S-metrika u odnosu
na algebarski zbir.
Dokaºimo samo 4. osobinu jer se prostale tri dokazuju direktno pomo¢u
osobina standardne metrike.
t(x, y, t1) · t(y, z, t2) = t1t1+d(x,y) ·
t2
t2+d(y,z)
≤ t1+t2t1+t2+d(x,z) = t(x, z, t1 + t2)
⇔ t21t2 +t1t22 +t1t2d(x, z) ≤ t21t2 +t1t22 +t2(t1 +t2)d(x, y)+t1(t1 +t2)d(y, z)+
(t1 + t2)d(x, y)d(y, z)
⇔ t1t2d(x, z) ≤ t1t2(d(x, y)+d(y, z))+t22d(x, y)+t21d(y, z)+(t1+t2)d(x, y)d(y, z)
⇔ >.
Teorema 4.2.2 [34] Neka je s stacionarna fazi S−metrika (u ²irem smislu)
u odnosu na t−konormu S. Ako je S Arhimedova t−konorma i g njoj odgo-
varaju¢i rastu¢i generator, tada je d = g ◦ s standardna metrika.
Dokaz.
1. Kako je g strogo rastu¢a, iz 1 > s(x, y) ≥ 0 sledi
g(1) > d(x, y) = g(s(x, y)) ≥ g(0) = 0. Za fazi S−metriku u ²irem
smislu vaºi g(1) ≥ d(x, y) ≥ 0.
2. Iz striktne monotonosti funkcije g sledi njena injektivnost te je g(a) =
0⇔ a = 0, a zbog uslova 2. fazi metrike, imamo:
d(x, y) = g(s(x, y)) = 0⇔ s(x, y) = 0⇔ x = y.
3. s(x, y) = s(y, x)⇒
d(x, y) = g(s(x, y)) = g(s(y, x)) = d(y, x).
4. Iz uslova 4. deﬁnicije fazi S−metrike s i Teoreme o reprezentaciji
t−konorme S je S(s(x, y), s(y, z)) = g(−1)(g(s(x, y)) + g(s(y, z)) ≥
s(x, z), a kako je g rastu¢i generator imamo
g(g(−1)(g(s(x, y)) + g(s(y, z))) ≥ g(s(x, z)).
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Za g(s(x, y))+g(s(y, z)) ∈ [0, g(1)] je g(s(x, y)) + g(s(y, z))≥ g(s(x, z)),
tj. za d vaºi nejednakost trougla. U slu£aju da je g(s(x, y)) + g(s(y, z))
≥ g(1), a zbog 1 > s(x, z) je g(1) > g(s(x, z)), odnosno vaºi nejedna-
kost trougla.
2
Teorema 4.2.3 [34] Neka je t stacionarna fazi T−metrika (u ²irem smislu)
u odnosu na t−normu i T. Ako je T Arhimedova t−norma i g njoj odgova-
raju¢i opadaju¢i generator, tada je d = g ◦ t standardna metrika.
Dokaz.
1. Kako je g strogo opadaju¢a, iz 1 ≥ t(x, y) > 0 sledi
0 = g(1) ≤ d(x, y) = g(t(x, y)) < g(0). Za fazi T−metriku u ²irem
smislu vaºi 0 ≤ d(x, y) ≤ g(0).
2. Iz striktne monotonosti funkcije g sledi njena injektivnost te je g(a) =
0⇔ a = 1, a zbog uslova 2. fazi metrike, imamo:
d(x, y) = g(t(x, y)) = 0⇔ t(x, y) = 1⇔ x = y.
3. t(x, y) = t(y, x)⇒
d(x, y) = g(t(x, y)) = g(t(y, x)) = d(y, x).
4. Iz uslova 4. deﬁnicije fazi T−metrike t i Teoreme o reprezentaciji
t−norme T je T (t(x, y), t(y, z)) = g(−1)(g(t(x, y))+g(t(y, z)) ≤ t(x, z),
a kako je g opadaju¢i generator imamo
g(g(−1)(g(t(x, y)) + g(t(y, z))) ≥ g(t(x, z)).
Za g(t(x, y))+g(t(y, z)) ∈ [0, g(0)] je g(t(x, y)) + g(t(y, z))≥ g(t(x, z)),
tj. za d vaºi nejednakost trougla. U slu£aju da je g(t(x, y))+g(t(y, z)) >
g(0), a zbog 0 < t(x, z) je g(0) > g(t(x, z)), odnosno vaºi nejednakost
trougla.
2
Teorema 4.2.4 Ako su s1 : X × X × (0,+∞) → [0, 1) i s2 : X × X ×
(0,+∞)→ [0, 1) fazi S−metrike, u odnosu striktnu triangularnu konorm S,
tada je i preslikavanje σ(s1, s2) : X ×X × (0,+∞)→ R deﬁnisano sa
σ(s1, s2)(x, y, α) = S(s1(x, y, α), s2(x, y, α))
fazi S−metrika u odnosu na konormu S. Ako S nije striktna, onda je
σ(s1, s2) fazi S−metrika u ²irem smislu.
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Dokaz.
1. Iz osobine 1. za s1 i s2 je s1(x, y, α), s2(x, y, α) ∈ [0, 1], pa kako je S
t−konorma sledi
S(s1(x, y, α), s2(x, y, α)) ∈ [0, 1].
Ako je S striktna, onda iz s1(x, y, α), s2(x, y, α) ∈ [0, 1) iz Remark
1.1.10, sledi S(s1(x, y, α), s2(x, y, α)) ∈ [0, 1).
2. Iz osobine S(a1, a2) = 0 ⇔ a1 = a2 = 0, iznete u Remark 1.1.9, sledi
S(s1(x, y, α), s2(x, y, α)) = 0⇔ s1(x, y, α) = s2(x, y, α) = 0⇔ x = y.
3. Triangularna konorma S je dobro deﬁnisana, te vaºi
s1(x, y, α) = s1(y, x, α) ∧ s2(x, y, α) = s2(y, x, α)
⇒ S(s1(x, y, α), s2(x, y, α))
= S(s1(y, x, α), s2(y, x, α)).
4. Zbog jednostavnijeg zapisa, uvodimo oznake:
a1 = s1(x, y, α), a2 = s2(x, y, α), b1 = s1(y, z, β), b2 = s2(y, z, β), c1 =
s1(x, z, α+ β), c2 = s2(x, z, α+ β).
Iz aksiome 4. metrika s1 i s2 imamo
S(a1, b1) ≤ c1, S(a2, b2) ≤ c2,
pa zbog monotonosti po koordinatama sledi:
S(S(a1, b1), S(a2, b2)) ≤ S(c1, c2). (4.1)
Iz asocijativnosti i komutativnosti od S imamo
S(S(a1, b1), S(a2, b2)) = S(a1, S(b1, S(a2, b2))) =
S(a1, S(S(b1, a2), b2)) = S(a1, S(S(a2, b1), b2)) =
S(a1, S(a2, S(b1, b2))) = S(S(a1, a2), S(b1, b2)), pa zbog (4.1) vaºi
S(S(a1, a2), S(b1, b2)) ≤ S(c1, c2).
5. Funkcije s1(x, y,−) i s2(x, y,−) kao i t−konorma S su neprekidne, pa
je i σ(s1(x, y,−), s2(x, y,−)) neprekidna funkcija.
2
Teorema 4.2.5 [34] Ako su t1 : X ×X × (0,+∞)→ (0, 1] i t2 : X ×X ×
(0,+∞) → (0, 1] fazi T−metrike u odnosu na striktnu triangularnu normu
T , tada je i preslikavanje τ(t1, t2) : X ×X × (0,+∞)→ R deﬁnisano sa
τ(t1, t2)(x, y, α) = T (t1(x, y, α), t2(x, y, α))
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fazi T−metrika u odnosu na normu T . Ako T nije striktna, onda je τ(t1, t2)
fazi T−metrika u ²irem smislu.
Teorema 4.2.6 Ako su ti : Xi × Xi → (0, 1] fazi T−metrike u odnosu na
striktnu triangularnu normu T , tada je t : X2 → [0, 1], X = X1 × · · · ×Xn
data sa
t(x, y) = Tn−1(t1(x1, y1), t2(x2, y2), ..., tn(xn, yn)),
x = (x1, ..., xn), y = (y1, ..., yn),
fazi T−metrika u odnosu na triangularnu normu T . Ako T nije striktna,
onda je t fazi T−metrika u ²irem smislu.
Dokaz. 1. ti(xi, yi) ∈ (0, 1]
⇒ t(x, y) = Tn−1(t1(x1, y1), ..., tn(xn, yn)) ∈ [0, 1].
Ako je T striktna triangularna norma, onda je i Tn−1 striktno monotona
funkcija, pa iz ti(xi, yi) ∈ (0, 1], na osnovu Remark 1.1.5 sledi
t(x, y) = Tn−1(t1(x1, y1), ..., tn(xn, yn)) ∈ (0, 1].
2. Iz Remark 1.1.4 je
t(x, y) = Tn−1(t1(x1, y1), ..., tn(xn, yn)) = 1
⇔ (∀i ∈ {1, . . . , n}) ti(xi, yi) = 1
⇔ (∀i ∈ {1, . . . , n}) xi = yi ⇔ x = y.
3. t(x, y) = Tn−1(t1(x1, y1), ..., tn(xn, yn))
= Tn−1(t1(y1, x1), ..., tn(yn, xn)) = t(y, x).
4. Iz 4. aksiome za fazi T−metrike ti je
T (ti(xi, yi), ti(yi, zi)) ≤ ti(xi, zi), i ∈ {1, ..., n}, pa je
T (t(x, y), t(y, z))
= T (Tn−1(t1(x1, y1), ..., tn(xn, yn)),
Tn−1(t1(y1, z1), ..., tn(yn, zn)))
= T 2n−1(t1(x1, y1), ..., tn(xn, yn),
t1(y1, z1), ..., tn(yn, zn))
= T 2n−1(t1(x1, y1), t1(y1, z1), ...,
tn(xn, yn), tn(yn, zn))
= Tn−1(T (t1(x1, y1), t1(y1, z1)), ...,
T (tn(xn, yn)), tn(yn, zn))
≤ Tn−1(t1(x1, z1)), ..., tn(xn, zn)) = t(x, z).
5. Po²to su fazi T−metrike, kao konstantne funkcije po parametru α
neprekidne i T je neprekidna t−norma, onda je i njihova kompozicija nepre-
kidna funkcija.
2
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Teorema 4.2.7 Ako su si : Xi × Xi → [0, 1) fazi S−metrike u odnosu na
striktnu triangularnu konormu S, tada je s : X2 → [0, 1], X = X1×· · ·×Xn
data sa
s(x, y) = Sn−1(s1(x1, y1), s2(x2, y2), ..., sn(xn, yn)),
x = (x1, ..., xn), y = (y1, ..., yn),
fazi S−metrika u odnosu na triangularnu konormu S. Ako S nije striktna,
onda je s fazi S−metrika u ²irem smislu.
Dokaz. 1. si(xi, yi) ∈ [0, 1)
⇒ s(x, y) = Sn−1(s1(x1, y1), ..., sn(xn, yn)) ∈ [0, 1].
Ako je S striktna triangularna konorma, onda je i Sn−1 striktno mono-
tona funkcija, pa iz si(xi, yi) ∈ [0, 1), sledi
s(x, y) = Sn−1(s1(x1, y1), ..., sn(xn, yn)) ∈ [0, 1).
2. s(x, y) = Sn−1(s1(x1, y1), ..., sn(xn, yn)) = 0
⇔ (∀i ∈ {1, . . . , n}) si(xi, yi) = 0
⇔ (∀i ∈ {1, . . . , n}) xi = yi
⇔ x = y.
3. s(x, y) = Sn−1(s1(x1, y1), ..., sn(xn, yn))
= Sn−1(s1(y1, x1), ..., sn(yn, xn))
= s(y, x).
4. Iz 4. aksiome za fazi S−metrike si je
S(si(xi, yi), si(yi, zi)) ≥ si(xi, zi), i ∈ {1, ..., n}, pa je
S(s(x, y), s(y, z))
= S(Sn−1(s1(x1, y1), ..., sn(xn, yn)),
Sn−1(s1(y1, z1), ..., sn(yn, zn)))
= S2n−1(s1(x1, y1), ..., sn(xn, yn),
s1(y1, z1), ..., sn(yn, zn))
= S2n−1(s1(x1, y1), s1(y1, z1), ...,
sn(xn, yn), sn(yn, zn))
= Sn−1(S(s1(x1, y1), s1(y1, z1)),
..., S(sn(xn, yn)), sn(yn, zn))
≥ Sn−1(s1(x1, z1)), ..., sn(xn, zn))
= s(x, z).
5. Po²to su fazi S−metrike, kao konstantne funkcije po parametru α ne-
prekidne i S je neprekidna triangularna norma, onda je i njihova kompozicija
neprekidna funkcija. 2
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Primer 4.2.5 Ako su ti : Xi × Xi → (0, 1] fazi T−metrike u odnosu na
proizvod, tada je t : X2 → (0, 1], X = X1 × · · · ×Xn dato sa
t(x, y) =
n∏
i=1
ti(xi, yi), x = (x1, ..., xn), y = (y1, ..., yn),
fazi T−metrika u odnosu na proizvod.
4.3 Prostori sa fazi rastojanjem
Sada²nja istraºivanja pokazuju da fazi metrike imaju mogu¢nost primene
u razli£itim oblastima tehnike. Specijalno, u postupku fultriranja slike one
daju bolje rezultate od neke uobi£ajene klasi£ne metrike.
Naºalost, kori²¢enje fazi metrika u inºenjerskim metodama ozbiljno je
ograni£eno relativno malim brojem fazi metrika koje su do danas poznate u
literaturi.
Kao ²to smo u prethodnom poglavlju videli, nije ba² uvek jednostavno
pokazati da za neku funkciju postoji neka neprekidna t-norma sa kojom ona
postaje fazi metrika. To je razlog za dalje izu£avanje i ²irenje teorije fazi
metri£kih prostora uop²te, kao i specijalno, razlog, motivacija, za ova na²a
istraºivanja.
Svaki specijalan tip verovatnosnog metri£kog prostora (X,F) nastao ne-
kom promenom uslova na F saM(x, y, t) = Fx,y(t) vodi do novog specijalnog
tipa fazi metri£kog prostora (X,M).
Neka je (X,F) jaki verovatnosni metri£ki prostor i neka je
M(x, y, t) = Fx,y(t), x, y ∈ X, t ∈ R.
Iz deﬁnicije prostora (X,F) sledi da funkcija M ima slede¢e osobine:
(M1) M(x, y, 0) = 0 za sve x, y ∈ X;
(M2) M(x, y, t) = M(y, x, t) za sve x, y ∈ X i sve t > 0;
(M3) M(x, y, t) = 1, za sve t > 0 ako i samo ako je x = y;
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(M4) Postoji C > 0 tako da za svaki niz {xn} ⊂ X za koji je lim
n→∞M(xn, x, t) = 1,
za sve t > 0 i sve y ∈ X vaºi da je
M(x, y, t) > lim inf
n→∞ M
(
xn, y,
t
C
)
za sve t > 0;
(M5) Funkcija M(x, y, ·) : R+0 → [0, 1] je neopadaju¢a i neprekidna sa leve
strane;
(M6) lim
t→∞M(x, y, t) = 1 za sve x, y ∈ X;
(M7) Iz M(x, y, t) = 1 i M(y, z, s) = 1 sledi da je i M(x, z, s+ t) = 1.
Ovaj spisak osobina funkcijeM pomo¢i ¢e nam da uvedemo pojam slabog
fazi metri£kog prostora.
Deﬁnicija 4.3.1 Ako je X neprazan skup i M : X2 × [0,∞) → [0, 1] fazi
skup sa osobinama (M1)-(M6), onda par (X,M) zovemo slabi fazi metri£ki
prostor a funkciju M fazi rastojanje na skupu X.
Napomena 4.3.1 Podsetimo se da je u prvobitnoj deﬁniciji fazi metri£kog
prostora Kramosila i Michaleka takoe bio uslov (M6) , da je kasnije nestao
iz deﬁnicije, ali da se danas pojavljuje u tvrenjima kao dodatni uslov na
prostor.
Napomena 4.3.2 Za fazi rastojanje M ne zahtevamo da zadovoljava uslov
(M7) iz jednostavnog razloga ²to je to vrlo £esto tautologija kao ²to je to
slu£aj i u primerima koje ¢emo koristiti u radu.
Teorema 4.3.1 ([26]) Svaki fazi metri£ki prostor (X,M, ∗) u smislu Kra-
mosil Michalek u kome je lim
t→∞M(x, y, t) = 1 za sve x, y ∈ X, je slabi fazi
metri£ki prostor.
Dokaz. Treba samo proveriti osobinu (M4).
Neka su x, y ∈ X i neka je lim
t→∞M(xn, x, t) = 1, za neki niz {xn} u X.
Iz nejednakosti
M(x, y, t) >M
(
x, xn,
t
2
)
∗M
(
xn, y,
t
2
)
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i neprekidnosti t-norme ∗ sledi da je
M(x, y, t) > lim inf
n→∞ M
(
xn, y,
t
2
)
, za sve t > 0,
²to zna£i da je za C = 2 ispunjen uslov (M4). Dakle, (X,M, ∗) je slabi fazi
metri£ki prostor, a M fazi rastojanje na X. Moºe se takoe pokazati da je
u netrivijalnim slu£ajevima uvek C > 1. 2
Prema tome fazi rastojanje je generalizovana fazi metrika, a slabi fazi
metri£ki prostor je generalizovani fazi metri£ki prostor.
Primer 4.3.1 Prostor (R+0 ,M) sa funkcijom
M(x, y, t) =
{
min{x,y}+t
max{x,y}+t t > 0
0 t 6 0,
je slabi fazi metri£ki prostor.
U poglavlju (3.2 ) smo proverili da funkcijaM zadovoljava uslov (M4) i time
direktno pokazali da jeM fazi rastojanje. Naravno, to smo mogli dobiti i kao
posledicu prethodne teoreme, jer je (R+0 ,M, t) za t(a, b) = a · b fazi metri£ki
prostor, a (M, t) fazi metrika na R+0 .
Primer 4.3.2 Za X = R+0 funkcija
Mp(x, y, t) =

p
√
xp+yp
2
+t
max{x,y}+t t > 0
0 t 6 0,
za p > 0 je fazi rastojanje.
Poznato je da je za p = 1 to jedna fazi metrika sa t-normom t(a, b) = a · b,
dok je u ostalim slu£ajevima pitanje otvoreno.
Pokaºimo da je Mp, za p = 2, fazi rastojanje.
Neka su x, y ∈ R i neka je niz {xn} ⊆ R+0 takav da je limn→∞M2(xn, x, t) = 1.
To zna£i da
1−M2(xn, x, t) =
max{xn, x} −
√
x2n+x
2
2
max{xn, x}+ t → 0, n→∞.
Za 0 6 xn < x
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1−M2(xn, x, t) = (x− xn)(x+ xn)
2(x+ t)(x+
√
x2n+x
2
2 )
> (x− xn)x
2(x+ t) · 2x = const·(x−xn) > 0,
²to po teoremi o uklje²tenim nizovima povla£i da xn → x, n → ∞ i u uobi-
£ajenoj topologiji na R.
Za 0 < x 6 xn
1−M2(xn, x, t) = (xn − x)(xn + x)
2(xn + t)(xn +
√
x2n+x
2
2 )
→ 0, n→∞.
To pre svega zna£i da niz {xn} mora biti ograni£en i sa gornje strane. Neka
je, recimo, xn 6 K, za sve n ∈ N. Tada je
1−M2(xn, x, t) > (xn − x) · 2x
2(K + t)(K +
√
K2+x2
2 )
= (xn − x) · const > 0
te ponovo zaklju£ujemo da xn → x, n→∞ i u uobi£ajenoj topologiji na R.
Za 0 = x < xn
1−M2(xn, x, t) = xn · (
√
2− 1)√
2(xn + t)
→ 0, n→∞.
Iz toga prvo sledi da je niz {xn} ograni£en i sa gornje strane, tj. da postoji
K > 0 takvo da je xn 6 K, za sve n ∈ N.
Sada iz
1−M2(xn, x, t) = (
√
2− 1) · xn√
2(xn + t)
> (
√
2− 1) · xn√
2(K + t)
= const · xn
sledi da xn → 0 = x i u uobi£ajenoj topologiji.
I kona£no moºemo zaklju£iti da je
M2(x, y, t) = lim
n→∞M2(xn, y, t), za svako t > 0,
te da je i uslov (M4) zadovoljen i to za C = 1.
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Sli£no se dokazuje da jeMp, za sve p ∈ N ili p = 1
n
, n ∈ N, fazi rastojanje.
Na prostoru (X,M) uve²¢emo topologiju M−konveregencije.
Deﬁnicija 4.3.2 Neka je (X,M) slabi fazi metri£ki prostor. Niz {xn} iz X
M-konvergira ka x ∈ X ako je lim
n→∞M(xn, x, t) = 1, za sve t > 0. Pi²emo
{xn} M−→ x.
Teorema 4.3.2 ([26]) Iz {xn} M−→ x i {xn} M−→ y sledi da je x = y.
Dokaz. Iz osobine (M4) sledi da postoji C > 0 takvo da je
M(x, y, t) > lim inf
n→∞ M
(
xn, y,
t
C
)
, za sve t > 0.
Sada iz pretpostavke da {xn} M−→ y sledi da je M(x, y, t) = 1, za sve t > 0,
²to na osnovu (M3) zna£i da je x = y. Dakle, granica M−konvergentnog
niza je jedinstvena! 2
Deﬁnicija 4.3.3 Neka je (X,M) slabi fazi metri£ki prostor. Niz {xn} ∈ XN
je M−Ko²ijev ako je lim
n→∞
m→∞
M(xn, xm, t) = 1, za sve t > 0.
Ako je svaki M−Ko²ijev niz i M−konvergentan u X, prostor (X,M) je
M−kompletan.
Pojam fazi dijametra deﬁnisa¢emo kao i u bilo kom drugom fazi metri£-
kom prostoru.
Deﬁnicija 4.3.4 Neka je (X,M) slab fazi metri£ki prostor i A neprazan
podskup od X. Funkcija
DA(t) = sup
s<t
inf
x,y∈A
M(x, y, s)
naziva se fazi dijametar skupa A. Za sup
t>0
DA(t) = 1 kaºemo da je skup A fazi
ograni£en, za 0 < sup
t>0
DA(t) < 1 da je semi-ograni£en a za sup
t>0
DA(t) = 0 da
je neograni£en.
Neposredno iz deﬁnicije dobijaju se slede¢e osobine dijametra.
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Teorema 4.3.3 Za proizvoljan neprazan podskup A ⊆ X vaºi:
1. Funkcija DA je po t neopadaju¢a i neprekidna sa leve strane;
2. Ako su A i B podskupovi od X, iz A ⊆ B sledi da je DA > DB.
Struktura slabog fazi metri£kog prostora dovoljno je bogata da dozvoljava
razvoj teorije nepokretne ta£ke. Rezultati iz teorije nepokretne ta£ke, koje
smo dokazali u poglavlju (3.2.2) o jakim verovatnosnim metri£kim prostorima
sada dobijaju slede¢i oblik.
Kao ²to je sve i krenulo u metri£koj teoriji nepokretne ta£ke polazimo od
fazi koncepta λ-kontrakcije i fazi verzije Banahovog principa kontrakcije.
Deﬁnicija 4.3.5 Neka je (X,M) slabi fazi metri£ki prostor i f : X → X.
Funkcije f je λ-kontrakcija, λ ∈ (0, 1), ako je
M(fx, fy, t) >M
(
x, y,
t
λ
)
, za sve t > 0 i sve x, y ∈ X.
Teorema 4.3.4 Neka je (X,M) M−kompletan slabi fazi metri£ki prostor
i f : X → X λ-kontrakcija. Ako postoji x0 ∈ X takvo da je O(x0; f) fazi
ograni£en skup, tada f ima jedinstvenu nepokretnu ta£ku ω i {fnx0} M−→ ω.
ta vi²e, tada i {fnx} M−→ ω za svako x ∈ X.
Dokaz. Prostor (X,F) sa Fx,y(t) = M(x, y, t), za sve x, y ∈ X i sve t > 0, je
jedan jaki verovatnosni metri£ki prostor te se moºe primeniti teorema 3.2.2.2
Na² poznati matemati£ar Lj. iri¢, u svom poznatom radu iz 1974. [9]
je uveo pojam kvazi-kontrakcije kao uop²tenje pojma kontrakcije i izu£avao
nepokretne ta£ke za takva preslikavanja. U konceptu fazi metri£kih prostora
to dobija slede¢i oblik.
Deﬁnicija 4.3.6 [9] Neka je (X,M) slabi fazi metri£ki prostor. Funkcija
f : X → X je kvazi-kontrakcija ako postoji broj λ ∈ (0, 1) takav da je za sve
x, y ∈ X i t > 0
M(fx, fy, t) > min{M
(
x, y,
t
λ
)
,M
(
x, fx,
t
λ
)
,M
(
y, fy,
t
λ
)
,
M
(
x, fy,
t
λ
)
,M
(
y, fx,
t
λ
)
}
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Teorema 4.3.5 Neka je (X,M) M-kompletan slabi fazi metri£ki prostor i
f : X → X kvazi-kontrakcija za neko λ ∈ (0, 1). Ako postoji x0 ∈ X takvo
da je O(x0; f) fazi ograni£en skup, za Cλ < 1 f ima jedinstvenu nepokretnu
ta£ku ω i pri tome {fnx0} M−→ ω. ta vi²e, tada {fnx} M−→ ω za proizvoljno
x ∈ X.
Dokaz. Kao i u dokazu prethodne teoreme posmatrati prostor (X,F) sa
Fx,y(t) = M(x, y, t), za sve x, y ∈ X i t > 0, i primeniti teoremu 3.2.3. 2
Sada ¢emo posmatrati jedan vaºan podskup slabih fazi metri£kih prostora
u kojima umesto (M4) vaºi uslov
(M4*) Postoji C > 0 takvo da za proizvoljno x, y ∈ X iz {xn} M−→ x i
{yn} M−→ y sledi da je
M(x, y, t) > lim inf
n→∞ M
(
xn, yn,
t
C
)
, za sve t > 0.
Napomena 4.3.3 Po²to za svaki niz oblika xn = x, za sve n ∈ N, vaºi da
{xn} M−→ x iz uslova (M4*) sledi uslov (M4).
Primer 4.3.3 Svaki fazi metri£ki prostor (X,M, ∗) u smislu Kramosil Mic-
halek u kome je lim
t→∞M(x, y, t) = 1, za sve x, y ∈ X je slabi fazi metri£ki
prostor sa osobinom (M4*).
U slabim fazi metri£kim prostorima sa osobinom (M4*) pokaza¢emo te-
oremu o nepokretnoj ta£ki Sehgal-Gusemanovog tipa.
Teorema 4.3.6 Neka je (X,M) kompletan slabi fazi metri£ki prostor u
kome vaºi osobina (M4*) i f : X → X koje zadovoljava uslov: postoji λ,
0 < λ < 1 tako da za svako x ∈ X postoji n(x) ∈ N tako da je za svako
y ∈ X
M(fn(x)x, fn(x)y, t) >M
(
x, y,
t
λ
)
, za sve t > 0.
Ako postoji x0 ∈ X takvo da je O(x0; f) fazi ograni£en skup onda f ima
jedinstvenu nepokretnu ta£ku ω ∈ X i pri tome {fnx} M−→ ω za svako x ∈ X.
Dokaz. Analogno dokazima prethodne dve teoreme posmatrati prostor (X,F)
sa Fx,y(t) = M(x, y, t), za sve x, y ∈ X i t > 0, koji je m−jaki verovatnosni
metri£ki prostor u kome vaºi teorema 3.2.4. 2
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Glava 5
Filtriranje
5.1 Fazi ﬁltriranje
U ovoj sekciji ¢emo dati konkretne primere primene fazi rastojanja pri
ﬁltriranju slike u boji (RGB), koje daju bolji kvalitet slike u odnosu na ﬁl-
triranje medijanskim ﬁlterom. Slika je odreena pozicijom piksela na slici,
ureenim parovima koji predstavljaju koordinate piksela, trodimenzionim
vektorom koji je dodeljen svakom pikselu. Svaka od koordinata trodimen-
zionog vektora predstavlja vrednost boje koja je dodeljena datom pikselu,
respektivno crvena, zelena, plava. Filtriranje vr²imo koriste¢i pokretni pro-
zor W , veli£ine n × n, gde je n neparan broj. Dve razli£ite fazi metrike
povezujemo u jednu koriste¢i jednu t−normu-mnoºenje.
Vrednost srednjeg piksela u prozoru W ¢e biti odreena vrednostima
preostalih piksela unutar prozora, na koje ¢e biti primenjeno jedinstveno
rastojanje i postupkom koji ¢e biti obja²njen u nastavku. Slika koja ¢e
biti obraena ozna£ena je sa J . Piksel koji je trenutno u postupku obrade,
ozna£en je sa Jt, a koordinate trodimenzionog vektora boja ozna£ene su sa:
Jt = {JRt , JGt , JBt }. Sa τ je ozna£ena fazi T−metrika kojom se meri sli£nost
po bojama meu pikselima. Ona je deﬁnisana na slede¢i na£in:
τ (Ji, Jj) =
3∏
l=1
J li+J
l
j
2 +K
max{J li , J lj}+K
. (5.1)
Sa t je ozna£ena fazi T−metrika koja uzima u obzir prostorno rastojanje
izmeu piksela. Ona je deﬁnisana na slede¢i na£in:
t(Ji, Jj , t) =
t
t+ |i1 − j1|+ |i2 − j2| . (5.2)
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Za uporeivanje kvaliteta slika je kori²¢ena metrika kvaliteta slike UIQI, koja
je deﬁnisana u [49]. Neka su x = {xi|i = 1, 2, · · · , N} i y = {yi|i = 1, 2, · · · , N}
signali originalne i test slike. Indeks kvaliteta slike je deﬁnisan slede¢om for-
mulom:
Q =
4σxyxy(
σ2x + σ
2
y
)
[(x)2 + (y)2]
,
gde su
x =
1
N
N∑
i=1
xi, y =
1
N
N∑
i=1
yi,
σ2x =
1
N − 1
N∑
i=1
(xi − x)2 , σ2y =
1
N − 1
N∑
i=1
(yi − y)2 ,
σxy =
1
N − 1
N∑
i=1
(xi − x) (yi − y) .
Dati indeks se moºe zapisati u obliku:
Q =
σxy
σxσy
· 2xy
(x)2 + (y)2
· 2σxσy
σ2x + σ
2
y
.
Prva komponenta je koeﬁcijent korelacije izmeu x i y. Druga kompo-
nenta pokazuje koliko su bliske srednje vrednosti osvetljenosti piksela x i
y. Tre¢a komponenta meri koliko su sli£ni kontrasti izmeu x i y. Metrika
kvaliteta UIQI se zasniva na tome da se svako izobli£enje slike posmatra
kao kombinacija tri faktora: gubitak korelacije, izobli£enja luminanse i iz-
obli£enja kontrasta. Kako su slike koje se ﬁltriraju u boji (RGB), indeks
kvaliteta slike UIQI se izra£unava za svaku boju ponaosob. Tako dobijamo
da je kvalitet slike izraºen umesto jednom vredno²¢u trodimenzionim vek-
torom. Vrednost datog rastojanja za svaku boju moºe uzimati vrednosti iz
intervala od -1 do 1. Kvalitet slike je bolji ²to je metrika kvaliteta slike bliºa
jedinici.
Dakle, konkretno u na²em slu£aju, kvalitet obraene slike je bolji ²to je
indeks svake boje bliºi jedinici. Za odreivanje kvaliteta slike UIQI se koristi
pokretni prozor, koji prolazi kroz celu sliku. Za svaki od datih prozora se
izra£una UIQI po formuli datoj u [49], zatim se na kraju vrednosti svih
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prozora saberu i podele sa brojem prozora. Kona£an indeks kvaliteta je dat
formulom:
Q =
1
M
M∑
j=1
Qj ,
gde jeM broj prolaºenja prozora kroz sliku. U narednim primerima primene
metrike kvaliteta slike UIQI, odabrana veli£ina prozora je 3. Prednost datog
kvaliteta u odnosu na neke druge je u njegovoj jakoj sposobnosti da izmeri
strukturnu distorziju koja se de²ava tokom procesa degradacije slike. Slika
Slika 5.1: Babun, 256x256
koja je data u nastavku, kontaminirana je sa 10% biber i so ²uma, ﬁltrirana
je sa vektorskim medijanskim ﬁlterom i metodom za ﬁltriranje slike, koja je
predstavljena u disertaciji. Vrednosti metrike kvaliteta UIQI za svaku boju
slike za²umljene sa 10% ²uma iznose:
[0.4639, 0.4737, 0.5047].
Zaklju£eno je da za t ∈ [2.6, 3.0] i K ∈ [640, 896] rastojanje c koju smo
deﬁnisali, daje bolji kvalitet slike u odnosu na sliku dobijenu ﬁltriranjem
medijanskim ﬁlterom, pri £emu je kvalitet slike poreen metrikom za kva-
litet slike UIQI. Ovde je predstavljena slika ﬁltrirana fazi metrikom c sa
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Slika 5.2: Babun, 256x256, sa 10 % biber i so ²uma
parametrima t = 2.6 i K = 768 i veli£inom prozora 3. Vrednosti metrike
kvaliteta UIQI za svaku boju za sliku ﬁltriranu na²om metodom iznose:
[0.5257, 0.5702, 0.5662].
Vrednosti metrike kvaliteta UIQI za svaku boju za ﬁltriranu sliku medijan-
skim ﬁlterom sa veli£inom prozora tri iznose:
[0.5033, 0.5649, 0.5447].
Uporeivanjem indeksa metrike za kvalitet slike UIQI za odgovaju¢e boje
(respektivno, crvenu, zelenu, plavu), zaklju£ujemo da su svi indeksi slike
ﬁltrirane na²om metodom ve¢i od odgovaraju¢ih indeksa slike ﬁltrirane me-
dijanskim ﬁlterom. Kako su dati indeksi bliºi jedinici, zaklju£ujemo da je i
kvalitet slike bolji.
Kod vektorskog medijanskog ﬁltera se koristi klize¢i prozor, koji je kvad-
rat sa neparnim brojem piksela koje obuhvata. Su²tina je da se srednji pik-
sel zameni sa odgovaraju¢im pikselom nakon primene algoritma. Svakom
od piksela sa dodeli neka skalarna veli£ina. Kako posmatramo RGB slike,
svakom od piksela je dodeljen vektor, koji kao svoje koordinate ima lumi-
nanse odgovaraju¢ih boja. Izra£unavaju¢i intenzitet datih vektora, koriste¢i
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Slika 5.3: Babun, ﬁltrirana slika, veli£ina prozora je 3, K=768, t=2.6
Slika 5.4: Babun, ﬁltrirana medijanskim ﬁlterom, veli£ina prozora je 3
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euklidsku normu, dobijamo skalar uz pomo¢ koga moºemo da vr²imo pore-
jenje vektora. Piksel koji je u procesu obrade, Jt, menjamo na kraju primene
uporeivanja skalara koji predstavljaju vektore iz datog prozora sa pikselom
J¯t. U skupu datih skalara, koji predstavljaju intenzitet vektora, odreuje
se medijana. Vektor £iji je intenzitet medijana je vektor J¯t. Analogno se
postupa i sa ostalim prozorima.
Fazi T−metrike, fazi S−metrike i fazi rastojanja uop²te, deﬁnisane na na-
£in ovde prezentovan, pruºaju ²iroko polje mogu¢nosti za dalju primenu u ob-
radi slike. U zavisnosti od vrste problema, tj. o£ekivanih performansi, mogu
se izabrati odgovaraju¢e t−norme ili t−konorme koje doprinose ostvarivanju
ºeljenih performansi. Ovde je primenjen jedan tip fazi T−metrika, pri kon-
struisanju algoritma za ﬁltriranje slike. Zaklju£ili smo da je za parametre u
odreenom opsegu, kori²¢enjem metrike za kvalitet slike UIQI, kvalitet slike
ﬁltriran na²im postupkom bolji od kvaliteta slike dobijene ﬁltriranjem me-
dijanskim ﬁlterom. Postoji tendencija da se u budu¢nosti fazi T−metrika
kori²¢ena pri ﬁltriranju slike, zameni sa odgovaraju¢om fazi S−metrikom uz
odabir domena parametara za dobijanje odgovaraju¢ih razultata pri ﬁltrira-
nju.
U datom algoritmu, koji koristi T−metriku, relacija poretka se deﬁni²e
uz pomo¢ funkcije A i standardne relacije poretka.
A(k) =
∑
j∈W,j6=k
c (Jk,Jj, t) .
Date vrednosti funkcije A se sortiraju u opadaju¢em nizu:
A(0) ≥ A(1) ≥ · · · ≥ A(n2−1)
. Dati niz skalara indukuje na skupu vektora relaciju poretka:
J(0) ≥ J(1) ≥ · · · ≥ J(n2−1).
Za J¯t uzimamo J(0).
5.2 Filtriranje slike kori²¢enjem fazi rastojanja
U ovom odeljku ¢emo razmatrati ﬁltriranje slike u boji, sa komponen-
tama boje crvena, zelena, plava (RGB). Pri ﬁltriranju se koristi prozor, koji
se naj£e²¢e ozna£ava sa W , veli£ine n × n gde je n neparan broj. Pik-
seli u datom prozoru su ozna£eni sa (i,Fi), gde je i = (i1, i2) ∈ I × I,
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I = {0, 1, ..., n− 1}, vektor sa prostornim koordinatama i1, i2 piksela (ta£ke
sa ekrana sa celobrojnim koordinatama), a Fi je trodimenzioni vektor, ta-
kav da prva koordinata predstavlja kvantitet crvene boje, druga koordinata
kvantitet zelene, a tre¢a predstavlja kvantitet plave boje, tj. imamo da je
Fi = (F
R
i ,F
G
i ,F
B
i ) ili Fi = (F
1
i,F
2
i,F
3
i).
Su²tina ﬁltriranja slike je u tome da se zameni piksel koji ima ²um sa
pikselom bez ²uma, ²to se moºe posti¢i zamenom sredi²njeg piksela u prozoru
W sa pikselom koji na neki na£in najbolje reprezentuje preostale piksele iz
prozora W , tj. to je piksel koji je najsli£niji svim ostalim pikselima iz W po
boji i prostornoj udaljenosti.
Od izuzetne vaºnosti je izabrati dobar kriterijum za odabir takvog piksela
bez ²uma, koji ¢e zameniti piksel sa ²umom u datom prozoru W , jer dati
izbor piksela uti£e na kvalitet slike, odnosno na stepen uklonjenog ²uma.
U datom kriterijumu izbora ¢e zna£ajnu ulogu odigrati dobar odabir fazi
rastojanja, konkretno u ovom slu£aju fazi T−metrike c. Uz pomo¢ fazi
T−metrike c ¢emo indukovati na skupu svih piksela u prozoru W na odre-
eni na£in relaciju poretka, koja sluºi da uporedimo piksele (i,Fi) (pozi-
cija,boja) slike i izaberemo onaj od piksela koji se najmanje razlikuje od
svih ostalih piksela u prozoru, tj. najsli£niji je svim pikselima u W (sa sta-
novi²ta boje i udaljenosti) i njime zamenimo dati sredi²nji piksel u prozoru
W.
Deﬁni²emo preslikavanje c : W ×W → R, nad W = {(i,Fi)|i ∈ I × I},
sa
c((i,Fi), (j,Fj)) = T (τ (Fi,Fj), t(i, j)), (5.3)
gde su τ i t fazi T−metrike u odnosu na triangularnu normu T . Da je c fazi
T−metrika sledi iz teoreme 4.2.6.
Fazi T−metrika τ je deﬁnisana sa
τ (Fi, Fj) = T
3(τ 1(F
1
i, F
1
j), τ 2(F
2
i, F
2
j), τ 3(F
3
i, F
3
j)),
i njom merimo sli£nost odgovaraju¢ih boja (jednakost kvantiteta boja) iz-
meu dva piksela Fi i Fj , odnosno sli£nost k−te boje (k = 1, 2, 3) merimo
fazi T−metrikom τ k. Da je τ fazi T−metrika sledi iz teoreme 4.2.6.
Fazi T−metrikom t se meri prostorna udaljenost piksela i i j. U njoj
ﬁguri²e parametar t koji uti£e na osetljivost fazi T−metrike t.
U radu [16] je kori²¢en specijalan slu£aj fazi T−metrike c. Umesto pro-
izvoljne t− norme, uzeta je uobi£ajeno deﬁnisana operacija mnoºenja, od-
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nosno fazi T−metrika c je deﬁnisana sa:
c((i,Fi), (j,Fj)) = τ (Fi, Fj) · t(i, j). (5.4)
Fazi T−metrika τ je odreena sa:
τ (Fi, Fj) = τ 1(F
1
i, F
1
j) · τ 2(F 2i, F 2j) · τ 3(F 3i, F 3j).
gde su fazi T−metrike τ k, k = 1, 2, 3 kao u primeru 4.2.1.
Fazi T−metrika t je kao u Primeru 4.2.4, gde je za d uzeta euklidska me-
trika. Deﬁnisanjem fazi T−metrike c, stvoren je jo² jedan metod za ﬁltriranje
slike u boji, pored od ranije ve¢ poznatog ﬁltriranja pomo¢u medijanskog ﬁl-
tera (Vector median ﬁlter) koji pruºa prili£no uspe²ne rezultate jer uzima u
obzir istovremeno kriterijum sli£nosti boja i prostornu udaljenost.
5.3 Primene
U prethodnoj sekciji je navedena su²tina ﬁltriranja slike. Razli£iti algo-
ritmi za ﬁltriranje slike daju razli£ite kriterijume za izbor srednjeg piksela u
klize¢em prozoru, koji ¢e zameniti srednji piksel.
U prethodnoj sekciji je deﬁnisana mera kvaliteta slike UIQI. UIQI je kom-
pleksnija mera kvaliteta slike nego PSNR koji se obi£no koristi za merenje
kvaliteta slike. PSNR je matemati£ki deﬁnisana mera koju je lako izra£unati
i koja je nezavisna od ljudske percepcije kvaliteta slike. Jedan od kriterijuma
za odreivanje kvaliteta slike moºe biti o²trina slike. O²trina je deﬁnisana
granicama izmeu zona razli£itih boja.
U prethodnoj sekciji je predstavljena primena funkcije metrike iz primera
3.2.3, za m = 1, na sliku Baboon. U datoj sekciji ¢e biti primenjena na sliku
Lena. um koji je primenjen na originalnu sliku je takoe 10% so i &biber
²um. Za metriku koja razmatra sli£nost u bojama primenjeno je rastojanje
iz primera 3.2.3 za m = 1. Za metriku koja razmatra prostornu bliskost
izabrano je rastojanje iz [16], za euklidsku normu je uzeta max norma.
U nastavku je uporeena slika ﬁltrirana funkcijom koja je nalik na me-
triku sa slikom koja je ﬁltrirana pomo¢u VMF (vektorski medijanski ﬁlter).
Rezultat uporeivanja je da slika ﬁltrirana na²im algoritmom ima niºe vred-
nosti za odgovaraju¢i UIQI kvalitet slike, ali mnogo ve¢u o²trinu. Ovo je
veoma vaºno u slu£ajevima kada je potrebno reprodukovati detalje na slici.
Za merenje o²trine slike kori²¢ena je metrika kvaliteta uvedena u [31].
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Za slike koje su ﬁltrirane sa vektorskim medijanskim ﬁlterom, sa veli£i-
nom prozora 3, UIQI je jednak vektoru (izra£unat za sve tri boje):
[0.546475813084152, 0.673989789093080, 0.525819221430506].
O²trina slike koja je ﬁltrirana sa VMF je
0.690730837789661.
O²trina slike koja je ﬁltrirana sa na²om metrikom je
0.927492447129909.
Slika 5.5 Lena, 256 ∗ 256
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Slika 5.6 Lena, 256 ∗ 256, sa 10% so&biber ²uma
Slika 5.7 Lena, 256 ∗ 256, ﬁltrirana sa VMF, veli£ina prozora je 3
Slika 5.8 Lena, ﬁltrirana sa metodom iz rada sa parametrima 256 ∗ 256,
K = 384, t = 2.8, veli£ina prozora je 3
5.4 Zaklju£ak
Polaze¢i od ve¢ dobro poznatih t-normi i t-konormi, deﬁnisani su novi
pojmovi fazi T−metrika, fazi S−metrika, a i fazi rastojanja generalno. Date
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klase preslikavanja imaju neke nove osobine u odnosu na t-normu i t-konormu.
Videli smo da neke od t−normi daju dobre rezultate pri ﬁltriranju slike. Od
esencijalne vaºnosti su date t−norme pri formiranju relacije poretka kojom
se uporeuju vektori luminansi koji su dodeljeni pikselima. Neke od datih
T−normi imaju vaºnu ulogu u teoriji ﬁksne ta£ke za kvazikontrakcije u jakim
probabilisti£kim metri£kim prostorima.
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