We prove the existence of a time evolution for infinite anharmonic crystals for a large class of initial configurations. When there are strong forces tying particles to their equilibrium positions then the class of permissible initial conditions can be specified explicitly; otherwise it can only be shown to have full measure with respect to the appropriate Gibbs state. Uniqueness of the time evolution is also proven under suitable assumptions on the solutions of the equations of motion.
iNTRODUCTION
The time evolution of classical (or quantum) Hamiltonian dynamical systems containing an infinite number of particles is of great interest in statistical mechanics, being an essential ingredient in the study of nonequilibrium phenomena in macroscopic systems. There are many difficulties, however, in dealing with the dynamics of infinite systems and the available results on the existence of the time evolution of such systems are not entirely satisfactory. It is only for one-dimensional classical systems ~1) or harmonic crystals ~2) that we have a strong evolution theorem, i.e., we can specify explicitly a class of initial conditions for which a time evolution exists. This set of initial conditions is furthermore appropriate for a large class of interactions between the particles and has full equilibrium measure for all these interactions. In contrast, all that has been proven so far for higher dimensions ~3-5> is the existence of a time evolution for a given interaction on some unspecified set of initial configurations which has full measure with respect to the equilibrium state for that interaction. It is the purpose of this paper to prove the existence of a strong time evolution for a certain class (where condition A3 of Section 2 holds) of anharmonic crystals (6> in arbitrary dimensions and a weaker time evolution for very general anharmonic systems (Section 4).
EXISTENCE OF TIME EVOLUTION
The setting is the lattice 7/~. At each point i ~ 7:~ we have an oscillator with coordinate q~ E E and momentum p~ ~ R. Really, we should take q~ and p~ in R k for some k; with k = v this would represent, physically, the fact that each point of 71~ is the equilibrium position of a particle. To avoid complicating the notation, we take k--1, but our results obviously go through for general k. By q (resp. p) we denote the collection of oscillator coordinates (resp. momenta).
The oscillator variables are regarded as functions of time t, {q~(t), p~(t)), and are represented collectively by q(t) and p(t). They satisfy the following infinite set of coupled differential equations :dq,(t)/dt = p,(t) (la) dp~(t)/dt = F~ = -8U~(q~(t))/8q~ + R~(q(t))
In Eq. (lb) we wrote F~, the force acting on the ith particle, as a sum of two terms: a gradient of a "self-energy" term U~(q~) and a force R~, which we shall take (but need not have) to be the gradient of some interaction energy
R~ = -~ ~ Vj(q)/~q~
(1 c) s Our basic assumption in this part is that the self-energy U~(q~) is such a steeply increasing function of q~ that it "dominates" the motion of the particles when they are far from their equilibrium positions. We also assume that the interactions have a finite range D (this is convenient but not essential). Stated precisely, we assume: A1. V~(q) depends only on those qj for which the Euclidean distance 
