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ABSTRACT. We prove the L∞(L∞)-boundedness of a higher-order shock-cap-
turing streamline-diffusion DG-method based on polynomials of degree p ≥ 0
for general scalar conservation laws. The estimate is given for the case of several
space dimensions and for conservation laws with initial and boundary conditions.
1. INTRODUCTION
In this paper we extend the analysis of a shock-capturing streamline-diffusion
DG-method for hyperbolic conservation laws in several space dimensions which
goes back to [JJS95]. The original DG-method from [JJS95] is based on polyno-
mials of maximal degree p ≥ 0 (DG(p)-method) and is applied to a pure Cauchy
problem. Here we formulate the method for scalar conservation laws with initial
and boundary conditions. To describe the further features of the method, we recall
the following sufficient conditions for convergence of a sequence of approximate
solutions [Sze89b, Remark 1.2]:
(1) uniform boundedness in the L∞(L∞)-norm, i.e. L∞ in time and L∞ in
space,
(2) weak consistency with all entropy inequalities,
(3) strong consistency with the initial condition.
In the case of an unbounded domain, the condition (1) can be replaced by the
(1*) uniform boundedness in the L∞(L2)-norm,
which was done in [JJS95]. To the best of our knowledge, the only attempt to
prove the L∞(L∞)-boundedness without using a finer auxiliary triangulation is
given in [JSH90] for the case p = 1. This proof can be extended for p > 1 if the
shock-capturing terms are defined on finer triangulations [Sze91]. Thanks to (1∗)
this is not necessary for the DG(p)-method in [JJS95]. Our result presented here
uses the skeleton of the proof from [Sze91], which is based on choosing the test
functions v = Iph(U
q−1) with a large even number q, where Iph is the Lagrange
interpolation operator and U denotes the approximate solution. Within this proof
we use a new algebraic argument to verify the coercivity of the shock-capturing
term when v = Iph(U
q−1).
Let us recall the key points of the DG(p)-method. First, we have to choose
the numerical flux on the element boundaries. In contrast to [JJS95], where a
Date: November 10, 2010.
1
L∞(L∞)-boundedness of DG(p)-solutions 2
strictly monotone numerical flux is necessary, we may also use monotone nu-
merical fluxes such as Engquist-Osher fluxes. Second, there are two stabiliza-
tion mechanisms. The DG(p)-method from the last mentioned reference contains
a streamline-diffusion term and a residual-based shock-capturing term. The first
term adds an anisotropic artificial viscosity and the second one introduces some
isotropic artificial viscosity locally where the solution is nonsmooth.
The paper is organized as follows: In Section 2, we prepare some basic material
on scalar hyperbolic conservation laws with initial and boundary conditions. Then,
in Section 3 we introduce the DG(p)-method under consideration, and in Section 4
the condition (1*) is verified. After this we present our main Theorem 5.1 which
is proved in Sections 5 and 6. Here we give some background material on spatial
and algebraic numerical ranges and extend the condition (1) to the case p > 1.
The entropy consistency and the consistency with the initial condition will be
proved in a forthcoming paper.
2. HYPERBOLIC CONSERVATION LAWS WITH BOUNDARY CONDITIONS
Let QT = (0, T ) × Ω ⊂ Rd+1, T > 0, d ∈ N, be an open time-space domain
with boundary ΣT = (0, T )×Γ, Γ = ∂Ω and with outward unit normal n. In this
time-space domain a point with position x = (x1, x2, . . . , xd)T at time t = x0 has
the coordinates X = (x0, x)T . Standard notation is used for the space of functions
of bounded variations BV (QT ), Lebesgues spaces Lq(QT ) and Sobolev spaces
W l,q(QT ), l ∈ N, 1 ≤ q ≤ ∞.
We consider for u : QT → R the initial-boundary value problem
L(u) = ∇ · F(u) = 0 in QT , (2.1)
u(0, ·) = u0 on Ω, (2.2)
with the following boundary condition: For all k ∈ R, r ∈ ΣT
(sign(γu(r)− k)− sign(gD(r)− k)) (f(γu(r))− f(k)) · n(r) ≥ 0, (2.3)
where F = (·, f)T : R → Rd+1, u0 : Ω → R, gD : ΣT → R are given smooth
functions and γ : QT → ΣT denotes a trace operator. The function sign : R→ R
is defined by
sign(x) =
{
x/|x|, x 6= 0,
0, x = 0.
Due to the hyperbolic nature of (2.1), a boundary condition of the form u = gD on
ΣT usually over-determines the problem. The generalization of the inflow bound-
ary condition (where f ′(gD) ·n ≤ 0) for nonlinear f also leads to a problem that is
not well-posed. This difficulty does not occur in (2.1)−(2.3), because the solution
u of
−∆u + L(u) = 0 in QT ,
u = gD on ΣT ,
u(0, ·) = u0 on Ω,
(2.4)
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converges a.e. to a function u ∈ BV (QT ) as → 0 , which satisfies (2.1)− (2.3)
[BlRN79, Theorem 1]. Moreover, we can use this vanishing-viscosity method even
in the space L∞(QT ). It is possible to define a well-posed initial-boundary value
problem, which admits a unique weak entropy solution u ∈ L∞(QT ) [MNRR96,
Definition 7.2, Theorems 7.28, 8.20].
Let us shortly recall the concept of entropy pairs. We say thatQ = (η, q1, . . . , qd)
is an entropy pair if η : R → R is continuous and convex, the entropy flux
qj : R → R is continuous and η, q1, . . . , qd satisfy for all u ∈ R the compati-
bility condition
η′(u)f ′j(u) = q
′
j(u). (2.5)
For scalar conservation laws this is trivially fulfilled if the entropy flux is defined
as
qj(u) =
∫ u
gD
η′(r)f ′j(r) dr, 1 ≤ j ≤ d. (2.6)
3. FORMULATION OF THE DG(p)-METHOD
In this section we introduce the DG(p)-method. To discretize (2.1) − (2.3), let
Qn,n+1 = (tn, tn+1)×Ω, Qn = {tn}×Ω for the sequence of discrete time levels
0 = t0 < t1 < · · · < tN , N ∈ N, be a time-space decomposition of QT . The
boundary is defined by Σn,n+1 = (tn, tn+1)× Γ and Σn = {tn} × Γ.
Consider an affine decomposition T nh of Qn,n+1 belonging to a family of quasi-
uniform, admissible decompositions of Qn,n+1, cf. [EG04, Definition 1.49, 1.53,
1.140] into simplices or quadrilaterals T and write Th =
⋃
n≥0 T nh . Let hT be the
diameter of T and h the maximal diameter of all T ∈ Tnh .
Set
Wnh =
{
w ∈ L2(Qn,n+1) : w|T ∈ Pp(T ) ∀T ∈ T nh
}
, Wh =
∏
n≥0
Wnh , (3.1)
where
Pp(T ) = span
α∈Nd+10 , |α|≤p
{Xα} , X ∈ T
is the space of polynomials of maximal degree p defined on T.
We are now ready to define the DG(p)-method and introduce by Rin,n+1, R
i
n the
set of all interior faces of Qn,n+1, Qn and by Λn,n+1, Λn the set of all boundary
faces. We further setRn,n+1 = Rin,n+1∪Λn,n+1 andRn = Rin∪Λn. In order to be
able to describe discontinuous functions, we denote by τ the common face shared
by the elements T+ = T and T−. We also define the normal vectors nT = n+T and
n−T on τ. Then we introduce the notation
v±(x) = lim
µ→+0
v(x− µn±), vn±(x) = v(tn ± 0, x1, . . . , xd) (3.2)
and
{v} = 1
2
(v+ + v−), JvnK = v+n+ + v−n−, JvK = v+ − v−. (3.3)
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If v is a function on Λn,n+1 or Λn, we write v− = gD. By C we will denote a
positive constant independent of h, not necessary the same at each occurrence.
Introducing the bivariate form
a(v, w) =
N−1∑
n=0
∑
T∈T nh
{∫
T
L(v)w dX +
∫
∂T
(Fˆ(v)−F(v+) · n+)w+ ds
}
,
(3.4)
the DG(p)-method for (2.1) − (2.3) can be formulated now: Find U ∈ Wh such
that for n = 0, 1, · · · , N, U ≡ UQn,n+1 ∈Wnh and for all v ∈Wnh
a(U, v) +
∑
T∈T nh
{(
δL(U),F ′(U) · ∇v)
0,T
+ ˆ (∇U,∇v)0,T
}
= 0, (3.5)
where
δ = δ(U) = C1hT
(‖F ′(U)‖l2)−1 ,
ˆ = ˆ(U) = max
(
C2h
2−βR(U), C3hp+1/2
)
, 0 < β <
1
2
,
R(U)|T = max
T
(|L(U)|) + 1
hT
(
max
∂∗T
(|JF(U)nK|) + max
∂∗T
(CT |JUK|)) ,
∂∗T = {x ∈ ∂T : x 6∈ Rn+1}
and C1, C2, C3 > 0. As mentioned in the introduction, (3.5) contains a streamline-
diffusion term and a residual-based shock-capturing term. Due to the h-dependency
of this term, the DG-method can be interpreted as a discrete vanishing-viscosity
method.
The numerical flux Fˆ(U) is given by
Fˆ(U) = {F(U)} · n+ + CT (U+, U−, n+)JUK (3.6)
and
CT (v+, v−, n+) =

1
2 n
+ = ±(1, 0, . . . , 0),
C∂Ω0 ≥
∫ 1
0 |F ′(v− + sJvK) · n+| ds v− = gD,
CΩ0 ≥ 12
∫ 1
0 |F ′(v− + sJvK) · n+| ds otherwise.
(3.7)
Within this framework there are the following well-known numerical fluxes:
The Engquist-Osher flux if f(0) = 0:
CT (v+, v−, n+) =
{
C∂Ω0 =
∫ 1
0 |F ′(v− + sJvK) · n+| ds v− = gD,
CΩ0 =
1
2C
∂Ω
0 otherwise.
(3.8)
The Lax-Friedrichs flux:
CT (v+, v−, n+) =
C
∂Ω
0 = sup
z∈[v+,v−]
|F ′(z) · n+| v− = gD,
CΩ0 =
1
2C
∂Ω
0 otherwise.
(3.9)
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Further C0 is a positive constant satisfying
C0 ≥ ‖F ′‖0,∞,R = max
x∈R
‖F ′(x)‖l2 (3.10)
and
C∂Ω0 , C
Ω
0 ≤ C0. (3.11)
4. PRELIMINARIES
In this section we want to verify the uniform L∞(L2)-bound (1*) which is based
on [JJS95]. As a byproduct of the study of this technical result, we introduce
some notation and prepare the basic material for the L∞(L∞)-bound presented in
Section 5. To make this precise, we choose η(U) = U2/2, ϕ = 1 and v = η′(U)ϕ.
The main theorem of this paper can be obtained by applying the test function v =
Iph(η
′(U)ϕ), where η(U) = U q/q, ϕ = 1 and Iph : C(QT )→ Wh is the Lagrange
interpolation operator. Here, due to the fact that η′(U) /∈ Wh, an interpolation
or projection operator is necessary. Notice that in this case we get an additional
difficulty to estimate terms which contain the difference η′(U)ϕ− Iph(η′(U)ϕ).
By the definition of the bivariate form
b(v, w) = a(v, w) +
N−1∑
n=0
∑
T∈T nh
(
δ(v)L(v),F ′(v) · ∇w)
0,T
(4.1)
we have, for w = η′(U)ϕ and an entropy pair (η, q) satisfying (2.5) and (2.6), that
b(v, η′(v)ϕ) =
N−1∑
n=0
∑
T∈T nh
{(
δ(v)L(v),F ′(v) · ∇(η′(v)ϕ))
0,T
+
∫
∂T
1
2
JF(v)nKη′(v)ϕds+ ∫
∂T
CT JvKη′(v)ϕds}
+
∫
∂T
Q(v) · nϕds−
∫
[0,tN ]×Ω
Q(v) · ∇ϕdX .
(4.2)
As usual in DG-methods we consider the different behaviour of inner and boundary
faces
b(v, η′(v)ϕ) =
∫
Ω
η(vN− )ϕ
N dx−
∫
Ω
η(v0−)ϕ
0 dx
−
∫
[0,tN ]×Ω
Q(v) · ∇ϕdX
+
5∑
i=0
Ei(f, η, v, ϕ)− F (f, η, v, ϕ),
(4.3)
where
E0(f, η, v, ϕ) =
N−1∑
n=0
∑
T∈T nh
(
δ(v)L(v),F ′(v) · ∇(η′(v)ϕ))
0,T
, (4.4)
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E1(f, η, v, ϕ) =
N−1∑
n=0
∫
Ω
(
η(vn−)− η(vn+)− η′(vn+)(vn− − vn+)
)
ϕn dx, (4.5)
E2(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Rin,n+1
∫
τ
(JQ(v)nK− JF(v)nK{η′(v)})ϕds, (4.6)
E3(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Rin,n+1
∫
τ
CΩ0
∫ 1
0
η′′(v− + rJvK)drJvK2ϕds, (4.7)
E4(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
(JQ(v)nK− JF(v)nK{η′(v)})ϕds, (4.8)
E5(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
C∂Ω0
∫ 1
0
η′′(gD + rJvK)drJvK2ϕds, (4.9)
F (f, η, v, ϕ) = −
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
(
1
2
JF(v)nK + C∂Ω0 JvK) η′(gD)ϕds.
(4.10)
Next, we will show the nonnegativity of
∑5
1Ei(f, η, v, ϕ). By the convexity of η,
this is true for E1. In order to treat E2, we consider the expression(
Q(v+)−Q(v−)− 1
2
(F(v+)−F(v−)) (η′(v+) + η′(v−))) · n+
=
(∫ v+
v−
(Q′ −F ′η′) dr + ∫ v+
v−
F ′
(
η′ − 1
2
(
η′(v+) + η′(v−)
))
dr
)
· n+
=
(2.5)
∫ 1
0
F ′(v− + sJvK) · n+(η′(v− + sJvK)− 1
2
(
η′(v+) + η′(v−)
)) JvK ds.
By the properties of convex functions, it follows that(
η′(v− + sJvK)− η′(v−)) JvK ≥ 0
and(
η′(v− + sJvK)− η′(v+)) JvK = (η′(v+ − (1− s)JvK)− η′(v+)) JvK ≤ 0.
Then we have∣∣∣∣(η′(v− + sJvK)− 12 (η′(v+) + η′(v−))
) JvK∣∣∣∣
=
∣∣∣∣(12 (η′(v− + sJvK)− η′(v−))+ 12 (η′(v− + sJvK)− η′(v+))
) JvK∣∣∣∣
≤ 1
2
∣∣(η′(v− + sJvK)− η′(v−)) JvK∣∣+ 1
2
∣∣(η′(v− + sJvK)− η′(v+)) JvK∣∣
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=
1
2
((
η′(v− + sJvK)− η′(v−))− (η′(v− + sJvK)− η′(v+))) JvK
=
1
2
(
η′(v+)− η′(v−)) JvK = 1
2
∫ 1
0
η′′(v− + rJvK) drJvK2,
which immediately implies that∣∣∣∣(Q(v+)−Q(v−)− 12 (F(v+)−F(v−)) (η′(v+) + η′(v−))
)
· n+
∣∣∣∣
≤
∫ 1
0
∣∣F ′(v− + sJvK) · n+∣∣ ∣∣∣∣(η′(v− + sJvK)− 12 (η′(v+) + η′(v−))
) JvK∣∣∣∣ ds
≤ 1
2
∫ 1
0
∣∣F ′(v− + sJvK) · n+∣∣ ∫ 1
0
η′′(v− + rJvK) drJvK2 ds
≤ 1
2
∫ 1
0
∣∣F ′(v− + sJvK) · n+∣∣ ds ∫ 1
0
η′′(v− + rJvK) drJvK2.
Finally, having in mind the fact that η′′ ≥ 0, we can use the definitions (4.7) and
(3.7)
E2(f,η,v,ϕ)+E3(f,η,v,ϕ)
≥
N−1∑
n=0
τ∈Rin,n+1
∫
τ
(
CΩ0 −
1
2
∫ 1
0
∣∣F ′(v−+ξJvK)·n+∣∣dξ)(∫ 1
0
η′′(v−+rJvK)dr)JvK2ϕds
≥ 0,
(4.11)
where we have used nonnegative test functions ϕ. The same arguments as before
lead to E4(f, η, v, ϕ) + E5(f, η, v, ϕ) ≥ 0.
Remark 4.1. The local condition (3.7)
CΩ0 −
1
2
∫ 1
0
∣∣F ′(v− + ξJvK) · n+∣∣ dξ ≥ 0
for (4.11) allows a smaller constant CΩ0 than [JJS95, Remark 2.5]
CΩ0 −
1
2
‖F ′‖0,∞,R
∫ 1
0
∫ s
0 (n
′′(v− + rJvK) + η′′(v+ − rJvK)) dr ds∫ 1
0 η
′′(v− + rJvK) dr ≥ 0.
Thus, the corresponding numerical flux Fˆ(U) is a monotone flux function (U+ 7→
Fˆ(U) is increasing and U− 7→ Fˆ(U) is decreasing). As mentioned in [JJS95], the
requirement that Fˆ(U) is a strictly monotone numerical flux, e.g.
CΩ0 −
1
2
∫ 1
0
∣∣F ′(v− + ξJvK) · n+∣∣ dξ ≥  > 0,
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is necessary for (2). More precisely, the condition
N−1∑
n=0
∑
T∈T nh
∫
T
hR(U)2 dX ≤ C‖u0‖20,2,Ω
has to be fulfilled.
Let us now consider the equation (3.5) with v = η′(U)ϕ:
b(U, η′(U)ϕ) +
N−1∑
n=0
∑
T∈T nh
ˆ(U)
(∇U,∇(η′(U)ϕ))
0,T
=
∫
Ω
η(UN− )ϕ
N dx−
∫
Ω
η(U0−)ϕ
0 dx+
N−1∑
n=0
∑
T∈T nh
ˆ(U)
(∇U,∇(η′(U)ϕ))
0,T
−
∫
[0,tN ]×Ω
Q(U) · ∇ϕdX +
5∑
i=0
Ei(f, η, U, ϕ)− F (f, η, U, ϕ) = 0.
(4.12)
Therefore, in the case η(U) = U2/2 and ϕ = 1, we obtain
1
2
∫
Ω
(UN− )
2 dx+
N−1∑
n=0
∑
T∈T nh
ˆ(U) (∇U,∇U)0,T
+
5∑
i=0
Ei(f, U2/2, U, 1) =
1
2
∫
Ω
(u0)2 dx+ F (f, U2/2, U, 1),
(4.13)
where we have used U0− = u0. By the help of Young’s inequality we see that
F (f, U2/2, U, 1) ≤
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
1
2
C∂Ω0 JUK2 + 98C∂Ω0 g2D ds
= F1(f, U2/2, U, 1) + F2(f, g2D/2, gD, 1),
(4.14)
thus we arrive at E4(f, U2/2, U, 1) + E5(f, U2/2, U, 1)− F1(f, U2/2, U, 1) ≥ 0
and
1
2
‖UN− ‖20,2,Ω +
N−1∑
n=0
∑
T∈T nh
‖δ(U)1/2L(U)‖20,2,T ≤
1
2
‖u0‖20,2,Ω +
9
8
C0‖gD‖20,2,ΣT .
(4.15)
Finally, using for tN−1 ≤ t ≤ tN and q ∈ N the identity
‖U(t, ·)‖q0,q,Ω = ‖UN− ‖q0,q,Ω − q
∫ tN
t
∫
Ω
U q−1(t′, x) div F(U(t′, x)) dxdt′,
(4.16)
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Young’s inequality yields
‖U(t, ·)‖20,2,Ω ≤ ‖UN− ‖20,2,Ω +
C0
2C1 min
T∈T N−1h
{hT }
∫ tN
t
‖U(t′, ·)‖20,2,Ω dt′
+ 2
∑
T∈T N−1h
‖δ(U)1/2L(U)‖20,2,T
(4.17)
and a Gronwall argument estimates the right-hand side of (4.17) by means of the
left-hand side of (4.15). The quasi-uniformity of
{
T N−1h
}
h>0
ensures the bound-
edness of the Gronwall constant and the following theorem results.
Theorem 4.2. Let Ω be a domain with a Lipschitz boundary and {Th}h>0 be a
quasi-uniform family of decompositions of (0, T )×Ω. Let U be a solution of (3.5)
satisfying the assumptions (3.10) and (3.11). Then there exists a constant C > 0
independent of h, such that, for all t ∈ (tN−1, tN ),
‖U(t, ·)‖0,2,Ω ≤ C (‖u0‖0,2,Ω + ‖gD‖0,2,ΣT ) . (4.18)
5. L∞(L∞)-BOUNDEDNESS OF DG(p)-SOLUTIONS
As announced above, in this section we prove that ‖U‖0,∞,QT is uniformly
bounded. The main idea is to control the interpolation error U q−1 − Iph(U q−1) in
the second argument of the bivariate form by the aid of the special shock-capturing
term. At the end of this section we formulate two corollaries which are conse-
quences of the limiting process h→ 0 and of the special case p = 0, respectively.
Our main result is the following.
Theorem 5.1. Let Ω be a domain with a Lipschitz boundary and {Th}h>0 be a
quasi-uniform family of decompositions of (0, T )×Ω. Let U be a solution of (3.5)
satisfying the assumptions (3.10) and (3.11). Then there exists a constant C > 0
independent of h such that
‖U‖0,∞,QT ≤ C (‖u0‖0,∞,Ω + ‖gD‖0,∞,ΣT + 1) . (5.1)
The proof is based on the next lemma which contains the extension of [Sze91,
Lemma 3.3] and [Sze89a, Lemma 4.2] for p > 1 and which is proved in the last
section.
Lemma 5.2. For Lagrange finite elements with a shape regular family of meshes
{T nh }h>0 there is a constantC > 0 independent of q and h such that for all v ∈Wh
and q = 2m, m ∈ N :(∇v,∇Iph(vq−1))0,T ≥ C ∫
T
‖∇v‖2l2‖v‖q−20,∞,T dX , ∀T ∈ T nh . (5.2)
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Proof of Theorem 5.1. Setting v = Iph(η
′(U)ϕ) in (3.5) with η(v) = vq/q, ϕ = 1
and q > 2 an even natural number, we obtain
1
q
∫
Ω
(
UN−
)q
dx+
5∑
i=0
Ei(f, U q/q, U, 1)−
(
b(U,U q−1)− b(U, Iph(U q−1))
)
+
N−1∑
n=0
∑
T∈T nh
ˆ(U)
(∇U,∇Iph(U q−1))0,T = 1q
∫
Ω
(u0)
q dx+ F (f, U q/q, U, 1).
(5.3)
Here the key point is that the interpolation error is bounded by the isotropic shock-
capturing term. To see this, a careful consideration of the interpolation operator Iph
is necessary.
By ∫
Rn+1
1
2
JF(U)nK + CT JUK dx = 0,
we express the interpolation error as(
b(U,U q−1)− b(U, Iph(U q−1))
)
=
(4.1)
N−1∑
n=0
∑
T∈T nh
{∫
T
∇ · F(U) (U q−1 − Iph(U q−1)) dX
+
∫
T
δ(U)L(U)F ′(U) · (∇U q−1 −∇Iph (U q−1)) dX
+
∫
∂∗T
1
2
JF(U)nK (U q−1 − Iph(U q−1)) ds
+
∫
∂∗T
CT JUK (U q−1 − Iph(U q−1)) ds} = N−1∑
n=0
∑
T∈Th
4∑
i=1
AiT .
(5.4)
Since U |T ∈ Pp(T ), we deduce that |U |p+1,∞,T = 0. Arguing as in [Sze91][p.
765], we may write for q ≥ 3
|U q−1|p+1,∞,T ≤ Cqp+1h−p+1‖∇U‖20,∞,T ‖U‖q−30,∞,T . (5.5)
Together with a standard interpolation error, we thus conclude from the first term
of (5.4) that∣∣A1T ∣∣ ≤ ‖(I − Iph)U q−1‖0,∞,T ∫
T
|∇ · F(U)| dX
≤ Chp+1T |U q−1|p+1,∞,T
∫
T
|∇ · F(U)| dX
≤
(5.5)
Cqp+1h2T ‖∇U‖20,∞,T ‖U‖q−30,∞,T
∫
T
|∇ · F(U)| dX
≤ Cqp+1h2T
∫
T∩{|U |>1}
‖∇U‖20,∞,T ‖U‖q−20,∞,T |∇ · F(U)| dX
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+ Cqp+1h2T
∫
T∩{|U |≤1}
‖∇U‖20,∞,T |∇ · F(U)| dX
≤ Cqp+1h2T max
T
(|∇ · F(U)|)‖U‖q−20,∞,T
∫
T
‖∇U‖20,∞,T dX
+ Cqp+1h2T max
T
(|∇ · F(U)|)
∫
T
‖∇U‖20,∞,T dX .
By the quasi-uniformity of {T nh }h>0 and an inverse inequality, we obtain that∫
T
‖∇v‖20,∞,T dX ≤ C
∫
T
‖∇v‖2l2 dX . (5.6)
Thus we have, by Lemma 5.2,
|A1T | ≤ Cqp+1h2T max
T
(|∇ · F(U)|)
{(∇U,∇Iph(U q−1))0,T + ‖∇U‖20,2,T} .
In a similar fashion, we can estimate the complete right-hand side of (5.4). Conse-
quently, by (4.15) we conclude that∣∣(b(U,U q−1)− b(U, Iph(U q−1)))∣∣
≤ Cqp+1
N−1∑
n=0
∑
T∈Th
h2TR(U)
(∇U,∇Iph(U q−1))0,T + ChβT qp+1. (5.7)
Inserting this into (5.3) we obtain∫
Ω
(
UN−
)q
dx− Cqp+2
N−1∑
n=0
∑
T∈Th
h2TR(U)
(∇U,∇Iph(U q−1))0,T
+ q
N−1∑
n=0
∑
T∈T nh
ˆ(U)
(∇U,∇Iph(U q−1))0,T + (δ(U)L(U),F ′(U)∇(U q−1))0,T
+
5∑
i=4
Ei(f, U q/q, U, 1) ≤
∫
Ω
(u0)
q dx+ qF (f, U q/q, U, 1) + ChβT q
p+2.
(5.8)
To proceed with the treatment of interpolation error, it is necessary to require that
Cqp+2 ≤ h−β, where 0 < β < 1/2. The upper limit of β is introduced due to
convergence reasons, cf. [JJS95, Lemma 3.2]. However, this restriction on q does
not prevent us to finish this proof by letting q →∞.
Moreover, we have∫
Ω
(
UN−
)q
dx+ q
N−1∑
n=0
∑
T∈T nh
(
δ(U)L(U),F ′(U)∇(U q−1))
0,T
+
5∑
i=4
Ei(f, U q/q, U, 1) ≤
∫
Ω
(u0)
q dx+ qF (f, U q/q, U, 1) + C.
(5.9)
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Note that
E4(f, U q/q, U, 1) + E5(f, U q/q, U, 1)
≥
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
(
C∂Ω0 −
1
2
∫ 1
0
∣∣F ′(gD + ξJUK) · n+∣∣ dξ) JU q−1KJUK ds,
and thus, by Young’s inequality,
F (f, U q/q, U, 1)
≤
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
(
1
2
∫ 1
0
|F ′(gD + ξJUK) · n+| dξ + C∂Ω0 ) |JUKgq−1D | ds
≤
(3.10)
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
1
2
C∂Ω0 JU q−1KJUK ds+ 12C∂Ω0 (q − 1)q− qq−1 3 qq−1 2 q−2q−1 gqD ds
= F1(f, U q/q, U, 1) + F2(f, g
q
D/q, gD, 1). (5.10)
So we obtain
E4(f, U q/q, U, 1) + E5(f, U q/q, U, 1)− F1(f, U q/q, U, 1) ≥ 0.
Altogether we get that∫
Ω
(
UN−
)q
dx+ q
N−1∑
n=0
∑
T∈T nh
(
δ(U)L(U),F ′(U)∇(U q−1))
0,T
≤
∫
Ω
(u0)
q dx+ C0(q − 1) (2q)−
1
q−1 3
q
q−1 ‖gD‖q0,q,ΣT + C.
(5.11)
By repeating the arguments given at the end of the previous section, we summarize
that
sup
t≥0
‖U(t, ·)‖0,q,Ω ≤ C
1
q
(
‖u0‖0,q,Ω + 3
1
q−1 (C0q)
1
q ‖gD‖0,q,ΣT + C
1
q
)
(5.12)
for 4 ≤ q ≤ Ch− βp+2 . Finally, using an inverse inequality we have that
‖U‖0,∞,QT ≤
(
Cqh−1
) d
q sup
t≥0
‖U(t, ·)‖0,q,Ω ≤
(
Ch
−1− β
p+2
) d
q
sup
t≥0
‖U(t, ·)‖0,q,Ω
= C
d
q exp
(
Cdq−1 ln
(
h−1
))
sup
t≥0
‖U(t, ·)‖0,q,Ω.
Setting q = Ch−
β
p+2 we get
‖U‖0,∞,QT ≤ Cdh
β/(p+2)
exp
(
Cdhβ/(p+2) ln
(
h−1
))
sup
t≥0
‖U(t, ·)‖0,q,Ω
≤ Csup
t≥0
‖U(t, ·)‖0,q,Ω
(5.13)
in the case of h ≤ 1, which concludes the proof. 
L∞(L∞)-boundedness of DG(p)-solutions 13
Corollary 5.3. Under the assumptions of Theorem 5.1, the estimate
‖U‖0,∞,QT ≤ ‖u0‖0,∞,Ω + ‖gD‖0,∞,ΣT + 1 (5.14)
holds for h→ 0.
Proof. Using (5.12) and (5.13) with h = Cq−(p+2)/β → 0, the statement imme-
diately follows. 
Remark 5.4. The L∞(L∞)-boundedness of DG(p)-solutions with p > 1 was also
considered in [Sze91]. However, since an inequality of the form (5.2) was proved
only for the case p = 1, the shock-capturing term was realized on finer auxiliary
triangulations using polynomials of first degree. Hence, the bound Cqqp+2 ≤ h−β
is necessary, which is true for q ≤ C ln(1/h), cf. [Sze91, (3.16)]. This gives
‖U‖0,∞,QT ≤ Csup
t≥0
‖U(t, ·)‖0,q,Ω,
for h→ 0, where C 6= 1.
Corollary 5.5. Under the assumptions of Theorem 5.1, the estimate
‖U‖0,∞,QT ≤ ‖u0‖0,∞,Ω + ‖gD‖0,∞,ΣT ∀h > 0 (5.15)
holds for p = 0.
Proof. Let p = 0. Then we get
(
b(U,U q−1)− b(U, Iph(U q−1))
)
= 0. Conse-
quently, there is no need for the bound q ≤ Ch− βp+2 , and we can conclude with
letting q →∞ in (5.12) and (5.13). 
6. PROOF OF LEMMA 5.2
Until now there is no proof of an inequality like (5.2) for q 6= 2. To the best of
our knowledge only special cases for linear ansatz functions on triangles respec-
tively tetrahedrons are available, cf. [Sze89a, Lemma 4.2] and [Sze91, Lemma
3.3]. Moreover, the constant in these references depends on q.
Using the theory of numerical ranges for bounded linear operators in Banach
spaces, we are able to prove this inequality under rather weak assumptions. More
precisely, the local stiffness matrix of the shock-capturing term has to be symmetric
positively definite and an eigenvector (1, · · · , 1)T with an unique eigenvalue zero.
First of all we need some further notation and definitions about the numerical
range.
Definition 6.1. Let (X, ‖·‖) be a normed vector space, let S(X) be the unit sphere
and denote by X ′ the dual space of X. For each bounded linear operator A on X,
W (A, ‖ · ‖) = {f(Ax) : (x, f) ∈ Π} (6.1)
with Π = {(x, f) ∈ S(X)× S(X ′) : f(x) = 1} is called the spatial numerical
range.
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Remark 6.2.
(1) Note that the following definition is equivalent to (6.1):
W (A, ‖ · ‖) = {f(Ax) : f(x) = ‖x‖‖f‖ = 1} , (6.2)
since
‖f‖ = sup
‖x‖=1
|f(x)| ≤ ‖f‖ ‖x‖︸︷︷︸
=1
= 1.
(2) In contrast to the spectrum σ(A), the spatial numerical range W (A, ‖ · ‖)
depends on the norm ‖ · ‖.
(3) Let lq1(n) = (Rn, ‖ · ‖lq1 ) be the normed vector space. Due to f(x) =∑n
i=1 xif(ei) = x
T yf and lq2(n) for 1/q1 + 1/q2 = 1, which is norm-
isomorphic to lq1(n)′, the identity ‖f‖ = ‖yf‖lq2 is valid. Therefore we
get
W (A, ‖ · ‖lq1 ) =
{
xTAyf : xT yf = ‖x‖lq1‖yf‖lq2 = 1
}
, (6.3)
which is the identity case of Ho¨lder’s inequality, cf. [Bau62]. In the case
q1 = 2, W (A, ‖ · ‖l2) = W (A) is the numerical range in a Hilbert space
due to Toeplitz [Toe18].
(4) Unlike to W (A), the spatial numerical range is not necessary convex, cf.
[NS64, S. 357].
If we interpret the MatrixA as an element of a normed algebraAwith an identity
element, we can define a second numerical range. For further details we refer to
[BD71, S. 15].
Definition 6.3. Let A be a normed algebra, S(A) = {x ∈ A : ‖x‖ = 1} the unit
sphere and A′ the dual space of A. For x ∈ A let
D(A, x) = {f ∈ A′ : f(x) = 1 = ‖f‖} . (6.4)
We define the algebraic numerical range by
VA(a, ‖ · ‖) = ∪{VA(a, x, ‖ · ‖) : x ∈ S(A)} , (6.5)
where
VA(a, x, ‖ · ‖) = {f(ax) : f ∈ D(A, x)} . (6.6)
Notice that for the algebraic numerical range it is sufficient to consider only the
identity element.
Lemma 6.4.
VA(a, ‖ · ‖) = VA(a, 1, ‖ · ‖), a ∈ A.
Proof. [BD71, Lemma 2.2]. 
Next, we recall two well-known results about numerical ranges and the connec-
tion to the spectrum σ(A).
Lemma 6.5.
convW (A, ‖ · ‖) = VA(a, ‖ · ‖). (6.7)
Proof. [BD71, S. 84]. 
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Theorem 6.6 (Vidav). Let a ∈ A be a Hermitian element, i.e., VA(a, ‖ · ‖) ⊂ R.
Then we have
conv σ(a) = VA(a, ‖ · ‖). (6.8)
Proof. [BD71, Corollary 5.11]. 
Further we have a corollary which will help us to prove Lemma 5.2.
Corollary 6.7. LetA be a symmetric, positively semidefinite matrix. Then we have
W (A, ‖ · ‖) ⊆ [0, λmax(A)], (6.9)
where λmax(A) denotes the largest eigenvalue of A.
Proof of Lemma 5.2. First, consider (5.2) on the reference element. Obviously, the
inequality is valid for v = const . Let v 6= const be given. Consider a decomposi-
tion of Qp(Tˆ ) = V 0(Tˆ )⊕ V (Tˆ ) with
V 0(Tˆ ) = {v ∈ Qp(Tˆ ) : v = const}
= {v ∈ Qp(Tˆ ) :
∫
Tˆ
∇w · ∇v dx = 0, w ∈ Qp(Tˆ )}.
Let VN and V 0N , V
0
N ⊕ VN = Rndof be the coefficient spaces. Therefore, due to the
definition of Lagrange finite elements we have that
V 0N = span{(1, . . . , 1)T }, dimV 0N = 1. (6.10)
Let N denote the Lagrange nodes and ndof the number of degrees of freedom.
Moreover, defining ∇ϕ = (∇ϕ1, . . . ,∇ϕndof)T , vN = (v(x))x∈N , vq−1N
= (vq−1(x))x∈N , we have that(∇v,∇Iph(vq−1))0,Tˆ
‖vN ‖qlq
=
vTN Aˆv
q−1
N
vTN v
q−1
N
= vTN Aˆv
q−1
N
if vTN v
q−1
N = 1.Notice that, due to the homogeneity of the quotient, such a norming
is always possible. Using the fact that Aˆ is a symmetric, positively semidefinite
matrix and 1 = vTN v
q−1
N = ‖vN ‖lq‖vq−1N ‖lq/(q−1) , we obtain
vTN Aˆv
q−1
N ∈W (Aˆ, ‖ · ‖lq) ⊆
(6.9)
[0, λmax(Aˆ)].
Now, it is natural to ask whether vTN Aˆv
q−1
N is bounded from zero independent of q.
To see this, let us suppose that the eigenvalues are ordered in increasing manner
0 = λ1 < λ2 ≤ · · · ≤ λndof .
Since V 0N is the eigenspace of λ1, we have
V 0N ⊥ VN , (6.11)
and we can write Aˆ in terms of a sum of dyadic products of eigenvectors ξi, 1 ≤
i ≤ ndof
vTN Aˆv
q−1
N = v
T
N
ndof∑
i=1
λiξiξ
T
i v
q−1
N =
ndof∑
i=1
λiv
T
N ξiξ
T
i v
q−1
N =
ndof∑
i=2
λiv
T
N ξiξ
T
i v
q−1
N .
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Again, the inclusion (6.9) yields vTN ξiξ
T
i v
q−1
N ∈ [0, 1]. On the other hand, suppos-
ing vN 6= const, we obtain
vN , v
q−1
N ⊥ span{ξ1} = V 0N . (6.12)
Then, the boundedness of vTN Aˆv
q−1
N , i.e.
vTN Aˆv
q−1
N ≥ λ2
ndof∑
i=1
vTN ξiξ
T
i v
q−1
N − λ2 vTN ξ1︸ ︷︷ ︸
=0
ξT1 v
q−1
N ≥ λ2vTN vq−1N ,
implies that (∇v,∇Iph(vq−1))0,Tˆ
‖vN ‖qlq
≥ λ2, v 6= const . (6.13)
Now, standard estimates give the proof for the reference element
‖v‖q−2
0,∞,Tˆ ‖∇v‖
2
0,2,Tˆ
≤ λmax(Aˆ)‖vq−2‖0,∞,Tˆ ‖vN ‖2l2
≤ λmax(Aˆ)Λp‖vN ‖q−2l∞ ‖vN ‖2l2
≤ λmax(Aˆ)Λp‖vN ‖q−2lq ‖vN ‖2l2
≤ (ndof)1−2/q λmax(Aˆ)Λp‖vN ‖qlq
≤ ndofλmax(Aˆ)
λ2
Λp
(∇v,∇Iph(vq−1))0,Tˆ ,
where Λp = ‖
∑ndof
i=1 |ϕi|‖0,∞,Tˆ is the Lebesgue constant.
Finally, we want to show the result for an affine decomposition {T nh }h>0 with
FT : Tˆ 3 xˆ 7→ JT xˆ+ bT = x ∈ T ∀T ∈ {Tnh }h>0
and therefore
∇u(x) = J−TT ∇ˆuˆ(xˆ), uˆ = u ◦ FT . (6.14)
Due to the spectral decomposition of
K =
(
JTT JT
)−1
=
d∑
l=1
µlψlψ
T
l ,
we have that∫
T
∇v · ∇Iph(vq−1) dx = vTN
(∫
T
∇ϕj · ∇ϕi dx
)
i,j
vq−1N
= vTN
(∫
Tˆ
(∇ˆϕˆj)TK∇ˆϕˆi|det(JT )| dxˆ
)
i,j
vq−1N
= |det(JT )|
d∑
l=1
µiv
T
N
(∫
Tˆ
(∇ˆϕˆj)TψlψTl ∇ˆϕˆi dxˆ
)
i,j
vq−1N
≥
(6.9)
|det(JT )|µminvTN Aˆvq−1N
= |det(JT )|‖JT ‖−2l2 vTN Aˆvq−1N
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and
|∇ˆvˆ|2
0,2,Tˆ
≥ |det(JT )|−1‖J−1T ‖−2l2 |∇v|20,2,T .
Now, the shape regularity property
‖JT ‖l2‖J−1T ‖l2 ≤ C
completes the proof. 
7. SUMMARY
In this paper, we considered a DG-method based on polynomials of degree p ≥ 0
for hyperbolic scalar conservation laws. This method was introduced for the pure
Cauchy problem in [JJS95]. We extended the formulation for hyperbolic conser-
vation laws with initial and boundary conditions. Moreover, we presented a proof
of the uniform boundedness of the discrete solution in the L∞(L∞)-norm. The
analysis is based on arguments demonstrated in [Sze91] which are valid for p = 1.
It turned out that the use of numerical ranges for bounded linear operators in Ba-
nach spaces allows to generalize this result to the case p > 1. Future work will
be devoted to the convergence of the DG-method for the initial-boundary value
problem.
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