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A FEYNMAN-KAC FORMULA APPROACH FOR COMPUTING
EXPECTATIONS AND THRESHOLD CROSSING PROBABILITIES OF
NON-SMOOTH STOCHASTIC DYNAMICAL SYSTEMS
Laurent Mertz∗, Georg Stadler†, and Jonathan Wylie‡
Abstract. We present a computational alternative to probabilistic simulations for non-
smooth stochastic dynamical systems that are prevalent in engineering mechanics. As ex-
amples, we target (1) stochastic elasto-plastic problems, which involve transitions between
elastic and plastic states, and (2) obstacle problems with noise, which involve discrete im-
pulses due to collisions with an obstacle. We formally introduce a class of partial differential
equations related to the Feynman-Kac formula, where the underlying stochastic processes
satisfy variational inequalities modelling elasto-plastic and obstacle oscillators. We then
focus on solving them numerically. The main challenge in solving these equations is the
non-standard boundary conditions which describe the behavior of the underlying process on
the boundary. We illustrate how to use our approach to compute expectations and other
statistical quantities, such as the asymptotic growth rate of variance in asymptotic formulae
for threshold crossing probabilities.
1. Motivations and Goal
In this paper, we propose a computational alternative to probabilistic simulations for a
certain type of non-smooth stochastic dynamical systems, namely
(1) 9Xt “ F pXt, Ytq, 9Yt “ GpXt, Ytq `Ht ` 9Wt, @t ą 0
with initial condition pX0, Y0q “ px, yq P R2. Here, pXt, Ytq P R2 is the state variable at
time t, dots denote derivatives with respect to time, F px, yq and Gpx, yq are deterministic
functions, 9W represents a white noise random forcing in the sense that W is a Wiener pro-
cess, and H is a functional depending on interactions of the state variable at boundaries and
interfaces. We are interested in statistical quantities that characterize and predict the be-
havior of tpXt, Ytq, t ě 0u such as means, moments, correlations and probabilities of crossing
thresholds. These are of the form
A fi E
ˆ
fpXT , YT q `
ż T
0
gpXτ , Yτqdτ,
˙
, B fi E
ˆż 8
0
e´λτgpXτ , Yτqdτ
˙
,
C fi lim
TÑ8
E pfpXT , YT qq , D fi P
ˆ
max
0ďtďT
ˇˇˇ
ˇ
ż t
0
fpXτ , Yτ qdτ
ˇˇˇ
ˇ ě b
˙
,
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and
A1 fi E
„ˆ
fpXT , YT q `
ż T
0
gpXτ , Yτ qdτ
˙ˆ
ϕpXT`h, YT`hq `
ż T`h
0
ψpXτ , Yτqdτ,
˙
,
B1 fi E
ˆż 8
0
ż 8
0
e´λτ´µθgpXτ , YτqψpXθ, Yθqdτdθ
˙
,
C 1 fi lim
TÑ8
1
T
E
ˆż T
0
ż T
0
gpXτ , YτqψpXθ, Yθqdτdθ
˙
.
Here and in the remainder of the paper, µ, λ are positive numbers, b is a given threshold,
T ą 0 is a given time, h ě 0 and f, g, ϕ, ψ are continuous functions. For cases in whichH ” 0
and pF,Gq satisfy appropriate smoothness conditions, a natural setting for characterizing
such quantities with partial differential equations (PDEs) is to use the Feynman-Kac formula
(FKf) [45]. Furthermore, if in addition F and G can be written in terms of a Hamiltonian
structure Hpx, yq, in the sense
F px, yq fi BHBx px, yq, Gpx, yq fi
BH
By px, yq ` ηpx, yq
BH
Bx px, yq, px, yq P R
2,
where η is a well behaved function, then the process pXt, Ytq belongs to the class of Stochastic
Hamiltonian Systems (SHS) [48] for which quantities of type C and C 1 are well defined. Ap-
plications that make use of this framework abound in many areas of science and engineering,
e.g., finance, chemistry, biology, neuroscience, economy and mechanics.
There are many important applications involving non-smooth dynamics in which quantities
of the form A,B,C,D and A1, B1, C 1 are of interest. We have in mind problems involving
interactions with boundaries, constraints, phase transitions or hysteresis. An important class
of examples includes elasto-plasticity (EP) problems with random forcing [20,26] where the
dynamics takes into account phase transitions between elastic and plastic states. A second
class of examples includes stochastically driven obstacle problems [1,18] where the dynamics
has to take into account instantaneous collisions with an obstacle. The constitutive models
are shown in Figure 1. A number of authors have applied innovative techniques to determine
statistics of non-smooth oscillators [19, 29, 31, 34, 36, 44, 46, 49–51]. They used methods such
as stochastic averaging, statistical linearization and numerical path integration. However,
some of these methods are based on approximations of the underlying mechanical system,
whereas the methodology that we present in this paper does not make any such approxima-
tions and therefore provides a rigorous basis for calculating the above-mentioned quantities.
A concise review on the stochastic engineering dynamics literature is provided in section 2.
From a mathematical viewpoint, these problems can be reformulated in terms of (degener-
ate) stochastic variational inequalities (SVIs) [3,10]. With this formulation, the evolution of
the state variables is Markovian and Kolmogorov Equations (KEs) can be derived.
Except for very few non-smooth dynamical systems, where analytical expressions are avail-
able, in general one has to resort to computational techniques to determine A,B,C,D and
A1, B1, C 1. The most straightforward computational methods are direct probabilistic sim-
ulations. Such techniques are simple to implement and widely used. For low-dimensional
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Figure 1. Constitutive models: (a) an elasto-perfectly-plastic oscillator and
(b) an oscillator with an obstacle and impacts. A mass (black box) is associ-
ated in series with elements which are themselves an association in parallel or
in series of elementary rheological models. Each whole system is excited by a
time-dependent random forcing 9Wt.
state variables, they are less efficient than techniques based on partial differential equations
(PDEs), provided the latter are available. For the two non-smooth stochastic processes tar-
geted in this paper, the presence of constraints or phase transitions (governed by a variational
inequality structure) leads to non-standard boundary conditions in the PDEs for FKf. These
boundary conditions characterize the behavior of the underlying process on the boundary.
This paper is concerned with the numerical treatment of such non-standard PDEs and their
application to compute the quantities of A,B,C,D and A1, B1, C 1.
We point out that the idea of solving non-standard PDEs for FKf in the context of a SVI has
been used before [5]. However, the technique in [5] is specific to the elasto-perfectly-plastic
oscillator excited by white noise, for which the non-standard condition has to be satisfied in
a finite (namely two) number of points. It has no natural extension to problems of obstacle
type because for these problems the non-standard condition must be satisfied on a continu-
ous set of points.
In the remainder of this section, we give the definitions of the elasto-plastic and obstacle
models in presence of noise, and we discuss the quantities we are interested in.
1.1. Elasto-plastic problem with noise. A basic prototype for modeling mechanical
structures that admit permanent deformation under vibrations is the elastic-plastic oscil-
lator [26]. The dynamics focuses on two quantities: the total deformation, Xt, supported by
the structure when subjected to vibrations, and its velocity, 9Xt. For general elasto-plastic
problems, the nonlinear functional H in (1) is a restoring force arising from the structure.
The exact form of H depends on the particular structure in question. The nonlinearity in
such models comes from the switching of regimes from an elastic phase to a plastic one, or
vice versa. For the elasto-perfectly-plastic oscillator (EPPO) model, the irreversible (plastic)
deformation ∆ and the reversible (elastic) deformation Z at time t satisfy
9Zt “ 9Xt, 9∆t “ 0, in elastic phase,
9∆t “ 9Xt, 9Zt “ 0, in plastic phase,
where Xt “ Zt `∆t. Typically, |Zt| is bounded by a given threshold PY at all times t, the
system is in the plastic phase when |Zt| “ PY and the elastic phase when |Zt| ă PY . Here,
PY is an elasto-plastic bound, known as the “Plastic Yield” in the engineering literature.
We assume the force H is a linear function of Z (while ∆ remains constant) in the elastic
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phase and a constant (while Z remains constant at ˘PY ) in the plastic phase as follows:
(2) Ht “ kZt, k ą 0.
The permanent (plastic) deformation at time t can then be written as
∆t “
ż t
0
1t|Zs|“PY uYsds.
We consider the case of linearly damped spring for which F px, yq “ y and Gpx, yq “ ´c0y.
SVI framework. It has been shown that the dynamics of such a nonlinear oscillator can be
described mathematically by means of SVIs [10]. The dynamics is then described by the
pair pYt, Ztq that satisfies
(3) @t, @|φ| ď PY , dYt “ ´pc0Yt ` kZtqdt ` dWt, pdZt ´ Ytdtqpφ´ Ztq ě 0
and appropriate initial conditions for Y0 and Z0 must be prescribed. Here, whereas Yt “ 9Xt,
Xt is not involved in the dynamics.
Characterizing the statistics of the state variable using FKf is interesting for engineering
purposes. To illustrate the robustness and efficiency of our approach we will compute five
important quantities in this paper:
‚ the probability of finding the system in the plastic state
(E1) P p|ZT | “ PY q for T ě 0, and lim
TÑ8
P p|ZT | “ PY q ,
‚ the mean kinetic energy
(E2) EY
2
T for T ě 0, and lim
TÑ8
EY 2T ,
‚ the variance of both the plastic deformation and the total deformation
(E3) σ
2 p∆T q , σ2 pXT q for T ě 0, and lim
TÑ8
1
T
σ2 p∆T q , lim
TÑ8
1
T
σ2 pXT q ,
‚ any correlation structure between pYT , ZT q and pYT`h, ZT`hq of the form
EfpZT , YT qϕpZT`h, YT`hq,
where here we will target
(E4) P p|ZT`h| “ PY , |ZT | “ PY q , EY 2T Y 2T`h for T ě 0,
and
lim
TÑ8
P p|ZT`h| “ PY , |ZT | “ PY q , lim
TÑ8
EY 2T Y
2
T`h,
‚ probabilities of threshold crossings for the total deformation
(E5) P
ˆ
max
0ďtďT
|Xt| ě b
˙
, b, T large.
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The probability of finding the system in the plastic state and the mean kinetic energy, at a
given time T , are quantities of type A whereas, at large time, they are of type C. Also, their
Laplace transforms belong to type B. The variance of the plastic deformation and of the
total deformation, at a given time T , are quantities of type A1 and their asymptotic growth
belongs to the type C 1. Any correlation structure of pY, Zq between two different instants T
and T ` h is of type A1 and its corresponding double Laplace transform (with parameters λ
and µ) is of type B1. The probabilities of threshold crossings for the plastic deformation are
of type D. These quantities are challenging to compute because analytic formulas are not
available and probabilistic simulations are computationally expensive.
1.2. Obstacle problem with noise. One of the simplest models exhibiting a vibro-impact
motion can be expressed as a single degree of freedom oscillator constrained by obstacles [1]
located at |X| “ PO (position of the obstacle). It is common in the engineering literature to
formulate the dynamics of a stochastic obstacle oscillator in terms of a stochastic process Xt,
the oscillator displacement. For general obstacle problems, the nonlinearity in such models
comes from the collisions. If at a time t, the state hits the obstacle with incoming velocity
9Xt, it immediately bounces back with velocity ´e 9Xt, that is, 9Xt` “ ´e 9Xt´, e P r0, 1s. The
nonlinear functional H in (1) is a force keeping track of the past discrete impulses due to
collisions with an obstacle, here
(4) Ht “ 9It.
The net impulse process, which keeps track of the sum of all past impulses, at time t can be
written as
It fi
ÿ
0ďsďt
´
9Xs` ´ 9Xs´
¯
1t|Xs|“POu.
For simplicity, we consider the case of a linearly damped spring: F px, yq “ y and Gpx, yq “
´c0y ´ kx.
Reflected Langevin process framework. From a mathematical viewpoint (using a stochastic
differential framework), the dynamics of such a nonlinear oscillator can be described in the
framework of a Reflected Langevin process [23, 24] of the form
(5) Xt “ x`
ż t
0
Ysds, Yt “ y ´
ż t
0
pc0Ys ` kXsqds`Wt ´ p1` eq
ÿ
0ďsďt
9Ys´1t|Xs|“POu
where Yt fi 9Xt.
Remark 1. When e “ 1, Equation (5) can be formulated in the framework of SVIs [3] as
follows @t, |Xt| ď PO, @|ϕ| ď PO, pdYt ` pc0Yt ` kXtqdt´ dWtqpϕ´Xtq ě 0.
Comments. The implementation of the impact rule can be explained using stopping times.
We start by defining τ0 fi 0 and tpX0t , Y 0t q, t ě 0u to be the solution of the unconstrained
problem
(6) dX0 “ Y 0dt, dY 0 “ ´pc0Y 0 ` kX0qdt` dW
and define τ1 fi inftt ą τ0, |X0t | “ POu. For t ě τ1, we define tpX1t , Y 1t q, t ě τ1u to
be the solution of (6) with the initial condition X1τ1 fi X
0
τ1
and Y 1τ1 fi ´eY 0τ1 and then
we define τ2 fi inftt ą τ1, |X1t | “ POu. Knowing τn, Xn, Y n, we can recursively define
5
τn`1, X
n`1, Y n`1. Thus, the whole process can be defined on each interval rτn, τn`1q by set-
ting pX, Y q fi pXn, Y nq. It should be pointed out that the presentation remains formal as
there are mathematical subtleties behind the definition of these stopping times. An existence
and uniqueness result in a weak sense (see for instance, definition 3.1 page 300 in [25]) for
an equation similar to (5) can be found in the works of Jacob [23, 24]. To be more precise,
it concerns an integrated Wiener process constrained to stay in r0,8q by a partially elastic
boundary at 0. As explained in Jacob’s works, even if the aforementioned process enjoys the
property of local pathwise existence and uniqueness away from the obstacle, global pathwise
uniqueness results do not hold. Indeed, even for the deterministic problem it has been shown
in the work of Ballard [2] that the only case in which there exists a unique solution is when
the forcing is an analytic function (locally given by a convergent power series), and this
condition cannot be relaxed.
For the obstacle problem, we consider the following five quantities:
‚ the probability of finding the system in the neighborhood of the obstacle with a low
velocity,
(E 1
1
) P pfpXT , YT q ď ǫq , for T ě 0, and lim
TÑ8
P pfpXT , YT q ď ǫq for some ǫ ą 0
where fpx, yq fiap|x| ´ POq2 ` y2.
‚ the mean kinetic energy
(E 1
2
) EY 2T for T ě 0, and lim
TÑ8
EY 2T ,
‚ the variance of the integral of the displacement
(E 1
3
) σ2
ˆż T
0
Xsds
˙
for T ě 0, and lim
TÑ8
1
T
σ2
ˆż T
0
Xsds
˙
.
Up to a multiplicative constant, this is equivalent to computing the variance of the
change in momentum due to the restoring force kX .
‚ any correlation structure between pXT , YT q and pXT`h, YT`hq of the form
(E 1
4
) P pfpXT`h, YT`hq ď ǫ, fpXT , YT q ď ǫq , EY 2T Y 2T`h for T ě 0,
and
lim
TÑ8
P pfpXT`h, YT`hq ď ǫ, fpXT , YT q ď ǫq , lim
TÑ8
EY 2T Y
2
T`h,
‚ probabilities of threshold crossings for the integral of the displacement
(E 1
5
) P
ˆ
max
0ďtďT
ˇˇˇ
ˇ
ż t
0
Xsds
ˇˇˇ
ˇ ě b
˙
, b, T large.
An explanation similar to what was provided above for the elasto-plastic problem (in terms
of plastic state, variance of the plastic deformation and correlations) applies to the obstacle
problem (in terms of mean kinetic energy, variance of the integral of the displacement,
correlations and probabilities of threshold crossings for the integral of the displacement).
6
1.3. Approach and overview. The PDEs related to A,B,C and A1, B1, C 1 including quan-
tities pEiq, pE 1iq, 1 ď i ď 4 for the elasto-plastic and obstacle problems are non-standard
boundary value problems. For this type of non-standard PDEs, (for instance see Section
3.2), only partial existence and uniqueness results are available, mainly for the case of the
EPPO problem with noise [6,9–11]. This is because standard PDE theory techniques do not
apply due to the non-standard boundary conditions and the degeneracy of these problems.
Therefore, in this essay, we mostly study the behavior of these PDEs numerically in order
to gather insight in the solution behavior and we compare with probabilistic approxima-
tions in order to conjecture whether solutions exist or not. For this purpose, we solve the
PDE problems on sequences of grids with increasing resolution and monitor the behavior
of the numerical solutions. If the numerical solutions computed from differently accurate
discretization yield a converging behavior as the mesh is refined, we can conjecture that the
continuous problem has a solution.
Monte Carlo methods are used to compare the PDE results with probabilistic results. These
comparisons increase our confidence in the solution of the PDE problem, allow us to study
approximation errors in both schemes, and establish a direct connection between the SVIs
and the PDE problems.
1.4. Organization of the paper. A review of established stochastic engineering method-
ologies is given in section 2. In section 3, we show the connection between the quantities A
and A1 to the solution of non-standard parabolic problems, the functions B and B1 to the
solution of non-standard elliptic problems and the functions C and C 1 to the solution of non-
standard Poisson problems. In Section 4, an asymptotic formula for D is presented when T
and b are large enough. This formula relies on quantities of type C 1. In Section 5, we present
a numerical approach for solving non-standard PDEs. The method is first presented and
applied to the elasto-plastic problem. Then, it is applied to the obstacle problem. Numerical
results are presented. In Section 6, we compare the approach proposed in this paper with
previous techniques employed for a white noise EPPO. Finally, in Section 7, broader impacts
of the present method are discussed for promising engineering applications.
2. Review of stochastic engineering methodologies
We briefly review three main established techniques, namely i) stochastic averaging, ii)
statistical linearization and iii) numerical path integration. The notation used in this section
only applies to this section and not beyond.
2.1. Statistical linearization. The statistical linearization (SL) method, proposed by [15],
has proved to be a very useful approximation technique over the years. See [12] for the math-
ematical validity of the SL method in some cases. In the context of a basic illustrative exam-
ple, it consists in replacing an equation of the form gpYt, 9Yt, :Ytq “ Xt with an equivalent form
m‹ :Yt`c‹ 9Yt`k‹Yt “ Xt where Y, 9Y , :Y are, respectively, the displacement response, the veloc-
ity and the acceleration, g is a (possibly non-linear) function and X is an input forcing. The
parameters (that can depend on the time) pm‹, c‹, k‹q are determined by minimizing the error
ǫpc,m, kq fi gpYt, 9Yt, :Ytq ´m:Yt ´ c 9Yt ´ kYt as follows: }ǫpc‹, m‹, k‹q} “ minc,m,kPR }ǫpc,m, kq}
where }.} is a convenient norm. Further details can be found in [36], with an introduction
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of SL for simple systems in Chapter 5 and analysis of systems with multiple degrees of free-
dom in Chapter 6. The method can be employed to deal with complex systems (including
hysteretic elements) having many degrees of freedom and a broad class of excitation (even
non-stationary), SL usually gives reasonably good results when non-linear effects are present.
2.2. Stochastic averaging. The method of stochastic averaging, originally introduced by
[47], provides approximate solutions to problems involving the vibration response of lightly
damped systems to broad-band random excitation. See [27,28,39,40] for mathematical rigor-
ous foundations. For illustration, we consider one-dimensional variables and the presentation
we use is inspired by [16]. Consider a system of the form#
dXǫt “ ǫ2fpXǫt , Y ǫt qdt` ǫgpXǫt , Y ǫt qdWt, Xǫ0 “ x,
dY ǫt “ hpXǫt , Y ǫt qdt` ϕpXǫt , Y ǫt qdWt, Y ǫ0 “ y
for 0 ă ǫ ! 1 and f, g, h, ϕ functions with appropriate conditions. Here, W is a Wiener pro-
cess. The variables Xǫt and Y
ǫ
t are, respectively, called slow and fast components. Engineers
are interested in the behavior of Xǫt on intervals of order ǫ
´1 since on those time scales the
most significant changes occur. The averaging principle states that a good approximation
of the slow component can be obtained by averaging over the fast components in the sense
that the trajectory Xǫt is replaced by the solution X¯ of
dX¯t “ ǫ2f¯pX¯tqdt` ǫg¯pX¯tqdWt, X¯ǫ0 “ x,
where f¯pxq “ lim
TÑ8
1
T
E
şT
0
fpx, Ytqdt and g¯2pxq “ lim
TÑ8
1
T
E
şT
0
g2px, Ytqdt and
dY ptq “ hpx, Ytqdt` ϕpx, YtqdWt, Y ǫ0 “ y.
In the dynamics of Yt, x is a frozen parameter. The stochastic averaging method is partic-
ularly useful in dealing with situations with fairly light non-linear damping. Details on the
application of this method to systems of the form :X ` ǫ2ψpX, 9Xq ` kX “ ǫ 9W are presented
in [37]. To apply the averaging principle the joint response pX, 9Xq needs to be transformed
in Xt “ at cospω0t` ϕtq and 9Xt “ ´atω cospω0t` ϕtq. This leads to a stochastic differential
equation for pat, ϕtq which can be seen as the slow component in the equation above. Details
can be found in Section 3 of [37]. The stochastic averaging method can cope with systems
having hysteretic features such as the elasto-plastic and impact problems.
2.3. Numerical path integration. The path integration (PI) method, introduced in [34],
is a step-by-step calculation of the joint probability density function (PDF) of a set of state
space variables describing a white noise excited nonlinear dynamical system. Precisely, the
PDF is computed at a given time by applying the Chapman-Kolmogorov equation when the
response PDF and the transition PDF are known at an earlier time. The PI method is an
efficient approximation for solving the Fokker-Planck equation and for providing the station-
ary response of the underlying dynamical system. The method exploits short time transition
probability density functions which can be sharply approximated by explicit formulae (based
on a local Gaussian behavior) even for hysteretic systems such as elasto-plastic or impact
problems.
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2.4. Comments. The statistical linearization and stochastic averaging methods rely on an
approximation of the underlying stochastic process, where in our method no such approxima-
tion is needed. However numerical path integration methods deal with the original process.
Our approach relies heavily on the PDEs related to the Feynman-Kac (FK) formula and
the backward Kolmogorov equations whereas the PI method uses the Chapman-Kolmogorov
equation which ultimately lead to the Forward Kolmogorov equation. Hence PI and FK
methods can be seen as being the dual of each other. In contrast with the PI method,
our method extends naturally (by adapting the infinitesimal generator) to solving a broad
range of problems. These include optimal stopping and stochastic optimal control problems
via free boundary value problem and HJB equations with non-standard boundary condition,
see [32]. Our approach can be combined with existing methodologies to investigate a number
of practically important quantities. For example, following the steps of [43] and [14] it can
be used to study the power spectrum density for stationary processes of the form
Spωq fi lim
TÑ8
1
T
E
˜ˇˇˇ
ˇ
ż T
0
gpXt, Ytqe´iωtdt
ˇˇˇ
ˇ
2
¸
,
where X, Y is the response variable of one of the systems studied in this paper (elasto-plastic
or impact system) and the notation |.| stands for the modulus of a complex number. Some
details are given in the conclusions and perspectives section.
3. The Partial Differential Equations for A,B,C and A1, B1, C 1
It is possible to relate the functions A and A1 to the solution of parabolic problems, the
functions B and B1 to the solution of elliptic problems and the functions C and C 1 to the
solution of Poisson problems. In the first part of this section, we present these problems
in the case of H “ 0. Then, in the second part, we provide a formal presentation of the
corresponding problems for the two non-smooth problems targeted in this paper.
Notation. For T ą 0 and a domain Ω of R2, we use the notation C‹pΩ ˆ r0, T sq for the
set of continuous functions on Ω ˆ r0, T s that are C1-regular with respect to x, C2-regular
with respect to y and C1-regular with respect to t. We use the notation C‹pΩq for the set of
continuous functions on Ω that are C1-regular with respect to x and C2-regular with respect
to y. We use the generic notation Γ for
ΓλT pf, gq fi e´λTfpXT , YT q `
ż T
0
e´λτgpXτ , Yτ qdτ
because it helps to write the quantities A,B,C and A1, B1, C 1 in a compact form.
We use the following notations below
(A0pλ, φq) φ P C‹pR2 ˆ r0,8sq and E
˜ż t
0
e´2λτ
ˇˇˇ
ˇBφBy
ˇˇˇ
ˇ
2
pXτ , Yτ , τqdτ
¸
ă 8, @t.
(A1pλ, φq) φ P C‹pR2q and lim
TÑ8
expp´λT qEφpXT , YT q “ 0.
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(A2pλ, φq) φ, ψ P C‹pR2q and
ż 8
0
expp´λτqE|φ|pXτ , Yτ qdτ ă 8.
(A3pλ, µ, φ, ψq)
φ, ψ P C‹pR2q and lim
TÑ8
expp´λT qE
ˆ
φpXT , YT q
ż T
0
expp´µτqψpXτ , Yτ qdτ
˙
“ 0.
3.1. The case H “ 0. The proofs of connecting the PDEs below and stochastic processes
can be found in the Appendix for the reader’s convenience. We use the notation
L fi
1
2
B2
By2 ` F
B
Bx `G
B
By .
Backward-in-time parabolic problems. Consider functions u P C‹pR2 ˆ r0, T sq, v P C‹pR2 ˆ
r0, T ` hsq, w P C‹pR2ˆ r0, T sq. Let λ, µ ě 0. Assume that u, v, w satisfy A0pλ, uq, A0pµ, vq,
A0pλ` µ, wq, respectively, and that
(7)
Bu
Bt ` Lu´ λu “ ´g, upT q “ f in R
2,
Bv
Bt ` Lv ´ µv “ ´ψ, vpT ` hq “ ϕ in R
2,
and
(8)
Bw
Bt ` Lw ´ pλ` µqw “ ´
Bu
By
Bv
By , wpT q “ 0 in R
2.
Then we have
A “ upx, y, 0q and A1 “ puv ` wqpx, y, 0q.
As a corollary,
VarpΓ0T pf, gqq “ wpx, y, 0q,
where w solves the problem (8) with v “ u and h “ 0.
Degenerate elliptic problems. Let λ, µ ě 0 be two numbers and g, ψ be two functions such
that ż 8
0
expp´λτqE|g|pXτ , Yτqdτ ă 8,
ż 8
0
expp´µτqE|ψ|pXτ , Yτqdτ ă 8.
Consider functions uλ, vµ, wλ`µ P C‹pR2q. Assume that uλ, vµ, wλ`µ satisfy technical condi-
tions A1pλ, uλq,A1pµ, vµq, A1pλ`µ, wλ`µq, A1pλ, µ, BuλBy BvµBy q, A1pλ`µ, uλvµq A3pλ, µ, uλ, ψq,
A3pµ, λ, vµ, gq and
(9)
$’’’&
’’’%
Luλ ´ λuλ “ ´g in R2,
Lvµ ´ µvµ “ ´ψ in R2,
Lwµ`λ ´ pµ` λqwλ`µ “ ´BuλBy
Bvµ
By in R
2.
Then we have
B “ uλpx, yq and B1 “ puλvµ ` wλ`µqpx, yq.
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Long time behavior and degenerate Poisson problems. Assume that pXt, Ytq has a unique
invariant probability measure ν on R2 in the sense that for any continuous function f satis-
fying νp|f |q ă 8, we have EfpXt, Ytq “ νpfq provided that pX0, Y0q is distributed according
to ν.
Consider functions U, V P C‹pR2q. Assume that g and ψ satisfy νp|g|q ă 8, νp|ψ|q ă 8 and
U, V satisfy
ν
ˆˇˇˇ
ˇBUBy BVBy
ˇˇˇ
ˇ
˙
ă 8
together with
(10) LU “ νpgq ´ g in R2, LV “ νpψq ´ ψ in R2.
Then we have
C “ νpgq and C 1 “ ν
ˆBU
By
BV
By
˙
.
3.2. Non-standard PDEs of SVIs: elasto-plastic and obstacle problems. In a simi-
lar manner to the results above for the case H “ 0, here we present non-standard PDEs re-
lated to SVIs modeling the elasto-plastic (2) and obstacle (4) problems. First, for each prob-
lem, we give a description of the infinitesimal generator of the corresponding process.Then,
we only present the non-standard backward-in-time parabolic problems in analogy to Sec-
tion 3.1. For the non-standard elliptic degenerate and Poisson problems, the idea remains
basically the same as what is presented above.
Without loss of generality, we can assume here that PY “ PO “ 1, define
D fi p´1, 1q ˆ p´8,8q, DT fi p´1, 1q ˆ p´8,8q ˆ p0, T q
and
D˘ fi t˘1u ˆ p´8,8q, D˘T fi t˘1u ˆ p´8,8q ˆ p0, T q.
In the elasto-plastic problem, using Ito’s lemma, the generator of pZt, Ytq is defined on any
function φ P C‹pD¯q and satisfies
lim
tÑ0
EφpZt, Ytq ´ φpz, yq
t
“
$’’’’’&
’’’’’’%
Lφ fi
1
2
B2φ
By2 ´ pc0y ` kzq
Bφ
By ` y
Bφ
Bz , if |z| ă 1,
L`φ fi
1
2
B2φ
By2 ´ pc0y ` kq
Bφ
By `minp0, yq
Bφ
Bz , if z “ 1,
L´φ fi
1
2
B2φ
By2 ´ pc0y ´ kq
Bφ
By `maxp0, yq
Bφ
Bz , if z “ ´1.
In the obstacle problem, (this is formal) the generator of pXt, Ytq is defined on any function
φ P C‹pD¯q such that
φp˘1, yq “ φp˘1,´eyq in ˘ y ą 0
satisfies
lim
tÑ0
EφpXt, Ytq ´ φpx, yq
t
“ 1
2
B2φ
By2 ´ pc0y ` kxq
Bφ
By ` y
Bφ
Bx, if |x| ă 1.
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Non-standard problems for the elasto-plastic problem. Consider functions u P C‹pDˆr0, T sq, v P
C‹pD ˆ r0, T ` hsq, w P C‹pD ˆ r0, T sq. Assume that u, v, w satisfy A0pλ, uq, A0pµ, vq,
A0pλ` µ, wq, respectively, (w.r.t to the solution of (3))
(11)
Bu
Bt ` Lu´ λu “ ´g inDT ,
Bu
Bt ` L˘u´ λu “ ´g inD
˘
T , upT q “ f inD.
(12)
Bv
Bt ` Lv ´ µv “ ´ψ inDT`h,
Bv
Bt ` L˘v ´ µv “ ´ψ inD
˘
T`h, vpT ` hq “ φ inD.
(13)
Bw
Bt `Lw´pλ`µqw “ ´
Bu
By
Bv
By inDT ,
Bw
Bt `L˘w´pλ`µqw “ ´
Bu
By
Bv
By inD
˘
T , wpT q “ 0inD
then the corresponding A and A1 satisfy
A “ upx, y, 0q and A1 “ puv ` wqpx, y, 0q.
Non-standard problems for the obstacle problem. Consider functions u P C‹pD ˆ r0, T sq, v P
C‹pD ˆ r0, T ` hsq, w P C‹pD ˆ r0, T sq. Assume that u, v, w satisfy A0pλ, uq, A0pµ, vq,
A0pλ` µ, wq, respectively, (w.r.t to the solution of (5))
(14)
Bu
Bt ` Lu´ λu “ ´g inDT , up˘1, yq “ up˘1,´eyq inD
˘
T , upT q “ f inD.
(15)
Bv
Bt ` Lv ´ µv “ ´ψ inDT`h, vp˘1, yq “ vp˘1,´eyq inD
˘
T`h, vpT ` hq “ ϕ inD.
(16)
Bw
Bt `Lw´pλ`µqw “ ´
Bu
By
Bv
By inDT , wp˘1, yq “ wp˘1,´eyq inD
˘
T , wpT q “ 0inD
then the corresponding A and A1 satisfy
A “ upx, y, 0q and A1 “ puv ` wqpx, y, 0q.
4. Asymptotic formula for D
For every function f on R2, define ∆EPt pfq fi
şt
0
fpZs, Ysqds and ∆OPt pfq fi
şt
0
fpXs, Ysqds
where pZs, Ysq solves the elasto-plastic problem and pXs, Ysq solves the obstacle problem.
The case (E5) corresponds to the case fpz, yq “ y. The case (E 15) corresponds to the case
fpx, yq “ x. We drop the superscript p.qEP {OP for convenience. In both cases, the process
t ÞÑ ∆tpfq has continuous trajectories and admits an asymptotic (in time) variance of the
form γ2ft, γ
2
f ą 0. Thus, with respect to an appropriate scaling in time and space, it
is reasonable to expect that it behaves like a Brownian motion in the sense that, taking
pb, T q “ p?p β, pΘq, p large, the following approximation can be made
(17) lim
pÑ8
Wfp?p β, pΘq “ 1´ 4
π
`8ÿ
k“0
p´1qk
2k ` 1 exp
ˆ
´p2k ` 1q
2π2Θ
8β2
γ2f
˙
,
where
γ2f fi lim
tÑ8
σ2p∆tpfqq
t
and Wfpb, T q fi P
ˆ
max
0ďtďT
|∆tpfq| ě b
˙
.
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For an elasto-perfectly-plastic oscillator excited by white noise, this Brownian behavior was
already proposed in [13] as a heuristic argument and, recently, a functional central limit
theorem (FCLT) has been given in [21]. In the case of a penalization of variational inequali-
ties, a FCLT has been obtained in a general framework including penalization of (3) and (5)
(with purely elastic impacts, e “ 1) [33]. The computation of a quantity of type D relies on
the computation of quantity of type C 1 (shown in Section 4). See Figure 2 for illustration.
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(a) Elasto-plastic problem. We con-
sider PY “ 0.25. The dotted and
dashed lines represent the Monte Carlo
approximation of Wyp?pβ, pΘq, for 3
different values of p, while the solid line
represent the explicit formula shown
in the right hand side of (17) with
fpz, yq “ y.
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(b) Obstacle problem. We consider
P0 “ 1. The dotted and dashed lines
represent the Monte Carlo approxima-
tion of Wxp?pβ, pΘq, for 3 different val-
ues of p, while the solid line represent
the explicit formula shown in the right
hand side of (17) with fpx, yq “ x.
Figure 2. Numerical results for (E5) and (E
1
5
). In both cases, γ2f is computed
using the PDE method. For the Monte Carlo simulation, we used 105 samples
with a time step of δt “ 10´4. Here β “ 0.5,Θ “ 3, thus b “ ?pβ and T “ pΘ.
Computational savings. In order to compute the results shown in Figures 2a and b,
we used MATLAB codes (running on Intel Xeon E5 2.3Ghz processes) for both our pro-
posed method and the Monte-Carlo method. Our method typically took around one minute,
whereas the Monte-Carlo method took around 5 hours to achieve similar accuracy.
5. Numerical computation of A,B,C and A1, B1, C 1
In this section, we first explain the probabilistic numerical approach for SVIs of the elasto-
plastic (3) and obstacle (5) problems. Then, we present a numerical approach for solving
the PDEs with non-standard boundary condition related to the FKf. The method is first
presented and applied to the elasto-plastic problem (11), (12) and (13). Then, it is applied
to the obstacle problem, (14), (15) and (16).
5.1. Discretization of SVIs and Monte Carlo approach. For the probabilistic numer-
ical scheme of tpZt, Ytq, t ě 0u of (3), we use a time step δt ą 0. Then we construct random
variables tpZn, Ynq, 1 ď n ď Nδtu and a partition of r0, T s, 0 “ t0 ă t1 ă t2 ă . . . ă tNδt “ T .
Here, for each 1 ď n ď Nδt, pZn, Ynq is an approximation of pZtn , Ytnq. We refer to [5] for a
13
´1
1
L´L
y, 1 ď j ď J
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Figure 3. Discretization of D. At black points, the discretized equation is
satisfied. At grey points, homogeneous Neumann boundary conditions are
used, and at red points non-standard boundary conditions are employed.
detailed presentation of the algorithm. To be concise, we only explain the computation of
quantities of type A. For any choice of well-behaved functions f and g, we proceed with the
following approximation
(18)
E
ˆ
fpZT , YT q `
ż T
0
gpZτ , Yτ qdτ
˙
« 1
M
Mÿ
m“1
˜
fpZmNδt , Y mNδtq `
Nδt´1ÿ
n“0
gpZmn , Y mn qptn`1 ´ tnq
¸
where tpZm, Y mq, m “ 1, . . . ,Mu is an i.i.d. sequence of trajectories produced by the algo-
rithm.
Details of the probabilistic numerical scheme to compute tpXt, Ytq, t ě 0u in (5) are given in
Appendix A. Then we use a similar approximation to that given by (18) in terms of pX, Y q
of (5).
5.2. Discretization of PDE problems. To numerically approximate the solutions of (11),
(12) and (13), we use a finite difference scheme. We truncate the unbounded domain D to
obtain DY fi p´1, 1q ˆ p´Y, Y q, where Y is chosen sufficiently large that the probability of
finding the underlying process outside DY is negligible. We apply a homogeneous Neumann
boundary condition at y “ ˘Y . We consider a two-dimensional rectangular finite difference
grid,
G fi tpzi, yjq fi p´1` pi´ 1qδz,´Y ` pj ´ 1qδyqu1ďiďI,1ďjďJ ,
where δz fi 2
I´1
, δy fi 2Y
J´1
. Here, I, J are odd integers of the form 2I˜ ` 1, 2J˜ ` 1. The
total number of nodes in G is N “ IJ . The numerical approximations of upzi, yj, tnq,
vpzi, yj, tnq and wpzi, yj, tnq are denoted by uni,j, vni,j and wni,j and the corresponding vectors
collecting all the unknowns are un, vn and wn. We use the notation fi,j, gi,j, ψi,j, ϕi,j for
fpxi, yjq, gpxi, yjq, ψpxi, yjq and ϕpxi, yjq and the corresponding vectors are f , g, ϕ, ψ. Here,
tn fi nδt discretizes the time and NT δt “ T , NT`hδt “ T`h. Using an implicit Euler method
to discretize in time together with finite differences in space, the first conditions in (11), (12)
14
and (13) at the black points in Figure 3 result in$’’’’’’&
’’’’’’%
u0i,j “ fi,j and
un`1i,j ´ uni,j
δt
´ `Lun`1˘
i,j
` λun`1i,j “ gi,j, 1 ď n ď NT ´ 1,
v0i,j “ ϕi,j and
vn`1i,j ´ vni,j
δt
´ `Lvn`1˘
i,j
` µvn`1i,j “ ψi,j, 1 ď n ď NT`h ´ 1,
w0i,j “ 0 and
wn`1i,j ´ wni,j
δt
´ `Lwn`1˘
i,j
“ pDyunqi,j pDyvnqi,j , 1 ď n ď NT ´ 1,
where pDyuqi,j and pLuqi,j are centered finite differences,
pDyuqi,j fi
ui,j`1 ´ ui,j´1
2δy
and first order upwind differences
(19) ´ pLuqi,j fi ´pLyuqi,j ´maxp0, yjq
´ui`1,j ´ ui,j
δz
¯
´minp0, yjq
´ui,j ´ ui´1,j
δz
¯
with
´pLyuqi,j fi ´1
2
ˆ
ui,j`1 ´ 2ui,j ` ui,j´1
δy2
˙
´maxp0, bi,jq
ˆ
ui,j`1 ´ ui,j
δy
˙
´minp0, bi,jq
ˆ
ui,j ´ ui,j´1
δy
˙
.
The nonstandard boundary conditions (second condition) in (11), (12) and (13) at the red
points in Figure 3 are discretized by the same formulae with L replaced by L˘. Here, pL˘uqi,j
are defined by
(20) ´ pL`uqi,j fi ´pLyuqi,j ´minp0, yjq
´ui,j ´ ui´1,j
δz
¯
and
(21) ´ pL´uqi,j fi ´pLyuqi,j ´maxp0, yjq
´ui`1,j ´ ui,j
δz
¯
.
The Neumann boundary conditions at the points shown in grey results in
(22)
pN2uqi,j “ 0, pN2vqi,j “ 0, pN2wqi,j “ 0, where pN2uqi,j fi
$’’’&
’’’%
ui,j`1 ´ ui,j
δy
if j “ 1,
ui,j ´ ui,j´1
δy
if j “ J.
This results in the following linear system to be solved in each time step:
(23) pI ` δtMqun`1 “ un ` δtg, u0 “ f ,
where M is a sparse N ˆN -matrix that does not depend on n.
For the computational results presented in the remainder of this paper, we use a C code that
implements a Monte Carlo (MC) probabilistic simulation to approximate the solution of (3).
We use a MATLAB implementation for the PDE approach (23). Here, an LU factorization
is used for solving the linear systems arising from the PDE-approach. For time-dependent
PDE simulations, the LU factors are computed once upfront and reused throughout the
simulation. Implementations are available upon request.
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5.3. Numerical results for the elasto-plastic problem. We first present an empirical
study on the convergence of the probability of the plastic state (E1) and the mean kinetic
energy (E2). The results presented in Figure 4 provide insight into the dependence of the
PDE solution on the domain truncation L and on the number of discretization points. Note
in particular, that the convergence of EpY 2T q requires a sufficiently large value of L, which is
due to the fact that this quantity involves squared y-values. Moreover, we also observe that
a sufficiently fine mesh with I˜ “ J˜ ě 100 is required to properly resolve the PDE problem.
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Figure 4. Empirical convergence study for Pp|ZT | “ PY q and EpY 2T q, T P
r0, 4s. In all cases, c0 “ 1, k “ 1, PY “ 0.25. PDE solutions of the probability
of plastic state and the mean kinetic energy are shown for different values of
the truncation bound L (while δy “ 0.0075 is kept constant) in the y-direction
in (a) and (b), and different values of I˜ “ J˜ in (c) and (d) while keeping
L “ 3.0.
Next, in Figure 5, we present systematic numerical comparisons between the PDE and
the probablistic Monte Carlo (MC) approach. In particular, we show comparisons for the
quantities (E1), (E2), (E3), (E4) and (E5). We have chosen discretization parameters, for
which we found small approximation errors in our previous tests summarized in Figure 4.
As can be seen, the results found from the PDE solution closely track the results from the
probabilistic simulation. However, some quantities are harder to approximate than others
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and it appears that for the correlation structure in the kinetic energy, as shown in Figure 5(d),
there is a slight discrepancy between the PDE and probabilistic results. This may be related
to the fact that the quantity is quartic in the velocity. From Figure 5, we observe as expected
from theory (see [10]) that pZT , YT q has a unique invariant probability measure. Thus,
when T becomes large, for any well-behaved function f , EfpZT , YT q becomes constant and
E
´şT
0
fpZt, Ytqdt
¯2
obeys linear growth with respect to T . To the best of our knowledge,
except quantities of type A for large time [4,5], quantities of type A,B,C or A1, B1, C 1 (both
transient and stationary case) have not been computed using PDE formulations in such a
general framework previously.
5.4. Numerical results for the obstacle problem. Next, we present numerical results
for the stochastic obstacle problem. As above, for the PDE formulation (14), (15) and
(16) we use a finite-difference scheme in space and the implicit Euler method in time. The
main difference compared to the discretization for the elasto-plastic problem presented in
Section 5.2 is in the discretization of the non-standard boundary conditions to be satisfied
at the red points in Figure 3. We recall that the boundary conditions on D˘T in the PDEs for
the elasto-plastic and obstacle problems are different because they reflect different boundary
behaviors for the underlying stochastic processes. In the elasto-plastic problem, the boundary
condition (plastic phases) solves a boundary value problem whose boundary data is also a
part of the problem. In the obstacle problem, the boundary condition (impacts with the
obstacle) consists in identifying the values of the solution on D˘T to those on x “ ˘1,¯y ą 0.
u1,j “ cju1,je ` p1´ cjqu1,je`1 and v1,j “ cjv1,je ` p1´ cjqv1,je`1 for 1 ď j ď J˜ ,
uI,j “ cjuI,je ` p1´ cjquI,je`1 and vI,j “ cjvI,je ` p1´ cjqvI,je`1 for J˜ ` 2 ď j ď J,
where
je fi 1`
„
1
δy
pLy ´ eyjq

and cj fi
yje`1 ` eyj
δy
.
We note that yj is defined to be on the grid, but, in general, the quantity eyj will not cor-
respond to a grid point for e P p0, 1q. Consequently, the value imposed in u1,j (or in uI,j)
is a value interpolated between the values of u at the two nearest neighbors of ´eyj in the
grid. Here we use the notation ras for the integer part of a. In the purely elastic case e “ 1,
j1 “ J ´pj´ 1q and cj “ 1 whereas in the purely inelastic case e “ 0, j0 ” J˜ ` 1 and cj “ 1.
In Figure 6, we present numerical comparisons between the PDE and probabilistic MC
approaches for (E 1
2
) and (E 1
3
). As can be seen, the solution of the PDE approach agrees well
with the solution of the probabilistic simulation. We also observe that when T becomes large,
the expectation (left plot) becomes constant and the variance (right plot) grows linearly.
While we expect that ergodicity holds for the obstacle problem, to the best of our knowledge
this has not been proven in the literature. Additionally, as far as we are aware of, quantities
of type A,B,C or A1, B1, C 1 (both transient and stationary case) have not been computed
using PDEs in such a general framework before. Observe that (E 1
2
) and (E 1
3
) are of type A
and A1 when T is finite.
5.5. Long-time behavior. Next, we present results for the solution of the stationary ver-
sions of (11) combined with (13), and of (14) combined with (16) where λ is chosen small
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Figure 5. Comparison between the PDE (solid) and MC (dashed) solutions
for T P r0, 4s for the elasto-plastic problem. (a): probability of the plastic
state P p|ZT | “ PY q. (b): a correlation structure of the probability of the
plastic state P p|ZT | “ PY , |ZT`h| “ PY q , h “ 0.2. (c): mean kinetic energy
EY 2T . (d): a correlation structure of the mean kinetic energy EY
2
T Y
2
T`h. (e):
the variance of the plastic deformation E p∆T ´ E∆T q2. (f): the variance of
the total deformation E pXT ´ EXT q2.
18
0 1 2 3 4
0
0.1
0.2
0.3
(a)
Time T
E
pY
2 T
q
#MC = 106, δt “ 10´5
I˜ “ J˜ “ 800, δt “ 10´4
0 1 2 3 4
0
0.02
0.04
0.06
(b)
Time T
σ
2
´ ş T 0
X
s
d
s¯
#MC = 106, δt “ 10´5
I˜ “ J˜ “ 800, δt “ 10´4
Figure 6. Obstacle problem with e “ 0.5. Comparison between the PDE
(solid) and MC (dashed) solutions for T P r0, 4s. (a): mean kinetic energy
E pY 2T q. (b): the variance of the integral of the total deformation σ2
´şT
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Xsds
¯
.
enough. We remind the reader that λu approximates a quantity of the form limtÑ8 EfpZt, Ytq
when λ is small. We use a similar finite-difference procedure as above for the time-dependent
case to obtain a linear system of the form
(24) pλI `Mqu “ f .
Again, we first compare results computed using the discretized PDE approach (24) with
results based on Monte Carlo simulations. For the elasto-plastic PDE discretization, we use
I˜ “ J˜ “ 800, i.e., the overall number of spatial unknowns is p2I˜ ` 1qp2J˜ ` 1q “ 2, 563, 201,
and we choose λ “ 10´3. For the Monte Carlo simulation, we use δt “ 10´5. We present
the comparison between the PDE and the Monte Carlo (MC) approach in Table 2. For
the obstacle problem, the spatial discretization uses I˜ “ J˜ “ 500, amounting to overall
1, 002, 001 unknowns. We again use λ “ 10´3. Results of the comparison between the PDE
and the Monte Carlo approach are given in Table 3. As can be seen, for both the obstacle
as well as the elasto-plastic problem, the results obtained with Monte Carlo are close to
the PDE results. To study the interplay between the time discretization and the Monte
Carlo errors, we considered the case of the growth rate of the variance related to the plastic
deformation in the elasto-plastic problem. Approximations of (E1) and (E3) are shown in
Table 1 for PY “ 0.25 and for different values of δt and T . The approximation of (E1) is
given by (18) with g “ 0 and fpy, zq “ 1t|z|“PY u and the approximation of (E3) is given by
1
TM
Mÿ
m“1
˜
Nδt´1ÿ
n“0
gpZmn , Y mn qptn`1 ´ tnq
¸2
,
where gpy, zq “ y1t|z|“1u. In both approximations, pZmn , Y mn q satisfies the probabilistic nu-
merical scheme for (3) and the Monte Carlo sample size is 105. For the approximation of (E1)
we observe a relatively fast convergence towards a constant with respect to T ě 3 whereas
for the approximation of (E3) a sufficiently large value of T ě 150 is required to see the
convergence. For both cases, a sufficiently small value of δt “ 10´4 is required. Empirically,
the data indicates that the error is roughly halved as the time step is divided by 10.
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Table 1. Results using the MC approach with different T and δt for the
approximation of the probability (E1) (left) and the growth rate of the plastic
deformation (E3) (right). Here PY “ 0.25.
T δt “ 10´2 δt “ 10´3 δt “ 10´4
2 0.518 0.487 0.474
4 0.519 0.492 0.478
8 0.519 0.489 0.477
16 0.520 0.487 0.481
32 0.518 0.491 0.478
64 0.519 0.490 0.476
T δt “ 10´2 δt “ 10´3 δt “ 10´4
10 0.489 0.464 0.456
20 0.532 0.505 0.493
40 0.558 0.528 0.510
80 0.567 0.538 0.521
160 0.575 0.548 0.524
200 0.574 0.547 0.526
Table 2. Results using PDE and MC method approaches for the elasto-
plastic problem (3) for different plastic yields PY : Probability (E1) of plastic
state for T Ñ 8, pT ě 5q. Asymptotic growth rate (E3) of the plastic/total
deformation for T Ñ8, pT ě 150q.
PY 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
(E1) PDE 0.638 0.521 0.430 0.354 0.289 0.234 0.187 0.148 0.115 0.088
TÑ8 MC 0.639 0.521 0.429 0.352 0.286 0.230 0.184 0.144 0.112 0.085
(E3) PDE 0.776 0.589 0.440 0.325 0.238 0.173 0.125 0.089 0.064 0.045
TÑ8 MC 0.799 0.607 0.457 0.337 0.248 0.182 0.132 0.096 0.070 0.050
Table 3. Results using PDE and MC method approaches for the obstacle
problem (5) for different position of the obstacle PO: Mean kinetic energy
(E 1
2
) for T Ñ 8, pT ě 5q. Asymptotic growth rate (E3) of the integral of the
deformation for T Ñ8, pT ě 150q.
PY 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
(E 1
2
) PDE 0.179 0.250 0.298 0.347 0.364 0.388 0.409 0.426 0.441 0.453
TÑ8 MC 0.179 0.250 0.297 0.334 0.364 0.389 0.408 0.423 0.437 0.450
(E 1
3
) PDE 0.00148 0.0097 0.028 0.062 0.103 0.158 0.223 0.294 0.370 0.447
TÑ8 MC 0.00149 0.0097 0.028 0.060 0.103 0.158 0.222 0.295 0.370 0.447
6. Comparison with [4,5,8] for a white noise EPPO at large time
In this section, we compare the approach proposed here with previous techniques employed
for a white noise EPPO.
6.1. Approach in [5] for the elasto-plastic problem. If the values of the function u
were known at z “ PY , y “ 0` and z “ ´PY , y “ 0´, the stationary version of (11) would
be a degenerate elliptic PDE with a standard Dirichlet boundary condition. This PDE
could be solved by a standard numerical approach. However, the challenge in solving this
problem resides in the fact that these values are not input data of the problem but part of
the solution. This makes it a non-standard problem and more challenging to solve. As a
remedy, a superposition approach has been proposed in [5]. To ensure continuity of u at the
points pPY , 0q and p´PY , 0q, the linearity of (11) allows to compute the solution as a linear
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combination of the following three local problems:
λv ` A2v “ g in D2, λv `B2,`v “ g` in D`2 , λv `B2,´v “ g´ in D´2 ,
with vpPY , 0q “ 0, vp´PY , 0q “ 0,
λπ` ` A2π` “ 0 in D2, λπ` `B2,`π` “ 0 in D`2 , λπ` `B2,´π` “ 0 in D´2 ,
with π`pPY , 0q “ 1, π`p´PY , 0q “ 0,
λπ´ ` A2π´ “ 0 in D2, λπ´ `B2,`π´ “ 0 in D`2 , λπ´ `B2,´π´ “ 0 in D´2 ,
with π´pPY , 0q “ 0, π´p´PY , 0q “ 1.
Then, finding a continuous solution u amounts to finding scalar values u` and u´ such that
u “ v ` u`π` ` u´π´ is continuous in p´PY , 0q and pPY , 0q, which requires to solve the
following linear 2ˆ 2 system:
Π
ˆ
u`
u´
˙
“
ˆ
vpPY , 0´q ´ vpPY , 0`q
vp´PY , 0´q ´ vp´PY , 0`q
˙
,
where
Π fi
ˆ
π`pPY , 0`q ´ π`pPY , 0´q π´pPY , 0`q ´ π´pPY , 0´q
π`p´PY , 0`q ´ π`p´PY , 0´q π´p´PY , 0`q ´ π´p´PY , 0´q
˙
.
Remark 2. It is important to note that this technique in [5] is based on the superposition
of local PDEs and is thus specific to the case of a SVI modelling an elasto-perfectly-plastic
oscillator (EPPO) excited by white noise. It has no natural extension to more general EP or
obstacle problems. Indeed, as explained above, solving the KE with non-standard boundary
conditions corresponding to an EPPO excited by white noise reduces to solving two linear
equations for two unknown scalars. For more general problems as targeted here, one must find
unknown functions, and thus the superposition method cannot be employed straightforwardly.
This superposition technique has a probabilistic interpretation in terms of novel notion of
short cycles as defined in [7].
6.2. Approach in [4, 8] for the growth rate of the variance of ∆t at large time.
In [8], the growth rate of the variance of ∆t at large time has been characterized. Relying
on (3), the authors proposed a novel and simple formulation of the evolution of the system
in terms of stopping times in order to identify a repeating pattern in the trajectory, namely
long cycles. This concept is summarized next.
Definition 3. A long cycle of the solution pZt, Ytq of (3) is a path, enclosed by the stopping
times τ0 and τ1 defined below, starting and ending in one of the two points tp´PY , 0q, pPY , 0qu
which has touched the other point at least once. Similarly, a half long cycle is a path enclosed
by the stopping times τ0 and s0, or by s0 and τ1. In a recursive way, a sequence of stopping
times τn can be defined where τn is the time when the n-th long cycle ends.
With the notation
τ0 fi inftt ą 0, Yt “ 0 and |Zt| “ PY u,
δ fi signpZτ0q, which labels the first boundary reached by the process pZt, Ytq, and#
s0 fi inftt ą τ0, Yt “ 0 and Zt “ ´δPY u,
τ1 fi inftt ą s0, Yt “ 0 and Zt “ δPY u,
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they obtained a probabilistic expression for the coefficient of the growth rate of the variance
of ∆t as follows:
(25) lim
tÑ8
σ2p∆tq
t
“ µγ2,
where
(26) γ2 fi E p∆τ1 ´∆τ0q2 and µ fi
1
Epτ1 ´ τ0q .
In [4], using a Fourier transform approach, an analytic framework for µ and γ2 has been
proposed.
Remark 4. It is important to note that the technique in [4, 8] of splitting the trajectory in
terms of long cycle (an identically independent distributed repeating pattern) is specific to
the case of a SVI modelling an EPPO excited by white noise. It has no natural extension to
more general EP, obstacle or colored noise problems. Moreover, it cannot be employed for
short durations.
7. Conclusions and perspectives
PDEs with non-standard boundary conditions for FKf that describe non-smooth stochastic
processes have been (formally) derived and numerically solved. Important examples from
engineering have been successfully treated. The present work will pave the way for promising
new research. Indeed, the technique presented in this paper is straightforwardly generalizable
to a broad range of cases where F and G are time-dependent and to problems driven by
colored noise. This framework can also be extended to study Power Spectral Densities by
using a system of PDEs with non-standard boundary conditions. Indeed, considering for
instance the impact problem, if a complex valued function u P C‹pR2 ˆ r0, T sq and a real
valued function v P C‹pR2 ˆ r0, T sq satisfy
Bu
Bt ` Lu´ iξu “ ´gpx, yq, upT q “ 0
Bv
Bt ` Lv “ ´ |∇u|
2
, vpT q “ 0
together with the boundary conditions for the impact problem, then we have
E
˜ˇˇˇ
ˇ
ż T
0
gpXt, Ytqe´iωtdt
ˇˇˇ
ˇ
2
¸
“ vpx, y, 0q ` |upx, y, 0q|2.
Here, L is the infinitesimal generator of pX, Y q away from the boundary.
Appendix A. Probabilistic simulation
Below a detailed implementation of the probabilistic simulation for (5). For T ą 0, N P N
and δt fi T
N
. We set Σ P R2ˆ2 such that
(27) ΣΣT “
ˆ
σ2xpδtq σx,ypδtq
σx,ypδtq σ2ypδtq
˙
,
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where
σ2xptq “
1
ω2
ż t
0
e´c0s sin2 pωsqds,
σ2yptq “
ż t
0
e´c0s cos2 pωsqds´ 4c
2
0
ω2
ż t
0
e´c0s sin2 pωsqds´ c0
2ω2
e´c0t sin2 pωtq,
σxyptq “ 1
2ω
ż t
0
e´c0s sin p2ωsqds´ c0
4ω2
ż t
0
e´c0s sin2 pωsqds.
Here, ω fi
a
4k ´ c2
0
2
, it is assumed that 4k ą c2
0
. For every px, yq P R2, we define
Mpδt, x, yq fi
ˆ
m1pδt, x, yq
m2pδt, x, yq
˙
where
m1pt, x, yq “ e
´c0t
2 tx cos pωtq ` 1
ω
py ` c0
2
xq sin pωtqu,
m2pt, x, yq “ ´c0
2
expt, x, yq ` e´
c0t
2 t´ωx sin pωtq ` py ` c0
2
xq cos pωtqu.
We can now detail the probabilistic simulation for (5), where the main challenge is the incor-
poration of the obstacles in the simulation. Let pGn,mqn“0..N,m“1,2 be random independent
Gaussian N p0, 1q variables. To compute the pn` 1qth time step, we attempt to perform the
explicit step
(28)
ˆ
Xn`1
Yn`1
˙
fi M
ˆ
δt,
ˆ
Xn
Yn
˙˙
` Σ
ˆ
Gn,1
Gn,2
˙
.
If we find that the pn` 1qst point does not satisfy the obstacle conditions, for instance since
Xn`1 ą 1, we adjust the step length to θn`1δt, with θn`1 fi p1´Xnq{pXn`1 ´Xnq, and set
tn`1 fi tn ` θn`1δt, Xn`1 fi 1, Yn`1 fi ´e pp1´ θn`1qYn ` θn`1Yn`1q .
An analogous reduction of the step length is used if the full step computed in (28) satisfies
Xn`1 ă ´1.
Appendix B. Proofs
B.1. Bridge from solution of (1) to PDEs (when H “ 0) related to A,B,C and
A1, B1, C 1. This is classic but we put it in Appendix for convenience of the reader.
Proposition 5. For any function φ P C‹pR2 ˆ r0,8sq satisfying pApλ, φq,
E
˜ż t
0
e´2λτ
ˇˇˇ
ˇBφBy
ˇˇˇ
ˇ
2
pXτ , Yτ , τqdτ
¸
ă 8, @t
the process
(29) Mλ,φt fi e
´λtφpXt, Yt, tq ´
ż t
0
e´λτ
ˆBφ
Bt ` Lφ´ λφ
˙
pXτ , Yτ , τqdτ
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satisfies
(30) Mλ,φt “ φpx, y, 0q `
ż t
0
e´λτ
Bφ
By pXτ , Yτ , τqdWτ
where L is the differential operator
L fi
1
2
B2
By2 ` F
B
Bx `G
B
By .
Thus Mλ,φt is a martingale under Ft fi σtWs, 0 ď s ď tu. Moreover, for any function
φ1 P C‹pR2 ˆ r0,8sq satisfying pApµ, φ1qq
(31)
E
´
M
λ,φ
T M
µ,φ1
T`h
¯
“ φφ1px, y, 0q ` E
ˆż T
0
e´pλ`µqτ
Bφ
By
Bφ1
By pXτ , Yτ , τqdτ
˙
, @T ě 0, @h ě 0.
B.2. Proof of Proposition 5.
Proof. From the assumption on φ the stochastic integral
şt
0
e´λτ
Bφ
By pXτ , Yτ , τqdWτ is well
defined. Thus, (30) is obtained by using Ito’s formula,
e´λtφpXt, Yt, tq´φpx, y, 0q “
ż t
0
e´λτ
ˆBφ
Bt ` Lφ´ λφ
˙
pXτ , Yτ , τqdτ`
ż t
0
e´λτ
Bφ
By pXτ , Yτ , τqdWτ .
Therefore Mλ,φt is a martingale with respect to Ft. Similarly for φ
1,
M
µ,φ1
t “ φ1px, y, 0q `
ż t
0
e´µτ
Bφ1
By pXτ , Yτ , τqdWτ .
Hence, (31) is obtained using Ito’s isometry. 
B.3. Proof for the backward-in-time parabolic problems.
Proof. Applying (29)-(30) of Proposition 5 to φ “ u, the solution of (7), we get
E
`
ΓλT pf, gq
˘ “ upx, y, 0q.
Applying (31) of Proposition 5 to φ “ u and φ “ v, we get
E
`
ΓλT pf, gqΓµT`hpϕ, ψq
˘ “ uvpx, y, 0q ` Eˆż T
0
e´pλ`µqτ
Bu
By
Bv
By pXτ , Yτ , τqdτ
˙
.
Finally, applying (29)-(30) of Proposition 5 to φ “ w, the solution of (8), we get
wpx, y, 0q “ E
ˆż T
0
e´pλ`µqτ
Bu
By
Bv
By pXτ , Yτ , τqdτ
˙
.
Therefore,
E
`
ΓλT pf, gqΓµT`hpϕ, ψq
˘ “ puv ` wq px, y, 0q.

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B.4. Proof for the degenerate elliptic problems.
Proof. Under Assumption (A1pλ, φq), using Proposition 5,
uλpx, yq “ E
ż 8
0
expp´λtqgpXt, Ytqdt, vµpx, yq “ E
ż 8
0
expp´µtqψpXt, Ytqdt
wλ`µpx, yq “ E
ż 8
0
expp´pλ` µqtqBuλBy pXt, Ytq
Buµ
By pXt, Ytqdt
and under Assumption (A2pλ, φq), direct calculations yields
E
ż 8
0
expp´pλ` µqtq
ˆBuλ
By
Buµ
By
˙
pXt, Ytqdt` E
ż 8
0
expp´λtqgpXt, YtqdtE
ż 8
0
expp´µtqψpXt, Ytqdt
“ E
ż 8
0
ż 8
0
expp´λs1q expp´µs2qgpXs1, Ys1qψpXs2, Ys2qds1ds2.

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