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Abstract
Excitation of waves in a three-layer acoustic wavegide is studied.
The wave field is presented as a sum of integrals. The summation is
held over all waveguide modes. The integration is performed over the
temporal frequency axis. The dispersion diagram of the waveguide is
analytically continued, and the integral is transformed by deformation
of the integration contour into the domain of complex frequencies. As
the result, the expression for the fast components of the signal (i. e.
for the transient fields) is simplified.
The structure of the Riemann surface of the dispersion diagram
of the waveguide is studied. For this, a family of auxiliary problems
indexed by the parameters describing the links between layers is in-
troduced. The family depends on the linking parameters analytically,
and the limiting case of weak links can be solved analytically.
Keywords: Waveguide, dispersion diagram, precursor, forerunner, firs-
arriving signal, analytical continuation, orthogonality relations
1 Introduction
Let a layered waveguide be excited by a short pulse. A complicated wave
process starts. In a very short time after the pulse one can expect a ray
process near the source. After a very long time there should be a “far-
field” stage. A comprehensive understanding of this stage is given by the
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dispersion diagram of the waveguide. The wave components propagate with
group velocities provided by the dispersion diagram. Between the ray phase
and the far-field phase there can exist some transient waves, whose velocities
may differ from the group velocities. If such transient waves are faster than
the components of the far-field, they are called precursors, forerunners, of
first–arriving signals (FAS).
There are well-known types of precursors, namely the Sommerfeld’s pre-
cursors and the Brillouin’s precursors [1, 2]. The Sommerfeld’s precursors
can be observed when the signal has high-frequency components traveling
with a high velocity. The Brillouin’s precursors can be observed when the
spectrum of the excitation is not smooth.
Here we study the case when the excitation has no high-frequency com-
ponents, and it is smooth. Thus, the Sommerfeld’s and Brillouin’s precursors
are not considered here. Instead, we study precursors of the type of leaky
waves. Some general ideas for describing the transient waves of this type can
be found in [3], which is a development of [4].
The previous study of the leaky-wave type precursors demonstrated that
an efficient description of them can be obtained by an analytic continuation
of the dispersion diagram. Namely, the representation of the field is a series–
integral expression. The series is taken over the modes of the waveguides,
while the integral is taken over the frequency axis ω. The key idea is to de-
form the integration contour. While the contour is deformed, it crosses some
branch points of the dispersion diagram. After such crossings the structure
of the dispersion diagram on the contour becomes simpler.
Thus, the structure of the Riemann surface of the dispersion diagram (the
multivalued function k(ω)) is of considerable importance for the description
of transient properties in waveguides. Generally, the structure of the Rie-
mann surface is not known. In the current paper we describe the structure
of the Riemann surface for a non-trivial case of a three-layer waveguide. The
tool for studying this Riemann surface is a gradual switching on the links
between the layers. If the links are weak, the structure of the Riemann
surface is found from an asymptotic consideration. While the link becomes
stronger, the surface changes homotopically, in particular, the branch points
travel along some continuous trajectories in the ω plane. This evolution can
be tracked numerically. Thus, we bring some order into the structure of the
Riemann surface of the dispersion diagram and provide a numerical technique
for finding the positions of its branch points.
The structure of the paper is as follows. In Section 2 the problem for the
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waveguide is formulated. A dispersion equation for the waveguide is built.
In Section 3 the main ideas of the method proposed in [4, 5, 3] are listed
briefly. Namely, it is explained why it is important to study the analytical
continuation of the dispersion diagram. A dispersion diagram is built numer-
ically for some physical realization of the waveguide. Besides the diagram
for real ω, some analytical continuations are demonstrated. It is shown that
the real diagram has a terraced structure, i. e. it has pseudo-crossings of
branches, while the analytical continuations have crossings. The types of
waveguide modes related to different branches of the diagram (real or con-
tinued) are discussed. A numerical demonstration of the Miklowitz–Randles
method is presented. It is shown that fast components of the signals (the
precursors) can be described by a small amount of terms in the series-integral
representation after the contour is deformed.
in Section 4 a method to study the Riemann surface of the dispersion
diagram is proposed. The initial problem is embedded into an analytical
family of auxiliary problems depending on the linking parameters. The Rie-
mann surface of the problem corresponding to small linking parameters can
be easily constructed. A numerical method of finding the trajectories of the
branch points as the linking parameters grow from small values to infinity
is proposed and validated. In Appendix A a set of bilinear relations for
the waveguide modes is constructed. The most important of them is the
orthogonality relation for the mode corresponding to a branch point of the
dispersion diagram. In Appendix B the branch points positions are found
for small linking parameters using the perturbation method.
2 Problem formulation
2.1 Equations and boundary conditions
Consider a planar waveguide consisting of three liquid layers. In the (x, y)–
plane the layers 1, 2, 3 occupy the strips 0 < y < H1, H1 < y < H2,
H2 < y < H3, respectively (see Fig. 1). The densities of the media are equal
to ρ1, ρ2, ρ3. The sound velocities are equal to c1, c2, c3. The thicknesses of
the layers are
h1 = H1, h2 = H2 −H1, h3 = H3 −H2.
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It is convenient to define the functions
c(y) =


c1, 0 < y < H1
c2, H1 < y < H2
c3, H2 < y < H3
ρ(y) =


ρ1, 0 < y < H1
ρ2, H1 < y < H2
ρ3, H2 < y < H3
x
y
H
H
H
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c r
c r
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Fig. 1: Geometry of the waveguide
Acoustic field in the layers is described by the acoustic potential u(x, y, t)
linked with the pressure and the particle velocity by the relations
p = ρ(y)
∂u
∂t
, vj = −∇uj. (1)
The potential obeys the wave equation:
∆u− 1
c2
∂2u
∂t2
= 0, (2)
which is valid for y 6= H1, H2.
If an excitation of the waveguide is considered, an inhomogeneous Helmholtz
equation is introduced:
∆u− 1
c2
∂2u
∂t2
= δ(x)δ(y − y0)f(t), (3)
where δ is the Dirac delta-function, f(t) is the excitation profile.
Assume that at the external boundaries of the waveguide are acoustically
hard (Neumann):
∂u
∂y
∣∣∣∣
y=0
= 0,
∂u
∂y
∣∣∣∣
y=H3
= 0. (4)
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On the internal boundaries the normal velocity and the pressure should
be continuous. Thus, the boundary conditions are as follows:
∂u
∂y
∣∣∣∣
y=H1−0
=
∂u
∂y
∣∣∣∣
y=H1+0
,
∂u
∂y
∣∣∣∣
y=H2−0
=
∂u
∂y
∣∣∣∣
y=H2+0
, (5)
ρ1
∂u
∂t
∣∣∣∣
y=H1−0
= ρ2
∂u
∂t
∣∣∣∣
y=H1+0
, ρ2
∂u
∂t
∣∣∣∣
y=H2−0
= ρ3
∂u
∂t
∣∣∣∣
y=H2+0
. (6)
2.2 Dispersion diagram
The formulation above is related to a time-dependent process in the waveg-
uide. To study free wave propagation, however, it is necessary to consider
the process that is stationary (harmonic) in time and is exponential with
respect to x-coordinate. Let the temporal circular frequency be equal to ω
and the x-wavenumber to k, i. e. consider the representation
u(x, y, t) = exp{ikx− iωt}u(y). (7)
The wave equation (8) becomes a set of ordinary differential equations
d2u
dy2
+ α2ju = 0, αj = αj(ω, k) =
√
ω2
c2j
− k2, (8)
which are valid in the strips 0 < y < H1, H1 < y < H2, H2 < y < H3 for
j = 1, 2, 3, respectively.
The signs of the radicals are not important (the final equations do not
depend on these signs), but for definiteness we use the standard convention
taking positive real or positive imaginary values for real ω and k. Boundary
conditions (4), (5), and (6) become as follows:
u′(0) = 0, u′(H3) = 0, (9)
u′(H1 − 0) = u′(H1 + 0), u′(H2 − 0) = u′(H2 + 0), (10)
ρ1u(H1 − 0) = ρ2u(H1 + 0), ρ2u(H2 − 0) = ρ3u(H2 + 0). (11)
Here prime denotes the y-derivative.
Consider the solution in the following form:
u(y) =


A cos(α1y), 0 < y < H1
B sin(α2y) + C cos(α2y), H1 < y < H2
F cos(α3(y −H3)), H2 < y < H3
(12)
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Such a choice makes conditions (9) be obeyed automatically. Then, from
conditions (10) and (11) we obtain that a nontrivial solution of the problem
exists if and only if the following dispersion relation is valid:
D(ω, k) = 0, (13)
D(ω, k) = det(D(ω, k)),
D =


−ρ1 cos(α1H1) ρ2 sin(α2H1) ρ2 cos(α2H1) 0
α1 sin(α1H1) α2 cos(α2H1) −α2 sin(α2H1) 0
0 ρ2 sin(α2H2) ρ2 cos(α2H2) −ρ3 cos(α3h3)
0 α2 cos(α2H2) −α2 sin(α2H2) −α3 sin(α3h3)


(14)
It is quite clear how (13) can be obtained. The representations (12) should
be substituted into (10), (11). This forms four equations for four coefficients
A, B, C, F . Relation (13) provides the existence of a non-trivial solution for
this system.
Instead of variables (ω, k) we find it convenient sometimes to use the
variables
W = ω2, K = k2.
The same determinant depending on variables W,K will be denoted by
D˜(W,K) = D(
√
W,
√
K).
3 Miklowitz–Randles method
3.1 Main ideas of Miklowitz–Randles method
Let kn(ω) be a set of all roots of (13) solved with respect to the variable k. For
each real ω there is an infinite set of roots kn, however only a finite number
of them are real. All other roots are imaginary. The real roots correspond to
propagating wave modes, while the imaginary roots correspond to evanescent
waves.
Let the waveguide be excited by a source having the profile f(t) (see (3)).
Let the observation point have coordinates x = L, y = H3. The field u at
the observation point can be written as a modal expansion of the “complex”
signal:
u(L,H3, t) = Re[u˜],
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u˜(L,H3, t) =
∑
n
∞∫
0
fˆ(ω)Y (ω, kn) exp{ikn(ω)L− iωt}dω, (15)
where the summation is taken over all roots of the dispersion equation, fˆ(ω)
is the Fourier transform of f :
fˆ(ω) =
1
2pi
∞∫
−∞
f(t) exp{iωt} dt, (16)
Y (ω, kn) is a trigonometric function not containing L (see below). The deriva-
tion of (15) is rather straightforward. This derivation can be found, for ex-
ample, in [3] for the case of a two–layer waveguide. The three–layer case is
quite similar.
The analysis of the transient waves in a layered waveguide is based on
the following statements. The listed ideas have been proposed in [3], which
in its turn is deeply based on [4].
1. The branches of the dispersion diagram kn(ω) form a terrace-like struc-
ture, see Fig. 2, left. (the term has been introduced in [6] for an elastic waveg-
uide). When there is a large amount of propagating modes, when there is a
wide-band excitation pulse, and when L is relatively small, the sum-integral
expression (15) is too complicated and cannot be asymptotically evaluated
directly. So the expression needs some further transformations. Only after
such transformation one can extract components that can be attributed as
precursors.
2. The functions kn(ω) should be considered as a single multivalued func-
tion k(ω) of the complex variable ω. The number of sheets of this function
is infinite. The function has its Riemann surface in the usual sense. A direct
analogy of this step is the well-known mathematical approach to algebraic
equations. The Galois theory studies all roots of an algebraic equation to-
gether. The branch points of the Riemann surface and the permutations
of the roots happening at the branch points play an important role in the
theory.
Here we have a transcendental equation (13) with respect to k, so we
cannot expect any analytic representation for k(ω).
3. In the general case (random values of sound velocities) all branch
points are of order 2, i. e. connect two sheets. This fact can be explained
as follows. Since k(ω) is set by an implicit relation D(ω, k(ω)) = 0, the
7
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Fig. 2: Terrace-like structures of the dispersion diagram (left); simplification
of the diagram after analytical continuation (right)
derivative of k(ω) is set by the relation
dk
dω
=
∂D/∂ω
∂D/∂k
(17)
A point (ω∗, k∗ = k(ω∗)) can be a singular point of the function k(ω) only if
the denominator is zero, i. e. if two equations are fulfilled simultaneously:
D(ω∗, k∗) = 0, ∂kD(ω∗, k∗) = 0, (18)
where ∂k denotes a partial derivative with respect to the second argument.
The system (18) is explained and studied in [5] for the case of an elastic
planar waveguide. If (ω∗, k∗) is such a point, it would be natural to suppose
that near this point
D(ω, k) = a(ω − ω∗) + b(k − k∗)2 + c(ω − ω∗)(k − k∗) + . . . (19)
for some constants a, b, and c. The dots denote the smaller terms of the
Taylor series. The expansion (19), when D = 0 is solved with respect to k,
leads to a square root behavior of k(ω), i. e. to a branch point of the second
order:
k = k∗ − 1
2b
(
±2i
√
ab(ω − ω∗)1/2 + c(ω − ω∗) +O((ω − ω∗)3/2)
)
A simple consideration shows that function k(ω) cannot have poles.
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The cut-off frequencies for the modes are also branch points of the disper-
sion diagram. They belong to the real axis of ω and connect the sheets cor-
responding to similar modes traveling forward and backward. These branch
points do not play any important role in our consideration. We are interested
mainly in the branch points located in the upper half-plane. These branch
points “connect” different modes traveling in the positive direction.
4. The contour in (15) can be deformed without taking into account the
position of the branch points , i. e. passing the branch points if necessary.
Such a deformation does not change the value of the sum of the integrals.
This statement may sound surprising, but it can be easily explained. The
integral in (15) is taken over all sheets of a Riemann surface of k(ω). Assume
that the contour is deformed continuously, and a branch point of order two is
hit. According to the Cauchy’s theorem, one should keep an additional loop
encircling the branch point. However, such a loop appears on two sheets,
which are connected at the branch point, and these two additional loops
compensate each other. A detailed explanation can be found in [4] and in
[3] (see Fig. 10 in [3] describing the rebuilding of branches of the dispersion
diagram).
5. Under some conditions the contour of integration in (15) can be de-
formed as it is shown in Fig. 3. A part of the contour is shifted into the
domain of positive imaginary ω. The band within which the deformation is
performed corresponds to the frequency band of the exciting pulse. The aim
of the deformation is to pass the branch points connecting the sheets of the
Riemann surface bearing the propagating modes. As the result, on the de-
formed contour the dispersion diagram becomes simplified (see Fig. 2, right).
Instead of a terrace-like structure, one gets two (or more) regular families of
branches. The expression (15) can be easily estimated for each of the fami-
lies. In some cases, one of the families corresponds to the contribution of the
precursor wave.
Note that the local contour deformation has been introduced in [3]. In
[4] and [5] the authors use a global contour transformation in order to get a
comprehensive description of the transient phenomena.
6. The deformation of the contour described above makes sense if the
structure of the integral becomes more clear. This happens when the inte-
grand decreases on all important branches as the result of deformation. Since
the sum or the integrals over the branches remains the same, this means that
some interference of the modes becomes eliminated.
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Re[ ]w
Im[ ]w branch
points
Fig. 3: Local contour deformation for (15)
Consider the exponential factor of (15):
exp{ikn(ω)L− iωt}.
Fix L and t. Find under which condition this exponential factor decays when
the (complex) point ω is shifted into the upper half-plane. Note that
∂
∂Im[ω]
log(| exp{ikn(ω)L− iωt}|) =
(
t− ∂Im[kn]
∂Im[ω]
L
)
. (20)
Due to Cauchy–Riemann conditions,
∂Im[kn]
∂Im[ω]
=
∂Re[kn]
∂Re[ω]
≡ v−1gr,n(ω),
where vgr,n is the group velocity of given branch of the dispersion diagram
at the given frequency. Thus, the contour can be shifted into the upper
half-plane if the value in the right is negative, i. e. if
vgr,n <
L
t
. (21)
This relation explains why the method is efficient for finding the precursor
waves. By definition, the precursor wave travels faster than any group veloc-
ity found on the real dispersion diagram for the given frequency range. Thus,
for the values L/t > max(vn) the contour can be deformed. As the result
of the deformation, the branches change, and for complex ω some group ve-
locities become bigger. These bigger velocities correspond to the precursors.
Thus, the group velocity of the precursor wave is equal to
vgr =
(
∂Re[kn]
∂Re[ω]
)−1
10
for some branch of the dispersion diagram for some complex ω.
7. The precursor waves, typically, are exponentially decaying ones. This
is explained by the fact that they are close to leaky waves in multilayer
media. It is easy to estimate the decay of a precursor wave. Again, consider
the exponential factor. Note that
| exp{ikn(ω)(L+∆L)− iω(t+∆t)}| =
exp{−Im[k(ω)]∆L+ Im[ω]∆t} · | exp{ikn(ω)L− iωt}|.
Since ∆t can be estimated as L/v, the precursor wave decays as e−κL, where
κ = Im[kn(ω)]− Im[ω]
v
, (22)
where the complex value of ω and the branch kn correspond to the precursor.
3.2 Dispersion diagram and its analytical continuation
Let us demonstrate some basic properties of dispersion diagrams of a 3-layer
waveguide. An example of the dispersion diagram is shown in Fig. 4. The
following parameters are used for numerical computations:
H1 = 1, H2 = 2, H3 = 2.6,
c1 = 1, c2 = 1.7, c3 = 3.2,
ρ1 = 15, ρ2 = 1, ρ3 = 1.
All values are assumed to be dimensionless.
The dispersion diagram is represented in the coordinates (W,K). These
coordinates are convenient for the following reasons: a) they enable one to
display propagating modes (K > 0) and evanescent modes (K < 0) on a
single real graph; b) for a single layer with height h, velocity c, and Newmann
boundary condition the diagram has form of a family of parallel straight lines:
K =
W
c2
− pi
2n2
h2
, n = 0, 1, 2, . . . (23)
Fig. 4 represents the “usual” dispersion diagram, i. e. W is positive real.
In the domain W > 0, K > 0 one can see clearly three zones occupied by
the branches of the dispersion diagram: W/c22 < K < W/c
2
1, W/c
2
3 < K <
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Fig. 4: An example of the dispersion diagram for a 3-layer waveguide. Real
W
W/c22, 0 < K < W/c
2
3. In the first zone one cans see, roughly, the modes
corresponding to the layer of width h1 with velocity c1. In the second zone
there is a terraced structure related to the waves with velocities c1 and c2.
In the third zone the situation is less clear, but we can expect a complicated
terraced structure caused by a mixture of modes of three types.
The group velocities of the modes are shown in Fig. 5. The velocities are
computed by the usual formula vgr = (dkn/dω)
−1. Two random modes are
made bold to demonstrate a complicated behavior of the curves. One can
see that there are no modes having group velocity higher than 3 within the
frequency range displayed in the figure. Moreover, the group velocities are
lower than 2.5 in the frequency range 0 < W < 300. However, the velocity c3
is equal to 3.2, thus, one can expect that there exists a wave traveling through
the waveguide with this velocity. This wave can be observed in numerical
modeling [3], and it is a precursor. It decays exponentially in the waveguide.
Since there are no physical losses, the decay of the precursor is caused by
diffraction. The energy leaks into the guided waves traveling with smaller
velocities.
Let us study the analytical continuation of the dispersion diagram. Namely,
for any given positive Ω consider the branches of k(ω′ + iΩ), where ω′ is a
12
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Fig. 5: Group velocities of the 3-layer dispersion diagram
real variable. With respect to the variable W , we study the curves
W = (
√
W ′ + iΩ)2,
where W ′ is real.
For the same physical configuration, and for Ω = 1, the real part of
the dispersion diagram is plotted in Fig. 6. One can see that the terrace-
like structure partly disappears. Namely, the families of curves having slope
dK/dW close to c−21 and c
−2
2 now cross each other. So do curves with slopes
c−21 and c
−2
3 . However, the curves with slopes c
−2
2 and c
−2
3 still cannot cross
and form so-called “pseudo-crossings” [3].
Such a behavior can be interpreted from the physical and from the math-
ematical point of view. From the mathematical point of view, globally there
are sheets corresponding to each layer separately (see below). These sheets
are connected by branch points. The line ω = ω′+ i passes above the branch
points connecting the sheets corresponding to layers 1 and 2. Also it passes
above the branch points connecting the sheets corresponding to the layers
1 and 3. However, it passes below the branch points connecting the sheets
corresponding to the layers 2 and 3. At the end of the paper we compute the
positions of the branch points mentioned here and prove this conclusion.
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Fig. 6: Analytical continuation of the dispersion diagram for Ω = 1
Note that the crossings of the modes in Fig. 6 are just crossings of the
real part of K. The imaginary parts of K for crossing curves are usually
different (otherwise such a crossing is a branch point).
The physical interpretation is as follows. The initial contour of integration
(the real axis) and the diagram Fig. 4 correspond to a modal expansion of
the field in a usual sense. Each mode is a complicated mixture of the fields
in each of three layers.
The integration along the contour with Ω = 1 corresponds to the expan-
sion, in which two types of modes participate. They are modes of “Type 1”
and of “Type 2-3”. The modes of type 1 correspond to almost straight lines
with dRe[K]/dRe[W ] ≈ c−21 . The modes of Type 2-3 are all other curves
(they are made bold in the figure). Schematically these modes are shown
in Fig. 7. Modes of Type 1 can be considered as surface waves traveling
mainly in layer 1 and having exponentially decaying traces in the other lay-
ers. Modes of Type 2-3 have a complicated mixed structure across the layers
2 and 3, and they are leaky into the (slower) layer 1.
Now consider the dispersion diagram on the contour with Im[ω] = Ω = 3.
The real part of the dispersion diagram is shown in Fig. 8. One can see
that all lines are now almost straight. Mathematically this means that the
integration contour ω = ω′ + 3i passes above all branch points. Physically,
14
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Type1 Type 2-3
Fig. 7: Structure of modes of Type 1 and Type 2-3
the fields becomes expanded as series over modes of Type 1, Type 2, and
Type 3. Type 1 has been explained above, and the sketches of Type 2 and
Type 3 are shown in Fig. 9.
0 100 200 300 400 500 600
−20
0
20
40
60
80
100
120
140
160
180
Re[W]
R
e[K
]
precursor 
(Type 3)
Type 1
Type 2
Fig. 8: Dispersion diagram for Ω = 3
Modes of Type 2 are “propagating” in layer 2, “exponentially decaying”
in the (faster) layer 3, and “leaky” into the (slower) layer 1. Note that
the the terms “propagating”, “exponentially decaying”, and “leaky” have
their exact meaning only for real ω. For complex ω, say, for Type 2 mode,
both the “leaky” part and the “exponentially decaying” part are decaying
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exponentially in the transversal direction.
1
2
3
1
2
3
Type2 Type 3
Fig. 9: Structure of modes of Type 2 and Type 3
There is a single branch in the figure corresponding to Type 3, it is the
fastest wave in the system, and, thus, it is the first precursor in the waveguide.
According to item 6 of the previous section (and according to a careful
study of the group velocities from Fig. 4, 6, 8), representation with Ω = 0
can be used everywhere, representation with Ω = 1 is useful for L > 2.5t,
and the representation with Ω = 3 is useful to describe the fastest precursor
moving with the velocity L/t ≈ 3.
To conclude this section, let us describe briefly the procedure of building
of analytical continuations of the dispersion diagram. The procedure com-
prises two steps. On the first step a reference point ω = ω0 is taken, and
the values kn(ω0) are found approximately. We take positive imaginary ω0,
thus all kn(ω0) are expected to be positive imaginary as well. They can be
found by plotting a graph D(ω, k) for positive imaginary k and finding the
roots graphically (i. e. as the points where the graph crosses the line D = 0).
Then, a contour in the plane ω is set. It should start at the point ω0 and
then go along the line Im[ω] = Ω. The contour is meshed, i. e. a dense set
of nodes ωn is put on it. We move from node to node (starting at ω0) and
find the roots of equation D(ωn, k) = 0 by the Newton’s method (by iter-
ations). At each step we use the roots found on the previous steps as the
initial approximations.
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3.3 Demonstration of numerical capabilities of Miklowitz–
Randles method
To demonstrate the capabilities of the Miklowitz–Randles method described
above we consider a sample problem. The waveguide is excited by the in-
homogeniety (3). The point of excitation is located on the upper surface:
y0 = H3. The excitation problem can be solved as follows. The field is
represented as a modal expansion:
u˜(x, y, t) =
∑
n
∞∫
0
fˆ(ω)Pn(ω)Un(ω, y) exp{ıkn(ω)|x| − ıωt}dω (24)
where u is u1, u2, or u3 (depending on y), Un(ω, y) is the mode profile:
Un(ω, y) =


An(ω) cos(α1(ω, kn)y), 0 < y < H1,
Bn(ω) sin(α2(ω, kn)y) + C(ω) cos(α2(ω, kn)y), H1 < y < H2,
Fn(ω) cos(α3(ω, kn)y), H2 < y < H3,
The coefficients A,B,C, F should obey the relation
D(ω, kn)


An(ω)
Bn(ω)
Cn(ω)
Fn(ω)

 =


0
0
0
0

 . (25)
Since det(D(ω, kn)) = 0 and coefficients A and F cannot be equal to zero,
the coefficients can be found as follows:
F = 1,

 An(ω)Bn(ω)
Cn(ω)

 = −

 d1,1 d1,2 d1,3d2,1 d2,2 d2,3
d3,1 d3,2 d3,3


−1
 d1,4d2,4
d3,4

 (26)
where dm,n, m,n = 1, . . . , 4 are elements of matrix D(ω, kn).
The values Pn(ω) are amplitudes of the modes. To find them, note
that the singularity in equation (3) is equivalent to a discontinuity of the
x-derivative of u˜ at x = 0. Namely, the following relation should be valid:
ikn(ω)Pn(ω)
∑
n
Un(ω, y) =
1
2
δ(y − y0). (27)
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The values Pn can be found by noting that the modes are orthogonal (see
Appendix A):
< Un, Um >≡
H3∫
0
ρ(y)Un(ω, y)Um(ω, y)dy = 0 for n 6= m. (28)
Thus,
Pn(ω) =
1
2ikn(ω)
ρ(y0)Un(ω, y0)
< Un(ω, y), Un(ω, y) >
(29)
Note that A,B,C, and thus < Un(ω, y), Un(ω, y) > can be found explicitly
and they are trigonometric functions of αj(ω, kn).
Since the observation point is taken on the upper surface (y0 = H3), and
F ≡ 1, function Yn(ω) from (15) is expressed as
Y (ω, kn(ω)) = Pn(ω)Un(ω, y0) = Pn(ω).
Note that Yn has the same Riemann surface as k(ω).
For numerical demonstration of Miklowitz–Randles method we choose the
spectrum of the excitation function
fˆ(ω) = exp{−(|ω| − 12)2/16}.
Such a spectrum is localized in the domain shown in Fig. 4. The distance
from the source to the observation point L is equal to L = 10.
We compute u3(L,H3, t) in three ways. First, we use formula (15) with in-
tegration along the real axis of ω. The summation is performed over all modes
shown in Fig. 4 (there are 19 of them). Of course, the series is truncated, so
the result is not exact, but all propagating modes within the frequency band
of the source are taken into account. Therefore the error should be small.
The result of the computation will be referred to as ua(L,H3, t). This signal
will be used as a reference.
Second, we use formula (15) performing integration along the contour
passing mostly along the line Im[ω] = 1. The dispersion diagram on this line
is shown in Fig. 6. Only the modes of Type 2-3 are taken in the summation
(i. e. all modes of Type 1 are omitted). There are totally 6 modes that
belong to Type 2-3. they are marked by bold lines in Fig. 6. The result of
the computations is referred to as ub(L,H3, t).
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Third, we use formula (15) performing integration along the contour pass-
ing mostly along the line Im[ω] = 3, i. e. for the dispersion diagram shown
in Fig. 8. For the summation we take just a single mode corresponding to
Type 3 (i. e. no summation is held). The result is uc(L,H3, t).
The contours of integration are shown in Fig. 10.
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Fig. 10: Integration contours for ua, ub, uc
The results of computations are shown in Fig. 11 and Fig. 12. In Fig. 11
the graphs of ua(L,H3, t) and ub(L,H3, t) are plot together. One can see that
the graphs are close to each other for t < 11. This conclusion agrees with
our prior summary of the Miklowitz–Randles method. Namely, the omitted
terms correspond to waves of Type 1 traveling with velocity c1 = 1. Thus,
we can expect a large error for t > L/c1.
In Fig. 12 the graphs of ua(L,H3, t) and uc(L,H3, t) are displayed. One
can see that the graphs are close to each other for t < 6. Again, since we
omitted the waves of Type 1 and Type 2, we can expect a large error for
t > L/c2.
Figures 11 and 12 illustrate the main idea of the Miklowitz–Randles
method. By deformation the integration contour in (15) and selection of
a few branches corresponding to the fastest waves, one can achieve a good
description of the fastest components of the wave field (i. e. of the precursors).
There are two types of the precursors: relatively slow waves of Type 2-3 and
fast waves of Type 3. Both waves are faster than the guided waves in the
far-field zone (the group velocities of the real dispersion diagram).
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Fig. 11: Graphs of ua and ub
4 Finding the position of branch points of the
dispersion diagram
4.1 A family of waveguide problems with massive in-
terfaces
The structure of the Riemann surface of the dispersion diagram is important
for understanding of physical processes in a waveguide. Here we develop an
approach that can bring some order into this structure. Note that a similar
problem for an elastic plate has been studied in [5] using a different (explicit)
approach.
The idea is to consider a three-layer waveguide with modified interfaces
between the layers. Namely, governing equations (8), boundary conditions
(9), (10) remain the same, and boundary conditions (11) are rewritten as
follows:
ρ2u(H1 + 0)− ρ1u(H1 − 0) = ε−11 u′(H1 − 0), (30)
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ρ3u(H2 + 0)− ρ2u(H2 − 0) = ε−12 u′(H2 + 0), (31)
where ε1 and ε2 are the linking parameters. One can understand (30), (31) as
the introduction of some mass of the interfaces between the layers. Namely,
recall that uj is the acoustical potential. (30) can be rewritten as
p2 − p1 = −ε−11 a,
where p2 is the acoustical pressure at y = H1+0, p1 is the acoustical pressure
at y = H1 − 0, a is the y-component of the acceleration of the points of the
boundary between the layers 1 and 2. Thus, ε−11 can be interpreted as the
mass of the interface line per unit length. The positions of the interfaces are
shown in Fig. 13.
Now the values kn(ω) depend implicitly on parameters ε1 and ε2:
kn = kn(ω, ε1, ε2).
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4.2 A method to trace the branch points
Thus, we introduced a family of waveguide problems depending on parame-
ters ε1, ε2. In this family we study two special cases: (a) the case ε1, ε2 → 0
corresponding to very heavy interfaces, i. e. to three disjoint layers with
Neumann boundary conditions; (b) the case ε1, ε2 → ∞ corresponding to
lightweight interfaces, i. e. to the problem formulated above (conditions (30,
(31)) tend to (11)). Case (a) is relatively simple and can be studied by per-
turbation methods. Case (b) is our target. In the plane of parameters (ε1, ε2)
case (a) corresponds to a point asymptotically close to the origin, while case
(b) corresponds to a point close to the infinity. The key idea of this section is
to connect the origin and the infinity by some path and study a continuous
transition between case (a) and case (b). This can be physically interpreted
as a gradual loss of mass of the interfaces.
We prefer not to think about ε1,2 as about physical parameters. Instead,
we allow ε1,2 to take arbitrary complex values. We assume that functions kn
depend on ε1,2 (as on complex parameters) analytically almost everywhere.
This is true since the dispersion equation depends on ε1 and ε2 analytically
(see below). This analyticity has an important corollary. Namely, the topol-
ogy of the Riemann surface for case (b) is the same as for case (a) (to be more
precise, there exists a homotopy between the surfaces (a) and (b)). Partic-
ularly, each branch point of the Riemann surface of the dispersion diagram
for case (b) corresponds to a branch point for case (a) (and vice versa). The
branch points in case (a) are ordered in a very clear way. Practically, the
branch points are indexed by four indexes. By continuation, we assign the
same indexes to the branch points for case (b).
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Note that the possibility to make ε1, ε2 complex is important only from
the theoretical point of view. It is necessary to prove the analiticity of the
solution with respect to these parameters. In the practical computations ε1,
ε2 will be always real.
We prefer to study the problem in the coordinates (W,K) instead of
(ω, k), particularly, we introduce
Kn(W ) ≡ (kn(
√
W ))2.
The dispersion equation for the system with interfaces of variable mass
is as follows:
D˜(W,K, ε1, ε2) = det(D0 + ε1D1 + ε2D2) = 0, (32)
D0 =


α1 sin(α1H1) 0 0 0
α1 sin(α1H1) α2 cos(α2H1) −α2 sin(α2H1) 0
0 0 0 −α3 sin(α3h3)
0 α2 cos(α2H2) −α2 sin(α2H2) −α3 sin(α3h3)

 ,
(33)
D1 =


−ρ1 cos(α1H1) ρ2 sin(α2H1) ρ2 cos(α2H1) 0
0 0 0 0
0 0 0 0
0 0 0 0

 , (34)
D2 =


0 0 0 0
0 0 0 0
0 −ρ2 sin(α2H2) −ρ2 cos(α2H2) ρ3 cos(α3h3)
0 0 0 0

 , (35)
Consider case (a). Let ε1,2 be small positive parameters. In any finite
domain of variables (W,K) the dispersion diagram is represented almost
everywhere by three families of branches:
Kν,n(W ) ≈ W
c2ν
− pi
2n2
h2ν
, (36)
where ν = 1, 2, 3 denotes the family, n = 0, 1, 2, . . . is the index of the branch
in the family. Obviously, these families of branches correspond to modes in
separate layers with Neumann boundary conditions.
There can be no branch points of the function K(W ) except in the vicini-
ties of the crossing points of the branches. These crossing points are denoted
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by (Wµ,ν,m,n, Kµ,ν,m,n). (four indexes and no argument). This notation cor-
responds to a crossing of the branches Kµ,m(W ) and Kν,n(W ), µ 6= ν. The
positions of the crossings can be easily calculated from (36):
Wµ,ν,m,n = pi
2
(
m2
h2µ
− n
2
h2ν
)(
1
c2µ
− 1
c2ν
)−1
, (37)
Kµ,ν,m,n = pi
2
(
m2c2µ
h2µ
− n
2c2ν
h2ν
)(
c2ν − c2µ
)−1
, (38)
As it is shown in Appendix B, generally, in the vicinity of a crossing there
exists a pair of branch points of order 2 connecting corresponding sheets.
I. e., near the crossing point Wµ,ν,m,n there are two branch points connecting
branches Kµ,m(W ) and Kν,n(W ). Since D˜(W,K, ε1, ε2) is a real function for
real arguments, the branch points in the pair are complex conjugate to each
other, i. e. they can be written as
(W,K) = (Θµ,ν,m,n(ε1, ε2),Ξµ,ν,m,n(ε1, ε2))
(W,K) = (Θ¯µ,ν,m,n(ε1, ε2), Ξ¯µ,ν,m,n(ε1, ε2)),
where the bar denotes complex conjugation. These values are solutions of
the system of equations following from (18):
D˜(W,K, ε1, ε2) = 0, (39)
D˜K(W,K, ε1, ε2) = 0, (40)
where D˜K is the partial derivative of D˜(W,K, ε1, ε2) with respect to the
second argument:
D˜K = ∂KD˜.
The crossing points (Wµ,ν,m,n, Kµ,ν,m,n) are limits of the positions of the
branch points:
lim
ε1,ε2→0
Θµ,ν,m,n(ε1, ε2) = Wµ,ν,m,n, lim
ε1,ε2→0
Ξµ,ν,m,n(ε1, ε2) = Kµ,ν,m,n.
Locally, an example of the scheme of two sheets of the Riemann surface
of K(W ) is shown in Fig. 14. A small cut is made between the points
Θµ,ν,m,n(ε1, ε2) and Θ¯µ,ν,m,n(ε1, ε2) on the sheets Kµ,m and Kν,n. The shores
of the cuts are denoted by Roman numbers I and II. The shores denoted by
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Fig. 14: Local scheme of connection of sheets of Riemann surface
the same numbers are attached to each other. Thus, a connection between
sheets exists, and it is local.
The nature of the terraced structure (at least for small ε1, ε2) becomes
clear. Since the real axis of W passes between the points of each pair
(Θµ,ν,m,n, Θ¯µ,ν,m,n), each such pass leads to a transition from one sheet to
another. In Fig. 15 we demonstrate several sheets of the Riemann surface
cut along the real axis.
mK ,1 1,1 +m
K
nK ,2
1,2 +nK
nm,,2,1Q
nm ,1,2,1 +Q
1,1,2,1 ++Q nm
1,,2,1 +Q nm
Fig. 15: Formation of a terrace-like structure
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This understanding enables one to find numerically the the position of
the branch points for case (b). Fix some family indexes µ, ν (which can be
equal to 1,2,3 and should be µ 6= ν) and some sheet indexes m,n taking
values 0, 1, 2 . . . . Consider the position of the branch point Θ = Θµ,ν,m,n as
a function of variables ε1, ε2. The target is to find the values
lim
ε1,ε2→∞
Θ(ε1, ε2).
1e
2e
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0
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),( 12
1
1 ee
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=ee
Fig. 16: Contour in the (ε1, ε2) plane and its discretization
The step-by-step procedure of finding these values is as follows.
— Take some big real value E and some small starting values ε01, ε
0
2 (0 is the
upper index, not a power). In the plane (ε1, ε2) draw a contour connecting
the points (ε01, ε
0
2) and (E,E). Put the nodes (ε
j
1, ε
j
2) on this contour densely
enough (see Fig. 16). Let be j = 1, . . . , J , εJ1,2 = E.
— Using the formulas from Appendix B, find the starting value Θ(ε01, ε
0
2).
Find also the value of K = K(ε01, ε
0
2) corresponding to this Θ. Note that
the process cannot be started with the values Θ(0, 0) = Wµ,ν,m,n, Ξ(0, 0) =
Kµ,ν,m,n, since the branch points collocate for these parameters, and the
matrix Q (see below) is singular.
— For j = 1, . . . , J take ε1 = ε
j
1, ε2 = ε
j
2 and solve the system (39), (40) nu-
merically with respect to (W,K). Use the Newton’s method for this. Denote
the solution of the system (39), (40) byW = Θ(εj1, ε
j
1), K = Ξ(ε
j
1, ε
j
1). As the
starting approximation for the Newton’s method, use the values Θ(εj−11 , ε
j−1
1 )
and Ξ(εj−11 , ε
j−1
1 ) found on the previous step.
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— After the last step, solve numerically the system
D˜(W,K) = 0, (41)
D˜K(W,K) = 0, (42)
corresponding to ε1 = ε2 = ∞ using Θ(εJ1 , εJ1 ) and Ξ(εJ1 , εJ1 ) as the starting
approximation. As the result, get W = Θm,n,µ,ν, K = Ξm,n,µ,ν, which is the
position of the branch point for the initial problem.
The Newton’s method used for solving the system (39), (40) for any fixed
ε1, ε2 or the system (41), (42) is as follows. The solution (W,K) is found
by iterations. Some starting approximation is taken. Then on each step the
correction is made: (
W
K
)
→
(
W
K
)
+
(
∆W
∆K
)
(43)
(
∆W
∆K
)
= −Q−1
(
D˜(W,K)
D˜K(W,K)
)
, (44)
Q = Q(W,K, ε1, ε2) =
(
∂W D˜ ∂KD˜
∂W D˜K ∂KD˜K
)
.
Obviously, (44) is a linear correction of the residue (D˜(W,K), D˜K(W,K)).
In (44) the parameters ε1, ε2 are assumed to be fixed.
We should comment the choice of the starting point (ε01, ε
0
2). An obvious
choice is to take ε01 = ε
0
2 = ε for some small ε. This choice is good for the
branch points Θ1,3,m,n describing interaction between layers 1 and 3. For
the branch points Θ1,2,m,n, however, one should better take the initial values
ε01 = ε, ε
0
2 = 0 (only layers 1 and 2 interact). Similarly, for the points Θ2,3,m,n
one should take ε01 = 0, ε
0
2 = ε.
4.3 Numerical results for tracing the branch points
The procedure of tracing the branch points has been implemented. The
results are shown in Fig. 17, Fig. 18, and Fig. 19. The positions of the
branch points ω∗ =
√
Θµ,ν,m,n are shown everywhere.
In Fig. 17 the trajectories of branch points for (µ, ν) = (1, 2) traced along
the contour
(ε1, ε2) = (ε, ε− 0.01), ε = 0.01 . . . 1000
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are shown. The pair of indexes (m,n) is plot near each trajectory. The last
point is obtained by solving the system (41), (42), and the result is plot as
a small circle. We computed the positions of the branch points relevant for
the dispersion diagrams shown in Fig. 4, Fig. 6, and Fig. 8.
Each trajectory starts from vicinity of the real axis of ω. This corresponds
approximately to the points
√
W1,2,m,n. In more details, we used the formulas
(70), (73) to compute the starting positions of the branch points for ε1 = 0.01,
ε2 = 0.
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Fig. 17: Tracing of branch points ω∗ =
√
Θ1,2,m,n. The pair (m,n) is indi-
cated near each trajectory
The trajectories of the branch points for (µ, ν) = (2, 3) are shown in
Fig. 18. The notations are the same. the starting values of the tracing are
ε1 = 0, ε2 = 0.01.
28
6 8 10 12 14 16 18 20
0
0.5
1
1.5
2
2.5
3
Re[ω]
Im
[ω
]
(1,0)
(2,0)
(3,0)
Fig. 18: Tracing of branch points ω∗ =
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Finally, the trajectories of the branch points for (µ, ν) = (1, 3) are shown
in Fig. 19. These points describe an interaction between the layers that are
not neighbors, so complicated formulas (90), (91) are used for the first step.
The values ε01 = ε
0
2 = 0.01 are taken for computations.
By comparing Figures 17, 18, 19 with Fig. 10 one can see that the points√
Θ2,3,1,0,
√
Θ2,3,2,0,
√
Θ2,3,3,0,
√
Θ1,2,3,3 are located between contours for ub
and uc, while all other branch points are located between the contours for ua
and uc. This conclusion is supported by analysis of the dispersion diagram
Fig. 6. One can clearly see pseudo-crossings corresponding to the points
Θ2,3,2,0, Θ2,3,3,0.
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5 Conclusion
Miklowitz–Randles’ method is applied to the problem of wave propagation in
a three-layer waveguide. It is demonstrated numerically that fast components
of the signal can be computed as a sum over a small subset of branches of
the analytical continuation of the dispersion diagram. Thus, the analytical
continuation of the dispersion diagram is an important tool of analyzing the
transient phenomena in layered waveguides.
A physically motivated method is proposed to analyze the structure of
the Riemann surface of the dispersion diagram. The waveguide is split into
several layers linked by interfaces of variable linking parameters ε1,2. The
dispersion diagram depends on ε1,2 analytically, thus the structure of the
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Riemann surface is not changed as ε1,2 are varied. The case of small ε1,2 can
be considered by using the perturbation method.
The positions of the branch points of the dispersion diagram of the layered
waveguide can be obtained from the positions of the branch points for the
auxiliary problem with small ε1,2 by applying a numerical tracing procedure.
The validity of the method is demonstrated.
The work is supported by the RSF grant 14-22-00042.
Appendix A. Bilinear relations
A1. Orthogonality relation for the modes of the initial
problem
Equation (8) can be written as follows:
u′′ +
W
c2
u−Ku = 0 (45)
(the prime denotes the y-derivative). Let there be two different solutions,
u1(y) and u2(y), having common value ofW and different values ofK, namely
K1 and K2. Thus,
u′′1 +
W
c2
u1 −K1u1 = 0,
u′′2 +
W
c2
u2 −K2u2 = 0,
Multiply the first equation by ρ(y)u2 and integrate (by parts) over the seg-
ments [0, H1], [H1, H2], [H2, H3]. Multiply the second equation by ρ(y)u1
and integrate over the same sum of the segments. Subtract the second result
from the first result:
ρ1(u
′
1u2 − u1u′2)|H1−00 + ρ2(u′1u2 − u1u′2)|H2−0H1+0 + ρ3(u′1u2 − u1u′2)|
H3
H2+0
=
(K1 −K2)
H3∫
0
ρ(y)u1(y)u2(y)dy. (46)
Due to boundary conditions (9), (10), (11) the left-hand side of this equation
is equal to zero, and thus the right-hand side should be zero. If K1 6= K2
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then
< u1, u2 >≡
H3∫
0
ρ(y)u1(y)u2(y)dy = 0. (47)
A2. Bilinear relations for the problem with heavy in-
terfaces
Consider the problem comprised by equations (45), boundary conditions (9),
(10), (30), (31). Let u1 be a solution of this problem with parameters W =
W1, K = K1, ε1 = ε
†
1, ε2 = ε
†
2 for some arbitrary values. Let u2 be a solution
of this problem with parameters W =W2, K = K2, ε1 = ε
‡
1, ε2 = ε
‡
2.
Perform the same procedure as in the previous subsection (multiply the
equation for u1 by ρu2, multiply the equation for u2 by ρu1, integrate over
the layers, and subtract the results). Using the boundary conditions (9), (10)
get
S + (W1 −W2)
H3∫
0
ρ(y)
c2(y)
u1(y)u2(y)dy − (K1 −K2)
H3∫
0
ρ(y)u1(y)u2(y)dy = 0
(48)
where
S = u′1(H1)(ρ1u2(H1−0)−ρ2u2(H1+0))+u′2(H1)(ρ2u1(H1+0)−ρ1u1(H1−0))+
u′1(H2)(ρ2u2(H2− 0)− ρ3u2(H2+0)) + u′2(H2)(ρ3u1(H2+0)− ρ2u1(H2− 0))
(49)
Consider some particular cases. If ε†1, ε
†
2, ε
‡
1, ε
‡
2 are not equal to zero, then
due to (30), (31)
S = [(ε†1)
−1 − (ε‡1)−1]u′1(H1)u′2(H1) + [(ε†2)−1 − (ε‡2)−1]u′1(H2)u′2(H2) (50)
Particularly, if u1 and u2 correspond to the same waveguide:
ε†1 = ε
‡
1, ε
†
2 = ε
‡
2,
then S = 0. If ε†1 = 0 and ε
†
2 = 0 then u
′
1(H1) = u
′
1(H2) = 0, and
S = ε21[ρ2u2(H1 + 0)− ρ1u2(H1 − 0)][ρ2u1(H1 + 0)− ρ1u1(H1 − 0)]+
ε22[ρ3u2(H2 + 0)− ρ2u2(H2 − 0)][ρ3u1(H2 + 0)− ρ2u1(H2 − 0)] (51)
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A3. Orthogonality for solutions at the branch points of
the dispersion curve
Fix some values ε1, ε2 and consider the problem composed of equation (45)
and boundary conditions (9), (10), (30), (31). Obviously, each solution of
this system is a waveguide mode. Thus, the parameters W,K should obey
the dispersion equation (39). Let K be a variable. Equation (39) defines
an explicit function W (K). Everywhere above we studied the inverse func-
tion K(W ) as the dispersion curve, but here the choice of W (K) is more
convenient.
Fix the amplitude of the field u(y), say, by setting
u(0) = 1.
Solution u depends on y as on variable and on K as on parameter. Thus,
there is a family of solutions indexed by K. Consider the derivative
uK(y) ≡ ∂Ku(y).
This function obeys the equation
u′′K +
W
c2
uK −KuK = − 1
c2
dW
dK
u+ u (52)
(this is (45) differentiated with respect to K), and the same boundary con-
ditions as formulated for u, i. e (9), (10), (30), (31).
Multiply (52) by ρu, and integrate over the cross-section of the waveguide.
Then multiply equation (45) for u by ρuK and integrate over the cross-section
of the waveguide. Subtract the second integral from the first one. After
taking into account the boundary conditions, obtain the relation
H3∫
0
ρ(y)u2(y)dy =
dW
dK
H3∫
0
ρ(y)
c2(y)
u2(y)dy, (53)
which is valid at any point of the dispersion curve. Now let W be a branch
point of the dispersion curve, and let u∗(y) be the waveguide mode corre-
sponding to this branch point. Due to relations (17) and (18), dW/dK = 0
at this point, thus
H3∫
0
ρ(y)u2∗(y)dy = 0. (54)
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This is the orthogonality relation associated with the branch point.
Note that (53) enables one to find the group velocity at any point of the
dispersion curve as
vgr =
√
K
W
H3∫
0
ρ(y)u2(y)dy

 H3∫
0
ρ(y)
c2(y)
u2(y)dy


−1
. (55)
Appendix B. Computation of positions of the
branch points for small ε1, ε2
B1. Classification of cases
Here we describe how to find the approximate positions of the branch points,
namely the values Θµ,ν,m,n(ε1, ε2) and Ξµ,ν,m,n(ε1, ε2) for some small ε1, ε2.
Each branch points (more precisely, a pair of complex conjugate branch
points) is marked by four indexes. They are indexes µ, ν denoting the families
of sheets and m,n denoting the numbers of sheets in the families.
Case 1 The branch point belongs to an intersection of sheets correspond-
ing to layers 1 and 2 or layers 2 and 3. This means that the branch point
describes an interaction of synchronous waves traveling in neighboring layers.
Such branch points have indexes (µ, ν) = (1, 2) or (2, 3). Note that the order
of the indexes in the pair plays no role. We assume that at least one of the
indexes m,n is not equal to zero.
Case 2 The branch belongs to an intersection of sheets corresponding to
layers 1 and 3, i. e. (µ, ν) = (1, 3). The branch point describes an interaction
between synchronous waves traveling in non-neighboring sheets. At least one
index of the pair m,n should be non-zero. There are two subcases that lead
to different formulas:
Subcase 2.1 Both m and n are non-zero.
Subcase 2.2 One of the indexes m,n is zero.
Case 3 The vicinity of K = W = 0, i. e. m = n = 0 for any µ ν. This
is interaction between modes in all layers. This case may be of low practical
importance, but formally it requires a separate consideration. In the current
paper we do not build the perturbation theory for this case.
Note that here we consider a general case, i. e. there are no points except
the origin where three sheets Kν,n(W ) defined by (36) can intersect simul-
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taneously. In particular cases, when such thing happens, one should add
Case 4 of three synchronous waves in all three layers.
B2. Formulation of the problem in the perturbative
form
Let ε be a small parameter. Let be
ε1 = s1ε, ε2 = s2ε, (56)
where s1 and s2 are fixed parameters. We will consider the pairs (s1, s2) =
(1, 0), (0, 1), (1, 1). The first two pairs will used for descriptions of Case 1
(linking between the neighbouring layers), the third pair will be used to
describe Case 2 when all layers should be taken into account.
Let u(y, ε) be the wave function corresponding to the branch point, i. e.
parameter W for this solution is equal to Θ(ε1, ε2) = Θµ,ν,m,n(ε1, ε2), and
parameter K is equal to Ξ(ε1, ε2) = Ξµ,ν,m,n(ε1, ε2). Let the amplitude of
u(y, ε) be fixed, say, by setting u(0, ε) = 1.
Expand all values as formal (asymptotic) power series of ε:
W = W (0) + εW (1) + (ε)2W (2) + . . . , W (0) = Wµ,ν,m,n, (57)
(here (ε)2 is the second power of ε),
K = K(0) + εK(1) + (ε)2K(2) + . . . K(0) = Kµ,ν,m,n, (58)
u∗(y, ε) = u
(0)(y) + εu(1)(y) + . . . . (59)
Let us formulate equation and boundary conditions for the terms of the
series. The equations follow from (45):
d2u(0)
dy2
+
(
W (0)
c2
−K(0)
)
u(0) = 0, (60)
d2u(1)
dy2
+
(
W (0)
c2
−K(0)
)
u(1) = −
(
W (1)
c2
−K(1)
)
u(0), (61)
Boundary conditions (9), (10) remain the same (for any asymptotic order),
boundary conditions (30), (31) contain the small parameter, so they should
be substituted by
du(1)(H1)
dy
= s1[ρ2u
(0)(H1 + 0)− ρ1u(0)(H1 − 0)], (62)
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du(1)(H2)
dy
= s2[ρ3u
(0)(H2 + 0)− ρ2u(0)(H2 − 0)], (63)
The system is insufficient to study the behavior of the branch point. It
should be completed, say, by the orthogonality relation (54), which is can be
written in the form
H3∫
0
ρ(y) (u(0)(y))2dy = 0. (64)
H3∫
0
ρ(y) u(0)(y) u(1)(y)dy = 0. (65)
B3. Case 1
Consider the branch point Θ1,2,m,n. Take s1 = 1, s2 = 0, i. e. consider the
third layer to be disjoint from the first two. Build the zero-order approxi-
mation to the solution. The solution should have non-zero field in the first
two layers and zero field in the third layer, since the mode in the third layer
is not synchronized with the first two. Since the parameters W (0) and K(0)
are taken equal to W1,2,m,n and K1,2,m,n, the field in the waveguide should be
equal to
u(0)(y) =


cos (pimy/h1) , 0 < y < H1
a cos (pin(H2 − y)/h2) , H1 < y < H2
0, H2 < y < H3
(66)
for some coefficient a. This Ansatz guarantees that the field obeys Neumann
conditions at y = 0 and a = H2. The coefficient a should be found from the
orthogonality relation (64). Namely, by substituting (66) into (64) obtain
a = a± = ±i
√
ρ1h1σ1
ρ2h2σ2
(67)
where
σj =
{
2, j = 0
1, j = 1, 2, 3, . . .
(68)
There are two possible values for a and they give rise to two solutions u
(0)
± .
These solutions are zero approximations to two solutions u±(y, ε), i. e. there
are two solutions obeying all conditions imposed on u(y, ε).
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Our aim is to find W (1) and K(1). Consider the orthogonality condition
(48). Substitute solutions u1 = u
(0)
+ , u2 = u+(y, ε) into this relation. Note
that u
(0)
+ = u+(y, 0), thus it obeys the equation and the boundary conditions
for W1 = W
(0), K1 = K
(0). Since ε†1 = ε
†
2 = 0, expression (51) can be used
for S.
In the order (ε)0 relation (48) is valid identically. In the order (ε)1 we get
W (1)
H3∫
0
ρ(y)
c2
(
u
(0)
± (y)
)2
dy =
(
ρ2u
(0)
± (H1 + 0)− ρ1u(0)± (H1 − 0)
)2
. (69)
After substitution of (66) into (69) obtain
W
(1)
± = 2
(√
γ1 ∓ (−1)m+ni√γ2
)2( 1
c21
− 1
c22
)−1
, (70)
γ1 =
ρ1
σ1h1
, γ2 =
ρ2
σ2h2
. (71)
One can see that there are two positions of the branch point, they are complex
conjugate, and the distance between the branch points of the pair is ∼ ε.
Find K(1). For this, apply relation (48) to the solutions u1 = u
(0)
∓ (y) and
u2 = u±(y, ε). Consider the order of (ε)
1 of the relation:(
ρ1u
(0)
∓ (H1 − 0)− ρ2u(0)∓ (H1 + 0)
)(
ρ1u
(0)
± (H1 − 0)− ρ2u(0)± (H1 + 0)
)
−
−W (1)±
H3∫
0
ρ(y)
c2(y)
u
(0)
∓ (y)u
(0)
± (y)dy +K
(1)
±
H3∫
0
ρ(y)u
(0)
∓ (y)u
(0)
± (y)dy = 0. (72)
Since W
(1)
± is already known, one can find
K
(1)
± = 2
γ1c
2
1 − γ2c22 ∓ i(−1)m+n
√
γ1γ2(c
2
1 + c
2
2)
c22 − c21
(73)
B4. Case 2
In Case 2 the interacting layers are 1 and 3, i. e. we are looking for Θ1,3,m,n
and Ξ1,3,m,n. Since they are separated by layer 2, in which the the wave is
not synchronous with layers 1 and 3, the link between the layers is weaker
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than in Case 1. Thus, the separation between the conjugate branch points
is of order (ε)2, not ε. We need to study the second approximation of all
equations to find the positions of the branch points.
Take s1 = s2 = 1. Construct the zero order approximation as follows.
The field in layer 2 is assumed to be zero since there is no phase synchronism
with the other two layers. Thus,
u
(0)
± (y) =


cos(pimy/h1), 0 < y < H1
0, H1 < y < H2
a± cos(pin(H3 − y)/h3), H2 < y < H3
(74)
,
a± = ±i
√
h1ρ1σ1
h3ρ3σ3
Take (48) with u1 = u
(0)
± (y) and u2 = u±(y, ε). In the first approximation
(similarly to the previous subsection) obtain
W
(1)
± = W
(1) = 2(γ1 − γ3)
(
1
c21
− 1
c23
)−1
, (75)
γ1 =
ρ1
σmh1
, γ3 =
ρ3
σnh3
.
Take (48) with u1 = u
(0)
± (y) and u2 = u∓(y, ε). In the first approximation
get
K
(1)
± = K
(1) = 2
γ1c
2
1 − γ3c23
c23 − c21
. (76)
One can see that in the first approximation the branch points are not sep-
arated. So we should construct u
(1)
± (we do it in the next subsections) and
study the second approximation of (48). Let u
(1)
± (y) be found. Substituting
u1 = u
(0)
± (y) and u2 = u±(y, ε) into (48) and taking the terms ε
2, obtain
W
(2)
± =
2
ρ1h1
(
1
c21
− 1
c23
)−1 −W (1)
H3∫
0
ρ(y)
c2(y)
u
(0)
± (y) u
(1)
± (y) dy+
(−1)nρ3a±(ρ3u(1)± (H2 + 0)− ρ2u(1)± (H2 − 0))−
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.(−1)mρ1(ρ2u(1)± (H1 + 0)− ρ1u(1)± (H1 − 0))
]
(77)
Then, substituting u1 = u
(0)
∓ (y) and u2 = u±(y, ε) into (48), and combin-
ing the result with (77), obtain an expression for K
(2)
± . After some algebra
obtain
K
(2)
± =
W (2)
c21
+
4γ1
h1σ1
H1∫
0
u
(0)
± (y)u
(1)
± (y) dy+
+
2(−1)m
h1σ1
[ρ2u
(1)
± (H1 + 0)− ρ1u(1)± (H1 − 0)]. (78)
Subcase 2.1
Let be m 6= 0, n 6= 0. Construct solution u(1)± obeying equation (61),
boundary conditions (9), (10), (62), (63), and relation u
(1)
± (0) = 0 for unique-
ness. This problem has the following solution:
For 0 < y < H1:
u
(1)
± (y) = −
ρ1y
pim
sin
(
pim
h1
y
)
. (79)
For H1 < y < H2:
u
(1)
± (y) = −
(−1)mρ1 cos(α(0)2 (y −H2)) + (−1)na±ρ3 cos(α(0)2 (y −H1))
α
(0)
2 sin(α
(0)
2 h2)
, (80)
where
α
(0)
2 =
√
W 1,3m,n
c22
−K1,3m,n. (81)
For H2 < y < H3:
u
(1)
± (y) = −
a±ρ3(H3 − y)
pin
sin
(
pin
h3
(H3 − y)
)
+ βa± cos
(
pin
h3
(H3 − y)
)
,
(82)
coefficient β is found from relation (65):
β =
ρ1h1
2pi2m2
− ρ3h3
2pi2n2
. (83)
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Substitute u
(1)
± into (77) and (78). The result is as follows:
W
(2)
± =
(
1
c21
− 1
c23
)−1 [
pi−2
(
ρ23
n2
− ρ
2
1
m2
)
+
2ρ2 cos(α
(0)
2 h2)(γ1 − γ3)
α
(0)
2 sin(α
(0)
2 h2)
±4i(−1)
m+nρ2
√
γ1γ3
α
(0)
2 sin(α
(0)
2 h2)
]
, (84)
K
(2)
± =
1
c21 − c23
[
pi−2
(
c21ρ
2
1
m2
− c
2
3ρ
2
3
n2
)
+
2ρ2(γ3c
2
3 − γ1c21) cos(α(0)2 h2)
α
(0)
2 sin(α
(0)
2 h2)
∓2i(−1)
m+nρ2(c
3
1 + c
2
3)
√
γ1γ3
α
(0)
2 sin(α
(0)
2 h2)
]
. (85)
Subcase 2.2
Let be m = 0, n 6= 0. The first-order approximation of the solution has
the following form. For 0 < y < H1:
u
(1)
± (y) = −
ρ1y
2
2h1
, (86)
for H1 < y < H2:
u
(1)
± (y) = −
2ρ1 cos(α
(0)
2 (y −H2)) + (−1)na±ρ3 cos(α(0)2 (y −H1))
α
(0)
2 sin(α
(0)
2 h2),
(87)
For H2 < y < H3:
u
(1)
± (y) = −
a±ρ3(H3 − y)
pin
sin
(
pin
h3
(H3 − y)
)
+ βa± cos
(
pin
h3
(H3 − y)
)
,
(88)
β = −h1ρ1
6
− ρ3h3
2pi2n2
. (89)
Using this solution similarly to Subcase 2.1, obtain
W
(2)
± =
(
1
c21
− 1
c23
)−1 [(
ρ23
pi2n2
− ρ
2
1
3
)
+
2ρ2 cos(α
(0)
2 h2)(γ1 − γ3)
α
(0)
2 sin(α
(0)
2 h2)
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±4i(−1)
m+nρ2
√
γ1γ3
α
(0)
2 sin(α
(0)
2 h2)
]
, (90)
K
(2)
± =
1
c21 − c23
[(
c21ρ
2
1
3
− c
2
3ρ
2
3
pi2n2
)
+
2ρ2(γ3c
2
3 − γ1c21) cos(α(0)2 h2)
α
(0)
2 sin(α
(0)
2 h2)
∓2i(−1)
nρ2(c
3
1 + c
2
3)
√
γ1γ3
α
(0)
2 sin(α
(0)
2 h2)
]
. (91)
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