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Abstract
In this paper, we discuss an interesting but challenging bilateral stochastically
matching problem: A more general matched queue with matching batch pair (m,n)
and two types (i.e., types A and B) of impatient customers, where the arrivals of
A- and B-customers are both Poisson processes, m A-customers and n B-customers
are matched as a group which leaves the system immediately, and the customers’
impatient behavior is to guarantee the stability of the system. We show that this
matched queue can be expressed as a novel bidirectional level-dependent quasi-birth-
and-death (QBD) process. Based on this, we provide a detailed analysis for this
matched queue, including the system stability, the average stationary queue lengthes,
and the average sojourn time of any A-customer or B-customer. We believe that the
methodology and results developed in this paper can be applicable to dealing with
more general matched queueing systems, which are widely encountered in various
practical areas, for example, sharing economy, ridesharing platform, bilateral market,
organ transplantation, taxi services, assembly systems, and so on.
Keywords: Queueing; Markov process; Matched Queue; impatient customer;
RG-factorization.
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1 Introduction
In this paper, we consider an interesting but challenging bilateral stochastically match-
ing problem: A more general matched queue with matching batch pair (m,n) and two
types of impatient customers, where m A-customers and n B-customers are matched as a
group which leaves the system immediately; and the customers’ impatient behavior is to
guarantee the stability of the system. We show that the matched queue with matching
batch pair (m,n) can be expressed as a novel bidirectional level-dependent QBD process.
Based on this, we can conduct a detailed analysis for the matched queue with matching
batch pair (m,n), such as the system stability, the average stationary queue lengthes, the
average sojourn time of any A- or B-customer, and so on. To our best knowledge, this
paper is the first to study such a bilateral matched queue with matching batch pair (m,n),
in which matching batch pair (m,n) always makes the analysis of the matched queue more
complicated and difficult. To deal with this problem, we develop some new theory of bidi-
rectional QBD processes including the system stable conditions, the stationary probability
vectors and the first passage times.
Such a matched queue with matching batch pair (m,n) has been widely encountered
in many different practical areas. Important examples include: Organ transplantation by
Zenios [64], Boxma et al. [8], Stanford et al. [56], and Elalouf et al. [24]; taxi services
by Giveen [26, 27], Kashyap [35, 36, 37], Bhat [7], Baik et al. [4], Shi and Lian [54], and
Zhang et al. [65]; baggage claim by Browne et al. [12]; sharing economy by Cheng [16],
Sutherland and Jarrahi [58], and Benjaafar and Hu [6]; assembly systems by Hopp and
Simon [30], Som et al. [55], and Ramachandran and Delen [51]; health care by Pandey
and Gangeshwer [49]; multimedia synchronization by Steinmetz [57] and Parthasarathy
et al. [50]; and so on. Recently, an emerging hot research topic of matched queues has
been focused on ridesharing platform. Many ridesharing companies spring up as a result
of rapid development of mobile networks, smart phones and location technologies, for
example, Uber in transportation, Airbnb in housing, Eatwith in eating, Rent the Runway
in dressing, and so on. For details of these examples, readers may refer to, such as
Azevedo and Weyl [3], Duenyas et al. [23], Hu and Zhou [31], Banerjee and Johari [5]
and Braverman et al. [9]. Obviously, the matched queues play a key role in research and
applications of ridesharing platforms.
The matched queues are a type of interesting and classic systems in early research of
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queuing systems. However, the available methodologies and results are still fewer than
those in other types of classic queueing systems, for example, processor-sharing queues
by Yashkov [61] and Yashkov and Yashkov [62], retrial queues by Falin and Templeton
[25] and Artalejo and Go´mez-Corral [2], fluid queues by Chapter 7 in Li [42], and so
forth. Although a matched queue seems simple due to having only a few random fac-
tors, its analysis is actually difficult and challenging due to the bidirectional state space
{. . . ,−2,−1, 0, 1, 2, . . .} whose discussion is still quite rare up to now. To this end, we
summarize the main literature of matched queues from the following three aspects:
Matching batch pair (1, 1). Early research of matching queues first focused on
some simple double-ended systems with matching batch pair (1, 1). Also, the matching
queues with matching batch pair (1, 1) have attracted numerous researchers’ attention
since a pioneering work by Kendall [38], and crucially, some effective methodologies and
available results have been developed from multiple research perspectives, which are listed
as follows.
The Markov processes: They were the first effective method employed by early research
of matched queues. Almost at the same time, for a simple matched queue, Sasieni [52],
Giveen [26] and Dobbie [22] established the Chapman-Kolmogorov forward differential-
difference equations, in which the customers’ impatient behavior is also introduce to guar-
antee the stability of the system. Since then, the Markov process analysis of matched
queues were further developed from two different research lines as follows:
(a) A finite state space. When two waiting rooms of the matched queue are both
finite, the Markov process is established with a finite state space. In this case, Jain [32]
and Kashyap [35, 36, 37] applied the supplementary variable method to deal with the
matched queue with a Poisson arrival process and a renewal arrival process. Takahashi et
al. (2000) considered the matched queue with a Poisson arrival process and a PH-renewal
arrival process. In addition, Sharma and Nair (1991) used the matrix theory to analyze
the transient behavior of a Markovian matched queue. Chai et al. [15] considered a batch
matching queueing system with impatient servers and bounded rational customers, and
each server serves the customers in batches with finite service capacity.
(b) An infinite state space. When two waiting rooms of the matched queue are both
infinite, the Markov process is set up with a bidirectional infinite state space. In general,
it is always difficult and challenging to analyze such a Markov process with a bidirectional
infinite state space. Latouche [40] applied the matrix-geometric solution to analyze several
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bilateral matching queues with paired input. Conolly et al. [17] applied the Laplace
transform to discuss the time-dependent performance measures of the matched queue
with state-dependent impatience. Di Crescenzo et al. [19, 20] discussed the transient and
stationary probabilities of a time-nonhomogeneous matched queue with catastrophes and
repairs. Diamant and Baron [21] analyzed a matching queue with priority and impatient
customers.
The fluid and diffusion approximations: In a matched queue, if the arrivals of A- and B-
customers are both general renewal processes, then the fluid and diffusion approximations
become an effective (but approximative) method. Jain [34] applied diffusion approximation
to discuss the GX/GY/1 matched queue. Di Crescenzo et al. [19, 20] discussed a matched
queue by means of a jump-diffusion approximation. Liu et al. [47] discussed some diffusion
models for the matched queues with renewal arrival processes. Bu¨ke and Chen [14] applied
the fluid and diffusion approximations to study the probabilistic matching systems. Liu
[46] used the diffusion approximation to analyze the matched queues with reneging in
heavy traffic.
Other effective methods: Kim et al. [39] provided a simulation model to analyze a
more general matched queue. Jain [33] proposed a sample path analysis for studying the
matched queue with time-dependent rates. Afe`che et al. (2014) applied the level-cross
method to discuss the matched batch queue with abandonment.
Control of matched queues: Hlynka and Sheahan [29] analyzed the control rates in
a matched queue with two Poisson inputs. Gurvich and Ward [28] discussed dynamic
control of the matching queues. Bu¨ke and Chen [13] studied stabilizing admission control
policies for the probabilistic matching systems. Lee et al. [41] discussed optimal control
of a time-varying double-ended production queueing model.
Matching batch pair (1, n). As a key extension and generalization, Xu et al. [60]
first discussed a matched queue with matching batch pair (1, n), in which for the two
waiting rooms, one is finite while another is infinite. Under two Poisson inputs and a
PH service time distribution, they applied the matrix-geometric solution to obtain the
system stable condition, and to study the stationary queue lengths for the both classes
of customers. Yuan [63] applied Markov chains of M/G/1 type to consider a matched
queue with matching batch pair (1, n) and under two Poisson inputs and a general service
time distribution. Further, Li and Cao [43] discussed the matched queue with matching
batch pair (1, n) and under two batch Markovian arrival processes (BMAPs) and a general
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service time distribution.
Matching batch pair (m,n). To our best knowledge, this paper is the first to study
the matched queues with matching batch pair (m,n), in which the two waiting rooms
are both infinite. For this matched queue, we express it as a bidirectional level-dependent
QBD process, and apply the RG-factorizations proposed by Li [42] to obtain the average
stationary queue lengths, and the average sojourn time of any A- or B-customer. Note
that Liu et al. [45] conducted a close work for studying the block-structure matched
queue with matching batch pair (1, 1) and under two Markovian arrival processes (MAPs).
Different from Liu et al. [45] and since the matching batch pair (m,n) always makes the
block structure of the Markov process more complicated from the bidirectional infinity, to
deal with the difficulty of analyzing the sojourn times, a new phase-type distribution of
bidirectional infinity is set up by means of the RG-factorizations in this research.
Based on the above analysis, we summarize the main contributions of this paper as
follows:
(1) We describe a more general matched queue with matching batch pair (m,n) and
impatient customers, where m A-customers and n B-customers are matched as a
group which leaves the system immediately, and the customers’ impatient behavior
is also taken into account to guarantee the stability of the system.
(2) We express the matched queue with matching batch pair (m,n) as a bidirectional
level-dependent QBD process, and apply the RG-factorizations developed by Li [42]
to obtain the stationary probability vector of bidirectional infinity, which is used for
analyzing the average stationary queue lengths.
(3) We study the average sojourn time of any A- or B-customer by means of the total
probability formula, and provide an upper bound of this average sojourn time by
using a new phase-type distribution of bidirectional infinity, whose computation is
established in terms of the RG-factorizations given in Li [42].
The structure of this paper is organized as follows. Section 2 describes a more general
matched queue with matching batch pair (m,n) and impatient customers. Section 3 ex-
presses this matched queue as a new bidirectional level-dependent QBD process. Based on
this, the system stable condition is given. Section 4 studies the stationary probability vec-
tor of the bidirectional QBD process, and computes the average stationary queue lengths
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of the A- and B-customers, respectively. Section 5 discusses the average sojourn time of
any A- or B-customer, and provides a better upper bound of this average sojourn time
by using a new phase-type distribution of bidirectional infinity. Finally, some concluding
remarks are given in Section 6.
2 Model Description
In this section, we describe a more general matched queue with matching batch pair (m,n)
and impatient customers, and also introduce operational mechanism, system parameters
and basic notation.
In the matched queue with matching batch pair (m,n), m A-customers and n B-
customers are matched as a group which leaves the system immediately once the matching
is successful, and also the customers’ impatient behavior is used to guarantee the stability
of the system. Figure 1 provides a physical illustration for such a matched queue.
Figure 1: A physical illustration of the matched queue
Now, we provide a more detailed description for the matched queue as follows:
(1) Arrival processes. The A- and B-customers arrive at the queueing system
according to the Poisson processes with rates λ1 and λ2, respectively.
(2) Matched processes. Once m A-customers and n B-customers match as a group,
which immediately leaves the queueing system for m,n > 0. Their matching process
follows a First-Come-First-Match discipline. We assume that two waiting spaces of A-
and B-customers are both infinite.
(3) Impatient behavior. If an A-customer (resp. a B-customer) stays at the queue-
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ing system for a long time, then she will have some impatient behavior. We assume that
the impatient time of an A-customer (resp. a B-customer) is exponentially distributed
with impatient rate θ1 (resp. θ2) for θ1, θ2 > 0.
We assume that all the random variables defined above are independent of each other.
Remark 1 (a) The customers’ impatient behavior given in Assumption (3) is used to
ensure the stability of the matched queue.
(b) The matching discipline given in Assumption (2) indicates that overm A-customers
and over n B-customers cannot simultaneously exist in their respective waiting spaces.
3 A Bidirectional QBD Process
In this section, we use a new bidirectional level-dependent QBD process to express the
matched queue with matching batch pair (m,n) and impatient customers, and obtain a
sufficient condition under which this matched queue is stable.
We denote by N1 (t) and N2 (t) the numbers of A- and B-customers in the matched
queue at time t ≥ 0, respectively. Then the matched queue with matching batch pair
(m,n) is related to a two-dimensional Markov process {(N1 (t) , N2 (t)) , t ≥ 0}. Note
that once m A-customers and n B-customers match as a group, which immediately leaves
the queueing system, thus over m A-customers and over n B-customers cannot simultane-
ously exist in their waiting spaces. Based on this, the state space of the Markov process
{(N1 (t) , N2 (t)) , t ≥ 0} is given by
Ω = {(i, j) : 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1} ∪ {(i, j) : i ≥ m, 0 ≤ j ≤ n− 1}
∪ {(i, j) : 0 ≤ i ≤ m− 1, j ≥ n} .
In this case, we write
Level 0 = {(0, 0) , (0, 1) , . . . , (0, n− 1) ; (1, 0) , (1, 1) , , . . . , (1, n − 1) ;
. . . ; (m− 1, 0) , (m− 1, 1) , . . . , (m− 1, n − 1)} ,
for k ≥ 1,
Level k = {(km, 0) , (km, 1) , . . . , (km,n− 1) ; (km+ 1, 0) , (km+ 1, 1) , . . . , (km+ 1, n − 1) ;
. . . ; (km+ (m− 1) , 0) , (km+ (m− 1) , 1) , . . . , (km+ (m− 1) , n− 1)} ,
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and l ≤ −1,
Level l = {(0, (−l)n) , (1, (−l)n) , . . . , (m− 1, (−l)n) ; (0, (−l)n+ 1) , (1, (−l)n+ 1) , . . . , (m− 1, (−l)n+ 1) ;
. . . ; (0, (−l)n+ n− 1) , (1, (−l)n+ n− 1) , . . . , (m− 1, (−l)n+ n− 1)} .
Therefore, we have
Ω =
∞⋃
k=−∞
Level k.
Example one: As an illustrated example, we take m = 2 and n = 3. In this case, the
state transition relations of Markov process {(N1 (t) , N2 (t)) , t ≥ 0} is depicted in Figure
2. Also, we observe that each levels is a state set formed by many states in a rectangle
(i.e., multiple state lines).
From Levels k for −∞ < k < ∞ or Figure 2, it is easy to see that the Markov
process {(N1 (t) , N2 (t)), t ≥ 0} is a new bidirectional level-dependent QBD process whose
infinitesimal generator is given by
Q =

. . .
. . .
. . .
B
(−3)
0 B
(−3)
1 B
(−3)
2
B
(−2)
0 B
(−2)
1 B
(−2)
2
B
(−1)
0 B
(−1)
1 B
(−1)
2
B
(0)
0 A
(0)
1 A
(0)
0
A
(1)
2 A
(1)
1 A
(1)
0
A
(2)
2 A
(2)
1 A
(2)
0
A
(3)
2 A
(3)
1 A
(3)
0
. . .
. . .
. . .

, (1)
where
A
(k)
0 =

0
...
0
 (m− 1)n
λ1
. . .
λ1
nn 0 · · · 0︸ ︷︷ ︸
(m−1)n

mn×mn
, k ≥ 0,
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Figure 2: The state transition relations of the bilateral QBD process
A
(k)
2 =

0
. . .
λ2 0
nn
kmθ1
. . .
kmθ1
nn
. . .
0
. . .
λ2 0
nn

mn×mn
, k ≥ 1,
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A
(k)
1 =

A1,1 A2,1
A3,1 A1,2 A2,2
. . .
. . .
. . .
A3,m−2 A1,m−1 A2,m−1
A3,m−1 A1,m

mn×mn
, k ≥ 0,
A1,i =

a
(1)
1,i λ2
θ2 a
(2)
1,i λ2
. . .
. . .
. . .
(n− 2) θ2 a
(n−1)
1,i λ2
(n− 1) θ2 a
(n)
1,i

n×n
, 1 ≤ i ≤ m,
a
(r)
1,i = − (λ1 + λ2 + (r − 1) θ2 + (km+ i− 1) θ1) , 1 ≤ r ≤ n,
A2,i =

λ1
λ1
. . .
λ1

n×n
, 1 ≤ i ≤ m− 1,
A3,i =

(km+ i) θ1
(km+ i) θ1
. . .
(km+ i) θ1

n×n
, 1 ≤ i ≤ m− 1,
B
(0)
0 =

n

0
...
λ2
upslope
0 · · · 0︸ ︷︷ ︸
(n−1)m
n

0
...
λ2

mn×mn
,
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B
(−1)
2 =

λ1
m
upslope
λ1
m
λ1
0
. . .
0
nθ2

mn
nθ2︸ ︷︷ ︸
n
upslope
nθ2︸ ︷︷ ︸
n

mn×mn
,
B
(l)
0 =

mm

λ2
. . .
λ2
0 · · · 0︸ ︷︷ ︸
(n−1)m
(n− 1)m

0
...
0

mn×mn
, l ≤ −1,
B
(l)
2 =

0 λ1
. . .
0
mm
. . .
−lnθ2
. . .
−lnθ2
mm
0 λ1
. . .
0
mm

mn×mn
, l ≤ −2,
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B
(l)
1 =

B1,1 B2,1
B3,1 B1,2 B2,2
. . .
. . .
. . .
B3,n−2 B1,n−1 B2,n−1
B3,n−1 B1,n

mn×mn
, l ≤ −1,
B1,i =

b
(1)
1,i (m− 1) θ1
λ1 b
(2)
1,i (m− 2) θ1
. . .
. . .
. . .
λ1 b
(m−1)
1,i θ1
λ1 b
(m)
1,i

m×m
, 1 ≤ i ≤ n,
b
(r)
1,i = − (λ1 + λ2 + (m− r) θ1 + (−ln+ n− i) θ2) , 1 ≤ r ≤ m,
B2,i =

(−ln+ n− i) θ2
(−ln+ n− i) θ2
. . .
(−ln+ n− i) θ2

m×m
, 1 ≤ i ≤ n−1,
B3,i =

λ2
λ2
. . .
λ2

m×m
, 1 ≤ i ≤ n− 1.
Now, we discuss the stability of the bidirectional QBD process Q. Note that such a
bidirectional QBD process was first introduced in Latouche [40] and was further developed
in Li and Cao [44].
To analyze the matched queue with matching batch pair (m,n) and impatient cus-
tomers, it is worthwhile to note that a simple relation between Levels 0 and −1 is a key.
From Levels 0 and −1, we can divide the bidirectional QBD process Q into two unilat-
eral QBD processes: QA and QB. Based on this, the infinitesimal generators of the two
unilateral QBD processes QA and QB are respectively given by
QA =

A
(0)
1 A
(0)
0
A
(1)
2 A
(1)
1 A
(1)
0
A
(2)
2 A
(2)
1 A
(2)
0
A
(3)
2 A
(3)
1 A
(3)
0
. . .
. . .
. . .

and
QB =

B
(−1)
1 B
(−1)
0
B
(−2)
2 B
(−2)
1 B
(−2)
0
B
(−3)
2 B
(−3)
1 B
(−3)
0
B
(−4)
2 B
(−4)
1 B
(−4)
0
. . .
. . .
. . .

or
QB =

. . .
. . .
. . .
B
(−4)
0 B
(−4)
1 B
(−4)
2
B
(−3)
0 B
(−3)
1 B
(−3)
2
B
(−2)
0 B
(−2)
1 B
(−2)
2
B
(−1)
0 B
(−1)
1

.
In the remainder of this section, we study the stability of the matched queue with
matching batch pair (m,n) and impatient customers. It is easy to see that the customers’
impatient behavior plays a key role in the stable analysis.
The following theorem provides a sufficient condition under which the bidirectional
QBD process is stable.
Theorem 1 If (θ1, θ2) > 0, then the bidirectional QBD process Q is irreducible and
positive recurrent. Thus, the matched queue with matching batch pair (m,n) and impatient
customers is stable.
Proof. It is clear that the bidirectional QBD process Q is irreducible through observing
Figures 1 and 2, since this matched queue contains two Poisson inputs and two exponential
impatient times.
From returning to Level 0, it is easy to see that the bidirectional QBD process Q
is positive recurrent if and only if the two unilateral QBD processes QA and QB are
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both positive recurrent. Thus, our aim is to prove that if (θ1, θ2) > 0, then the two
unilateral QBD processes QA and QB are both positive recurrent by means of the mean
drift technique by Neuts [48] and Li [42].
For the QBD process QA, let Ak = A
(k)
0 +A
(k)
1 +A
(k)
2 in Level k. Then
Ak =

A1,1,1 A2,1 A2,2,2
A3,1 A1,2,1 A2,2
. . .
. . .
. . .
A3,m−2 A1,m−1,1 A2,m−1
A0 A3,m−1 A1,m,1

mn×mn
,
where
A0 =

λ1
. . .
λ1

n×n
, A2,2,2 =

kmθ1
. . .
kmθ1

n×n
,
A1,i,1 =

a
(1)
1,i λ2
θ2 a
(2)
1,i λ2
. . .
. . .
. . .
(n− 2) θ2 a
(n−1)
1,i λ2
λ2 (n− 1) θ2 a
(n)
1,i

n×n
, 1 ≤ i ≤ m,
a
(r)
1,i = − (λ1 + λ2 + (r − 1) θ2 + (km+ i− 1) θ1) , 1 ≤ r ≤ n,
A2,i =

λ1
λ1
. . .
λ1

n×n
, 1 ≤ i ≤ m− 1,
A3,i =

(km+ i) θ1
(km+ i) θ1
. . .
(km+ i) θ1

n×n
, 1 ≤ i ≤ m− 1.
Let α =
(
α1, α2, ..., αn; ...;α(m−1)n+1, α(m−1)n+2, ..., α(m−1)n+n
)
be the stationary prob-
ability vector of the Markov process Ak. Then
αAk = 0, αe = 1.
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Note that α > 0, since the Markov process Ak is irreducible.
Once the stationary probability vector α is obtained, we can compute the (upward and
downward) mean drift rates of the QBD process QA. From Level k to Level k + 1, the
upward mean drift rate is given by
αA
(k)
0 e = λ1
(
α(m−1)n+1 + α(m−1)n+2 + · · · + α(m−1)n+n
)
.
Similarly, from Level k to Level k − 1, the downward mean drift rate is given by
αA
(k)
2 e = λ2 (αn + α2n + · · ·+ αmn) + kmθ1 (α1 + α2 + · · ·+ αn) .
Note that k is a positive integer, λ1 > 0 and θ1 > 0, it is easy to check that if k >
max {1, λ1/mθ1}, then αA
(k)
0 e < αA
(k)
2 e. Therefore, the QBD process QA is positive
recurrent due to the fact that the mean drift rates: αA
(k)
0 e < αA
(k)
2 e for a bigger positive
integer k, this can hold because k goes to infinity.
Similarly, we discuss the stability of the QBD process QB . Let Bl = B
(l)
0 +B
(l)
1 +B
(l)
2
in Level l for l ≤ −2. Then
Bk =

B1,1,1 B2,1 B0
B3,1 B1,2,1 B2,2
. . .
. . .
. . .
B3,n−2 B1,n−1,1 B2,n−1
B2,2,2 B3,n−1 B1,n,1

mn×mn
,
where
B0 =

λ2
. . .
λ2

m×m
, B2,2,2 =

−lnθ2
. . .
−lnθ2

m×m
,
B1,i,1 =

b
(1)
1,i (m− 1) θ1 λ1
λ1 b
(2)
1,i (m− 2) θ1
. . .
. . .
. . .
λ1 b
(m−1)
1,i θ1
λ1 b
(m)
1,i

m×m
, 1 ≤ i ≤ n,
b
(r)
1,i = − (λ1 + λ2 + (m− r) θ1 + (−ln+ n− i) θ2) , 1 ≤ r ≤ m,
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B2,i =

(−ln+ n− i) θ2
(−ln+ n− i) θ2
. . .
(−ln+ n− i) θ2

m×m
, 1 ≤ i ≤ n−1,
B3,i =

λ2
λ2
. . .
λ2

m×m
, 1 ≤ i ≤ n− 1.
Let β =
(
β1, β2, ..., βm; ...;β(n−1)m+1, β(n−1)m+2, ..., β(n−1)m+m
)
be the stationary prob-
ability vector of the Markov process Bl. Then
βBl = 0, βe = 1.
Now, we compute the (upward and downward) mean drift rates of the QBD process QB .
From Level l to Level l − 1, the upward mean drift rate is given by
βB
(l)
0 e = λ2 (β1 + β2 + · · ·+ βm) .
Similarly, from Level l to Level l + 1, the downward mean drift rate is given by
βB
(l)
2 e =λ1
(
β1 + βm+1 + · · ·+ β(n−1)m+1
)
− lnθ2
(
β(n−1)m+1 + β(n−1)m+2 + · · ·+ β(n−1)m+m
)
,
Note that l is a negative integer, λ2 > 0 and θ2 > 0, it is easy to check that if l <
−max {1, λ2/nθ2}, then βB
(l)
0 e < βB
(l)
2 e. This holds because l goes to negative infinity.
Therefore, the QBD process QB is positive recurrent.
Based on the above two analysis, the two QBD processes QA and QB are both positive
recurrent. Thus the bidirectional QBD process Q is irreducible and positive recurrent.
This further shows that the matched queue with matching batch pair (m,n) and impatient
customers is stable. This completes the proof. 
4 The Stationary Queue Length
In this section, we first provide a bilateral matrix-product expression for the stationary
probability vector of the bidirectional level-dependent QBD process by means of the RG-
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factorizations given in Li [42]. Then we compute two average stationary queue lengths for
the A- and B-customers, respectively.
We write
pi,j (t) = P {N1 (t) = i, N2 (t) = j} .
Since the bidirectional level-dependent QBD process is stable, we have
pii,j = lim
t→+∞
pi,j (t) .
For l = −1,−2,−3, ..., we write
pil =
(
pi0,(−l)n, pi1,(−l)n, . . . , pim−1,(−l)n;pi0,(−l)n+1, pi1,(−l)n+1, . . . , pim−1,(−l)n+1; . . . ;
pi0,(−l)n+n−1, pi1,(−l)n+n−1, . . . , pim−1,(−l)n+n−1
)
,
for k = 0, we write
pi0 = (pi0,0, pi0,1, . . . , pi0,n−1;pi1,0, pi1,1, . . . , pi1,n−1; . . . ;pim−1,0, pim−1,1, . . . , pim−1,n−1) ,
for k = 1, 2, 3, ..., we write
pik = (pikm,0, pikm,1, . . . , pikm,n−1;pikm+1,0, pikm+1,1, . . . , pikm+1,n−1; . . . ;
pikm+m−1,0, pikm+m−1,1, . . . , pikm+m−1,n−1) ,
and
pi = (. . . , pi−2, pi−1, pi0, pi1, pi2, . . .) .
To compute the stationary probability vector of the bidirectional level-dependent QBD
process Q, we first need to compute the stationary probability vectors of the two unilateral
QBD processes QA and QB . Then we use Levels 1, 0 and −1 as three interaction boundary
levels, which are used to further determine the stationary probability vectors from the
interaction boundary levels to the bilateral internal levels.
Note that the two unilateral QBD processes QA and QB are level-dependent, thus we
need to apply the RG-factorization given in Li [42] to calculate their stationary probability
vectors. To this end, we need to introduce the U -, R- andG-measures for the two unilateral
QBD processes QA and QB, respectively. In fact, such a level-dependent QBD process
was given a detailed analysis in Li and Cao [44].
For the unilateral QBD process QA, we define the UL-type U -, R- and G-measures as
Uk = A
(k)
1 +A
(k)
0
(
−U−1k+1
)
A
(k+1)
2 , k ≥ 0, (2)
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Rk = A
(k)
0
(
−U−1k+1
)
, k ≥ 0,
and
Gk =
(
−U−1k
)
A
(k)
2 , k ≥ 1.
Obviously, it is well-known from Li and Cao [44] that the matrix sequence {Rk, k ≥ 0} is
the minimal nonnegative solution to the system of nonlinear matrix equations
A
(k)
0 +RkA
(k+1)
1 +RkRk+1A
(k+2)
2 = 0, k ≥ 0; (3)
and the matrix sequence {Gk, k ≥ 1} is the minimal nonnegative solution to the system
of nonlinear matrix equations
A
(k)
0 Gk+1Gk +A
(k)
1 Gk +A
(k)
2 = 0, k ≥ 1. (4)
Once the matrix sequence {Rk, k ≥ 0} or {Gk, k ≥ 1} is given, for k ≥ 0 we have
Uk = A
(k)
1 +A
(k)
0
(
−U−1k+1
)
A
(k+1)
2
= A
(k)
1 +RkA
(k+1)
2
= A
(k)
1 +A
(k)
0 Gk+1.
For the unilateral QBD process QA, by following Chapters 1 and 2 of Li [42] or Li and
Cao [44], the UL-type RG-factorization is given by
QA = (I −RU )UD (I −GL) , (5)
where
UD = diag (U0, U1, U2, U3, . . .) ,
RU =

0 R0
0 R1
0 R2
0
. . .
. . .

, GL =

0
G1 0
G2 0
G3 0
. . .
. . .

.
Let piA =
(
piA0 , pi
A
1 , pi
A
2 , . . .
)
be the stationary probability vector of the unilateral QBD
process QA. Then from the UL-type RG-factorization given in Chapter 2 of Li [42], by
using the R-measure {Rk : k ≥ 0} we have
piAk = pi
A
0 R0R1 · · ·Rk−1, k ≥ 1. (6)
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By conducting a similar analysis to those in Equations (2) to (5), we can give the
stationary probability vector, piB =
(
piB0 , pi
B
1 , pi
B
2 , . . .
)
of the unilateral QBD process QB .
Here, we only provide the R-measure {Rl : l ≤ −1}, while the U -measure {Ul : l ≤ −1}
and G-measure {Gl : l ≤ −2} is omitted for brevity.
Let the matrix sequence {Rl, l ≤ −1} be the minimal nonnegative solution to the
system of nonlinear matrix equations
B
(l)
0 + RlB
(l−1)
1 + RlRl−1B
(l−2)
2 = 0, l ≤ −1, (7)
By using the R-measure {Rl : l ≤ −1} we obtain
piBl = pi
B
−1R−1R−2 · · ·Rl+1, l ≤ −2. (8)
The following theorem expresses the stationary probability vector pi = (. . . , pi−2, pi−1,
pi0, pi1, pi2, . . .) of the bidirectional level-dependent QBD process Q by means of the station-
ary probability vectors piA =
(
piA2 , pi
A
3 , pi
A
4 , . . .
)
given in (6) and piB =
(
piB−2, pi
B
−3, pi
B
−4, . . .
)
given in (8).
Theorem 2 The stationary probability vector pi of the bidirectional level-dependent QBD
process Q is given by
pik = cpik, (9)
and
pik =

pi−1R−1R−2 · · ·Rk+1, k ≤ −2,
pi−1,
pi0,
pi1,
pi1R1R2 · · ·Rk−1, k ≥ 2,
(10)
where the three boundary vectors pi−1, pi0, pi1 are uniquely determined by the following sys-
tem of linear equations
pi0A
(0)
0 + pi1
[
A
(1)
1 +R1A
(2)
2
]
= 0,
pi−1B
(−1)
2 + pi0A
(0)
1 + pi1A
(1)
2 = 0,
pi0B
(0)
0 + pi−1
[
B
(−1)
1 + R−1B
(−2)
2
]
= 0,
(11)
and the positive constant c is uniquely given by
c =
1∑
k≤−2 pi−1R−1R−2 · · ·Rk+1e+ pi−1e+ pi0e+ pi1e+
∑∞
k=2 pi1R1R2 · · ·Rk−1e
. (12)
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Proof. The proof is easy through checking whether pi satisfies the system of linear equa-
tions: piQ = 0 and pie = 1. To this end, we consider the following three different cases:
Case one: k ≥ 2. In this case, we need to check that
pik−1A
(k−1)
0 + pikA
(k)
1 + pik+1A
(k+1)
2 = 0. (13)
Since pik−1 = cpik−1 = cpi1R1R2 · · ·Rk−2, pik = cpik = cpi1R1R2 · · ·Rk−1 and pik+1 =
cpik+1 = cpi1R1R2 · · ·Rk, we obtain
pik−1A
(k−1)
0 + pikA
(k)
1 + pik+1A
(k+1)
2
= cpi1R1R2 · · ·Rk−2A
(k−1)
0 + cpi1R1R2 · · ·Rk−1A
(k)
1 + cpi1R1R2 · · ·RkA
(k+1)
2
= cpi1R1R2 · · ·Rk−2
(
A
(k−1)
0 +Rk−1A
(k)
1 +Rk−1RkA
(k+1)
2
)
= 0
by means of (3).
Case two: k ≤ −2. In this case, we need to check that
pik+1B
(k+1)
0 + pikB
(k)
1 + pik−1B
(k−1)
2 = 0. (14)
Note that pik+1 = cpik+1 = cpi−1R−1R−2 · · ·Rk+2, pik = cpik = cpi−1R−1R−2 · · ·Rk+1 and
pik−1 = cpik−1 = cpi−1R−1R−2 · · ·Rk, we have
pik+1B
(k+1)
0 + pikB
(k)
1 + pik−1B
(k−1)
2
= cpi−1R−1R−2 · · ·Rk+2B
(k+1)
0 + cpi−1R−1R−2 · · ·Rk+1B
(k)
1 + cpi−1R−1R−2 · · ·RkB
(k−1)
2
= cpi−1R−1R−2 · · ·Rk+2
(
B
(k+1)
0 +Rk+1B
(k)
1 + Rk+1RkB
(k−1)
2
)
= 0
in terms of (7).
Case three: k = 1, 0, −1. In this case, we obtain
pi0A
(0)
0 + pi1A
(1)
1 + pi2A
(2)
2 = 0,
pi−1B
(−1)
2 + pi0A
(0)
1 + pi1A
(1)
2 = 0,
pi−2B
(−2)
2 + pi−1B
(−1)
1 + pi0B
(0)
0 = 0.
(15)
Note that pi0 = cpi0, pi1 = cpi1, pi2 = cpi2 = cpi1R1, pi−1 = cpi−1 and pi−2 = cpi−2 = cpi−1R−1,
we can give (11).
Note that pie = 1, we have ∑
−∞<k<∞
pike = 1 (16)
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by means of pik = cpik = cpi1R1R2 · · ·Rk−1 for k ≥ 2, pi1 = cpi1, pi0 = cpi0, pi−1 = cpi−1 and
pik = cpik = cpi−1R−1R−2 · · ·Rl+1 for l ≤ −2. Thus we have
1 =
∑
−∞<k<∞
pike =
∑
l≤−2
pile+pi−1e+pi0e+pi1e+
∞∑
k=2
pike
=
∑
l≤−2
cpi−1R−1R−2 · · ·Rl+1e+cpi−1e+cpi0e+cpi1e+
∞∑
k=2
cpi1R1R2 · · ·Rk−1e
= c
∑
l≤−2
pi−1R−1R−2 · · ·Rl+1e+ pi−1e+ pi0e+ pi1e+
∞∑
k=2
pi1R1R2 · · ·Rk−1e
 ,
this gives the positive constant c in (12). This completes the proof. 
Remark 2 As seen from Theorem 2, generally there is no explicit expression for the
stationary probability vector of the bidirectional level-dependent QBD process, in which
the impatient customers always make a level-dependent Markov process whose stationary
probability vector computation is more complicated and difficult. Thus we cannot use an
analytic expression to further discuss performance measures of the matched queue with
matching batch pair (m,n) and impatient customers.
In the remainder of this section, we compute two average stationary queue lengths for
the A- and B-customers, respectively.
Note that the matched queue with matching batch pair (m,n) is stable for (θ1, θ2) > 0,
we denote by Q(1) and Q(2) the stationary queue lengths of the A- and B-customers,
respectively. By using Theorem 2, we provide the average stationary queue lengths of the
A- and B-customers, respectively, as follows:
(a) The average stationary queue length of the A-customers is given by
E
[
Q(1)
]
=
∞∑
k=1
m−1∑
i=0
(km+ i)
n−1∑
j=0
pikm+i,j +
∑
−∞<l≤0
m−1∑
i=0
i
n−1∑
j=0
pii,(−l)n+j.
(b) The average stationary queue length of the B-customers is given by
E
[
Q(2)
]
=
∞∑
k=0
n−1∑
j=0
j
m−1∑
i=0
pikm+i,j +
∑
−∞<l≤−1
n−1∑
j=0
[(−l)n+ j]
m−1∑
i=0
pii,(−l)n+j.
By using the efficient algorithms given in Bright and Taylor [10, 11] (e.g, see Liu et
al. [45] for more details), we conduct numerical examples to analyze how the average
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stationary queue lengths of A- and B-customers are influenced by two key parameters: θ1
and θ2. To this end, we take the system parameters: λ1 = 1, λ2 = 2, m = 2 and n = 3 for
the purpose of illustration.
Figure 4 shows that the average stationary queue length E
[
Q(1)
]
decreases as θ1
increases, while it increases as θ2 increases.
From Figure 5, it is easy seen that the average stationary queue length E
[
Q(2)
]
in-
creases as θ1 increases, while it decreases as θ2 increases.
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Figure 3: E
[
Q(1)
]
vs θ1 and θ2
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Figure 4: E
[
Q(2)
]
vs θ1 and θ2
The two numerical results are intuitive. As θ1 increases, more and more A-customers
quickly leave the system so that E
[
Q(1)
]
decreases. On the other hand, as θ2 increases,
more and more B-customers quickly leave the system so that the probability that an
A-customer can match a B-customer will become smaller and smaller. Thus, E
[
Q(1)
]
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increases as θ2 increases.
5 The Sojourn Time
In this section, we analyze the average sojourn time of any arriving A- or B-customer in
the matched queue with matching batch pair (m,n) and impatient customers.
In this stable matched queue, we denote by W the sojourn time of any arriving A-
customer. To compute the average sojourn time, we need to consider three different cases
as follows:
(a) An arriving A-customer observes the system state (i, j) for 0 ≤ i ≤ m − 1 and
j ≥ n;
(b) an arriving A-customer observes the system state (i, j) for 0 ≤ i ≤ m − 1 and
0 ≤ j ≤ n− 1; and
(c) an arriving A-customer observes the system state (i, j) for i ≥ m and 0 ≤ j ≤ n−1.
Case a: An arriving A-customer observes the system state (i, j) for 0 ≤ i ≤
m− 1 and j ≥ n
In this case, if i = m − 1, then the arriving A-customer makes the number of A-
customers become m. In this case, the m A-customers can match n B-customers as a
group, which leaves this system immediately. Thus the average sojourn time is given by
E [W ] = 0. (17)
If 0 ≤ i ≤ m−2, then the arriving A-customer still needs to wait form−(i+ 1) arrivals
of A-customers such that the number of A-customers is m. Thus the m A-customers can
match n B-customers as a group, which leaves this system immediately.
Let Xk be the kth interarrival time of the Poisson process with arrival rate λ1, and Z
be the exponential impatient time of A-customer with impatient rate θ1. Then
W = min
Z,
m−(i+1)∑
k=1
Xk
 .
This gives
E [W ] = E [Z]P
Z ≤
m−(i+1)∑
k=1
Xk
+ E
m−(i+1)∑
k=1
Xk
P
Z >
m−(i+1)∑
k=1
Xk
 .
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Note that
∑m−(i+1)
k=1 Xk is an Erlang-(m− i− 1) distribution, we have
P

m−(i+1)∑
k=1
Xk > u
 = e−λ1u
m−(i+1)−1∑
k=0
(λ1u)
k
k!
this gives
γm−i−1 = P
Z ≤
m−(i+1)∑
k=1
Xk
 =
∫ +∞
0
P

m−(i+1)∑
k=1
Xk > u
 dP {Z < u}
= θ1
∫ +∞
0
e−(λ1+θ1)u
m−(i+1)−1∑
k=0
(λ1u)
k
k!
du.
Thus, we obtain
E [W ] =
1
θ1
γm−i−1 +
m− i− 1
λ1
(1− γm−i−1) . (18)
Case b: An arriving A-customer observes the system state (i, j) for 0 ≤ i ≤
m− 1 and 0 ≤ j ≤ n− 1
In this case, if i = m − 1, then the arriving A-customer makes the number of A-
customers become m. However, they still need to wait for n − j arrivals of B-customers
such that the number of B-customers is n. Thus the n B-customers can match m A-
customers as a group, which leaves this system immediately.
Let Yk be the kth interarrival time of the Poisson process with arrival rate λ2. Then
W = min
{
Z,
n−j∑
k=1
Yk
}
.
Let
δn−j = P
{
Z ≤
n−j∑
k=1
Yk
}
= θ1
∫ +∞
0
e−(λ2+θ1)u
n−j−1∑
k=0
(λ2u)
k
k!
du.
Then
E [W ] =
1
θ1
δn−j +
n− j
λ2
(1− δn−j) . (19)
If 0 ≤ i ≤ m − 2, then we still need to not only wait for m − (i+ 1) arrivals of A-
customers such that the number of A-customers is m, but also wait for n − j arrivals of
B-customers such that the number of B-customers is n. In this case, the n B-customers
can match m A-customers as a group, which leaves this system immediately. Thus we
obtain
W = min
Z,max

m−(i+1)∑
k=1
Xk,
n−j∑
k=1
Yk

 .
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Let
ω (m− i− 1, n− j) = P
Z ≤ max

m−(i+1)∑
k=1
Xk,
n−j∑
k=1
Yk

 .
Then
E [W ] =
1
θ1
ω (m− i− 1, n − j)+E
max

m−(i+1)∑
k=1
Xk,
n−j∑
k=1
Yk

 [1− ω (m− i− 1, n − j)]
Let
ψ (m− i− 1, n − j) = P

m−(i+1)∑
k=1
Xk ≤
n−j∑
k=1
Yk
 .
Then
E
max

m−(i+1)∑
k=1
Xk,
n−j∑
k=1
Yk

 =ψ (m− i− 1, n − j) n− j
λ2
+ [1− ψ (m− i− 1, n − j)]
m− i− 1
λ1
.
Thus we obtain
E [W ] =
1
θ1
ω (m− i− 1, n − j) + [1− ω (m− i− 1, n − j)]
×
{
ψ (m− i− 1, n − j)
n− j
λ2
+ [1− ψ (m− i− 1, n − j)]
m− i− 1
λ1
}
. (20)
Case c: An arriving A-customer observes the system state (i, j) for i ≥ m
and 0 ≤ j ≤ n− 1.
Since i ≥ m, there exists a unique positive integer h such that i = hm + f , where
0 ≤ f ≤ m− 1.
If f = m− 1, then the arriving A-customer makes the number of A-customers become
(h+ 1)m. We still need to wait for hn + n − j arrivals of B-customers such that the
number of B-customers becomes (h+ 1)n. In this case, the (h+ 1)n B-customers can
match (h+ 1)m A-customers as h+1 groups, which leave this system immediately. Thus
we obtain
W = min
{
Z,
hn+n−j∑
k=1
Yk
}
.
This gives
E [W ] =
1
θ1
δhn+n−j +
hn+ n− j
λ2
(1− δhn+n−j) . (21)
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If 0 ≤ f ≤ m − 2, then we still need to not only wait for m − (f + 1) arrivals of
A-customers such that the number of A-customers becomes (h+ 1)m, but also wait for
hn+n−j arrivals of B-customers such that the number of B-customers becomes (h+ 1)n.
In this case, the (h+ 1)n B-customers can match (h+ 1)m A-customers to form h + 1
groups, which leave this system immediately. Thus we obtain
W = min
{
Z,max
{
m−f−1∑
k=1
Xk,
hn+n−j∑
k=1
Yk
}}
.
This gives
E [W ] =
1
θ1
ω (m− f − 1, hn + n− j) + [1− ω (m− f − 1, hn + n− j)]
×
{
ψ (m− f − 1, hn + n− j)
hn+ n− j
λ2
+ [1− ψ (m− f − 1, hn + n− j)]
m− f − 1
λ1
}
.
(22)
In what follows we provide an average stationary sojourn time of any arriving A-
customer by means of Equations (17) to (22) and the stationary probability vector of this
system. We write that for l = −1,−2,−3, ...,
Φl =
(
φ1,(−l)n, φ2,(−l)n, . . . , φm−1,(−l)n;φ1,(−l)n+1, φ2,(−l)n+1, . . . , φm−1,(−l)n+1; . . . ;
φ1,(−l)n+n−1, φ2,(−l)n+n−1, . . . , φm−1,(−l)n+n−1
)
,
for k = 0,
Φ0 = (φ1,0, φ1,1, . . . , φ1,n−1;φ2,0, φ2,1, . . . , φ2,n−1; . . . ;φm−1,0, φm−1,1, . . . , φm−1,n−1) ,
for k = 1, 2, 3, ...,
Φk = (φkm,0, φkm,1, . . . , φkm,n−1;φkm+1,0, φkm+1,1, . . . , φkm+1,n−1; . . . ;
φkm+m−1,0, φkm+m−1,1, . . . , φkm+m−1,n−1) ,
and
Φ = (. . . ,Φ−2,Φ−1,Φ0,Φpi1,Φ2, . . .) . (23)
For 1 ≤ i ≤ m − 1 and 0 ≤ j ≤ n − 1; 1 ≤ i ≤ m − 1 and j ≥ n; and i ≥ m and
0 ≤ j ≤ n− 1, we write
φi,j =
1
1−
∑
−∞<l≤0
n−1∑
j=0
φ0,(−l)n+j
pii,j.
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It is clear that Φe = 1.
When the matched queue with matching batch pair (m,n) and impatient customers
is stable, we assume that an arriving A-customer enters State (i− 1, j) with probability
φi,j for i ≥ 1 at time 0. Once the A-customer enters the matched queue, the number of
A-customers becomes i. In this case, we obtain
E [W ] =
m−1∑
i=1
∞∑
j=n
φi,jE [W | (N1 (0) , N2 (0)) = (i, j)] Case a
+
m−1∑
i=1
n−1∑
j=0
φi,jE [W | (N1 (0) , N2 (0)) = (i, j)] Case b
+
∞∑
i=m
n−1∑
j=1
φi,jE [W | (N1 (0) , N2 (0)) = (i, j)] , Case c (24)
where E [W | (N1 (0) , N2 (0)) = (i, j)] is given in Case a by (17) and (18); Case b by (19)
and (20); and Case c by (21) and (22).
In the remainder of this section, we provide a better upper bound of the average sojourn
time E [W ] given in (24) by means of a new PH distribution of bidirectional infinite levels.
We write a first passage time of the Markov process Q (or {(N1 (t) , N2 (t)) , t ≥ 0})
as
ξ = inf {t : N1 (t) = 0} ,
that is, ξ is such a first passage time that the the waiting room of A-customers becomes
empty for the first time. It is easy to see that E [W ] ≤ E [ξ], since it is possible that the
waiting room of A-customers still contains some customers at the time that the arriving
A-customer leaves the system. Note that the arriving A-customer enters State (i− 1, j)
with probability φi,j for i ≥ 1 at time 0. It is also possible that the waiting room of
A-customers is empty at the time that the arriving A-customer leaves the system. Thus
E [ξ] can be a better upper bound of the average sojourn time E [W ].
Now, we compute the average first passage time E [ξ]. To do this, we take all the
states: (0, k) for k ≥ 0, as an absorbing state ∆. Therefore, from the the Markov process
Q, we can set up an absorbing Markov process whose infinitesmall generator is given by
Q =
 0 0
T 0 T
 ,
where the first row and the first column of the matrix Q are related to the absorbing state
∆. To write the matrix T , we need to check the levels of the absorbing Markov process Q
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as follows: For k ≥ 1,
L˜evel k = Level k,
L˜evel 0 = {(1, 0) , (1, 1) , , . . . , (1, n − 1) ; (2, 0) , (2, 1) , . . . , (2, n − 1) ;
. . . ; (m− 1, 0) , (m− 1, 1) , . . . , (m− 1, n − 1)} ,
and l ≤ −1,
L˜evel l = {(1, (−l)n) , (2, (−l)n) , . . . , (m− 1, (−l)n) ; (1, (−l)n+ 1) , (2, (−l)n+ 1) , . . . , (m− 1, (−l)n+ 1) ;
. . . ; (1, (−l)n+ n− 1) , (2, (−l)n+ n− 1) , . . . , (m− 1, (−l)n+ n− 1)} .
Thus the state space of the absorbing Markov process Q is given by
Ω˜ = {∆} ∪
{ ⋃
−∞<k<∞
L˜evel k
}
= {∆} ∪
{
∞⋃
k=1
Level k
}
∪
 ⋃
−∞<l≤0
L˜evel l
 .
By using the levels: Level k for k ≥ 1 and L˜evel l for −∞ < l ≤ 0, we obtain
T =

. . .
. . .
. . .
B˜
(−3)
0 B˜
(−3)
1 B˜
(−3)
2
B˜
(−2)
0 B˜
(−2)
1 B˜
(−2)
2
B˜
(−1)
0 B˜
(−1)
1 B˜
(−1)
2
B˜
(0)
0 A˜
(0)
1 A˜
(0)
0
A˜
(1)
2 A
(1)
1 A
(1)
0
A
(2)
2 A
(2)
1 A
(2)
0
A
(3)
2 A
(3)
1 A
(3)
0
. . .
. . .
. . .

,
where A˜
(0)
0 , A˜
(0)
1 , A˜
(1)
2 and B˜
(−l)
i for i = 0, 1, 2 and l ≤ 0, can be written easily with details
omitted here.
The following theorem shows that the first passage time ξ is of bidirectional infinite
phase type, and thus provides a method to compute the average first passage time E [ξ].
The proof is easy and is omitted here.
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Theorem 3 If the arriving A-customer enters State (i− 1, j) with probability φi,j for
i ≥ 1 at time 0, then the first passage time ξ is of bidirectional infinite phase type with an
irreducible representation (Φ, T ), and
E [ξ] = −ΦT−1e, (25)
where Φ is given in (23).
When the PH distribution is unilateral infinite, Chapter 8 of Li [42] provides a detailed
discussion for computing the inverse matrix T−1 by means of the RG-factorizations given
in Li [42].
When the PH distribution is bidirectional infinite, to our best knowledge, this paper
is the first to deal with the inverse matrix T−1 of bidirectional infinite. To this end, we
write
T =
 T1,1 T1,2
T2,1 T2,2
 ,
where
T1,1 =

. . .
. . .
. . .
B˜
(−2)
0 B˜
(−2)
1 B˜
(−2)
2
B˜
(−1)
0 B˜
(−1)
1 B˜
(−1)
2
B˜
(0)
0 A˜
(0)
1
 , T1,2 =

A˜
(0)
0
 ,
T2,1 =

A˜
(1)
2
 , T2,2 =

A
(1)
1 A
(1)
0
A
(2)
2 A
(2)
1 A
(2)
0
A
(3)
2 A
(3)
1 A
(3)
0
. . .
. . .
. . .
 .
Note that the Markov chain Q is irreducible, thus the submatrix T2,2 must be invertible.
Based on this, it is easy to check that
T−1 =
 T−11,1;2 − T−11,1;2T1,2T−12,2
−T−12,2 T2,1T
−1
1,1;2 T
−1
2,2 + T
−1
2,2 T2,1T
−1
1,1;2T1,2T
−1
2,2
 , (26)
where
T1,1;2 = T1,1 − T1,2T
−1
2,2 T2,1. (27)
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It is easy to see that the inverse matrix T−1 of bidirectional infinite can be expressed by
means of the inverse matrix T−12,2 of unilateral infinite. This relation plays a key role in
setting up the PH distribution of bidirectional infinite.
In what follows, we simply discuss the inverse matrix T−12,2 of unilateral infinite by
means of the RG-factorizations, e.g., see Chapter 1 of Li [42] or Li and Cao [44] for more
details.
For the QBD process T2,2 of unilateral infinite, we define the UL-type U-, R- and
G-measures as
Uk = A
(k)
1 +A
(k)
0
(
−U−1k+1
)
A
(k+1)
2 , k ≥ 1,
Rk = A
(k)
0
(
−U−1k+1
)
, k ≥ 1,
and
Gk =
(
−U−1k
)
A
(k)
2 , k ≥ 2.
Note that the matrix sequence {Rk, k ≥ 1} is the minimal nonnegative solution to the
system of nonlinear matrix equations
A
(k)
0 +RkA
(k+1)
1 +RkRk+1A
(k+2)
2 = 0, k ≥ 1;
and the matrix sequence {Gk, k ≥ 2} is the minimal nonnegative solution to the system
of nonlinear matrix equations
A
(k)
0 Gk+1Gk +A
(k)
1 Gk +A
(k)
2 = 0, k ≥ 2.
Based on this, the UL-type RG-factorization of the matrix T2,2 of unilateral infinite is
given by
T2,2 = (I −RU )UD (I −GL) , (28)
where
I −RU =

I −R1
I −R2
I −R3
I
. . .
. . .

,
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UD = diag (U1,U2,U3, . . .) ,
I −GL =

I
−G2 I
−G3 I
−G4 I
. . .
. . .

.
By using R-measure {Rk : k ≥ 1} and the G-measure {Gk : k ≥ 2}, we write
X
(k)
k = I,
X
(k)
k+l = RkRk+1 · · ·Rk+l−1, k ≥ 1, l ≥ 1,
Y
(k)
k = I,
Y
(k)
k−l = GkGk−1 · · ·Gk−l+1, k > l ≥ 1.
From the UL-type RG-factorization (28), it is easy to check that the three matrices I−RU ,
UD and I −GL are all invertible, and
(I −RU )
−1 =

X
(1)
1 X
(1)
2 X
(1)
3 X
(1)
4 . . .
X
(2)
2 X
(2)
3 X
(2)
4 . . .
X
(3)
3 X
(3)
4 . . .
X
(4)
4 . . .
. . .

,
U−1D = diag
(
U−11 ,U
−1
2 ,U
−1
3 ,U
−1
4 , . . .
)
,
(I −GL)
−1 =

Y
(1)
1
Y
(2)
1 Y
(2)
2
Y
(3)
1 Y
(3)
2 Y
(3)
3
Y
(4)
1 Y
(4)
2 Y
(4)
3 Y
(4)
4
...
...
...
...
. . .

.
We obtain
T−12,2 = (I −GL)
−1 U−1D (I −RU )
−1 . (29)
By using (26), (27) and (29), we obtain the inverse matrix T−1 of bidirectional infinite.
Therefore, we can compute the average first passage time E [ξ], and E [W ] ≤ E [ξ].
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Remark 3 From Theorem 1 for the system stability, Theorem 2 for the stationary prob-
ability vector, and Theorem 3 for the first passage time, we establish some new theory of
the bidirectional level-dependent QBD processes, which will be necessary and useful in the
study of stochastic models in practice.
6 Concluding Remarks
In this paper, we discuss an interesting but challenging bilateral stochastically matching
problem: A more general matched queue with matching batch pair (m,n) and impatient
customers. We show that the matched queue with matching batch pair (m,n) can be
expressed as a novel bidirectional level-dependent QBD process. Based on this, we provide
a detailed analysis for this matched queue, including the system stability, the two average
stationary queue lengthes, and the sojourn time of any arriving A- or B-customer. We
believe that the methodology and results developed in this paper can be applicable to
analyze more general matched queueing systems, which are widely encountered in various
practical areas, for example, sharing economy, ridesharing platform, bilateral market,
organ transplantation, taxi services, assembly systems, and so on.
Along these lines, we will continue our future research on the following directions:
– Considering probability matched system with matching pair (1, 1).
– Studying probability matched system with matching batch pair (m,n).
– Discussing some Phase-type and MAP factors in the study of matched queues.
– Analyzing fluid and diffusion approximations for matched system with matching
batch pair (m,n).
– Developing stochastic optimization, and Markov decision processes in the study of
matched queues.
Acknowledgements
Quan-Lin Li was supported by the National Natural Science Foundation of China under
grants No. 71671158 and 71932002 and by Beijing Social Science Foundation Research
Base Project under grant No. 19JDGLA004.
32
References
[1] Afe`che, P., Diamant, A., & Milner, J. (2014). Double-sided batch queues with aban-
donment: Modeling crossing networks. Operations Research, 62(5), 1179–1201.
[2] Artalejo, J. R., & Go´mez-Corral, A. (2008). Retrial Queueing Systems: A Computa-
tional Approach. Springer-Verlag.
[3] Azevedo, E. M. , & Weyl, E. G. (2016). Matching markets in the digital age. Science,
352(6289), 1056–1057.
[4] Baik, H., Sherali, H. D., & Trani, A. A. (2002). Time-dependent network assignment
strategy for taxiway routing at airports. Transportation research record, 1788(1), 70–
75.
[5] Banerjee, S., & Johari, R. (2019). Ride sharing. In Sharing Economy (pp. 73–97).
Springer.
[6] Benjaafar, S., & Hu, M. (2020). Operations management in the age of the sharing
economy: What is old and what is new? Manufacturing and Service Operations Man-
agement, 22(1), 93–101.
[7] Bhat, U. N. (1970). A controlled transportation queueing process. Management Sci-
ence, 16(7), 446–452.
[8] Boxma, O. J., David, I., Perry, D., & Stadje, W. (2011). A new look at organ trans-
plantation models and double matching queues. Probability in the Engineering and
Informational Sciences, 25(2), 135–155.
[9] Braverman, A., Dai, J. G., Liu, X., & Ying, L. (2019). Empty-car routing in ridesharing
systems. Operations Research, 67(5), 1437–1452.
[10] Bright, L., & Taylor, P. G. (1995). Calculating the equilibrium distribution in level
dependent quasi-birth-and-death processes. Stochastic Models, 11(3), 497–525.
[11] Bright, L., & Taylor, P. G. (1997). Equilibrium distributions for level-dependent
quasi-birth-and-death processes. InMatrix-Analytic Methods in Stochastic Models (pp.
359–375). Marcel Dekker.
33
[12] Browne, J. J., Kelly, J. J., & Le Bourgeois, P. (1970). Maximum inventories in baggage
claim: a double ended queuing system. Transportation Science, 4(1), 64–78.
[13] Bu¨ke, B., & Chen, H. (2015). Stabilizing policies for probabilistic matching systems.
Queueing Systems, 80(1-2), 35–69.
[14] Bu¨ke B, & Chen, H. (2017). Fluid and diffusion approximations of probabilistic
matching systems. Queueing Systems, 86(1-2), 1–33.
[15] Chai, X., Liu, L., Chang, B., Jiang, T., & Wang, Z. (2019). On a batch matching
system with impatient servers and boundedly rational customers. Applied Mathematics
& Computation, 354, 308–328.
[16] Cheng, M. (2016). Sharing economy: A review and agenda for future research. Inter-
national Journal of Hospitality Management, 57(1), 60–70.
[17] Conolly, B. W., Parthasarathy, P. R., & Selvaraju, N. (2002). Double-ended queues
with impatience. Computers & Operations Research, 29(14), 2053–2072.
[18] Degirmenci, I. T. (2010). Asymptotic analysis and performance-based design of large
scale service and inventory systems. Ph.D. dissertation, Department of Business Ad-
ministration, Duke University.
[19] Di Crescenzo, A., Giorno, V., Kumar, B. K., & Nobile, A. G. (2012). A double-ended
queue with catastrophes and repairs, and a jump-diffusion approximation.Methodology
and Computing in Applied Probability, 14(4), 937–954.
[20] Di Crescenzo, A., Giorno, V., Kumar, B. K., & Nobile, A. G. (2018). A time-non-
homogeneous double-ended queue with failures and repairs and its continuous approx-
imation. Mathematics, 6(81), 1–23.
[21] Diamant, A., & Baron, O. (2019). Double-sided matching queues: Priority and im-
patient customers. Operations Research Letters, 47(3), 219–224.
[22] Dobbie, J. M. (1961). Letter to the editor—a doubled-ended queuing problem of
Kendall. Operations Research, 9(5), 755–757.
[23] Duenyas, I., Keblis, M. F., & Pollock, S. M. (1997). Dynamic type mating. Manage-
ment Science, 43(6), 751–763.
34
[24] Elalouf, A., Perlman, Y., & Yechiali, U. (2018). A double-ended queueing model for
dynamic allocation of live organs based on a best-fit criterion. Applied Mathematical
Modelling, 60, 179–191.
[25] Falin, G. I., & Templeton, J. G. C. (1997). Retrial Queues. Chapman and Hall.
[26] Giveen, S. M. (1961). A taxicab problem considered as a double-ended queue (ab-
stract). Operations Research, 9, Supplement 1, B44.
[27] Giveen, S. M. (1963). A taxicab problem with time-dependent arrival rates. SIAM
Review, 5(2), 119–127.
[28] Gurvich, I., & Ward, A. (2014). On the dynamic control of matching queues. Stochas-
tic Systems, 4(2), 479–523.
[29] Hlynka, M., & Sheahan, J. N. (1987). Controlling rates in a double queue. Naval
Research Logistics, 34(4), 569–577.
[30] Hopp, W. J., & Simon, J. T. (1989). Bounds and heuristics for assembly-like queues.
Queueing systems, 4(2), 137–155.
[31] Hu, M., & Zhou, Y. (2015). Dynamic type matching. arXiv preprint arXiv:1811.07048,
pp. 1–68.
[32] Jain, H. C. (1962). A double-ended queuing system. Defence Science Journal, 12(4),
327–332.
[33] Jain, M. (1995). A sample path analysis for double ended queue with time dependent
rates. International J. Mgmt. & Syst., 11(1), 125–130.
[34] Jain, M. (2000). GX/GY/1 double ended queue: diffusion approximation. Journal of
Statistics and Management Systems, 3(2), 193–203.
[35] Kashyap, B. R. K. (1965). A double-ended queueing system with limited waiting
space. Proc. Nat. Inst. Sci. India, 31(6), 559–570.
[36] Kashyap, B. R. K. (1966). The double-ended queue with bulk service and limited
waiting space. Operations Research, 14(5), 822–834.
35
[37] Kashyap, B. R. K. (1967). Further results for the double ended queue. Metrika, 11(1),
168–186.
[38] Kendall, D. G. (1951). Some problems in the theory of queues. Journal of the Royal
Statistical Society (Series B), 13(2), 151–185.
[39] Kim, W. K., Yoon, K. P., Mendoza, G., & Sedaghat, M. (2010). Simulation model for
extended double-ended queueing. Computers & Industrial Engineering, 59(2), 209–219.
[40] Latouche, G. (1981). Queues with paired customers. Journal of Applied Probability,
18(3), 684–696.
[41] Lee, C., Liu, X., Liu, Y., & Zhang, L. (2019). Optimal control of
a time-varying double-ended production queueing model. Online Available:
Shttps://ssrn.com/abstract=3367263 or http://dx.doi.org/10.2139/ssrn.3367263, pp.
1–39.
[42] Li, Q. L. (2010). Constructive Computation in Stochastic Models with Applications:
The RG-Factorizations. Springer.
[43] Li, Q. L., & Cao, J. (1996). Equilibrium behavior of the MAPX⊕ MAPX/GX/1
matched queueing system. In Proceedings of the 2nd International Symposium on Op-
erations Research and Its Applications (pp. 487–499). World Publishing Corporation.
[44] Li, Q. L., & Cao, J. (2004). Two types of RG-factorizations of quasi-birth-and-death
processes and their applications to stochastic integral functionals. Stochastic Models,
20(3), 299–340.
[45] Liu, H. L., Li, Q. L., Chang, Y. X., & Zhang, C. (2020). Block-structured double-
ended queues and bilateral QBD processes. arXiv preprint arXiv:2001.00946, pp. 1–43.
[46] Liu, X. (2019). Diffusion approximations for double-ended queues with reneging in
heavy traffic. Queueing Systems, 91(1-2), 49–87.
[47] Liu, X., Gong, Q., & Kulkarni, V. G. (2014). Diffusion models for double-ended
queues with renewal arrival processes. Stochastic Systems, 5(1), 1–61.
[48] Neuts, M. F. (1981). Matrix-Geometric Solutions in Stochastic Models: An Algorith-
mic Approach. Johns Hopkins University Press.
36
[49] Pandey, M. K., & Gangeshwer, D. K. (2018). Applications of the diffusion Approx-
imation to hospital sector using G∞/GM/1 double ended queue model. Journal of
Computer and Mathematical Sciences, 9(4), 302–308.
[50] Parthasarathy, P. R., Selvaraju, N., & Manimaran, G. (1999). A paired queueing
system arising in multimedia synchronization. Mathematical and Computer Modelling,
30(11-12), 133–140.
[51] Ramachandran, S., & Delen, D. (2005). Performance analysis of a kitting process in
stochastic assembly systems. Computers & Operations Research, 32(3), 449–463.
[52] Sasieni, M. W. (1961). Double queues and impatient customers with an application
to inventory theory. Operations Research, 9(6), 771–781.
[53] Sharma, O. P., & Nair, N. S. K. (1991). Transient behaviour of a double ended
Markovian queue. Stochastic Analysis and Applications, 9(1), 71–83.
[54] Shi, Y., & Lian, Z. (2016). Optimization and strategic behavior in a passenger–taxi
service system. European Journal of Operational Research, 249(3), 1024–1032.
[55] Som. P., Wilhelm, W. E., & Disney, R. L. (1994). Kitting process in a stochastic
assembly system. Queueing Systems, 17(3-4), 471–490.
[56] Stanford, D. A., Lee, J. M., Chandok, N., & McAlister, V. (2014). A queuing model to
address waiting time inconsistency in solid-organ transplantation. Operations Research
for Health Care, 3(1), 40–45.
[57] Steinmetz, R. (1990). Synchronization properties in multimedia systems. IEEE Jour-
nal on selected areas in communications, 8(3), 401–412.
[58] Sutherland, W., & Jarrahi, M. H. (2018). The sharing economy and digital platforms:
A review and research agenda. International Journal of Information Management, 43,
328–341.
[59] Takahashi, M., O¯sawa, H., & Fujisawa, T. (2000). On a synchronization queue with
two finite buffers. Queueing Systems, 36(1-3), 107–123.
[60] Xu, G. H., He, Q. M., & Liu, X. S. (1990). The matched queueing system with a
double input. Acta Mathematicae Applicatae Sinica, 13(1), 40–48. (in Chinese)
37
[61] Yashkov, S. F. (1987). Processor-sharing queues: Some progress in analysis. Queueing
Systems, 2(1), 1–17.
[62] Yashkov, S. F., & Yashkov, A. S. (2007). Processor sharing: A survey of the mathe-
matical theory. Automation and Remote Control, 68, 1662–1731
[63] Yuan, X. M. (1992). Stationary behavior of the matched queueing system with double
input. Journal of Graduate school, Academia Sinica, 9(1), 1–10. (in Chinese)
[64] Zenios, S. A. (1999). Modeling the transplant waiting list: A queueing model with
reneging. Queueing systems, 31(3-4), 239–251.
[65] Zhang, W., Honnappa, H., & Ukkusuri, S. V. (2019). Modeling urban taxi ser-
vices with e-hailings: A queueing network approach. Transportation Research Part
C: Emerging Technologies, 113, 332–349.
38
