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Perturbation models as described in detail by Syski [9] are investigated from the point of view of 
transformations of time or of state. We consider whether the perturbed Markov process is 
equivalent o a state or time transformation of a process imilar to the unperturbed one. Ways of 
ensuring such equivalences are discussed and a brief look at perturbations for continuous 
parameter, continuous tate space processes is also taken. 
Time transformation state transformation 
perturbed Markov process :replacement 
1. Introduction 
A Markov chain may be perturbed in a certain way to produce a new Markov chain 
whose properties can be related to the original chain. Such perturbations were 
discussed, using the term replacement, in the discrete parameter case by Arjas and 
Speed [l] who extended work of Keilson and Syski [6]. The latter used a potentiai- 
theoretic approach and in particular compensation kernels. This approach was then 
developed extensively for the continuous parameter discrete state-space case by 
Syski [9]. 
Actually, the perturbations discussed are not of the process X but of its transition 
probability kernel P or of its infinitesimal generator Q, producing a new P* or (‘3* 
which in turn corresponds to some process X*. Our interest is in how X’ can be 
related to X (or something similar to X) by a transformation of state or time. Often 
the main interest is in X*, so that these convenient transformations may provide 
more insight into the properties of X*. The time transformation approach! is 
essentially referred to in [I] and will be here extended to the continuous 
se, whereas the transformation of state is sely related to condition 
nkin [4]. In this connection we discuss co s related to con 
ensure a simple form of the relation between P* and P. We also consider how! t 
choose the original X process so that this type of relation obtains. 
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It is worth noting that while we show how any perturbed process may be 
interpreted as a random time transformation qfan appropriate process, only certain 
perturbed processes can be displayed as state transformations. 
A brief discussion of these ideas for continuous parameter continuous tate space 
Markov processes i  given, relating the different perturbation representations i  two 
examples. 
2. Prdiminaries 
We refer the reader to [9] for details of the model to be briefly described here, and 
to [3] for general properties of discrete state Markov processes. We consider firstly a 
continuous parameter, homogeneous, discrete state space Markov process X = 
(xt; t 2 0) with standard stochastic transition matrices {P(t); f 2 0) satisfying both the 
backward and forward K olmogorov equations 
d 
;i;W) = QW, (2.1) 
$(t) = P(t)Q (2.2) 
for t 2 0. The matrix of intensities Q (also called the infinitesimal generator) will be 
assumed conservative with qi = -4ii < 00 for all i. 
The state space E (a subset of the integers) isdivided into permissible states S and 
forbidden ones SC - E\S and for the perturbed process transitions from S to any 
i E SC are replaced by transitions to a state in S according to the distribution {rii; j E S} 
on S. The process is then restarted from its replaced state. If for each i E SC, rij = 1 for 
some Jo S (not necessarily the same for each i) we say that t e perturbation is 
deterministic. 
We write Q in partitioned Eorm 
and R, similarly partitioned 
R= 0 R12 ( > 0 I’ 
where Rr2 = ( rij; i E SC, j E S) is the replacement matrix of the previous paragraph. 
Then the conservative intensity matrix Q* of the perturbed process is defined by 
* QII 
Q ( = Q12 0 22+ 12 > (2.3) 
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where 
Jl = J2= I-J1. 
Corresponding toQ* are the perturbed standard transition matrices {P*(t); t 3 0) 
which are assumed to be stochastic and to be the unique solutions to the correspond- 
ing backward and forward Kolmogorov equations with generator Q*. Finally, there 
exists a Markov process X* whose transition probabilities are given by {P*(t); t 2 
0}-this is the so-called perturbed process whose properties are to be related to thos(e 
of the original process X In the sequel we discuss how X* may be obtained sample 
path by sample path from an original process. 
3. PerturtUion as a random time transformation 
The idea here is to regard X* on S as the result of observing some Markov process 
(to be denoted 2) on E, only when it is in S. This approach extends what Arjas and 
Speed refer to as Markov chains on a set. To define this notion rigorously, we 
consider the additive functional 
&s)=l’lstL,du 
0 
(3.1) 
and its inverse 
P(b) = sup{s: r&(s) s t} (3.2) 
which is a Markov time for each t 3 0. We let 2 be the process corresponding to
(3.3) 
and show that X*, defined by 
XT = &t), 
has infinitesimal generator Q& on the set S. 
(3.4) 
Proposition 1. The Markow process X* defined on S by (3.4) has infinitesimal 
generator Q& = Q22 + Q21&2. 
Proof. The proof follows from consideration of the jump chain i of 2 (see [3, p. 
2591). We need to recognise that when 2 leaves tate i it may jump to a state in SC 
and then return to i so that the X* process of (3.4j remains in state i. To carry out the 
proof we first define the following: 
fro = inf{t: 2.. E S} = f(O), (3.5) 
A p, = inf{t: t >&+ I& #&,_,}, n 23 1 
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and 
A 
Xn =&,, iz=O,l,.... 
Then, for i E S, 
1X ; = i} = G(J = i}* (397) 
We further define, for k E S, the events which, when in = i, correspond to X being in 
state k after exactly n sojourns in state i separated only by sojourns in SC: 
Qt(k)=(X1l=k}U~l~SC,~*=k}, 
Q,(k)=Q,-l(i)n(c;;,-,=k,ucx”*,-,~S=,x^*,=~>), n’l. 
The total sojourn time of X* in state i is, on Q,(k) nti~ = i}, given by vn(i) = 
c ysl e,(i), where &(i), j?*(i), . . . are the successive sojourn times of X in state i. Since, 
by the definition of f, 
(rr 
* T*(i) = k, 7*(i) = ti. {i), X,” = i} = Q,(k) n Go = i}, 
where r*(i) = inf{f: XT # i} we may use the Markov property of i, the strong 
Markov property of X and (3.7) to conclude for i f k E S 
P(Xt*(i) =k,~*(i)= Pn(i)IX,* =i)=P(Q,(k)&i) 
and consequently for i # k E S 
P(T*(i) > t 1 X,” = i) = exp (-(4i - j$C 4sr,,)fJ, 
qijrj& 4i -j& Wii 
> 
. 
I-Ience, 
Q,“, = Qzz+ Qdb 
and X* (on S) of (3.4) has indeed the same generator as that of the perturbation 
(2.4). 
emark 1. The result (3.9) follows either by acknowledging that T*(i) has an 
exponential distribution since X* is Markov (see 12, Section V.2.1 I]) and calculating 
the expected value of T*(i j from (3.8) or by deriving the exponential distribution as 
the distribution of geometrically mixed Gamma variates {V,(i)}, again via (3.8). 
Is It is of interest to know wh 
to the process XTcr). In this case, 
is such that the process (r) is equivalent 
can be represented a random time 
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transformation of the original X process. If R 12 has identical rows and Q12 = DR 12, 
where D is diagonal, then this identification is possible as can be seen by the above 
proof if we define the relevant jump times pn of X as the sequence of jumps of Xfrom 
or to S. (Setting Qii = -I ensures that this occurs for the sequence of jumps of X 
defined in (3.6).) 
emark 3. If Q = Q and X* =XT(~) represents the perturbed chain on S, then 
(3.10) 
has the same generator Q* of (2.4) on all of E. Note that the original perturbation 
mechanism allows X* to start in SC but not to jump into SC from S. 
Example 1. Example 2 of [9] has the property Q12 = DR12 and in this case it is quite 
easy to see why the original process observed only on S = {1,2, . . .} (after (0) has 
been left) will give the Poisson process. In other words the perturbed chain can be 
defined by (3.10) from the sample paths of the original chain X. 
Example 2. We take Example 1 of [9] and form Q as follows: Here E = 
(0, *l, *2,. . .} and 
A, iM,j=i+l, 
A A, iCO,j=O, 
qij = 
p, j=i-1, 
0, otherwise, 
so that positive jumps from negative states are to state 0. If the replacement from 
SC = (-1, -2,. . .} is also to state 0, then it is clear that the perturbed chain X* 
(M/M/l queue) can be obtained as the time transformation (3.4) of X As a result of 
this connection we can claim, for example, that the ergodicity of X implies that of the 
M/M/ 1 queue. 
4. Perturbation as a transformation of state 
We now look for conditions under w%ch, for given Q and R (hence X and X*), 
the perturbed process X* can be understood as a state transformation of X. 
If we consider a Markov process X on a state space E and a transformation 
y : E + g, then in general 7X = {yXt; t 3 0) is not a Markov process. Dynkin 14, 
Theorem 10.131 gives a quite intuitive sufficient condition for the transfor 
process to be Markov: namely, for all measurable r (= E, 
E r-‘rl =x)= C r-VI = x’) 
whenever 7x = ‘yx’. This condition holds trivially when y is one-to-one. 
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Restricting consideration toy of the form (for discrete state space) 
yi = i, i E S, yiES, iESC 
we can regard y as defining a perturbation of X via the replacement matrix 
R = (Si.yi)* (4.1) 
If (D) holds for this 7, then Dynkin’s theorem shows that $Xt is not only Markov but 
has infinitesimal generator Q & of (2.4); that is, X* on S is equivalent to the state 
transformation description 
x* = yxt. 
hdoreover, from (D) it must hold that for i, j E S, 
P(XT = j\Xo* =i\=P(vX,=j(yxO=i)=P(X~Ey-‘j(Xo= i) 
=P(X,=j(Xa=i)+ c P(Xt=k(X*=i) 
kES’ny_* j 
or 
P& (t) = &(f) + PAt)R12~ 
(4.2) 
(4.3) 
Hence, if (D) holds a particularly simple relation between P$z (8) and P(t) is evident, 
one that may readily give the limit matrix Ef2 of Pz2 (t) in terms of those for P_!z(t) 
and Pzl(t). This limit relationship will hold, in particular, when X is ergodic. 
For the discrete state space case we write Condition (D) and related conditions in 
matrix form as follows: 
(W RP(t!R = P(t)R, 
6) J2P*(t) = J2P(t)R. 
(DQI RQR=QR, 
N J2P(t) V = 0, 
where 
V=RQR-QR=(; “d’). 
Our first objective is to determine necessary and sufficient conditions for the special 
solution (4.3) (or equivalently (S)) to obtain in terms of the conditions (D), (DQ) and 
(N) and other properties of the Q matrix, 
e Under the assumptions of Section 2, (D) is equivalent to ( 
(i) By differentiating ( ) at t ‘J= 0 jwe have immediately ( 
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(ii) Suppose, conversely, that (DQ) holds and define 
F(t) = RP(t)R, G(t) = P(t)R. 
Then by differentiating F and G, using the forward equations for P and the 
Condition (DQ), we find that both F and G satisfy 
D’(t) = D(t)RQR, D(0) = R 
which is equivalent to 
D’(t) = D(t)RQ*, D(0) = R. 
Since F(t)R = F(t) and G(t)R = G(t) we conclude that F and G both are solutions of 
D’(t) = D(t)Q*, D(0) = R. (4.5) 
For this non-standard problem we may adapt the approach of Chung [3, Section 
II.181 by defining d$‘(t) = rjj exp{-qit} and obtain, in effect, that RP*(t) is the 
minimal solution of (4.5). Here we use the assumption that P*(t) is the minimal 
solution of the standard version of (4.5). Since P*(t) is stochastic, again by assump- 
tion, so is RP*(t) and thus it is the unique stochastic solution of (4.5) with the 
consequence that .F(t) = G(t) = RP*(t) and (D) holds. 
Remark. 4. This result is tacitly assumed in the work of Syski [9] and Rubinstein [sf. 
We next address ourselves to a necessary and sufficient condition for (S) to hold. 
Proposition 3. The form (S) holds if and only if (N) holds. 
Proof. (i) 
(S) =$ Jd’*(t)Q* = JzP(t)QR (forward equations) 
=$ JdYt)R(J1Q +&QR) = JzP(t)QR (using (S) again) 
3 &P(t)RQR = &P(t)QR (RJ1 = 0) 
which is (W). 
(ii) (N) 3$ J2P(t)RQR =J2P(t)QR 
I$ JzP(t)RQ* = JzP(t)QR. (as in (i)). 
However, 
JzP’(t)R = JzP(t)QR := (J2P(t)R)Q* 
whit :h implies 
J2P(t)R = J2P*(t) 
) is the unique (so assumed in Section 
(I Condition (N) ktilds automatically under (DC& that is when V 
so we SW again that (BQ) in sufficient for (S) a6 can also be leaned via Lemma 2# 
We see, therefore, that (N) ia equivalent to(8) but we lseek conditions on 8 which 
are &Bcient far the special solution (S). In the bounded 0 ww we do have such a set 
af candltiane, 
PsopasitOan 4, (i) The sptxial sol&m for P&, (43), holds only if 
C&t8;‘1VtpC! vn 2f~Q. 
(ii) Condition (4.6) is sufficient for (S) if Q is bounded. 
(4.6) 
ProoQ, (1) By successive differentiations we have from Proposition 3
(S) 3) J*Q”V = 0 V’n~O 
* 02&;11 V12 = 0 Vn 20, 
(ii) Since 
(4.6) c4 J2Qn V = 0 NE 3 0 
we have 
(4.6) + i J2(Qn/an)V = 0 
n -0 
$ ~YJ~U”V=O th ’ IlQll 
* &P(t) v = 0. 
Here we ha,ve used the geometric expansion representation f cwU* for Q bounded, 
and the uniqueness of the Laplace transform, U” = {r e-?(t) dt. 
Example 3. Consider the four state Markov process, with SC = (0, 1) and S = (2,3} 
defined by the following intensity matrix: 
i Q= L 
\ 
and let the replacement matrix be 
Clearly, (DCj), and therefore (D), does not hold and we find 
K,=(__; -9. 
Qne can now check that not only does 0 but (4.6) actually holds with the 
result hat the special solution (4.3) therefore obtains for the perturbed process, An 
explicit verification is given in Rubinstein 681, 
Note that this conclusion could not have been reached via Bynkin’s theorem or the 
compensation method (see Rubinstein [8]> since condition (B) is required in these 
prosfs, 
We close this section by considering the following: given P a perturbation of 
some X by a deterministic replacement, when can we find a process X such that ?C* 
can be obtained from X by a state transformation, I  other words, how may we find 
($ from a Biven 0 and R so that (DQ) holds for d. The motivation is quite clear; both 
the representation 
X*=y* 0nS W8) 
and the special form 
permit us to readily learn about X* from 2. CIf course in going from Q to d we 
hope that the analysis of the 2 process i  not significantly more complicated than that 
of the X process, 
For the case of a single replacement s ate, s E S say, one possible way to alter Q12 
to & is by setting 
d,, = qsi for i E SC, s f i E S (4.9) 
so that 
(4.10) 
also holds (to ensure that the rows of b still sum to zero). For more general 
replacement structures, this operat5n could also be carried out for each row 
separately. Nofe that & = C&I, & = & so that the perturbed processes on S are 
equivalent, starting from X or from 2 
Ensuring (4.10) can be done by resealing th,: rows of C?I l if their sums are negative, 
or by altering individual elements if the rows of Q1l sum to 0. 
Example 4. We again take Example 1 of [9] and form 0 according to (4.9) and 
(4.10). Here s = 0, so we take 
J&j = I A, X-0, j=l, 0, X0, j#l 
and, for example, 
w 
qi,i+l = 0, i CO 
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so that a positive jump from a negative integer state is to state 1. From random walk 
theory we know that for A C p, 2 clearly becomes positive recurrent since mean first 
entrance times to state 1 are all finite. From the representation (4.8) X* = 2 v 0 
we have immediately that X* is positive recurrent and 
where {e,} is the ergodic distribution. Similarly, for A = p, the null recurrence of X* 
also folrows easily. 
Referring back to Example 2, we see that 8 and 6 are similar in structure, As to 
the perturbed process, the M/M/l queue, we have shown that it can be regarded as 
either a time or a state transformed version of suitably modified random walks. 
continuous state space Markov processes 
Here we briefly and informally investigate perturbations ofMarkov processes with 
more general state spaces, The essence of the extension Is to regard the characteristic 
operator % of the general process (see [4]) analogously to the generator Q of the 
discrete state process, and to perturb the former by introducing a replacement 
operator 3, in much the same way as in [l] for the discrete time case, The 
analogous operator equation to (2.3) is 
We interpret (5.1) as follows. Suppose (E, 8’) is the measurable state space with 
S E 8. Then B : E x ff + [0, l] is a transition probability kernel (the associated 
operator also being denoted 8) satisfying 
~(x,A)=~(x,A\Sc) VXEE A&if 
whereas 9,B represents he kernel 
&(x,A)=I-n&x) VXEE, Adif, . 
where I’ is the indicator function of A e 8’. 
The perturbed operator %* will in general have different domains 9%*(x) (see [4, 
Section V. 31) to those of % since 
fE%P(X)eM?fEsBq(X), XES 
and so the identification ofthe perturbed process may in general be complicated. We 
will consider two examples, with (E, 8) = ( , ,$+-_the real line with its 
. Let .Y be standard Brownian motion for which the characteristic 
tisfies %f(x) = #f”(x) and !&Q( ) consists of twice continuously differen- 
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tiable functions. If we consider the deterministic replacement according to yx = 1x1 
with corresponding kernel 8(x, A) = I&t(), then 
g(x) = @Y)(x) =f<ld 
=[O,oo) and g&&( )ifandonlyiff&@~J ,J and f’(0) = 0. Hence 
%* restricted to S, with its domain 93~(S), corresponds to reflecting Brownian 
motion, which we here write as X*. 
However, the perturbation can also be regarded as a transformation fstate since, 
as Dynkin [4, Chapter x] shows, X satisfies (D) with respect to the mapping ‘yx = 1x1. 
In other words X* is equivalent to 1X(---the natural definition of reflecting Brownian 
motion, 
On the other hand, since X has continuous paths it seems reasonable to sug 
that this perturbation should be equivalent to a random time transformation i the 
spirit of Section 3. Not surprisingly, the appropriate time substitution isexactly the 
alternative description of reflecting Brownian motion referred to by Ito and McKean 
[S, Section 2.111, In other words, X* can also be described by 
where 
Hence, for this perturbation, the perturbed process is equivalent to both a state 
and a time transformation of the original process. 
Example 6. Here we consider the (virtual) waiting time process for the M/G/l 
queue as a perturbatian of a related process. Consider first the process X which 
consists of a negative drift at rate 1, with positive jumps at points of a Poisson process 
with rate h and of size distribution given by B. Then 
%f(x)=-f’(x)+[ (f(y)-f(x))AB(W-x) 
and f e i&(x) only if it has a left derivative, fi  at x. Consider now the perturbation 
resulting from the deterministic replacement ‘yx = x v 0, with corresponding 
$(X)dtf(X) = f(xv 0). 
It is not hard to show that for x E S = [0, a), 
%*f(x)=%Zf(x)= -f’(x)4o,oo,(x)+[ (f(y)--f(x))ABkWx) 
and that 9&S) c $&*(S). The generator %* corresponds to that of the virtual 
waiting time process for the M/G/l queue, and is a key part of the Takacs 
integro-differential equation for the whiting ri recess [7, Section 5X?]. 
owever, it is clear that does not satisfy Condition r(D) with respect o the 
transformation 7~ = x v 0. As an example of finding a modified process J? for 
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which this condition is satisfied we may consider the modified generator defined by 
-fr_(X)+j(f(y~-f(x))hB(dy-x), XES, 
~f’x’=I-f’(X)+l(f(Y)-f(X))hB~d~~, x E SC.’ 
The process X behaves like X, except that jumps from negative states, when they 
occur, are treated as if they were from state 4). Condition (D), namely for y > 0 
s;,{O, A) = fit(-y, A) VA c (0, a), 
R(O, (-a, 01) = WY, (-o% Oh 
is met so that the process X* can also be described by the state transformation 
IX* = 2” 0. 
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