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UNIQUENESS OF CERTAIN
COMPLETELY REGULAR HADAMARD CODES
NEIL I. GILLESPIE AND CHERYL E. PRAEGER
Abstract. We classify binary completely regular codes of length m with minimum distance δ for
(m, δ) = (12, 6) and (11, 5). We prove that such codes are unique up to equivalence, and in particular,
are equivalent to certain Hadamard codes. Moreover, we prove that these codes are completely transitive.
1. Introduction
In 1973 Delsarte [9] introduced a class of codes with a high degree of combinatorial symmetry called
completely regular codes (see Definition 2.1). Examples of such codes include the Hamming, Golay,
Preparata, and Kasami codes. However, a belief began to emerge amongst coding theorists that com-
pletely regular codes with good error correcting capabilities are rare [18]. Indeed, in 1992, Neumaier [19]
conjectured that the only completely regular code containing more than two codewords with minimum
distance at least 8 is the extended binary Golay code. Despite this, there has been renewed interest in
the subject. Borges, Rifa` and Zinoviev have written a series of papers classifying various families and
finding new examples of completely regular codes [3, 20, 21, 24], and in particular, they give a counter
example to Neumaier’s conjecture [2]. Moreover, they also show that many of these examples are com-
pletely transitive (see Definition 2.1), a subclass of completely regular codes. Given these new discoveries,
we consider the following two problems posed by Neumaier in his 1992 paper.
• Find all ‘small’ completely regular codes in Hamming graphs.
• Characterise the known completely regular codes by their parameters.
In relation to these two questions we draw attention to two beautiful examples of binary completely
regular codes; the Hadamard 12 code and the punctured Hadamard 12 code (see Section 4). In this paper
we characterise these codes by their parameters and prove the following.
Theorem 1.1. Let C be a binary completely regular code of length m with minimum distance δ .
(a) If m = 12 and δ = 6 , then C is equivalent to the Hadamard 12 code;
(b) If m = 11 and δ = 5 , then C is equivalent to the punctured Hadamard 12 code.
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Moreover the codes C in (a) and (b) are completely transitive.
In Section 2, we introduce our notation and preliminary results. The Hadamard 12 code is an example
of a Hadamard code, a family of codes generated by Hadamard matrices, which we describe in Section
3, and prove that the automorphism group of a matrix is isomorphic to the automorphism group of the
code it generates. In the subsequent section we prove that the Hadamard 12 and punctured Hadamard
12 codes are completely transitive. In the final section we prove Theorem 1.1.
2. Definitions and Preliminaries
Any binary code of length m can be embedded as a subset of the vertex set of the binary Hamming
graph Γ = H(m, 2), which has a vertex set V (Γ) that consists of m-tuples with entries from the field
F2 = {0, 1} , and an edge exists between two vertices if and only if they differ in precisely one entry. The
automorphism group of H(m, 2), which we denote by Aut(Γ), is the semi-direct product B ⋊ L where
B ∼= Sm2 and L ∼= Sm [6, Thm. 9.2.1]. Let g = (g1, . . . , gm) ∈ B , σ ∈ L and α = (α1, . . . , αm) ∈ V (Γ).
Then gσ acts on α in the following way:
αgσ =(α
g
1σ
−1
1σ−1
, . . . , α
g
mσ
−1
mσ
−1 ).
Let M = {1, . . . ,m} . The support of α is the set supp(α) = {i ∈ M : αi 6= 0} , and the weight of α
is the size of the set supp(α). For all pairs of vertices α, β ∈ V (Γ), the Hamming distance between α
and β , denoted by d(α, β), is defined to be the number of entries in which the two vertices differ. We
let Γk(α) denote the set of vertices in Γ that are at distance k from α .
A code C in H(m, 2) is an (m,N, δ) code if N = |C| , the number of codewords of C , and δ is
the minimum distance of C , the smallest distance between distinct codewords of C . For any vertex
γ ∈ V (Γ), we define the distance of γ from C to be d(γ, C) = min{d(γ, β) : β ∈ C}. The covering
radius ρ of C is the maximum distance any vertex in H(m, 2) is from C . We let Ci denote the set of
vertices that are distance i from C . It follows that {C = C0, C1, . . . , Cρ} forms a partition of V (Γ),
called the distance partition of C . Let C′ be another code in H(m, 2). We say C and C′ are equivalent
if there exists x ∈ Aut(Γ) such that Cx = C′ , and if C = C′ , we call x an automorphism of C . The
automorphism group of C is the setwise stabiliser of C in Aut(Γ), which we denote by Aut(C). The
distance distribution of C is the (m+ 1)-tuple a(C) = (a0, . . . , am) where
(2.1) ai =
|{(α, β) ∈ C2 : d(α, β) = i}|
|C|
.
We observe that ai > 0 for all i and a0 = 1. Moreover, ai = 0 for 1 6 i 6 δ − 1 and |C| =
∑m
i=0 ai .
The MacWilliams transform of a(C) is the (m+ 1)-tuple a′(C) = (a′0, . . . , a
′
m) where
(2.2) a′k :=
m∑
i=0
aiKk(i)
with
Kk(x) :=
k∑
j=0
(−1)j
(
x
j
)(
m− x
k − j
)
.
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It follows from [16, Lem. 5.3.3] that a′k > 0 for k = 0, 1, . . . ,m . We say C has external distance s if
there are exactly s+ 1 nonzero entries in a′(C).
Definition 2.1. Let C be code with distance partition {C = C0, C1, . . . , Cρ} and γ ∈ Ci . We say C
is completely regular if |Γk(γ) ∩ C| depends only on i and k , and not on the choice of γ ∈ Ci . If there
exists G 6 Aut(Γ) such that each Ci is a G-orbit, then we say C is G-completely transitive, or simply
completely transitive.
A narrower definition of complete transitivity for binary linear codes was first introduced by Sole´ [22].
Giudici and the second author [12] extended Sole´’s definition to cover linear codes over any finite field,
referring to such codes as coset-completely transitive. (This is the definition used by Borges et al. in their
series of papers.) In the same paper, Giudici and the second author further generalised this concept. (The
definition given here is the one given in [12], but in the binary case.) They proved that coset-completely
transitive codes are necessarily completely transitive, and that completely transitive codes are completely
regular. Moreover, they showed that the repetition code of length 3, over an alphabet with large enough
cardinality, is completely transitive but not coset-completely transitive. We give two additional examples
in this paper (Proposition 4.1 and 4.2), which are binary and non-trivial. The following result is straight
forward, but useful in Section 4 where we prove the complete transitivity of these examples.
Lemma 2.2. Let C be a code in H(m, 2) such that Aut(C) acts transitively on C . If Aut(C)α acts
transitively on Γi(α) ∩Ci for some α ∈ C , then Aut(C) acts transitively on Ci .
A code C with covering radius ρ and minimum distance δ is uniformly packed (in the wide sense),
if there exist rational numbers λ0, . . . , λρ such that
∑ρ
i=0 λifk(ν) = 1 for all vertices ν , where
fk(ν) = |Γk(ν) ∩ C| . The case ρ = e + 1, with e = ⌊
δ−1
2 ⌋ , corresponds to the uniformly packed
codes defined by Goethals and van Tilborg [13]. For any code C of length m , the extended code C∗ of
length m + 1 is generated by adding a parity check bit to each codeword of C . In the case that C is
a binary uniformly packed code, Bassalygo and Zinoviev [1] gave necessary and sufficient conditions for
C∗ to be uniformly packed. The following result seems to be well known, but the authors could not find
a proof in the literature, so we give a simple argument here.
Lemma 2.3. Let C be a binary uniformly packed code with covering radius ρ = e+1 , where e = ⌊ δ−12 ⌋ ,
such that the extended code C∗ is uniformly packed. Then C∗ is completely regular.
Proof. It is straight forward to deduce that C∗ has minimum distance δ∗ = 2e + 2. Moreover, by [5],
C∗ has covering radius ρ∗ = ρ + 1. As C∗ is uniformly packed, it follows from [1] that it has external
distance s∗ = ρ∗ = ρ+1 = e+2. Consequently, 2s∗− 2 = 2e+2 = δ∗ , and because C∗ consists entirely
of codewords of even weight, it follows from [6, p.347] that C∗ is completely regular. 
For any α ∈ V (Γ), the complement of α is the unique vertex αc with supp(αc) = M\ supp(α), and
we say a code C is antipodal if αc ∈ C for all α ∈ C .
Let p ∈ M = {1, . . .m} and C be a code in H(m, 2). By deleting the same coordinate p from each
codeword of C , we generate a code C(p) in H(m − 1, 2), which we call the punctured code of C with
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respect to p . We can also describe C(p) in the following way. Let J = {i1, . . . , ik} ⊆ M and define the
following map
piJ : H(m, 2) −→ H(J, 2)
(α1, . . . , αm) 7−→ (αi1 , . . . , αik)
Note that we can identify H(J, 2) with H(|J |, 2). We define the projected code of C with respect to J
to be the set piJ (C) = {piJ(α) : α ∈ C} . It follows that if J = M\{p} then piJ (C) = C(p) . We have
an induced action of Aut(Γ)J = {gσ ∈ Aut(Γ) : J
σ = J} on H(J, 2) as follows: for x ∈ Aut(Γ)J , we
define χ(x) : H(J, q) −→ H(J, q) by piJ(α) 7−→ piJ (αx), and obtain χ(Aut(Γ)J) 6 Aut(H(J, 2)) with
kerχ = {(g1, . . . , gm)σ ∈ Aut(Γ)J : jσ = j and gj = 1 for j ∈ J}.
Let D = (P ,B) where P is a set of points of cardinality m , and B is a set of k -subsets of P called
blocks. Then D is a t − (m, k, λ) design if every t-subset of P is contained in exactly λ blocks of B .
We let b denote the number of blocks in D . If D is a t-design, then it is also an i − (m, k, λi) design
for 0 6 i 6 t− 1 [7, Corollary 1.6] where
(2.3) λi
(
k − i
t− i
)
= λ
(
m− i
t− i
)
.
Using this fact we deduce that
(2.4)
(
m
i
)
λi = b
(
k
i
)
.
An automorphism of D is a permutation of P that preserves B , and we let Aut(D) denote the group of
automorphisms of D . For further concepts and definitions about t-designs see [7].
Remark 2.4. Two designs that appear in this paper are D , a 2− (11, 5, 2) design, and E , a 3− (12, 6, 2)
design. Todd proved that D is the unique design with these parameters up to isomorphism, and that
Aut(D) ∼= PSL(2, 11) [23]. Using this we can prove that E is unique up to isomorphism (see [10, Ch. 2],
for example). Furthermore, it is known that Aut(E) ∼=M11 , acting 3-transitively on 12 points [15].
For α , β ∈ V (Γ), we say α is covered by β if for each non-zero component αi of α , we have αi = βi .
Let D be a set of vertices of weight k in V (Γ) and t 6 k . We say D is a 2-ary t-(m, k, λ) design if
for every vertex of weight t in V (Γ) is covered by exactly λ vertices of D . This definition coincides
with the usual definition of a t-design, in the sense that the set of blocks of the t-design is the set of
supports of vertices in D , and as such we simply refer to 2-ary designs as t-designs. It is known that,
for a completely regular code C in H(m, 2) with zero codeword and minimum distance δ , the set C(k)
of codewords of weight k forms a t− (m, k, λ) design for some λ with t = ⌊ δ2⌋ [13].
3. Hadamard Codes and their Automorphism Groups
A Hadamard matrix of order m is an m × m matrix H with entries ±1 satisfying HHT = mI .
We denote the ith row of a Hadamard matrix H by ri . A consequence of the definition of H is that
(ri · rj) = mδij , where (− ·−) denotes the standard dot product and δij is the Kronecker delta function.
Any two Hadamard matrices H1 , H2 of order m are said to be equivalent if there exist m×m monomial
matrices P , U , with nonzero entries ±1, such that H1 = PH2U . Let Monm(±1) denote the group of
UNIQUENESS OF CERTAIN COMPLETELY REGULAR HADAMARD CODES 5
m×m monomial matrices with nonzero entries ±1. For P,U ∈ Monm(±1), we let ϕP,U denote the map
H 7→ PHU , and call ϕP,U an automorphism of H if H = PHU . We denote the group of automorphisms
of H by Aut(H).
The Hadamard codes were first introduced by Bose and Shrikhande [4], and studied further in [1, 13].
Our treatment follows that in [4, 13]. Let Vm(±1) = {(a1, . . . , am) : ai = ±1} and define the following
bijection:
κ : Vm(±1) −→ H(m, 2)
(a1, . . . , am) 7−→ (α1, . . . , αm)
where αi =
{
1 if ai = −1
0 if ai = 1.
The Hadamard code generated by a Hadamard matrix H of order m is defined as
C(H) := {κ(r) : r is a row of H or −H }.
Bose and Shrikhande showed that C(H) is an (m, 2m, 12m) code. Also, we note that since κ(−r) ∈ C(H)
for all κ(r) ∈ C(H), it follows that C(H) is antipodal. Let τ be the monomorphism
(3.1)
τ : Aut(H) −→ Monm(±1)
ϕP,U 7−→ U
Any U ∈ Monm(±1) can be described uniquely as a product of a diagonal matrix UD = Diag(u1, . . . , um),
with ui = ±1, followed by a permutation matrix Uσ = (uij), where σ ∈ Sm and uij = 0 if j 6= iσ ,
ui,iσ = 1. If Γ = H(m, 2) it follows that Monm(±1) ∼= Aut(Γ) via the isomorphism
(3.2)
θ : Monm(±1) −→ Aut(Γ)
U = UDUσ 7−→ (θ∗(u1), . . . , θ∗(um))σ,
where θ∗ is the unique isomorphism from the multiplicative group Z = {1,−1} to S2 . With respect to
θ and κ , the action of Monm(±1) on Vm(±1) is permutationally isomorphic to Aut(Γ) acting on V (Γ).
That is
(3.3) κ(vU) = κ(v)Uθ , ∀U ∈Monm(±1), ∀ v ∈ Vm(±1).
Proposition 3.1. Let H be a Hadamard matrix of order m . Then τθ is an isomorphism from Aut(H)
to Aut(C(H)) , where τ , θ are as in (3.1), (3.2) respectively.
Proof. Let P = PDPσ, U ∈ Monm(±1) and H := PHU . Let α ∈ C(H), so α = κ(λri) for some row
ri of H and λ = ±1. By (3.3), it holds that κ(λri)Uθ = κ(λriU). Since P−1H = HU , we deduce that
λriU = λ¯r¯iσ−1 , where r¯iσ−1 is the i
σ−1 row of H and λ¯ = ±1. Thus αUθ = κ(λ¯r¯
iσ
−1 ) ∈ C(H). As
C(H) and C(H) have the same cardinality, it follows that C(H)Uθ = C(H) = C(PHU). In particular,
equivalent Hadamard matrices generate equivalent codes, and if ϕP,U ∈ Aut(H) then Uθ ∈ Aut(C).
That is, (Aut(H))τθ 6 Aut(C(H)).
Let x ∈ Aut(C(H)) and set U := xθ−1 ∈ Monm(±1). Let P := HU−1H−1 , so PHU = H ,
and since H−1 = 1
m
HT , it follows that Pik =
1
m
(riU
−1 · rk). We claim that P is a monomial
matrix, and so ϕP,U ∈ Aut(H) and (ϕP,U )τθ = x . Since Uθ ∈ Aut(C(H)), we deduce that
κ(riU
−1) = κ(ri)
U−1θ ∈ C(H) for each i . In particular, there exist rji , λi = ±1 such that riU
−1 = λirji
for each i . As C(H) is antipodal, it follows that Aut(C(H)) acts on the set of pairs of complementary
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codewords in C(H), from which we deduce that U−1 maps {r1, . . . , rm} to a set of pairwise orthogonal
vectors. Thus, for each i , there exists a unique k such that (rji · rk) 6= 0, and because these are rows
of a Hadamard matrix it follows that (rji · rk) = mδjik . Thus Pik = λiδjik , so P ∈ Monm(±1) and the
claim holds. 
4. The Hadamard 12 and Punctured Hadamard 12 Codes
In this section we consider Hadamard codes generated by Hadamard matrices of order 12. It is
known that a Hadamard matrix of order 12 is unique up to equivalence [14], and we saw in the proof
of Proposition 3.1 that equivalent Hadamard matrices generate equivalent Hadamard codes. Therefore
we can choose a normalised Hadamard matrix H12 of order 12, namely one in which the first row and
first column have all entries equal to 1. We call the Hadamard code C(H12) the Hadamard 12 code.
Throughout this section C denotes the Hadamard 12 code, and C(1) denotes the punctured Hadamard
12 code generated by deleting the first entry of each codeword of C . By [4], C is a (12, 24, 6) code and
C(1) is an (11, 24, 5) code. Van Lint [16] showed that C(1) is uniformly packed in the sense of [13] with
covering radius ρ(1) = 3. Thus, by [13, Cor 12.2], C(1) is completely regular. Because H12 is normalised,
it follows that the extended code of C(1) with the parity check bit placed at the front of each codeword
is equal to C . A result by Bassalygo and Zinoviev [1] therefore implies that C is uniformly packed (in
the wide sense), and so by Lemma 2.3, C is completely regular with covering radius ρ = 4.
The code C consists of the zero vertex, the all 1 vertex and 22 vertices of weight 6. As C is completely
regular, it follows from [13] that C(6), the set of codewords in C of weight 6, forms a 3−(12, 6, 2) design.
In this design, the number of blocks that contain the first entry is r = 11. Thus C(1) consists of 11
codewords of weight 5 and their complements, as well as the zero and all 1 vertices. It follows from [4]
(or from the fact C(1) is completely regular) that C(1)(5) forms a 2− (11, 5, 2) design. Hall [14] showed
that Aut(H12) is the (non-split) double cover 2M12 , and therefore, by Proposition 3.1, Aut(C) ∼= 2M12 .
Proposition 4.1. The Hadamard 12 code C is Aut(C)-completely transitive.
Proof. Let E be the 3− (12, 6, 2) design with block set C(6) and α be the zero codeword. Any automor-
phism σ ∈ Aut(C)α = Aut(C) ∩ L naturally induces an automorphism of E , and similarly the converse
holds. Thus Aut(C)α ∼= Aut(E) ∼= M11 acting 3-transitively on 12 points [15], which is a subgroup
of index 24 in Aut(C) ∼= 2M12 . Hence Aut(C) acts transitively on C . Thus, because Aut(C)α acts
transitively on Γi(α) for i = 1, 2, 3, and since δ = 6, it follows that Aut(C) acts transitively on Ci for
i = 1, 2, 3.
Let M = {1, . . . , 12} and ν˜ ∈ Γ4(α). Then ν˜ is adjacent to a weight 3 vertex, which because δ = 6
is an element of C3 . Thus ν˜ ∈ C2 ∪ C3 ∪ C4 . Suppose ν˜ ∈ C3 . Then there exists a codeword β such
that d(β, ν˜) = 3. Because ν˜ has weight 4 we deduce that β has odd weight. However, C consists of
codewords of only even weight. Therefore ν˜ ∈ C2 ∪C4 . For any codeword β of weight 6, there exist
(
6
4
)
vertices of weight 4 that are at distance 2 from β . Thus Γ4(α)∩C2 6= ∅ . Additionally, because Aut(C)
acts transitively on C and leaves the distance partition invariant it follows that Γ4(α) ∩ C4 6= ∅ . Thus,
as Aut(C)α fixes Γ4(α) setwise, we deduce that Aut(C)α has at least two orbits on Γ4(α), and so it
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also has at least two orbits in its induced action on the set of 4-subsets of M , which we denote by M{4} .
The inner product of the permutation characters for the actions of M12 on M
{4} and on the right cosets
of M11 is 2 (see [8, p. 33]), and is equal to the number of orbits of Aut(C)α ∼= M11 on M{4} . Thus
Aut(C)α has exactly two orbits on Γ4(α), and so acts transitively on Γ4(α)∩C4 . Therefore Lemma 2.2
implies that Aut(C) acts transitively on C4 . 
Proposition 4.2. The punctured Hadamard 12 code C(1) is Aut(C(1))-completely transitive.
Proof. Let Γ = H(12, 2) and Γ′ = H(11, 2). Recall from Section 2 that we can describe C(1) as
the projected code piJ(C) where J = M\{1} . Further recall the homomorphism χ from Aut(Γ)1
onto Aut(H(J, 2)) ∼= Aut(Γ′). It is straight forward to check that χ(Aut(C)) ∩ kerχ = 1 and that
χ(Aut(C)1) 6 Aut(C
(1)). Let α ∈ C be the zero codeword. Since Aut(C)α ∼= M11 acts transitively on
M , it follows that Aut(C)1 is transitive on C , which implies that χ(Aut(C)1) is transitive on C
(1) .
Let α′ ∈ C(1) be the zero codeword. Then Aut(C(1))α′ contains χ(Aut(C)1 ∩Aut(C)α) ∼= PSL(2, 11)
acting 2-transitively on J . Since C(1) has minimum distance δ = 5, arguing as in the proof of Proposition
4.1, χ(Aut(C)1) is transitive on C
(1)
i for i = 1, 2; each weight 3 vertex in Γ
′ lies in C
(1)
2 ∪ C
(1)
3 ; and
Γ′3(α
′)∩C
(1)
i is non-empty for i = 2, 3. Thus Aut(C
(1))α′ has at least two orbits on Γ
′
3(α
′), and hence at
least two orbits in its action on J{3} . Then inner product of the permutation characters for the actions
of M11 on J
{3} and on the right cosets of PSL(2, 11) is 2 (see [8, p. 18]). Hence Aut(C(1))α′ has two
orbits on Γ′3(α
′), and so acts transitively on Γ′3(α
′)∩C
(1)
3 . Thus Lemma 2.2 implies that Aut(C
(1)) acts
transitively on C
(1)
3 . 
5. Proof of Theorem 1.1
Let C be a completely regular code in H(m, 2) with minimum distance δ for (m, δ) = (12, 6) or
(11, 5). Also, let A(m, δ) denote the maximum number of codewords in any binary code of length m with
minimum distance δ . By [17, App. A, Fig. 1], A(11, 5) = 24, and by [17, p. 42], A(12, 6) = A(11, 5) = 24.
Hence |C| 6 24.
As automorphisms of the Hamming graph preserve the property of complete regularity, by replacing
C with an equivalent code if necessary, we may assume the zero vertex, α , is a codeword in C . Since C
is completely regular with minimum distance δ , it follows that C(δ) = Γδ(α)∩C 6= ∅ . Thus C(δ) forms
a t− (m, δ, λ) design for some λ , where t = ⌊ δ2⌋ . In both cases ((m, δ) = (12, 6) or (11, 5)), we deduce
from (2.3) and (2.4) that 2 divides λ . Consider the codewords of weight δ whose support contains
{1, 2, . . . , t} . Because C has minimum distance δ , it follows that the intersection of the supports of any
two of these codewords is {1, . . . , t} . Consequently, a simple counting argument gives λ 6 (m− t)/(δ− t).
In both cases we deduce that λ 6 3, and so λ = 2.
Case (m, δ) = (12, 6): As C(6) forms a 3− (12, 6, 2) design, it follows that |C(6)| = 22. This design
is the extension of a symmetric 2− (11, 5, 2) design, and so, by [7, p.11], we deduce that for all β ∈ C(6),
the complement βc ∈ C(6). Thus, because C is completely regular, it follows that C is antipodal, so
αc ∈ C and |C| > 1 + 22 + 1 = 24. As |C| 6 24, we conclude that C consists exactly of α, αc and 22
codewords of weight 6 that form a 3− (12, 6, 2) design. The same holds for the Hadamard 12 code, and
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by Remark 2.4, this design is unique up to isomorphism. Thus there exists an automorphism σ ∈ L (the
top group of Aut(Γ)) such that Cσ is the Hadamard 12 code. This proves Theorem 1.1 (a).
Case (m, δ) = (11, 5): As C(5) forms a 2 − (11, 5, 2) design it follows that |C(5)| = 11. Let α1, α2
be the two codewords in C(5) whose supports contain {1, 2} . Then d(α1, α2) = 6, and so, because C is
completely regular, it follows that C(6) forms a 2− (11, 6, µ) design for some µ . We deduce from (2.3)
and (2.4) that 3 divides µ and 11 divides |C(6)| , and so, because |C| 6 24, µ = 3 and |C(6)| = 11.
Consequently |C| = 23 or 24. If |C| = 23, then in the distance distribution a(C), a0 = 1, a5 = a6 = 11,
and ai = 0 otherwise. However, if this holds then in the MacWilliams transform of a(C) (see 2.2),
a′2 = Σ
11
i=0aiK2(i) = −55, contradicting [16, Lemma 5.3.3]. Thus |C| = 24 and there exists a unique
i > 7 such that ai = 1. Suppose i 6 10. Then C(i) forms a 2 − (12, i, µ′) design, and by Fishers
inequality [7, 1.14], |C(i)| > 11 which contradicts the fact that |C| = 24. Thus a11 = 1, which implies
that C is antipodal. Thus C consists exactly of α , αc , the 11 codewords of weight 5 that form a
2− (11, 5, 2) design, and their complements, which form a 2− (11, 5, 3) design. This is also true for the
punctured Hadamard 12 code, and because the 2 − (11, 5, 2) design is unique up to isomorphism [23],
there exists σ ∈ L such that Cσ is the punctured Hadamard 12 code. This proves Theorem 1.1 (b).
By Proposition 4.1 and Proposition 4.2, the Hadamard 12 code and punctured Hadamard 12 code
are both completely transitive. Therefore, by [11], any code that is equivalent to either the Hadamard
12 code or punctured Hadamard 12 code is completely transitive. Thus the final statement of Theorem
1.1 follows from parts (a) and (b).
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