Abstract. Several algorithms have been proposed which build search trees using digital properties of the search keys. A general approach to the study of the average case performance of such algorithms is discussed, with particular attention to the analysis of the digital search tree structures of Coffman and Eve. Specifically, the method leads to the solution of a problem left open by Knuth, finding the average number of nodes in digital search trees with both sons null.
1. Introduction. A fundamental problem in computer science is the so-called dictionary problem, where various operations, chiefly search and insert, are to be performed on a set of records possessing key values. To insert a record is to store it away for later retrieval; to search is to find a previously stored record with a given key value. The binary search tree is an elementary data structure for solving this problem: records are stored in nodes which contain two distinguished values (left and right) which point to other nodes or could be null. One node, called the root, is pointed to by no other nodes, otherwise each node is referenced by exactly one other node. To search for a record with value v, we set x to point to the root and perform the following operations until termination: If x is null then terminate (v not found). If key(x)= v then terminate (v found). Otherwise, if v < key(x) then set x to left(x); if v > key(x) then set x to right(x).
To insert a new record with a new value v, we search, then replace the null pointer that caused termination with a pointer to the new record. The analysis of the performance of this method is well-known: if records with keys from a random permutation of N elements are successively inserted into an initially empty tree, then the expected number of nodes examined in a successful search in the resulting tree is "well-balanced" (for example, see [16] ). In this paper we consider in detail an alternative class of methods. The digital search tree 1 is a data structure which leads to much improved worst case performance (and asymptotically optimal average case performance as well) by making use of the digital properties of the keys, if that is appropriate. We simply assume that the keys can be represented as binary numbers so that it makes sense to refer to the bth bit of a key, where the bits are numbered, say, from left to right. Then, to search for a record with value v, we set x to point to the root and b to 1, then perform the following operations until termination:
If x is null then terminate (v not found).
If key(x)= v then terminate (v found). Otherwise, if the bth bit of v is 0 then set x to left(x);
if the bth bit of v is 1 then set x to right(x) Setbtob+l.
Insertion is done exactly as with binary search trees (i.e., the null pointer which caused termination is replaced by a pointer to the new record). Figure 1 shows a digital search tree built by inserting the keys 010 (Q), 110 (R), 111 (S), 001 (T), and 000 (U) in that order. Note that the order in which the keys are inserted is relevant. For example, the tree shown in Fig. 2 results from inserting the same keys in reverse order: 000 (U), 001 (T), 111 (S), 110 (R), and 010 (Q). FIG. 2 In some implementations, it may be convenient to assume that the keys are all of the same length, as in the examples above. The method also is appropriate for varying length keys, provided that no key is a prefix of another. The number of nodes examined in a digital search tree of N keys is limited by the number of bits in the keys, which is larger than lg N but is likely to be within a constant factor for many natural situations. The average case performance of this method is also known (in the analysis we assume that the keys are infinitely long): if N records with keys composed of random bit streams are inserted into an initially empty tree, then the average number of nodes examined during a successful search in the resulting digital search tree is lgN+ y-1 3 if the bth bit of v is 1 then set x to right(x). Setbtob+l.
Insertion is more complicated in tries than in binary or digital search trees. On termination of an unsuccessful search for a key v to be inserted, we have two keys which belong in the same external node. If the bth bits of those keys differ, we replace that external node by an internal node which points to two external nodes containing the keys; otherwise we have to also include an internal node corresponding to each bit beyond the bth for which the two keys match. Figure 3 shows the trie for our example set of keys {010 (Q), 110 (R), 111 (S), 001 (T), and 000 (U)}. Figure 4 shows the result of this on our example. FIG. 4 Equal bits in keys do not affect the structure of such tries. The programming details of how to accomplish this are not relevant to this paper. We refer to these structures as Patricia tries [9] because they are the basis of an alogrithm called Patricia which also manages to store the keys in internal nodes and thus avoid the multiple-nodetype problem referred to above. Patricia is somewhat more complicated than digital tree searching, but it has applications beyond searching which make it of independent interest. From an analytic standpoint, direct comparisons between Patricia and digital searching are suggested because they both build search keys into (the same class of) binary tree structures, using digital properties of the keys. Knuth has probed many aspects of Patricia in depth: for example, the number of nodes examined in an average successful search is one less than for standard tries.
Many more details on the use and application of these methods may be found in [9] and [16] . In this paper we present new results on the analysis of digital search trees. The above introductory description is intended to motivate this analysis and to provide a context within which we can discuss the relationship of the methods we use to previous analyses of the various algorithms. In the next section, we give an analysis of the average internal path length of a digital search tree which illustrates our basic method and provides an alternate derivation to the one provided by Knuth for this problem. Following that, we use the same general method to find the average number of nodes in a digital search tree with both links null, a somewhat more complicated problem left open by Knuth with Ao defined to be 0. This follows from three easily established facts. First, the internal path length of any tree of N nodes is N-1 plus the internal path length of the two subtrees of the root. Second, the probability that the left subtree of the root has k nodes (and the right subtree has N-1 k nodes) is (k-1)/2N-l, the probability that exactly k of the N-1 nodes that are inserted after the first node start with a 0 bit. Third, the subtrees themselves are randomly built according to the same model. Recurrence relations of this type are used to describe the performance of many tree-searching methods. As discussed further below, slight differences in the equations can make the analysis somewhat more intricate. A ]= N+k-
with Ao r and A r both defined to be 0. This is the number of nodes examined during all successful searches, but it is the average external path length of the trie. Note that since no key is stored at the root, the subtrees have a total of N keys. The which is somewhat simpler than (2) and can be handled directly the Mellin transform techniques [2] , as described in full detail in [6] and [9, 5.2.2] .
The fundamental recurrence for the average external path length of Patricia tries is trickier: (4) A as mentioned above. The method used above is equivalent to the "binomial transform" method described by Knuth, 
To verify this is a straightforward application of Cauchy's theorem: the integral is the sum of the residues inside C, and the residue at z= k is ()(-1)kf(k) for each k in the range 0-<_ k =< N. ] This general identity arises in the study of finite differences, since the sum
example, [ 12] ).
To use Lemma 1 for asymptotic analysis, we change C to a large curve around which the integral is small, and take into account residues at poles in the larger enclosed area. This method actually plays a rather fundamental role in the analysis of the class of problems considered here.
Note that the function B(N+ 1,-z) has poles at the integers 0, 1,. ., N. Thus, using Rice's method with Lemma 1 as stated would involve examining only the singularities of f(z). However, the lemma also clearly holds if the sum is taken over any subset of the integers 0, 1,..., N (and C is taken to enclose just those points)" then application of Rice's method might have to take into account the singularities of B(N + 1, -z) outside C. In particular, in the cases of interest in this paper, the points 0 and 1 are not included in C. In fact, we have to cope with double poles at these points (as well as many singularities for the function f(z)).
To apply Rice's method to the evaluation of (2), we need to define an appropriate meromorphic function to extend Qk, which is defined only on the integers. To this end, we introduce the function Note that Q(1)= Qoo and that QN= Q(1)/Q(2-r), so that the'analytic expression f(z) Q(1)/Q(2-z), which is defined when z is a positive integer, gives the appropriate extension. Actually, this extension can be derived in a rather mechanical fashion, because Qv is defined by the recurrence relationship (1)
with Qo 1, which simplifies to the expression
We simply extend this recurrence relation and telescope it:
provided the limit exists. But f(0)= Qo 1 implies that limz_.oof(z)= Q(1), so f(z)= Q(1)/Q(2-z) is a proper analytic extension. We point out this "mechanical" derivation because we use essentially the same method for a more difficult problem in the next section.
Thus, by Lemma 1 (see also the comments following the lemma), we know that
where C encloses the points 2, 3,..., N. To complete the analysis, we expand C to a larger curve and study the behavior of the integrand at newly enclosed singularities. These residue computations are simplified somewhat because the functions involved have a simple product form; the following lemma, which is elementary, will prove useful for most of the series expansions done in this paper. [3] .
We are now ready to complete the analysis of the average intenal path length of digital search trees using ce's method for the asymptotic analysis: THEOREM This proves that Av plus the sum of the residues in the halfplane to the right of the line x 1 / 2 (but not within C) is O(N'/2). We now proceed to calculate these residues.
The integrand has poles at z =j + (2rrik)/ln 2 forj 1, 0, -1, -2,..., and all k -> 0, since at these points 2 -z+s= 1 which causes one of the factors of Q(2-z+2) to vanish. The poles at 0 and 1 are double poles because B(N + 1,-z) is also singular at 0 and 1. Of these, only the poles for j 1 are within the region of interest; thus we have to compute residues at the double pole 1 and at the points 1 + (2rrik)/ln 2 for k # 0.
At z 1, we use the series expansions derived from Lemma 2 above"
x(1-a ln2(z-1)+O(z-1)2). [3] , and Batcher's merging networks [15] . The properties of 6(N) cited in Theorem 1 are discussed in Knuth [9, 
CN-(N-1)(a / 1)= 2r--3c dz.
The same argument as for Theorem 1 shows that the right-hand side of this equation is equal to the sum of the residues of the integrand at singularities to the right of the line x 1/2, to within O(NI/2). In this case, the poles at 1 +/-2rik/ln 2 are all single poles.
The main term is given by N lim_ R (z-2); the poles for k 0 add a small oscillatory term. In q Note carefully the cancellation of-a(F(1, 1)+ 1)+ F(1, 1); this is also implied by the fact that R(z) exists at z =-1. Thus, to complete the calculation of the main term, we need only calculate F(1, 1) and F2(1, 1). These are constants which can easily For purposes of comparison, it is of some interest to compute the average number of internal nodes with both sons external in Patrieia tries. This is a relatively straightforward derivation similar to the path length calculations given above, so we only sketch it here. We sta with the recurrence with C 3= 1 and Cto 3= 0. This is proven in the same manner as (1) and (6) . First, the number of nodes with all links null in a tree is exactly the number of such nodes in all the subtrees of the root, unless the tree has just one node. Second, the probability that the first subtree has k nodes, the second has k2 nodes, etc For M =2, this is exactly the equation derived from (6); moreover, none of the manipulations used for solving (6) For example, this method could be used to find the distribution of occupancy of nodes in M-ary digital seai'ch trees, and many other problems.
The same type of generalization applies to the study of tries (and Patricia tries), and the simpler nature of the recurrences follows through the generalization. which is considerably easier to deal with. These methods allow quite full analysis of the types of trees considered, and they clearly expose the fundamental differences and similarities among the analyses. [4] .) The relationships among the Bernoulli and Poisson models and Mellin transform and Rice's method of asymptotic analysis are a fruitful area for further study. More details will be reported in a future paper.
