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Abstract. Let 3’ be a family of languages effectively closed under inverse homomorphism and 
intersection with regular sets and such that the languages have effectively constructible semilmear 
Parikh maps. We show that there is an algorithm to decide given a language L in 55’ and a 
language R accepted by a one-way nondeterministic multicounter machine, where each counter 
makes exactly one reversal, whether L nR is empty. This result has many applications. In 
particular, it can be used to show that there is an algorithm to decide given a language L in 3’ 
and two-way deterministic sequential transducers (2DST’s) S1 and S2 whether S1 and Sz are 
equivalent on L. 
1. Introdu&ion 
The results in this paper were motivated by the following theorem and question 
posed in [8]: 
Theorem. It is decidable to determine given a context-free language Ll and determin - 
istic generalized sequential machines (gsm’s) S1 and S2 whether S1 and S2 are 
equivalent on 1 (i.e., &(x) = &(x) for each x in L). 
Question. To what extent does the theorem above remain valid for other language 
families? 
As far as we know, the theorem has not been shown for any other family of 
languages. In the special case when the gsm’s are homorphisms, the following result 
is known [7]: The homomorphism equivalence problem is decidable for ETOL 
languages restricted to two-letter alphabets. 
The gsm and homomorphism equivalence problems occur in many applications 
(see, e.g., .[4,5,9]). These problems are undecidable for context-sensitive languages 
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[$], and hence, the only families of interest :are the subfamilies of the context- 
sensitive family. 
In this paper, we prove the following result which generalizes the theorem above: 
Let be a family of languages efle:ctively closed under inverse homomorphism 
and intersection with regular sets and such that the l’anguages have effectively 
constructible semilinear Parikh maps. Then there is an algorithm to decide given 
a language li% in .Y and two-way deterministic sequential transducers (with accepting 
states) Si and S2 whether S1 and Sz are equivalent on L. Thus, the result holds for 
the “rdnguage families listed below. The semilinearity of the Parikh maps are either 
easily shown or are pro1 cd in the references. 
(1) State languages of degree n 2 1 [22]. S,tate languages of degree 1 are exactly 
the context-free languages. The “degree” defines a hierarchy between context-free 
and context-sensitive languages [22]. 
(2) Simple matrix languages of degree n a 1 [IS]. Again, the degree defines a 
hierarchy between context-free and context-sensitive. 
(3) Languages generated by absolutely parallel grammars [24]. 
(4) Languages generated by certain restricted forms of programmed grammars 
/253 
(!I\ Languages accepted by l-way nondeterministic pushdown automata aug- 
mented by a finite number of l-reversal counters [17]. 
(6) Languages accepted by 2-way nondeterministic finite automata (with 
endmarkers) augmented by a finite number of 1 -reversal counters, where in every 
accepting computation, the input head visits e;ach position on the input tape no 
more than a fixed number of times [ 161. 
(7) Languages accepted by nondeterministic on-line Turing machines with one 
working tape preset to solme string in L, where Id is in a full semiAFL whose 
languages have effectively constructible semilinear Parikh maps. The worktape 
head is “finite-visit” in that it can visit a square no more than a fixed number of 
times [ 131, 
(8) Languages accepted by finite-turn checking automata [13,271. 
(9) Languages accepted by controlled pushdown automata [19]. 
In addition to the families above, new families with the effectively constructible 
semilinear Parikh map property can be obtained using certain operations on sets, 
e.g., APL operations, repiications, commutative closure, etc. [ll]. These new 
families will also have a decidable 2-way transducer equivalence problem. 
We conclude this section with some deGnitions and notation. 
Definition. Let N denote ;he set of nonnegative integers and let N’ be the Cartesian 
product of N with itself r times. A subset Q of N’ is called a linear set if there 
exist ~0, ul,. . . , v, in N’ such that Q = (v 1 v = vo+ kg1 + l l l + kmvm, each ki in N). 
00, v1, ” l a 9 vm are called the generators of Q. Any finite union of linear sets is called 
a semilinear set. 
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Definition. Let C be a finite alphabet and let LY = (a 1, ~2, . . . , a,) list the elements 
of C in some order. For x in E*, define the r-tuple of nonnegative integers 
U9 = (+w~), #Q2W, ” l 9 Y # a,(x)), where # ai is the number of occurrences 
of symbol ai in X. For L c Z”, the mapping f*(L) = cf,(x) 1 x in L) is called a Parikh 
map of L. The languages in a family .9 have effectively constructible semilinear 
Parikh maps if for each L in 9, f,(L) is a semilinear set effectively constructible 
from k. 
Notation. Throughout the paper, @ denotes the class of l-way nondeterministic 
multicounter machines, where each counter makes exactly 1 reversal. For a machine 
M in C, T(M) denotes the language accepted by M We assume without loss of 
generality that the counters are zero on acceptance. The class C has been studied 
in a number of papers, e.g., in [ 1, 16,171. 
2. Decision problems concerning @ 
We begin with the following theorem which is a generalization of a result in 1117-J. 
In [ 171, the result is shown only for the family of context-free languages. 
Theorem 1. Let 2’ be a family of languages effectively closed under inverse 
homomorphism and intersection with regular sets and such that the languages have 
eflectively constructible semilinear Parikh maps. Then for each L in 2 and each M 
in C, L n T(M) has an effectively constructible semilinear Parikh map. Hence, there 
is an algorithm to decide whether L n T(M) is empty (respectively, infinite 1. 
Proof. Let L cZ* be in 9 and M be a l-way nondeterministic machine with k 
l-reversal counters. We shall show that L n T(M) has an effectively constructible 
semilinear Parikh map. Since it is trivial to check whether a semilinear set is empty 
or infinite the theorem then follows. 
LetZ={al,..., a,} be the input alphabet of M.’ We first construct a regular set 
Rlll which consists of encodings of all “possible” accepting computations of M on 
inputs in E*. RM E A*, where A contains 2, new symbols el,. . . , (ok, $1,. . , $k, as 
well as other symbols representing the transition rtiles of M. A string &I . . . a,,* is 
in RM if and only if cq . . . anI represents a possible accepting computation of M 
on some input x. Thus, C-Y; . . . a,,, encodes x as welP as the rules used by M on its 
computation on X. The action of M on the ith counter, e.g., +l or -1 is represented 
in the string CQ . . . allI by an occurrence of $i or $i, respectively. Thus, the number 
of occurrences of $i in al . . . (Y,~ represents the largest integer stored in counter i 
during the computation of M on X. The details of the construction of a finite 
automaton accepting RM is described in [20]. Now define a homomorphism h from 
’ There is no loss of generality in assuming that A4 has input alphabet E since 9’ is effectively closed 
under intersection with regular sets. 
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A* to C* so that h(ai . . . a,,, j r= X. Then the language L’ := h-‘(L) n RM is in 3, and 
L’ has the property that cyl . . . a,,, is in L’ if and only if cyl . . . am represents a
possible accepting computation of M on x = h (al . . . a,) in L. It follows that 
C A T(M) # 0 if and only if there is a string cyl . . . a,, in L’ such that for 1 s i s k, 
the number of occurrences of $i (increments to counter i) = the number of occurren- 
ces of $i (decrements to counter i). Since L’ is in 9, Qi = fp(L’) is an effectively 
constructible semilinear set, where p = (a I, . . . , a,-, 4 I, $ I, . . . , &, $k, bl, . . . , b,), 
b l,. . . , bs being the other symbols in A 4 -(@I, $1, . . . , $k, $k}. Let Q2 = 
WI, 129 . . . . l,,i,,jj ,..., i~,jk,f’i,t2,“..,t~)~lI,.**,l~~O,i~=~~~0,...,i&=~~~~, 
t1, ,.., tS a 0). Clearly, Q2 is a semilinear set. Then Q3 = Q1 n Q:z is a semilinear 
set efkctively constructible from Q1 and Q2 [lo]. Let Q4 be the semilinear set 
obtained from Qs by deleting the last 2k +s coordinates from the generators of 
the linear sets forming Q3. Then Q4 =fa (L n T(M)), where cy = (al, . . . , ar), com- 
pleting the proof. Cl 
The proof of the next lemma is straightforward and therefore omitted. 
Idenrma 1. Let M be in C. We can effectively construct a machine M’ in @ such 
that T(M) = T(M) and each x in T(M’) has an accepting computation with the 
folk) wing properties : 
(I) For some positive integer v (which depends on x) all counters reach the value 
v for their maximum ; 
(2) On each atomic rn,i:jve, at least 1 counter changes value. 
Using Lemma 1 and a. construction similar to that of Theorem l, we can prove 
the following result. We omit the proof and refer the reader to [20] for details. 
Theorem 2, Let 3’ be a family of languages effectively closed under inverse 
homomorphism and intersection with regular sets. Then (1) is decidable if and only 
if (2) is decidable: 
(1) Given a language L in 9 and a machine M in C, is the set L n T(M) empty? 
(2) Given a language L ,;?19 over the alphabet C, is the set E(L) = (x Ix in L and 
for all a, b in C, the number of a’s in x = the number of b’s in x) empty? 
From Theorems 1 and 2, me have 
Corollary 1. Problems (1) and (2) of Theorem 2 are decidable if the languages in 
9 have effectively constructible semilinear Parikh maps. 
The next theorem shows that the semilinearity requirement in Corollary 1 cannot 
be removed. 
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Theorem 3. Problems (I) and (2) of Theorem 2 are undecidable for any family 9 
containing the language A = (0” In21 n 2 1)‘. The rest& also holds when 9 contains 
B =(l"'O" In 2 1)’ instead of A. 
Proof. By Theorem 2, we need only show the undecidability of problem (1). The 
proof uses the undecidability of Hilbert’s tenth problem [23], i.e., the problem of 
deciding given a polynomial p(xI, . . . , x,) with integer coefficients whether 
Ph 9 ’ l ’ 9 x,) = 0 has a positive integer solution. 
We describe an algorithm which constructs for any given polynomial &xl, . . . , x,), 
a language RP accepted by a l-way machine with l-reversal counters such that 
A nR, is nonempty if and only if p(xl, . . . , x,) = 0 has a positive integer solution. 
We illustrate the construction via an example. The generalization isstraightforward. 
Suppose p(x, y) =xy -2x2+ y -5. Let 
Clearly, R, can be accepted by a l-way machine with l-reversal counters, in fact, 
deterministically. Then 
AnR, ={OxlX20yly21X+y1(x-cy)2~~, y 3 1, xy -2x2+ y -5 = 0). 
Hence, A n R, is nonempty if and only if p(x ) = xy -2x2 + y - 5 = 0 has a positive 
integer solution. The result now follows fro&n the undecidability of Hilbert’s tenth 
problem. The proof for the case when 9 contains B instead of A is similar. S 
We can also prove the following 
Theorem 4. Problems (1) and (2) of Theorem 2 are undecidable for any family 3 
containing the language C = ((Oi 1)’ # 1 i, j 2 I)+, The result also holds when 3’ con- 
tains D = {Oil # 0i2 # . . , O'k #(Oil1 )jl # (Oi21)j2# . . . (Oik l)jk # 1 k 3 1, iI, i2, . . . ) ik, 
jl, j2 , . . . , jk 3 1) instead of C. 
Proof. The proof is similar to that of Theorem 3. For the polynomial p (x, y ) = 
xy-2x2+y-5, let R, ={O”lOill . . . OiX-4 #OylOjll . . .0’4 #OXtylOkll . . . 
0 k X+y-ll#Ix, y, il,.. ., ix-l, jl,..., jy+ kl,. .., kx+y-+l, L(w-u-v)/21 -212+ 
y--5=0, where u=x+iI+***+iX_l, v=y+jl+~*+jy.+ w=x+y+kl+***+ 
k .,,_~}.ThenCn8,={(Oxl)x#(OYl)Y#(Ox~Yl)x~Y#~~,y~l,xy-2~2+y-5=O} 
is nonempty if and only if p(x, y) has a positive integer solution. The proof for the 
case when 5? contains D instead of C is similar. LJ 
orollary 2. Problems (1) and (2) of Theorem 2 are undecidable for the family 
LZ&CSA of languages accepted by 1 -way deterministic checking slack automata.2 
* A “checking stack” [12] is a pushdown store which cannot be erased but can be entered in a 
read-only mode. Moreover, once the stack is enterecf it can no longer be written upon. 
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Hence, it is undecidable to determine for an arbztrary language L C_ C* in A!&A 
,r-hether there is aft x in L such that for all a, b in C, the number of a’s in x = the 
rumber of b’s in x. 
Proof, The ianguage f3 (defined in Theorem 4) is in =%&A. 0 
3. Applications of Theorem 1 
Theorem I can be used to prove the decidability of certain questions concerning 
mappings of languages. We shall give three examples. The first generalizes the 
main result in [8J. 
Definition. A 2-way deterministic sequential transducer with accepting states 
(2DST), S, is a 2-w;ay deterministic finite automaton with a l-way write-only output 
tape, The input is provided with endmarkers Q and $, and on each move, S can 
write a (possibly null) string. S defines a mapping as follows: For each input 
string x, 
SW ( Y* if S when given +x$ halts in an accepting state with output y, = 
undefined, otherwise. 
Two 2DST’s S1 and S2 (are equivalent on a language L if for every x in L, Sl(x) 
and So are defined and are equal or they are both undefined. Note that a 
generalized sequential machine (gsm) is a special case of a 2DST. 
In [15] an algorithm is given which constructs for any 2DST’s S1 and Sz over an 
input alphabet C a l-way nondeterministic machine M with 2 l-reversal counters 
such that T(M) is empty if s.nd only if Si and& are equivalent on C*. That algorithm 
combined with Theorem 1 gives us the following generalization of the main result 
in [S]. 
Theorem S. Let 9 be a family of languages effectively closed under inverse 
homomorphism and intersection with regular sets and such that the languages have 
effectively constructible semilinear Parikh maps. T%en there is an algorithm to decide 
given u language L i,rz sand 2DST’s S1 and Sz whether S1 and S2 are equivalent 
on L. 
The notion of “balance” of homomorphisms has been found very useful in studying 
decidability and undecidability of certain questions concerning formal languages 
as well as in characterizing some complexity classes of languages [2,3,5,6,26]. 
Let hi and h2 be homomorphisms on C* and L c C*. Let k be a nonnegative 
integer. (hl, tlZ) has k-balance on L if bal(y) = abs(lhl(y))-Ihz(y~l)~ k for each 
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prefix y of every string in L.3 We can generalize the definition to gsm’s as follows. 
A pair (&, &) of gsm’s (with accepting states) has k-balance on a language L if 
the following holds for every x in L: 
(1) &(x) is defined if and only if S&X) is defined; 
(2) If &(x) and S ( ) 2 x are defined, then for every prefix y of x, ab&(y)l- 
]S2(y)I) s k, where $(y) denotes the prefix of output Si(X) due to y. 
Theorem 6. Let .Y be as in Theorem 5. Then there is an algorithm to decide given 
L in 5? and gsm’s S1 and S2 whether (SI, 52) has k-balance on L for some k Z= 0. 
Moreover, in the positive case, the unique minimal value of k can effectively be 
obtained. 
Proof. Let L be in 3’ and S1 and S2 be two gsm’s. Assume that C is the common 
alphabet of L, S1 and S2. Let # be a new symbol not in C. Define a language R 
consisting of all strings x # ‘, where x is in X*, k 30, S(X) is defined if and only 
if &(x) is defined, and if they are defined, for some prefix y of X, abs(]&(y)l- 
&(y)l) = k. Clearly, R can be accepted by a l-way nondeterministic machine with 
2 l-reversal counters. Define a homomorphism h: (Zu{ #})* +C* by: h( #) = P 
and h(a) = a for each a in C. Then L’ = h-l(L) is in 3 and, by Theorem 1, L’n R 
has an effectively constructible semilinear Parikh map, Q. Delete all the components 
except that which corresponds to the symbol # from the generators of the linear 
sets of Q. Let Q’ be the resulting semilinear set. Then (Sl, S2) has k-balance on 
L for some k 3 0 if and only if Q’ is finite. Moreover, if 0’ is finite, then the 
minimal such k is equal to the largest nonnegative integer in Q’. Cl 
As a final example, we prove a generalization of a result in [2 l] (see also [ 141). 
Theorem 7. Let Z? be as in Theorem 5. Then there is an algorithm to decide given 
alanguageLcX* inZandn-tuplesx=(xl,. . .,x,))andy=(yl,. . .,y,)ofnonnull 
strings in C’ whether there exists a string w in L with the following property: 
Proof. Given x = (x1, . . . , x,) and y = (yl, . . . , yn), define the language R = {w I w 
in X+, w satisfies property (*)}. It is easy to construct a l-way nondeterministic 
machine with 2n l-reversal countersaccepting R-a counter ci (respectively, di) 
is used to keep track of the number of times xi (respectively, yi) is used in w. The 
result follows from Theorem 1. q 
A abs is acbreviation for absolute value; Ihi( denotes the length (‘If h(Y 1. 
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The semilinearity requirement on 9 in Theorem 7 is necessary. As a counter- 
example, suppose 9 contains one of i-he languages A, B, C, D defined in Theorems 
3 and 4. Clearly, for L E {at, . . . , a,}" in Z’, a string w in L satisfies (*) of Theorem 
7 for (xl, ,,. . , x,) = (al,. . . , a,) and (~1,. . . , y,) = (~2,. . . , a,,, al) if and only if the 
number of occurrences of ai in w = the number of. occurrences of ai in w for all 
i # j. The undecidability then follows from Theorems 2-4. 
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