We investigate the Gâteaux and Frêchet differentiabilities of strongly α(·)-k-paraconvex vector-valued mappings. Our results are generalizations of Rolewicz's theorems (Theorem 3.1) from [12] .
Introduction
for all x 1 , x 2 ∈ Ω, λ ∈ [0, 1].
In [11] Rolewicz proved the following theorem which is an extension of Mazur's Theorem [8] .
Theorem 1.1 ([11], Theorem 4).
Let Ω be an open convex subset of a separable Banach space X. Let f : X → R be a strongly α(·)-paraconvex function on Ω. Then there is a dense G δ set A G ⊂ Ω such that f is Gâteaux differentiable at every point of A G .
For Fréchet differentiability we have the following result.
Theorem 1.2 ([9], Theorem 4.6).
Let Ω be an open convex set in an Asplund space X. Let f : X → R be a strongly α(·)-paraconvex function defined on Ω. Then the set A 0 of points where f is Fréchet differentiable is a dense G δ set.
Let X and Y be normed spaces and f : X → Y . In [12] Rolewicz introduced the following definition for vector-valued mappings. Definition 1.3. Let Ω ⊂ X be an open convex set of a normed space X. Let k ∈ K ⊂ Y, where K is closed and convex cone. We say that a continuous mapping f : X → Y is strongly α(·)-k-paraconvex on Ω, with constant C ≥ 0, if for all x, y ∈ Ω and 0 ≤ λ ≤ 1 we have (1.2) f (λx+(1−λ)y) ≤ K λf (x)+(1−λ)f (y)+Cmin[λ, 1−λ]α( x−y X )k.
We say that f defined on an open convex subset Ω ⊂ X and having values in Y is strongly α(·)-K-paraconvex on Ω, if it is strongly α(·)-k-paraconvex for all k ∈ Int r K, where Int r K is relative interior of K.
By Lemma 5 of [13] , condition (1.2) can be equivalently rewritten as
mapping is cone convex. In [12] Rolewicz proved the following Theorem. Let Ω ⊂ X be an open convex set in Banach space X. Let K be a convex closed pointed cone in R n . Let f : X → R n be a strongly α(·)-K-paraconvex mapping on Ω. Then the mapping f is:
(i) Fréchet differentiable on a dense G δ set provided X is an Asplund space,
(ii) Gâteaux differentiable on a dense G δ set provided X is separable.
The main purpose of this paper is to prove (ii) of Theorem 1.4 for strongly cone paraconvex vector-valued mappings with values in reflexive and separable Banach spaces Y partially ordered by normal cone K which addresses to the Problem 4 of [12] : Does Theorem 1.4 hold for infinite dimensional spaces Y ? We also discuss extension of (i) to infinite-dimensional spaces by following essentially the ideas from [2] , where cone convex mappings were investigated with values in Banach spaces Y ordered by cones with bounded bases.
The paper is organized as follows. In Section 2 we provide basic properties of strongly α(·)-k-paraconvex mappings. Our main result are in Section 3 and Section 4.
Preliminary facts
Let Y be a real normed space with with the topological dual Y * . Let α(·) be a nondecreasing function mapping the interval [0, +∞) into itself such that
Let K ⊂ Y be a closed convex cone which defines partial ordering 
In the sequel we will use the following lemma.
Lemma 2.1. Let X and Y be normed spaces. Let Ω ⊂ X be an open convex set. Let K ⊂ Y be closed convex pointed cone, k ∈ K. The following conditions are equivalent:
Proof. Implication (i) ⇒ (ii) follows directly from (2.2). Now, let us assume that, for all y * ∈ K * , functions y * (f ) are strongly α(·)-k-paraconvex with constant Cy * (k) i.e. 
on Ω with constant
Proof. From inequality (1.3) we have
In Hilbert space the following equality holds
and inequality (2.3) is equivalent to
which completes the proof.
By Proposition 1.1.3 of [4] condition (ii) of Fact 1 is equivalent to the following representation of y * • f :
where
and both functions
The following example illustrates the concept of strong 2-k-paraconvexity.
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where c 0 is a space of all sequences convergent to zero with sup norm. Let
. . , i.e. f i are strongly 2-paraconvex scalar-valued functions, see Proposition 1.1.3 of [4] . We show that f is strongly 2-k-paraconvex. By Lemma 2.1, it is enough to show that for all y * ∈ K * composite function y * • f is represented as in 
By applying two times the Weierstrass test we obtain
We say that Banach space Y is weakly sequentially complete if every weak Cauchy sequence is weakly convergent. As an example we can take all reflexive spaces or ℓ 1 .
In a normed space Y , a convex cone K ⊂ Y is normal, if there is γ > 0 such that, if 0 ≤ K x ≤ K y, then x ≤ γ y for all x, y ∈ Y.
In [1] we proved the following propositions. 
where t > 0 is locally K-bounded from below, i.e. there are a ∈ Y and δ > 0 such that
Basing ourselves on the above propositions we get the following result. 
an open convex set Ω, then f has directional derivative at any x 0 ∈ Ω in every admissible direction h, i.e. the strong limit exists
where h is an admissible direction at x 0 if x 0 + th ∈ Ω for t > 0 sufficiently small.
Gâteaux differentiability
In this section we prove Gâteaux differentiability for strongly α(·)-k-paraconvex mappings with values in reflexive and separable Banach space Y. Even for cone-convex mappings, the existence of directional derivatives does not imply Gâteaux differentaibility, [3] . It is easy to observe that, if the limit (3.1) exists, then directional derivative of strongly cone paraconvex vector-valued mappings is sublinear and positively homogeneous with respect to h. Proof. We will prove only sublinearity. Let x 0 ∈ Ω. Let h 1 , h 2 ∈ X be admissible directions at x 0 such that h 1 = h 2 . From (1.2), for λ = 
The fact that
→ 0, when t → 0 + completes the proof. 
Proof. By contradiction, suppose that there ist > 0 such that
Hence, there exists y
From α(·)-monotonicity of differential quotients (Proposition 2.3) for t 0 = 0 we get
for 0 < t <t. Since the limit f ′ (x 0 ; h) exists at x 0 in direction h, passing to the limit with t → 0 + we get a contradiction. 
and, if, moreover, K is normal, then
Proposition 3.4. Let X be a normed space and let Y be a Banach space. Let f : X → Y be strongly α(·)-k-paraconvex (on X) and locally bounded at x 0 , where K ⊂ Y is closed convex and normal cone. If directional derivative f ′ (x 0 ; h) exists and is linear with respect to h for all h ∈ X, then f
is continuous with respect to h on X.
Proof. By Proposition 3.3 there exist L > 0 and δ > 0 such that
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Let us fix ε > 0. For t > 0 sufficiently small we have
where γ is a constant from the definition of normal cone. Let us take δ = ε 2Lγ . From (3.2) and from the fact that K is normal
The following Krein-Rutman Theorem will be used in the proof of Proposition 3.6. 
is nonempty.
As a consequence of Theorem 3.5 we get the following proposition. 
(ii) From the fact that Y * is reflexive weak-* closure of convex set in Y * is the same as strong closure ( [15] , Theorem 3.12). We have
Proof. (i).
From Krein-Rutman Theorem 3.5 set P k is nonempty. Let us prove the following inclusion
Let us take y * ∈ cl L * , i.e. for all k ∈ K we have y
We get y * ∈ K * and inclusion (3.6) is true. Now let us show the opposite inclusion (3.7)
Let us takeȳ * ∈ K * . In every neighborhood V of pointȳ * there is
On the other hand, in every neighborhood of y * V there is ℓ * i from L * . In consequence in every neighborhood ofȳ
Now we are ready to prove the Gâteaux differentiability of strongly cone paraconvex mappings. The following result holds. Theorem 3.7. Let X be a separable Banach space. Let Y be reflexive and separable Banach space. Let K be closed convex and normal cone in Y, k ∈ K. Let f : X → Y be strongly α(·)-k-paraconvex (on X) and locally vector-bounded. Then f is Gâteaux differentiable on some dense G δ set.
Proof. We use the notation of Proposition 3.6. We will show that the limit f ′ (x 0 ; h) exists and is linear (with respect to h) for all x 0 ∈ A 0 , h ∈ X, where 
We have K =L, whereL is a cone satisfying From Theorem 2.5 we get the existence of the limit lim there is δ > 0 such that for 0 < t < δ we have f (x 0 +th)−f (x 0 ) t −f ′ (x 0 ; h) ≤ 1.
In consequence, from inequality (3.9), there is N > 0 such that for m > N and for 0 < t < δ we have (3.10) |g m (t) − g(t)| ≤ εM for some M > 0.
Passing to the limit in (3.8) we get
