Abstract. The projective space of R n has a natural open subset: the set of lines spanned by vectors with all coordinates > 0. Such a subset can be defined more generally for any partial flag manifold of a split semisimple real algebraic group. The main result of the paper is that this subset can be defined by algebraic equalities and inequalities.
1. Preliminaries 1.1. Let g be the Lie algebra of G over R. The givenépinglage of G can be specified by giving a set (e i , f i ) i∈I of Chevalley generators of g. Then h i = [e i , f i ] span the Lie algebra t of an R-split maximal torus T of G.
For any i ∈ I, a ∈ R, we set x i (a) = exp(ae i ) ∈ G, y i (a) = exp(af i ) ∈ G.
Let Y (resp. X) be the free abelian group of all homomorphisms of algebraic groups R * → T (resp. T → R * ). We write the operations in these groups as addition. Let , : Y × X → Z be the standard pairing. For i ∈ I, there is a unique elementα i ∈ Y whose tangent map takes 1 ∈ R to h i . Let α i ∈ X be defined by tx i (a)t −1 = x i (α i (t)a) for all a ∈ R, t ∈ T . Let X + be the set of all λ ∈ X such that α i , λ ∈ N for all i ∈ I. For i ∈ I let i ∈ X be defined by α i , i = 1 and α j , i = 0 for j = i. Then { i |i ∈ I} is a Z-basis of X. For λ ∈ X we set supp(λ) = {i ∈ I| α i , λ = 0}.
If H is a subgroup of G and g ∈ G, we write g H instead of gHg −1 .
1.2. Let B + be the Borel subgroup of G that contains T and x i (a) for all i ∈ I, a ∈ R. Let B − be the Borel subgroup of G that contains T and y i (a) for all i ∈ I, a ∈ R. Let U + , U − be the unipotent radicals of B + , B − . Let n − be the Lie algebra of U − . For any subset J of I, let P + J be the subgroup of G generated by B + and by {y j (a)|j ∈ J, a ∈ R}. Note that P 
We regardÛ − naturally as a completion of U − . The algebra structure on U − extends naturally (by continuity) to an algebra structure onÛ − .
There is a unique imbedding U − ⊂Û − compatible with multiplication such that
Let B be the canonical basis of U − (see [L1] ). Since B is compatible with the decomposition U − = ν U − ν , any element ofÛ − can be written uniquely as an infinite sum (a) b∈B c b b where c b ∈ R. In particular, any element u ∈ U − can be written uniquely as an infinite sum (a). For any i ∈ I, we define r i : B → N by
is an open subsemigroup (without 1) of U ± , independent of the choice
The second equality is proved in [L2, 8.7] .) This is an open subset of B. Let B ≥0 be the closure of B >0 in B. For J ⊂ I we set 1.6. For λ ∈ X + , let Λ λ be a simple algebraic G-module of finite dimension with a non-zero vector η λ such that
It is clear that this extends naturally (by continuity)
to aÛ − -module structure on Λ λ . If u ∈ U − , the action of u on the G-module Λ λ coincides with the action of u in theÛ − -module Λ λ .
For
Let B(λ) be the set of all b ∈ B such that r i (b) ≤ α i , λ for all i ∈ I. According to [L1, 14.4.11] L2, 8.12] .) This proves (e). The proof of (d) is entirely similar.
0 , pos(B 1 , B 1 ) ∈ W J ; moreover, the map π : X → B given by π(B 1 ) = B 1 is continuous. Now let B ∈ B ≥0 be such that B ⊂ P . We clearly have B ∈ X and π(B) = B . There exists a sequence (B n ) n≥1 in B >0 such that lim n→∞ B n = B. Then for each n we have B n ∈ X and by the first part of the argument, we have π(B n ) ∈ B ≥0 . Using the continuity of π and the fact that B ≥0 is closed in B, it follows that π(B) ∈ B ≥0 . Hence B ∈ B ≥0 . Similarly, B ∈ B ≥0 . The lemma is proved. There is a unique u ∈ U + such that B = u B − . Since B ∈ B ≥0 , we must have u ∈ U + ≥0 , by an argument in the proof of [L2, 8.4] . By [L2, 2.8], there exists w ∈ W , (i 1 , i 2 , . . . , i k ) ∈ I w and a 1 , a 2 , . . . , a k in R >0 such that If λ ∈ X + and x ∈ Λ λ , we say that x > 0 (resp. x ≥ 0) if all coordinates of x with respect to λ B are > 0 (resp. ≥ 0). If L is a line in Λ λ , we say that L > 0 (resp. L ≥ 0) if for some x ∈ L − {0} we have x > 0 (resp. x ≥ 0).
Proposition 3.2. Assume that λ ∈ X
+ is such that supp(λ) ⊂ I − J.
We prove (a). We argue as in the proof of [L2, 8.17] . We choose [L2, 8.17] . This proves (a).
We prove (b). If P is as in (b), then P is in the closure of P J >0 in P J , hence the line L λ P is a limit of a sequence of lines L λ P with P ∈ P J >0 to which (a) is applicable so that
It is easy to see that N i ≥ 0. We have the following partial converse to 3.2.
Theorem 3.4. Assume that
The proof will be given in 3.12.
Lemma 3.5. We fix i ∈ I. For any ν = i ∈I ν i i we set
We argue by induction on i ∈I ν i . If ν = 0, the result is trivial. Assume now that ν = 0. Then we may assume that x = f i x for some i ∈ I and some x ∈ U ν where ν = ν − i ∈ N[I] and that the result is true for (x , ν ) instead of (x, ν).
; hence, by the induction hypothesis we have We prove (a). We have B = g B + where g = uẇ with u ∈ U + , w ∈ W . Ifẇη λ = ξ λ , then uẇη λ ∈ L λ B is contained in the sum of weight spaces of Λ λ corresponding to weights strictly higher than w 0 (λ), contradicting our assumption. Similarly, ifẇη ζ = ξ ζ , then uẇη ζ ∈ L ζ B is contained in the sum of weight spaces of Λ ζ corresponding to weights strictly higher than w 0 (ζ), contradicting our assumption. Thus, we must haveẇη λ = ξ λ andẇη ζ = ξ ζ . Henceẇ Using (b) and the analogous statement for λ, we see that the assumptions of Lemma 3.9(a) are satisfied; hence, pos(B + , B) = w 0 . The lemma is proved.
