Abstract. We provide the drawing of the output of dynamical system (Σ), particularly when the output is rough or near instability points. (Σ) being analytical in a neighborhood of the initial state q(0) and described by its state equations, its output y(t) in a neighborhood of t = 0 is obtained by "evaluating" its generating series. Our algorithm consists in juxtaposing local approximating outputs on successive time intervals [ti, ti+1] 0≤i≤n−1 , to draw y(t) everywhere as far as possible. At every point ti+1 we calculate at order k an approximated value of each component qr of the state; on every interval [ti, ti+1] 0≤i≤n−1 we calculate an approximated output. These computings are obtained from the symbolic expressions of the generating series of qr and y, truncated at order k, specified for t = ti and "evaluated". A Maple package is built, providing a suitable result for oscillating outputs or near instability points when a Runge-Kutta method is wrong.
Introduction
The usual methods for drawing the output of dynamical systems consist in providing the drawing of a piecewise linear function or at best, a smooth sketch. These methods are based on an iterative construction of isolated points (RungeKutta).
The problem is that this drawing disregards or smooths the oscillations which may be interesting in physics or biology. For instance, the detection of climate cycles in climatology, the study of the synchronization of oscillations in biology and particularly the pharmacodynamy describing the effect of a drug on the organism, would be processed by the knowledge of an exact drawing of the model. Our idea is to obtain a drawing which preserves the oscillations as far as possible.
Rather than calculate numerous successive approximate points y(t i ) i∈I , it can be interesting to provide some few successive local curves {y(t)} t∈ [ti,ti+1] 0≤1≤n−1 . In a previous paper [2], we provided a method for drawing the solution curve of differential equation. We had to compute the new values of the output and its derivatives at every initial point (t i ) 0≤1≤n−1 . In the case when we consider a dynamical system, we have to calculate, for every interval [t i , t i+1 ], the new state q(t i ) instead of computing the new output y(t i ) and its derivatives. And then, we introduce the computing of the generating series (G qr ,t ) 1≤r≤N associated with the r th component of the state q = (q 1 , · · · , q N ) instead of only computing the generating series G y,t associated with the output.
The computing of these local curves can be kept partly generic since a generic expression of the generating series G y,t , (G qr ,t ) 1≤r≤N of the system can be provided in terms of (q r , t). The expression of the local curves {y(t)} t∈ [ti,ti+1] is only a specification for t = t i at order k of the formula given in Section 3.
Preliminaries

Affine System, Generating Series
We consider the nonlinear analytical system affine in the input:
-(f j ) 0≤j≤m being some analytical vector fields in a neighborhood of q(0) -g being the observation function analytical in a neighborhood of q(0).
Its initial state is q(0) at t = 0. The generating series G y,0 , in noncommutative variables, is built on the alphabet Z = {z 0 , z 1 , · · · , z m }, z 0 coding the drift and z j coding the input u j (t). Generally G y,0 is expressed as a formal sum
Fliess's Formula and Iterated Integrals
The output y(t) is given by the Fliess's equation ([4] ):
where G y,0 is the generating series of (Σ) at t = 0: 
