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The real time Variable Bit Rate (rt-VBR) service class defined by the ATM Forum is 
proposed to support continuous transmission of bursty traffics, such as compressed audio 
and video streams. Unfortunately, the characteristics of these traffics are difficult, if not 
impossible, to define. Consequently, excess resource, in terms of its peak cell rate and 
maximum burst size, must be reserved to accommodate the fluctuation in transmission 
rates in order that the Quality of Service (QoS) requirements can be adequately 
guaranteed. However, it is well known that temporal media of video is highly tolerable to 
short-term distortions (or breaks). Hence, it should be possible to maximise the video 
throughput by selectively discarding the least important video components of the video 
data streams while at the same time preserving the most important components. MPEG 
compressed video streams follow a strict hierarchical structure, which can be exploited 
by a selective discarding technique implemented at the A TM switch. The hierarchical 
structure comprises of the smallest encoding unit, Block, Macroblock, Slice, Frame, 
Group of Pictures, and Sequence. 
By discarding at the slice level rather than at the cell level, freed resources can be used to 
provide enhanced support to the rest of the data stream without introducing significant 
distortion in the reconstructed sequence. By considering also the different importance of 
coded frames: I, P, or B, the impact of the distortion due to selective discards can further 
be reduced. Unlike the selective cell discarding mechanism based on the Cell Loss 
Priority (CLP), early slice discard discards remaining cells belonging to a slice where one 
or more cells have already been lost. This prevents the forwarding of cells belonging to 
corrupt video slice through the A TM network, thereby conserving bandwidth. 
In this project, we propose and evaluate an approach to delimit and tag such independent 
video slice at the ATM layer for early discard. This involves the use of a tag cell 
differentiated from the rest of the data by its PTI value and a modified tag switch to 
facilitate the selective discarding of affected cells within each video slice as opposed to 











selective discard algorithm to be implemented at the tag switch is proposed to carry out 
slice level discard operations based on slice priority, length and time to live. 
Results obtained from simulations show a marked improvement in the performance of J-
frames in terms of loss, throughput and delay compared to convectional transmission 
methods. Consequently, the performance ofB-frames and (P-frames to an extent) shows 












When a buffer at an ATM switch reaches overflow conditions, all incoming cells are 
automatically discarded, as they cannot be accommodated. More sophisticated techniques 
allow for low priority cells to be discarded first. VBR MPEG video is encapsulated into 
the payload of A TM cells and under congestion cells from any frame type can be 
discarded. When this occurs, reeonstructing the original macroblocks of the frame 
becomes extremely difficult if not impossible. This can lead to error propagation as the 
subsequent macroblocks that were predicted from the lost one cannot be recovered. Quite 
clearly, it is much more preferable to lose predicted macroblock than to lose a 
macroblock from which subsequent macroblocks were predicted from. The A TM switch, 
however, is a layer 2 device and as such is incapable of interpreting application layer 
data. This means that when it discards arriving cells, and for whatever reason, it does so 
without determining first the relative importance of the cell in relation to the rest of the 
encoded video stream. The encoded video is highly hierarchical. This means that there 
are sections within the encoded stream that are much more important than others. The 
only option when attempting to protect this priority data is to reset the CLP bit on the 
cell's header for all cells that belong to base frames in order to depict their imp0l1ance. A 
base frame is one from which one or more subsequent frames are predicted. This of 
course cannot always work, as the network is quite free to set this bit should conditions 
deteriorate. 
The greatest advantage of A TM is its ability to transmit cells at high speed, mainly thanks 
to its constant sized small cell as well as its relatively low overheads. ATM cells are 
rapidly switched through based on their channel and path identifies only. It is these 
admirable properties of ATM that are proving problematic when compressed video and 
voice are involved. As explained earlier, the loss of base material in a video frame can 
result in propagating errors. This leads to a visible and annoying degradation of the 
content. It is our argument that where the loss of A TM cells must occur, great 
improvement in the received quality of the video can be had by having the A TM buffer 











frames. We aim to show that the bad throughput of a video stream (measured at the 
application layer) can be greatly reduced as well as getting a marked improvement in 
QoS when the A TM switch adopts a pre-emptive selective slice discard algorithm 
(PSSD). The bad throughput is defined as the ratio of errered received slices as 
percentage of the total received. The PSSD discard algorithm discards cells at the slice 
level pre-emptively in an effort to maintain the queue level at a moderate utilization level. 
Slices arriving at or already in a queue are discarded based on their priority, length and 
time to live (TTL). We derived the TTL from user-specified maximum transfer delay. 
Due to the encapsulations that are carried out by the various higher layer protocols and 
also due to the SAR process, the loss of a single cell can corrupt an entire packet or 
frame. If the receiver can carry out no corrective actions, then carrying these corrupted 
SDUs is a waste of precious network resources, as the end station will discard them. It is 
thus widely recognized that it makes greater sense to discard an entire higher layer SDU 
that has experienced some losses (and is thus corrupted) and therefore greatly enhance 
good throughput. The selective packet discard algorithm (SPD), as well as the early 
packet discard (EPD) algorithm addresses the challenges for IP over ATM transmissions. 
We propose extending these ideas to compressed MPEG video transmission by applying 
SPD or EPD at the slice level. It is widely recognized that the video slice forms the basic 
hierarchy of compression. This means that no decoding can occur until an entire video 
slice is first received. Based on the above logic, it therefore makes sense to drop a slice 
belonging to frame rather than a cell. Further it is well known that the MPEG hierarchy is 
composed of three types of frames each having a relative level of importance compared 
to the others. Thus we propose also to extend the selective and early slice discard 
algorithms so that they take into consideration the frame type when a cell is being 
considered for discard eligibility. 
In order to carry a selective or early video slice discard policy at the ATM buffer, it is 
necessary that the ATM switch be enabled to allow it to recognize the boundaries of a 
video slice from a cell stream. We discuss some of the approaches that have been made to 
enable this feature, the majority of which rely on using the eLP bit in the cell header. The 











present our approach, which makes use of the resource management cell as a tag cell to 
accomplish the above objectives. Resource management cells are demarcated in A TM 
with a PTI value of 6 ( 110 binary) with the first byte in the payload being used to identify 
the type of RM cell. The tag cell specifies several parameters that identify the slice to the 
ATM tag switch including slice type, length and time to live. A pre-emptive slice discard 
algorithm applied to the tag switch results in improved buffer level performance for high 
priority video data at the expense of low priority data. The proposal is flexible in that it 
can be scaled up to tag frames and/or GoPs in addition to tagging slices. It is simple to 
implement since RM cells are already known to the ATM switch and all that is required 
is for additional routines to be added to the main routine that handles RM cells in the 












2 MPEG Video Compression Concepts 
2.1 Introduction: Real time video applications 
The large bit rates required for the transmission or storage of raw digital video means has 
until recently, the wide scale usage of video was restricted to the analogue domain. The 
introduction of the MPEG [7][28][29] compression standard has spawned a large number 
of digital video applications including DVD, CATV and HDTV. These can be divided 
into two categories; real time video applications and non-real time applications. Real time 
video applications include video conferencing, tele-school, broadcast or streamed video 
and instructional video. Instructional video includes the use of video to convey 
instructions to a lecture hall, or a team of doctors remotely located or communicating 
with the mars pathfinder to help it navigate the rocky terrain of a Martian planet. In all 
cases, real time video has stringent delay and jitter bounds and in some cases loss bounds. 
Certainly, the loss of vital compression headers on a video stream can lead to catastrophic 
consequences. Currently, three MPEG compression standards are available for 
efIiciently compressing digital video. All of them are lossy algorithms and result in a 
somewhat degradation in quality level from the original video. MPEG 1 [41] is intended 
for the compression of non-interlaces video up to VHS quality levels [7]. MPEG 2 
[44][7J[IO][ 15][ 16] followed up to accommodate higher quality level specifications (up 
to HDTV) and to support interlaced video. Both MPEG 1 and MPEG 2 have an average 
bit rate of2 8 Mbits/s. MPEG-4 [8][41][42][30][38] was designed to support the 
compression of visual objects resulting in greater encoder side flexibility and with a bit 
rate that varies from as low as 60 Kbitls to as much as 5 Mbits/s. 
2.2 Video hierarchies 
At the most fundamental level, a video stream is composed of pixels, each pixel having 
three octets, each one specifying the level of each of the primary colors (red, blue and 











macroblock. It is at the macroblock level that MPEG carries out spatio-temporal 
compression. Macroblocks may be lined up to form a slice. The MPEG standard [27J 
restricts a slice to a single line, although it may be composed of indeterminate number of 
macroblocks. Slices form a single frame and frames form a single GOP. Each hierarchy 
has an identifying header, which is useful to prevent large-scale propagation of errors 
through re-synchronization. As mentioned, compression is carried out at the macroblock 
level and this allows for great flexibility in fine-tuning the bit rate out put. Compression 
of video is carried out through the elimination of both spatial and temporal redundancy. 
Spatially, studies [7][28J have shown that the human eye is highly perceptive to changes 
in the image luminance levels and less so for changes in the chrominance levels. 
Furthermore, inter-frame correlation in any given video sequence is quite high so that a 
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2.3 MPEG 1 and MPEG 2 
For spatial redundancy removal, the MPEG compression standards for MPEG 1 and 
MPEG 2 uses the DCT in conjunction with run length entropy codes such as the Huffman 
codes. The DCT is applied on each macroblock in a process that separates out the high 
frequency chrominance components from the low frequency luminance components. 
Further, a quantization process is carried out on the DCT coefficients before entropy 
coding is carried out. Quantization is carried out to eliminate the high frequency 
components by use of a quantization matrix whose entries are manipulated by a 
quantization factor. The so-called MQUANT [41]. 
Temporal redundancy removal is carried out using motion prediction vectors. Consider a 
macroblock on a frame i. In most cases, we can obtain this frame from the macroblock on 
the previous frame iI, displaced x units in the X direction and y units in the Y direction 
from a point of reference. Thus, it is only necessary to transmit (or store on a disk) the 
motion vectors for such a macroblock rather than the macroblock itself. To improve the 
quality of the decoded image, the error difference between the predicted and actual 
macroblock is also transmitted (after spatial compression has been carried out on it). We 
can predict a macroblock using only the previous frame or both the previous and next 
frame. It is therefore clear that three types frames are identifiable using the MPEG 112 
compression standard. These are 
• Intra coded (1) frames: these frames are coded only in the spatial domain. 
They provide a valuable point for re-synchronization and therefore possibly 
stop propagating errors. I frames show the lowest compression efficiency. 
• Predicted (P) frames: These are frames predicted from the previous frame. 
P frames have a lower bit rate that I frame. They do however; require the 
presence of the frame from which they were predicted from in order to be 
correctly decoded. 
• Bi-directional predicted (B) frames: B frames predicted from both the 
previous and next frames and therefore show the highest compression 











was predicted from before it can be decoded. Thus, in the transmission of 
MPEG frames, B frames are transmitted after both P (or 1 or B) frames that 
are used for its prediction. 
MPEG 1 and MPEG 2 achieve a compression ratio that is as high as 100: 1. 
2.4 MPEG 4 Compression 
The MPEG 4 video stream is hierarchically coded as follows: 
Visual object sequence (the entire stream) 
Video object (e.g. a face) 
Video object layer (each layer enhances the video object) 
Group of video object planes (similar to a GOP, but for a video object) 
Video object plane (similar to a sliee but can be irregular shaped) 
Macroblocks (4:2:0 chroma format) 
Every hierarchy offers a point at which the bit rate may be varied. The macroblock level 
is coded using the DCT. The level of compression is determined by the spatio 
quantization matrix whose magnitude can be varied. The video object plane uses shape 
coding to define the video plane object. In general, a rectangular shape is chosen except 
at the video object boundary. Research is ongoing for the optimal video object plane 
shape at the boundary of a video object. The video object plane may be intra-coded (I) or 
inter-coded (P or B). Video object planes make up a group of video object planes. Several 
groups of video object planes make up a video object layer. Video object layers enhance 
the resolution and overall quality of video objects. Several video objects combined make 
up the video sequence. 
For example consider the following scenario: in a teleconferencing session, we have a 











and the background. Techniques exist for deconstructing each frame into the various 
visual objects that make it up. The visual stream can thus be deconstructed into two 
visual objects, namely, a face object and a background object. For the background, we 
may choose to use only one layer and three layers for the face object. The first face video 
object layer contains only enough information to allow for accurate identification of the 
subject's face. The other two video object layers enhance the facial identification 
progressively. Furthennore, each layer (one for the background and three for the face) is 
composed of video object planes. Each video object plane has a regular shape 
(rectangular and we assume the same for the boundary case in order to simplify the 
example) and is coded (either intra- or extra-coded). The level at which a video object 
plane is coded can be controlled (spatial adjustments) this has an effect on the quality 
level of the video object layer's bit rate. In addition, for the face video object, we can 
control the number of face video object layers that are transmitted (temporal 
adjustments). Thus, MPEG 4 allows us to tune the final bit rate value in either the spatial 
or the temporal domain or both. MPEG 4 shows the widest variation in out put bit rate, 
from as little as 60 Kbits/s to as high as 5 Mbits/s. 
2.5 Statistical Characteristics of encoded (MPEG) video 
Statistically, MPEG coded video can be described in tenus of the frame size (GOP size) 
distribution or in tenus of the frame size (GOP size) auto-correlation function. 
Table 2.1 shows some of the statistics gleaned from the empirical trace "star wars" from 
Bellcore [2][5] and figure 2.2 (a) shows the frame trace taken for the movie. The GOP 
pattern is also displayed in figure 2.2 (b). The movie is encoded using 12 frames per GOP 
so that there are just mer 3000 GoP ( 40000 frames). Note the variable bit rate eVBR) 
nature of the sequence and that the peaks represent I frames. The trace is widely used in 
the field of MPEG tramc analysis and characterization. The average bit rate for this trace 
is 0.36 Mbps and runs for about two hours. In figure 2.3, we show the auto correlation 
function for Gaps of the above trace. We see that the fall off is not exponential and thus 











Table 2.1: statistical properties of the trace "star wars" 
Frame I P B All GOPs 
Mean rbits 1 60144 23192 7216 15599 187185 
CoY 0.33 0.64 0.67 1.16 0.39 
Peak I mean 
Vi 
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Figure 2.2: (b) The GOP trace of the same movie 
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2.5.1 Frame size measurements distribution 
Figure 2.4(a) shows the histogram distribution of frame size for the I frame subsequence 
while figure 2.4(b) shows the histogram for the B frame subsequence. A similar 
histogram is obtainable for the P frame subsequence. We note that the distributions 
shown by each subsequence can be approximated by several mathematical distributions 
including the normal, lognormal and gamma distributions. 
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Figure 2.4: (b) B Trame histogram subsequence 
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Figure 2.4: (c) The histogram distribution for the entire sequence. Note the similarities between this 











2.5.2 GOP size measurements distribution 
The GOP size histogram is displayed in figure 2.5. It can be observed that the distribution 
is remarkably similar to that of the frame size histogram (and their subsequences). Thus, 
distribution can also be approximated by the same distributions as mentioned in section 
3.4.1. The next section describes the modeling of MPEG GOP size distributions. GOP 
size models capture the- long-range dependency of a video trace better than frame level 
models. 
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Figure 2.5: The GOP size histogram 
2.6 Modeling MPEG Video 
The behaviour of an MPEG video trace can be modeled mathematically in order to 
abstract certain aspects of the video trace for scrutiny. A mathematical model of a video 











MPEG video at a multiplexing buffer. Using a mathematic model, as opposed to using 
real trace could simplify the analysis process, while at the same maintaining a high level 
of accuracy. MPEG video models are designed to extract statistical properties of the 
video stream that have an impact on network perfomlance. A second advantage for 
abstracting empirical video traces into simple models is a reduction in computational 
complexities and this allows us to test several network scenarios with minimum 
computing power, whi Ie maintaining the integrity of the results. 
An MPEG video model also allows one to provide connection traffic descriptors, such as 
the PCR, SCR and MBS, for CACIUPS purposes. Traffic models are generated by first 
obtaining fitting parameters from actual empirical data. This is done by matching certain 
statistical characteristics of an actual video footage and the model under consideration. It 
has been shown that the auto-correlation structure of a video sequence has the greatest 
impact on the queuing performance of a statistical multiplexer. It is therefore important 
that the selected model capture this property well. 
There is a large variety of models that have been proposed in the literature, see for 
example [2][3][17][20J. But they can all be classified into three categories: 
1. Markov chain based models 
2. Auto regressive processes (ARP) 
3. Fractal models 
2 and 3 are beyond the scope of this study and will not be described further. See 
references [2][17] for further explanations of these types of models. 
2.6.1 Multi-layered approach 
In this approach, an attempt is made to capture the behaviour of MPEG video at various 
time scales. A typical trace will show quite a wide variation in statistical propeliies at the 
cell level frame level, GOP level and scene level. Table 2.2 shows the various time scales 











Table 2.2: The time scales for various video layers 
2.6.1.1.1 Layer 
Cell level 
[2.6.1.1.2 Time scal_e ____ ---i 
. Several microseconds 
• 40 ms (PAL sequence) 
200 ms (12 frames 
Several seconds 
video) 
Whichever layer is selected, the resulting model should be validated and it should have at 
least some the properties below 
Capture the long range dependencies 
Predict cell loss for reasonably sized buffers 
Predict other network performance parameter as accurately as possible 
In the following sections, we describe three models that model the GOP size. All three 
models are markov chain based with the simplest them all being the histogram-based 
model. The first order markov chain is slightly more complex but captures the long 
dependencies better. Lastly, a scene based markov chain is described that has the ability 
to match the auto correlation features of the empirical trace much better than the other 
two. 
2.6.2 The histogram model 
The histogram model is known as a zero order markovian chain. A markovian chain is a 
state transition diagram with a finite number of states. Each state has a transition 











probabilities. The size of the matrix is bounded by the number of states that are specified 
by the markov chain. 
The histogram model is used for the GOP size generation using a geometric distribution. 
From the empirical data, the number of states M is established. Each state i represents a 
range of GOP sizes. The size of each range is determined by the number of states there 
are for the given range. The higher the quantization interval that is used, the better the 
model will be at correlating the empirical data. A closer inspection of the GOP size 
distribution reveals that it closely matches a log-normal distribution [1]. A gamma 
distribution is suggested in [2]. 
The frame size generation process is as follows. The model generates a GOP size. We 
multiply this with a scaling factor A. The scaling factor is obtained by dividing the mean 
frame size of the empirical data with the mean GOP size. As an example, consider the 
following. 
A typical GOP has an "I" frame, three "P" frames and eight "B" frames. Now suppose 
the GOP has a mean value of KTR bytes, then by observing the empirical trace, we can get 
an estimate of the mean size for each frame type in that GOP. We let these be 'VI, 'VB and 
'Vp. then it follows that 
AI = 'VI f KTR 
AP = 'Vp f KTR 
AB= 'VBf KTR 
We then use these values on the GOP size generated by the model. Furthermore, this 
scheme has the added advantage that it is able to capture the periodic nature of the 
original trace without much effort. 
Figure 2.6 shows a markov chain for generating the GOP size process. Below we also 
show the 1 X M transition matrix that generates the transition probabilities. Pij is 











Where It; is the number ofGOPs in the interval qi, and 
N = .Elli (i O.1,2 ... M~1) 
P = [P(O)(l) P(1)(2) P(2)(3L' "POVt-2)(M-I)] 
Figure 2.6: Transition diagram for the histogram model. The transition matrix P is shown also 
Associated with each interval qi is Ilqi that represents its mean value. For each transition 
from interval qito interval qi+l the value, Ilqi is generated. 
2.6.3 Higher order markovian chains 
The histogram model, which in fact, is a zero order markovian, is sufficient for low lags. 
It cannot however capture the long-range correlation of the empirical data. This problem 
is tackled by using higher order markovian chains. Higher order markovians differ in the 
following respects to the histogram model. 











The estimation of the entries for the transition matrix 
The number states or quantization intervals is calculated from the following equation 
Qi = (maxGOP - miIlGOP) I k 
The value of k represents a quantization value. Mill GOP and maxGOP are the minimum 
and maximumGOP values of the empirical trace respectively. 
The transition matrix is now M x M size and its entries Pij are estimeted as folows 
llij is the number of transition from state i to state j and 
Ni Ellik (k = O,I .•• M-l) for the interval qi 
also note that r,Pij = 1 U = O,1. .• M -1) 














Figure 2.8: The entries for the transition diagram of fig 5 
Figure 2.7 shows a three state markov chain. Note that in reality we need states of the 
order of 500 or more. Figure 2.8 shows the corresponding transition matrix. In the case of 
the higher order markovian, the current state depends on the previous state and not on its 
neighbouring states. This is in direct contrast to the histogram model where the current 
state depends on the previous state. The consequence of this is that with the higher order 
markovian it is not necessary that the next state be the neighbouring state. 
As with the histogram model, for every transition from interval qia mean value J1qi is 
generated. 
Higher order markovian chains show a better auto correlation with the empirical data 
even at higher lags. The auto correlation function however, falls off exponentially and 
therefore the model fails to correlate at much higher lags. This model is therefore not 
suitable for estimation of say cell loss for large buffers. We may however, point out that 
for most real time traffic applications, the tight end-to-end delay bounds means that we 
may not use large buffers. The model is therefore adequate for the modeling of real time 
traffic. 
2.6.4 Scene-based markovians 
For the video sequences where the activity content is high, it is necessary that the model 
capture the various changes that go with scene variations. To accommodate this, we use a 











two GOP size-generating models described earlier. In [2] a method of capturing scene 
changes is proposed which we describe below. 
Let Gi describe the liz GOP size and n is the GOP number. Then 
where if is the standard deviation of the ith GOP. 
The scene boundary bi is located where the inequality 
ICllew - Cold I (n - bi-l + 1) > '1/ 
holds. 
Cllew and Cold are the current and previous coefficients of variation (Co V) as calculated. '1/ 
is a threshold value that we select. 
We note that we can capture more scene changes if we lower '1/. 
The above algorithm can be used to estimate the scene length Sf and the scene size Sz. The 
scene size is obtained from summing up the GOPs for each scene and working the 
average value. 
The scene length controlling markov will have M states and each interval q i will 
represent a class of a scene. We can define the classes based on the amount of activity 
that we are willing to tolerate. This in tum is given by the threshold '1/. 
The scene based markov chain captures the long dependencies much better than the other 
two models and is adequate for modeling high activity content such as live sport 











3 ATM Networking Concepts 
A network is a collection of nodes interconnected by links. The purpose of such an 
interconnection is to convey data from one node via an intermediate number of other 
nodes to a final destination node. The form and type of data often varies from one 
network to another, for example, a telephone network conveys voice signals whereas a 
computer network conveys packet signals. The connecting links take on different forms 
too, including fiber optic cables, twisted pair copper cables, radio wave signals and even 
satellite signals. Figure 3.1 shows a typical representation of a network. 
The size of a network depends entirely on what the purpose of such a network is in the 
first place. In general, network sizes vary from a few metre squares to over a thousand 
kilometre squares. 
A network that uses its various nodes to switch data to its destination is said to be a 
switched network. There are two common types of switched networks available today, 
these are circuit switched networks and packet switched networks. A good example of a 
circuit switched network is the current telephone network and a LAN is an example of a 
packet switched network. Circuit switched networks work by first establishing a direct 
connection to the end destination node before any attempt is made to send the data. This 
is clearly highlighted by telephone customers who must first dial the receiver's number, 
wait for the receiving party to connect the line by lifting up the handset, before any 
communications can take place. Indeed, until the 1980s, the circuit switched network was 
the only type of network widely accepted and therefore used. 
On the other hand, packet switched networks work by breaking up data into discrete 
pieces known as packets (and sometimes frames or cells). The packets are then switched 
through the network by the various nodes on a store and forward basis. This means that 













Figure 3.1: (a) shows a simple pOint to point network and (b) shows a complex one 
This of course can be likened to the postal system where letters that arrive at a post office 
must first be sorted out before being send on their next leg of their journey. Moreover, 
just like the postal system, packets can be and often are misplaced, misrouted or simply 
lost due to various reasons. In addition, the act of looking for the next hop route takes 
time and thus delays packets to a varying extent. Packet switched networks are a new 
phenomena and are a direct result of the recent explosive growth of the computer industry 
and the Internet. 
The major reason for the growth in packet switched networks is due to their efficiency in 
terms of bandwidth utilization. When two parties are connected in circuit switched 
network, the line that they use is unavailable to other connections, even during those 
periods that the line is idle. This, however, is not the case with packet switched networks 
since they are able to multiplex several connections over a single line. This type of 












Figure 3.2: an example of statistical multiplexing results in higher link utilization 
The key challenges facmg statistical multiplexing are: 
Fairly allocating the link capacity to the different sources 
Congestion; Congestion occurs when the switch that is carrying out the 
multiplexing receives more packets than it can store in its available memory storage. 
Congestion leads to packet discarding. Also note that packets are delayed when they are 
stored in memory at a switch. 
3.1 Designing a packet switched network: Common ground 
In order to design an effective packet switched network, we must first understand the 
type of services such a network will offer. The modem network is composed of two basic 
components that communicate with one another to accomplish tasks. The first component 
makes request for service and is therefore known as the client, and the second component 
grants the service to the client and is therefore known as the server. This client/server 
process is shown by figure 3.3. 
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The idea of server and client working together can be extended to the case of video 
conferencing. In this case both hosts must act as servers and both hosts must act as 
clients. Thus, video conferencing is characterized by high bit rates on both outgoing and 
incoming channels i.e. symmetrical transmission. Other examples of symmetrical 
transmissions include telephone calls and chat programs running on the Internet. 
Asymmetrical transmission include file downloads, video on demand, telemedicine etc. 
these are characterized by a higher bit rate on one channel than the other. Usually the 
channel with the higher transmission rate is referred to as the incoming channel. 
3.2 Network abstraction: the layered stack 
Designing a modern packet network is quite a complex and often difficult task. This is 
due the fact that modern networks are constantly changing and improving with time, with 
major modifications occurring quite frequently. The demands placed by the network 
users (applications) are also dynamic and their complexity is on the rise. 
To deal with this network designers have developed a general network architecture that 
abstracts similar network functions into different layers. The most widely referenced of 
all network architectures is the OSI (Open Systems Interconnection) reference model 
[34][35][36]. This blue print of all network architectures has seven well-defined layers 
that encapsulate the basic functions of a packet switched network. Figure 3.4 shows this 
reference model. 
Briefly speaking, the application layer defines those processes that directly interact with 
human users (in some cases other computers). This would include applications such as 
File Transfer Protocol (FTP) and Hyper Text Transfer Protocol (HTTP). These protocols 
define the different mechanisms for the transfer of different types of files, documents and 
other media. The presentation layer below this defines the different formats of the data 
that is to be transmitted. For example, the presentation layer has a set of protocols 











used to tie together different traffic streams to the same session. For example in a 
conferencing session, this layer ties in the video frames to the sound stream. 
The transport layer defines all the function that controls the flow of packets from one host 
to the destination host. The four layers defined above are located only at host nodes. They 
are not available at a network switch. 
The netvvork layer encapsulates those functions that are responsible for inter-nodal 
routing and traffic management. For A TM networks, the network layer would include the 
layer that manages and sets up virtual channels and virtual paths. The data link layer 
defines the actions responsible for the management of data at the frame level on link. 
This includes the actions taken to detect and correct bit errors and to manage link faults. 
'--A_P_p_1i_ca_t_io_n ____ ---'~nn __ n_n_ -lL._A_p_p_lic_a_ti_on _____ --' 
'--P_re_s_en_t_at_io_n ____ ---'~--unnn-u1L._p_re_s_en_t_at_io_n _____ -' 
'--N_le_t,,_'o_r_k _____ ---'~--u_nuu n1L._N_e_tw_o_r_k ______ -' 
'--D_a_ta_l_in_k _____ ---'~-unuuun1L._D_a_ta_l_in_k ______ -' 
Figure 3.4: the OSI network reference model 
The physicallayer encompasses the medium of transmission itself and all the rules 
governing thereof. Some examples of physical media include optic fiber, twisted pair 











switching and error detection and correction. Data at this level is handled as raw bit 
streams in form of el ectrical impulses (or electromagnetic radiation or light pulses). 
At the very top of this model, we have information represented in digital format. This can 
be anything that we wish to convey across to the receiving party. For example, in the case 
of a video conferencing session, the information will be frames recorded by a video 
camera. Each frame will have undergone a compression process in all likelihood for the 
simple reason that the uncompressed frame is too large! The compressed frame is then 
broken up into smaller pieces referred to as messages. Identifying headers would then be 
affixed to the end (or trailer) each of these messages before being passed down to the 
presentation layer. The presentation layer also carries out any processing required before 
affixing its own header to the received message before passing it on. At the end of it all 
the message segment, now called a packet would be switched through as a series of light 
pulses through a network to the destination node where at each layer, the corresponding 
header is stripped off, the packet processed and then passed on up. The final product 
being a complete frame being displayed on a display monitor. Of course this ignores a lot 
of the complexity involved in the entire process included such issues as error detection 
and recovery, audio visual synchronization and buffer management and control to name 
just a few. 
Specifying a network as a series of interconnected layers allows network designers 
several advantages. These includes 
It breaks down the design process into smaller well known modules and 
Allows for the expansion of a network without the need to overhaul the 
entire network. 
Allow network administrators to specialize therefore improving 
productivity. 
These features mean that networks are dynamic and certainly a lot simpler to design, 











the other layers. For example, when and if a network operator decides to migrate from 
twisted pair cable to fiber optic cabling, the higher layers are completely unaffected by 
this move. The following sections describe the operations of the current two most 
important network-switching technologies, the asynchronous transfer mode (ATM) and 
the Internet protocol (IP). 
3.3 The ATM Model 
A TM is a frame oriented transfer mode based on asynchronous time division 
multiplexing and the use of fixed length frames referred to as cells. Each cell has a five 
byte routing header and a 48-byte payload field used for information transfer. The 
header contains fields, which are used by intermitted nodes for the purpose of identifying 
cells belonging to the same virtual channel andlor virtual paths. In particular, the payload 
type indicator (PTI) is used to identify the type of payload that the cell is carrying. The 
first bit is used to indicate user or management data (0 - user 1- management), the second 
bit is used by ABR connections for BECN and FECN indication (0 -- no congestion 
experienced 1 congestion experienced) while the last bit is used by AAL 5 framing to 
indicate the last cell of an AAL 5 frame (bit set to 1). In addition, if the first bit is 1 
(management) the second bit being 1 and the third bit being 0 indicates a resource 
management cell (RM). The first byte of the payload is used to further identify the type 
ofRM cell that it is. 
ATM transmission preserves cell integrity as well as sequencing. The information field of 
the A TM cell is carried transparently through the network. The A TM transport protocol 
does not carry out any processing, like error control, on the payload. 
A TM allows for the transportation of different and separate classes of services by 
defining separate adaptation layers designed to meet the demands of the different classes. 
Each adaptation layer provides to its users service-specific functionality such as clock 
recovery, re-transmission requests and error recovery. All adaptation layer specific 











A TM networks are connection-oriented. Each connection is assigned a specific identifier 
that is in effect for the entire duration of the call. Connection identifiers are translated at 
every switching station from source to destination. These are known as virtual paths and 
virtual channels. Virtual path connections (VPC) are designated for specific traffic 
classes. 
The A TM forum defines five service classes to be supported on the network. The first 
two, constant bit rate (eBR) and real time variable bit rate (rt-VBR) are capable of 
supporting real time traffic whereas the remaining three support non-real time traffic. 
These are the non-real time variable bit rate (nrt-VBR), the available bit rate (ABR) and 
the unspecified bit rate (UBR) services. The rest of this project will only concern itself 
with CBR and rt-VBR services. 
The eBR services reserves enough capacity on a vpe to support a given transmission at 
the peak cell rate (PCR). This offers a higher QoS 1evel guarantee which, in fact, is 
similar to that offered by a circuit switched network. CBR connections can be wasteful in 
the sense that they fail to continually utilize the allocated bandwidth resulting in very low 
link utilization. To counter this problem, the ATM forum has also proposed the VBR 
class of service (both rt-VBR and nrt-VBR), which allows a user to reserve bandwidth at 
both the PCR and sustainable cell rate (SCR). The SCR is defined as being the upper 
bound on the average cell rate (ACR) taken over a sufficiently large period. Multiple 
VBR connections are set up under the assumption that the individual peak of a flow has a 
low probability of coinciding with that of any other flow. This has the very important 
implication that the sum of bandwidth requirements of all the flows is equal to the sum of 
the SCRs of all the flows as opposed to being equal to the sum of the individual PCRs. 
This leads to very high link utilizations at low cell loss occurrences. CBR and rt-VBR 
will be described further in section 2.2.4. 
3.3.1 The ATM reference model 











Application Layer: Application Layer: 
MPEG 2/4, HTTP, FTP, etc MPEG 2/4, HTTP, FTP, etc 
Adaptation Layer: Adaptation Layer: 
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Figure 3.5: The A TM reference protocol 
Applications such as an MPEG video stream reside over the adaptation layer. There are 
in fact different types of adaptation layers defined; each designed to support a separate 
traffic class with its own QoS requirements. AAL 1 is designated for CBR traffic classes 
because it maintains timing information as well some error detection and limited 
correction on the payload. AAL 2 was designed for rt-VBR traffic such as voice over 
ATM. AAL 5 was designed after AAL 3/4 were found have several short comings, for 
the transportation of framed data such as inter-LAN connections. One of the major 
problems that was found was the high payload overhead incurred by AAL 3/4. AAL 5 
has been defined to have the least overhead and this makes it excellent for various higher 
layers such as IP and framed video. Adaptation layer protocols in addition are responsible 
for the segmentation and de-segmentation of the A TM payload. The protocol data unit 
(PDU) is passed to the A TM layer for switching purposes. The A TM layer in addition to 
switching through ATM cells (after affixing a payload header) also carries functions such 
as admission control as well as flow policing. The physical layer below the ATM layer 
carries out transmission of cells as raw signals (optical or electrical). It is the 











3.3.2 More on the AAl 5 
The AAL 5 was specifically designed for real time connection oriented traffic. The 
protocol overhead has been hugely minimized so that only the essential adaptation layer 
functionalities are maintained. This means that the protocol data unit is simpler to process 
resulting in minimal delay in the assembly/disassembly process. AAL 5 was initially 
conceived by the computer industry as direct response to the complexities and difficulties 
of implementation they had with AAL 3/4.More recently, AAL 5 has dominated as thc 
adaptation layer of choice for the transmission of frame relay services and signaling 
messages. Like the other adaptation layer protocols, the AAL 5 has sub-layers that further 
differentiate the various functionalities of the adaptation layer. The service specific sub 
layer (SS) may be null and is responsible for providing service specific services to the 
applications above it. The common part (CP) sub layer is further divided into the 
common part convergence sub layer (CPCS) and the segmentation and reassembly (SAR) 
sub layer. The CP supports VBR traffic, both connection oriented and connection-less 
services. Figure 3.6 depicts the CPCS PDU for AAL 5. The payload has size range of 1: 
216 - 1 (65535 bytes). Padding is provided by the PAD field so that the payload size is a 
multiple of 40. This, together with 8-byte header equals the size of one ATM payload. 
The user-to-user (UU) field provides a transparent information transfer mechanism 
between two AAL 5 users. The common part indicator (CPI) aligns the trailer to a 64-bit 
boundary. Other uses for the CPI are still up for study. The length field defines the CPCS 
PDU size and this can be used at the other end to remove the PAD field. The 32-bit CRC 
allows for the detection and correction of bit errors in the CPCS PDU payload. 
CPCS-PDU PAD UU CPI Length CRC 
fl 655351 fO-401 rl1 rll r21 r41 











The CPCS PDU is transferred to the SAR sub layer for segmentation/reassembly. The 
only overhead that the SAR sub layer makes use of is the payload type field in the cell 
payload. The last bit is used to designate the end of the CPCS-PDU so 
segmentation/reassembly can startl. The SAR-PDU is then transferred to the ATM layer 
where a cell header is affixed resulting in a 53 octet ATM PDU. 
3.4 Support for real time video in ATM 
ATM has been designed to offer support for real time traffic and this makes it ideal for 
the transmission of real time MPEG. Applications such a packetised video transpOlt 
streams running over ATM are well suited to take advantage of the QoS guarantees that 
A TM offers. The adaptation layer of choice for the transmission of real time VBR video 
is the AAL 5. Its bare functionality provides the least complexity in the segmentation and 
reassembly process resulting in low latency for the video transport stream (TS). Figure 
3.7 shows how the TS packets from the encoded video are encapsulated into the CPCS 
PDU. The SAR sub layer then assemblies ATM cell payloads. 
The A TM forum has designated that only two TS packets are to be encapsulated into the 
CPCS service data unit (SDU). The reasoning behind this is to limit the potential jitter 
that can result from packaging too many TS packets [28]. The CPCS PDU has trailer 
appended to it (see section 2.2.2). The trailer has 32-bit CRC error detector as well as a 
16-bit length indicator. This sets the maximum CPCS PDU size to 216 - 1 octets. Note that 
because the length indicator is for the CPCS-PDU, the loss of a single cell at the ATM 
layer results in the entire PDU being errored. It is not possible to determine which cell 
was lost. This is a great drawback for the AAL 5 adaptation layer. It is up to the 
application residing above the AAL 5 to provide for mechanisms that can handle a 
defective CPCS-SDU. For real time video transmissions, are-transmission of the erred 
SDU is not viable. Error handling mechanisms such as error concealment may be used. 
Certainly, an erred CPCS-SDU is to be discarded. 
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Figure 3.7: AAL 5 segmentation of MPEG transport streams 
Despite this draw back, AAL 5 remains popular for supporting real time VBR MPEG 
over ATM. 
3.4.1 QoS Issues in ATM 
The ATM network provides QoS guarantees on the delay as well as loss probability for 
CBR and rt-VBR traffic. There is still a possibility, however, for cell loss events as well 
excessive cell delays to occur while in transit. The A TM forum [9] defines six QoS 
parameters, three of which can be negotiated at connection set-up. These are 
• Peak-to-peak cell delay variation (peak-to-peak CDV) 











• Cell loss ratio (CLR) 
• Cell error ratio (CER) 
• Severely errored cell block ratio (SECBR) 
• Cell misinsertion rate (CMR) 
The first three parameters are to be negotiated for at connection setup for CBR and rt-
YBR traffic classes. Table 3.1 is further illustration of this. 
Table 3.1: ATM QoS parameter specifications for the different traffic classes 
Attribute A TM layer service category 
CBR I Rt-VBR Nrt-VBR I UBR I ABR 
Parameters 
Peak-peak Specified Unspecified 
CDV 




* Specification of CLR for ABR services is network specific. 
The network commits to guarantee safe passage to all traffic from a source, provided that 
the flow is in compliance with the negotiated parameters. CBR sources can emit flows at 
the peak-negotiated rate at any time and for any duration of time. The source is also 
allowed to emit at well below the peak rate and even be silent for extended periods of 
time. CBR connections are well suited, though not limited to, real time communications 
such as high quality video transfers and voice communications. A delay bound is set on 
CBR flow and cells exceeding it are considered valueless (or decreased value). CBR 
connections are characterized by low bandwidth utilization and therefore offer high cost 











Rt-VBR connections must, in addition to the CBR parameters, negotiate a sustainable cell 
rate (SCR) as well as a maximum burst size (MBS). The source is only allowed to emit 
cells at the peak rate for a maximum duration equivalent to the MBS otherwise cells must 
be emitted at a variable rate such that the average rate over a long period is equivalent to 
the SCR. There is also a delay bound on rt-VBR flows beyond which the usefulness of 
the data is diminished. Real-time VBR is designed to support applications requiring real 
time support, which transmit at a VBR. Rt-VBR connections can be statistical 
multiplexed for higher bandwidth utilization therefore offering a lower cost per unit of 
bandwidth than CBR connections. 
ATM QoS parameters are guaranteed for the duration of the call provided that the source 
remains compliant. It should be noted that several factors limit a network's ability to 
guarantee the QoS parameters of a particular all of the time. These include 
• The network cannot know the duration of a call at call set up. QoS service 
conditions can easily vary with time due to factors beyond the control of the 
network operator. 
• Numerical QoS parameters may be given to precision beyond that which 
the network can support, measure or detect. 
All this means that QoS parameters are supported by a network over the long term and 











4 Transporting MPEG Video Over Packet Switched 
Networks: Issues and Challenges 
The main requirement for the successful transmission of MPEG video over a network is a 
constant and predictable delay. This is necessary in order to recover timing information in 
the transport stream (TS). This in turn is required in order to synchronize the various 
program streams that are in the TS. The very nature of packet switched networks means 
that various network actions such as node buffering and multiplexing ensure that the 
delay will not be constant but variable. This introduces packet jitter, which makes it 
virtually impossible to carry out any clock recovery actions. For non-real-time video 
services, a holding buffer can be employed to smooth out the inter-arrival rate of the TS 
so that there is no jitter. Such a solution is however, problematic when it comes to real-
time services since the holding buffer adds delay. A limited size buffer can still be used 
however, especially for the case where the real time service is non-interactive. Assigning 
a higher priority to real-time traffic is a viable solution for network jitter. In A TM, the 
CBR and rt-VBR classes of service are defined. The RTP protocol is defined for IP 
networks. In such a situation, a switch or router dedicates more resources to real-time 
traffic resulting in a lower delay (and low jitter). 
Encoded MPEG can consist of an audio component and a video component. Both 
components have a timing model, which allows synchronization at the decoder. 
A second feature of packet switched networks is their propensity to lose packets at 
switching points. A packet can be lost because it cannot be accommodated in a holding 
buffer. It can also be lost if there are errors in its routing headers or if the switching node 
misinterprets it. For real time traffic, packets that experience a delay beyond a limited 












Figure 4.1: Encoded video across an A TM network 
For the transmission of real time vide, the re-transmission oflost packets (cells) is not a 
viable option. In [49], a modified re-transmission scheme is proposed in which the re-
transmitted packet is used for the correct decoding the next dependent frames. This is 
especially crucial in the case when an I frame packet is lost resulting in error propagation. 
If the packet is retransmitted, then the extent of the propagating errors is reduced. The 
scheme however does not scale well to large networks. A better approach for handling 
packet losses is the use of forward error concealment techniques (FEC) [43]. FEe works 
by inserting redundancy into the TS, which allows for the successful recovery of k 
packets from a total of n packets assuming n-k redundant FEe packets, are inserted. FEe 
however, adds computational complexity at the receiving terminal and in addition, losses 
due to packet burst can result in the loss of FEe packets and thus the scheme would fail 
in such an instance. FEe also adds redundancy to the encoded TS. A third approach 
works by attempting to conceal from the viewer the "glitches" that would be observed as 
a result of lost packets. Error concealment techniques are discussed in [45] and [48]. The 
basis of error concealment is the use of spatial and temporal neighbouring macroblocks to 
replace the affected macroblock. The use of error concealment suffers a set back when 
large-scale losses occur from a transmission burst. In this case, image inconsistencies 
become glaringly obvious to the viewer. A fourth approach is proposed in [43] (with 
further enhancements proposed in [44] by the same authors) in which encoder adds 
robustness in the TS in order to trap errors and therefore prevent them from propagating. 











The price for robust TS is however, paid for by an added redundancy in the video code. 
Note that the chief reason for compressing video is the removal of spatio-temporal 
redundancy from the original trace. In most cases, the use of error concealment coupled 
with FEC in a video stream is sufficient to handle packet losses for real-time video. This 
is especially true for A TM networks where the bit error rate (BER) is expected to be of 
the order of 10-10• The BER for IP networks is however considerable higher and in some 
cases intolerably so. In such instances, robust coding as well as delay-bounded re-
transmission can be used with some improvements. See for example [5]. 
All the above approaches tackle the issue at the MPEG layer domain. This means that the 
A TM layer itself does not take part in any efforts to support video streams. Indeed, the 
A TM switch is designed to carry ATM cells transparently through the network in effort 
to reduce processing delays and hence increase the general throughput of the stream. 
The downside to this switching mechanism however, is that it becomes impossible to take 
advantage of some the underlying properties of video, which would certainly lead to a 
marked improvement in many facets of video transmission. Recently, proposals have 
been made to implement some form of tagged video switching which is aimed at 
allowing the switch to view some of the underlying properties of video. This would then 
allow us to implement a modified version of an early packet discard and selective packet 
discard algorithm on the video stream. These algorithms are implemented in IP over 
A TM transmissions to discard IP packets rather than A TM cells at the A TM layer. Recall 
that the PTI field is used to indicate the end of a CPCS-PDU. Thus when a frame (or 
packet) suffers some cell losses, it makes a lot of sense to discard the entire frame from 
the network. This reduces the bad-throughput. The selective and early packet discard 
algorithm carries out this function. Also in some instances, it may be required that some 
of the cells in a holding buffer be discarded. This could be to make way for higher 
priority cells. Once again, it makes a lot more sense to discard entire frames rather than 
single a cell. These discard algorithms can be modified for the transmission of MPEG 
over ATM. In this case, we have video slices, rather than IP frames and we must also take 
into consideration the special spatia-temporal properties of the video stream. Recall that 










compressed video frame is around 2Mbits. This means that a video slice could easily fit 
into the payload of an AAL 5 frame. But recall that only two TS packets are allowed per 
AAL 5 frame and that a TS packet has fixed size of 188 bytes, which effectively means 
that slices are guaranteed to stretch over several A TM cells. Since we cannot know the 
exact size of each video frame slice beforehand, a tagging method is required to allow the 
switch to identify the EOB point for each video slice. The rest of this work describes how 











5 Video Tagging Methods 
A TM networks are based on the transmission of small, 53 byte fixed sized cells. Most 
performance analysis studies have concentrated on cell level performance. However, in 
many cases, end users communicate using higher layer protocol data units, which are 
larger than cells and may be of variable size. Connectionless data, such as IP, use variable 
sized packets of up to several kilobytes. Digital video applications will send a slice as a 
single data unit, each slice also being several kilobytes long. The delay or loss of anyone 
of a packet's cells affects the delay or loss of the entire packet. As such, what the user 
perceives is packet level performance, not cell level performance. 
In order to carry out slice or frame level discarding at the switch buffer, it is necessary 
that the switch be able to clearly distinguish the demarcation points of each and every 
slice or frame of the video stream. The ability to do this will enable the switch to 
implement discard algorithms that carry out their operations at the slice level rather than 
at the cell level. Furthermore, to better take full advantage of the hierarchical nature of 
the encoded video stream, it would be required of the switch to also distinguish between 
the different frame type cells so that discard algorithms preserve the most important 
components of the encoded stream and discard the less important ones. These actions are 
aimed at improving the overall good throughput of the video stream while at the same 
time improving video quality and buffer performance levels. The good throughput is a 
measure of the number of received useful cells (to the decoder) compared to the total that 
was transmitted by the source. It is a measure of the number of error-free received slices 
(or frames). The video quality is enhanced, as I frames are mostly preserved by the 
network at the expense ofB or even P frames. Buffer performance is improved as cells 
that should not be occupying buffer space are evicted before they cause deserving cells to 
be blocked. This decreases jitter as well as delay for the good throughput. Thus, the 
ability to identify slice level and even frame level boundaries as well as the ability to tell 
apart an I frame cell from say a B frame cell, are the main requirements of a switch in 











To enable the above requirements in the ATM switch, it is necessary that the transmitted 
cell stream containing the encoded video be tagged appropriately. Such a tagging method 
would allow switching software to recognize the structure and properties of the video that 
is being transmitted. This would then allow the buffering mechanisms to treat the video 
cells appropriately. Several methods have been proposed for tagging ATM cells and we 
discuss some of them 
The most basic approach involves the use of the CLP bit being used as an I-frame cell 
marker. Indeed, this is one the functions for this bit, to indicate high priority traffic, and 
certainly, an I frame cell belongs to this category. Still, the bit has every chance of being 
set to low priority (CLP = 1) by the network resulting in I frame cells being treated as B 
(or P) frame cells by the switch and its buffer management algorithms. This greatly 
reduces this method's ability to tag encoded video. This method can be enhanced by 
using both the AAL 5 EOB marker bit in conjunction with the CLP bit [59][60]. This 
provides scope for four levels of tagging encoded video traffic and therefore increased 
flexibility. 
In this implementation, the CLP bit is used to indicate the type of frame the cell belongs 
to. In this case only two possibilities exist; lor P/B frame or alternatively; UP or B. The 
EOB marker is then used to indicate the end (or start) of a video slice. Notice that under 
light loads, the CLP bit can be set to vary between IP and B levels and under heavy loads 
between I and P/B levels. 
But note that this method is still using the CLP bit and is still therefore error-prone. In 
addition, the AAL 5 EOB marker bit has been reserved to indicate the end of an AAL 5 
frame. This is to allow the SAR sub layer to begin the reassembly process. Further, this 
method cannot be used to tell us the length as well as the TTL of the tagged slice, which 
could be used by the switch buffering algorithms to determine the delay and losses that a 
particular slice has suffered while still in the network. 
In this dissertation, we propose a tagging scheme that operates at the A TM layer but does 
not make use of the CLP bit. 
The transmitted video is tagged using the RM cell as a tag. We call this type ofRM cell a 











to define RM cells. R11 cells are used in the A TM network to carry out various network 
management functions including flow control operations in ABR traftic. The tag cell is 
used to demarcate the slice boundaries of a video. They can also be used to identify the 
boundaries of frames and GoPs. The SAR function at the source end inserts a tag cell at 
the start of each video slice. This cell carries with it crucial information about the 
incoming slice including its length (in cells), the type of frame the slice came from as 
well as the time to live (TTL) for the slice. The TTL is used for jitter control. 
Intermediate switches that receive the tag cell use the information to determine the free 
buffer space that should be allocated to the incoming slice as well as to determine the 
amount of time that the slice can be allowed to spend in the buffer before it is deemed 
valueless and discarded. If the switch buffer does not have sufficient space to 
accommodate the entire slice, then the following would occur 
If the slice belongs to an 1 frame, the buffer manager attempts to free up 
sufficient spacc in the buffer by knocking out low priority slices that are already 
in the buffer 
If the slice belongs to a low priority slice, then it is simply discarded and 
the tag cell is marked accordingly and forwarded to the next switch. As a rule, tag 
cells are not to be discarded as they still serve a useful function to the end receiver 
i.e. they serve to inform the TS sequencer that data was lost as well provide the 
identity of the data. 
5.1 Tag Cell set up 
The tag cell to be used for video tagging purposes would be set out as shown below. The 
PTI field is set to 1102 to indicate a resource management cell. The designation serves as 
a general mechanism for defining new communications mechanisms. RM cells are 
distinguished from each other using the first byte of the payload. In this case it would be 
set to indicate that the cell is an MPEG video tag cell. We suggest the value Ox02 (hex 











object being tagged by this RM cell. The object referred to can be a GoP, frame or slice. 
The remaining bytes in the payload would be set up as follows; The Object length would 
be used by the switch to verify the integrity of the transmitted object. For the case that the 
tagged object is a slice. then the switch can use the length field to determine if a slice has 
suffered losses. This it does by making a comparison between the value as given by the 
length field together with an actual cell count carried out on the cells. If the slice has 
suffered losses, then it is discarded. This pre-emptive action serves to free up buffer space 
and improve the overall good throughput of the video. 
In normal transmissions, the object being referred to would be a video slice. Its end-to-
end time to live would be indicated by the TTL field while the object sequence number 
would be used to indicate the slice sequence number for the current frame. In the case 
that the object is a frame, the object SN would indicate the number of frames received so 
far for this GoP. The object type would indicate the priority level of the current slice. In 
general, I frames would be given the highest priority while B frames would have the 
lowest. This however, is left to individual operators to set their own priority levels. The 
TTL is actually the maximum delay that a slice can have before the inforn1ation it carries 
ceases to be of use to the end decoder. The TTL is calculated at call set up from the 
maximum transfer delay, as given by the user. At the sending host side, each slice is 
given an end-to-end TTL that it has across the entire network. When a switch receives the 
tag cell, it copies this TTL value to internal memory and it is used to initialize a timer. If 
the timer reaches zero, then the slice should be discarded as its play out time has expired. 
On the other hand, if the slice is de-queued before the expiration of the timer, the tag 
cell's TTL value is changed to the current value of the timer. Thus the TTL decreases as 
the tag cell is switched through the network. In order to improve the accuracy of this 
model, the link transfer delay should be factored in when setting the TTL value at the 
sending host. In most cases, the link transfer delay simply depends on the length of the 
link and, especially with fiber communication, can be safely assumed negligible. 






















Figure 5.1: The structure of the MPEG tag RM cell 
The first bit of the flags field tells the switch (or receiving host) whether the cells 
belonging to this slice have been discarded or not. The second bit is used to lock the slice 
while it is still in the queue and the switch is awaiting the rest of the cells that belong to 
this slice. This allows to the switch to perfonn an integrity check on the received slice. 
Currently, these are the only uses identifiable for the flags field and the rest of the bits are 
reserved for future use. 
The remaining bytes in the payload are reserved for future use pending further research. 
The CRC is used to carry out limited bit-error detection and corrections on the payload. 
5.2 Switch set up 
A typical switch that would be able to interpret the above cell would be modified to 
function as described by figure 5.2. It would consist of a modified input port processor, 











implement per VC queuing using a linked list structure. A linked list allows for random 
access into the queue. This is crucial since we would like the buffer controller to have the 
ability to remove cells that are already enqueued. 
Buffer Controller 
opp 
Shared memory buffer .. IPP ---. 
IPP: Input port processor OPP: Output port processor 
Figure 5.2: Switch implementation to handle tagged MPEG video 
5.2.1 The Input port processor 
The input port processor is responsible for receiving every cell that arrives at the switch. 
It is responsible for detecting cell boundaries as well as carrying out CRC checks on the 
header. CAC and upe functionalities are also implemented at the IPP. At call setup time, 
the IPP sets up a VC in which tagged video is expected. The usage parameters are used to 
set up space for this VC on the shared memory buffer. During normal transmission, the 
IPP is also responsible for determining the integrity of the received slices (not cells). 
When a tag cell is received, the IPP determines, from the length field of the tag cell, the 
number of cells for this slice. A counter is then initiated and cells arriving are counted up 
to but excluding the next tag cell. The count value is compared to the value as specified 
in the length field. These two values must match otherwise the entire slice is discarded . A 











lost. Also, a tag cell could also be lost, in this case, in effect; two slices rather than one 
are being discarded. When a tag cell is received, its location in the queue is recorded and 
a counter is initialized. The length field value is then compared to the current queue 
occupancy level to determine if this slice can be fully accommodated. If the buffer 
controller reports that there is insufficient space in the queue, then the slice is discarded, 
provided that it is a low priority slice. The buffer controller frees up space if the slice is 
high priority and provided that there are slices in the queue oflower priority. 
The second bit of the flags field is set to indicate that this slice is locked. A locked slice 
cannot be removed from the queue by the OPP. When the last cell has been received, a 
comparison is made between the slice size as given and the actual slice count. If these 
match, the bit is reset and the slice can now be processed by the OPP. If they don't 
match, the tag cell is still unlocked and all cells belonging to that slice are discarded. The 
first bit of the tag cell's flags field is set to indicate that the slice was discarded. 
LOCKED 
UNLOCKED 
Figure 5.3: A slice is only unlocked when the last cell of the slice is received 
5.2.2 The buffer controller 
The buffer controller is responsible for the management of buffer resources. When a VC 
is setup, the buffer controller reserves a certain amount of space in the shared memory 
buffer exclusively for that Vc. This space is reclaimed when the VC is tom down. The 











entered into between the network and the user. For rt-VBR traffic, the maximum jitter, 
PCR and SCR are used. 
Once the space for the VC has been reserved in the buffer, the controller, in conjunction 
with the IPP, is used to control and manage the admission of cells into their respective 
queues. Under stressing conditions the buffer controller can discard certain cells already 
in the queue that would meet certain defined criteria. This would be cells that have had a 
waiting time greater than the maximum allowed or in some cases, these would low 
priority cells that must make way for higher priority ones. 
In order to control the TTL of each slice, the buffer controller regularly sweeps through 
the queue starting from the head to the tail. For each enqueued tag cell, its TTL is 
decremented by Tc which is the inter-sweep period as defined by the network operator. If 
as a result of this reduction, the tag cell's TTL is less than or equal to zero, the cells that 
were tagged by this tag cell are discarded from the queue. The tag cell itself is marked by 
setting the first bit in the flags field. 
Another function of the buffer control would be to flush the queue when a high priority 
slice arrives and it cannot be enqueued due to lack of space. In this mode, the controller 
sweeps through the queue looking for slices with a slice discard eligibility (SDE) greater 
than that of the arrived slice. The discard eligibility is defined below. Every time a tag 
cell in the queue is found having a higher SDE, the cells belonging to that slice are 
discarded and the tag cell is marked. The process ends when either the end of the queue is 
reached, or enough space is created for the arrived slice. Note that if the end of the queue 
is reached, it can only mean that the controller was unable to free up sufficient space for 
the arrived slice. In this case, the tag cell of the arrived slice is unlocked and marked as 
discarded and all arriving cells are discarded until another tag cell is received. 
5.2.3 The output port processor 
The output port processor is responsible for transmitting cells to their next destination. It 











The VCs are serviced based on their priority levels. This means that low priority VCs are 
not serviced while the high priority ones still have cells in their queues. Rt -VBR traffic 
has the second highest priority below CBR connections. The opp works as follows 
If there is any cell to be serviced at the head of the queue, a check is made to 
determine if it is a tag cell (PTI (110) or ordinary data cell (PTI Oxx) 
If it is a tag cell, the second bit of the flags field is checked to determine if this 
slice has been unlocked 
If it is locked, the OPP must wait for it to be unlocked. This adds a delay equal to 
the slice jitter 
If the tag cell is unlocked or if the cell is an ordinary data cell, it is removed from 
the queue and placed into the OPP's internal memory 
VPIIVCI values are obtained and translated using a translation table 
The cell is then transmitted through its outgoing interface 
Because A TM uses a fixed size cell, the processing time per cell is identical for all cells 
at the OPP. Thus from this we can derive the queue waiting time per cell which only 
depends on the queue size at the time the cell is enqueued. In general the waiting time in 
a queue for the nth cell is 
n-1 
Wn (t) = I W; (t) + Wall 
;=0 
Where W CPU is the processing time for each cell. Recall that this value is constant for 
A TM switches. ~, (t) is variable for the following reasons 
At the time a cell arrives, the number of cells already in the queue is random 
Depending on the service policy of the OPP, service rate (not cell service time) 
can vary. Consider the scenario whereby the OPP must service two rt-VBR 
connections and one CBR connection. In this arrangement, the two rt-VBR 
channels are serviced in round robin fashion as long as the CBR connection has 
no traffic except that the OPP must reserve a number of clock cycles for the rt-











higher service rate when the CBR queue is empty and conversely a lower service 
rate when there is traffic in that queue. 
The maximum jitter experienced by a cell is therefore fixed by the maximum queue size 
and the TTL, whichever one is smaller. If the TTL is low, cells can only experience a 
maximum delay equal to TTL seconds whereas if the queue is small, the maximum delay 
is likely to be suffered by the cell that is enqueued at the last slot in the queue. Using the 
equation above, n is equal to QI1IIlX' 
5.3 Design issues 
The sending host specifies that the call to be placed uses tagged video. For real time VBR 
video, the sending host also specifies the usual usage parameters as well as QoS 
requirements as required by a rt-VBR connection. The CAC then establishes a VC to the 
called host using a routing protocol such as PNNI. The user-specified maximum transfer 
delay is used as the VC's TTL. Each tag cell that is created has this value specified in its 
TTL field. 
Once the call has been setup, the sending host begins to transmit the encoded video 
stream, placing a tag cell at every point that a slice starts. The tag cell fields are correctly 
specified and the cell is transmitted along with the slice cells that it is tagging. Note that 
the tag cell is transmitted using the same VC as the rest of the traffic. This is what is 
commonly known as in band signaling. In band signaling increases the user overhead. 
A great concern of this scheme is what happens to the tag cell when it encounters a 
switch that does not recognize it. Since the tag cell has the format of an RM cell and RM 
cells are in most cases forwarded. This should not pose a great problem. However, if the 
switch were to interpret this cell as being erred and therefore discard it, then the entire 
scheme would fail. The next upstream switch would be waiting for a tag cell that will 
never arrive and hence all arriving cells would be delayed indefinitely. It cannot discard 
them since it has no way of knowing their TTL. 
One way of solving this condition is to allow the tag switch to operate in two modes. The 











Assuming that the switch downstream is incapable of tag switching and also that the 
same switch will drop all tag cells with a probability of one, then no tag cell will ever 
reach the current switch. Upon receiving the first cell of the video stream, which will be 
an ordinary cell, the switch then goes into the second mode. In this mode, no tag 
switching is assumed and all incoming cells are treated as ordinary A TM cells. It is quite 
obvious that all upstream switches will also revert to tag-less switching modes too. This 
basically means that tagged switching is turned off for all switches from the switch that 
does not support tag switching. The switch remains in this mode until it receives a new 
tag cell from its downstream neighbour. Figure 5.4 illustrates this. 
11 consecutive cells received without a 
{(1<;7 f':t>ll 
Tag cell received 
Figure 5.4: Switching modes to handle non-tag switches from downstream 
Another design issue is the switching mode to be implement for the above switch. Recall 
that in our implementation above, the OPP must wait for the entire slice to be received 
first before transmitting it. This is regarded as store-and-forward switching. The entire 
slice must first be received and an integrity check is performed before the slice can be 
forwarded. This switching method incurs delay to the overall transmitted stream. It also 
has the unintended effect of shaping the traffic stream so that the traffic descriptors as 











switching mode is to remove dead cells from the stream. Dead cells carry information 
that has no use to the receiver and therefore waste network bandwidth. 
Alternatively, cut-through switching could be used in which the OPP begins to transmit a 
slice as soon as the first tag cell is received. In this mode, the slice is never locked. This 
removes the delay associated with waiting for the last cell of a slice to arrive and also 
maintains the traffic descriptors as defined. With cut-through switching, no length 
checking is performed on the slice and if one has suffered some cell losses, it will be 
transported right through the network. This has the effect of increasing the number of 
dead cells transported (bad-throughput). 
A hybrid switching mode known as fragment free switching can be employed to 
maximise the advantages of cut-through switching (low latency) and store and forward 
switching (error free slices) while minimizing the disadvantages of both switching modes 
(carrying through errored slices and high latency). In this mode, the first 11 slices are 
switched through using the store and forward switching mode. After the II t1• slice has been 
received and it is established that none of the previous II slices were en'ored, the switch 
then revelts to cut-through switching mode. This mode is maintained until a slice is found 
to have been errored. Note that an errored slice is one that has lost some of its cells. 
This switching mode maintains the advantages of both switching modes while 
minimizing the disadvantages. 
A third design issue to be taken into account is the overhead incurred as a result of 
inserting tag cells into the video stream. Tag cells can be used to tag slices, frames or 
even GoPs if so desired. The overhead for tagging slices can be calculated as follows 
Let the number of cells per slice be uniformly distributed with a mean 13 and variance y. 
Thus the slice overhead S is 














And per GoP = 128j assuming a GoP pattern ofIBBPBBPBBPBBI... 
Thus the frame overhead decreases for large sized slices per frame and vice versa. 
A tag switch on its own cannot result in greater enhancements for transmitted video. 
Equally critical is the need to have in place buffering mechanisms that will take 
advantage of the tagged video stream as described above. Thus in the second part of our 












6 The Pre-emptive Selective Slice Discard Schenle 
The pre-emptive selective discard algorithm (PSSD) that we propose is designed to 
support MPEG video A TM cells at the slice level. This can however, be extended to 
support video at the frame and even GoP levels. The algorithm is designed to work hand 
in hand with a suitable video tagging design such as the one proposed above. The PSSD 
scheme is actually a set of cell discard tools applied to the A TM switch buffer in order to 
enhance the performance of MPEG video through a packet switched network. The PSSD 
recognizes and takes advantage of the fact that the delay, jitter and loss requirements of 
real time MPEG video are unique due to the compression algorithm employed. First, it is 
greatly preferable to lose cells that belong to B frames than those that belong to I frames. 
Recognizing this fact, the PSSD takes into consideration the frame type of each cell 
before discarding it. Secondly, real time video has finite fixed delay beyond which the 
usefulness of the data ceases to exist. The PSSD therefore also identifies cells in the 
video stream whose play out time has expired. Such cells are candidate for discard. This 
also improves the performance of those cells that are still within their play out time. The I 
frame is a point of reference for all subsequent frames in a single GoP and recognizing 
this fact, the PSSD does not discard slices that belong to I frames, even if their play out 
delay has exceeded the maximum. Lastly, the PSSD discards whole slices rather cells 
from the video stream. This has the effect of greatly enhancing buffer perfonnance for 
the overall traffic. 
6.1 Buffer operation states 
Consider a queue buffer into which tagged video cells are being enqueued while awaiting 
transmission. For this queue, we define a lower and upper threshold level (LTand UT). 
LT defines the queue level below which no pre-emptive buffering strategy is required. 
In this state all arriving slices can be accommodated into the queue and cells are 
enqueued regardless of their priority levels. It should be noted that the queue is being 












Figure 6.1: The low and high buffer thresholds under which the PSSD algorithm operates 
For LT < q (I) < HTwhere q (I) is the queue level at time t, the PSSD tries to maintain 
q (1) below HT in order to avoid excessive cell losses. Every time a slice needs to be 
added to the queue, the buffer controller verifies that sufficient space exist in the queue to 
accommodate the entire slice. The buffer controller uses the slice length field in the tag 
cell to establish this. The slice is enqueued ifthere exist enough capacity in the queue. 
However, if it is established that the slice would not be able to fit without having sections 
of it being dropped, then the buffer controller attempts to free up space in the queue by 
discarding the low priority slices that are already in the queue. For the case that the 
arriving slice is low priority, the buffer controller will inform the IPP to discard it. The 
buffer controller calculates the slice discard eligibility (SDE) for each tag cell that is 
enqueued. This value is then periodically updated and is used to discard slices from the 
queue if a flush operation is required or the SDE for a slice is 00, see sections 5.2.2. 
For the case that q (1) > HT the buffer is in danger of overflowing and in this case, the 
PSSD must pre-emptively flush out the queue to bring it back into the range LT < q (I) < 
HT. This again is done by referring to the SDE of each tag cell to determine ifthere are 
any low priority slices in the queue. A discard eligibility matrix is then repeatedly applied 
and each time such a slice is found it is discarded. This continues until the above 
condition is met or the tail of the queue is reached. In that case, the slice cannot be 
accommodated. 
A special situation arises when all the slices in the buffer are high priority. In this case, an 











enqueued tag cell is then marked accordingly by setting the first flags bit. Note that for 
the case that the queue is completely full, the entire slice including its tag cell cannot be 
accommodated. 
6.2 The discard eligibility matrix 
This is a weighted index that is used to determine if a slice should be discarded. 
Currently, it is defined to use slice type, slice length and TTL to calculate the slice 
discard eligibility as follows 
S.D.E kO / (TTL) + kl * (ST) + k2 * (SL) 
Where S.D.E is the slice discard eligibility, kO is the weight attached to the TTL, kl is 
the weight attached to the slice type (ST) and k2 is the weight attached to the slice length 
(SL). 
ST = ° for I frames, 1 for P frames and 2 for B frames. 
The slice with the highest SDE is eligible for discard. Notice that when TTL = 0, then 
SDE = INFINITY regardless of the value of ST and SL. SDE is directly proportional to 
SL implies that large slices are the first to be discarded, all other factors being equal. This 
results in marked increase in buffer space for the incoming slices. 
ST is set to zero for I frames to reduce as much as possible their possibility of being 
selected by this matrix. In some cases, it may be desirous to retain any I frame cells, 
regardless of its TTL. Recall that I frames provide a point a reference point for all frames 
of a GoP. Thus the frame can serve some use to the end decoder even though its play out 
time has expired. In which case, the above matrix would not be applied to I frame slices. 
A FIFO queuing strategy is assumed 
6.3 Performance Issues 
In order to determine the performance of the above proposal, we first study performance 











extrapolate to a network of n switches. Performance parameters that we wish to study at 
the switch buffer are the slice discard ratio (SDR) and the CLR for each frame type, the 











7 Simulation Scenario and Results Analysis 
7.1 General Procedure 
A switch buffer is partitioned into It queues each servicing a separate Vc. In this 
scenario, each VC is assumed to be carrying tagged rt-VBR video content. A single 
processor operating at a fixed speed services each queue in a round-robin service 
strategy. The traffic used is derived from actual MPEG traces captured and freely 
distributed by the University Wurzbug, Germany via their ftp site [2][3]. The simulation 
procedure is as follows 
For each source, the next frame size in bytes is obtained from the trace file. 
From this, a slice distribution model is used to derive the number of slices in the 
frame as well as their in bytes. 
The number of cells for each slice is then worked out assuming a 48-byte2 AAL 5 
payload. Bit stuffing is used to fill up the payload of the last cell if necessary. 
A tag cell is formatted with all the fields correctly filled for each slice that is 
generated. 
The source then transmits each slice starting with the tag cell. 
The source transmission rate is derived from the frame size based on the fact that 
25 frames must be transmitted per second (PAL system). Thus the inter-frame 
transmission time is 40 ms and the inter-cell transmission time per frame is 
[40 / frame size] ms. Frame size is quoted in cells. 
A loss-delay model is applied to each cell to mimic network conditions. This is 
explained further below 
The IPP verifies the integrity of each slice before forwarding to the buffer 
controller 
The buffer controller enqueues slice and updates SDE regularly 
opp transmits unlocked slices 
2 Note that all cells of an AAL 5 frame utilize the full 48 byte payload except the last cell which only uses 










The following statistics are collected from the above scenario 
The buffer size, which is varied for each scenario 
A verage queue waiting time per cell 
A verage queue waiting time per slice 
Number and type of cells dropped 
Number and type of slices dropped 
Using the above statistics, we can then calculate CLR and SDR for each frame type as 
well as per GoP and for the entire stream. This allows us to derive the slice throughput 
for that single switch and hence derive a model for II switches. The cell and slice waiting 
time statistics are used to calculate latency and jitter for a single switch scenario. This can 
then be extrapolated to a network with n switches. 
7.1.1 Slice Distribution Model 
The input video trace file gives the size in bytes, of each frame for the video sequence 
being represented. It does not however tell us the sizes and therefore number of video 
slices there are for each frame. To get around this, we devised a slice distribution model 
that can be used to generate uniformly sized slices for a frame given its size. The process 
is illustrated below 
The frame size F is obtained. 
Using a uniformly distributed random function, average "( and variance rJ a slice is 
repeatedly created with size S "( + rJ and S is deducted from F. 











7.1.2 The loss-delay model 
The loss delay model is used to mimic network conditions by subjecting each cell to an 
exponentially distributed delay as well as a loss probability. The parameters for the loss 
probability as well as the exponential delay distribution are specified before running the 
simulation. In these tests we set the loss probability at 10-8 and the mean delay was set at 
500 JlS. Note that a delay of up to 500 ms is tolerable to a human user. 
7.2 Methodology 
The buffer is partitioned into n queues each having size equal to Q max Q max is varied 
from 10 cells to 10000 cells. The latter value approximates an infinite sized buffer. This 
allows us to test the algorithm's ability to remove cells with expired TTLs. We set the 
upper and lower thresholds HTand LT to 0.9 Q max and 0.5 Q max respectively. For each 
iteration, the queue size Q max is set and each source transmits its video trace into its 
respective queue. We set the TTL for each stream to be 200 ms and the service rate for 
each queue to be 2.5 Mb/s. The simulation was allowed to run for 500000 iterations, 
during which time 118 frames representing 10 I-frames, 30 P-frames and 78 B-frames 
were transmitted. 
The following statistics are calculated 
eLR = £c x 100 
SDR = £5 x 100 
Where £ c is the ratio of lost cells to the total transmitted and £ s is the ratio oflost slices 
to the total transmitted. 
The CLR and SDR are obtained for each frame type. 
Average cell waiting time Ei[Tout Till] 
Average slice waiting time = Ei[Tlast Ttag ] 
Tout and Till are the cell de-queue and enqueue times for the sampled /h cell respectively. 











the tag cell of the same slice is enqueued. These are sampled values with a sample rate set 
at 20 ~s. 
7.3 Results Analysis 
7.3.1 Cell Loss Performance 
Figure 7.1 shows the CLR performance of the tag switch utilizing the PSSD buffer 
scheduler compared to that of a tagless switch. Notice that overall, the tagged switching 
method outperforms that tagless switching method in terms of CLR. The tagged 
switching method however, shows a poorer performance for buffer size less than 50 cells. 
This is to be expected since slices are only admitted into the queue if their size is less 
than the available space in the queue. It is to be expected that a most slices will exceed 
this requirement and hence be discarded. The tagless switching method however 
enqueues any arriving cells as long as there is space for it in the queue. 
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Figure 7.1: CLR performances for tagged switching against tagJess switching 
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Figure7.2 a: CLR performance of I frame cells 
In this case, we notice that the tagged switching method shows a vastly superior CLR 
performance where I-frame cells are concerned compared to the tagless switching mode. 
This can be explained by the fact that the tagless switching method discards cells 
indiscriminately when the queue overflows. This is in contrast to the tagged switching 
method in which the buffer control first attempts to remove low priority slices in the 
queue in order to make space for high priOlity I-frame slices. Thus the I-frame cells are 
afforded a very low CLR. 
Again, notice that for buffer size less than 50 cells, the CLR performance is not very 
different from that of the tagless switching mode. 
Figures 7.2a and 7.2b shows the CLR performance for P and B-frame cells for tagged 
switching vs. tagless switching modes. We can see that the tagged switching modes 
shows the poorer perfOlmance levels for both frame types and more so for B-frame cells. 
This is expected since the good CLR performance obtained for I-frame cells is at the 
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Figure 7.2 b: CLR performance for B-frame cells 
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Figure 7.2 c: CLR performance for B-frame cells 
Under the tagless switching mode, the low CLR performance experienced by the B-frame 











likely to stress the queue when arrive. Indeed, this also holds true for the tagged 
switching mode. The hIgh CLR perfonnance displayed by the B-frames is caused by the 
arrival of P or I frame cells to the queue when it is about to overflow. In this case, instead 
of discarding the arrived cells, B-frame cells already in the queue are flushed out to make 
way. 
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Figure 7.3 Cell queuing delay performance 
Figure 7.3 shows the average and maximum queuing delays experienced by the cells for 
each type of switching mode. Initially, the tagged switching mode experiences the higher 
maximum and average delays compared to the tagless switching mode. This can be 
attributed to the fact that each arriving slice has to wait until all cells that belong to it 
have arrived before it can be switched through. In contrast, the tagless switching mode 
immediately begins to forward any arriving slice thereby cutting delay. This is at the 
expense of a high errored slice rate. But notice that the tagged switching mode 











7.3.3 Slice Jitter Performance 
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Figure 7.4: Slice jitter performance 
Figure 7.4 shows the average and maximum slice jitter performance experienced for both 
tagged and tagless switching modes. The high peak for expelienced for tagged switching 
when queue size is lOis due mostly to discarded slices that cannot fit into the queue. in 
these experiments, we defined slice jitter as the inter-tag cell queuing delays. Again we 
notice that the tagged switching mode consistently has the higher maximum jitter for all 
buffer sizes. This is due to the slice integrity checks that must be carried out on each 
slice. Firstly, arriving slices must have their length integrity verified and secondly, while 
enqueued, all tag cells must have their TTL values updated and verified against the 
maximum. All this processing adds an appreciable delay. The advantage, of course, is the 












8 Concl usions 
This work has presented a unique method of supporting compressed real time video over 
A TM networks. The method works by taking special advantage of the hierarchical and 
structural properties of compressed MPEG. A key feature of which is the fact that some 
components of the video stream are more important than others. Recognizing this 
important feature allows us to propose a method of tagging video so that the A TM switch 
can recognize the different components of the transmitted video. 
Tagging is accomplished using a variant of the RM cell that we define. This tagging 
method is more flexible than other proposed methods because it allows us to tag at 
valious layers of the video stream. The only modifications that it requires to be carried 
out on the A TM switch is in software so that no hardware changes are required. Although 
some delay is introduced to the video stream, the overall end user QoS levels are 
improved since the cell loss performance of high priority cells is greatly improved at the 
expense of low priority cells resulting in an overall improvement in the end quality levels 
of the received video. 
We also propose a buffer management algorithm that selectively discards slices rather 
than cells when buffer occupancy reaches certain pre-defined levels. To accomplish this, 
a slice discard eligibility vector is calculated for every slice that is enqueued using the 
slice's TTL value as well as its priority and length. Enqueued slices have this value 
periodically updated and when a slice arrives at the queue and it cannot be 
accommodated, the slice with higher slice discard eligibility value is candidate for 
discard to make way for the arrived slice. To enhance the support given to real time 
video, each slice is also assigned an end-to-end time to live corresponding to the 
maximum transfer delay allowed for the video stream. This is decreased at every node 
that the slice traverses. The decrease is equal to the slice waiting time at the node. If this 
value reaches zero, the slice is discarded. This ensures that dead cells are not occupying 
valuable network resources . 
Simulation studies confirm that the end quality, as measured from the CLR suffered by 
the high priority frames as well as the overall buffer performance show a marked 











All in all, the proposed video tagging method shows great promise for the effective 
support of real time VBR MPEG over A TM networks and further research using a small 
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