Glossary
Deep water A surface wave is said to be in deep water if its wavelength is much shorter than the local water depth.
Internal wave A internal wave travels within the interior of a fluid. The maximum velocity and maximum amplitude occur within the fluid or at an internal boundary (interface). Internal waves depend on the density-stratification of the fluid.
Shallow water
A surface wave is said to be in shallow water if its wavelength is much larger than the local water depth.
Shallow water waves
Shallow water waves correspond to the flow at the free surface of a body of shallow water under the force of gravity, or to the flow below a horizontal pressure surface in a fluid.
Shallow water wave equations
Shallow water wave equations are a set of partial differential equations that describe shallow water waves.
Solitary wave
A solitary wave is a localized gravity wave that maintains its coherence and, hence, its visibility through properties of nonlinear hydrodynamics. Solitary waves have finite amplitude and propagate with constant speed and constant shape.
Soliton
Solitons are solitary waves that have an elastic scattering property: they retain their shape and speed after colliding with each other.
Surface wave
A surface wave travels at the free surface of a fluid. The maximum velocity of the wave and the maximum displacement of fluid particles occur at the free surface of the fluid.
Tsunami
A tsunami is a very long ocean wave caused by an underwater earthquake, a submarine volcanic eruption, or by a landslide.
Wave dispersion
Wave dispersion in water waves refers to the property that longer waves have lower frequencies and travel faster.
I. Definition of the Subject
The most familiar water waves are waves at the beach caused by wind or tides, waves created by throwing a stone in a pond, by the wake of a ship, or by raindrops in a river (see Figure 1 ). Despite their familiarity, these are all different types of water waves. This article only addresses shallow water waves, where the depth of the water is much smaller than the wavelength of the disturbance of the free surface. Furthermore, the discussion is focused on gravity waves in which buoyancy acts as the restoring force. Little attention will we paid to capillary effects, and capillary waves for which the primary restoring force is surface tension are not covered.
Although the history of shallow water waves (Bullough 1988 , Craik 2004 , Darrigol 2003 ) goes back to French and British mathematicians of the eighteenth and early nineteenth centuries, Stokes (1847) is considered one of the pioneers of hydrodynamics (see Craik 2005) . He carefully derived the equations for the motion of incompressible, inviscid fluid, subject to a constant vertical gravitational force, where the fluid is bounded below by an impermeable bottom and above by a free surface. Starting from these fundamental equations and by making further simplifying assumptions, various shallow water wave models can be derived. These shallow water models are widely used in oceanography and atmospheric science.
This article discusses shallow water wave equations commonly used in oceanography and atmospheric science. They fall into two major categories: Shallow water wave models with wave dispersion are discussed in Section III. Most of these are completely integrable equations that admit smooth solitary and cnoidal wave solutions for which computational procedures are outlined in Section V. Section IV covers classical shallow water wave models without dispersion. Such hyperbolic systems can admit shocks. Section VI addresses a few experiments and observations. The article concludes with future directions in Section VII.
II. Introduction-Historical Perspective
The initial observation of a solitary wave in shallow water was made by John Scott Russell, shown in Figure 2 . Russell was a Scottish engineer and naval architect who was conducting experiments for the Union Canal Company to design a more efficient canal boat.
In Russell's (1844) own words: "I was observing the motion of a boat which was rapidly drawn along a narrow channel by a pair of horses, when the boat suddenly stopped-not so the mass of water in the channel which it had put in motion; it accumulated round the prow of the vessel in a state of violent agitation, then suddenly leaving it behind, rolled forward with great velocity, assuming the form of a large solitary elevation, a rounded, smooth and well-defined heap of water, which continued its course along the channel apparently without change of form or diminution of speed. I followed it on horseback, and overtook it still rolling on at a rate of some eight or nine miles an hour, preserving its original figure some thirty feet long and a foot to a foot and a half in height. Its height gradually diminished, and after a chase of one or two miles I lost it in the windings of the channel. Such, in the month of August 1834, was my first chance interview with that singular and beautiful phenomenon which I have called the Wave of Translation." Russell built a water tank to replicate the phenomenon and research the properties of the solitary wave he had observed. Details can be found in a biography of John Scott Russell (1808-1882) by Emmerson (1977) , and in review articles by Bullough (1988) , Craik (2004) , and Darrigol (2003) , who pay tribute to Russell's research of water waves.
In 1895, the Dutch professor Diederik Korteweg and his doctoral student Gustav de Vries (1895) derived a partial differential equation (PDE) which models the solitary wave that Russell had observed. Parenthetically, the equation which now bears their names had already appeared in seminal work on water waves published by Boussinesq (1872 Boussinesq ( , 1877 and Rayleigh (1876). The solitary wave was considered a relatively unimportant curiosity in the field of nonlinear waves. That all changed in 1965, when Zabusky and Kruskal realized that the KdV equation arises as the continuum limit of a one dimensional anharmonic lattice used by Fermi, Pasta, and Ulam (1955) to investigate "thermalization" -or how energy is distributed among the many possible oscillations in the lattice. Zabusky and Kruskal (1965) simulated the collision of solitary waves in a nonlinear crystal lattice and observed that they retain their shapes and speed after collision. Interacting solitary waves merely experience a phase shift, advancing the faster and retarding the slower. In analogy with colliding particles, they coined the word "solitons" to describe these elastically colliding waves. A narrative of the discovery of solitons can be found in Zabusky (2005) .
Since the 1970s, the KdV equation and other equations that admit solitary wave and soliton solutions have been the subject of intense study (see, e.g., Remoissenet 1999 , Filippov 2000 , and Dauxois and Peyrard 2006) . Indeed, scientists remain intrigued by the physical properties and elegant mathematical theory of the shallow water wave models. In particular, the so-called completely integrable models which can be solved with the Inverse Scattering Transform (IST). For details about the IST method the reader is referred to Ablowitz et al (1974) , Ablowitz and Segur (1981) , and Ablowitz and Clarkson (1991) . The completely integrable models discussed in the next section are infinite-dimensional bi-Hamiltonian systems, with infinitely many conservation laws and higher-order symmetries, and admit soliton solutions of any order.
As an aside, in 1995, scientists gathered at Heriot-Watt University for a conference and successfully recreated a solitary wave but of smaller dimensions than the one observed by Russell 161 years earlier (see Figure 3 ). 
III. Completely Integrable Shallow Water Wave Equations
Starting from Stokes' (1847) governing equations for water waves, completely integrable PDEs arise at various levels of approximation in shallow water wave theory. Four length scales play a crucial role in their derivation. As shown in Figure 4 , the wavelength λ of the wave measures the distance between two successive peaks. The amplitude a measures the height of the wave, which is the varying distance between the undisturbed water to the peak of the wave. The depth of the water h is measured from the (flat) bottom of the water up to the quiescent free surface. The fourth length scale is along the Y −axis which is along the crest of the wave and perpendicular to the (X, Z)−plane. Assuming wave propagation in water of uniform (shallow) depth, i.e., h is constant, and ignoring dissipation, the model equations discussed in this section have a set of common features and limitations which make them mathematically tractable (Segur 2007b) . They describe (i) long waves (or shallow water), i.e., h << λ, (ii) with relatively small amplitude, i.e., a << h, (iii) travelling in one direction (along the X−axis) or weakly two-dimensional (with a small component in the Y −direction). Furthermore, the small effects must be comparable in size. For example, in the derivation of the KdV and Boussinesq equations one assumes that = a/h = O(h 2 /λ 2 ), where is a small parameter ( << 1), and O indicates the order of magnitude.
The Korteweg-de Vries Equation
The KdV equation was originally derived to describe shallow water waves of long wavelength and small amplitude. In the derivation, Korteweg and de Vries assumed that all motion is uniform in the Y −direction, along the crest of the wave. In that case, the surface elevation (above the equilibrium level h) of the wave, propagating in the X−direction, is a function only of the horizontal position X (along the canal) and of time T, i.e., Z = η(X, T ).
In terms of the physical parameters, the KdV equation reads
where h is the uniform water depth, g is the gravitational acceleration (about 9.81m/sec 2 at sea level), ρ is the density, and T stands for the surface tension. The dimensionless parameter T /ρgh 2 is called the Bond number which measures the relative strength of surface tension and the gravitational force.
Keeping only the first two terms in (1), the speed of the associated linear (long) wave is c = √ gh. This is indeed the maximum attainable speed of propagation of gravity-induced water waves of infinitesimal amplitude. The speed of propagation of the small-amplitude solitary waves described by (1) is slightly higher. According to Russell's empirical formula the speed equals g(h + k), where k is the height of the peak of the solitary wave above the surface of undisturbed water. As Bullough (1988) has shown, Russell's approximate speed and the true speed of solitary waves only differ by a term of O(k 2 /h 2 ). The KdV equation can be recast in dimensionless variables as
where subscripts denote partial derivatives. The parameter α can be scaled to any real number. Commonly used values are α = ±1 or α = ±6. The term u t describes the time evolution of the wave propagating in one direction. Therefore, (2) is called an evolution equation. The nonlinear term αuu x accounts for steepening of the wave, and the linear dispersive term u xxx describes spreading of the wave. The linear first-order term √ gh ∂η ∂X
in (1) can be removed by an elementary transformation. Conversely, a linear term in u x can be added to (2) .
The nonlinear steepening of the water wave can be balanced by dispersion. If so, the result of these counteracting effects is a stable solitary wave with particle-like properties. A solitary wave has a finite amplitude and propagates at constant speed and without change in shape over a fairly long distance. This is in contrast to the concentric group of smallamplitude capillary waves, shown in Figure 1 , which disperse as they propagate.
The closed-form expression of a solitary wave solution is given by
where the wave number k, the angular frequency ω, and δ are arbitrary constants.
Requiring that lim x→±∞ u(x, t) = 0 for all time leads to ω = 4k 3 . Then (3) and (4) reduce to
The position of the hump-type wave at t = 0 is depicted in Figure 5 for α = 6, k = 2, and δ = 0. As time changes, the solitary wave with amplitude 2k 2 = 8 travels to the right at speed v = ω/k = 4k 2 = 16. The speed is exactly twice the peak amplitude. So, the taller the wave the faster it travels, but it does so without change in shape. The reciprocal of the wavenumber k is a measure of the width of the sech-squared pulse. As shown by Korteweg and de Vries (1895), equation (2) also has a simple periodic solution,
which they called the cnoidal wave solution for it involves the Jacobi elliptic cosine function, cn, with modulus m (0 < m < 1). The wavenumber k gives the characteristic width of each oscillation in the "cnoid." Three cycles of the cnoidal wave are depicted in Figure 5 at t = 0. The graph corresponds to α = 6, k = 2, m = 3/4, ω = 16, and δ = 0. Using the property lim m→1 cn(ξ; m) = sech(ξ), one readily verifies that (6) reduces to (3) as m tends to 1. Pictorially, the individual oscillations then stretch infinitely far apart leaving a single-pulse solitary wave.
The celebrated KdV equation appears in all books and reviews about soliton theory. In addition, the equation has been featured in, e.g., Miles (1981) and Miura (1976) .
Regularized Long-Wave Equations
A couple of alternatives to the KdV equation have been proposed. A first alternative,
was proposed by Benjamin, Bona, and Mahony (1972) . Hence, (7) is referred to as the BBM or regularized long-wave (RLW) equation. Equation (7), which has a solitary wave solution,
was also derived by Peregrine (1966) to describe the behavior of an undular bore (in water), which comprises a smooth wavefront followed by a train of solitary waves. An undular bore can be interpreted as the dispersive analog of a shock wave in classical non-dispersive, dissipative hydrodynamics (El 2007 ). The linear dispersion relation for the KdV equation, ω = k(1 − k 2 ), can be obtained by substituting u(x, t) = exp[i(kx − ωt + δ)] into u t + u x + u xxx = 0. The linear phase velocity, v p = ω/k = 1 − k 2 , becomes negative for |k| > 1, thereby contradicting the assumption of uni-directional propagation. Furthermore, the group velocity v g = dω/dk = 1 − 3k 2 has no lower bound which implies that there is no limit to the rate at which shorter ripples propagate in the negative x−direction.
The BBM equation, where
2 , was proposed to get around these shortcomings and to address issues related to proving the existence of solutions of the KdV equation. The dispersion relation of (7) has more desirable properties for high wave numbers, but the group velocity becomes negative for |k| > 1. In addition, the KdV and BBM equations are first order in time making it impossible to specify initial data for both u and u t .
To circumvent these limitations, a second alternative,
was proposed by Joseph and Egri (1977) and Jeffrey (1978) . It is called the time regularized long-wave (TRLW) equation and its solitary wave solution is given by
The TRLW equation shares many of the properties of both the KdV and BBM equations, at the cost of a more complicated dispersion relation, ω = (−1 ± √ 1 + 4k 2 )/2k with two branches. Only one of these branches is valid because the derivation of the TRLW equation shows that (9) is uni-directional, despite the presence of two time derivatives in u xtt . Bona and Chen (1999) have shown that the initial value problem for the TRLW equation is well-posed, and that for small-amplitude, long waves, solutions of (9) agree with solutions of either (2) or (7). As a matter of fact, all three equations agree to the neglected order of approximation over a long time scale, provided the initial data is properly imposed (see also Bona et al. 1981) .
Fine-tuning the dispersion relation of the KdV equation comes at a cost. In contrast to (2), the RLW and TRLW equations are no longer completely integrable. Perhaps that is why these equations never became as popular as the KdV equation.
The Boussinesq Equation
The classical Boussinesq equation,
was derived by Boussinesq (1871) to describe gravity-induced surface waves as they propagate at constant (linear) speed c = √ gh in a canal of uniform depth h.
In contrast to the KdV equation, (11) has a second-order time-derivative term. Ignoring all but the first two terms in (11) , one obtains the linear wave equation, η T T − c 2 η XX = 0, which describes both left-running and right-running waves. However, (11) is not bidirectional because in the derivation Boussinesq used the constraint η T = −cη X , which limits (11) to waves travelling to the right. This crucial restriction if often overlooked in the literature.
In dimensionless form, the Boussinesq equation reads
The values of the parameters c, α > 0, and β do not matter, but the sign of β matters. Typically, one sets c = 1, α = 3, and β = ±1. A simple solitary wave solution of (12) is given by
The equation with β = 1 is a scaled version of (11) and thus most relevant to shallow water wave theory. Mathematically, (12) with β = 1 is ill-posed, even without the nonlinear terms, which means that the initial value problem cannot be solved for arbitrary data. This shortcoming does not happen for (12) 
which follow from the Euler equations as first-order approximations in the parameters 1 = a/h << 1, 2 = h 2 /λ 2 << 1, where the Stokes number, S = 1 / 2 = aλ 2 /h 3 ≈ 1. In (14) w(x, t) is the nondimensional deviation of the water surface from its undisturbed position; u(x, t) is the nondimensional horizontal velocity field at a height θh (with 0 ≤ θ ≤ 1) above the flat bottom of the water. The constant parameters α through δ in (14) satisfy the following consistency conditions: α + β = ) and γ + δ = 1 2
(1 − θ 2 ) ≥ 0. Solitary wave solutions of various special cases of (14) have been computed by Chen (1998).
Boussinesq systems arise when modeling the propagation of long-crested waves on large bodies of water (such as large lakes or the ocean). The Boussinesq family (14) encompasses many systems that appeared in the literature. Special cases and properties of well-posedness of (14) are addressed by Bona et al (2002 Bona et al ( , 2004 ).
1D Shallow Water Wave Equation
The so-called one-dimensional (1D) shallow water wave equation,
can be derived from classical shallow water wave theory (see Section IV) in the Boussinesq approximation. In that approximation one assumes that vertical variations of the static density, ρ 0 , are neglected, except the buoyancy term proportional to dρ 0 /dz, which is, in fact, responsible for the existence of solitary waves. The integral term in (15) can be removed by introducing the potential u. Indeed, setting v = u x , equation (15) can be written as
The equation is completely integrable and can be solved with the IST if and only if either α = β (Hirota and Satsuma 1976) or α = 2β (Ablowitz et al 1974) . When α = β, equation (16) can be integrated with respect to x and thus replaced by
Closed-form solutions of (15), and in particular of (17), have been computed by Clarkson and Mansfield (1994) .
The Camassa-Holm Equation
The CH equation, named after Holm (1993, 1994) ,
also models waves in shallow water. In (18) , u is the fluid velocity in the x−direction or, equivalently, the height of the water's free surface above a flat bottom, and κ, γ and α are constants. Retaining only the first four terms in (18) gives the BBM equation (7). Setting α = 0 reduces (18) to the KdV equation. The CH equation admits solitary wave solutions, but in contrast to the hump-type solutions of the KdV and Boussinesq equations, they are implicit in nature (see, e.g., Johnson 2003). In the limit κ → 0, equation (18) with γ = 0, α = 1 has a cusp-type solution of the form u(x, t) = c exp(−|x − ct − x 0 |). The solution is called a peakon since it has a peak (or corner) where the first derivatives are discontinuous. The solution travels at speed c > 0 which equals the height of the peakon.
The Kadomtsev-Petviashvili Equation
In their 1970 study of the stability of line solitons, Kadomtsev and Petviashvili (KP) derived a 2D-generalization of the KdV equation which now bears their names. In dimensionless variables, the KP equation is
where y is the transverse direction. In the derivation of the KP equation, one assumes that the scale of variation in the y−direction which is along the crest of the wave (as shown in Figure 4 ) is much longer than the wavelength along the x−direction. The solitary wave and periodic (cnoidal) solutions of (19) are, respectively, given by
and
As shown in Figure 6 , near a flat beach the periodic waves appear as long, quasilinear stripes with a cn-squared cross section. Such waves are typically generated by wind and tides. 
IV. Shallow Water Wave Equations of Geophysical Fluid Dynamics
The shallow water equations used in geophysical fluid dynamics are based on the assumption D/L << 1, where D and L are characteristic values for the vertical and horizontal length scales of motion. For example, D could be the average depth of a layer of fluid (or the entire fluid) and L could be the wavelength of the wave. 
to describe water flows with a free surface under the influence of gravity (with gravitational acceleration g) and the Coriolis force due to the earth's rotation (with angular velocity Ω.) As usual, u = (u, v) denotes the horizontal velocity of the fluid and h(x, y, t) is its depth. As shown in Figure 7 , h(x, y, t) is the distance between the free surface z = s(x, y, t) and the variable bottom b(x, y). Hence, s(x, y, t) = b(x, y) + h(x, y, t). Equations (22) and (23) express the horizontal momentum-balance; (24) expresses conservation of mass. Note that the vertical component of the fluid velocity has been eliminated from the dynamics and that the number of independent variables has been reduced by one. Indeed, z no longer explicitly appears in (22)- (24), where u, v, and h only depend on x, y, and t.
A shortcoming of the model is that it does not take into account the density stratification which is present in the atmosphere (as well as in the ocean). Nonetheless, (22)- (24) are commonly used by atmospheric scientists to model flow of air at low speed.
More sophisticated models treat the ocean or atmosphere as a stack of layers with variable thickness. Within each layer, the density is either assumed to be uniform or may vary horizontally due to temperature gradients. For example, Lavoie's rotating shallow water wave equations (see Dellar 2003) ,
consider only one active layer with layer depth h(x, y, t), but take into account the forcing due to a horizontally varying potential temperature field θ(x, y, t). Vector u = u(x, y, t)i + v(x, y, t)j denotes the fluid velocity and Ω = Ωk is the angular velocity vector of the Earth's rotation. ∇ =
j is the gradient operator, and i, j, and k are unit vectors along the x, y, and z-axes.
Lavoie's equations are part of a family of multi-layer models proposed by Ripa (1993) to study, for example, the effects of solar heating, fresh water fluxes, and wind stresses on the upper equatorial ocean. A study of the validity of various layered models has been presented by Ripa (1999) . Obviously, the more sophisticated the models become the harder they become to treat with analytic methods so one has to apply numerical methods. Numerical aspects of various shallow water models in atmospheric research and beyond are discussed by, e.g., Weiyan (1992) , Vreugdenhil (1994) , and LeVeque (2002).
V. Computation of Solitary Wave Solutions
As shown in Section III, solitary wave solutions of the KdV and Boussinesq equations (and like PDEs), can be expressed as polynomials of the hyperbolic secant (sech) or tangent (tanh) functions, whereas their simplest period solutions involve the Jacobi elliptic cosine (cn) function.
There are several methods to compute exact, analytic expressions for solitary and periodic wave solutions of nonlinear PDEs. Two straightforward methods, namely the direct integration method and the tanh-method, will be discussed in this seciton. Both methods seek travelling wave solutions. By working in a travelling frame of reference the PDE is replaced by an ordinary differential equation (ODE) for which one seeks closed-form solutions in terms of special functions.
In the terminology of dynamical systems, the solitary wave solutions correspond to heteroclinic or homoclinic trajectories in the phase plane of a first-order dynamical system corresponding to the underlying ODE (see, e.g., Balmforth 1995). The periodic solutions (often expressible in terms of Jacobi elliptic functions) are bounded in the phase plane by these special trajectories, which correspond to the limit of infinite period and modulus one.
Other more powerful methods, such as the forementioned IST and Hirota's method (see, e.g., Hirota 2004) deal with the PDE directly. These methods allow one to compute closedform expressions of soliton solutions (in particular, solitary wave solutions) addressed elsewhere in the encyclopedia.
Direct Integration Method
Exact expressions for solitary wave solutions can be obtained by direct integration. The steps are illustrated for the KdV equation given in (2) . Assuming that the wave travels to the right at speed v = ω/k, Equation (2) can be put into a travelling frame of reference with independent variable ξ = k(x−vt−x 0 ). This reduces (2) to an ODE, −vφ +αφφ +k 2 φ = 0, for φ(ξ) = u(x, t). A first integration with respect to ξ yields
where A is a constant of integration. Multiplication of (28) by φ , followed by a second integration with respect to ξ, yields
where B is an integration constant. Separation of variables and integration then leads to
where
The evaluation of the elliptic integral in (30) depends on the relationship between the roots of the function f (φ) = aφ 2 − bφ 3 +Ãφ +B. In turn, the nature of the roots depends on the choice ofÃ andB. Two cases lead to physically relevant solutions. Case 1: If the three roots are real and distinct, then the integral can be expressed in terms of the inverse of the cn function (see, e.g., Drazin and Johnson 1989 for details). This leads to the cnoidal wave solution given in (6). Case 2: If the three roots are real and (only) two of them coincide, then the tanh-squared solution follows. This happens whenÃ =B = 0. Integrating both sides of (30) then gives
where, without loss of generality, C and ξ 0 can be set to zero. Solving (31) for φ yields
Returning to the original variables, one gets
where v is arbitrary. Setting v = ω/k = 4k 2 , where k is arbitrary, and δ = −kx 0 , one can verify that (34) matches (5).
The Tanh Method
If one is only interested in tanh-or sech-type solutions, one can circumvent explicit integration (often involving elliptic integrals) and apply the so-called tanh-method. A detailed description of the method has been given by Baldwin et al (2004) . The method has been fully implemented in Mathematica, a popular symbolic manipulation program, and successfully applied to many nonlinear differential equations from soliton theory and beyond.
The tanh-method is based on the following observation: all derivatives of the tanh function can be expressed as polynomials in tanh . Indeed, using the identity cosh 2 ξ − sinh 2 ξ = 1 one computes tanh ξ = sech 2 ξ = 1 − tanh 2 ξ, tanh ξ = −2 tanh ξ + 2 tanh 3 ξ, etc. Therefore, all derivatives of T (ξ) = tanh ξ are polynomials in T. For example,
3 , and T = −2T + 8T 2 − 6T 4 . By applying the chain rule, the PDE in u(x, t) is then transformed into an ODE for U (T ) where T = tanh ξ = tanh(kx − ωt + δ) is the new independent variable. Since all derivatives of T are polynomials of T, the resulting ODE has polynomial coefficients in T. It is therefore natural to seek a polynomial solution of the ODE. The problem thus becomes algebraic. Indeed, after computing the degree of the polynomial solution, one finds its unknown coefficients by solving a nonlinear algebraic system. The method is illustrated using (2) . Applying the chain rule (repeatedly), the terms of (2) become u t = −ω(1 − T 2 )U , u x = k(1 − T 2 )U , and
where U (T ) = U (tanh(kx − ωt + δ)) = u(x, t), U = dU/dT, etc. Substitution into (2) and cancellation of a common 1 − T 2 factor yields
This ODE for U (T ) has polynomial coefficients in T. One therefore seeks a polynomial solution
where the integer exponent N and the coefficients a n must be computed. Substituting T N into (36) and balancing the highest powers in T gives N = 2. Then, substituting
into (36) , and equating to zero the coefficients of the various power terms in T, yields
The unique solution of this nonlinear system for the unknowns a 0 , a 1 , and a 2 is
Finally, substituting (40) into (38) 
VI. Water Wave Experiments and Observations
Through a series of experiments in a hydrodynamic tank, Hammack investigated the validity of the BBM equation (Hammack 1973) and KdV equation as models for long waves in shallow water (Hammack and Segur 1974 , 1978a , 1978b ) and long internal waves (Segur and Hammack 1982) . Their research addressed the question: Would an initial displacement of water, as it propagates forward, eventually evolve in a train of localized solitary waves (solitons) and an oscillatory tail as predicted by the KdV equation? Based on the experimental data, they concluded that (i) the KdV dynamics only occurs if the waves travel over a long distance, (ii) a substantial amount of water must be initially displaced (by a piston) to produce a soliton train, (iii) the water volume of the initial wave determines the shape of the leading wave in the wave train, and (iv) the initial direction of displacement (upward or downward piston motion) determines what happens later. Quickly raising the piston causes a train of solitons to emerge; quickly lowering the piston causes all wave energy to distribute into the oscillatory tail, as predicted by the theory.
Several other researchers have tested the validity of the KdV equation and variants in laboratory experiments (see, e.g., Remoissenet 1999, Helfrich and Melville 2006) . Bona et al (1981) give an in-depth evaluation of the BBM equation (7) with and without dissipative term u xx . Their study includes (i) a numerical scheme with error estimates, (ii) a convergence test of the computer code, (iii) a comparison between the predictions of the theoretical model and the results of laboratory experiments. The authors note that it is important to include dissipative effects to obtain reasonable agreement between the forecast of the model and the empirical results.
Water tank experiments in conjunction with the analysis of actual data, allows researchers to judge whether or not the KdV equation can be used to model the dynamics of tsunamis (see Segur 2007a) . Tsunami research intensified after the December 2004 tsunami devastated large coastal regions of India, Indonesia, Sri Lanka, and Thailand, and killed nearly 300,000 people.
Apart from shallow water waves near beaches, the KdV equation and its solitary wave solution also apply to internal waves in the ocean. Internal solitary waves in the open ocean are slow waves of large amplitude that travel at the interface of stratified layers of different density. Stratification based on density differences is primarily due to variations in temperature or concentration (e.g., due to salinity gradients). For example, absorption of solar radiation creates a near surface thin layer of warmer water (of lower density) above a thicker layer or colder, denser water. The smaller the density change, the lower the wave frequency, and the slower the propagation speed. If the upper layer is thinner than the lower one, then the internal wave is a wave of depression causing a downward displacement of the fluid interface.
Internal solitary waves are ubiquitous in stratified waters, in particular, whenever strong tidal currents occur near irregular topography. Such waves have been studied since the 1960s. An early, well-documented case deals with internal waves in the Andaman Sea, where Perry and Schimke (1965) found groups of internal waves up to 80 m high and 2000 m long on the main thermocline at 500 m in 1500-m deep water. Their measurements were confirmed by Osborne and Burch (1980) who showed that internal waves in the Andaman Sea are generated by tidal flows and can travel over hundreds of kilometers.
Strong internal waves can affect biological life and interfere with underwater navigation. Understanding the behavior of internal waves can aid in the design of offshore production facilities for oil and natural gas.
The near-surface current associated with the internal wave locally modulates the height of the water surface. Hence, the internal wave leaves a "signature" or "footprint" at the sea surface in the form of a packet of solitary waves (sometimes called current rips or tide rips). These visual manifestations appear as long, quasilinear stripes in satellite imagery or photographs taken during space flights. Over 50 case studies and hundreds of images of oceanic internal waves can be found in "An Atlas of Internal Solitary-like Waves and Their Properties" (Jackson 2004) . As discussed in the review paper by Staquet and Sommeria (2002) , internal gravity waves also occur in the atmosphere, where they are often caused by wind blowing over topography and cumulus convective clouds. Internal gravity waves reveal themselves as unusual cloud patterns, which are the counterpart of the solitary wave packets on the ocean's surface.
VII. Future Directions
For many shallow water wave applications, the full Euler equations are too complex to work with. Instead, various approximate models have been proposed. Arguably, the most famous shallow water wave equations are the KdV and Boussinesq equations.
The KdV equation was originally derived to describe shallow water waves in a rectangular channel. Surprisingly, the equation also models ion-acoustic waves and magnetohydrodynamic waves in plasmas, waves in elastic rods, mid-latitude and equatorial planetary waves, acoustic waves on a crystal lattice, and more (see, e.g., Scott et al 1973 , and Scott 2003 . The KdV equation has played a pivotal role in the development of the Inverse Scattering Transform and soliton theory, both of which had a lasting impact on twentieth-century mathematical physics.
Historically, the classical Boussinesq equation was derived to describe the propagation of shallow water waves in a canal. Boussinesq systems arise when modeling the propagation of long-crested waves on large bodies of water (e.g., large lakes or the ocean). As Bona et al (2002) point out, a plethora of formally-equivalent Boussinesq systems can be derived. Yet, such systems may have vastly different mathematical properties. The study of the wellposedness of the nonlinear models is of paramount importance and is the subject of ongoing research.
Shallow water wave theory allows one to adequately model waves in canals, surface waves near beaches, and internal waves in the ocean (see Apel et al 2007) . Due to their widespread occurrence in the ocean (see Jackson 2004), solitary waves and "solitary wave packets" (solitons) are of interest to oceanographers and geophysicists. The (periodic) cnoidal wave solutions are used by coastal engineers in studies of sediment movement, erosion of sandy beaches, interaction of waves with piers and other coastal structures.
Apart from their physical relevance, the knowledge of solitary and cnoidal wave solutions of nonlinear PDEs facilitates the testing of numerical solvers and also helps with stability analysis.
Shallow water wave models are widely used in atmospheric science as a paradigm for geophysical fluid motions. They model, for example, inertia-gravity waves with fast time scale dynamics, and wave-vortex interactions and Rossby waves associated with slow advectivetimescale dynamics.
This article has reviewed commonly used shallow water wave models, with the hope of bridging two research communities: one that focuses on nonlinear equations with dispersive effects; the other on nonlinear hyperbolic equations without dispersive terms. Of common concern are the testing of the theoretical models on measured data and further validation of the equations with numerical simulations and laboratory experiments. A fusion of the expertise of both communities might advance research on water waves and help to answer open questions about wave breaking, instability, vorticity, and turbulence. Of paramount importance is the prevention of natural disasters, ecological ravage, and damage to manmade structures due to a better understanding of the dynamics of tsunamis, steep waves, strong internal waves, rips, tidal currents, and storm surges.
