The weighted myriad is an M-estimator that is de ned in an implicit manner; no closed-form expression exists for its computation, and its direct computation is a non-trivial and prohibitively expensive task. In this paper, the weighted myriad is formulated as one of the xed points of a certain mapping. An iterative algorithm is proposed to compute these xed points, and its convergence is proved rigourously. Fast algorithms for the weighted myriad are then developed, incorporating these xed point iterations. Numerical simulations serve to demonstrate that these algorithms compute the weighted myriad with a very high degree of accuracy, at a relatively low computational cost. With the computational bottleneck removed by the contributions of this paper, the full potential of the class of Weighted Myriad Filters can be realized in robust signal processing and communications applications.
Introduction
A large number of real-world processes are impulsive in nature, containing sharp spikes or occasional outliers. Examples of impulsive signals include low-frequency atmospheric noise, underwater acoustic signals, radar clutter, and multiple-access interference in wireless communication systems 1, 2, 3] . The performance of traditional linear signal processing, which is optimal under the Gaussian model for the signal statistics, is inadequate in an impulsive environment. Impulsive signals are more accurately modelled by distributions whose density functions have heavier tails than the Gaussian distribution 4]. In recent years, there has been considerable interest in the development of robust techniques for signal processing and communications, based on heavy-tailed distributions for the signal statistics.
Weighted median lters, along with other lters based on order statistics 5, 6] , have been widely used for robust image processing due to their ability to reject outliers while preserving edges and ne detail in images. These nonlinear lters are optimal under the Laplacian noise model, whose distribution is more heavy-tailed than the Gaussian distribution. However, their applications have not spread signi cantly beyond the eld of image processing, largely because they are constrained to be selection lters (the lter output is always, by de nition, one of the input samples). Although hybrid techniques combining linear and median ltering have been developed, they tend to be ad hoc in nature and prohibitively complex.
Weighted Myriad Filters (WMyF) have been proposed as a class of nonlinear lters for robust non-Gaussian signal processing in impulsive noise environments 7, 8, 9] . These lters have been derived based on maximum likelihood location estimation from samples following the so-calledstable distributions 3, 4] . The attractive features of -stable distributions are that they include the Gaussian distribution as a special limiting case, while possessing heavier tails than the Gaussian as well as Laplacian distributions. As a result, Weighted Myriad Filters constitute a robust generalization of linear ltering that is at the same time inherently more powerful than weighted median lters. Myriad lters have been shown to be optimal for a large class of distributions, including -stable distributions and generalized t distributions, that serve as practical models of impulsive noise 8, 9] . They have been successfully employed in robust communications and image processing applications 10, 11, 12] . Table 1 : M-estimator cost functions and lter outputs for various lter families.
The class of weighted myriad lters is derived from the sample myriad, which is an M-estimator , where the so-called linearity parameter K controls the robustness of the estimator; a more detailed description is given in Section 2. Table 1 shows the cost functions and the outputs for the linear (mean), median and myriad lters. In each row of the table, the lter output is the value which minimizes the associated cost function. These lters are generalized to their weighted versions by introducing non-negative weights fw i g N i=1 in the cost function expressions.
The notations w i x i (for the weighted median) and w i x i (for the weighted myriad), shown in the last column of the table, re ect these weighting operations. In the case of the weighted median with integer weights, the expression w i x i has the added signi cance of denoting the replication of the sample x i by the integer w i ; the lter output is then the (unweighted) median of a modi ed set of observations where each sample x i appears w i times.
As Table 1 shows, it is trivial to compute the weighted mean. The weighted median can also be determined directly; however, it requires sorting the input samples, making it a computationally expensive task. There has therefore been considerable research to develop fast algorithms to compute the weighted median. The weighted myriad, on the other hand, is not even available in explicit form. A direct computation of the weighted myriad is therefore a non-trivial and prohibitively expensive task, since it involves the minimization of the associated cost function shown in Table 1 . In this paper, we rst formulate the weighted myriad as one of the xed points of a certain mapping; it is the particular xed point which minimizes the weighted myriad cost function, also referred to as the weighted myriad objective function. We propose an iterative algorithm to compute these xed points. We then develop fast algorithms, incorporating these xed point iterations, for the computation of the weighted myriad. The performance of these algorithms is evaluated using a numerical example. It is shown that these algorithms achieve a high degree of accuracy in approximating the weighted myriad, at a relatively low cost of computation. Using these algorithms, the full potential of the class of weighted myriad lters can now be realized in robust signal processing and communications applications.
It is possible to de ne a generalized weighted myriad allowing for real-valued weights 14]; this is computed by transforming the input samples as well as the weights, and nding the weighted myriad of the transformed input samples using the transformed (now non-negative) weights. We therefore focus in this paper only on non-negative weights.
The paper is organized as follows. Section 2 introduces the weighted myriad. In Section 3, we present iterative algorithms for xed point computation, including a proof of their convergence. Fast algorithms for weighted myriad computation are developed in Section 4. Computer simulations illustrating these algorithms are presented in Section 5.
The Weighted Myriad (WMy)
This section brie y introduces the weighted myriad and develops some of its properties that will be useful later in the paper. For a more detailed treatment, see 8, 12] .
The class of weighted myriad lters (WMyF) is derived from the so-called sample myriad, which is de ned as the maximum likelihood estimate (MLE) of the location parameter of data following the Cauchy distribution. Consider N independent and identically distributed (i.i.d.) random variables fX i g N i=1 , each following a Cauchy distribution with location parameter and scaling factor K > 0. 
Notably, the sample myriad reduces to the sample mean as K ! 1 8].
By assigning non-negative weights to the input samples (observations), based on their varying levels of reliability, the weighted myriad is derived as a generalization of the sample myriad. This is done by assuming that the observations are drawn from N independent Cauchy distributed random variables, all having the same location parameter, but varying scale factors. Given N observations 
Increasing the weight w i (thus decreasing the scale S i ) causes the distribution of X i to be more concentrated around , making X i a more reliable sample. Note that the sample myriad is included as a special case: when all the weights are equal to unity, the scale factors all reduce to S i = K, leading to the sample myriad at the nominal scale factor K.
The weighted myriad^ K (w; x) maximizes the likelihood function Q N i=1 f X i (x i ; ; S i ). Using (1) for f X i (x i ; ; S i ), the weighted myriad can be expressed aŝ K (w; x) = arg min P( ) 4 = arg min as the weighted myriad objective function, since it is minimized by the weighted myriad. Note that when w i = 0 (S i = 1), the corresponding term in P( ) or Q( ) drops out; the sample x i is thus e ectively ignored when its weight is zero.
The weighted myriad is an M-estimator 13] . To see this, introduce the function
We can then express the weighted myriad^ K (w; x) ^ from (5) aŝ
which de nes an M-estimator of location from samples of varying scale 13].
The computation of the weighted myriad^ is complicated by the fact that the objective function Q( ) can have several local minima, as we shall see presently. To derive some basic properties of , we examine Q( ) further. First, use (6) to write the derivative of Q( ) as
The following proposition brings together a few key properties of Q( ) and^ that will be used in the later sections on the computation of^ . The properties described below are illustrated by Fig. 1 which shows the form of a typical objective function Q( ).
Proposition 2.1 Let fx (j) g N j=1 signify the order statistics (samples sorted in increasing order of amplitude) of the input vector x, with x (1) the smallest and x (N ) the largest. The following statements hold:
(a) The objective function Q( ) has a nite number (at most (2N ? 1)) of local extrema.
(b) The weighted myriad^ is one of the local minima of Q( ): Q 0 (^ ) = 0.
x θ Proof:
(a) We have Q( ) = log(P ( )) from (6) . The function P( ), given from (4) by
is a polynomial in of degree 2N, with well-de ned derivatives of all orders. Its derivative P 0 ( ) is a polynomial of degree (2N ? 1), with at most (2N ? 1) real roots. Now, Q 0 ( ) = P 0 ( )=P ( ) from (9) and it is clear from (10) that P( ) 6 = 0 for any . Hence, the roots of Q 0 ( ) and P 0 ( ) are identical. Therefore, Q 0 ( ) also has at most (2N ? 1) 
Fixed Point Iterations for Weighted Myriad Computation
The weighted myriad is one of the real roots of the function Q 0 ( ) of (9) . In this section, these roots are formulated as xed points of a mapping and an iterative algorithm is presented for their computation.
Referring to (12) , introduce the positive functions h i ( ) 
We can then recast (12) as
for the local extrema of Q( ). This formulation implies that the sum of weighted deviations of the samples is zero, with the (positive) weights themselves being functions of .
Fixed Point Formulation
Rewriting (15) as
we see that each local extremum of Q( ), including the weighted myriad^ , can be written as a weighted mean of the input samples x i . Since the weights h i ( ) are always positive, the right hand side of (16) is in (x (1) ; x (N ) ), con rming that all the local extrema lie within the range of the input samples. By de ning the mapping
the local extrema of Q( ), or the roots of Q 0 ( ), are seen to be the xed points of T( ):
We propose the following xed point iteration algorithm to compute these xed points:
In the classical literature, this is also called the method of successive approximation for the solution of the equation = T( ) 15]. In Section 3.2, we prove that the iterative scheme of (19) converges to a xed point of T( ); thus,
Note that there can be as many as (2N ? 1) xed points ; the initial value 0 chosen in (19) determines the particular xed point obtained.
A di erent perspective on (19) can be obtained by using (15) our xed point iteration scheme of (19) decreases the objective function Q( ) continuously at each step, leading to global convergence (convergence from an arbitrary starting point).
Convergence of Fixed Point Iterations
In this section, we prove that the sequence f m g of (19) converges to one of the local extrema of the objective function Q( ). We show in fact that, except for a degenerate case with zero probability of occurrence, f m g always converges to a local minimum. As a rst step, we show in the following theorem (Theorem 3.1) that the recursion (19) decreases Q( ). The proof of this theorem uses the following lemma, which reveals the updated value m+1 as the solution to a weighted least-squares problem at each iteration: 2 illustrates the behaviour of the sequence f m g by depicting the two possible scenarios that are described in Theorem 3.1. In the rst case, we have a sequence of distinct elements ( m+1 6 = m for any m) which always decreases Q( ). We shall show later in this section that the sequence in this case converges to a local minimum, shown as 1 in the gure. The second case in the gure depicts a situation where the sequence terminates at a particular iteration m when m+1 = m = 2 , where 2 is a local extremum of Q( ) (it happens to be a local maximum in this gure). Note that in both cases, the sequence stays within the range of the input samples. Also, the sequence proceeds always in such a way that ( m ? m+1 ) has the same sign as the derivative Q 0 ( m ) at the current iteration. from Section 2 (in particular, the proof of Proposition 2.1(a)) that Q( ) is a su ciently smooth Note that the degenerate case of Theorem 3.4(a) is an event that occurs with zero probability.
Clearly then, the sequence f m g of xed point iterations de ned in (19) converges always to a local minimum of the objective function Q( ). Exploiting this property to nd algorithms to compute the weighted myriad is the subject of the next section.
Fast Weighted Myriad Computation Algorithms
The weighted myriad^ globally minimizes the objective function Q( ) or, equivalently, the polynomial objective function P( ), which is given from (4) by
For computational purposes, it is more economical to use the polynomial version P( ), rather than using the function Q( ). From Proposition 2.1,^ is one of the local minima of P( ), or one of the real roots of the derivative function P 0 ( ). Further, all these roots lie within the range x (1) ; x (N ) ] of the input samples. The xed point iterations m+1 = T( m ), proposed in Section 3 (see (19)), converge to the real roots of P 0 ( ) for any initial value 0 . In fact, these recursions converge almost surely to the local minima, rather than the local maxima, of P( ) (see Theorem 3.4). Based on these observations, we can use the following generic approach to compute the weighted myriad:
Step 1: Choose a set C 0 of initial values 0 , with C 0 x (1) ; x (N ) ].
Step 2: For each 0 Step 3: The weighted myriad is then computed as the element ofC that minimizes the polynomial objective function P( ):^ arg min~ 2C P(~ ):
The choice of the set C 0 in Step 1 above leads to di erent versions of the generic algorithm, with varying complexity and accuracy, depending also on the choice of the number of iterations L.
Recall from Proposition 2.1 that there are at most (2N ? 1) local extrema of P( ), with at most N local minima. One way of ensuring the accuracy of the algorithm is to choose a large number of values for the initial set C 0 , by a ne sampling of the interval of interest, x (1) ; x (N ) ]. As a result, all the local minima of P( ) will be present in the nal candidate setC of Step 2. However, this is computationally very expensive, and involves nding the order statistics x (1) and x (N ) . As a trade-o between the demands of speed and accuracy, we propose the following algorithm which chooses C 0 to be the set of input samples fx i g N i=1 :
Fixed Point Search Weighted Myriad Algorithm I (FPS{WMyI)
Step 1: Using each of the input samples fx i g N i=1 as an initial value, perform L iterations of the xed point recursion m+1 = T( m ) of (19). Denote the resulting nal values as fy i = T (L)
Step 2: The weighted myriad is chosen as the element of fy i g N i=1 which minimizes the polynomial objective function P( ) of (29):^ FPS{WMyI = arg min y i P(y i ):
The algorithm can be described compactly aŝ
A much faster algorithm can be obtained by realizing that most of the N recursions in Step 1 above will converge to values y i (local minima of P( )) that are far from the weighted myriad. An input sample x i that is close to the weighted myriad is likely to converge to the weighted myriad itself. Motivated by this fact, we de ne the selection weighted myriad^ s as the input sample that minimizes the weighted myriad objective function Q( ) or, equivalently, the polynomial objective function P( ):^ 
Since the weighted myriad^ is the global minimizer of Q( ) or P( ), it is clear that^ s is likely to be the input sample that is closest to^ . Hence we can use^ s as an initial value in the xed point recursion of (19), to obtain the following fast algorithm:
Fixed Point Search Weighted Myriad Algorithm II (FPS{WMyII)
Step 1: Compute the selection weighted myriad:^ s = arg min x i P(x i ):
Step Therefore,^ FPS{WMyII = y k . Now, if^ s = x k is close to the weighted myriad^ , then y k will be close to^ and we will have^ FPS{WMyI = arg min y i P(y i ) = y k =^ FPS{WMyII algorithms yield the same result, with Algorithm II being much faster. Suppose, however, that^ s is close to a local minimum of P( ) that is di erent from the weighted myriad^ . Then, y k will not be close to^ , and Algorithm I will choose some other y i ; i 6 = k. In this case, Algorithm I will give a more accurate result than Algorithm II.
Computational Complexity: A direct computation of the weighted myriad requires nding the real roots of the (2N ? 1) degree derivative polynomial P 0 ( ) (see Proposition 2.1). Let (m) denote the number of operations required to determine the real roots of a polynomial of degree m having real coe cients. Now, it can be shown that the coe cients of P 0 ( ) can be found using (3N 
Numerical Examples
The xed point iterations of Section 3 and the fast weighted myriad computation algorithms I and II of Section 4 are illustrated in this section with two examples. In the rst example, a single input vector x is chosen, along with a weight vector w and linearity parameter K. The xed point iteration sequences of (19) are computed with several di erent initial values, and their convergence demonstrated. In the second example, a long input signal is ltered with a sliding-window weighted myriad lter using di erent algorithms, including an exact weighted myriad computation algorithm.
The speed and accuracy of the algorithms are evaluated for several window sizes N and di erent values of K. The exact computation of the weighted myriad requires nding the roots of the derivative, P 0 ( ), of the polynomial objective function P( ) (see Proposition 2.1). These roots are found using the polynomial root nding (PRF) method described in 17], which is apparently superior in speed and accuracy to the best previously-known root nding methods.
Example 1:
In order to demonstrate the xed point iterations of Section 3, a single input vector of length N = 9 was generated, with the N samples chosen to be independent and uniformly distributed over 0; 1]. The weight vector was also generated randomly, with the weights following a uniform distribution over 0; 1]. The linearity parameter was chosen to be K = 0:03. Fig. 5 shows the weighted myriad objective function Q( ) of (6) The xed point iteration scheme of (19) was implemented with L = 10 iterations for this example, using di erent initial values in order to compute all the local minima of Q( ). The initial values for these iterations were the set of N input samples fx i g N i=1 . Fig. 6(a) shows the N = 9 curves representing the di erent xed point iteration sequences obtained. The gure clearly demonstrates the convergence of the xed point iterations. We see that the iteration sequences form 4 sets, each set of curves converging to a value very close to one of the 4 local minima of Q( ). Although all the sequences happen to be monotonic in this example, it should be mentioned that this may not always be the case. The curve in the gure that starts at the selection weighted myriad^ s will correspond to the outputs of Algorithm II for di erent iterations. In this example, the selection weighted myriad happens to be^ s = x 6 = x (7) = 0:95. This is quite close to the weighted myriad = 0:93 as expected, and Algorithm II thus succeeds in converging to the right value of^ . Fig. 6(b) shows the output of Algorithm I as a function of the number of iterations. This is obtained by picking, at each iteration, the value out of the N curves of Fig. 6(a) that minimizes the objective function Q( ). The initial value of the output of Algorithm I is the same as the selection weighted myriad^ s = 0:95. Also shown in the gure (horizontal dashed line) is the exact weighted myriad^ = 0:93. As seen from the gure, the output of Algorithm I is very close to the exact weighted myriad after just a few iterations. The corresponding curve for Algorithm II has been omitted since it happens to be identical to that of Algorithm I in this example.
Example 2:
In this example, the speed and accuracy of Algorithms I and II are investigated by ltering a long input signal using several window sizes N and di erent values of the linearity parameter K. The input signal consisted of 5000 randomly generated samples following a uniform distribution over the gure that algorithm I is consistently faster than the exact algorithm; the contrast in speeds becomes especially evident for small K and large N. The gure also shows that, for a given N, the CPU time is largely independent of K, provided K is not too small. The higher execution times for very low values of K are due to the typically larger number of local extrema of the weighted myriad objective function for small K. The exact algorithm, which is based on nding and testing all these local extrema, will therefore need more computations for very small K. much more rapidly with N. Fig. 8(a) shows the fractional absolute error (absolute error divided by the exact value) of algorithm I for window size N = 9. This is calculated as an average in ltering the entire input signal, and plotted for di erent K and di erent numbers of iterations L. The plot shows that the fractional error decays rapidly to well below 0:02 (2 %) for all K, after just a few iterations. The corresponding plot for algorithm II is not shown since it turns out to be only marginally di erent from Fig. 8(a) . The fractional absolute errors of algorithms I and II are averaged over all N and K, and plotted in Fig. 8(b) as functions of the number of iterations L. This gure again con rms that both algorithms converge rapidly to very low errors (less than 2 %) after just 2-3 iterations, with algorithm II having only a slightly higher error. Note that the curves in the gure have the same value for L = 0; this is expected since both algorithms compute the selection weighted myriad of (31) when L = 0.
Finally, the execution times of the di erent algorithms, and the fractional errors of algorithms I and II with L = 5 iterations, are averaged over K and shown in Table 3 for di erent window sizes N. Algorithm I is seen to be about 40-50 times faster than the exact algorithm, for all values of N. Algorithm II is even faster; it varies from being faster than the exact algorithm by a factor of about 90 for N = 5, to a factor of about 300 for N = 15. The average errors of the algorithms are not more than 1 % for most values of N, becoming slightly larger (3 %) only when N = 15.
Algorithm II is recommended for use in practical applications since it is the fastest algorithm, while Table 3 : CPU times in seconds (averaged over K) for di erent algorithms, and fractional errors as percentages (averaged over K) for algorithms I and II with L = 5 iterations.
also yielding accurate results.
Conclusion
The problem of computation of the output of the Weighted Myriad Filter was addressed in this paper. The direct computation of the weighted myriad is a non-trivial and prohibitively expensive task. Instead, this paper recast the computation problem, formulating the weighted myriad as one of the xed points of a certain mapping. An iterative algorithm was then proposed to compute these xed points, and the convergence of these xed point iterations was rigourously established. Fast iterative xed point search algorithms to compute the weighted myriad were then derived, incorporating these xed point iterations. Two numerical examples were presented, involving ltering randomly generated input signals with a weighted myriad lter, with the weighted myriad computed using di erent algorithms. The convergence of the xed point iterations was demonstrated through the rst example. The speed and accuracy of the di erent algorithms were statistically analyzed in the second example. These xed point search algorithms were shown to compute the weighted myriad with a very high degree of accuracy, at a relatively low computational cost. With the computational bottleneck of Weighted Myriad Filters removed as a result of this paper, the full potential of this important class of nonlinear lters can now be realized in several applications in robust signal processing and communications.
A Proof of Theorem 3.1
We shall prove the theorem using a quadratic comparison function C 
where h i ( ) and '( ) are de ned in (13) and (14) respectively. It turns out that the resulting functions C i ( ) satisfy the condition (i) of (37) automatically; the proof of this fact is relegated to the end of this appendix. Using (39) and (36) in (33), we obtain the following expression for the comparison function:
which is evidently quadratic in as required. Now, with the conditions (i)-(iii) of (37) Remark Parts of our proof use ideas from Section 7.8 of 13] on the computation of joint regression M-estimates of location and scale.
As promised earlier, we now verify that the functions C i ( ) of (36) satisfy the condition (i) of (37) 
