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Claude Nédélec en acceptant d’être les rapporteurs de cette thèse.
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Je souhaite également remercier les membres du Service Informatique Scientifique du CESTA
qui m’ont accueilli pendant trois ans, ainsi que les quelques personnes du laboratoire de Ma-
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1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
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prés pour les problèmes de Helmholtz tridimensionnels 73
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Introduction générale
Les travaux de thèse présentés dans ce mémoire rentrent dans le cadre d’une étude me-
née au CEA-CESTA. Cette étude a pour but d’établir une méthode efficace de résolution des
équations de Maxwell en régime harmonique, en domaine extérieur. Ces équations modélisent
la diffraction d’une onde électromagnétique par un obstacle dans l’espace aérien. Le choix de
résolution consiste à considérer une méthode d’équations intégrales. Les formulations intégrales
permettent de ramener un problème 3D non borné à un problème “2D” borné. Si nous consi-
dérons un observateur en un point x de l’espace autour de l’obstacle, l’écho radar en x est une
moyenne des courants électromagnétiques sur la surface de l’obstacle, pondérée par l’interaction
entre x et la surface. Ainsi, il suffit de connâıtre les courants sur la surface obtenus par la ré-
solution des équations intégrales en imposant une condition au bord de l’obstacle. Cependant,
dans certaines situations réelles, la complexité de la structure de l’obstacle (couches minces,
composants électriques) ne permet pas de considérer une méthode d’équations intégrales avec
une condition au bord adaptée. Afin de prendre en considération cette structure complexe de
l’obstacle, la stratégie retenue consiste à coupler les équations intégrales à une méthode d’élé-
ments finis de volume à l’intérieur d’un domaine Ω contenant l’obstacle et une enveloppe d’air.
Les équations intégrales sont alors définies sur la surface Γ du domaine Ω avec une condi-
tion d’absorption sur le bord. Concernant des notions générales sur les diverses approches des
problèmes de diffraction en électromagnétisme, nous renvoyons à l’ouvrage [22].
Ω Γ
Plus précisément, les applications physiques de ces travaux sont confrontées au problème de
montée en fréquence. Au cours de cette thèse, nous nous sommes essentiellement intéressés
à des méthodes numériques ayant pour but de réduire les coûts de résolution des équations
intégrales. La formulation intégrale considérée dans le cadre de nos travaux est celle intro-
duite par B. Després ([40], [8], [41], [24], [78]). Cette formulation aboutit à un système dont
les propriétés permettent de considérer une méthode de résolution itérative basée sur des gra-
dients conjugués et offrant une bonne convergence. Les méthodes itératives ont l’avantage de
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permettre une meilleure gestion de la mémoire que les méthodes directes et une réduction du
coût de calcul. D’autre part, elles se prêtent bien à différents types de méthodes de réduction
des coûts de calcul et de mémoire. De nombreuses méthodes d’accélérations des résolutions
itératives des équations intégrales ont été développées. Les formulations intégrales de l’élec-
tromagnétisme impliquent la considération d’interactions surfaciques par le biais d’un noyau
de Green, G(k, |x − y|) = e
ık|x−y|
4π|x − y| où x et y décrivent la surface Γ et k désigne le nombre
d’onde du problème. La discrétisation du problème aboutit à un système dont la taille dépend
du nombre d’onde, le nombre de degrés de liberté étant proportionnel à k2. Nous proposons
maintenant une introduction à quelques méthodes établies dans le but de réduire les coûts de
résolution des équations intégrales.
Nous commençons cette présentation par la célèbre méthode multipôles rapide. La méthode
multipôles rapide, notée FMM, est basée sur une réduction des interactions engendrées par le
noyau de Green G(k, .). Par un développement judicieux de ce noyau, avec un regroupement des
éléments du maillage éléments-finis dans des bôıtes multipolaires, la méthode multipôles réduit
les interactions entre mailles à des interactions entre les bôıtes multipolaires. Cette considération
permet de ne pas conserver la matrice du système et de recalculer les interactions nécessaires
à chaque produit matrice-vecteur de la résolution itérative à un coût très réduit. La méthode
doit son qualificatif “rapide” à sa complexité numérique ; Nous désignons ici par complexité
l’ordre des coûts de calcul et de mémoire de l’algorithme numérique correspondant. En effet,
la méthode multipôles rapide permet de réduire la complexité de calcul des produits matrice-
vecteur de O(N2) à O(N3/2) pour la méthode à un niveau et à O(N ln(N)) pour la version
multi-niveaux.
D’autres méthodes basées sur l’accélération des produits matrice-vecteur, comme la FMM,
ont été établies :
• La méthode dite “Panel Clustering” décrite par S.A. Sauter ([73]) est basée sur un re-
groupement judicieux des degrés de liberté et un développement du noyau de Green, à la
façon de la FMM.
• D’autres auteurs préfèrent s’intéresser aux transformées de Fourier rapide pour accélérer
les produits matrice-vecteur. La nouvelle idée de O.P. Bruno et L.A. Kunyansky ([16],
[15]) semble prometteuse. Celle de A. Bespalov ([10]) peut être plus efficace que la FMM
pour des géométries particulières.
Nous pouvons aussi considérer des méthodes qui agissent directement sur la matrice, en rédui-
sant la taille du système ou en creusant la matrice :
• La méthode de discrétisation microlocale introduite par T. Abboud, J.-C. Nédélec et B.
Zhou dans le cas d’obstacles convexes ([2], [90]) est basée sur une estimation de la phase
de l’inconnue. Cette approximation de la phase permet d’introduire une nouvelle inconnue
moins oscillante. La discrétisation de l’inconnue se fait alors avec un nombre de degrés de
liberté de l’ordre de k2/3 au lieu de k2. Cependant cette méthode nécessite toujours une
discrétisation fine des intégrales définissant le système, ce qui limite le gain au niveau du
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temps de calcul.
• A. de La Bourdonnaye et M. Tolentino ([39], [82]) ont établi une autre méthode de dis-
crétisation microlocale basée sur une discrétisation de la phase de l’inconnue suivant les
directions de la sphère unité. Si cette version n’impose pas la condition de convexité, elle
s’avère beaucoup plus délicate à gérer.
• Les bases d’ondelettes constituent aussi une voie envisagée pour réduire les coûts de
résolution des équations intégrales. W.C. Chew et al ([85]) et V. Rokhlin et al ([11], [4])
se sont intéressés aux méthodes d’ondelettes qui, par un choix judicieux des fonctions de
base, permettent de creuser la matrice. Cependant, la complexité des algorithmes induits
par ces méthodes est selon l’étude de W.C. Chew ([85]) de l’ordre de cN 2, c < 1 où N est
le nombre de degrés de liberté. Cette complexité leur a valu d’être dépréciées par rapport
aux FMM de complexité en Np, p < 2. Une étude plus récente de W.L. Golik ([47], [48])
aboutit à un algorithme performant à partir des travaux de I. Daubechies ([35]).
• F.X. Canning a également décrit une méthode permettant de creuser la matrice à partir
d’un choix judicieux des fonctions de base et des fonctions test. Il s’agit de la méthode
dite IML (impedence matrix localization) décrite dans les papiers [17] et [18].
Ces différentes idées de minimisation des coûts de résolution présentent des avantages diffé-
rents parfois complémentaires, ainsi que des limitations variées. Il semble désormais pertinent
d’envisager des couplages de ces idées. Par exemple, J. Tausch ([80]) étudie un couplage d’une
méthode d’ondelettes avec une méthode multipôles rapide. Nous proposons dans ce mémoire
de thèse une idée de couplage d’une méthode de discrétisation microlocale avec une méthode
multipôles rapide.
Ce mémoire de thèse se compose de trois parties.
La première partie a pour but de familiariser le lecteur avec les différents outils mathé-
matiques et numériques utilisés pour nos travaux. Nous proposons dans cette partie une pré-
sentation des méthodes de discrétisation microlocale et des méthodes multipôles rapides dans
un cadre simplifié. A cet effet, nous nous plaçons dans le cas de l’équation de Helmholtz avec
condition au bord de Dirichlet, résolue par formulation intégrale avec un potentiel de simple
couche. Toujours dans ce cadre simplifié, nous étudions des couplages des méthodes de discré-
tisation microlocale avec une méthode multipôles. Dans le cas de la méthode de discrétisation
microlocale décrite par T. Abboud, J.-C. Nédélec et B. Zhou, il s’agit tout d’abord de considérer
l’estimation de la phase de la discrétisation microlocale afin de réduire le nombre de degrés de
liberté. Ensuite, nous utilisons la FMM pour accélérer les calculs liés à la discrétisation fine
des intégrales. Nous faisons aussi l’étude de la complexité du nouvel algorithme selon que l’on
utilise une méthode multipôles à un niveau ou multi-niveaux.
Dans la deuxième partie, le couplage proposé précédemment fait l’objet d’une validation
numérique avec une méthode multipôles à un niveau. Cette validation est effectuée dans le
cadre de l’équation de Helmholtz tridimensionnelle résolue selon la formulation intégrale de
B. Després et a fait l’objet d’une soumission au journal Journal of Computational Physics
([29]). Nous réécrivons tout d’abord la formulation intégrale en nous inspirant des travaux
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de N. Bartoli et F. Collino ([8]) dans le cas bidimensionnel. L’application de la discrétisation
microlocale dans cette nouvelle configuration nécessite quelques précisions. Les conditions au
bord de Neumann et de Robin engendrent des estimations d’erreur différentes. Les nouvelles
fonctions de base associées à une discrétisation éléments-finis  1 sont également présentées.
D’autre part, la formulation de B. Després sépare le noyau de Green G(k, |x− y|) = e
ık|x−y|
4π|x − y|
en un terme régulier Gi(k, |x − y|) =
sin(k|x − y|)
4π|x − y| et un terme singulier Gr(k, |x − y|) =
cos(k|x − y|)
4π|x − y| . Nous spécifions alors les développements de Gr et Gi utilisés pour l’application
de la FMM. Ensuite, une étude numérique détaillée du couplage discrétisation microlocale et
FMM à 1 niveau est proposée dans le cadre de la sphère. Ce couplage permet une résolution
basée sur un maillage avec une longueur moyenne d’arête jusqu’à deux longueurs d’onde. Les
cas du Cetaf, objet fourni par Dassault-Aviation, et de la double-sphère fortement non convexe,
nous donnent un comportement de la nouvelle méthode pour des obstacles non convexes.
Nous étudions dans la troisième partie, une application du couplage discrétisation micro-
locale et FMM multi-niveaux à la résolution numérique des équations intégrales de Maxwell.
Nous rappelons tout d’abord la formulation intégrale de B. Després en nous inspirant de l’article
[24]. L’application de la nouvelle méthode aux équations de Maxwell nécessite quelques adap-
tations. La discrétisation basée sur une méthode éléments-finis Raviart-Thomas fait intervenir
des fonctions de base vectorielles qui amplifient le lien entre les deux maillages de la discréti-
sation microlocale. D’autre part cette application d’une version multi-niveaux de la FMM à la
discrétisation microlocale nécessite une adaptation de la FMM dans le choix des niveaux consi-
dérés. Nous rappelons cette particularité déjà évoquée dans la première partie. Les résultats
numériques bien que moins spectaculaires que pour l’équation de Helmholtz, sont tout de même
très intéressants. Nous envisageons aussi le cas d’objets convexes moins classiques.
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Première partie
Accélérations de la résolution d’une
équation intégrale pour l’équation de




Résolution par équation intégrale
1.1 Introduction
Notre travail consiste à envisager de nouvelles accélérations pour la résolution de l’équation
intégrale liée au problème extérieur de Helmholtz avec condition de Dirichlet. Ce chapitre a pour
but de poser le problème et de donner les motivations d’une accélération de sa résolution. Dans la
section 1.2, nous rappelons succinctement l’équation intégrale obtenue à partir de l’équation de
Helmholtz. Ensuite, nous proposons une discrétisation du problème ainsi obtenu et des résultats
sur les estimations d’erreurs. Pour une étude plus précise, nous renvoyons aux travaux de J.-C.
Nédélec et de J. Giroire ([66], [67], [46]). La discrétisation de l’équation intégrale aboutit à
un système linéaire dont la résolution devient vite très coûteuse. La section 1.3 présente alors
différentes méthodes d’accélération de la résolution.
1.2 Formulation intégrale et discrétisation
1.2.1 Résolution de l’équation de Helmholtz en se ramenant à une
équation intégrale
La recherche de solutions périodiques en temps pour l’équation des ondes acoustiques en
présence d’un obstacle se ramène à l’équation de Helmholtz :
∆u + k2u = 0 , dans Ωc ,
u/Γ = u
inc , sur Γ ,
∂u
∂r





, r −→ +∞ ,
(1.1)
où Ω est un ouvert borné régulier de  3 , de frontière Γ et Ωc =  3\Ω. uinc est l’onde incidente.
La dernière condition correspond à la condition de radiation de Sommerfeld ou condition d’onde
sortante.





Pour une étude plus précise de l’équation des ondes acoustiques, nous renvoyons aux cours
de J.-C. Nédélec ([66] ou [67]).








Nous considérons le cas où −k2 n’est pas valeur propre du problème de Dirichlet intérieur




G(k, |x − y|) q(y) dγ(y) , ∀x ∈  3 . (1.3)





Le potentiel de simple couche (1.3) est continu au passage de Γ, la frontière de l’obstacle. La
charge q vérifie alors la relation suivante :∫
Γ
G(k, |x − y|) q(y) dγ(y) = uinc(x) , x ∈ Γ . (1.4)




G(k, |x− y|) q(y) dγ(y) , x ∈ Γ . (1.5)
Lorsque −k2 n’est pas valeur propre du problème de Dirichlet intérieur pour le Laplacien ,
l’opérateur S est un isomorphisme de H−1/2(Γ) sur H1/2(Γ).
Ainsi, q est définie comme étant l’unique solution de l’équation intégrale,
Sq = uinc . (1.6)
En désignant par < ., . > la dualité entre les espaces H−1/2(Γ) et H1/2(Γ), nous avons la
formulation variationnelle suivante :
Etant donné uinc ∈ H1/2(Γ), trouver q ∈ H−1/2(Γ) tel que
< q′,Sq >=< q′, uinc > , ∀q′ ∈ H−1/2(Γ) . (1.7)
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1.2.2 Résolution de l’équation intégrale par une méthode variation-
nelle d’éléments finis
Nous utilisons une méthode d’éléments finis pour résoudre le problème (1.7) sous sa forme
variationnelle. Nous considérons une surface Γh, approximation polynômiale par morceaux de
degré l de la surface Γ. Nous définissons des sous-espaces de dimension finie de l’espace de
Hilbert H−1/2(Γh), que nous noterons Vh et que nous considèrerons inclus dans L2(Γh). Etant
donné la régularité des éléments de Vh, le problème (1.7) est approché par le problème suivant :











h(y) dγ(y) , ∀q′h ∈ Vh . (1.8)
La quantité uinch est une approximation de la donnée u
inc dans H1/2(Γh).
Nous considérons une décomposition éléments finis de la surface Γh que nous noterons Th et
dont deux éléments quelconques, des triangles courbes, ont, soit une intersection vide, soit un
sommet commun, soit une arête commune. Nous noterons N le nombre d’éléments.
Nous nous plaçons dans le cas où Vh est l’espace des fonctions constantes sur chaque élément,
de dimension N , et dont une base est {ϕi ; i = 1, N} définie par :
ϕi/Tj = δij , ∀i, j ∈ {1, ..., N} ,
où {Tj ; j = 1, N} = Th et δij est le symbole de Kronecker.
Dans ce cas, l’espace Vh est inclus dans l’espace L
2(Γh), et le problème approché (1.8) s’écrit
de la façon suivante :
Trouver un élément qh =
N∑
j=1







αjϕj(x)ϕi(y)G(k, |x − y|) dγ(x)dγ(y) =
∫
Γh
uinch (y)ϕi(y)dγ(y) , (1.9)
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c’est-à-dire :








G(k, |x − y|) dγ(x)dγ(y) =
∫
Ti
uinch (y) dγ(y) , (1.10)
ce qui équivaut à la résolution en X du système suivant :
AX = B , (1.11)
où A est une matrice symétrique connue de taille N ×N , B un vecteur connu, et X l’inconnue
du problème, définis par :











uinch (y) dγ(y) ,
Xj = αj .
(1.12)
Il reste ainsi à résoudre un système linéaire.
1.2.3 Traitement des intégrales






G(k, |x − y|) dγ(x)dγ(y) , ∀i, j ∈ {1, ..., N} . (1.13)
Nous décidons d’approcher les intégrales en se ramenant au triangle de référence en dimen-
sion 2, et en appliquant une quadrature de Gauss. Pour cela nous devons tout d’abord introduire
quelques notations.
Dans le triangle de référence, T0 = {(0, 0), (1, 0), (0, 1)}, considérons l’ensemble des points
de Gauss {xβ , β = 1, ..., nbg} ⊂  2 et l’ensemble des poids de Gauss associés {ωβ , β =
1, ..., nbg}, où nbg est le nombre de points de Gauss.




ième sommet de Ti. De même le j
ième sommet de T0 sera dénoté T
(j)
0 .
Notons Fi l’application polynômiale de degré l qui transforme le triangle de référence T0 en
Ti, avec entre autres :
Fi(T
(j)
0 ) = T
(j)
i , ∀j ∈ {1, ..., 3} ,
T
(1)
0 = (0, 0) , T
(2)
0 = (1, 0) , T
(3)
0 = (0, 1) .
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Dans la pratique, on prend l = 1. Les cas l ≥ 2 sont trop compliqués à mettre en œuvre
numériquement. Dans la suite de ce paragraphe, on se place alors dans le cas où l = 1.




4 mes(Ti) mes(Tj) ωβ ωβ′G(k, |Fi(xβ) − Fj(xβ′)|) , si Ti ∩ Tj = ∅ . (1.14)
Pour l = 1, on peut écrire Fi(xβ) de façon plus explicite. Fi est l’application affine vérifiant
Fi(T
(j)
0 ) = T
(j)
i , ∀j ∈ {1, ..., 3} . Ainsi, pour tout xβ = (xβ(1), xβ(2)) ∈ T0, on a :
Fi(xβ) = xβ(1) T
(2)
i + xβ(2) T
(3)
i + (1 − xβ(1) − xβ(2)) T
(1)
i .
Nous noterons xiβ ce dernier point.
Si Ti ∩ Tj 
= ∅, nous approchons l’intégrale par la méthode de traitement des singularités
établie par J. Gay du CEA/CESTA, utilisée entre autres par V. Lange dans [56], V. Lubet dans
[60] ou encore A. Lecompte dans [57] et rappelée en annexe. Nous noterons JG(Ti , Tj) cette
approximation.
Dans le cas l = 1, le problème (1.11)-(1.12) est donc approché par le système suivant :
AhX = Bh , (1.15)




4 mes(Ti) mes(Tj) ωβ ωβ′ G(k, |xiβ − xjβ′ |) , si Ti ∩ Tj = ∅ ,









1.2.4 Estimations d’erreurs liées à la méthode des éléments finis
Soient q la solution du problème (1.6) et qh celle obtenue par la résolution du problème
(1.15)-(1.16). Soit u (respectivement uh) la fonction définie sur  
3 à partir de q (respectivement
qh) par la relation (1.3).
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En désignant par h, le plus grand des diamètres des éléments de Th, et par π la projection
orthogonale de Γh sur Γ, nous avons l’estimation d’erreur suivante :
‖ q − π(qh) ‖H− 12 (Γ)≤ C
[
‖ uinc − uinch ‖H 12 (Γ) +
hm+
3
2 ‖ q ‖Hm+1(Γ) + hl+
1




m désigne le degré des polynômes de l’approximation éléments-finis et l le degré d’approximation
de la surface. Il en découle une estimation sur L2(Γ) (cf [46]) :




2 ‖ uinc − uinch ‖H 12 (Γ) +




q est une inconnue intermédiaire permettant de calculer u. Pour obtenir les estimations sur u,
nous avons besoin des estimations suivantes :
Si s ∈ [1, m + 2] ,




2 ‖ uinc − uinch ‖H 12 (Γ) + ‖ u
inc − uinch ‖H−s+1(Γ) +




Si s ∈ [0, 1] , pour h suffisamment petit,




2 ‖ uinc − uinch ‖H 12 (Γ) + h
s−1 ‖ uinc − uinch ‖L2(Γ) +




Ces estimations nous conduisent aux résultats suivants sur u (cf [46]) :
∀δ > 0, h assez petit, nous avons pour y ∈ Ωc vérifiant d(y, Γ) ≥ δ,




2 ‖ uinc − uinch ‖H 12 (Γ) + ‖ u
inc − uinch ‖H−s+1(Γ) +










Cette étude aboutit au choix h ∼ 1
k
et donc N ∼ k2.
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1.3 Motivation des méthodes d’accélération
La résolution du système linéaire (1.15)-(1.16) présenté dans le paragraphe 1.2.3, se fait soit
par une méthode d’inversion directe très coûteuse, soit par l’utilisation d’une méthode itérative
qui nécessite à chaque itération la réalisation d’un produit matrice-vecteur dont la matrice est
Ah. Ces produits nécessitent a priori d’avoir en mémoire la matrice pleine Ah, de taille N ×N .
La complexité du coût de calcul, des produits matrice-vecteur est O(N 2). La complexité d’une
méthode directe est O(N3) et celle d’une méthode itérative est O(N 2 Niter) où Niter est le
nombre d’itérations requis par la résolution. Nous avons choisi de nous intéresser aux méthodes
itératives.
Le nombre d’inconnues, N , peut devenir grand si une précision importante est souhaitée.
De plus, l’évaluation de h établie dans le paragraphe 1.2.4 aboutit au lien N ∼ k2. D’autre
part, k est proportionnel à la fréquence qui crôıt sensiblement pour certaines applications phy-
siques. Il devient donc impossible de stocker la matrice Ah pour N grand. Il nous faut alors a
priori la recalculer pour chaque produit. Les méthodes présentées dans les chapitres suivants
consistent alors à accélérer le calcul des produits matrice-vecteur Ah.Y pour Y vecteur donné,
par réduction de la taille du système (1.11)-(1.12), en creusant la matrice, ou par diminution
du nombre d’interactions.
Dans le cas d’un obstacle convexe et d’une onde incidente plane, une première méthode
consiste à approcher la phase de l’inconnue selon les théories géométrique et physique de la
diffraction. Cette approximation a pour conséquence de réduire les oscillations de l’inconnue q̃
du nouveau problème. Ceci nous permet alors de considérer une discrétisation numérique avec
un nombre de degrés de liberté Nd d’un ordre nettement inférieur par rapport à la fréquence k.
En effet, dans le cas standard Nd ∼ k2, alors qu’après approximation de la phase, Nd ∼ k2/3.
Cependant, l’approximation de la surface Γ de l’obstacle nécessite un maillage plus fin avec un
nombre de mailles en k2 afin d’avoir une évaluation des différentes fonctions sur Γ avec une
précision suffisante. Ainsi, l’évaluation de la matrice du système, de taille k2/3 × k2/3, s’effectue
avec un coût de calcul de l’ordre de k2 × k2. Les auteurs de cette méthode, T. Abboud, J.-C.
Nédélec et B. Zhou ([1], [2], [90]) proposent alors une accélération de la construction de la
matrice basée sur la théorie de la phase stationnaire.
La méthode de discrétisation microlocale proposée par A. de La Bourdonnaye et M. Tolen-
tino (cf. [38], [37], [36], [39], [82]) est basée sur la même idée de séparation de l’amplitude et de
la phase. Pour traiter des cas plus généraux que précédemment, ils proposent d’écrire la phase
comme une combinaison de phases d’ondes planes. Ils obtiennent un problème où le nombre
de degrés de liberté Nd est en k
2, la discrétisation de l’espace des directions d’ondes planes se
faisant avec k points, ainsi que celle de l’obstacle. L’accélération du produit matrice-vecteur est
assurée par application de la théorie de la phase stationnaire qui permet de creuser la matrice.
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Les méthodes multipôles rapides reposent sur une autre idée. Il s’agit de développer les cal-
culs du produit Ah.Y et d’effectuer un regroupement judicieux des termes de manière à réduire
la complexité en approchant les interactions lointaines. D’un point de vue géométrique, le cal-
cul des interactions lointaines est considérablement accéléré en regroupant convenablement les
éléments de la triangulation Th. Le choix du regroupement permet de définir deux méthodes. Si
le regroupement est uniforme, on parle d’une méthode à un niveau qui aboutit à un algorithme
en O(N3/2). Ce regroupement peut être choisi en fonction de l’éloignement des intéractions.
Dans ce cas, on parle d’une méthode multi-niveaux qui aboutit à un algorithme en O(N ln2 N).
Cette méthode introduite par V. Rokhlin ([23]) a été étendue par W.C. Chew ([76]), J. Rahola




Dans le chapitre précédent, nous avons rappelé la nécessité d’accélérer la résolution du sys-
tème lié à la discrétisation de l’équation intégrale pour le problème extérieur de Helmholtz.
Nous donnons ici une description de deux méthodes d’accélération dites de discrétisation mi-
crolocale. La première, introduite par T. Abboud, J.-C. Nédélec et B. Zhou est basée sur une
évaluation de la phase de l’inconnue. La seconde, proposée par A. de La Bourdonnaye et M.
Tolentino est basée sur une discrétrisation de la phase de l’inconnue.
2.1 Méthode d’approximation de la phase
Cette méthode est présentée par T. Abboud, J.-C. Nédélec et B. Zhou ([1], [2], [90]) sous
les conditions suivantes :
* Ω est un ouvert borné régulier convexe de  3 ,
* uinc est une onde incidente plane.
Sous ces conditions, l’idée consiste à exprimer l’inconnue qh du problème (1.11)-(1.12) en
introduisant une approximation de la phase. Cette idée réunit deux notions, celle des méthodes
d’éléments finis et celle des méthodes asymptotiques. Ceci implique la considération des concepts
de développements asymptotiques de la phase de l’inconnue, introduits par les théories géomé-
triques et physiques de la diffraction (voir par exemple le livre [12] de D. Bouche et F. Molinet).
L’inconnue s’écrit qh = Qhe
ıφh où Q et φ désignent respectivement l’amplitude et la phase de
l’inconnue. Un développement asymptotique de la phase est donné par φh = kφ0+O(k1/3) ([62],
[81], [6]). Une approximation de la phase au premier degré est donc φ̃h = kφ0. Quand l’obstacle
est convexe et l’onde incidente plane, de la forme uinc(x) = eık ξ.x, φ0 est définie par φ0(x) = ξ.x.
En désignant par q̃h la nouvelle inconnue telle que qh = q̃he
ıkφ0 , on a q̃h = Qhe
ı(φh− φh). On note
de même q = q̃eıkφ0 la solution de l’équation intégrale (1.6). Ce changement d’inconnue vérifie
la propriété suivante :
‖ q ‖Hs(Γ)= O(k1+s), ‖ q̃ ‖Hs(Γ)= O(k1+
s
3 ).
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En reprenant l’estimation d’erreur (1.18), on obtient alors :















où π est la projection orthogonale de Γh sur Γ et h la longueur maximale des arêtes de Γh.
L’erreur relative est donc estimée par :




k−1fh(uinc) + (hk)m+1 + hl
]
. (2.2)
Cependant, l’estimation d’erreur par rapport à q̃ s’écrit (cf. [90]) :
‖ q̃ − π(q̃h) ‖L2(Γ) ≤ C
[
f̃h(u
inc) + hl ‖ uinch ‖L2(Γ)











≤ C(hm + hl) ,
On en déduit alors l’estimation suivante :




hm + hl + (hk
1
3 )m+1 + khl
]
. (2.4)
Comme dans la section 1.2, afin de borner l’erreur relative (2.2) indépendamment de la
fréquence, il suffit de prendre h ∼ k−1. De même, pour borner l’erreur relative (2.4), nous
pourrions prendre h ∼ k−1/3. Cependant, pour que le terme en khl se comporte comme celui
en k1/3h, nous devrions alors considérer une approximation Γh de la surface Γ de degré l = 3.
Ce choix s’avère trop difficile à mettre en œuvre numériquement. La solution proposée par
les auteurs de la méthode consiste à considérer deux maillages. En effet, le terme en khl est
lié à l’approximation géométrique, alors que le terme en hk1/3 provient de la discrétisation de
l’inconnue. Pour définir l’inconnue, nous considérons donc un maillage grossier Γhg noté Γg.
Nous considérons aussi un maillage fin Γhf noté Γf pour l’évaluation des fonctions intervenant
dans le problème. hf et hg désigneront respectivement les longueurs maximales des arêtes des
maillages Γf et Γg. Ces deux maillages permettent d’établir une nouvelle méthode de type
éléments-finis basée sur le maillage grossier Γg pour la définition de l’inconnue et utilisant le
maillage fin Γf pour la discrétisation des intégrales. La nouvelle estimation d’erreur est donnée
par :
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Γg est associé à la discrétisation de l’inconnue par le biais de termes h
m
g . Les termes h
l
f confirment
la contribution de Γf dans l’approximation de la surface. Ces nouvelles estimations nous per-
mettent de considérer l = 1 en nous imposant le choix suivant :
hg ∼ k−1/3 et hf ∼ k−1
Introduisons maintenant quelques notations concernant les différents maillages. l’inconnue
est définie à partir du maillage grossier Γg, avec un nombre d’éléments Ng ∼ k2/3. Γf désigne le
maillage fin qui approche la surface Γ de l’obstacle, pour la discrétisation des intégrales, avec un
nombre d’éléments Nf ∼ k2. En pratique, Γf devra être un raffinement de Γg : En se donnant
Γg, nous considérons d’abord Γ
−π
f un raffinement de Γg. Ensuite, Γf est obtenu par projection
de Γ−πf sur la surface Γ de l’obstacle. Par la suite, nous désignerons alors par π la projection
orthogonale des triangles plans de Γg vers ceux de Γf . π vérifie : Γf = π(Γ
−π
f ). Nous définissons
aussi Γsg, la projection de Γg sur Γf par π. Γ
s
g suit la surface comme Γf le fait. Comme le suggère














Notons Ni le nombre d’éléments de Γf contenus dans le iième élément de Γsg. La numérota-
tion des éléments de Γf se fait alors par l’intermédiaire de Γ
s
g : Ti i0 désignera le (i0)
ième élément
de Γf contenu dans le i
ième élément de Γsg.
Le nouvel espace discret est défini ainsi :
Ṽh(Γ
s
g) = {q̃h / q̃h = q̃ ◦ π−1 , q̃/Tj ∈  1(Tj)} ,
où (Tj)j décrit l’ensemble des éléments de Γg. Définissons maintenant les fonctions de base
associées à cette nouvelle discrétisation de l’inconnue. Nous noterons ϕi la fonction de base
classique associée à l’élément Ti du maillage éléments-finis Γg. Introduisons aussi les fonctions
(ϕ̃i) définies par ϕ̃i = Ji (ϕi ◦ π−1)eıkφ0. Les fonctions (ϕi ◦ π−1), i = 1, .., Ng correspondent
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aux fonctions de base associées au nouvel espace Ṽh(Γ
s
g). Ji correspond au jacobien associé à
la transformation π localement à Ti, pour tout i0 dans {1, ...,Ni}, sur Ti i0 : Ji(x) = Ji i0 =
mes(π−1(Ti i0))
mes(Ti i0)
. L’inconnue est définie ainsi :




En prenant les fonctions test (ϕ̃i)i, le problème (1.9) se réécrit :
Trouver un élément qh =
Ng∑
j=1







q̃jϕ̃j(x)ϕ̃i(y)G(k, |x − y|) dγ(x)dγ(y) =
∫
Γf
uinch (y)ϕ̃i(y) dγ(y) , (2.6)
c’est à dire :
Trouver un Ng-uplet q̃ dans l’espace  












−ıkφ0(y) Ji(y) ϕi ◦ π−1(y) dγ(y) .
(2.7)
En reprenant les fonctions de base ϕi/Tj = δi j , comme pour le système (1.11)-(1.12) établi
dans la section 1.2, avec l = 1, nous aboutissons au système suivant :
AX = B , (2.8)
















Ji i0 e−ıkφ0(y) uinch (y) dγ(y) ,
Xj = q̃j .
(2.9)
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Le système ainsi obtenu est bien de taille k2/3 × k2/3 << k2 × k2. Cependant pour résoudre
ce problème, il faut précalculer la matrice A. Mais cette première étape nécessite un nombre
d’opérations de l’ordre de k4. La solution proposée par les auteurs de la méthode consiste à
utiliser la théorie de la phase stationnaire qui permet de réduire cette dernière complexité à
k2 d’un point de vue théorique. En pratique, si cette solution parâıt très efficace en dimension
deux, elle engendre, dans le cas de la dimension trois, des difficultés numériques non résolues.
Pour plus de précision sur cette étape nous renvoyons aux travaux de B. Zhou ([90]). La théorie
de la phase stationnaire est présentée dans les ouvrages suivants : [20], [52], [70], [77].
2.2 Méthode de discrétisation de la phase
Cette méthode présentée par A. de La Bourdonnaye et M. Tolentino ([38], [37], [36], [39],
[82]) s’applique dans des conditions plus générales que la méthode présentée par T. Abboud,
J.-C. Nédélec et B. Zhou :
* Ω est un ouvert borné régulier de  3 , sans condition de convexité,
* uinc est une onde incidente quelconque.
La méthode de discrétisation microlocale qu’ils proposent consiste à prendre des fonctions de
base de la forme x −→ eıkξi0 .xϕi(x) , i0 = 1, .., N0 , i = 1, .., N . Cette méthode consiste à ap-
procher l’inconnue par une combinaison linéaire d’ondes planes de directions ξi0 , i0 = 1, .., N0.
L’étude des estimations d’erreurs sur la discrétisation de la phase les amène à choisir N ∼ k
ainsi que N0 ∼ k (cf. [36], [82]).
Le problème (1.9) se réécrit alors :






















−ıkξi0 .yϕi(y) dγ(y) ,
(2.10)
Pour une discrétisation éléments finis classique, ceci nous amène au système
AX = B , (2.11)
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où A, B et X sont définis par : ∀i, j ∈ {1, ..., N} , ∀i0, j0 ∈ {1, ..., N0}










−ıkξi0 .y dγ(y) ,
Xj j0 = q̃j j0 .
(2.12)
Ce système est de taille k2 × k2. La complexité d’une résolution classique de ce système,
O(k4), est donc la même que celle obtenue pour la résolution de l’équation intégrale classique.
La différence provient des fonctions exponentielles du type x −→ eıkξi0 .x grâce auxquelles la
théorie de la phase stationnaire permet de creuser la matrice et donc de réduire la complexité à
O(k2). Cependant la matrice ainsi générée est assez mal conditionnée et nécessite l’établissement
d’un bon préconditionneur. Pour la résolution numérique, en ce qui concerne la discrétisation
des intégrales, les auteurs de cette méthode ne présentent pas d’estimations d’erreur, mais
signalent la nécessité d’un important nombre de points de discrétisation par triangle. D’autre
part les résultats obtenus présentent une précision assez limitée ([82]). Après la considération
de la méthode introduite par T. Abboud, J.-C. Nédélec et B. Zhou, il parâıt naturel de penser
que la considération d’une discrétisation éléments finis basée sur un double maillage pourrait





Ce chapitre est consacré à une description de la méthode multipôles rapide désignée par le
sigle FMM pour Fast Multipole Method, appliquée à l’équation de Helmholtz, en 3 dimensions.
Les méthodes multipôles rapides interviennent dans certaines résolutions itératives des sys-
tèmes linéaires de grande taille. L’opération la plus coûteuse dans une méthode itérative est le
produit matrice-vecteur dont la matrice est celle du système résolu. On appelle donc méthode
rapide une méthode permettant de stocker et d’effectuer des produits matrice-vecteur avec un
stockage mémoire et un coût CPU strictement inférieurs à N 2, coût d’une résolution classique.
Par convention, on entendra par Fast Multipole Method (FMM), l’algorithme de résolution
rapide développé par V. Rokhlin, revu, amélioré et adapté à des cas plus complexes par d’autres
auteurs (W.C. Chew, E. Darve, ...). Cet algorithme étant assez complexe, nous présentons au
début de ce chapitre un cas simplifié d’application des méthodes multipôles en dimension 1. Ce
cas permet d’exposer la plupart des aspects essentiels de la FMM tout en restant suffisamment
élémentaire pour être aisément accessible.
3.1 Présentation d’une méthode multipôles rapide
3.1.1 Historique
Historiquement, les méthodes multipôles ont été introduites pour le problème à N-corps
de l’astronomie. Elles ont été ensuite étendues au problème des équations de Laplace résolues
par des méthodes intégrales (V. Rokhlin et L. Greengard dans [49], [50] et [21]). Le cas des
équations de Helmholtz a été abordé par V. Rokhlin dans le cas 2D dans l’article [71] puis en
3D dans [72]. Ces algorithmes conduisent à une complexité en O(N 3/2) pour la méthode à 1
niveau, qui a été améliorée par R.L. Wagner et W.C. Chew dans [84] en utilisant le concept de
propagation de rayons. La complexité est alors réduite à O(N 4/3). La version multi-niveaux a
été mise au point en 2D dans [59] et étendu au cas tridimensionnel dans [75] par l’équipe de
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W.C. Chew. En France, E. Darve a présenté la FMM multi-niveaux dans le cadre des équations
de Helmholtz/Maxwell ([30], [32] et [33]). En s’inspirant des travaux de Rokhlin effectués dans
le cadre de l’équation de Helmholtz ([23], [71], [72]), il aboutit à un algorithme d’une complexité
en O(N ln N). Pour des détails précis concernant les estimations d’erreurs, nous renvoyons le
lecteur à l’article de E. Darve [32]. De même, concernant une étude numérique de la méthode,
nous renvoyons à l’article [33]. Compte tenu des intérêts de cette méthode, de nouvelles ap-
plications sont envisagées notamment pour la résolution des équations de Maxwell en régime
temporel ([45], [54]) ou les problèmes inverses en scattering ([13]), mais aussi dans d’autres
domaines d’application de l’analyse numérique tels que la dynamique moléculaire ([74]) ou les
intégrales multidimensionnelles ([58]). Dans le cadre de la méthode multipôles en elle-même, des
travaux de recherche actuellement en cours concernent la parallélisation de la méthode ([79],
[42]) ou encore, le développement du noyau de Green pour parer le problème dit “des basses
fréquences”. Ce problème apparâıt lorsque le maillage présente des raffinements locaux à cause
de détails géométriques de petite taille devant la longueur d’onde ([21], [53], [34]).
3.1.2 Un cas simple en dimension 1
Nous donnons ici une présentation élémentaire d’application de la FMM inspirée de celle de
E. Darve ([31]). Cette présentation permet d’introduire simplement le principe et les notions
fondamentales de la méthode. Pour cela, on se donne un ensemble de N points xi ∈   répartis
de manière quasi uniforme dans [0; 1].
Introduisons tout d’abord la notion de découplage : Considérons une expression f(xi, xj).
Supposons que cette expression puisse être approchée par un produit g(xi).h(xj). Etudions le
coût de calcul des expressions
N∑
j=1
f(xi, xj).Yj , i = 1, ..., N , où Y est un vecteur donné
de  N . Pour chacun des N points xi, nous avons à effectuer une somme sur j qui nécessite




g(xi).h(xj).Yj . Ceci peut se réécrire g(xi).
N∑
j=1
h(xj).Yj. On peut donc




h(xj).Yj en O(N) opérations. Ensuite, il suffit d’effectuer pour chaque i le produit
g(xi).hY . Il en résulte un algorithme de complexité O(N).







1 si i = j .
(3.1)
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Nous proposons donc d’accélérer le produit matrice-vecteur M.Y , où Y est un vecteur donné.







Le point xi est nommé “point observateur” alors que l’appellation “points sources” est
réservée aux points xj . L’idée clef de la méthode est la séparation des variables i et j, le
découplage des points xi et xj . Pour cela, nous utilisons, d’une part, un regroupement des
points, et d’autre part, le développement suivant :
1
1 − ρ =
∞∑
n=0
ρn , ρ ∈] − 1; 1[ . (3.2)





























. Notons Ck le centre du groupe Gk, k ∈ {1, ..., 4}.
0 1
G GG1 G2 3 4
x x
ji

















Nous avons dans ce cas |C1 −xi| ≤
|C1 − xj |
2
. Ainsi si on se donne une tolérance ε > 0, il existe









∣∣∣∣∣ ≤ ε 1|xi − xj | .
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La relation (3.3) ne peut pas s’écrire pour xj ∈ G1 ∪ G2. En effet dans ce cas, la condition
de convergence |C1 − xi| < |C1 − xj | n’est pas assurée. Ainsi, la FMM oblige de distinguer les
interactions proches (xi et xj appartiennent à des groupes proches que l’on dira voisins)
des interactions lointaines (xi et xj appartiennent à des groupes lointains que l’on dira
non voisins). La FMM consiste alors à accélérer le calcul des interactions lointaines, celui des






.Yj est approchée par la somme
des deux expressions suivantes :

















Etudions le gain obtenu en approchant les interactions lointaines selon la FMM. On vérifie
facilement que le calcul classique s’effectue avec une complexité en O(N 2). Le calcul selon la








où Gfar(k) est la réunion des groupes non voisins avec Gk. Cette expression ne dépend pas de
la variable i. Elle est la contribution lointaine commune à tous les points observateurs xi du
groupe Gk. Cette première étape a la complexité O(K.N. ln(ε−1)), où K désigne le nombre de
groupe (ici K = 4). Ensuite, il suffit d’effectuer, pour chaque groupe Gk, pour chaque point xi
de Gk, le calcul
Lε∑
n=0
(Ck − xi)n.Snk .
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Cette étape nécessite O(N. ln(ε−1)) opérations. La complexité du calcul approché des interac-
tions lointaines est donc O(K.N. ln(ε−1)).
Remarques :
* La précision ε désirée est choisie de telle sorte que l’erreur multipolaire globale Emp soit
du même ordre que Eef celle commise par l’approximation éléments-finis. Le lien entre ε et
Emp est tel que ln(ε
−1) ∝ ln(E−1mp). En reprenant le paragraphe 1.2.4, nous obtenons le lien
ln(E−1ef ) ∝ ln N . Ainsi, ε vérifie l’estimation ln(ε−1) ∼ ln N .
* Le choix du nombre de groupes ne se fait pas au hasard. Le coût de calcul des interactions
proches est lié au nombre de points par groupe. Ainsi, le choix du nombre de groupes se fait de
façon à équilibrer les interactions lointaines en O(K.N. ln(ε−1)) et les interactions proches en
O(N2/K). Ainsi, K est choisi de l’ordre de N 1/2.
* La complexité de cette méthode est donc O(N 3/2. lnN) au lieu de O(N2) dans le cas
classique.
* De façon imagée, la première étape peut être vue comme un transfert d’information des
points sources xj vers le centre Ck du groupe observateur considéré. La deuxième serait alors






* Pour le découplage, nous avons considéré le centre Ck du groupe observateur. Dans d’autres
situations, comme on le verra plus loin, nous pouvons découpler également les points Ck et xj
en introduisant le centre des groupes sources. Ceci permet de réduire encore la complexité. Les






j1 C Ck’’k’ xj3
* Si la taille des groupes est uniforme, on parle d’une méthode à un niveau. Mais le regroupe-
ment peut être choisi en fonction de l’éloignement par rapport au point observateur considéré.
On parle alors d’une méthode multi-niveaux.
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3.1.3 Principe de la méthode 3 D
Une formulation intégrale classique de l’équation de Helmholtz, aboutit au système (1.15),
AhX = Bh.
Nous rappelons que Ah est définie par : ∀i, j ∈ {1, ..., N} , (Ah)ij =
nbg∑
β,β′=1
4 mes(Ti) mes(Tj) ωβ ωβ′ G(k, |xiβ − xjβ′|) si Ti ∩ Tj = ∅ ,
= JG(Ti , Tj) si Ti ∩ Tj 
= ∅ .
Ici, JG(., .) désigne l’approximation numérique des intégrales introduite au paragraphe 1.2.3,
dans le cadre des singularités.
Une résolution itérative de ce système nécessite une complexité en O(N 2), avec N ∼ k2.
Cette complexité provient des produits matrice-vecteur intervenant dans la résolution et dont la
matrice est Ah. La FMM consiste alors à accélérer les produits matrice-vecteur de matrice Ah.
Le principe de la méthode consiste à découpler les points xiβ et xjβ′ de la surface Γh, à partir
d’un développement du noyau de Green G(k, |xiβ − xjβ′ |), et d’un regroupement judicieux des
points de Γh.
Pour simplifier l’étude de la méthode, nous nous plaçons dans le cas où nbg = 1. La matrice
Ah se réécrit alors : ∀i, j ∈ {1, ..., N} ,{
(Ah)ij = 4 mes(Ti) mes(Tj) G(k, |xi − xj |) si Ti ∩ Tj = ∅ ,
= JG(Ti , Tj) si Ti ∩ Tj 
= ∅ .
Cette restriction ne change en rien l’étude de la complexité de la FMM.
Considérons deux points x1 et x2 de Γh. Notons X1 et X2 les centres de deux groupes C1 et
C2 contenant respectivement x1 et x2 et de rayons respectifs R1 et R2. Les rayons des groupes
sont définis par : Rm = max{|x − Xm| , x ∈ Cm}.
Posons r1 = x1 − X1, r2 = x2 − X2, r0 = X1 − X2 et r = r1 − r2.
Alors x1 − x2 = x1 − X1 + X1 − X2 + X2 − x2 = r0 + r.















Le théorème d’addition de Gegenbauer donne un développement du noyau de Green à l’aide
des fonctions sphériques de Bessel et de Hankel ([3]) :














(2l + 1) h
(1)




l et jl sont respectivement les fonctions sphériques de Hankel et de Bessel de degré l.
Pl est le polynôme de Legendre de même degré. La convergence de la série ainsi considérée
est assurée si et seulement si r et r0 vérifient la relation |r| < |r0|. Cette contrainte oblige de
distinguer les couples de bôıtes voisines des couples de bôıtes non voisines, comme pour le cas
présenté en dimension 1. La relation (3.4) est une première étape du découplage de (r0, r). La
relation suivante confirme ce découplage et permet aussi celui de (r1, r2) ([28]) :













ık<s,r1> e−ık<s,r2> ds ,
(3.5)
où S2 est la sphère unité de  3 et < ., . > désigne le produit scalaire de  3 .
L’algorithme multipolaire consiste alors à tronquer la série sur l et à discrétiser l’intégrale
sur la sphère unité S2. Par troncature nous avons l’approximation suivante :









(2l + 1) ıl h
(1)
l (k|r0|) Pl(cos(s, r0)) .
(3.6)
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TL,r0 est appelée fonction de transfert. Cette fonction correspond au transfert du centre X2 du
groupe C2 vers le centre X1 du groupe C1.
La discrétisation de la sphère unité aboutit à l’approximation multipolaire :






 1 T0(s ) e  2 . (3.7)
Le découplage de (x1, x2) ainsi réalisé, cette approximation est la clef du gain obtenu par la
FMM.
Choix de la troncature L
Le choix du paramètre L se fait en fonction de l’erreur d’approximation désirée. Il s’agit en
fait de contrôler la quantité suivante :∣∣∣∣∣ ık4π
∞∑
l=L+1
(2l + 1) h
(1)
l (k|r0|) jl(k|r|) Pl(cos(r, r0))
∣∣∣∣∣ .
Considérons dans un premier temps le comportement des fonctions de Hankel h
(1)
l et de
Bessel jl en fonction de l. La fonction de Bessel est une fonction réelle. La fonction de Hankel
est complexe et définie par h
(1)
l = jl + ıyl, où yl est une fonction réelle. Pour x, x0 ∈  +∗ ,
l −→ jl(x) converge très rapidement vers 0. Asymptotiquement, on a
jl(x) ∼
xl











2(1 − 2l) + ...) .
Le comportement du produit est donc donné par
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Variations de jl(30) et yl(60)
jl(30) en fonction de l
yl(60) en fonction de l








Variations de |jl(30)| et |jl(30)yl(60)|
|jl(30)| en fonction de l
|jl(30)yl(60)| en fonction de l
l −→ jl(x) converge très rapidement vers 0 à partir de l ≥ x. Inversement, l −→ yl(x0)
diverge très vite lorsque l devient plus grand que x0. Avec la condition x < x0, le comportement
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de décroissance rapide de jl(x) intervenant avant la divergence de yl(x0), la convergence vers 0
du produit jl(x)yl(x0) a lieu dès que l devient plus grand que x. Cette convergence aboutit au
résultat suivant : Pour tout ε, il existe L tel que∣∣∣∣∣
∞∑
l=L+1
(2l + 1) h
(1)
l (k|r0|) jl(k|r|) Pl(cos(r, r0))
∣∣∣∣∣ ≤ ε . (3.8)
Une étude récente de E. Darve ([32], [33], [31]) aboutit à la formule semi-empirique suivante :
L = k|r| + C ln(π + k|r|) (3.9)
où C est une constante liée logarithmiquement au contrôle ε désiré (C ∼ ln(ε−1)). Asymptoti-
quement L ∼ k|r|. D’autre part, pour des raisons numériques indiquées lors de la présentation
de la version continue de la méthode multi-niveaux, nous ne pouvons prendre L ≥ k|r0|. Ainsi,
par la suite, pour les études de complexité, nous considèrerons toujours L ≈ k|r|. Une récente
étude de W.C. Chew [55] a aboutit à une nouvelle formule empirique plus fiable pour des valeurs
relativement grandes de k|r| :
L = k|r| + C(k|r|)1 3 . (3.10)
Q. Carayol et F. Collino proposent de nouvelles estimations d’erreur basées sur des techniques
précises (cf. [19]). Ces nouvelles estimations permettent de mieux comprendre comment doivent
être choisis le paramètre de troncature L ainsi que le nombre de points de l’intégration sur la
sphère unité.
Discrétisation de l’intégrale sur la sphère unité
En fait, le problème de la discrétisation de l’intégrale sur la sphère unité se ramène à trouver
des points de quadrature sp et des poids ωp qui intègrent exactement les harmoniques sphériques







P ml (cos θ) e
ımφ .
On choisit des points sp de la forme (θj , φi), 0 ≤ i < I et 0 ≤ j < J . On considère qu’il a été
établi une bijection entre {sp , p = 1, ..., IJ − 1} et {(θj, φi) , i = 1, ..., I − 1 , j = 1, ..., J − 1}.
Notons glj les points de Gauss-Legendre sur [−1, 1] et GLj les poids associés. Définissons θj
sur [0, π] par glj = cos θj et φi par φi = 2π
i
I
avec les poids associés 2π
I
. En prenant I = 2L + 1
et J = L + 1, nous obtenons une formule d’intégration exacte pour toutes les harmoniques
sphériques de degré inférieur ou égal à 2L.
Intéressons nous maintenant à l’approximation de l’intégrant eık<s,r1> TL,r0(s) e−ık<s,r2> par




(2l + 1) (−ı)l jl(k|r|) Pl(cos(s, r)) ,
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en reprenant le comportement des fonctions de Hankel et de Bessel, nous obtenons l’approxi-
mation suivante à ε près :
eık<s,r> TL,r0(s) ≈ TL,r0(s)
L∑
l=0
(2l + 1) (−ı)l jl(k|r|) Pl(cos(s, r)) . (3.11)
Rappelons le théorème d’addition des harmoniques sphériques ([5]) :
Théorème 1. Soient deux vecteurs de coordonnées sphériques (r, θ, φ) et (r′, θ′, φ′). Notons γ







′, φ′)Ylm(θ, φ) ,
où cos γ = cos θ cos θ′ + sin θ sin θ′ cos(φ − φ′)
Compte tenu de la définition de TL,r0(s) et de l’approximation (3.11), on en déduit que
l’intégrant eık<s,r1> TL,r0(s) e−ık<s,r2> peut être approché à ε près par une combinaison d’har-
moniques sphériques de degré inférieur ou égal à 2L.
En conclusion, la discrétisation de l’intégrale sur la sphère unité se fait avec un nombre de
points S = (2L + 1) × (L + 1) ∼ 2(k|r|)2, où L est donné par (3.10).
Notations utilisées par la suite
Nous considérons Γh, un maillage de la surface à N éléments, Ti , i = 1, ..., N . Notons
Cm , m = 1, ..., M , les différents groupes de points du maillage. Nous désignons alors par Xm et
Rm le centre et le rayon du groupe Cm. Un élément Ti , i ∈ {1, ..., N} peut donc être repéré par
le numéro du groupe auquel il appartient et sa position locale dans ce groupe : Tmα désignera
le α ième élément de Γh appartenant au groupe Cm.
On peut alors considérer une bijection entre les ensembles d’indices :
i ∈ {1, ..., N} ←→ (m, α) , m ∈ {1, ..., M} , α ∈ {1, ..., Am} ,
où Am est le nombre d’éléments de Γh contenus dans Cm.
La notion de groupes voisins peut être définie de la façon suivante :
Cm est proche de Cm′ ⇐⇒ |Xm − Xm′ | ≤ β(Rm + Rm′) ,
où β est une constante donnée > 1.
Posons Vm = {m′ ∈ {1, ..., M}/Cm′ est proche de Cm}.
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Nous pouvons désormais décomposer un produit matrice-vecteur Ah.Y , où Y est un vecteur




















où m′ et m vérifient Ti ∈ Cm et Tj ∈ Cm′.




























e−ık<sp,rj> mes(Tj) Yj ,
(3.13)
où on a introduit les vecteurs ri = xi −Xm, rj = xj −Xm′ et rmm′ = Xm −Xm′ , avec xi ∈ Cm.
3.1.4 Construction géométrique des groupes Cm
Construction des groupes
Le moyen utilisé pour regrouper les éléments de Γh consiste à découper l’espace contenant Γh
en cubes. La construction se fait de façon récursive. Chaque étape de la récurrence correspond
à la définition d’un niveau de construction où le pavage est plus fin qu’à l’étape précédente, et
les cubes plus petits. Le niveau n correspond à l’ensemble des cubes, Cnm , m = 1, ..., Mn, de
côtés de longueur dn et d’intersection non vide avec le maillage Γh. Pour un cube C
n
m donné,
d’un niveau donné, on désigne par Xnm le centre de C
n
m, et par A
n
m le nombre d’éléments de Γh
contenus dans Cnm.
Tout d’abord on initialise le premier niveau, le niveau 0. Il s’agit, ici, de construire un cube
qui contienne le domaine d’étude Γh. Ensuite, par récurrence, supposons le niveau n construit.
Construisons le niveau (n+1) : Pour chaque cube Cnm du niveau n, on subdivise C
n
m en 8 cubes





sera appelé “le père” de Cn+1
 m , où C
n+1
 m désigne un quelconque cube du niveau (n + 1) contenu
dans Cnm. Ensuite, les éléments de C
n
m sont distribués à ses fils. Les cubes d’intersection vide
avec Γh ne sont pas pris en compte et les autres sont numérotés. Le test permettant d’établir
l’appartenance d’un élément à un cube se fait sur le centre de gravité de cet élément.





Niveau 0 Niveau 1 Niveau 2
Le choix du niveau final
On choisit le niveau final de la construction dénoté nivmax en fonction de M , le nombre de
groupes désirés dans le niveau le plus fin.
Dans la construction, le passage d’un niveau à l’autre se fait en divisant la longueur des
côtés des cubes par 2. Les cubes correspondant au regroupement d’éléments du maillage d’une









Dans le cas des cubes, la notion de voisinage ne concerne que des cubes de même taille,
du même niveau, et peut être redéfinie à partir de la norme de la borne supérieure, tout à fait
adaptée à la situation cubique du problème :
Deux cubes Cnm et C
n
m′ de centres respectifs Xm et Xm′ sont dits strictement voisins à
l’ordre p, p ≥ 0, si et seulement si ‖ Xnm − Xnm′ ‖∞= p × dn.
Les cubes Cnm et C
n
m′ sont dits voisins à l’ordre p si et seulement si il existe p
′ ≤ p tel que
Cnm et C
n
m′ soient strictement voisins à l’ordre p
′.
Une telle définition donnerait en 2 dimensions le résultat suivant :
Les numéros indiquent l’ordre auquel les“cubes”sont strictement voisins avec le“cube”numéroté
0.



























Nous noterons V nm = {m′ ∈ {1, .., Mn}/Cnm′ et Cnm sont voisins à l’ordre V max},
où V max ≤ 2 est un paramètre de l’algorithme. En général V max = 1.
3.2 Une méthode multipôles à 1 niveau
3.2.1 Algorithme
La méthode à un niveau consiste à considérer les groupes du niveau le plus fin. Nous omet-
tons alors les indices liés au niveau. Le choix des directions, sp , p = 1, ..., S, sur la sphère unité,
se fait tel qu’il a été décrit dans le paragraphe 3.1.3, S ∼ 2(kR)2 où R =
√
2d.
Le calcul (3.13) se fait alors en quatre étapes :





(2l + 1) ıl h
(1)
l (k|rmm′ |) Pl(cos(sp, rmm′)) .
Cette étape doit être effectuée pour toute direction sp et pour tout vecteur rmm′ .
Le nombre de vecteurs rmm′ n’est pas en M
2. Le choix d’une construction en cubes de même
taille permet de réduire la complexité de cette étape. En effet, pour M tels cubes Cm, le nombre
de vecteurs rmm′ = Xm − Xm′ est majoré par 8M .
En 2 dimensions, le schéma suivant montre bien la différence entre les deux ensembles
{(m, m′) ; m, m′ = 1, ..., M} et {Xm − Xm′ ; m, m′ = 1, ..., M} :
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Etape 1 : Rassemblement de l’information, regroupement local au niveau source, calcul des
“fonctions de radiations”.




eık<sp,Xm′−xj> mes(Tj) Yj .
Etape 2 : Transfert de l’information des groupes sources Cm′ vers le groupe observateur
Cm.




TL,Xm−Xm′ (sp) Fm′(sp) .
Etape 3 : Passage de l’information de Xm vers xi, le point observateur.
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3.2.2 Une écriture matricielle
Cette méthode multipôles à un niveau peut être considérée matriciellement.
Posons : ∀m, m′ ∈ {1, ..., M} , ∀j ∈ {1, ..., N} et ∀p ∈ {1, ..., S}
Pm′,j(sp) =




∣∣∣∣ TL,Xm−Xm′ (sp) si m′ 
∈ Vm ,0 si m′ ∈ Vm .






ωp P∗(sp) M(sp) P(sp) Y . (3.14)
P(sp), p ∈ {1, ..., S}, sont des matrices de taille M ×N dont le nombre d’éléments non nuls est
exactement N . Nous pouvons donc en déduire un premier terme de la complexité algorithmique
en O(N.S). De même les matrices denses M(sp), p ∈ {1, ..., S}, de taille M × M , engendrent
un terme de la complexité algorithmique en O(M 2.S).
3.2.3 Complexité de la FMM 1 niveau
L’étape d’initialisation des fonctions de transfert, est une étape indépendante du vecteur Y
et du second membre du système (1.15). Sa complexité est : ∼ 8LMS opérations et une place
mémoire de 8MS.
Les autres étapes sont dépendantes du vecteur Y . Leurs complexités sont données par :
Etape 1 : ∼ NS pour les calculs et N + MS pour la place mémoire.
Etape 2 : ∼ M2S pour les calculs et MS pour la place mémoire.
Etape 3 : ∼ NS pour les calculs et N pour la place mémoire.
Le produit par Afarh nécessite donc ∼ 8LMS calculs élémentaires indépendants de Y et
∼ NS + M2S + NS calculs élémentaires dépendants de Y .
Le produit par Anearh nécessite O(N2/M) opérations élémentaires.
Nous avons S ∼ (kR)2 ∼ N/M . Nous choisissons donc M dans le but de minimiser l’ex-
pression MN + N2/M . Cet algorithme est donc optimal pour M ∼ N 1/2.
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Ainsi, la FMM 1 niveau a la complexité suivante :
Calculs élémentaires en O(N3 2) et place mémoire en O(N).
3.3 Une méthode multipôles multi-niveaux
3.3.1 Considérations géométriques
Dans le cadre de la FMM multi-niveaux, le nombre de groupes choisi pour le niveau final est
Mnivmax ∼ N . La longueur des côtés des cubes est ν/k, où ν est une constante indépendante
de k. Le nombre moyen d’éléments du maillage contenus dans chaque cube du niveau final est
une constante indépendante de k.
La FMM multi-niveaux consiste à effectuer des regroupements de points en fonction de l’éloi-
gnement par rapport au point observateur. Les schémas suivants, en dimension 2, indiquent les
différents groupes des différents niveaux intervenant explicitement dans la contribution mul-
tipolaire, en fonction de V max, par rapport à un groupe observateur O donné. Ces groupes
intervenant explicitement sont marqués d’une croix.
o o
Cas Vmax = 2 Cas Vmax = 1
Nous considérons des cubes dans chaque niveau n de construction, n ∈ {2, ..., nivmax}.
Dans les deux niveaux les plus grossiers, les cubes sont tous voisins les uns des autres. Par ce
procédé, pour un point observateur donné, le nombre de cubes sources considérés est nettement
réduit. De ce fait, l’intérêt de la méthode multi-niveaux est lié à la réduction du nombre de
transferts entre groupes lointains.
Estimons le nombre de transferts entre groupes, dans le cas d’une construction multi-
niveaux. Soit Cnm(n), n = 0, ..., nivmax, les groupes des différents niveaux contenant un même
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point observateur donné. Définissons de nouveaux ensembles de cubes :
TLn(m) =
{
m′ ∈ {1, ..., Mn}
/
Cnm′ NON voisin de C
n
m
PCn−1(m′) voisin de PCn−1(m)
}
, n ≥ 3
où PCn−1(m) désigne le“père”de Cnm, c’est à dire le cube du niveau (n−1) contenant le cube Cnm.
La considération des groupes sources se fait par récurrence, de la façon suivante :
* Aucun groupe n’est considéré dans les niveaux 0 et 1.




* Dans le niveau 2, nous considérons tous les cubes non voisins de C2m(2).
Niveau 2 Cm(2)
2
* Supposons considéré le cas du niveau (n − 1), n > 2, dans le niveau n, l’ensemble des
cubes à considérer correspond à {Cnm′ , m′ ∈ TLn(m(n))}. Les autres sont, ou bien voisins avec
Cnm(n), ou bien déjà considérés par l’intermédiaire de leur père. Ceci amène à huit configurations
différentes (quatre en dimension 2), dont deux sont représentées par les schémas suivants dans
le cas où V max = 1 :
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Cette considération permet d’établir nbV ec, le nombre de vecteurs Xnm − Xnm′ à considérer
pour un niveau n donné. En effet, pour V max = 1, on en déduit que nbV ec ≤ 7dim − 3dim où
dim ∈ {2, 3} est la dimension de l’espace. En prenant V max = 2, nous obtenons un résultat
analogue : nbV ec ≤ 11dim − 5dim.
De manière générale, nous avons nbV ec ≤ (2(2V max+1)+1)dim − (2V max+1)dim. Notons
ce majorant nbTra. Il s’agit du nombre de vecteurs pour lesquels les fonctions de transfert
seront évaluées. Le paramètre nbTra est une constante du problème. Cependant sa valeur est
significative et elle intervient de manière non négligeable dans la complexité algorithmique du
problème. Voici quelques valeurs de nbTra :
dim = 2 et V max = 1 =⇒ nbTra = 40
dim = 2 et V max = 2 =⇒ nbTra = 96
dim = 3 et V max = 1 =⇒ nbTra = 316
dim = 3 et V max = 2 =⇒ nbTra = 1206
3.3.2 Version “continue”
Par cette “version continue”, nous présentons la méthode sans tenir compte des problèmes
liés à la discrétisation de la sphère unité. Dans cette partie, nous ne nous soucions donc pas du
choix des directions sp.
Nous pouvons décomposer le calcul multipolaire en cinq étapes :






(2l + 1) ıl h
(1)
l (k|rnmm′ |)Pl(cos(s, rnmm′)) ,
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où rnmm′ = X
n
m − Xnm′ .
Cette étape doit être effectuée pour tout vecteur rnmm′ , lorsque n décrit l’ensemble des
niveaux et pour les couples (Cnm, C
n
m′) de groupes du niveau n vérifiant m
′ ∈ TLn(m).
Pour un niveau n donné, le nombre de couples (Cnm, C
n
m′) à considérer n’est pas en M
2
n. Il
n’est pas non plus de l’ordre de 8Mn. Il est en fait majoré par la constante nbTra définie dans
le paragraphe 3.3.1, et qui ne dépend que de la définition du voisinage.
Etape 1 : Regroupement local au niveau source, calcul des fonctions de radiations.







Etape 2 : Dans chaque niveau n, transfert de l’information des groupes sources Cnm′ vers le
groupe observateur Cnm.







Etape 3 : Propagation de l’information jusqu’au niveau le plus fin.
Pour n allant de 3 à nivmax : ∀m ∈ {1, ..., Mn} :
affectation à Gnm(s) de la somme G
n
m(s) + e
ık<s,Xnm−Xn−1m1 >Gn−1m1 (s) ,
où Cn−1m1 désigne le père de C
n
m, le cube du niveau (n − 1) contenant le cube Cnm.
Etape 4 : Passage de l’information de Xnivmaxm vers xi, le point observateur.









m >Gnivmaxm (s)ds .
Premières remarques sur la FMM multi-niveaux
Un premier constat est lié aux interactions proches. Le nombre moyen d’éléments par cube
du niveau le plus fin est de l’ordre d’une constante. Ainsi, si la répartition des éléments du
maillage est uniforme, les interactions proches ont une complexité (CPU et stockage) en O(N).
Un maillage non uniforme pourrait considérablement augmenter cette complexité et faire perdre
tout son intérêt à la FMM multi-niveaux. On en déduit une hypothèse importante pour l’effi-
cacité de la FMM et un premier résultat :
* Le maillage Γ  doit être uniforme.
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* Complexité (CPU et Stockage) des interactions proches en O(N).
Ensuite, le choix du paramètre ν introduit dans le paragraphe 3.3.1 est soumis à une
contrainte. En effet, considérons le paramètre L donné par L = kR + C ln(π + kR) pour la
définition de TL,r0 au niveau le plus fin (3.6), avec R = Rnivmax = ν
√
2/k. D’autre part, compte
tenu du comportement de la fonction de Hankel h
(0)
l par rapport à l, pour un choix de L > k|r0|,
TL,r0 peut devenir très grand, et engendrer des erreurs numériques d’arrondi qui deviennent si-
gnificatives pour la suite de l’algorithme. Nous rappelons que V max est l’ordre de voisinage
défini dans le paragraphe 3.1.4. k|r0| est minoré par (V max + 1)kR. Nous devons donc choisir
L = kR + C ln (π + kR) < (V max + 1)kR. Pour que cette condition soit vérifiée, il nous faut
trouver un couple (C, ν) tel que
C ln(π + ν
√
2) < (V max + 1)ν
√
2 . (3.15)
D’autre part, ce problème limite la précision de la méthode. En effet, (3.15) influe aussi “le
choix” de C. Afin que la complexité des interactions proches ne soit pas trop grande, le nombre
d’éléments par cubes doit être petit. Cette contrainte se traduit par le choix d’un paramètre
ν non significatif devant k. La condition (3.15) impose donc que la constante C ne soit pas
trop grande. Une étude du choix de C, par rapport à la précision désirée, a été réalisée par E.
Darve (cf. [33]). De la même façon, lorsque le paramètre L est donné par L = kR + C(kR)1/3,
la constante C est soumise au même type de contrainte de forme plus explicite :




Nous présentons ici les problèmes liés à la discrétisation de la sphère unité. Le nombre de
points de discrétisation est en O((kR)2) où R est le diamètre des cubes concernés. Cependant,
la méthode multi-niveaux fait appel à des cubes de différentes tailles.
Reprenons l’étape 1 de la “version continue”. L’évaluation de F nm′ doit se faire en un nombre
de points de l’ordre de (kRn)
2. Or un moyen rapide d’effectuer ces évaluations consiste à utiliser
une récurrence : Considérons connues F nm′(sp) pour tous les cubes C
n
m′ d’un niveau n donné et
pour un ensemble de Sn points sp de la sphère unité. Nous pouvons alors évaluer les fonctions
F n−1m (sp) selon la formule





m −Xnm′> F nm′(sp) ,
où SON(m, n − 1) = {m′/Cnm′ est un “fils” de Cn−1m }.
Selon la description précédente, les fonctions F n−1m sont évaluées en Sn points sp de la sphère
unité, avec Sn = c(kRn)
2, c étant une constante indépendante de n. Cependant, les fonctions
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F n−1m sont liées au niveau n − 1 où les cubes ont pour diamètre Rn−1 = 2Rn. A ce niveau, la
discrétisation nécessite la considération de Sn−1 = c(kRn−1)2 = 4Sn points. Géométriquement,
les cubes du niveau (n− 1) contiennent en moyenne quatre fois plus d’éléments de Γh que ceux
du niveau n.
Afin de résoudre ce problème, E. Darve ([33], [31]) a étudié trois méthodes d’interpolations
pour obtenir l’évaluation des fonctions F n−1m en Sn−1 = 4Sn points s
′
p′ à partir des valeurs de ces
fonctions aux Sn points sp. La première méthode, appelée “semi-näıve”, est assez coûteuse. Elle
nécessite O(S3/2) opérations élémentaires pour le passage de S à 4S points. Dans les niveaux
les plus fins, S est assez petit devant k, mais pour les niveaux les plus grossiers, S ∼ k2. Une
deuxième méthode consiste à améliorer la précédente en se ramenant à la FMM-1D due à V.
Rokhlin ([43], [88], [89]). Sa complexité est en O(S ln S), mais elle est nettement plus com-
pliquée à mettre en œuvre. La troisième méthode dite “d’interpolation locale” est inspirée des
travaux de J. Song, C.-C. Lu et W.C. Chew ([59], [75]). Elle a une complexité en O(S), mais
elle est aussi assez compliquée à mettre en œuvre.
Un phénomène similaire apparâıt dans l’étape 3 de la “version continue”. En effet l’addition
Gnm(s) + e
ık<s,Xnm−Xn−1m1 >Gn−1m1 (s)
concerne deux termes dont le premier Gnm(s) est évalué en Sn points de la sphère unité et le
second en Sn−1 = 4Sn points, le résultat devant être évalué en Sn points. E. Darve ([33], [31])
propose la notion d’anterpolation qui consiste à déterminer une discrétisation avec S points
à partir d’une discrétisation avec 4S points. L’algorithme de l’anterpolation est lié à celui de
l’interpolation.
En conclusion, la FMM multi-niveaux se résume ainsi :
1 Evaluation des fonctions de radiations au niveau le plus fin, F nivmaxm .











m −Xnm′> Interp(F nm′)(s
′
p′) ,
où Interp correspond à l’opérateur d’interpolation.
3 Calcul des transferts à tous les niveaux, Gnm(sp), étape 2 de la “version continue”.
4 Les “contributions” des fonctions Gnm sont propagées du niveau le plus grossier vers le
niveau final, pour n allant de 3 à nivmax : ∀m ∈ {1, ..., Mn} :
affectation à Gnm(sp) de la somme G
n
m(sp) + Anterp(e
ık<.,Xnm−Xn−1m1 >Gn−1m1 (.))(sp) ,
où Anterp correspond à l’opérateur d’anterpolation.
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ık<sp,xi−Xnivmaxm >Gnivmaxm (sp) .
Complexité de la FMM multi-niveaux
La complexité des étapes 1 , 2 , 4 , 5 dépend de la méthode d’interpolation choisie :
Stockage CPU
Méthode “semi-näıve” O(N3/2) O(N3/2)
Méthode se ramenant à FMM-1D O(N ln N) O(N ln2 N)
Méthode “d’interpolation locale” O(N ln N) O(N ln N)
La complexité (temps CPU + stockage) de l’étape 3 , indépendante de l’interpolation, est
O(nbTra N ln N).
Dans le meilleur des cas (V max = 1), nbTra = 316. Cette constante est donc significative
devant N . En effet, pour des problèmes de taille moyenne, nbTra peut être du même ordre que
N1/2. Ainsi, pour certaines valeurs de N , il est préférable d’utiliser la méthode d’interpolation
“semi-näıve”. Il en résulte aussi que la méthode multi-niveaux est de complexité O(N 3/2) pour
des valeurs de N petites ou moyennes. Cependant, même dans ce cas, la méthode multi-niveaux
présente des avantages par rapport à la méthode à un niveau. En effet, les interactions proches
sont bien moins importantes et le regroupement est nettement plus fin. Ceci permet de traiter
le cas d’objets allongés pour lesquels le regroupement de la méthode à un niveau peut aboutir
à un ensemble de groupes trop souvent voisins. Le schéma suivant montre deux exemples de
regroupement dont le second est la subdivision directe du premier. Les cubes marqués d’une
croix sont les voisins du cube numéroté 0 :
0 0
Objet allongé




Dans le premier chapitre, nous avons établi le système linéaire (1.11)-(1.12) associé à la
résolution d’une équation intégrale liée au problème extérieur de Helmholtz en trois dimensions,
avec condition de Dirichlet au bord. Dans le deuxième et le troisième chapitres nous avons décrit
différentes méthodes permettant d’accélérer la résolution du système linéaire (1.11)-(1.12). Dans
ce chapitre, nous proposons alors des idées de couplages de ces différentes méthodes, leurs
avantages et les obstacles auxquels elles sont confrontées.
4.1 Méthodes multipôles et approximation de la phase
Nous présentons dans cette section, une idée de couplage de la méthode multipôles (chapitre
3) et de l’approximation de la phase (section 2.1). Nous nous plaçons alors dans le cadre de la
section 2.1 en reprenant les mêmes notations.
* Ω est un ouvert borné régulier convexe de  3 , de frontière Γ.






Pour définir le problème discret, nous rappelons que nous utilisons deux maillages. Nous
considérons un maillage grossier Γg dont le diamètre des Ng éléments est en hg ∼ k−1/3. Nous
considérons aussi un maillage fin Γf dont le diamètre des Nf éléments est en hf ∼ k−1, et leurs
intermédiaires Γ−πf et Γ
s
g. π désigne la projection orthogonale de Γg sur Γf .














Géométriquement, un élément du maillage Γsg est la réunion d’éléments du maillage fin Γf .
En pratique, Γf est un raffinement de Γg. Rappelons que Ni désigne le nombre d’éléments de Γf
contenus dans le iième élément de Γsg. La numérotation des éléments de Γf se fait alors par l’in-
termédiaire de Γsg : Ti i0 désigne le (i0)
ième élément de Γf contenu dans T
s
i le i
ième élément de Γsg.
La considération de l’approximation de la phase aboutit au système (2.8)-(2.9) rappelé ci-
dessous :
AhX = B , (4.1)
















Ji i0 e−ıkφ0(y) uinch (y) dγ(y) ,
X = inconnue du problème.
(4.2)
où φ0 est l’approximation de la phase au premier degré, déterminée comme indiqué dans la
section 2.1.
A ce niveau, la taille du système est réduite, mais le coup calcul est toujours du même ordre.
Plutôt que d’utiliser la théorie de la phase stationnaire, nous proposons ici d’accélérer le calcul
de la matrice Ah selon une méthode multipôles.
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Afin d’éviter des lourdeurs inutiles dans les notations, nous étudions l’idée dans le cas d’une
discrétisation des intégrales à un point par triangle. Le système devient alors :
AhX = B , (4.3)






4 mes(π−1(Ti i0)) mes(π
−1(Tj j0)) e




2 mes(π−1(Ti i0)) e
−ıkφ0(xi i0 ) uinch (xi i0) ,
X = inconnue du problème.
(4.4)
4.1.1 Utilisation d’une méthode multipôles à 1 niveau
Nous considérons tout d’abord le regroupement des éléments de Γf dans un pavage à M
cubes {Cm ; m = 1, ..., M}. De même que dans le paragraphe 3.1.3, nous définissons les centres
Xm des groupes. Notons d leur diamètre commun, notation introduite dans les paragraphes
3.1.4 et 3.2.1. Nous reprenons aussi la notion de voisinage Vm et la définition des matrices A
far
h
et Anearh du chapitre 3.
Rappelons maintenant l’approximation du noyau de Green (3.7) :






ık<sp,ri i0> TL,rm,m′ (sp) e
−ık<sp,rj j0> ,
où TL,rm,m′ (s) =
L∑
l=0
(2l + 1) ıl h
(1)
l (k|rm,m′ |) Pl(cos(s, rm,m′)) .
(4.5)
avec les vecteurs ri i0 = xi i0 − Xm, rj j0 = xj j0 − Xm′ et rm,m′ = Xm − Xm′ , où xi i0 ∈ Cm et
xj j0 ∈ Cm′ .
Ainsi, la FMM 1 niveau nous permet d’approcher la matrice Afarh par A
far
approx définie de la
façon suivante :
∀i, j ∈ {1, ..., Ng}
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(Afarapprox)ij =
∑




m′ ∈Vm/T sj ∩Cm′ = 
∑
j0/xj j0∈Cm′








ıkφ0(xi i0) eık<sp,ri i0> TL,rm,m′ (sp) e












ıkφ0(xi i0 ) eık<sp,ri i0>
.
∑




e−ık<sp,rj j0> e−ıkφ0(xj j0 ) mes(π−1(Tj j0)) .
(4.6)
Algorithme de la nouvelle méthode de calcul du produit matrice-vecteur
Lors d’une résolution itérative du système linéaire associé à la matrice Ah définie par (4.4),
le temps de calcul de la résolution à Niter itérations est de l’ordre de CI +Niter CD où CI et
CD désignent les temps de calculs respectivement indépendants et dépendants de Y lors de la
réalisation d’un produit Ah Y . Les calculs indépendants de Y correspondent ici à la construction
de la matrice Afarapprox. Ceux dépendants de Y correspondent à l’évaluation classique d’un produit
matrice-vecteur avec une matrice de taille Ng × Ng.
Rappelons quelques estimations : Ng ∼ k2/3, Nf ∼ k2 et Ni ≈
Nf
Ng
∼ k4/3. M sera choisi
dans le but d’optimiser la complexité de l’algorithme. Le choix des directions, sp , p = 1, ..., S,
sur la sphère unité, se fait tel qu’il a été décrit dans le paragraphe 3.1.3, S ∼ 2(kR)2 et L ∼ kR
où R = d
√
2.
Etape 1 : Le calcul de la matrice Afarapprox (4.6) se fait alors en trois étapes :
Etape 1-1 : Evaluation des fonctions de transfert dans les différentes directions sp.
∀i, j ∈ {1, ..., Ng} , m/T si ∩ Cm 
=   , m′ 
∈ Vm/T sj ∩ Cm′ 




(2l + 1) ıl h
(1)
l (k|rm,m′ |) Pl(cos(sp, rm,m′)) .
Cette étape doit être effectuée pour toute direction sp et pour tout vecteur rm,m′ . Rappelons que
le nombre de vecteurs rm,m′ n’est pas en M
2 mais qu’il est majoré par 8M (cf. paragraphe 3.2.1).
Etape 1-2 : Regroupement local au niveau des groupes.
∀i ∈ {1, ..., Ng} , m/T si ∩ Cm 




eıkφ0(xi i0 ) eık<sp,xi i0−Xm> mes(π−1(Ti i0)) .
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Il est intéressant de constater que cette étape correspond à un regroupement local aussi bien
au niveau observateur qu’au niveau source. Cette remarque prendra de l’importance lors de la
considération d’un algorithme multipôles multi-niveaux.
Etape 1-3 : L’information d’un élément source de Γg désigné par j, par rapport à un
élément observateur de Γg désigné par i.








m/T si ∩Cm = 
Fim(sp)
∑
m′ ∈Vm/T sj ∩Cm′ = 
TL,Xm−Xm′ (sp) Fjm′(sp) .
Etape 2 : Le produit matrice-vecteur se fait ensuite de manière classique. Par analogie avec
la méthode multipôles, nous pouvons parler de passage de l’information des sources (notées j)
vers l’observateur (noté i).





Complexité de la nouvelle méthode
Tout d’abord, nous pouvons faire un premier constat non négligeable. Dans l’algorithme
donné ci-dessus, seule l’étape 2 dépend du vecteur Y . Cette dernière étape correspond à un
produit matrice-vecteur classique de taille Ng × Ng et dont la complexité est O(N2g ).
Les complexités des différentes étapes sont données dans le tableau suivant :
Calculs Mémoire
Etape 1 − 1 ∼ 8LMS 8MS
1 − 2 ∼ NfS Nf + MS
1 − 3 ∼ max(M2, N2g )S N2g
2 ∼ N2g Ng
Le produit par Afarapprox nécessite donc ∼ 8LMS + NfS + max(M2, N2g )S calculs élémentaires
indépendants de Y et ∼ N2g calculs élémentaires dépendants de Y .
Le produit par Anearh nécessite O(N2f /M) opérations élémentaires indépendantes de Y ,
O(Ng) opérations élémentaires dépendantes de Y et une place mémoire en O(Ng).
Nous avons S ∼ (kR)2 ∼ Nf/M et L ∼ S1/2. La complexité du coût de calcul se réécrit
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alors ainsi :
Indépendant de Y Dépendant de Y
Afarh ∼ 8LNf + N2f /M + Nf max(M2, N2g )/M ∼ N2g
Anearh ∼ N2f /M ∼ Ng
De même nous pouvons réécrire le coût en place mémoire en O(Nf + N2g ).
En rappelant que Nf ∼ k2 et que Ng ∼ k2/3, nous pouvons maintenant faire plusieurs
constats :
* La complexité du coût en mémoire est optimale, en O(Nf).
* Le coût des calculs dépendants de Y est le même que dans le cas de l’approximation de la phase
classique (section 2.1). En O(N 2g ), il est nettement inférieur à celui de la FMM 1 niveau.
* Le coût des opérations indépendantes de Y est minimal pour la valeur de M ∼ N 1/2f . Il est
dans ce cas en O(N3/2f ).
Nous pouvons établir le tableau comparatif suivant (pour les résultats concernant la FMM
1 niveau, nous renvoyons au paragraphe 3.2.3) :
Calculs Calculs
indépendants de Y dépendants de Y Place mémoire
Discrétisation microlocale



































f + (Niter − 1) × N
2/3
f
avec 5/4 > 2/3, ainsi, pour tout Niter ∈  ∗ , le coût de calcul de la nouvelle méthode est
inférieur à celui de la FMM 1 niveau. Il est également inférieur à celui de la méthode de discré-
tisation microlocale puisque en dimension trois l’utilisation de la théorie de la phase stationnaire
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n’a pas été mise en place.
Les constantes intervenant dans la complexité de cette nouvelle méthode correspondent à
celles introduites par la FMM 1 niveau. Ainsi, elles sont assez petites, de l’ordre de 8 (cf. section
3.2).
4.1.2 Utilisation d’une méthode multipôles multi-niveaux
Pour la méthode multipôles, nous pouvons également considérer le cas d’un regroupement
des éléments de Γf selon un pavage multi-niveaux {Cnm ; n = 0, ..., nivmax ; m = 1, ..., Mn} où
Mn désigne le nombre de groupes du n
ième niveau. Γg est un maillage à Ng éléments. Notons
nivg le niveau dont le nombre de groupes Mnivg vérifie la propriété suivante :
Mnivg−1 < Ng ≤ Mnivg
Pour alléger les notations, désignons par Mf le nombre Mnivmax de groupes dans le niveau
final et posons Mg = Mnivg . Notons aussi nivf le niveau final nivmax. De même que dans
le paragraphe 3.1.3, nous définissons les centres Xnm des groupes. Notons d
n leurs diamètres,
notation introduite dans le paragraphe 3.1.4. Nous reprenons aussi la notion de voisinage V nm du
paragraphe 3.1.4, la définition des matrices Afarh et A
near
h ainsi que les ensembles définis dans
le paragraphe 3.3.1 :
TLn(m) =
{
m′ ∈ {1, ..., Mn}
/
Cnm′ NON voisin de C
n
m
PCn−1(m′) voisin de PCn−1(m)
}
, n ≥ 3
où PCn−1(m) désigne le“père”de Cnm, c’est à dire le cube du niveau (n−1) contenant le cube Cnm.
Reprenons les notations rni i0 = xi i0 − Xnm, rnj j0 = xj j0 − Xnm′ et rnm,m′ = Xnm − Xnm′ , pour
xi i0 ∈ Cnm et xj j0 ∈ Cnm′. Contrairement à une méthode multipôles multi-niveaux classique,
nous ne considèrerons pas ici l’ensemble des différents niveaux du pavage. Nous verrons par la
suite qu’un critère d’optimisation de la complexité algorithmique impose de ne considérer que
les niveaux n compris entre nivg et nivf . En considérant une méthode multipôles multi-niveaux









m/T si ∩Cnm = 
F nim(s)
∑
m′∈TLn(m)/T sj ∩Cnm′ = 
TL,rn
m,m′
(s) F njm′(s) ds ,









Commençons par détailler l’algorithme de construction de la matrice. Nous expliquerons
par la suite le choix d’une telle adaptation.
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Algorithme de la nouvelle méthode
Rappelons quelques estimations : Mg ∼ Ng ∼ k2/3, Mf ∼ Nf ∼ k2. Le choix des directions,
à un niveau n donné, sp , p = 1, ..., Sn, sur la sphère unité, se fait tel qu’il a été décrit dans le
paragraphe 3.1.3, Sn ∼ 2(kRn)2 où Rn = dn
√
2 et Ln ∼ kRn, Ln ∼
√
Sn.
Nous décomposons le calcul en trois grandes étapes :






(2l + 1) ıl h
(1)
l (k|rnm,m′ |) Pl(cos(s, rnm,m′)) ,
où rnm,m′ = X
n
m − Xnm′ .
Cette étape doit être effectuée pour tout vecteur rnm,m′ , lorsque n décrit l’ensemble des ni-
veaux de nivg à nivf et pour les couples (Cnm, C
n
m′) de groupes du niveau n vérifiant m
′ ∈
TLn(m) si n > nivg et m′ 
∈ V nm si n = nivg. Pour un niveau donné n > nivg, le nombre de
couples (Cnm, C
n
m′) à considérer n’est pas en M
2
n. Il n’est pas non plus de l’ordre de 8Mn. Il est
en fait majoré par la constante nbTra définie dans le paragraphe 3.3.1, et qui ne dépend que
de la définition du voisinage.
Etape 2 : Les fonctions de radiations.
2-1 Regroupement local, calcul des fonctions de radiations au niveau le plus fin, F nivfjm′ .
∀j ∈ {1, ..., Ng} , ∀m′/T sj ∩ C
nivf
m′ 
=   , ∀p ∈ {1, ..., Snivf} :




ıkφ0(xj j0 ) eık<sp,xj j0−X
nivf
m′ > .
2-2 Interpolations successives des fonctions de radiation pour obtenir celles des niveaux
(nivf − 1) à nivg.
Pour j ∈ {1, ..., Ng}, pour n allant de nivf à nivg+1 : ∀m′/T sj ∩Cn−1m′ 










m′ −Xnm̃> Interp(F njm̃)(s
′
p′) ,
où Interp est l’opérateur d’interpolation et SON(m′, n − 1) = {m̃/Cnm̃ est un “fils” de Cn−1m′ }.
Cette deuxième étape effectue un regroupement local au niveau source ainsi qu’au niveau obser-
vateur. Les anterpolations nécessaires dans une utilisation classique de la méthode multipôles
multi-niveaux au niveau observateur ne sont plus utiles dans ce nouvel alogorithme. Elles sont
“remplacées” par les interpolations effectuées dans cette étape.
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Etape 3 : Nous considérons ensuite l’algorithme suivant pour tout (i, j) ∈ {1, ..., Ng}2 :
3-1 Pour le niveau n = nivg, transfert de l’information des groupes sources,
∀m/T si ∩ Cnivgm 
=   , ∀p ∈ {1, ..., Snivg} :




m′ ∈V nivgm /T sj ∩Cnivgm′ = 
TL,Xnivgm −Xnivgm′ (sp) F
nivg
jm′ (sp) .
3-2 Pour n allant du niveau nivg+1 au niveau nivf , transfert de l’information des groupes
sources Cnm′ vers le groupe observateur C
n
m,
∀m/T si ∩ Cnm 



















m/T si ∩Cnm = 
Gnm(sp) .
Complexité de la nouvelle méthode
Donnons tout d’abord quelques estimations. Le nombre de directions sur la sphère unité,
Sn, est donné par l’estimation Sn ∼ Nf/Mn. On en déduit : ln Sn est majoré par ln Nf ,
Sn × Mn ∼ Nf , et
nivf∑
n=2
Sn ∼ Nf .
Les complexités des différentes étapes du calcul de la matrice Afarh sont données dans le
tableau suivant :
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Etape Calculs Mémoire
1 8Mg Lnivg Snivg + nbTra
nivf∑
n=nivg+1


























Sn Mn Ng N
2
g
La construction de Anearh nécessite O(N2f /Mf) opérations élémentaires.
Le choix de Mf se fait en O(Nf) comme dans le cas de la FMM multi-niveaux classique.
Le choix du niveau nivg est lié aux termes “max(Mn, Ng) Sn” et “max(Mg, Ng)”. Par rapport
au premier terme, si Mn ≥ Ng alors max(Mn, Ng) Sn = Mn Sn ∼ Nf , sinon max(Mn, Ng) Sn >
Mn Sn ∼ Nf . D’autre part, Mg = Ng minimise max(Mg, Ng). On en déduit que le choix optimal
pour Mg est donné par Mg ∼ Ng. Nous reformulons ci-dessous les complexités des différentes
étapes en considérant les relations suivantes : Mg ∼ Ng ∼ N1/3f , ∀n, SnMn ∼ Nf et Ln = S
1/2
n ,
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nivf∑
n=nivg+1
LnSn ∼ LnivgSnivg ∼ Nf ,
nivf∑
n=nivg+1
Sn ∼ Snivg ∼ N2/3f .
Etape Calculs Mémoire






3.1 Ng Nf Nf
3.2 Ng Nf lnNf Nf
3.3 Ng Nf ln Nf N
2
g
La complexité se résume donc à O(N  N ln N ) = O(N43  ln N ) pour le coût de
calcul et O(N ) pour la place mémoire utilisée. Si nous considérons alors une résolution du
problème intégral, le couplage de la méthode multipôles multi-niveaux avec l’approximation
de la phase permet une résolution avec un coût de calcul en O(N 4/3f ln Nf + NiterN
2/3
f ) au
lieu de O(nbTra Nf ln Nf +nbTra NiterNf ln Nf ) lors d’une résolution classique avec la FMM
multi-niveaux.
D’un point de vue théorique cette nouvelle méthode semble déjà plus efficace qu’une utilisa-
tion classique de la FMM multi-niveaux. En effet, étant donné une résolution en O(NiterN 2/3f ),
elle est plus performante dès que nbTra Niter est grand devant N
1/3
f ou plutôt Ng. En pratique
nbTra ≈ 316. Considérons une sous-estimation de Niter, Niter = 10. Notre méthode apparâıt
alors plus efficace qu’une utilisation classique de la FMM multi-niveaux pour N
1/3
f < 3160, c’est
à dire pour des valeurs de Nf de l’ordre de 10
10.
En pratique, les résultats sont plus modestes. Dans la partie suivante, nous considérons par
exemple le cas Nf ≈ 300000 pour lequel Ng ≈ 1000 et le comportement de Ng par rapport à Nf
nous permet de penser que le choix de Ng ≈ 3000 permettrait de prendre Nf ≈ 107. Ainsi, la
condition Ng ≈ 3160 se traduit d’un point de vue plus réaliste, par Nf ≈ 107, ce qui correspond
aux objectifs actuels dans l’industrie.
Cependant, nous pouvons espérer des améliorations pour notre nouvelle méthode. En effet,
comme le suggère l’étape 3, le calcul de la matrice peut être assimilé à un calcul d’interactions
entre obstacles multiples où les différents obstacles seraient représentés par les éléments T si
du maillage grossier. L’algorithme d’accélération du calcul de la matrice présenté ci-dessus est
très proche des algorithmes utilisés lors de la considération d’obstacles multiples. Pour ces
problèmes, certaines études consistent à privilégier des directions dans la discrétisation de la
sphère unité. En effet, si nous considérons deux éléments du maillage grossier, T si et T
s
j , les
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vecteurs rnm,m′ introduits dans l’étape 1 sont regroupés autour d’une direction privilégiée, celle
de Gsj − Gsi où Gsi et Gsj désignent les centres de gravité respectifs de T si et T sj . Ce constat
permet selon certaines études de réduire le choix des directions sp sur la sphère unité et donc de
réduire la complexité de l’algorithme. P.A. Martin propose dans son article [61] une adaptation
du développement du noyau de Green au cas d’obstacles multiples, à partir des travaux de V.
Rokhlin, de W.-C. Chew ou encore de Y.-L. Xu ([86]-[87]).
4.2 L’intégrale sur la sphère unité : une limitation pour
le couplage
La mise en œuvre d’une méthode multipôles nécessite la discrétisation de l’intégrale sur la
sphère unité suivante :







où l ∈ {1, ..., L} avec L ∼ k|r|. Le choix du nombre S ∼ L2 de points de discrétisation sur la
sphère unité est donc fortement lié au nombre d’onde k qui commande l’oscillation du noyau
de Green concerné par l’approximation multipolaire.
Si nous nous intéressons à l’application classique de la méthode multipôles définie dans le
chapitre 3, nous pouvons montrer en quel sens cette discrétisation de la sphère unité est une
limitation pour le couplage. Imaginons que la géométrie de l’obstacle considéré soit approchée
selon un maillage plus grossier que le maillage classique, avec un nombre de mailles d’un ordre
strictement inférieur à k2. Dans ce cas, S, le nombre de points de discrétisation sur la sphère
unité ne diminue pas. Il aurait même tendance à augmenter. En effet, si nous considérons un
maillage plus grossier, nous pouvons supposer un nombre M de bôıtes multipolaires plus faible.
Mais dans ce cas, la valeur de |r| est plus grande. Ainsi, L et donc le nombre S de points de
discrétisation de la sphère unité en sont plus grands. Dans tous les cas, le produit M × S est
de l’ordre de k2. Ce constat constitue une limitation à la méthode multipôles. Ainsi, avec un
maillage dont le nombre de mailles serait N ∼ k, la complexité d’une application classique de
la FMM ne serait pas O(N3/2) pour une version à un niveau et O(N ln N) pour une version
multi-niveaux. Elle serait même supérieure à O(N 2).
Dans le cas de notre couplage d’une méthode multipôles avec une méthode d’approximation
de la phase défini dans la section 4.1, il s’agit bien d’une application de la méthode multipôles
à des calculs basés sur un maillage classique dont le nombre de mailles est de l’ordre de k2. Les
mailles qui subissent le regroupement multipolaire sont bien celles du maillage fin correspondant
au maillage considéré pour des résolutions plus classiques. Il n’est jamais question de considérer
un regroupement multipolaire des mailles grossières, ni même de considérer une accélération
de type multipolaire des produits matrice-vecteur lors de la résolution itérative basée sur le
maillage grossier.
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4.3 Méthodes multipôles et discrétisation de la phase
La remarque précédente est un préambule à la considération d’un couplage d’une méthode
multipôles et d’une méthode de discrétisation de la phase présentée par A. de La Bourdonnaye et
M. Tolentino. En effet, la remarque concernant la limitation de la méthode multipôles relative
à l’intégration sur la sphère unité (4.8) permet de comprendre de manière quasi immédiate
la difficulté d’une application directe de la méthode multipôles dans le cadre de la méthode
de discrétisation de la phase présentée dans la section 2.2. Le système résolu est bien de taille
k2×k2 mais il est construit à partir d’une approximation géométrique de la surface de l’obstacle
selon un maillage dont le nombre de mailles est de l’ordre de k au lieu de k2 pour un maillage
classique.
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Chapitre 5
Annexe : Calcul des singularités
La résolution des équations intégrales nécessite de lever les singularités liées au noyau de








|x − y|α dγ(x) dγ(y) ,
où K et L désignent des triangles non disjoints. Notons Xi et Yi, i = 1, ..., 3 les sommets respec-
tifs de K et de L. Trois cas se présentent en fonction du nombre de sommets communs à K et L.
• 1er cas : K et L sont confondus.
La discrétisation suivant x se fait de manière classique. Le changement de variable concerne
uniquement la variable y. Pour x donné, on découpe le triangle K = L en trois zones concour-
















λi = 1 et λi ∈ [0, 1] ∀i = 1, ..., 3 .
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On effectue des changements de variables différents dans chacune des trois zones. Nous donnons
ces changements de variables ainsi que leurs Jacobiens respectifs dans le tableau suivant :
zone changement de variable Jacobien
1 y = (1 − µ1)x + µ1((1 − µ2)X2 + µ2X3) µ1λ1mes(K)
2 y = (1 − µ1)x + µ1((1 − µ2)X3 + µ2X1) µ1λ2mes(K)
3 y = (1 − µ1)x + µ1((1 − µ2)X1 + µ2X2) µ1λ3mes(K)












Soit x ∈ K et y ∈ L. On procède au changement de variable suivant :
x = (1 − λ1)X1 + λ1((1 − λ2)X2 + λ2X3) avec (λ1, λ2) ∈ [0, 1]2 ,
y = (1 − µ1)X1 + µ1((1 − µ2) Y2 + µ2 Y3) avec (µ1, µ2) ∈ [0, 1]2 ,
avec le Jacobien J = JxJy = λ1µ1mes(K) mes(L). Posons x
′ = (1 − λ2)X2 + λ2X3 et y′ =








F ((1 − λ1)X1 + λ1x′, (1 − µ1)X1 + µ1y′)







F ((1 − µ1)X1 + µ1x′, (1 − λ1)X1 + λ1y′)
|(λ1 − µ1)X1 + µ1x′ − λ1y′|α
λ1µ1 dλ1dµ1
)
mes(K) mes(L) dλ2 dµ2 .
Le changement de variable (λ1 = ξ1, µ1 = ξ1η1) avec (ξ1, η1) ∈ [0, 1]2, avec le Jacobien







F ((1 − ξ1)X1 + ξ1x′, (1 − ξ1η1)X1 + ξ1η1y′)
|(η1 − 1)X1 + x′ − η1y′|α
+
F ((1 − ξ1η1)X1 + ξ1η1x′, (1 − ξ1)X1 + ξ1y′)






mes(K) mes(L) dλ2 dµ2 .
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Soit x ∈ K et y ∈ L. On procède ici au premier changement de variable suivant :
x = (1 − λ1)((1 − λ2)X2 + λ2X3) + λ1X1 avec (λ1, λ2) ∈ [0, 1]2 ,
y = (1 − µ1)((1 − µ2) Y2 + µ2 Y3) + µ1 Y1 avec (µ1, µ2) ∈ [0, 1]2 ,
avec le Jacobien J = JxJy = (1 − λ1)(1 − µ1)mes(K) mes(L). Posons x′ = (1 − λ2)X2 + λ2X3








F (λ1X1 + (1 − λ1)x′, µ1X1 + (1 − µ1)y′)
|λ1X1 − µ1Y1 + δ2X2 + δ3X3|α
(1 − λ1)(1 − µ1) dλ2dµ2
)
. mes(K) mes(L) dλ1 dµ1 ,
avec δ2 = (1− λ1)(1− λ2)− (1− µ1)µ2 et δ3 = (1− λ1)λ2 − (1− µ1)(1− µ2). Il y a singularité
pour λ1 = µ1 = 1 − λ2 − µ2 = 0.
L’intégration par rapport à (λ2, µ2) sur [0, 1]





Sur la zone T1, on effectue le changement de variable suivant :
λ2 = (1 − w)u ,
µ2 = (1 − w)(1 − u) ,
avec le Jacobien JT1 = 1 − w ,
et sur T2 :
λ2 = (1 − w)u + w ,
µ2 = (1 − w)(1 − u) + w ,
avec le Jacobien JT1 = 1 − w .
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F (λ1X1 + (1 − λ1)x, µ1X1 + (1 − µ1)y)
|λ1X1 − µ1Y1 + δ2X2 + δ3X3|α
(1 − λ1)(1 − µ1)(1 − w)
zone T1
+
F (λ1X1 + (1 − λ1)x̃, µ1X1 + (1 − µ1)ỹ)
|λ1X1 − µ1Y1 + δ̃2X2 + δ̃3X3|α
(1 − λ1)(1 − µ1)(1 − w)
)
zone T2
. mes(K) mes(L) du dw dλ1 dµ1 ,
avec :
x = (1 − (1 − w)u)X2 + (1 − w)uX3 ,
y = (1 − (1 − w)(1 − u))Y2 + (1 − w)(1 − u)Y3 ,
x̃ = (1 − (1 − w)u − w)X2 + ((1 − w)u + w)X3 ,
ỹ = (1 − (1 − w)(1 − u) − w)Y2 + ((1 − w)(1 − u) + w)Y3 ,
δ2 = (1 − λ1)(1 − (1 − w)u) − (1 − µ1)(1 − w)(1 − u) ,
δ3 = (1 − λ1)(1 − w)u − (1 − µ1)(1 − (1 − w)(1 − u)) ,
δ̃2 = (1 − λ1)(1 − (1 − w)u − w) − (1 − µ1)((1 − w)(1 − u) + w) ,
δ̃3 = (1 − λ1)((1 − w)u + w) − (1 − µ1)(1 − (1 − w)(1 − u) − w) .
La singularité est réduite à l’ensemble des points tels que λ1 = µ1 = w = 0. Pour lever cette












Le domaine d’intégration [0, 1]3 est découpé en trois zones pyramidales comme indiqué par le
dessin ci-dessus. Les singularités sont alors levées par les changements de variables décrits par
le tableau suivant :
zone P1 P2 P3
λ1 ξ ξη ξζ
µ1 ξη η ηζ
w ξζ ηζ ζ
Jacobien ξ2 η2 ζ2
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Deuxième partie
Accélérations de la résolution des
équations intégrales de Després pour





L’équation intégrale de Després
6.1 Introduction
La discrétisation des équations intégrales classiques liées aux problèmes de Helmholtz abou-
tit à un système très mal conditionné et dont la résolution se fait alors généralement selon la
méthode directe de Gauss très coûteuse. La nouvelle formulation intégrale introduite par B.
Després aboutit à un système dont les propriétés de la matrice, symétrie, définie-positivité, bon
conditionnement, permettent une résolution numérique du système discret basée sur le gradient
conjugué. De telles formulations ont déjà été écrites pour l’équation de Maxwell en trois di-
mensions ([41], [24]) ainsi que pour l’équation de Helmholtz bidimensionnelle ([40], [8], [7]). En
nous inspirant de l’article de N. Bartoli et F. Collino [8], nous proposons donc dans ce chapitre
une telle formulation dans le cadre de l’équation de Helmholtz tridimensionnelle.
6.2 Formulation intégrale de Després
La formulation intégrale de B. Després est basée sur la minimisation d’une fonctionnelle
quadratique. Cette formulation peut être retrouvée à partir de simples manipulations sur les
potentiels usuels. Nous proposons d’introduire la nouvelle formulation de B. Després dans le
cadre de notre problème à partir des potentiels usuels. Pour plus d’informations sur la fonc-
tionnelle quadratique, nous renvoyons au travaux de N. Bartoli, F. Collino et B. Després ([40],
[8], [7]).
La présentation se fait en deux étapes, tout d’abord dans le cadre d’une condition d’impé-
dance Z = 1 au bord, puis dans le cadre d’une condition d’impédance généralisée. En considé-
rant la condition d’impédance Z = 1 au bord, l’écriture du système intégral est basée sur la
décomposition en partie réelle et partie imaginaire pure des opérateurs intégraux habituels. Une
première équation est établie en considérant l’équation de Helmholtz sans prise en compte de
la condition au bord. Cette dernière permet d’établir la seconde équation du système intégral
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de B. Després. Le cas d’une condition d’impédance généralisée est considéré en se ramenant au
cas précédent par un changement de second membre. En effet, dans la formulation intégrale de
B. Després, la prise en compte de la condition au bord se fait au niveau du second membre du
système.
6.2.1 Une condition d’impédance au bord
Nous cherchons ici à résoudre l’équation de Helmholtz en domaine extérieur :
∆u + k2u = 0 , dans Ω+ ,
∂u
∂n











où Ω− est un ouvert borné régulier de  3 , de frontière Γ et Ω+ =  3\Ω−. g est une donnée liée







Nous savons alors qu’une fonction u de C2(Ω+) satisfait à














/Γ) = ku dans Ω
+ ,
= 0 dans Ω− .
(6.2)
L et M sont les opérateurs de simple et double couche définis pour tout x 









(k, |x − y|) q(y) dγ(y)
avec G(k, |x − y|) = e
ık|x−y|
4π|x − y| .
L (resp. M) est prolongeable pour p ∈ H−1/2(Γ) (resp. q ∈ H1/2(Γ)) et à valeur dans H1loc(Ω+).
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Notons pour x ∈ Γ, (Lp)±(x) = lim
x′→x
x′∈Ω±



















(k, |x − y|) p(y) dγ(y)
















(k, |x − y|) q(y) dγ(y)
Posons q = ku/Γ et p =
∂u
∂n
/Γ. L’équation (6.2) implique alors :
ku/Γ = M(q)












Nous obtenons ainsi les premières équations intégrales :
0 = −q
2
+ Kq − Sp ,
0 = −p
2
+ Dq − K ′p ,
(6.3)

































(k, |x − y|) p(y) dγ(y) .
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En posant G(k, |x− y|) = Gr(k, |x− y|)+ ıGi(k, |x− y|), où Gr = e(G) et Gi = m(G), nous
décomposons maintenant les différents opérateurs selon leurs parties réelle et imaginaire pure :
S = Sr + ıSi , K = Kr + ıKi , K
′ = K ′r + ıK
′
i , D = Dr + ıDi
où Sr, Kr, K
′
r, Dr, Si, Ki, K
′
i et Di sont des opérateurs réels.
A ce stade, nous introduisons une nouvelle paire d’inconnues, µ = ıq et λ = ıp. Ainsi, en posant
K =





 et M = [ Di −K ′i−Ki Si
]
,





























Comme Sr et Dr sont symétriques, K est lié à son adjoint par la relation suivante :





= Π . (6.6)
Rappelons maintenant la condition au bord. Elle se réécrit
p + µ = g .
En la multipliant par ı, on a
−λ + q = −ıg .






























= g̃ . (6.7)
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Introduisons maintenant l’opérateur de champ lointain A∞ définie par :











e−ıky.ŝ.(p(y) + ı(ŝ.ny)q(y))dγy . (6.8)
En utilisant la propriété
sin(k|x − y|)




















































Finalement, il est assez immédiat de montrer l’égalité suivante :
M = A∗∞A∞ . (6.11)
En reprenant les équations (6.4) et (6.7), on aboutit au système{
X + A∗∞A∞X − K∗Y = g̃ ,
KX + A∗∞A∞Y = 0 ,
(6.12)











Le problème de point selle associé, existence et unicité des solutions
Soit γ = −ıA∞Y . Alors (6.12) équivaut à :
X + A∗∞A∞X − K∗Y = g̃ ,
γ + ıA∞Y = 0 ,
KX + ıA∗∞γ = 0 ,
(6.13)
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c’est à dire 
[

















La résolution de ce système correspond à la recherche du point selle de la fonctionnelle de
Lagrange :
L(X, γ, Y ) = 1
2
‖ X ‖2 +1
2
‖ A∞X ‖2 +
1
2
‖ γ ‖2 +e < −KX − ıA∗∞γ, Y > −e < g̃, X > .
Il s’agit en fait de minimiser la fonctionnelle
I(X, γ) = 1
2
‖ X ‖2 +1
2
‖ A∞X ‖2 +
1
2
‖ γ ‖2 −e < g̃, X > ,
avec la contrainte
−KX − ıA∗∞γ = 0 , (6.14)
ce qui équivaut à trouver (X, γ, Y ) solution du problème de point selle :




L(X̃, γ̃, Ỹ ) .
Ỹ apparait comme multiplicateur de Lagrange associé à la contrainte (6.14).
Les résultats d’existence et d’unicité s’obtiennent par application du théorème de Brezzi
([14]). La condition “inf-sup” ou condition Babuška-Brezzi, assure l’existence de (X, Y ) et l’uni-
cité de X. L’existence de Y est assurée à un élément de ker A∞ près. Nous renvoyons aux
travaux de N. Bartoli ([7]) pour plus de précision concernant le lien entre le théorème de Brezzi
et notre problème. Afin d’assurer l’unicité de Y , nous introduisons la modification ci-dessous.
Une modification : Le β-système
Pour assurer l’unicité de la solution Y du problème (6.12), B. Després a proposé à N.
Bartoli et F. Collino (cf. [8]) la modification suivante : Puisque Y = ıX, nous ne changeons pas
le problème en introduisant les termes
βX = −ıβY dans la première équation
et βY = ıβX dans la deuxième,
où β est un paramètre strictement positif. Nous obtenons ainsi le système suivant :{
(1 + β)X + A∗∞A∞X − K∗Y = g̃ − ıβY ,
KX + (βId + A∗∞A∞)Y = ıβX .
(6.15)
L’opérateur (A∗∞A∞ + βId) vérifie une condition de coercivité qui manquait à A
∗
∞A∞ dans
le système (6.12). Cette nouvelle propriété assure l’unicité de la solution (X, Y ) du β-système
(6.15) et cette solution vérifie de plus la relation
Y = ıX . (6.16)
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6.2.2 Une condition d’impédance généralisée
Nous considérons dans ce paragraphe, la condition au bord
∂u
∂n
/Γ + ıkZu/Γ = f sur Γ ,






Il est aisé de vérifier que cette condition est du type
∂u
∂n
/Γ + ıku/Γ = g sur Γ ,
en exprimant g en fonction de R :
g = R(−∂u
∂n
/Γ + ıku/Γ) + (1 + R)f .



























, nous aboutissons au système
{
(1 + β)X + A∗∞A∞X −K∗Y = NRX + F − ıβY ,






















(1 + β)Id + A∗∞A∞ −K∗








Pour |R| ≤ 1, le problème reste bien posé et le système admet une unique solution vérifiant
toujours la relation (6.16).
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6.3 Discrétisation du système intégral
Nous proposons tout d’abord une formulation variationnelle du β-système avec condition











∈ (  −1(Γ))2 :
< ((1 + β)Id + A∗∞A∞)X, X̃ > (Γ), −1 (Γ) − < K∗Y, X̃ > (Γ), −1 (Γ)
+ < KX, Ỹ > (Γ), −1 (Γ) + < (βId + A
∗
∞A∞)Y, Ỹ > (Γ), −1 (Γ)
= < NRX, X̃ > (Γ), −1 (Γ) + < F, X̃ > (Γ), −1 (Γ) − < ıβY, X̃ > (Γ), −1 (Γ)
+ < ıβX, Ỹ > (Γ), −1 (Γ) .
(6.20)
où   (Γ) désigne l’espace H1/2(Γ) × H−1/2(Γ). Choisissons maintenant une discrétisation élé-
ments-finis. Considérons Γh, une approximation de la surface Γ, polynomiale par morceaux
de degré l (en général, en pratique l = 1). Considérons une triangulation Th de Γh, et Vh un
sous-espace de dimension finie de H1/2(Γh). Choisissons
Vh = Vect{φi ; i = 1, ..., N} ,
avec φi, i ∈ {1, ..., N} les fonctions de base 1 associées à Th, et N le nombre de nœuds du
maillage éléments-finis :
φi ∈ 1 et φi(Nodj) = δij
où Nodj désigne le j











, pour tout i ∈ {1, ..., N}. Nous cherchons alors les




αiψi et Yh =
2N∑
i=1
γiψi avec αi, γi ∈  .
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αiψi et Yh =
2N∑
i=1
γiψi tels que pour tout j ∈ {1, ..., 2N} :
2N∑
i=1
αi < ((1 + β)Id + A
∗





= < F, ψj > h +
2N∑
i=1
αi < NRψi, ψj > h −
2N∑
i=1




αi < Kψi, ψj > h +
2N∑
i=1






αi < ıβψi, ψj > h ,
(6.21)
où  h désigne l’espace Vh × Vh.
























où les matrices Mβ et RR,β sont données par
Mβ =
[
Dβ + A −K∗
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avec Bβ, Dβ, K, K∗, A, NR les matrices 2N × 2N et Fh le vecteur de taille 2N définis par :
(Fh)j = < F, ψj > h ,
(Bβ)ji = < βψi, ψj > h ,
(Dβ)ji = < (1 + β)ψi, ψj > h ,
(NR)ji = < NRψi, ψj > h ,
(K)ji = < Kψi, ψj > h ,
(K∗)ji = < K∗ψi, ψj > h ,
(A)ji = < A∞ψi, A∞ψj >L2(S2) .
(6.24)
La condition “inf-sup” discrète ([14]) assure toujours l’existence et l’unicité de la solution
(Xh, Yh). La structure éléments-finis choisie assure la convergence de la solution discrète (Xh, Yh)
vers la solution (X, Y ) du système continu (6.17) quand h −→ 0.
6.4 Le calcul des matrices
Le calcul du vecteur F de taille 2N ne pose aucun problème. Les matrices B, D et N de taille
2N × 2N sont particulièrement creuses. Lorsque les indices i et j font référence à des nœuds
n’appartenant pas à un même triangle, les termes Bji, Dji et Nji sont nuls. Ainsi, l’évaluation
de ces trois matrices s’effectue avec un coût de calcul en O(N).
En raison des opérateurs intégraux K, K∗ et A∞, l’évaluation des matrices K, K∗ et A
s’effectue avec un coût de calcul en O(N 2).
Concernant les matrices K et K∗, nous sommes confrontés à des singularités. Décomposons
leur évaluation. Le problème consiste à calculer les termes suivants :
∀i, j ∈ {1, ..., N} :





Gr(k, |x − y|) φi(y) dγ(y) φj(x) dγ(x) ,







(k, |x − y|) φi(y) dγ(y) φj(x) dγ(x) ,







(k, |x − y|) φi(y) dγ(y) φj(x) dγ(x) ,









(k, |x − y|) φi(y) dγ(y) φj(x) dγ(x) .
(6.25)
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Le 4ième terme se calcule exactement avec la formule suivante :







Gr(k, |x − y|) [ k2φi(y) φj(x) (nx · ny)
−−→rotΓhφi(y) ·
−→
rotΓhφj(x) ] dγ(y) dγ(x) .
Pour plus d’informations concernant cette formule, nous renvoyons par exemple à [9], [66] et
[83].
Chacun de ces termes présentent des singularités lorsque les indices i et j désignent des
nœuds d’un même triangle. Ces singularités sont levés selon les changements de variables habi-
tuels (cf. [56], [60], [57]) rappelés en annexe de la première partie de ce mémoire et établis par
J. Gay, un ingénieur du CEA/CESTA.
6.5 Résolution du problème discret
Nous avons à résoudre le système suivant :[
Dβ + A −K∗













































































est solution du système
[
Dβ + A −K∗
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(Dβ + A)X −K∗Y = V ,
KX + (Bβ + A)Y = W ,
(6.28)
c’est à dire : {
X = (Dβ + A)−1(V + K∗Y ) ,
K(Dβ + A)−1V + K(Dβ + A)−1K∗Y + (Bβ + A)Y = W .
(6.29)
Le problème se ramène donc à la résolution en Y de l’équation suivante :
(K(Dβ + A)−1K∗ + Bβ + A)Y = W −K(Dβ + A)−1V . (6.30)
Cette résolution est effectuée à l’aide de la méthode du gradient conjugué :
1/ Calcul de Z = W −K(Dβ + A)−1V :
α) Résolution de (Dβ + A)Z = V selon une méthode de gradient conjugué appliquée à la
matrice (Dβ + A). On dira par la suite que l’on a calculé Z = (Dβ + A)−1V selon GC1.
β) Z = W −KZ
2/ Résolution de (K(Dβ +A)−1K∗ + Bβ +A)Y = Z par une méthode de gradient conjugué
appliquée à la matrice (K(Dβ + A)−1K∗ + Bβ + A). Ce travail fait apparâıtre des produits
(Dβ + A)−1X où X est un vecteur donné. On les effectue selon GC1.
La convergence du double gradient conjugué est assurée par le caractère hermitien défini
positif des matrices (Dβ +A) et (K(Dβ +A)−1K∗ +Bβ +A). La convergence de la méthode de
Jacobi relaxée est assurée sous la condition |R| < 1 ([8]). Dans le cas d’une condition |R| = 1,
nous avons convergence faible de la méthode, la convergence forte n’est plus assurée ([7]).
6.6 Cas du coefficient de réflexion nul
Dans ce cas le système continu est donné par (6.12) :{
X + A∗∞A∞X − K∗Y = g̃ ,
KX + A∗∞A∞Y = 0 .
Ajoutons alors les termes
−βX − ıβY = 0 dans la première équation
et −ıβX + βY = 0 dans la deuxième,
où β est un paramètre de ]0, 1[. Nous obtenons alors le système suivant :{
(1 − β)X + A∗∞A∞X − (K − ıβId)∗Y = g̃ ,
(K − ıβId)X + (βId + A∗∞A∞)Y = 0 .
(6.31)
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Dans le cas de ce nouveau système, les résultats de convergence sont les mêmes que pour
le β-système (6.15). Cependant, il présente un sérieux avantage par rapport au β-système. En
effet le système (6.31) ne nécessite pas le niveau itératif de la méthode de Jacobi relaxée. Il se
résoud directement par un double gradient conjugué.
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89
Chapitre 7
Application de la nouvelle méthode
7.1 Introduction
La première partie de ce mémoire a abouti à une nouvelle méthode basée sur le couplage
de l’approximation de la phase introduite par T. Abboud, J.-C. Nédélec et B. Zhou, avec
une méthode multipôles. Nous proposons dans cette deuxième partie, une application de ce
couplage à la nouvelle formulation intégrale introduite par B. Després. Ce chapitre présente
tout d’abord l’application de l’approximation de la phase à la formulation intégrale de B.
Després. Ensuite, l’accélération de la construction de la nouvelle matrice se fait en utilisant
une méthode multipôles à un niveau. Pour cela, nous rappelons préalablement les outils de la
méthode multipôles utilisée lors de ce travail.
7.2 Discrétisation microlocale
Nous reprenons ici le principe de l’approximation de la phase introduit dans la partie 1,
chapitre 2. Nous adaptons cette idée à la formulation intégrale considérée avec des conditions
au bord plus générales. Nous reprenons d’abord les estimations d’erreur afin d’énoncer quelques
précisions relatives à la condition d’impédance au bord données dans [2].
Soit q = u/Γ l’inconnue sur la surface Γ. Soit Γh une approximation polynomiale par morceau
de degré l de Γ. Si πh est la projection orthogonale de Γh sur Γ, si qh est la solution du problème
discret  m-éléments-finis associé à Γh, nous avons les estimations suivantes :
‖ q − πh(qh) ‖Hs(Γ)
‖ q ‖Hs(Γ)
≤ C (hk)m+1 , (7.1)
où s = 0 dans le cas de Dirichlet et s = 1/2 dans le cas de Neumann. Ces estimations impliquent
le choix h ∼ k−1. Après une approximation kφ0(x) = kx.ξ de la phase du premier ordre, en
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introduisant la nouvelle inconnue q̃ telle que q = q̃eıkφ0, les estimations d’erreur deviennent :




hm + hl + (hk1/3)m+1 + khl
]
cas de Dirichlet,




(hk1/3)m+1 + k3/2hl(kh + 1)
]
cas de Neumann et de Robin.
(7.2)
Nous considérons alors le double maillage déjà introduit dans la partie 1, un maillage grossier
Γg pour la discrétisation de l’inconnue et un maillage fin Γf pour la discrétisation des intégrales.
Les nouvelles estimations d’erreur sont données si dessous :



























1/2 + k3/2hlf )(khf + 1)
]
cas de Neumann et de Robin.
(7.3)
Ceci implique le choix :
hg ∼ k−1/3 , hf ∼ k−1 (7.4)
Nous avons déjà vu que ce choix nous autorisait la considération d’une approximation géomé-
trique de degré l = 1 dans le cas de Dirichlet. Par contre, pour les cas de Neumann et de Robin,
les estimations d’erreur impliquent une nouvelle condition nécessaire : l ≥ 3/2 (et donc l ≥ 2).
Cependant, les résultats numériques avec une approximation géométrique de degré l = 1 sont,
comme nous le verrons, très satisfaisants.
Nous rappelons maintenant les notations relatives aux différents maillages. L’inconnue est
définie sur un maillage grossier Γg avec un nombre de mailles Ng = O(k2/3). Γf désigne le
maillage fin utilisé pour la discrétisation des intégrales, avec un nombre de mailles Nf = O(k2).
Dans la partie 1, chapitre 2, nous avons aussi introduit les objets intermédiaires Γ−πf et Γ
s
g, ainsi
que π, la projection orthogonale des triangles plans de Γg vers ceux de Γf .














Nous considérons alors ici une discrétisation éléments-finis  1 basée sur Γ
s
g. Le nouvel espace
de discrétisation est défini ainsi :
Ṽh(Γ
s
g) = {q̃h / q̃h = q̃ ◦ π−1 , q̃ |Tj∈  1(Tj)} ,











, pour tout i dans {1, ..., Ng}, où ϕi , i ∈ 1, .., Ng , est la
fonction de base associée au iième nœud du maillage Γg. Posons  ̃h = Ṽh × Ṽh. L’inconnue est




q̃iψ̃i et (q̃i)i=1,...,2Ng est la nouvelle inconnue discrète, avec
ψ̃i = Ji (ψi ◦ π−1) eıkφ0. Nous rappelons que ψi est définie sur Γg et évaluée seulement pour des
points des triangles plans de Γg, alors que les fonctions ψ̃i et φ0 sont évaluées pour les points
de quadrature du maillage Γsg.
Le nouveau système correspondant au problème introduit dans la section 6.2 a une taille
réduite en O(Ng × Ng). En utilisant les fonctions test ψ̃i, le système s’écrit comme (6.22)[
Dβ + A −K∗



















avec les nouvelles définitions suivantes :
(Fh)j = < F, ψ̃j > 
h
= < F, (ψj ◦ π−1)eıkφ0 > 
h
,
(Bβ)ji = < βψ̃i, ψ̃j > 
h
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et définies de la même façon :
(Dβ)ji = < (1 + β)ψ̃i, ψ̃j > 
h
, (NR)ji = < NRψ̃i, ψ̃j > 
h
,
(K)ji = < Kψ̃i, ψ̃j > 
h
, (K∗)ji = < K∗ψ̃i, ψ̃j > 
h
,
(A)ji = < A∞ψ̃i, A∞ψ̃j >L2(S2) .
(7.7)
Par exemple, la dualité < Srϕi, ϕj >Vh (6.25-1.) devient






























Gr(k, |x − y|)Jî î0 ϕi(π
−1(y))eıkφ0(y) Jĵ ĵ0 ϕj(π−1(x))eıkφ0(x) dγ(y) dγ(x) ,
(7.8)
où {Tk k0}k0 décrit l’ensemble des triangles de Γf qui constituent T sk de Γsg.
Par le choix particulier des fonctions test, le nouveau système (7.5) a les mêmes propriétés
que le système initial (6.22). Ainsi, nous lui appliquons la même résolution donnée dans la
section 6.5. Nous avons abouti à un nouveau système de taille O(k4/3) au lieu de O(k4). La place
mémoire nécessaire et le temps de résolution sont donc considérablement réduits. Cependant,
le coût de calcul des matrices est en O(k4). La section suivante concerne une accélération du
calcul des matrices par application d’une méthode multipôles à un niveau.
7.3 Les outils FMM utilisés
La méthode multipôles est considérée à la place de la théorie de la phase stationnaire.
Les produits matrice-vecteur sont effectués de manière classique. La considération du maillage
grossier sert à la définition du nouveau système. Le principe de la méthode multipôles est ap-
pliqué lors de l’évaluation des intégrales discrétisées sur le maillage fin. Les bôıtes multipolaires
correspondent alors à un regroupement des éléments du maillage fin Γf .
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d’un élément de 
Eléments de 
g
dans des boîtes FMM
Γ s
Γf
Fig. 7.1 – maillages et bôıtes FMM
Nous avons présenté dans la partie 1 le développement multipolaire du noyau de Green.
Nous présentons ici les développements relatifs aux noyaux régulier (partie imaginaire pure) et
sigulier (partie réelle) des équations intégrales selon la formulation de B. Després. Soient x1,
x2 ∈ Γf . Soient X1, X2 les centres respectifs de deux bôıtes multipolaires C1 et C2 contenant



























(2l + 1)ıl h
(1)
l (k|r0|) Pl(cos(s, r0)) .
(7.9)
Nous renvoyons à la partie 1 pour le choix du paramètre L de troncature de la série de
Gegenbauer et pour le choix de la discrétisation de l’intégrale sur la sphère unité. Nous rappelons
la formule empirique suivante :
L = kd + C(kd)1/3 , (7.10)
où d est le diamètre des bôıtes multipolaires et C dépend seulement de la précision désirée.
Ensuite, le choix S, le nombre de directions {sp , p = 1, .., S} sur la sphère unité se fait selon
la formule suivante :
S = (L + 1)(2L + 1) . (7.11)
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Nous avons pour objectif d’utiliser la méthode multipôles pour l’accélération de la construction
de chacune des matrices K, K∗ et A, définies dans la section 7.2. Nous devons alors considérer les
développements des noyaux intégraux régulier et sigulier donnés ci-dessous (cf. [25]). Nous avons
les approximations multipolaires suivantes pour le noyau intégral singulier, pour les matrices K















(2l + 1)ıl yl(k|r0|) Pl(cos(s, r0)) .
(7.12)









ωp < sp, n(xj) >
× eık<sp,r1> T 
L,r0(sp) e−ık<sp,r2> .
(7.13)
Après dérivation, S doit être un petit peu plus grand que précédemment, comme l’a montré
J. Rahola dans [68]. En effet, la présence du facteur < sp, n(xj) > incrémente de un le degré
du polynôme à intégrer sur la phère unité. Comme dans le cas classique, les approximations
précédentes sont valables pour les intéractions lointaines (condition |r0| > |r|).
Nous étudions maintenant le cas de la matrice A, avec le noyau intégral régulier. Nous
considérons pour cela la relation (A)ji =< Mψi, ψj > h. Compte tenu de la régularité du noyau
intégral, l’approximation peut être écrite pour tout x1, x2. Ainsi, les intéractions lointaines et








ık<sp,r1> T L,r0(sp) e
−ık<sp,r2>
avec T L,r0(s) =
L∑
l=0
(2l + 1)ıl jl(k|r0|) Pl(cos(s, r0)) .
(7.14)









ωp < sp, n(xj) >










ωp < sp, n(x1) > < sp, n(x2) >
× eık<sp,r1> T L,r0(sp) e−ık<sp,r2> .
(7.16)
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7.4 Accélération des calculs par la FMM
Nous reprenons le système (7.5)-(7.6)-(7.7) établi dans la section 7.2. En reprenant les mêmes
notations, le système est défini par[
Dβ + A −K∗




















(Fh)j =< F, ψ̃j > 
h
=< F, (ψj ◦ π−1)eıkφ0 > 
h
, (7.18)
(Bβ)ji =< βψ̃i, ψ̃j > 
h




(Dβ)ji =< (1 + β)ψ̃i, ψ̃j > 
h
, (NR)ji =< NRψ̃i, ψ̃j > 
h
, (7.20)
(K)ji =< Kψ̃i, ψ̃j > 
h
, (K∗)ji =< K∗ψ̃i, ψ̃j > 
h
, (7.21)
(A)ji =< Mψ̃i, ψ̃j > 
h
. (7.22)
Nous renvoyons au chapitre 7 pour la définition de ψ̃i. Les matrices Bβ , Dβ et NR sont calculées
de manière classique avec un nombre d’opérations de l’ordre de O(Nf). Nous nous intéressons
ici à l’accélération du calcul des matrices K, K∗ et A, par l’utilisation d’une méthode multipôles
à un niveau. Nous rappelons d’abord quelques notations : {Tk k0}k0 est l’ensemble de triangles




g. Considérons la matrice M définie comme suit,
















) αî î0 e
ıkφ0(xî î0
) Gr(k, |xĵ ĵ0 − xî î0 |) ,
avec αĵ ĵ0 , αî î0 ∈   .
Cette matrice correspond à une discrétisation de (6.25-1.) avec la nouvelle définition (7.21).
Nous appliquons la méthode multipôles en séparant les interactions proches des intéractions
lointaines de la matrice et en utilisant la relation (7.12). L’approximation multipolaire des
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) e−ık<sp,rî î0> ,
(7.23)
avec L et S définis par (7.10) et (7.11). Ainsi, l’algorithme de calcul de la matrice Mfar, en
utilisant la méthode multipôles à un niveau se compose de trois étapes :
Etape 1. Fonctions de transfert : ∀(XC − X  C), C̃ non voisin de C, ∀p ∈ {1, ..., S}
T 
L,XC−X  C (sp) =
L∑
l=0
(2l + 1)ıl yl(k|XC − X  C |) Pl(cos(sp, XC − X  C)) .
Etape 2. Nouvelles fonctions de radiation : ∀j ∈ {1, ..., Ng}, ∀ĵ/T sĵ ∩ supp(ϕj) 
=  , ∀C bôıte
multipolaire telle que T s
ĵ
∩ C 







) eık<sp,XC−xĵ ĵ0> .
























 C far from C
T 
L,XC−X  C(sp) Fî  C(sp) .
Ensuite, un produit matrice-vecteur avec la matrice M est approché par le calcul suivant :
∀i ∈ {1, ..., Ng}
(M Y )i =
Ng∑
j=1
((Mnear)ij + (Mfarapprox)ij) Yj ,
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où Mnear est calculée de manière classique.
Les autres calculs discrets des matrices K et K∗ s’effectuent de la même façon, en utilisant
les relations (7.12) et (7.13). Les relations (7.14), (7.15) et (7.16) permettent d’effectuer l’ap-
proximation multipolaire de la matrice A suivant la même technique sans nécessiter d’isoler les
interactions proches. La formulation de B. Després ne change pas la complexité de la méthode.
Ainsi, l’algorithme détaillé dans cette section a la même complexité que celui présenté dans la
section 4.1 de la partie 1. Les matrices K, K∗ et A sont donc calculées avec un coût de l’ordre
de (N3/2).
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Chapitre 8
Résultats numériques - Comparaisons -
Conclusions
8.1 Introduction
Afin de valider notre nouvelle méthode, quatre codes ont été écrits par l’auteur de ce mé-
moire. Le premier noté C(IE) résoud le système d’équations intégrales établi par B. Desprès selon
la méthode classique définie dans le chapitre 6. Le deuxième code, C(IE+FMM) est une variante
du précédent, utilisant l’accélération des produits matrice-vecteur par la méthode multipôles
à un niveau. Le troisième, C(IE+MD) est une application au système d’équations intégrales
de l’approximation de la phase définie dans la section 7.2. Le code C(IE+MD+FMM) est une
application du couplage de l’approximation de la phase et de la méthode multipôles auquel
nous avons abouti dans la section 7.4, toujours dans le cadre de la résolution des équations
intégrales selon la formulation de B. Després. Concernant le système d’équations intégrales,
le paramètre β du β-système (6.15) et du système associé au cas d’impédance Z = 1 (6.31)
est choisi égal à 0.5. Le paramètre de relaxation de la méthode de Jacobi relaxée est égal à
0.7 (voir section 6.5). Concernant la méthode multipôles, le nombre de termes dans la série de
Gegenbauer est défini par L = κd + C(κd)1/3, où d est le diamètre des bôıtes multipolaires,
avec C = 6 (voir section 7.3). Ce choix empirique de C assure une grande précision qui permet
de valider C(IE+MD) avec C(IE+MD+FMM). De plus, nous désignons par JM la méthode de
Jacobi relaxée, GC1 le gradient conjugué appliqué à la matrice (Dβ + A) et GC2 le deuxième
gradient conjugué (voir section 6.5). Dans ce chapitre, nous notons aussi Nf , Ng et Nfmm, le
nombre de triangles de Γf , le nombre de triangles de Γg et le nombre de bôıtes multipolaires.
Tous les résultats sont obtenus sur un processeur EV67 d’un nœud Compaq ES40.
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Tab. 8.1 – C(IE) - C(IE+FMM), coût et précision
Temps CPU (s) Coût mémoire Y ıX Err(AD)
Fig. 8.1 a) C(IE) 15256 682 Mo 2.3 10−3 0.6 10−4
C(IE+FMM) 6048 522 Mo 9.1 10−3 1.3 10−4
Fig. 8.1 b) C(IE) 11311 682 Mo 3.8 10−3 0.4 10−3
C(IE+FMM) 546 521 Mo 8.9 10−3 1.5 10−3
Fig. 8.1 c) C(IE) 17701 682 Mo 3.1 10−3 0.5 10−3
C(IE+FMM) 8450 522 Mo 9.4 10−3 0.6 10−3
8.2 Résultats obtenus sur la sphère
Nous commençons par présenter des résultats pour une sphère de diamère D = 2 m, qui per-
met de comparer les solutions numériques avec la solution exacte donnée par les séries de Mie.
Les comparaisons sont faites en considérant la SER (surface équivalente radar) bistatique. Pour
la définition des séries de Mie et de la SER, nous renvoyons à l’annexe de cette partie. Les résul-
tats sont obtenus avec les résidus 10−4 et 10−3 respectivement pour GC1 et GC2, et la différence
relative 10−3 entre deux itérés de JM. Le maillage fin Γf a une longueur d’arête moyenne en
λ/10. Nous considérons une onde incidente de direction (0, 0,−1). La figure 8.1 valide C(IE)
et la contribution des multipôles dans C(IE+FMM). Concernant les coûts de calcul (temps
CPU) et de mémoire, nous pouvons donner le gain résultant de l’approximation multipolaire.
La différence de temps CPU pour la condition au bord de Robin (R = 0) provient de la non
utilisation du niveau itératif de la méthode de Jacobi relaxé (voir Section 6.5). Concernant la
précision, le tableau 8.1 montre le bon comportement de la méthode multipôles. Err(AD) dé-
signe l’erreur relative en norme l2 commise sur l’amplitude de diffusion en comparaison avec la
solution donnée par les séries de Mie. Y ıX désigne l’erreur relative
‖ Yh − ıXh ‖2
‖ Xh ‖2
qui converge
vers 0. En fait, la relation (6.16) conduit à un bon critère de précision. Un tel critère n’existe
pas pour les formutions intégrales plus classiques ([78]).
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Sphère, D=2, k=8, cas de Dirichlet
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Sphère, D=2, k=8, cas Z=1




a) Cas de Dirichlet b) Cas de Robin
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Sphère, D=2, k=8, cas Z=0




c) Cas de Neumann
Fig. 8.1 – C(IE) - C(IE+FMM), pour k = 8
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Tab. 8.2 – C(IE+MD) - C(IE+MD+FMM), coût et précision
Temps CPU (s) Mémoire Y ıX Err(AD)
C(IE) 15256 682 Mo 2.3 10−3 0.6 10−4
Fig. 8.2 a) C(IE+MD) 1613 12 Mo 1.2 10−2 1.5 10−3
C(IE+MD+FMM) 183 37 Mo 1.3 10−2 1.5 10−3
C(IE) 11311 682 Mo 3.8 10−3 0.4 10−3
Fig. 8.2 b) C(IE+MD) 1599 12 Mo 2.5 10−2 5.3 10−2
C(IE+MD+FMM) 181 37 Mo 2.6 10−2 5.1 10−2
Pour de petits cas-tests, la figure 8.2 montre que le couplage C(IE+MD+FMM) permet
d’obtenir des résultats similaires à ceux obtenus par le code basé sur la seule approximation
de la phase C(IE+MD) avec un temps CPU nettement inférieur. Ainsi, pour des cas-tests plus
grands, nous validerons seulement le couplage C(IE+MD+FMM).
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Sphère, D=2, k=8, cas de Dirichlet
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Sphère, D=2, k=8, cas Z=1




a) Cas de Dirichlet b) Cas de Robin
Fig. 8.2 – C(IE+MD) - C(IE+MD+FMM), pour k = 8
Nous pouvons aussi donner le gain résultant de l’approximation multipolaire et la précision des
différents tests dans le tableau 8.2. Les coûts de C(IE), donné dans le tableau 8.1, sont rappelés
pour comparaison.
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Nous validons maintenant le code C(IE+MD+FMM) en considérant de plus hautes fré-
quences. Les figures 8.3 et 8.4 montrent les excellents résultats obtenus pour la condition au
bord de Dirichlet.
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Sphère, D=2, k=12, cas de Dirichlet
Nf = 11520, Ng = 180 (     / 1.27), Nfmm = 272                      λ                    
IE+FMM+MD
Exact
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Sphère, D=2, k=24, cas de Dirichlet
Nf = 46080, Ng = 720 (     / 1.24), Nfmm = 1144                      λ                     
IE+FMM+MD
Exact
a) k = 12 b) k = 24
Fig. 8.3 – C(IE+MD+FMM), cas de Dirichlet
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Sphère, D=2, k=84 ( D=26    ), cas de Dirichlet                             λ               






















Sphère, D=2, k=84 ( D=26    ), cas de Dirichlet                             λ               
Nf = 327680, Ng = 1280 ( 2 *    ), Nfmm = 1160                               λ           
IE+FMM+MD
Exact
Fig. 8.4 – C(IE+MD+FMM), cas de Dirichlet, D = 26λ
Les erreurs numériques sont données dans le tableau 8.3. La figure 8.5 montre les résultats
concernant le temps CPU et la mémoire consommée, par le biais de courbes en échelle log-
log. Les résultats de la FMM un niveau concerne des cas de fréquences trop petites pour être
significatifs.
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Tab. 8.3 – Précision avec la condition au bord de Dirichlet
Fig. k Nf Ng Y ıX Err(AD)
8.3 a) 12 11520 180 6.6 10−3 1.2 10−3
8.3 b) 24 46080 720 3 10−3 1 10−3
8.4 84 327680 1280 1.7 10−3 0.9 10−3
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IE + FMM + MD
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IE + FMM + MD
a) Précalcul b) Résolution
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IE + FMM + MD
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IE + FMM + MD
c) Temps CPU total d) Mémoire consommée
Fig. 8.5 – temps CPU et mémoire consommée
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Tab. 8.4 – Nombres d’itérations
k 8 12 24 84
IE 11 - 8 - 19 10 - 8 - 20
IE+FMM+MD 10 - 9 - 16 11 - 9 - 15 12 - 10 - 13 13 - 12 - 12
La figure 8.5 montre bien l’efficacité de notre nouvelle méthode. En considérant un maillage
fin d’arête moyenne en λ/10, nous pouvons choisir un maillage grossier d’arête moyenne en λ/Ck
où Ck décrôıt quand k augmente. Le cas donné par la figure 8.4 est très intéressant. Il concerne
une résolution basée sur un maillage grossier pour lequel Ck = 0.5, c’est à dire avec une arête
moyenne en 2 λ. Les fréquences considérées restent trop faibles pour valider le comportement
Ng ∼ Nf 1/3 estimé par la théorie. Cependant, nous pouvons donner une première courbe du







Ng comme fonction de Nf
Ng(Nf)
cube root
Fig. 8.6 – Ng(Nf)
Nous pouvons déjà constater que le comportement de Ng par rapport à Nf , ou bien par rapport
à la fréquence, est prometteur. Nous donnons aussi des informations sur les nombres d’itérations
lors de la résolution itérative. Dans le tableau 8.4, les nombres d’itérations sont donné sous la
forme a - b - c qui sont les nombres d’itérations respectifs de GC1, GC2 et JM. Les nombres
d’itérations ne croissent pas avec le nombre d’onde k et la nouvelle méthode ne dégrade pas la
convergence des méthodes itératives. De plus, lors de l’utilisation du code C(IE+MD+FMM),
lorsque le nombre d’onde crôıt, l’erreur sur ‖ Yh − ıXh ‖2 donnée dans le tableau 8.3 diminue,
ce qui confirme l’amélioration avec la montée en fréquence.
106 Chapitre 8. Résultats numériques - Comparaisons - Conclusions
Dans le cas des conditions au bord de Neumann et de Robin, les résultats ne sont pas aussi
bons, probablement à cause de l’approximation de la surface de degré l = 1 (voir les estimations
d’erreur de la section 7.2). Ils restent tout de même satisfaisants. Les figures 8.7 et 8.8 donnent
les résultats pour la condition au bord de Neumann et pour la condition au bord de Robin avec
l’impédance Z = 1. D’autre part, nous constatons à nouveau l’augmentation de la précision
avec la montée en fréquence. Les résultats obtenus pour le nombre d’onde k = 60 sont bien
meilleurs que ceux obtenus pour k = 12.
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Sphère, D=2, k=12, cas Z=0
Nf = 11520, Ng = 180 (      / 1.27), Nfmm = 272                      λ                   
IE+FMM+MD
Exact
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Sphère, D=2, k=60, cas Z=0
Nf = 327680, Ng = 1280 ( 1.6 *     ), Nfmm = 1160                                 λ          
IE+FMM+MD
Exact
a) k = 12 b) k = 60
Fig. 8.7 – C(IE+MD+FMM), cas de Neumann, k = 12 ou 60
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Sphère, D=2, k=12, cas Z=1
Nf = 11520, Ng = 180 (     / 1.27), Nfmm = 272                       λ                  
IE+FMM+MD
Exact
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Sphère, D=2, k=60, cas Z=1
Nf = 327680, Ng = 1280 ( 1.6 *     ), Nfmm = 1160                                 λ          
IE+FMM+MD
Exact
a) k = 12 b) k = 60
Fig. 8.8 – C(IE+MD+FMM), cas de Robin, k = 12 ou 60
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Tab. 8.5 – Précision avec la condition au bord de Neumann
Fig. k Nf Ng Y ıX Err(AD)
8.7 a) 12 11520 180 2.2 10−2 3.7 10−3
8.7 b) 60 327680 1280 1.2 10−2 2.8 10−3
Tab. 8.6 – Précision avec la condition au bord de Robin
Fig. k Nf Ng Y ıX Err(AD)
8.8 a) 12 11520 180 1.4 10−2 6.5 10−2
8.8 b) 60 327680 1280 1.8 10−3 3.3 10−3
Les gains concernant le temps CPU et la mémoire consommée pour les cas de Neumann et de
Robin sont du même ordre que ceux concernant le cas de Dirichlet. Pour le cas de Neumann,
les résultats sont donnés par la figure 8.7 et la précision est donnée dans le tableaux 8.5. Pour
le cas de Robin, les résultats sont donnés par la figure 8.8 et la précision est donnée dans le
tableaux 8.6.
Dans cette section, nous avons présenté des résultats pour lesquels le maillage grossier avait
une longueur moyenne d’arête en λ/Ck où Ck pouvait être pris de plus en plus petit lorsque le
nombre d’onde k croissait. Il en résulte que le temps CPU de résolution ainsi que la place mé-
moire consommée sont inférieurs à ceux des autres méthodes. Néanmoins, le calcul de la matrice
mérite davantage d’accélération. Nous avons bon espoir que l’emploi d’une FMM multi-niveaux
réduise davantage ce temps de calcul. L’emploi de la FMM multi-niveaux a été réservé à l’ap-
plication du couplage pour la résolution des équations de Maxwell dans la troisième partie de
cette thèse.
8.3 Résultats obtenus sur le Cetaf
Nous nous sommes également intéressés à un obstacle industriel qui nous a été fourni par
Dassault-Aviation, le Cetaf. Il s’agit d’un objet intéressant pour les différentes difficultés qu’il
engendre. Le Cetaf est un objet plat par morceaux, sans plan de symétrie, qui présente donc
des arêtes saillantes ainsi que des coins délicats par rapport aux théories de la diffraction et à
l’approximation de la phase. D’autre part, le Cetaf possède une concavité avec en son centre
une fente qui traverse l’obstacle. Cet objet ne rentre donc pas dans les hypothèses théoriques de
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convexité de notre nouvelle méthode. Lors de cette étude, une complication numérique complète
la gamme des difficultés : Le maillage le plus grossier à notre disposition possède 3594 mailles.
Cela implique des maillages fins très vite très importants. En raffinant une première fois le
maillage grossier, on obtient un premier maillage fin Γf1 avec 14376 mailles. En raffinant une
deuxième fois, on obtient un deuxième maillage fin Γf2 à 57504 mailles. La fréquence est choisie
de telle sorte que le maillage fin ait une longueur d’arête moyenne en λ/7. Ainsi, avec Γf1,
le maillage grossier est un maillage en λ/3.5. Dans ce cas, les résultats sont très bons, mais
une méthode classique appliquée avec le maillage en λ/3.5 aboutit à des résultats qui sont
également assez bons. Il est alors difficile de se faire une opinion de la nouvelle méthode dans ce
cas. Par contre avec le maillage fin Γf2, le maillage grossier est en λ/1.7. Les résultats ont dans
ce cas déjà beaucoup plus d’intérêt. Cependant l’obtention d’une solution de référence est assez
coûteuse compte tenu de la taille du maillage fin. Elle n’est en fait envisageable que pour le cas
de Robin car le résolution numérique se fait avec deux niveaux itératifs au lieu de trois pour les
autres conditions au bord. Nous donnons donc ci-dessous une étude et un intérêt du couplage
méthode multipôles et méthode microlocale dans le cadre du Cetaf avec une condition au bord
de Robin et un maillage grossier en λ/1.7, même si les résultats ne sont pas aussi remarquables





2/2). Cette onde incidente frappe le Cetaf avec un angle de 45o par rapport à sa
surface. La figure 8.9 représente le maillage grossier du Cetaf et mais en évidence la concavité
signalée précédemment. Une présentation plus précise du Cetaf est donnée par E. Darve dans
son article [33] (p 233, Fig. 43). La solution de référence est calculée par C(IE+FMM) à partir
du maillage fin avec un critère d’arrêt sur le résidu de 10−3 pour GC1 et GC2.
Pour les premières comparaisons, nous considérons la solution obtenue par notre couplage
C(IE+MD+FMM) et la solution calculée par C(IE+FMM) à partir du maillage grossier en
λ/1.7, et nous les comparons à la solution de référence. Le tableau 8.7 montre que les coûts de
calcul et de mémoire de C(IE+FMM+MD) sont de l’ordre de ceux du code C(IE+FMM) avec
le maillage grossier alors qu’il donne une meilleure précision que C(IE+FMM) avec le maillage
grossier. Les courants montrés par la figure 8.10 confirment ce constat. Cependant, la précision
du couplage C(IE+FMM+MD) n’est pas suffisante, notamment en ce qui concerne la SER
comme l’indiquent le tableau 8.7 et la figure 8.11 a). Ici, Err(AD) désigne l’erreur relative en
norme l2 commise sur l’amplitude de diffusion en comparaison avec la solution de référence.
Nous proposons alors de calculer la solution avec C(IE+FMM) à partir du maillage fin, en
initialisant la résolution itérative avec la solution obtenue par C(IE+FMM+MD). Ainsi, après
deux itérations de GC2, après environs 25 heures (incluant le temps de calcul de l’initialisation
par C(IE+FMM+MD), donné dans le tableau 8.7), C(IE+FMM) donne des résultats dont la
précision est très acceptable avec Err(AD) = 1.5 10−2. La courbe de SER donnée par la figure
8.10 d) et les courants visibles sur 8.11 c), confirment cette précision. D’autre part, les courbes
de la figure 8.11 montrent deux pics qui peuvent être interprétés comme E. Darve l’a fait dans
son article [33]. Le premier apparâıt pour θ = 45o+180o. Il correspond à la région dans l’ombre.
Le second correspond à la réflection de l’onde incidente sur la surface du Cetaf. Il apparâıt pour
θ = 45o + 180o + 90o. La figure 8.10 montre aussi la période des courants déjà présentés par E.
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Tab. 8.7 – C(IE+MD) - C(IE+MD+FMM), coût et précision
Temps CPU Mémoire Y ıX Err(AD)
C(IE+FMM) (λ/7) 200 h 3164 Mo 5. 10−2
C(IE+MD+FMM) (λ/1.7) 5 h 23 min 1012 Mo 4. 10−2 1.7 10−1
C(IE+FMM) (λ/1.7) 1 h 29 min 779 Mo 2.9 10−1 2.4 10−1
Darve dans [33].
Dans le cas du Cetaf qui ne vérifie pas toutes les hypothèses de l’approximation de la phase,
notre méthode présente tout de même un bon intérêt dans la mesure où elle peut être utilisée
comme une bonne initialisation des méthodes plus classiques.
Fig. 8.9 – Maillage grossier du Cetaf
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a)IE+FMM+MD b)IE+FMM(λ /7)
c)IE+FMM(λ /1.7) d)IE+FMM(λ /7) initialisé par (a)
Fig. 8.10 – Partie réelle des courants sur le Cetaf
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Cetaf, D=0.5, k=251 (12 GHz), Z=1
Nf = 57504, Nc = 3594 (    / 1.7), Nfmm = 998                        λ                 
IE + FMM (solution classique)
IE + FMM + MD
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Cetaf, D=0.5, k=251 (12 GHz), Z=1
Nf = 57504, Nc = 3594 (    / 1.7), Nfmm = 998                        λ                 
IE+FMM (solution classique)
IE+FMM (maillage grossier)
a) IE+FMM(λ /7) / IE+FMM+MD b) IE+FMM(λ /7) / IE+FMM(λ /1.7)
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Cetaf, D=0.5, k=251 (12 GHz), Z=1
Nf = 57504, Nc = 3594 (    / 1.7), Nfmm = 998                        λ                 
IE+FMM (solution classique)
IE+FMM (initial par Coupl), 2 iter
c) IE+FMM(λ /7) / IE+FMM(λ /7) avec initialisation
Fig. 8.11 – SER bistatique du Cetaf
8.4 Résultats obtenus sur la double-sphère
Nous mettons ici en évidence les limitations de notre nouvelle méthode dans le cas d’un
obstacle fortement non convexe. Nous considérons un obstacle constitué de deux sphères de
diamètre 2 λ chacune et distantes de λ/10 l’une de l’autre, où λ désigne toujours la longueur
d’onde. Le maillage fin est en λ/10 avec 23040 mailles et le maillage grossier en λ/1.25 avec
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Tab. 8.8 – Coût et précision, cas de Dirichlet
Y ıX Err(AD) Mémoire Temps CPU
Inc = (0,0,-1)
C(IE+FMM) (référence) 8. 10−3 1167 Mo 350 h
C(IE+MD+FMM) 1. 10−2 1.4 10−3 230 Mo 37 min
Inc = (0,-1,-1)
C(IE+MD+FMM) 3.6 10−2 230 Mo 37 min
Inc = (0,-3.6,-1)
C(IE+FMM) (référence) 5. 10−3 1167 Mo 280 h
C(IE+MD+FMM) 1.2 10−1 2.9 10−1 230 Mo 37 min
Inc = (0,-1,0)
C(IE+FMM) (référence) 4. 10−3 1167 Mo 320 h
C(IE+MD+FMM) 1.5 10−1 1.7 10−1 230 Mo 35 min
360 mailles, pour un nombre d’onde k = 12, c’est à dire pour une fréquence de 573 MHz. La
résolution itérative se fait avec un critère d’arrêt sur le résidu de 10−4 pour chaque niveau
itératif. Les sphères sont placées l’une au dessus de l’autre suivant l’axe (Oz).
Pour la condition au bord de Dirichlet, avec une onde incidente de direction (0,0,-1), la ré-
flexion d’une sphère vers l’autre est asymptotiquement nulle à haute fréquence. La non-convexité
de la double-sphère influe donc peu pour une onde incidente verticale. Dans le cas d’une onde
de direction (0,-1,0), l’effet de la non-convexité est maximal. La considération de directions
intermédiaires, (0,-1,-1) et (0,-3.6,-1) (tangente aux deux sphères), permet de constater la dé-
gradation de la précision de la méthode de discrétisation microlocale. Ce comportement est
visible aussi bien au regard de l’erreur sur l’amplitude de diffusion qu’au regard du critère de
convergence propre à la formulation de B. Després, Y ıX (voir le tableau 8.8 et les figures 8.12).
Rappelons que le critère d’arrêt de JM porte sur la différence entre deux itérés successifs. Les
valeurs minimales et maximales des courants sur la surface de la double-sphère confirment ce
constat (voir le tableau 8.9 et les figures 8.13-8.14).
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Double−sphere, D=4.05, k=12, cas de Dirichlet 
Nf = 23040, Nc = 360 (    /1.25), Nfmm = 544                       λ                     
IE+FMM
IE+FMM+MD
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Double−sphere, D=4.05, k=12, cas de Dirichlet 
Nf = 23040, Nc = 360 (    /1.25), Nfmm = 544                       λ                     
IE+FMM
IE+FMM+MD
a) Inc = (0,0,-1) b) Inc = (0,-3.6,-1)
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Double−sphere, D=4.05, k=12, cas de Dirichlet 
Nf = 23040, Nc = 360 (    /1.25), Nfmm = 544                       λ                     
IE + FMM
IE + FMM + MD
c) Inc = (0,-1,0)
Fig. 8.12 – SER bistatique, condition de Dirichlet
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Tab. 8.9 – Valeurs Min/Max des courants, cas de Dirichlet
C(IE+FMM) C(IE+MD+FMM)
Inc = (0,0,-1) -1.08 / 1.03 -1.00 / 1.00
Inc = (0,-3.6,-1) -1.03 / 1.04 -1.13 / 1.13





















a) C(IE+FMM) b) C(IE+MD+FMM)
Fig. 8.13 – Partie réelle des courants, condition de Dirichlet, Inc = (0,-3.6,-1)





















a) C(IE+FMM) b) C(IE+MD+FMM)
Fig. 8.14 – Partie réelle des courants, condition de Dirichlet, Inc = (0,-1,0)
Concernant la condition au bord de Robin d’impédance Z = 1, les résultats sont globale-
ment très moyens indépendamment de la direction de l’onde incidente. Même si le critère de
convergence Y ıX et les valeurs minimales et maximales des courants ont un bon comportement,
l’erreur sur l’amplitude de diffusion est assez décevante (tableaux 8.10-8.11 et figures 8.15-8.16).
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Tab. 8.10 – Coût et précision, cas de Robin
Y ıX Err(AD) Mémoire Temps CPU
Inc = (0,0,-1)
C(IE+FMM) (référence) 6. 10−3 1164 Mo 26 h
C(IE+MD+FMM) 1.7 10−2 4.7 10−1 230 Mo 30 min
Inc = (0,-1,-1)
C(IE+MD+FMM) 1.8 10−2 230 Mo 30 min
Inc = (0,-3.6,-1)
C(IE+FMM) (référence) 5. 10−3 1163 Mo 23 h
C(IE+MD+FMM) 3.9 10−2 2.6 10−1 230 Mo 31 min
Inc = (0,-1,0)
C(IE+FMM) (référence) 4. 10−3 1164 Mo 23 h
C(IE+MD+FMM) 3.9 10−2 3.3 10−1 230 Mo 30 min
Tab. 8.11 – Valeurs Min/Max des courants, cas de Robin
C(IE+FMM) C(IE+MD+FMM)
Inc = (0,0,-1) -1.06 / 1.10 -1.07 / 1.09
Inc = (0,-3.6,-1) -1.11 / 1.10 -1.08 / 1.10
Inc = (0,-1,0) -1.10 / 1.10 -1.17 / 1.09
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Double−sphere, D=4.05, k=12, cas de Robin 
Nf = 23040, Nc = 360 (    /1.25), Nfmm = 544                       λ                     
IE+FMM
IE+FMM+MD
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Double−sphere, D=4.05, k=12, cas de Robin 
Nf = 23040, Nc = 360 (    /1.25), Nfmm = 544                       λ                     
IE+FMM
IE+FMM+MD
a) Inc = (0,0,-1) b) Inc = (0,-3.6,-1)
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Double−sphere, D=4.05, k=12, cas de Robin 
Nf = 23040, Nc = 360 (    /1.25), Nfmm = 544                       λ                     
IE + FMM
IE + FMM + MD
c) Inc = (0,-1,0)
Fig. 8.15 – SER bistatique, condition de Robin





















a) C(IE+FMM) b) C(IE+MD+FMM)
Fig. 8.16 – Partie réelle des courants, condition de Robin, Inc = (0,-3.6,-1)
8.5 Quelques voies pour les obstacles non convexes
Concernant le traitement des obstacles non convexes, nous suggérons ici quelques idées.
• La première idée venant à l’esprit concerne un raffinement local du maillage grossier.
Lorsque l’obstacle est convexe, les réflexions multiples ne sont pas prises en compte par
l’approximation de la phase telle que nous l’avons définie. Dans les zones de l’obstacle tou-
chées par ces réflexions, l’approximation de la phase de l’inconnue n’est donc pas valide.
Le choix du maillage grossier n’est plus suffisant. Une première proposition d’adaptation
de la méthode au cas non convexe consiste alors à considérer un raffinement local du
maillage grossier au niveau des concavités.
• Une autre idée consisterait à prendre en compte les réflexions multiples dans l’approxi-
mation de la phase. Ceci pourrait se faire par le biais d’une décomposition de domaine
surfacique avec la considération d’un niveau itératif supplémentaire dans la résolution ité-
rative. Par exemple, dans le cas de la double-sphère, nous pourrions décomposer l’obstacle
en deux domaines correspondant chacun à une des deux sphères. Ensuite, le calcul des
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courants sur une sphère se ferait en considérant l’écho de l’autre sphère pris en compte
dans l’approximation de la phase.
• Nous donnons aussi une troisième idée qui s’inspire de la discrétisation de la phase pro-
posée par A. de La Bourdonnaye et M. Tolentino. Le principal handicap de leur méthode
réside dans le choix d’un important nombre de directions. Nous pourrions envisager une
approximation de la phase basée sur la considération de plusieurs directions. Mais ces di-
rections seraient choisies en nombre limité et fonctions de l’obstacle. Elles constitueraient
un ensemble de directions caractéristiques de l’obstacle. Il resterait ensuite à définir une
opération permettant l’approximation de la phase à partir de l’ensemble des directions
retenues.
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Chapitre 9
Annexe : Calcul de la SER
9.1 Introduction
Dans ce chapitre, nous donnons les formules de calcul de la SER (surface équivalente radar)
bistatique ainsi que les séries de Mie correspondant aux solutions de références utilisées lors de
l’étude numérique de la méthode dans le cas où l’objet est une sphère.
9.2 Amplitude de diffusion et SER bistatique
Par rapport aux applications physiques, pour un objet donné, frappé par une onde donnée, il
s’agit en fait de déterminer l’écho de cette onde émis par cet objet à un observateur quelconque
situé à une grande distance de l’objet, et dans n’importe quelle direction notée d̂. Lorsque
l’objet est un avion dans le ciel et que l’observateur est un radar au sol, nous considérons que
la perception du radar correspond à une observation à l’infini. A partir d’une certaine distance,
l’évolution de l’observation devient négligeable. L’amplitude de diffusion correspond en fait à
l’observation à l’infini.
Pour établir la définition de l’amplitude de diffusion, nous devons d’abord réécrire le champ
u en y un point de l’espace, à partir de la formulation intégrale (6.2). Ensuite, par le biais d’un
développement asymptotique du noyau de Green selon |y|, par un passage à la limite quand |y|
tend vers l’infini, on établit une formule d’approximation de u pour des observateurs éloignés
dans les différentes directions de la sphère unité :













désigne l’amplitude de diffusion dans la direction
y
|y| définie par :
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Des détails sur l’établissement de cette formule sont donnés dans le livre de J.-C. Nédélec ([67],
p 122) dans le cas d’un potentiel de simple couche. Pour notre formulation intégrale, la démarche
est la même.
La SER bistatique est une transformation logarithmique de l’amplitude de diffusion per-
mettant une visualisation plus précise des signatures faibles, c’est à dire qu’elle constitue un
zoom quand A est proche de 0 :
∀d̂ ∈ S2, SER(d̂) = 20 log10(A(d̂)) .
9.3 Séries de Mie - Cas de la sphère unité
Dans le cas où l’objet est une sphère centrée en 0 et de rayon r0 = 1, nous pouvons établir le
champ u et la SER bistatique de manière analytique selon un développement en harmoniques
sphériques. J.-C. Nédélec donne les solutions des problèmes extérieurs de Dirichlet et de Neu-
mann ([67], p 90 et p 123). Dans le cas de la condition d’impédance au bord, nous établissons
de même les formules dans le cas d’une condition d’impédance généralisée :
∂u
∂n
/Γ + ıkZu/Γ = g , sur Γ .
Le champ u admet alors le développement suivant :

























Nous avons déjà défini les fonctions sphériques de Hankel de degré l, h
(1)
l , et les harmoniques
sphériques Ylm. Pour établir le développement de l’amplitude de diffusion dans une direction d̂,
nous écrivons le développement précédent pour x = rd̂, puis on fait tendre r vers l’infini. On
utilise aussi les relations suivantes :
l∑
m=−l
Ylm(θx, φx)Ylm(θσ, φσ) =
2l + 1
4π




















quand r → +∞ .
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Nous rappelons que Pl est le polynôme de Legendre de degré l. L’amplitude de diffusion s’écrit
ainsi :







Hl(k, r0)Pl(x · σ)dσ ,
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Troisième partie
Accélérations de la résolution des





Equations intégrales de Després
10.1 Introduction
Dans la deuxième partie, nous avons déjà introduit la nouvelle formulation intégrale selon
B. Després dans le cadre du problème extérieur de Helmholtz afin de lui appliquer le couplage
de la méthode d’approximation de la phase et de la méthode multipôles établi dans la pre-
mière partie. Nous proposons dans cette troisième partie, une application de ce couplage à la
formulation intégrale selon B. Després dans le cadre du problème extérieur de Maxwell. Nous
adaptons alors la nouvelle méthode à une résolution des équations intégrales de l’électromagné-
tisme. Nous considérons pour cela le code FMMAX du CEA-CESTA. Ce code correspond à une
résolution numérique des équations intégrales de Maxwell selon la formulation de B. Després
et propose une accélération de cette résolution par une application classique de la FMM multi-
niveaux. Nous présentons alors dans ce chapitre ces nouvelles équations intégrales. Le moyen
le plus simple pour les présenter consiste à s’inspirer du récent article [24] de F. Collino et B.
Després qui reformule les équations de manière plus simple. Ensuite, nous donnons le lien entre
le système ainsi établi et celui résolu par le code FMMAX ([41], [64], [25]).
10.2 Formulation intégrale de Després
Comme pour le problème de Helmholtz, nous établissons d’abord le système intégral pour
une condition d’impédance Z = 1 au bord. L’écriture du système intégral reste basée sur la
décomposition en partie réelle et partie imaginaire pure des opérateurs intégraux habituels.
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10.2.1 Une condition d’impédance au bord
Nous cherchons ici à résoudre les équations de Maxwell en domaine extérieur :
∇ ∧ E+ − ıkZ0H+ = 0 , dans Ω+ ,
∇ ∧ H+ + ıkZ−10 E+ = 0 , dans Ω+ ,
n ∧ (E+/Γ ∧ n) + Z0(H
+











où Ω− est un ouvert borné régulier de  3 , de frontière Γ et Ω+ =  3\Ω−. ginc est une donnée







La formulation intégrale consiste à résoudre le problème en J = n ∧ H+/Γ et M = −n ∧ E
+
/Γ
dans l’espace des champs tangents, L2(TΓ) = {ϕ ∈ (L2(Γ))3 , ϕ · n = 0}.
Ensuite, la connaissance des champs dans l’espace est donnée par :{
E+(x) = ıZ0T̃ J(x) + K̃M(x) ,
H+(x) = −K̃J(x) + ıZ−10 T̃M(x) .




∇x ∧ (∇x ∧
∫
Γ
G(k, |x − y|) J(y) dγ(y)) ,
et K̃J(x) = −∇x ∧
∫
Γ
G(k, |x − y|) J(y) dγ(y) ,
ou




G(k, |x − y|) J(y) + 1
k2






∇y G(k, |x − y|) ∧ J(y) dγ(y) ,
avec G(k, |x − y|) = e
ık|x−y|
4π|x − y| et ∇
t.J(y) est la divergence surfacique de J .
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Soient : ∀x ∈ Γ ,
TJ(x) = lim
y→x/y∈Ω+
n(x) ∧ ((T̃ J(y)) ∧ n(x)) ,










(J = n ∧ H+/Γ, M = −n ∧ E
+
/Γ) est donc solution des équations intégrales suivantes dans
L2(TΓ) × L2(TΓ) : 
0 = ıZ0(TJ)(x) + (KM)(x) −
1
2
n(x) ∧ M(x) ,
0 = (KJ)(x) − 1
2
























∈ L2(TΓ) × L2(TΓ)
où les opérateurs T et K vérifient :





G(k, |x − y|)
(
J(y) · J ′(x) − 1
k2
∇ty.J(y) · ∇tx.J ′(x)
)
dγ(y) dγ(x) ,






∇ty G(k, |x − y|) ∧ M(y)
)
· J ′(x) dγ(y) dγ(x) .
En posant G(k, |x− y|) = Gr(k, |x− y|)+ ıGi(k, |x− y|), où Gr = e(G) et Gi = m(G), nous
décomposons maintenant les différents opérateurs selon leurs parties réelle et imaginaire pure :
T = Tr + ıTi , K = Kr + ıKi
où Tr, Kr, Ti et Ki sont des opérateurs réels.

















Elle vérifie Y = ıX.
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Ainsi, en posant
T =









les équations (10.2) se réécrivent
−TX − RY = 0 , (10.3)
d’où l’on obtient en multipliant par ı :
TY − RX = 0 , (10.4)
T est lié à son adjoint par la relation suivante :





= Π . (10.5)
Rappelons maintenant la condition au bord. Elle s’écrit :
n ∧ (E+/Γ ∧ n) + Z0(H
+
/Γ ∧ n) = g
inc , sur Γ ,
ce qui équivaut à :
n ∧ M − Z0J = ginc ,
ou encore :





En multipliant (10.6) par (−ın∧), on obtient (10.7) en se rappelant que n∧ (n∧ ξ) = −ξ pour
tout vecteur ξ orthogonal au vecteur unitaire n :


















, nous obtenons la relation suivante :
X − ΠY = g .
En reprenant les relations (10.4) et (10.5), nous établissons l’équation :
X + RX − T∗Y = g̃ . (10.8)
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Introduisons maintenant les opérateurs de champ lointain a∞ et A∞ définis par :












(ŝ) = (a∞J)(ŝ) − ıŝ ∧ (a∞M)(ŝ) .
(10.9)
En utilisant la propriété
sin(k|x − y|)









.dŝ désigne l’intégrale sur la sphère unité. Il est possible de vérifier la relation suivante :
R = A∗∞A∞ . (10.10)
Pour la démonstration de ce résultat, nous renvoyons le lecteur à l’article [24] de F. Collino et
B. Després. En reprenant les équations (10.3) et (10.8), on aboutit ainsi au système{
X + A∗∞A∞X − T∗Y = g̃ ,
−TX − A∗∞A∞Y = 0 .
(10.11)
Comme dans le cas de l’équation de Helmholtz, ce dernier sytème peut être associé à un
problème de point selle :
Soit L(X̃, γ̃, Ỹ ) = 1
2
‖ X̃ ‖2L2(TΓ)×L2(TΓ) +
1
2




+e < TX̃ − ıA∗∞γ̃, Ỹ >L2(TΓ)×L2(TΓ)
−e < g̃, X̃ >L2(TΓ)×L2(TΓ) .




L(X̃, γ̃, Ỹ ) est
solution de (10.11) avec γ = ıA∞Y . L’étude de ce problème permet de donner les conditions
d’existence et d’unicité de la solution (X, Y ) du système (10.11). Les résultats d’existence et
d’unicité s’obtiennent par application du théorème de Brezzi ([14]). La condition “inf-sup” ou
condition Babuška-Brezzi, assure l’existence de (X, Y ) et l’unicité de X. L’existence de Y est
assurée à un élément de ker A∞ près. Nous renvoyons aux travaux de F. Collino et B. Després
([24]) pour plus de précision sur ce résultat. Afin d’assurer l’unicité de Y , la modification ci-
dessous est proposée.
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Une modification : Le β-système
Pour assurer l’unicité de la solution Y du problème (10.11), F. Collino et B. Després (cf.
[24]) proposent la modification suivante : Puisque Y = ıX, nous ne changeons pas le problème
en introduisant les termes
βX = −ıβY dans la première équation
et βY = ıβX dans la deuxième,
où β est un paramètre strictement positif. Nous obtenons ainsi le système suivant :{
(1 + β)X + A∗∞A∞X − T∗Y = g̃ − ıβY ,
TX + (βId + A∗∞A∞)Y = ıβX .
(10.12)
L’opérateur (A∗∞A∞ + βId) vérifie une condition de coercivité qui manquait à A
∗
∞A∞ dans
le système (10.11). Cette nouvelle propriété assure l’unicité de la solution (X, Y ) du β-système
(10.12) et cette solution vérifie de plus la relation
Y = ıX . (10.13)
Une autre solution est envisageable et plus intéressante dans le cas d’une condition d’impé-
dance Zr = 1 au bord : Ajoutons plutôt les termes
−βX − ıβY = 0 dans la première équation
et −ıβX + βY = 0 dans la deuxième,
où β est un paramètre de ]0, 1[. Nous obtenons ainsi le système :{
(1 − β)X + A∗∞A∞X − (T∗ + ıβId)Y = g̃ ,
(T − ıβId)X + (βId + A∗∞A∞)Y = 0 .
(10.14)
Ce système a les mêmes propriétés que le β-système (6.15). Cependant, dans le cas d’une
condition d’impédance Zr = 1 au bord, il se résoud avec deux niveaux itératifs au lieu de trois
pour le β-système (6.15) (cf. la section 10.5).
10.2.2 Une condition d’impédance généralisée
Nous considérons dans ce paragraphe, la condition au bord
n ∧ (E+/Γ ∧ n) + Z0Zr(H
+
/Γ ∧ n) = f
inc sur Γ ,
où l’opérateur d’impédance Zr vérifie < eZrJ, J >≥ 0, pour tout J ∈ D(Zr). Notons R
l’opérateur de réflexion associé,
R = (Id − Zr)(Id + Zr)−1 ∈ L(L2(TΓ)) .
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Cette condition est du type
n ∧ (E+/Γ ∧ n) + Z0(H
+
/Γ ∧ n) = g
inc sur Γ ,
en exprimant ginc en fonction de R :
ginc = −Rgout + (Id + R)f inc .
Et gout est défini par :





ıZ0(n ∧ M1 − ıJ1) .






























−R· −ıR(n ∧ ·)




(1 + β)X + A∗∞A∞X − T∗Y + NRX + ıβY = F ,
TX − ıβX + (βId + A∗∞A∞)Y = 0 .
(10.15)
Pour ‖ R ‖L(L2(TΓ))< 1, le problème reste bien posé et le système admet une unique solution
vérifiant toujours la relation (10.13).
10.3 Diagonalisation par blocs du système
Le système résolu par le code FMMAX du CESTA est différent de celui présenté précé-
demment (10.15). Il provient de la formulation initiale des équations intégrales de B. Després
([41]). Nous introduisons alors dans cette section le système résolu par FMMAX et le lien avec
le système (10.15).
Nous rappelons tout d’abord le système établi précédemment (10.15) avec β = 0 :{
X + A∗∞A∞X −T∗Y = F − NRX ,
TX + A∗∞A∞Y = 0 .
(10.16)
En effectuant le changement d’inconnues suivant :
Jν =
√
ı(M1 − J1) , J ′ν =
√
ı(M2 − J2) ,
Mν =
√




ı(M2 + J2) ,
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par le biais d’une suite de combinaisons, nous pouvons montrer ([63]) que (10.16) équivaut au












































(Tr − Kr +
1
2



















(Tr + Kr −
1
2




Nous pouvons réécrire ce double système comme suit : Pour l ∈ {1, 2}, en définissant lc par













 F EIDl + Alxlcν
0
 (10.18)
avec les relations suivantes :
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et les nouveaux opérateurs définis ainsi :
K1 = −(Tr − Kr −
1
2
n ∧ ·) , K2 = −(Tr + Kr +
1
2




, δ∗2δ2 = 4k




ı R n ∧ · + R
2
, A2 =
ı R n ∧ · − R
2
.
L’inconnue (λ1ν , λ
2





par la relation xlν = −2ıkλlν , l = 1, 2. Les opérateurs δ1 et δ2 sont définis par :
(δlϕ)(ŝ) = k
(
(a∞J)(ŝ) + (−1)l+1 ı ŝ ∧ (a∞J)(ŝ)
)
, l = 1, 2 . (10.19)
Compte tenu de la relation entre xlν et λ
l
ν , le β-système s’établit en ajoutant les termes
1
2
βxlν = −ıβkλlν dans la première équation
et 2βk2λlν = ıβkx
l
ν dans la deuxième,
pour une condition au bord d’impédance généralisée, et
−1
2
βxlν − ıβkλlν = 0 dans la première équation
et 2βk2λlν − ıβkxlν = 0 dans la deuxième,
pour une condition de Leontovitch R = 0. Il prend alors les formes suivantes :












 F EIDl + Alxlcν − ıβkλlν
ıβkxlν
 (10.20)






δ∗l δl kKl − ıβkId








10.4 Discrétisation des équations
Par le biais d’une formulation variationnelle habituelle, en utilisant une discrétisation élé-
ments-finis Raviart-Thomas ([69]), les systèmes (10.20) et (10.21) se ramènent à la résolution de
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systèmes discrets linéaires. Notons Γh l’approximation de Γ de degré l et Th une triangulation
de Γh. L’espace éléments-finis Vh est défini par Vh = V ect{ϕi, i = 1, ..., N} où N est le nombre
d’arêtes du maillage éléments-finis, et ϕi, i ∈ {1, ..., N} désigne la fonction de base associée à
la iième arête du maillage définie comme suit : Soit ai une arête du maillage Γh. Soient Tî un





Contrairement au cas de l’équation de Helmholtz, la discrétisation des courants sur la surface
de l’obstacle nécessite la considération de fonctions de bases vectorielles. Ces fonctions de bases
vérifient la propriété de conservation de la charge. Cette structure éléments-finis assure la
convergence de la solution discrète {(xlν,h, λlν,h) , l = 1, 2} vers la solution {(xlν , λlν) , l = 1, 2}
du système continu (10.20) ou (10.21) quand h → 0. L’existence et l’unicité de {(xlν,h, λlν,h) , l =
1, 2} sont assurées par la condition“inf-sup”discrète. Les matrices intervenant dans les systèmes
discrets sont du même type que celles intervenant dans le cadre de l’équation de Helmholtz.
Désignons par h le diamètre des éléments du maillage. Les estimations d’erreur, concernant
l’erreur relative notée Err, associées à cette formulation éléments-finis s’écrivent ([90]) :
Pour 0 < σ ≤ 1
2
, il existe une constante C telle que
Err ≤ C
(
hm−σk + hlk + hm+1/2k
)
où l et m désignent respectivement le degré d’approximation de la géométrie et celui des fonc-
tions de bases de l’espace éléments-finis. Numériquement, ces paramètres sont pris égaux à 1.
Ainsi, le terme hm−σk n’autoriserait plus le choix h ∼ k−1. Cependant, d’un point de vue nu-
mérique, la formule empirique h ≈ λ/10 nous amène à conserver le choix h ∼ k−1. Ainsi, la
taille de l’espace éléments-finis est toujours liée au carré du nombre d’onde : N ∼ k2.
10.5 Résolution du problème discret
Le problème discret à résoudre a les mêmes caractéristiques que le système considéré au
chapitre 6 dans le cadre de l’équation de Helmholtz. Pour découpler les deux systèmes dans le
cas d’une condition au bord d’impédance Zr 
= 1, c’est à dire R 
= 0, nous utilisons la méthode
de Jacobi relaxée déjà introduite au chapitre 6. Ensuite, à chaque itération de la méthode de
Jacobi relaxée, les deux systèmes sont résolus selon une méthode de double gradient conjugué.
La convergence de cette résolution itérative est assurée de la même façon que dans le cas de
l’équation de Helmholtz, sous la condition ‖ R ‖< 1. Pour le cas particulier où R = 0, le niveau




Application de la nouvelle méthode
11.1 Introduction
La première partie de ce mémoire a abouti à une nouvelle méthode basée sur l’approxima-
tion de la phase introduite par T. Abboud, J.-C. Nédélec et B. Zhou, couplée à une méthode
multipoles. Dans la deuxième partie, cette nouvelle méthode basée sur l’approximation de la
phase et la FMM a été appliquée à la formulation intégrale de B. Després pour l’équation de
Helmholtz. Nous donnons ici les difficultés relatives à l’application de cette méthode dans le
cadre des équations de Maxwell. L’aspect vectoriel complique l’utilisation de la méthode de
discrétisation de la phase et amène à considérer des variantes de la FMM. D’autre part, le
choix d’une FMM multi-niveaux nécessite une adaptation.
11.2 Discrétisation microlocale
La considération de l’approximation de la phase et de la nouvelle formulation éléments-finis
basée sur un double maillage se fait selon le même principe que pour le problème de Helmholtz
(voir la section 7.2). Rappelons les estimations d’erreur classiques :
Pour 0 < σ ≤ 1
2
, il existe une constante C telle que
Err ≤ C
(
hm−σk + hlk + hm+1/2k
)
Dans le cadre de la nouvelle formulation éléments-finis à deux maillages, désignons respective-
ment par hf et hg les longueurs moyennes des arêtes des maillages fin et grossier. En imposant
le choix du maillage fin par la relation hf ∼ k−1, les estimations d’erreur s’écrivent :
Pour 0 < σ ≤ 1
2









Ces estimations ne permettent plus le choix de hg ∼ k−1/3 mais comme dans le cas classique,
nous nous en contentons. Ainsi, nous conservons le choix hg ∼ k−1/3 déjà considéré dans le cadre
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de l’équation de Helmholtz. Nous rappelons maintenant les notations relatives aux différents
maillages. L’inconnue est définie sur un maillage grossier Γg avec un nombre de mailles Ng =
O(k2/3). Γf désigne le maillage fin utilisé pour la discrétisation des intégrales, avec un nombre
de mailles Nf = O(k2). Dans la partie 1, chapitre 2, nous avons aussi introduit les objets
intermédiaires Γ−πf et Γ
s
g, ainsi que π, la projection orthogonale des triangles plans de Γg vers
ceux de Γf .
Une différence notable par rapport à l’étude faite dans la section 7.2 concerne les fonctions
de base. En effet, elles sont ici vectorielles et tangentes à la surface de l’objet. Comme pour le
problème de Helmholtz, la discrétisation de l’inconnue implique la définition des fonctions de
base à partir du maillage grossier. Le maillage fin permet d’avoir une évaluation adaptée des
fonctions oscillantes eıkφ0 et G(k, .), et de la normale à la surface. Pour le problème de Maxwell,
une nouvelle difficulté numérique est à prendre en compte. Les foctions de base sont définies à
partir du maillage grossier mais elles doivent être portées par des vecteurs définis sur le maillage
fin. Soient ai une arête du maillage grossier et Tî un triangle du maillage grossier dont une des



















constitue une base locale de Tî. La fonction de base ϕ̃i associée à la nouvelle





















Le choix des fonctions test se fait selon le même principe que pour l’équation de Helmholtz.
Le nouveau système conserve les propriétés du système initial (10.20) ou (10.21) discrétisé, lui
permettant une résolution itérative du même type. Le nouveau système est de taille O(k4/3) au
lieu de O(k4). La place mémoire nécessaire et le temps de résolution sont donc considérablement
réduits. Cependant, le coût de calcul des matrices reste en O(k4). La section suivante concerne
une accélération du calcul des matrices par application d’une méthode multipôles multi-niveaux.
11.3 Les outils FMM utilisés
11.3.1 La version FMM à quatre composantes
Considérons la matrice intervenant dans la formulation intégrale pour les équations de Max-
well. Définissons la ainsi, de taille N × N : ∀i, j ∈ {1, ..., N},
Mij = αi αj G(k, |x − y|) ϕi(xi) · ϕj(xj) .
Nous avons vu que la FMM consistait à découpler xi et xj. Pour l’équation de Helmholtz,
tout le couplage réside dans le noyau de Green. Ici, le produit scalaire entre la fonction de base
ϕj et la fonction test ϕi y contribue aussi. Pour se débarrasser de ce problème, le moyen le plus
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ij = αi αj G(k, |x − y|) ϕ
(l)





µ (xi) l = 1, ..., 3 désignent les composantes scalaires de ϕµ(xi). Ensuite, il suffit d’appliquer
la FMM comme pour l’équation de Helmholtz à chacune des trois matrices M(l) à partir des
développements données dans la section 7.3. Les équations intégrales de Maxwell font aussi
intervenir une matrice définie à partir de la divergence des fonctions de base. Cette divergence
étant scalaire, le traitement d’un produit matrice-vecteur dans le cas de cette quatrième matrice
se fait de manière classique. Le choix de cette stratégie engendre une version de l’application
de la FMM que l’on dit à quatre composantes. Dans le cadre du noyau régulier, il est assez
facile de considérer une version à une composante. C’est ce que nous proposons dans le chapitre
suivant.
11.3.2 Une version FMM à une composante pour le terme régulier
Les matrices associées au noyau régulier sont écrites en considérant la relation suivante ([3]) :
sin(k|x − y|)






Nous les avons sous la forme :
Mij = (δlϕj , δlϕi)L2(S2) , i, j ∈ {1, ..., N}








ϕ(x) · (θ̂ + (−1)l ı φ̂) e−ıkx.ŝ dγ(x) .
où (ŝ, θ̂, φ̂) désigne le repère local en coordonnées sphériques sur la sphère unité. L’élément













ϕi(x) · (θ̂ + (−1)l ı φ̂) e−ıkx.ŝ dγ(x)
)
dŝ .
Sous cette forme, la discrétisation de la sphère unité nécessiterait O(N) directions à cause du
caractère oscillant de e−ıkx.ŝ en la variable ŝ. Ainsi, même si les indices i et j sont découplés,
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le coût de calcul est en O(N2). Introduisons alors les centres Cx et Cy des bôıtes multipolaires
















ϕi(x) · (θ̂ + (−1)l ı φ̂) e−ık(x−Cx).ŝ
)
dγ(y) dγ(x) dŝ .




(2l + 1)ıl jl(k|Cy − Cx|) Pl(cos(ŝ, Cy − Cx)) .
Les éléments ϕi(x) · (θ̂ + (−1)lıφ̂) et ϕj(y) · (θ̂ + (−1)lıφ̂) étant des scalaires, nous aboutissons
ainsi à une approximation multipolaire à une composante du même type que celles présentées
dans le cadre de l’équation de Helmholtz à deux nuances près ([26]) :
• Les facteurs (θ̂ + (−1)lıφ̂) incrémentent de un le degré des polynômes à intégrer sur la
sphère unité. Ainsi, nous sommes contraints d’augmenter le nombre de points de discré-
tisation sur la sphère unité en conséquence.
• Une astuce numérique pour l’interpolation des nouvelles fonctions de radiation consiste à
multiplier la fonction à interpoler par sin θ avant l’interpolation et à la diviser par sin θ
après.
11.3.3 Une version FMM à une composante pour le terme singulier
Concernant les matrices associées au terme singulier, avec la formulation intégrale de B.
Després, on peut obtenir une version à une composante au lieu de quatre. Cette version a été
établie par F. Collino et K. Mer-Nkonga ([25]). Elle est basée sur une première relation (11.2)






Gr(k, |x − y|)
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Gr(k, |x − y|) ϕj(y) · ϕi(x) dγ(y) dγ(x) ,
où Gr(k, |x− y|) = (Id3×3 +
1
k2
∇x ⊗∇x)Gr(k, |x− y|) est le tenseur dyadique de Maxwell. Soit
(T
Ti,Tj
h )ij la contribution de deux triangles (Ti, Tj) du maillage à (Th)ij , tels que Ti∩supp(ϕi) 
=  
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et Tj ∩ supp(ϕj) 
=  . Définissons de même (T̃ Ti,Tjh )ij. Considérons aussi (R
Ti,Tj




















G̃r(k, |x − y|)(n∂Ti(x)ϕi(x))(n∂Tj (y)ϕj(y)) d∂Ti(x) d∂Tj(y) .
(11.1)
où G̃r = Gr sur Ti × Tj. Une intégration par partie nous donne alors la relation :
(T
Ti,Tj
h )ij = (T̃
Ti,Tj
h )ij + (R
Ti,Tj
h )ij . (11.2)




h )ij = 0 . (11.3)
A cause de la singularité en x = y, nous ne considérons (T̃
Ti,Tj
h )ij que pour des couples de
triangles éloignés. Ainsi, le calcul de (T
Ti,Tj
h )ij est remplacé par :









si Ti et Tj sont proches.
La relation (11.3) fait le reste. A partir de cette écriture, F. Collino et F. Millot ont établi une
version à deux composantes ([26]) que nous ne développerons pas ici. Pour la version à une
composante, nous considérons directement la matrice T̃r + Kr (ou T̃r − Kr) intervenant dans
les systèmes (10.20) et (10.21). Les matrices élémentaires sont de la forme :
(TK
Ti,Tj









∇x ⊗∇x)Gr(k, |x − y|) +
1
k
∇yGr(k, |x − y|) ∧ .
)
×ϕj(y) · ϕi(x) dγ(y) dγ(x) .












ϕi(x) · ((Id − ŝ ⊗ ŝ) ϕj(y) + ıŝ ∧ ϕj(y))
×eık(x−Cx).ŝ T 
L,Cy−Cx(ŝ) eık(Cy−y).ŝ dγ(y) dγ(x) dŝ .
Or, pour tous V , W vecteurs de   3 :
V · (W − ŝ(ŝ · W ) + ıŝ ∧ W ) = (V · (θ̂ + ı φ̂))(W · (θ̂ + ı φ̂)) .













(ϕi(x) · (θ̂ + ı φ̂))(ϕj(y) · (θ̂ + ı φ̂))
×eık(x−Cx).ŝ T 
L,Cy−Cx(ŝ) eık(Cy−y).ŝ dγ(y) dγ(x) dŝ .
(ϕi(x) · (θ̂ + ı φ̂)) et (ϕj(y) · (θ̂ + ı φ̂)) étant des scalaires, nous aboutissons ainsi à une version
à une composante du même type que celle écrite pour le terme régulier.
11.4 Discrétisation microlocale et FMM multi-niveaux
Nous proposons dans cette partie l’application de notre nouvelle méthode avec l’utilisation
d’une méthode multipôles rapide multi-niveaux. Nous rappelons ici l’adaptation liée au choix
des niveaux considérés.
Lors d’une utilisation classique de la méthode multipôles multi-niveaux, nous considérons
tous les niveaux de bôıtes multipolaires exceptés les niveaux 0 et 1. Ainsi, lorsque nous effectuons
les transferts entre les bôıtes sources et les bôıtes observatrices, nous ne considérons que des
couples de bôıtes source et observatrice, Bs et Bo vérifiant les propriétés suivantes :
– Bs et Bo ne sont pas voisines.
– Les bôıtes du niveau précédent contenant Bs et Bo sont voisines.
Il s’agit des transferts définis dans le paragraphe 3.3.1, au nombre de 316 pour un ordre de
voisinage V max = 1.
Lorsque nous appliquons la méthode multipôles à la méthode de discrétisation microlocale,
nous sommes limités dans le choix des niveaux. Le niveau le plus grossier considéré n’est pas
forcément le niveau le plus grossier d’une utilisation classique. Dans ce cas, au niveau le plus
grossier, les transferts s’effectuent comme pour une méthode multipôles à un niveau, en considé-
rant tous les couples de bôıtes non voisines. Nous minimisons le coût de calcul de ces transferts
comme dans le cas d’une méthode multipôles à un niveau. Cependant, nous voyons apparâıtre
ici un paramètre supplémentaire, le niveau grossier. D’un point de vue numérique, il faut trou-
ver le juste milieu entre l’intérêt théorique d’un nombre de niveau réduit et le coût numérique





L’application du couplage dans le cadre des équations de Maxwell s’est effectuée à partir
du code FMMAX du CEA-CESTA. Ce code résoud les équations intégrales de B. Després
par une méthode itérative. Il permet une résolution classique et propose une résolution à coûts
réduits par l’utilisation classique d’une méthode multipôles multi-niveaux pour l’accélération des
produits matrice-vecteur. L’auteur de ce mémoire a donc développé une option supplémentaire
dans le code FMMAX qui permet désormais de résoudre les équations intégrales par l’emploi
d’une discrétisation microlocale. Cette résolution se fait, au choix de l’utilisateur, avec ou sans
accélération du calcul des matrices par application d’une méthode multipôles multi-niveaux.
Nous signalons tout d’abord quelques détails concernant la mise en œuvre informatique. Ensuite,
nous proposons une validation de la nouvelle option, une considération du problème de la montée
en fréquence, et envisageons le cas d’un obstacle un peu moins académique, le cône-sphère.
12.2 Mise en œuvre informatique
La mise en œuvre informatique et l’optimisation du code nous ont amené à considérer
un nouveau paramètre d’une part et à reconsidérer le choix du niveau grossier du pavage
multipolaire d’autre part.
12.2.1 Les interactions proches
La première considération est liée à la FMM. Considérons un maillage à N0 mailles et un
pavage multipolaire avec M0 bôıtes dans le niveau le plus fin. Le nombre d’interactions proches











comme une constante que l’on choisit ainsi
N0
M0
≈ 5 dans la mesure du possible. Supposons alors
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N0
M0
= 5. Considérons maintenant, pour une autre fréquence, avec le même objet, un maillage à
N1 mailles avec N1 = 2N0. Le choix de M1 = M0 nous amène à
N1
M1
= 10, ce qui multiplie par





supposé constant dans la théorie. Si nous choisissons de raffiner
le pavage, M1 sera de l’ordre de 4M0. Les bôıtes seront trop petites et des calculs singuliers
pourraient être considérés dans les interactions lointaines.
Pour remédier à ce problème, nous proposons de multiplier la taille de la première bôıte
multipolaire, celle du niveau 0, par un coefficient dans ]1; 2[. D’un point de vue pratique, pour
N1 = 737280, le tableau suivant donne le nombre de bôıtes à différents niveaux suivant la confi-
guration. Dans la deuxième colonne, la taille de la bôıte initiale est égale à la taille de l’objet.
Dans la troisième colonne, la taille de la bôıte initiale est égale à 1.4 fois la taille de l’objet.
Niveau Taille de la bôıte initiale Taille de la bôıte initiale










Nous constatons que la troisième colonne propose, au niveau 8, un nombre de bôıtes optimal
alors que la deuxième colonne n’autorise que 7 niveaux avec un nombre de bôıtes pour lequel
les interactions proches seraient assez coûteuses. Nous voyons apparâıtre dans ce paragraphe un
nouveau paramètre qui permettra d’importants gains en coût de calcul des interactions proches.
12.2.2 Le choix du niveau grossier du pavage
Comme nous l’avons vu, ce choix dépend des transferts effectués et du maillage grossier.
Nous rappelons tout d’abord que les fonctions de transfert TL,rn
m,m′
(sp) dépendent des bôıtes
Cnm et C
n




m − Xnm′ . Ainsi, en stockant les
fonctions de transfert, le nombre de fonctions de transfert à calculer est nettement inférieur au
nombre de transferts à effectuer :
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Niveau n Coût des transferts Coût de calcul
des fonctions de transfert
n 
= nivg, Mn > Ng ∼ Nf Ng ∼ nbTra Sn Ln
n 
= nivg, Mn < Ng ∼
N2g
Mn
Nf ∼ nbTra Sn Ln
n = nivg ∼
N2g
Mnivg
Nf ∼ Mnivg Snivg Lnivg
Cependant, en pratique, l’évaluation d’une fonction de transfert est très coûteuse et lors d’une
application de la FMM, le coût de calcul des fonctions de transfert peut être prépondérant
devant celui des transferts effectifs, notamment si le niveau grossier nivg est relativement fin.
Ainsi, le choix du niveau nivg peut se porter vers un niveau bien plus grossier que prévu.
D’autre part dans la pratique, le maillage grossier n’est pas aussi lache que le prévoit la
théorie. D’un point de vue théorique, si Ng et Nf désignent respectivement les nombres de
triangles sur les maillages grossier et fin, alors nous avons la relation Ng ∼ N1/3f . Cependant,
cette relation est valable pour les hautes fréquences asymptotiquement. Si nous tâchons de
respecter cette relation pour des fréquences pas trop grandes, même de l’ordre de 5 GHz, les
résultats obtenus ne sont pas satisfaisants. Envisageons le cas (Nf = 737280, Ng = 2880).
Lors d’une résolution classique, ce cas correspond à un problème à 1.1 million de degrés de
liberté pour une fréquence de 4.7 GHz. Dans ce cas, Ng ≈ 3.35N1/2f et N2g ≈ 11Nf au lieu de
l’estimation théorique N2g ∼ N
2/3
f , c’est à dire N
2
g ≈ 8.106 lorsque la théorie prévoit N2g ∼ 8.103.
Finalement, la relation Mg ≥ Ng n’est plus respectée, la complexité s’en trouve alourdie par
rapport aux estimations théoriques. Les tests numériques ont même amené à choisir systéma-
tiquement pour nivg le niveau le plus grossier possible du pavage multipolaire, nivg = 2.
12.3 Validation numérique et montée en fréquence
12.3.1 Validation numérique
Nous commençons par donner des résultats sur un petit cas qui permet de valider le code.
L’obstacle considéré est une sphère de diamètre D = 2. Les résultats sont obtenues pour une
fréquence de 800 MHz. Ce cas est traité avec un maillage fin de 20480 mailles en λ/10 et un
maillage grossier de 1280 mailles en λ/2.5. Pour l’approximation multipolaire, nous utilisons
systématiquement la version à une composante pour le terme singulier comme pour le terme
régulier. Tout au long de ce chapitre, nous utiliserons les notations suivantes :
– “Std” désigne les résultats obtenus sans discrétisation microlocale et sans méthode multi-
pôles.
– “MD” désigne les résultats obtenus avec discrétisation microlocale et sans méthode mul-
tipôles.
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Tab. 12.1 – Coût CPU pour la fréquence 800 MHz, Zr = 1
FMM MD FMD C = 2.25 FMD C = 6
Temps CPU 1 h 58 min 120 min 43 min 1 h 23 min
– “FMM” désigne les résultats obtenus sans discrétisation microlocale et avec une méthode
multipôles à une composante.
– “FMD” désigne les résultats obtenus avec discrétisation microlocale et avec une méthode
multipôles à une composante.
Rappelons aussi le paramètre C introduit par la relation (3.10) dans le chapitre de description
générale des méthodes multipôles rapides, dans le paragraphe 3.1.3 : Il intervient dans le choix de
la troncature des développements dérivant de la série de Gegenbauer et le nombre de directions
pour la discrétisation de la sphère unité. Les résultats données sur la SER bistatique valident
le code et permettent de voir l’influence du choix du paramètre C sur la précision et le coût. La
figure 12.1 montre que la solution obtenue avec notre couplage suit bien la solution exacte, avec
une résolution basée sur un maillage en λ/2.5 alors qu’une méthode classique avec ce même
maillage engendre un résultat qui diffère sur l’ensemble des directions θ. Le tableau 12.1 et la
figure 12.1 montrent l’influence du paramètre C de la méthode multipôles : Le temps CPU crôıt
assez vite avec C. Pour les résultats suivants, le paramètre C est systématiquement choisi égal
à 2.25.
12.3.2 Montée en fréquence
Nous présentons ici le cas d’une sphère de deux mètres de diamètre à 1.6 GHz, 3.2 GHz et
4.7 GHz. Les maillages utilisés sont précisés dans le tableau suivant :




Le cas Ng = 737280 mailles correspond à un cas à 1.1 million de degrés de liberté. Les résultats
des tableaux 12.2-12.3 montrent le gain en coût de calcul obtenu par le couplage. Ce gain
s’avère assez léger dans le cas d’une condition au bord de Léontovitch Z = 1, alors qu’il est
vraiment considérable dans le cas du conduteur parfait (impédance Z = 0). En effet pour une
condition au bord d’impédance Z 
= 1, c’est à dire R 
= 0, le niveau itératif de Jacobi accrôıt
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Sphère, D = 2 m, F = 800 MHz 
Nf = 20480 et Ng = 1280
Série de Mie
MD  (     / 2.5)        λ        
Std  (     / 2.5)          λ        
a) MD
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Sphère, D = 2 m, F = 800 MHz 





Fig. 12.1 – Fréquence 800 Mhz, Zr = 1
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Tab. 12.2 – Coût CPU pour la condition Zr = 1
Fréquence (GHz) 1.6 3.2 4.7
FMM 6 h 36 min 33 h 03 min ≈ 50h
FMD 2 h 35 min 10 h 30 min ≈ 30h
Tab. 12.3 – Coût CPU, conducteur parfait
Fréquence (GHz) 0.8 1.6 3.2 4.7
FMM > 12 h
FMD 1 h 15 min 3 h 20 min 13 h 00 min
fortement le coût d’une résolution classique alors que le couplage proposé est peu sensible à ce
changement puisque le coût de résolution est faible devant le coût de précalcul des matrices. En
ce sens, ce couplage ouvre la voie à une nouvelle génération de codes, des codes de résolution
multi-impédances qui seraient adaptés à des balayages en impédance. Concernant la précision,
elle est assez bonne dans le cas du conducteur parfait (Figure 12.2). Pour la condition au bord
de Leontovitch Z = 1, si la précision est mauvaise pour les faibles niveaux de SER, elle semble
s’améliorer lorsque la fréquence crôıt (Figure 12.3).
12.4 Cas d’une géométrie convexe quelconque
Tout obstacle autre que la sphère unité dont la surface n’est pas plane par morceaux, présente
une difficulté supplémentaire. En effet, nous avons besoin d’un maillage fin Γf construit par
raffinement du maillage grossier Γg et projection sur la surface de l’objet. Pour ce qui est du
raffinement de Γg, il n’y a pas de problème particulier. Une subdivision successive des triangles
convient bien. Pour ce qui est de la projection sur la surface de l’objet, un outil a été développé
sous I-deas. Cet outil permet la projection des nœuds du maillage sur la surface de l’obstacle
en un temps acceptable lorsqu’il est utilisé en batch. Un maillage fin de 13824 mailles et 6914
nœuds est projeté sur la surface en environ 30 minutes. Ce temps peut parâıtre long mais il est
acceptable dans la mesure où il concerne une opération qu’il est nécessaire d’effectuer une seule
fois dans la vie du maillage considéré.
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Sphère, D = 2 m, F = 1.6 GHz 
Nf = 81920 et Ng = 1280
Série de Mie
FMD (      / 1.25)           λ      
Std (      / 1.25)          λ        
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Sphère, D = 2 m, F = 3.2 GHz 
Nf = 327680 et Ng = 1280
Série de Mie
FMD (1.6     )                λ     
a) Fréquence 1.6 GHz b) Fréquence 3.2 GHz
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Sphère, D = 2 m, F = 4.7 GHz 
Nf = 737280 et Ng = 2880
Série de Mie
FMD 1c (1.6     )                    λ   
c) Fréquence 4.7 GHz
Fig. 12.2 – SER, cas Zr = 1
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Sphère, D = 2 m, F = 800 MHz 
Nf = 20480 et Ng = 1280
Série de Mie 
FMD (      / 2.5)           λ      
0 30 60 90 120 150 180


















Sphère, D = 2 m, F = 1.6 GHz 
Nf = 81920 et Ng = 1280
Série de Mie
FMD (      / 1.25)           λ      
a) Fréquence 0.8 GHz b) Fréquence 1.6 GHz
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Sphère, D = 2 m, F = 3.2 GHz 
Nf = 327680 et Ng = 1280
Série de Mie 
FMD (1.6     )                  λ        
c) Fréquence 3.2 GHz
Fig. 12.3 – SER, conducteur parfait
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Conclusion générale
Nous avons développé une méthode basée sur le couplage de deux types de méthodes ayant
pour but de réduire les coûts de mémoire et de calcul des résolutions des équations intégrales
de l’électromagnétisme. Par le biais d’une approximation de la phase de l’inconnue, la méthode
de discrétisation microlocale développée par T. Abboud, J.-C. Nédélec et B. Zhou permet de
réduire le nombre de degrés de liberté à O(k2/3) au lieu du classique O(k2) où k désigne le
nombre d’onde. Ensuite, la méthode multipôles est appliquée au calcul des matrices. Ce calcul
intégral nécessitant une discrétisation fine, une application originale de la méthode multipôles
permet de réduire sa complexité numérique de O(k4) à O(k3) pour une méthode à un niveau
et O(k8/3) pour une méthode multi-niveaux. Ainsi, nous aboutissons à un nouvel algorithme
dont la complexité globale est O(k3 + Niterk4/3) ou O(k8/3 + Niterk4/3) au lieu de O(Niterk4)
pour une méthode classique et O(Niterk3) ou O(Niterk2 ln k) pour une méthode multipôles,
Niter désignant le nombre d’itérations de la méthode itérative considérée. D’un point de vue
théorique, nous avons abouti à une méthode dont l’efficacité est remarquable.
D’un point de vue numérique, dans le cadre de l’équation de Helmholtz, nous avons considéré
un couplage basé sur une méthode multipôles à un niveau. La comparaison de cette version avec
la méthode multipôles à un niveau classique s’est avérée très avantageuse pour notre nouvelle
méthode. La réduction du coût de la résolution itérative basée sur un maillage plus grossier
(jusqu’à deux longueurs d’onde par maille), engendre une forte réduction globale par rapport
à des méthodes plus classiques. Pour les équations de Maxwell, avec la considération d’une
méthode multipôles multi-niveaux, le gain apporté est moins considérable. Il reste cependant
intéressant notamment dans le cas des conditions au bord d’impédance Zr 
= 1, telles que le cas
conducteur parfait.
De nombreuses perspectives d’amélioration de cette nouvelle méthode sont envisageables.
Tout d’abord, en ce qui concerne les conditions au bord de Neumann et de Robin, les esti-
mations d’erreur imposent une discrétisation éléments-finis de degré 2 pour le calcul intégral.
Cette condition n’ayant pas été respectée dans la mise en œuvre numérique de cette thèse, la
montée en régularité, tant pour l’approximation de la géométrie, que pour le choix des éléments
finis, constitue une première perspective envisagée pour la suite de nos travaux. La discréti-
sation microlocale nécessite aussi une hypothèse de convexité de l’obstacle. Des améliorations
de l’approximation de la phase ont été proposées dans le chapitre 8 pour adapter la méthode
au cas non convexe. D’autre part, une amélioration de l’application de la méthode multipôles
est envisageable pour le calcul des transferts. Cette perspective repose sur les similitudes que
152 Conclusion générale
présente le nouvel algorithme avec le problème des obstacles multiples (paragraphe 4.1.2). La
parallélisation du nouvel algorithme est une perspective incontournable qui ne devrait pas
engendrer plus de difficultés que la parallélisation d’une application classique d’une méthode
multipôles. Plus généralement, il est envisagé d’adapter la méthode afin de la coupler à une
méthode éléments-finis de volume à l’aide d’une condition de transmission au bord.
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[38] A. de La Bourdonnaye. Une méthode de discrétisation microlocale et son application
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deaux I, 1991.
[61] P.A. Martin. Multiple Scattering and the Rehr-Albers-Fritzsche Formula for the Propa-
gator Matrix. J. Phys. A : Math. Gen., 31 :8923–8932, 1998.
[62] R.B. Melrose and M.E. Taylor. Near Peak Scattering and the Corrected Kirchhoff
Approximation for a Convex Obstacle. Adv. in Math., 55 :242–315, 1985.
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Résumé / Abstract
RÉSUMÉ
La résolution des équations intégrales liées aux problèmes de propagation des ondes est
confrontée aux limitations des moyens informatiques pour la considération des problèmes à
hautes fréquences. Nous proposons dans ce mémoire de thèse, un couplage de deux types de
méthodes ayant pour but de réduire les coûts de calcul et la place mémoire consommée lors de
la résolution de ces équations intégrales par méthode itérative. La méthode de discrétisation
microlocale introduite par T. Abboud, J.-C. Nédélec et B. Zhou, permet de réduire considé-
rablement la taille du système par approximation de la phase de l’inconnue. Cependant, elle
nécessite un précalcul très coûteux. Nous utilisons alors le principe des méthodes multipôles
rapides introduites par V. Rokhlin, pour accélérer ce précalcul. Cette application originale des
méthodes multipôles dans le cadre d’une discrétisation microlocale aboutit à une méthode dont
l’application à la formulation intégrale de B. Després pour l’équation de Helmholtz est très
efficace. Son application à la résolution des équations de Maxwell bien que moins spectaculaire
est tout de même intéressante.
MOTS CLES
Acoustique, Helmholtz, Electromagnétisme, Maxwell, Equations intégrales de Després, Elé-
ments finis, Méthode multipôles rapide, Discrétisation microlocale
ABSTRACT
We are concerned with integral equations of scattering. In order to deal with the well-known
high frequency problem, we suggest a coupling of two kind of methods that reduce the nume-
rical complexity of iterative solution of these integrals equations. The microlocal discretization
method introduced by T. Abboud, J.-C. Nédélec and B. Zhou, enables one to reduce efficiently
the size of the system considering an approximation of the phase function of the unknown. Ho-
wever, the method needs an expensive precalculation. We suggest the use of the fast multipole
method introduced by V. Rokhlin, in order to speed up the precalculation. This work is an
original application of the fast multipole method for acceleration of a microlocal discretization
method within the new integral formulation written by B. Després. Numerical results obtai-
ned for Helmholtz’s equation are very satisfying. For Maxwell’s equations, they are also quite
interesting.
KEY WORDS
Acoustic, Helmholtz, Electromagnetism, Maxwell, Després’s Integral Equations, Finite Ele-
ments , Fast Multipôle Method, Microlocal Discretization
