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ABSTRACT
A bubble column is a device in which a gas phase is bubbled through a column of 
liquid to promote a chemical or biochemical reaction in the presence or absence o f a 
catalyst suspended in the liquid. Bubble columns are now commonly used in 
chemical, petrochemical and mineral process industries because o f their simple 
construction, ease of operation, and their flexibility with respect to the continuous 
phase residence time.
Prediction of hydrodynamic design parameters, such as bubble size, hold-up, back 
mixing and heat transfer in these reactors is o f considerable importance. In the 
present study, after an extensive literature review, published theories and 
experimental results on bubble diameter, hold-up, mixing and heat transfer are 
collated and systematically analysed.
A complete experimental set-up of two and three dimensional columns was 
constructed. A two dimensional column, and a cylindrical column with 3.5 cm 
diameter are used for bubble size measurement. Two cylindrical bubble columns with 
8 cm and 15.5 cm diameter, and a column with rectangular cross section o f 15x10 cm 
are used for the measurement of other parameters.
New experimental results are obtained where published data are insufficient. The 
effect of system variables where there is not a general agreement is studied. These 
results and the results o f previous investigators are compared with published relations.
Bubble size during its formation at single and multiple orifices under constant flow 
conditions is studied. Using neural network analysis the dependence o f system 
variables on bubble size is detected. A parametric correlation for bubble size 
prediction based on dimensionless numbers is introduced which is in excellent 
agreement with the present measurements and previous results o f other investigators.
Gas holdup is studied for different liquids and at high temperatures. A new criterion is 
introduced for the prediction of the transition from the homogeneous to the 
heterogeneous regime in bubble columns, which is based on bubble aggregation. The 
effect of different operational and geometrical parameters on the transition point is
also studied. A new correlation is developed for gas hold-up that is based on flow 
regimes prevailing in the bubble columns. The presented correlation is in good 
agreement with the present data and other data found in the literature.
Liquid phase dispersion measurements are done utilizing heat as tracer. Using neural 
network analysis the effects o f important variables on dispersion are realized. A new 
correlation for prediction of dispersion coefficient in the liquid phase is introduced 
that is in good agreement with the experimental results of present work and that of 
other investigators.
Local heat transfer coefficients are measured in different parts of the column using a 
rod heater. It is shown that the heat transfer coefficient varies along the column 
height. A new correlation that is based on theoretical findings of previous 
investigations is introduced. The present correlation predicts the trend of heat transfer 
coefficient for different systems with good accuracy.
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Nomenclature
A area, m2
Ab area affected by bubbles, m2
Aq cross sectional area occupied by gas, m2
Ac area affected by convection, m2
A, cross sectional area occupied by liquid flow, m2
Ar cross sectional area occupied by returning liquid, m2
a,b,c constants
c concentration, mol/1
C heat capacity, J/kg °C
cd drag coefficient
d diameter, m; desired values, Equation 117
da tube diameter, m
D diffusion coefficient, m2 s' 1
e error
E dispersion coefficient, m2 s' 1
f frequency, s' 1 /
Fm force due to momentum, N
Fs force due to surface tension, N
Fi force due to inertia, N
Fd drag force, N
Fb bouyancy force, N
g acceleration due to gravity, m s'2
h height, m
Ah change in height, m
AHV molar heat of evaporation, J mol"1
jo dispersion flux, mol m"2 s' 1
k proportionality constant
/ diameter of large vortices, m
L length, m
Mw molecular weight
m mass, kg
n exponent, Equation (29); learning rate Equation (101)
N number of orifices; defined in Equation (21)
P pressure, Pa
P v(T ) vapor pressure at temperature T, Pa
q heat flux, W m"2
Q volumetric flow rate, m3 s"1
r radius, m
s distance travelled by bubble before detachment, m
t time, s
tR tube pitch, m
T temperature, °C
V volume, m3
U velocity, m s' 1
Uj defined by Equation (140)
Us slip velocity, m s' 1
Uc circulation velocity, m s"1
characteristic velocity defined by Equation (28) 
defined by Equation (29) 
rise velocity o f spherical bubble, m s' 1 
rise velocity of non-spherical bubble from wave equation, m s' 1 
rise velocity of swarm of bubbles, m s' 1 
distance from the inlet o f the column, m 
weight matrix
G reek symbols
a  heat transfer coefficient, W/m2 K
8 boundary layer thickness, m
0 contact angle, 0
(p activation function
6 hold-up
p dynamic viscosity, kg m*1 s’1
u kinematic viscosity, m2 s’1
p density, kg m*3
t  proportionality factor; contact time Equation (62)
a  surface tension, N m*1; spread o f Gaussian function, Equation
(122)
X thermal conductivity, W m*1 °C"1; regularization parameter
thermal conductivity of metal, W m"1 °C"1 
e specific energy dissipation, W kg ' 1
Uv 
Uv
ubsp
ubw
Ub*
x
w
RZ
Dimensionless groups
Bo* modified Bodenstein number, U sgdc/E ,
Bd Bond number, p,d^g/cr
Fr Froude number, Us2g/g d c
Ga Galileo number, # 2d3g/ / / 2
Gr Grashof number, gATpd3/v2
Mo Morton number, g//,4À/?/p f a 3
Nu Nusselt number, ad/X
Pe Peclet number, pUCpd/X
Pr Prandtl number, pCp/X
St Stanton number, a/pU Cp
Ra Rayleigh number, Gr.Pr
Re Reynolds number, pUd/p
We Weber number, pU2do/a
Subscripts
a actual
b bubble
c column; convection
v
cc combined Natural and Forced i
f film
g gas
1 liquid
fb force balance
0 orifice
i initial
m molecular
conv convective
ap atmospheric pressure
H heater
hp high pressure
N Natural
P pressure; particle
Iph single phase
2ph two phase
s surface; solid phase
sg superficial gas
sgt superficial gas at transition
s.b small bubble
Lb large bubble
si___ superficial liquid
gt gas transition
V vapor
F final; Forced
Tc thermocouple
t total
w wall
00 bulk
vi
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1. Introduction
Bubble columns are units for carrying out reactions and mass transfer operations in 
which a gas, made up o f one or several reactive components, comes into contact or 
reacts with a liquid. The gas is bubbled through the continuous liquid phase, in which 
catalytic particles may also be suspended. Annular showers or simple sieve trays can 
be used as a gas sparger. The dispersing energy is supplied by the gas phase; therefore 
further mixing and motion o f the fluids in the column occur only by their natural 
dynamics. This type o f bubble column has been used in the chemical industry for 
many years for hydrogenation, oxidation, chlorination, alkylation, etc.
Simple construction, ease of operation, flexibility with respect to the continuous phase 
residence time, and high heat and mass transfer properties, etc., are the main 
advantages of bubble column reactors. Bubble columns can be batch or continuous, 
single stage or multi stage, and can be operated co-currently or counter-currently.
In industrial practice, because of special process engineering problems, a large number 
of bubble column types are in use, differing in the predominant fluid dynamics and 
special internal installations. Some basic types are:
basic bubble column type without internal installations or forced liquid 
circulation
cascade bubble column with limited gas and liquid backmixing
- bubble column with internal loop
bubble column with external loop
Many gas-liquid reactions are connected with heat production and therefore the 
removal o f reaction heat is an important aspect in the design of bubble column 
reactors in order to ensure safe process operations. Heat can be removed by external 
heat exchangers, heating jackets, and internal coils or tube bundles.
Bubble columns are difficult to design because o f the complexity of flow 
characteristics, and their unknown behavior under different sets of design parameters.
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The proper design and scale up of a bubble column reactor requires a good 
mathematical model. Mathematical models can be used for multiple applications in 
bubble columns, which means that residual fractions, conversions and associated 
factors such as space-time yield, production levels, etc. can all be estimated in 
advance. If the model chosen were sufficiently close to reality, this would make 
reactor scale up over several stages superfluous. The most important features 
incorporated into the reactor model, mostly in dimensionless form, are as follows.
H ydrodynam ic
model
Physical and 
chem ical 
properties
M odel
idealization
Geometrical
quantities
Operating
conditions
M omentum, mass 
and energy balances
Hydrodynamic parameters; 
transfer coeff, phase holdups 
l l w  m ixing, etc.
Theoretical
concepts
Thermodynamic
quantities Boundary
conditions
Absorption- 
reaction theory
Reactor model
Reaction
kinetics
Stoichiom etry Molar
concentration
Kinetic
description
Local
temperature
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Application of the above mentioned procedure requires an exact definition of the 
required production level, and the process specific data. These quantities permit an 
initial selection of the adjustable operating conditions, and column geometry. Among 
the parameters stated above, the hydrodynamic parameters, which are complex 
functions of geometry, type of gas distribution, adjustable operating conditions and 
process-specific data, may not be chosen freely.
Hydrodynamic parameters incorporate the phase hold-ups, interfacial area, dispersion 
coefficients and heat and mass transfer coefficients, as well as bubble diameter and 
bubble rise velocity. For a given process all these factors can be varied only slightly. 
On the other hand the limiting quantities and mathematical interrelationship which 
form the basis of a specific hydrodynamic operating state are not fully understood and 
may vary between the different gas-liquid systems. Knowing these parameters, one 
can solve the mass, momentum and heat balance equations to calculate product yield, 
productivity, concentration, and temperature profiles.
The most important hydrodynamic models for describing gas and liquid flow pattern 
in bubble columns are briefly summarized as follows:
- Axial dispersion model that can not be regarded as a model describing the 
special bubble column hydrodynamics on a physical basis. From the physical 
point o f view it is a fully empirical model giving the unknown hydrodynamic 
properties of the multiphase system in the value of an “axial dispersion 
coefficient” as a lumped parameter (Levenspiel (1972)).
- Circulation flow models of Ueyama and Miyauchi (1979), Joshi and Sharma
(1979), and Zehner (1982) are widely used to estimate liquid circulation 
velocity. Several other process variables like axial mixing or heat and mass 
transfer coefficients can be correlated in relation to this value.
- Gasche (1989) and Torvik and Svendsen (1990) have published further 
physically based models. The mathematical equation systems arising from 
these approaches are of partial differential type and their numerical treatment 
will cause problems if the strong nonlinear temperature dependencies o f some 
model parameters are to be considered in the general non-isothermal case.
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A few decades ago, no great scientific interest was shown in bubble columns. Apart 
from the systematic research of H. Kôlbel and co-workers, and of F. Yoshida in 
Japan, very little literature was forthcoming from either industry or universities. 
Considerable progress has been made from mid-1970’s, when increasing interest in 
various types of bubble columns suddenly emerged. However, wide discrepancies 
between the reported data and also between the effects o f operating variables on 
hydrodynamic parameters can be seen in the literature. Therefore, further study of 
these parameters in conjunction to the reported data of different investigators is 
essential.
The study o f hydrodynamic parameters related to bubble columns, including bubble 
size, phase hold-ups, liquid phase dispersion, and heat transfer coefficients are the 
main subject of this research. After an extensive literature review o f the subject, the 
experimental setup and procedures are discussed. Then, the interpretation o f the 
results and their correlation, together with a comparison with other available literature 
data, is introduced. Finally, some scale up recommendations and also future aspects o f 
the research are discussed.
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2. Literature review
Extensive literature is available on the different hydrodynamic parameters o f bubble 
columns. These can be categorized according to each parameter, as summarized in the 
following sections.
2.1 Bubble formation
Accurate prediction of bubble size in gas-liquid systems is necessary for evaluation of 
hydrodynamic parameters and estimation of transport coefficients. The performance of 
bubble column reactors is determined to a large extent by bubble properties. Gas hold-up, 
heat and mass transfer coefficient, etc., are strongly dependent on the bubble size and its 
characteristics.
The effect of different variables on the formation of bubbles at the tip of an orifice has 
been the subject of various investigations.
The orifice diameter strongly affects the bubble diameter, both at low or at high gas flow 
rates (Benzing et al (1955), Datta et al (1950), Van Krevelen et al (1950)). Leibson et al. 
(1956) and Davidson and Amick (1956) reported that the bubble volume is proportional 
to the orifice diameter to the power of 1.5, whereas, Quigley et al. (1955) reported an 
exponent of 2.01. Apart from the size of the orifice, its nature and thickness are 
important (Hughes et al. 1955). Thus, the use of an orifice and a tube of the same 
diameter yield different bubble sizes with the orifice plate yielding larger bubbles than 
the corresponding tube. The effect of orifice geometry was systematically studied by 
Krishnamurthi et al.(1961).
The effect of the volume of the gas chamber supplying the orifice or nozzle was first 
recognized by Spells and Bakowski (1950). Hughes et al.(1955) found that for small 
chamber and small flow rates, the bubble volume is virtually independent o f the 
chamber volume. The influence of chamber volume is closely related to that o f the 
pressure difference across the orifice. Davidson and Schuler (1960) used a sintered plate 
just before the orifice, even though a large gas chamber exists below it. Similarly, 
Krishnamurthi et al.(1968) obtained a high pressure drop near the orifice by packing the 
chamber with fine glass particles. When the pressure drop across the orifice is large and
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the pressure variations occurring during the formation of bubbles are small, the gas flow 
rate does not change, and the bubbles are formed under constant flow conditions.
Most of the investigators studied the effect of submergence on the bubble volume. It is 
generally agreed that this variable does not influence the bubble volume at the tip. The 
work of Datta et al.(1950), Hughes et al.(1955), and Davidson and Amick (1956) 
verified the above statement. In contradiction to these results are the data reported by 
Padmavathy et al. (1965) who varied the submergence from 163 cm to 66 cm using an 
orifice diameter of 0.29 cm and found that the bubble volume changed by more than 2.5 
times. The discrepancy is mainly due to the fact that all the earlier investigators had 
employed either constant flow or constant pressure conditions, whereas Padmavathy et 
al.(1965) worked in an intermediate region. Therefore, the submergence has no 
influence on the bubble volume under constant flow or constant pressure conditions, but 
it does affect the bubble volume in the intermediate region (Kumar and Kuloor (1970)).
There exists general agreement that, as the flow rate is gradually increased from zero, 
the bubble volume remains almost independent of the flow rate, whereas the frequency 
increases. However, the invariance of bubble volume with flow rate at small flow rates 
is true only for inviscid liquids having high surface tension effects. If highly viscous 
liquids (p>500 cp.) are used, the bubble volume increases very rapidly with the flow 
rate. On increasing the flow rate, at first both the bubble volume and the frequency 
increase, but later a stage is reached when the frequency remains constant while in 
consequence the bubble volume continues to increase.
Liquid phase velocity is shown to reduce the bubble size in co-current flow. During a 
study of bubble formation from vertical nozzles, Krishnamurthy et al.(1970) observed a 
decrease in the bubble volume resulting from an increase in buoyancy caused by the 
continuous phase velocity. These authors developed equations based on drag 
considerations, which can predict the bubble volume when the liquid phase has a 
velocity. But in their study, the continuous phase velocity is so directed as to decrease 
the bubble volume, and hence the results can not be generalized.
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At low gas flow rates, the bubble volume is such that the upward force due to buoyancy 
is balanced by the downward force of surface tension, so increasing surface tension 
increases bubble volume. This has been confirmed by the work of many investigators.
Davidson and Schuler (1960), however, found that under the conditions of constant gas 
flow, surface tension has no effect on the bubble volume. Kumar and Kuloor (1967) 
predicted that the surface tension effects are large at low gas flow rates and continuously 
diminish as the flow rate is increased further. This conclusion is verified by 
Ramaknshnan et al. (1969). A considerable amount of contradiction exists regarding the 
influence of viscosity on bubble formation. Davidson and Schuler (1960) found that an 
increase in viscosity causes a marked increase in bubble size. Contrariwise, the findings 
of Datta et al. (1950) using aqueous glycerin solutions with a wide range of viscosity, 
show that a hundred fold increase in viscosity caused only about 10% decrease in bubble 
volume.
The above results, and results of other investigators seem to be contradictory. This is not 
necessarily so, since the effect of viscosity is associated with those of flow rate, surface 
tension and orifice diameter. Since the effect of viscosity is negligible when the flow 
rate tends to zero, even a large difference in viscosity at small flow rates should not 
show any effect. This is the case in the investigations of Datta et al. (1950). Davidson 
and Schuler (1960) used extremely small orifices, so that the downward surface tension 
force was negligible, and viscosity was the controlling factor.
An increase in liquid density increases the buoyancy force on the bubble, while the 
surface tension may remain constant. Thus, the bubble volume obtained is smaller. This 
effect is most pronounced for liquids of high viscosity at low flow rates.
The influence of gas properties has not received much attention in the earlier 
investigations on bubble formation. In general, the gas density is omitted in the analyses 
on the assumption that it is negligible when compared with the liquid density. The gas 
viscosity is also assumed to have a negligible influence on the bubble volume. LaNauze 
and Hams (1974), Tsuge et al. (1981), Idogawa et al. (1987), and Wilkinson and Van 
Dierendonck (1994) studied the effect of gas properties and also of high pressure on 
bubble formation.
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2.1.1 Available correlations on bubble formation under constant flow conditions
Davidson and Schuler (1960) assumed an idealized sequence of bubble formation as 
shown in Figure (1). They considered a spherical bubble shape and used the theory of 
movement of a sphere perpendicular to a wall. Neglecting the mass o f the bubble, the 
virtual mass becomes m(l/2+3r3/16s3).
They assumed that r=s at the time of detachment, therefore the liquid carried with the 
bubble is 11/16 of the bubble volume and also that pg« p i .  By writing the equation of 
motion as:
v
^ds^
V d t  y
(1)
these authors derived an equation considering surface tension effects and high 
viscosity. This equation for small flow rates is:
VF =
i  -
15a Q ^
2Ag y
(2)
and for large flow rates it is :
s  =
4 8  g
11Q
1 4  2 1
3 V  3 15 V  3 2 0  V  9 0  V  3 3 6 0  V  3 1 2 0  In V
+  = : +
5 C  5 C  c 3 C 4  C 5 C 6
-,v
V .
In V  +  3 Z  < - C v 3 >n
n =  1 n .n !
V
V .
(3)
where
8
L = ^^-exp(C V /)
C =
H Q
3A
V,5 5V,1 20V 60V,= 120V5 120
+ +
V = (Qt + V )
(4)
The final bubble volume Vp neglecting surface tension effects for inviscid liquids is 
given by :
V F = 1 .7 3 8 (^ 3 -)Q 5_
(5)
This equation closely resembles the empirical expression o f Van Krevelen and 
Hoftijzer (1950) which is:
VF = 1 .7 2 2 ( %
(6)
Davidson and Harrison (1963) modified Equation (1) by considering the motion of a 
spherical bubble in an infinite liquid and using the value of 1/2 instead o f 11/16 for 
the virtual mass term. They obtained:
VF =1.138(51)J (7)
Equation (7) has been tested for the data of a large number o f investigators. The 
agreement has been good enough to obtain approximate values, though in most o f the 
cases the theoretically predicted volumes are smaller than those obtained 
experimentally. Comparison of these Equations with the experimental results will be 
discussed later.
9
Fig. 1 Idealized sequence of bubble formation in a liquid (Davidson and Schuler 
model (I960))
D etach m en t stage C ondition o f  detachm entE xpansion stage
Fig. 2 Idealized sequence of bubble formation (Kumar and Kuloor model (1967))
d/2
U,
a  a
v a
Fig. 3 Spherical bubble attached to the nozzle through neck (model of Gaddis 
and Vogelpohl (1986))
Kumar and Kuloor (1967) assumed an idealized sequence of bubble formation 
according to Figure (2). As shown in the figure, the expansion stage of the bubble 
continues until the bubble base starts moving away from the nozzle tip. This is the 
beginning of the second stage, which is terminated by the detachment of the bubble from 
the neck. The final volume Vp can be evaluated by finding the value of bubble volume 
obtained by force balance Vfb and the volume Q.t entering the bubble during 
detachment. Thus :
VF = Vft + Q.t (8)
After writing the force balance for the bubble, the final form of their equation 
becomes:
B „ ,2 3C _ . i  (9)
rfb 2Q(A +1) ' r "" 2Q (A -i)
where
A _ 1 l _ | 96(1.25)^r^,
B =
Q [p g +  (t6) a ]  11 QPi
( P i _ P g )g  16g
Q[Pg+(Ti)P,] HQ 
q   _______ ^ _  24//,
Neglecting surface tension and viscosity effects, they derived
VF = 0.976
f  6 ^
O f
v g L
(11)
This simplified equation is o f the same form as the equations of Van Krevelen and 
Hoftijzer (1950), and Davidson and Schuler (1960), and the only difference is the
11
value of the constant. The value o f constants introduced in these equations varies up 
to 78% demonstrating wide deviations between these equations. The other drawback 
of these equations is that the only variable taken into account is the gas flow rate 
through the orifice. This means that at very low gas flow rates the bubble size tends to 
zero which is not true. The orifice size and surface tension are the main parameters 
determining the bubble size at these low flow rates and the bubble size reaches a 
constant value.
The Ramakrishnan, Kumar and Kuloor (1969) model is an extension of the concepts 
developed by Kumar and Kuloor (1967), and their final equation is:
rfb -
B „ , 2 E . 3C . . .I  _ . i  ( 12>
<VF -  V^) -  (y F -  V J  -  — T  (VF3 -  V£)2Q(A + 1) AQ ' m 2 Q (A ~ 0
Gaddis and Vogelpohl (1986) introduced a new model, which is based on a force 
balance on the bubble during detachment. The model is derived based on the bubble 
geometry as in Figure (3).
The volumetric flow rate o f the gas is assumed to be constant and the liquid, which is 
assumed to be uniform and of infinite extent in every direction, is quiescent. The 
forces acting on the bubble are: the buoyancy, the force due to gas momentum, the 
surface tension force, the drag force, and the inertia force. At the moment of bubble 
detachment, the force balance becomes :
F1 +F m = F l +F<-+F, (13)
Substitution of the equation for each force gives:
- - ♦ H
where S, L, T are :
12
l  = _ 8 1 /Z |Q _
T - ( 13S , 27pe) ptf 
An1 a 1 ( P |- p g)g
We = -d°^gUg = — ^  
a
We is the gas Weber number. The first term on the right hand side of Equation (14) 
takes into consideration the surface tension force reduced by the force due to gas 
momentum. The second term is due to viscous drag. The third term combines the form 
drag and the force due to bubble acceleration. For low gas pressure, i.e. pg« p i ,  the 
following approximations can be made for Equation (15):
o = 6do°' (16)
L _ 81oQ
t  = 13 5 £
An g
The terms S, L and T in Equation (16) are related to surface tension, viscosity and 
inertia forces, respectively. By superimposition o f the terms in Equation (16), an 
approximate solution for Equation (14) is derived as follows:
db = [(— )5 + (— )+ '(^ ÿ A l (1?)Pig 7i% An g
The validity range of the model was restricted to the bubbling regime. The transition 
from bubbling regime to a jetting regime is defined as (We)criticai =4, by the authors. 
The introduced relation is verified using various experimental results, showing good 
agreement with the experiments.
2.1.2 Bubble formation under constant pressure conditions
The constant pressure condition arises when the chamber volume is large and pressure 
in the gas chamber remains constant. As the pressure in the bubble varies as it grows, 
the pressure difference across the forming device also varies, thereby bringing about a 
condition of changing flow rates.
Hayes, Hardy and Holland (1959) assumed that the bubble expands at the orifice, and 
used the force balance equation at the time o f detachment. The various forces 
considered by these authors are: buoyancy, force due to additional mass, excess 
pressure force, surface tension force, drag force, and force due to the inertia o f liquid.
Considering the above forces and applying Newton's second law of motion:
Ui ^  + V (P! “ Pg)g + ( ^ ) ( P i  - P ) - F d+ n d 0< j- n Æ  = ^
ut 4 at dt
To obtain the bubble volume each term is evaluated at the time just before 
detachment. Thus :
The term (\-y/) is a function o f both the Reynolds and Froude numbers, and 
presumably can be correlated as a power relationship of the form
For 7i d0 a  (l-d0/db) > (j) , the frequency is considered as the dependent variable in the 
following correlation :
v f ( A  ~ P g ) g ( l - Y )  =
(19)
|( l- iy ) | = k(Re)*(Fr)bA ) = (20)
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—1
f  = —- t = 3—— (FrRe °3 )■''1,2 (NQReJ )0,52s 
Fr
^  3 ' 0.525 r ^  _  1-0.697
(21)
Fr = Fr f  3 = \ 5
g7T36 3
Re = Re f  3 =_  Q 3a2
7T363 fU,
N =
f
7T (Pr-fe)g
*6 7id0cr{\
V b J
For re do a  (1-do/db) < (j) the bubble volume has been assumed to be the dependent 
variable and the correlation is
Vp = (^d)(Fr'N3)0463(Re'N3) 
Fr' = Fr d5b 
Re' = Re du
\_  ^
-0.0764/j XT'?\0.712(d0N 3)1
(22)
The relationships were tested by their proposers and the average percentage deviations 
for f  and Fp from the experimental values are 16% and 10%, respectively.
Davidson and Schuler (1960) extended their analysis for constant flow conditions to 
constant pressure conditions. The major change arises from the fact that now the flow 
is a function of the extent to which the bubble has already been formed. This has been 
introduced into the constant flow equation by means of an orifice equation.
For highly viscous liquids two separate sets of equations have been derived, one for 
small and one for large flow rates.
For small flow rates:
15
tan©(se(f © +-sec?@ +— sec©)+ — ln(tan^ + —)) 
4 8 8 4  2
15, ©.
©=cos"-1 4^r 2u
l3 V > 7
(23)
For high flow rates, the inertia of the surrounding liquid is taken into consideration, 
and the solution of the equation of motion and flow through an orifice is solved 
numerically.
Satyanarayan, Kumar, and Kuloor (1969) have extended the concepts developed by 
Kumar and Kuloor (1967) for bubble formation under constant flow conditions to 
constant pressure conditions. As before, the force balance bubble volume is found 
first, and then used to determine the final bubble volume.
The procedure is the same as for constant flow conditions, and the forces to be 
considered are :
Bouyancy = Vfb(p l - p g)g  
Surface Tension = 2nx0a  cos 0 
d(mU)
Inertia =
dt
Viscous drag = ^  ^  k(p + / 7,grb -  — ) 2
(24)
The final form of the equation becomes:
16
 ^ - ( v j - v i )  (25)
Q ( A - - )
96*%//,
l lp ,Q
16g
A «  1 + 1.25 
B
11Q
C =
3//,
D =
3 - 12^(— )3
4^-
g  _  16^d0crcos^
"  Ü Q ^
This equation is verified by the authors for various viscous and inviscid liquids and 
the agreement between theoretical and calculated values is found to be good.
In addition to the previous investigators, who assumed a spherical bubble shape 
during growth and detachment, new bubble formation models have been developed 
for other shapes. Marmur and Rubin(1976), Hooper (1986), Tan and Harris (1986), 
Liow and Gray (1988), and Wilkinson and Van Dierendonck (1994) have carried out 
calculations for non-spherical bubble shape, by writing a local force balance at the 
bubble interface and applying potential flow theory for the liquid. These models do 
not require the use o f bubble detachment criteria and use a computational method 
such as the method of finite elements.
Wilkinson and Van Dierendonck (1994) considered the effect of gas density and 
pressure on bubble formation. They concluded that gas density and pressure influence 
the bubble size, and that their effect can only be neglected at low gas velocities 
(WesO.l). The influence is large for large chamber volumes and smallest at constant 
flow conditions.
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A comparison of various correlations of bubble formation under constant flow 
conditions is shown in Figure (4). It is evident that there are significant discrepancies 
between the suggested correlations. This inevitably introduces some uncertainty in the 
best choice o f correlation in any practical application.
2.2 Gas hold-up
Gas hold-up is one o f the most important hydrodynamic parameters, and as such has 
been the subject of many investigations. The influence o f factors affecting the gas 
hold-up is very complex, as it is not only sensitive to material properties, but also 
affected by the type o f gas distribution, geometric factors, and operating conditions of 
the system. The equations suggested for gas hold-up predictions all have limited 
ranges of application, depending on the situation of measurements.
Since the liquid phase has a much higher density than the gas phase, its flow rate in up 
flow bubble columns is usually low. Therefore, the gas flow rate is the most important 
parameter together with the liquid phase coalescence parameters that determine the 
operating state of a bubble column. At low superficial gas velocities, bubbles are 
usually small and uniformly distributed in the liquid phase through the column and 
rise at an almost constant velocity (18-24 cm s '1 ). This is known as homogeneous or 
bubbly flow. At higher superficial gas velocities, bubbles aggregate and large bubbles 
are formed which rise more rapidly than the smaller bubbles. This type of flow is 
referred to as heterogeneous or turbulent flow, or sometimes chum-turbulent flow.
A special situation arises in narrow bubble columns generally used for laboratory 
investigations. The large bubbles in the heterogeneous regime are stabilized by the 
tube wall and move upward through the column in a piston-like manner. This is 
known as slug flow and is most likely to occur in tall columns with diameter less than 
0.15 m. Figure (5) shows a flow map for different flow patterns in bubble columns of 
various diameters for a low-viscosity medium such as water.
Many investigations have been undertaken to find the effect of column geometry, 
operating conditions and physical properties of the system on gas holdup in bubble 
columns.
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A number of authors have determined that gas holdup is virtually independent of the 
column diameter provided its value is larger than 0.15 m (e.g. Yoshida and Akita 
(1965), Van Dierendonck (1970), Kastanek et al (1984), and Wilkinson et al (1992)). 
For smaller column diameters wall effects become important and they cause an 
increase in gas holdup ( Idogawa et al (1987a)).
Gas holdup in a bubble column is not usually uniform along the column height. In 
general, three regions of different gas holdup are recognized. At the top of the column, 
there is often a kind of foam structure with a relatively high gas holdup, while the gas 
holdup near the sparger is sometimes higher (for porous-plate sparger) and sometimes 
lower( for single-nozzle sparger) than in the central part of the column. The extent to 
which the gas holdup in the sparger region and in the foam region contributes to the 
overall average gas holdup depends on the column height. Further more, the column 
height can influence the value of gas holdup due to the fact that liquid circulation 
patterns are not fully developed in short bubble columns (H/D<3). The above 
mentioned factors tend to decrease gas holdup with increasing column height. 
However, this influence is negligible for column heights greater than 1-3 m and 
H/D>5 ( Kastanek et al (1984)).
Wilkinson (1991) has shown that hole diameter has negligible influence on gas holdup 
when it is larger than 1-2 mm. However, spargers with small hole diameters (less than 
1 mm), lead to the formation of smaller bubbles and thus to a higher gas holdup.
Wilkinson and Van Dierendonck (1990a) have demonstrated that a higher gas density 
increases the rate of bubble breakup of large bubbles. This higher bubble breakup 
counteracts the formation of large bubbles due to coalescence. As a result, at high 
pressure mainly small bubbles occur in homogeneous bubbly flow, until at very high 
gas holdup coalescence becomes so important that larger bubbles are formed.
From articles on bubble breakup and bubble coalescence (e.g. Crabtree and 
Bridgwater (1971)) it is known that a higher liquid viscosity promotes coalescence o f 
large bubbles and decreases the bubble breakup rate. Apart from the liquid viscosity, 
surface tension also has a pronounced influence on bubble breakup. Large surface 
tension forces oppose deformation of bubbles and their breakup. Therefore, when the
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surface tension is low, fewer large bubbles occur. Consequently, the occurrence of 
large bubbles is minimal due to their breakup, especially in liquids which combine a 
low surface tension with a low liquid viscosity; a high gas holdup is expected for such 
liquids.
Large variations of gas holdup can be obtained by adding small amounts o f surfactant 
or electrolyte to pure liquids. Schugerl et al (1977) and Zlokamik (1979) have studied 
liquids of this type. The coalescence inhibiting effect of salts and alcohols in solutions 
causes a considerable increase in gas holdup.
In the literature, high temperature is shown to increase gas holdup (Zou et al (1988); 
Wilkinson and Van Dierendonck (1990b)). The reason is due to the influence of 
temperature on physical properties. Increasing temperature decreases surface tension, 
viscosity, and density, but vapor pressure of the liquid increases. All these will lead to 
a higher gas holdup. However, Saxena et al (1992) showed that with increasing 
temperature, gas holdup decreases first and then passes through a minimum.
The liquid velocity in a bubble column is usually relatively low, and consequently its 
influence on gas holdup is often negligible or small. In principle, liquid flowing 
concurrently upward will lower gas holdup, while a countercurrent liquid flow will 
increase gas holdup ( Otake et al (1981)).
Many correlations for the prediction of gas hold-up have been published. These can be 
classified into two categories: theoretical or semi-theoretical correlations, and empirical 
correlations.
2.2.1 Theoretically based correlations
To predict the gas hold-up, Lapidus and Elgin (1957), provide a basis for ideal bubbly 
flow as a function of slip velocity:
(2
( 1 - f g )
The plus sign is for counter-current liquid and gas flow, and minus is for co-current.
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Us can be characterised in terms of the terminal rise velocity of a single bubble (Ut ) and 
gas hold-up (gg ) and is presented in the form of:
U := U tF (f;) (27)
Using the above definitions:
u w = = u sg( i-sg)±usl5g (28)
UVv is a characteristic velocity defined by Wallis (1969), and F(sg) embodies the effect of 
bubble interactions.
Using the Richardson & Zaki model (1954) for the prediction of F(sg), Equation (28) 
becomes:
The exponent n, which was originally established empirically for particulate 
suspensions, depends on the Reynolds number of the bubble. The value of 2.39 has 
been suggested by Deckwer (1994) as appropriate for bubble swarms. Equation (29) can 
be used for the prediction of gas hold-up as long as the system is in the bubbly flow 
regime, (i.e. sg<20%). At higher gas superficial velocities larger bubbles are formed and 
heterogeneous flow develops. Under these conditions Equation (29) no longer applies.
Many different gas hold-up correlations have been developed based on this approach. 
Table (1) presents some of the more important ones.
2.2.2 Empirical correlations
Empirical correlations, based on experimental data and selected from literature, are 
shown in Table (2). As pointed out above, bubble columns normally run with low liquid 
velocities because of the high density of the liquid phase. The gas void fraction, sg is 
therefore not significantly affected by liquid flow rate. The effect of gas velocity on gas 
hold-up can be deduced from Table (2). The recommended values for the superficial 
gas velocity exponent lie between 0.7 and 1.0 for the homogeneous regime and between 
0.4 and 0.7 in heterogeneous flow conditions.
(29)
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Table 1- Published theoretically based correlations of gas holdup
Reference Correlation
Turner (1966) Us = Ub
Wallis (1969) Us = U bO ’ ^g)"*1 n = 2 for small bubbles 
n = 0 for large bubbles
Davidson and 
Harrison (1966)
Us = U b(l-fg )" '
Lockett & 
Kirkpatrick (1975)
Us = U b ( l - V '"  (1 + 2 .5 5 ^ )
Marrucci (1965) Ub( l - ^ )
Us ...........,
( i - 4 )
Bridge et al. (1964) Us= Ub(l " 5S) n = 2.39
Jamialahmadi et al. 
(1992)
Us = 0.23+ 4 4 "
Wilkinson et al. (1992) following the same procedure as Krishna et al. (1991) devised a 
correlation for predicting gas hold-up, which is based on the flow regime. Their 
correlation is stated to be valid for high pressure, too, and is as follows :
For USo<U
and for U So > U S£ït
U , (30)
U.s.b
.  . ^  (3D
8 U „  U,.b
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Table 2- Published empirical correlations of gas holdup
Reference Correlation Range of 
Parameters
Hughmark (1967) l£ = ------------
g (  '
U
k sg;
f  P f }
72V /
1
3
Usg: 0.004-0.45m s' 
dc>0.01 m
Bach and Pilhofer 
(1978)
———  = 0.115
0 - £ g )
Usg
(Pl'Pg)ug
I PI .
0.23 Usg: 0-0.1 m s '1
dc>0.10m
h>1.20 m
Hikita et al. 
(1980)
0.578 4 "°-131 
E% = 0.672 ( ^ L |)
C p \G
0.062 0.107
* A  A
P\ P\
Usg: 0.042-0.38 m 
s '1 dc: 0.1 m 
h:0.65 m
Akita and Yoshida 
(1973)
H  4 = o, A 2 <
( 1 - f g )  cr 
v vS^c
Usg: 0.003-0.4 m s' 
1 Usl: 0-0.044 m s '1 
dc: 0.15-0.6 m 
h:0.126-0.350 m
Mersmann (1978)
---- 2—j  = 0.14 Usg
/  N14
Not defined
(1-fg) f
<J
I  V
P l- fg
g /y
where:
Usb,U| = 2.25
— - -0 .273 - 0.03
a  p, Pi
cr
_  _
(32)
and
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A|U,b _  ^ , u s,L + ? 4
r / 4 ( U : s - U j l
0.757
a 3p\
-0 .077
P\
cr a a
_ . P*.
0.077 (33)
For prediction of the transition they introduced the following equation: 
USgt
U
= = 0.5exp(- igsp;061//,05^ 0")
(34)
s.b
A comparison of various empirical and semi-theoretical correlations for gas holdup is 
shown in Figures (6) and (7) respectively. It is evident that even within a limited range 
significant discrepancies are exhibited by these correlations. Large differences are seen 
in the predictions of the empirical correlations at low and high superficial gas velocities. 
The trends of the theoretical correlations are considerably different and the difference 
between the predictions of these correlations with increasing superficial gas velocity 
become more significant. Comparison of Figures (6) and (7) indicates that the empirical 
or theoretical methods used in correlating gas holdup do not consider some of the 
important conditions. This introduces considerable uncertainty in the best choice of 
correlation in any practical application.
2.3 Liquid phase dispersion
Dispersion is a stochastic exchange process through which gradients of intensive 
quantities such as concentration and temperature are broken down. In a given reactor, 
it has the effect of reducing conversion for a reaction in which the rate increases 
monotonically with concentration. But in reactions where the rate-concentration curve 
passes a maximum, such as autocatalytic reactions, a specified degree of dispersion 
can cause an increase in conversion.
Liquid phase dispersion in bubble columns is mainly caused by rising gas bubbles 
which entrain liquid and carry it upwards, but at some point this must return to satisfy 
the overall conservation equation. This sets up a circular flow pattern over and above 
the convective one, as a result of which the liquid in the central axis moves upwards 
with most of the gas, and that near the walls moves downwards. Liquid velocity in the 
central part of the column is comparable to the rate at which the bubbles rise.
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Despite the presence of circular flow and hence certain ordered flow patterns, 
propagation processes in gas-liquid dispersions can be regarded as essentially 
stochastic in nature. Hence, dispersion flux jo  can be formulated in analogy to Pick’s 
diffusion law
which applies for the one-dimensional case, and E being the dispersion coefficient.
are significant differences between diffusive and dispersive spreading processes.
As a general rule, the measurable dispersion coefficient is made up of two parts, 
which are molecular and convective diffusion:
The convective component can be formulated in theory only for simple flow 
conditions such as laminar pipe flow. According to Taylor (1953), Equation (36) 
becomes:
Many investigations have been carried out on dispersion phenomena in bubble 
columns and a large number of results obtained so far could be described by relatively 
simple correlations. However, wide deviations and astonishing effects have been 
noted where specific gas-liquid systems are concerned, liquid mixtures and special 
geometric structures are the most notable among these.
(35)
However, using Pick’s law to describe diffusion is not without its problems as there
E = Dm + D,conv. (36)
(37)
In bubble columns, the dispersion processes are invariably described by:
conv. »  D (38)
.'.E = D,conv.
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A one-dimensional description of the liquid phase usually suffices for bubble column 
reactors, and it can be obtained from either steady state or non-steady-state measuring 
methods. Details of calculation by these methods are illustrated in Appendix A.
2.3.1 Theoretical relations for liquid phase dispersion
bubble columns for which there is a theoretical basis.
Baird and Rice (1975) used Kolmogroffs theory of isotropic turbulence and 
dimensional analysis to estimate the dispersion coefficient.
I I  ('
E, = kP e 5
In which k is a proportionality constant and / is the approximate diameter of large 
vortices, g is the specific energy dissipation and is given by:
for bubble columns, as the liquid phase velocity is generally small. Assuming that the 
primary vortices that have a major effect on dispersion are considerably larger than the 
mean bubble diameter, the column diameter represents the upper value of /. Hence:
- I (4
E,=kdXU„,g)3
The exponent of dc and USg agree well with the empirically determined values in 
previous equations. Defining the dimensionless numbers:
The liquid phase dispersion coefficient is one of the few hydrodynamic parameters in
(40)
(42)
Equation (41) becomes:
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Bol = 2.83Fr0'34 (43)
Joshi and Sharma (1980) followed up on a proposal by Whalley and Davidson (1974) 
to correlate dispersion with liquid phase circulation velocity. They developed a 
formula for calculating the local circulation rate Uc based on the realistic assumption 
of circulation cells with a diameter similar to that of the column. In this case the 
formula for Uc when the liquid flow rate is high becomes:
U =1.31 gdc( u S8± ^ H i - ffBu b)
1
When the liquid flow rate is small the above equation becomes:
(44)
Uc = l-3l[§de(U -£■ U b)]5 (45)
Thus, by analyzing numerous literature references, they proposed the following 
correlation:
E, = (0.29 ± 0.04)dcUc (46)
In Equations .(44) and (45) Ub is the bubble rise velocity which is about 23 cm/s for 
bubbles of about 4-mm diameter. In order to estimate Uc accurately there should be a 
reasonable difference between USg and sgUb .The authors recommended the following 
conditions:
* ,u b < 0.8Use (47)
or
(
fgUb +■
v \ - £ „
■u. < 0.8U Sg
Field and Davidson (1980) also developed an Equation similar to that o f Joshi and 
Sharma (1980) in which the circulation rate is derived from an analytical solution o f 
the Differential Stream Function Equation. The authors suggested that the energy 
dissipation rate in bubble columns should be:
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e=g(Usg-£ gUb) (48)
In this way, Baird and Rice’s results for E| are identical to Joshi and Sharma with the 
exception of the actual constants. These results suggest that both concepts have a 
common theoretical basis. Equations (44)-(46) indicates that the liquid circulation
approaches the rise velocity o f a single bubble.
Wilkinson et al. (1993) performed experiments on dispersion in bubble columns at 
high pressures and concluded that the liquid axial dispersion coefficient increases 
slightly while gas holdup increases considerably with increasing pressure. The above 
equations that are based on the energy balance method predict the opposite trend, and 
they become increasingly inaccurate as the pressure is raised, because the 
homogeneous flow prevails at high pressure. Wilkinson et al (1993) introduced the 
following equation for the prediction o f axial dispersion at high pressures.
Riquarts (1980) in contrast to the deterministic approach of Joshi and Sharma starts by 
regarding the dispersion as a measure of the turbulent process in the liquid phase of 
bubble columns. The relation for dispersion in packed beds, i.e. Bo=2, is applied to 
bubble flow giving:
velocity and hence the axial dispersion coefficient decrease as the slip velocity
F u g|(aP>
l(hp) ~  l(ap)
f Khp)
(49)
Bo! = 14.7 —
(50)
Boi and F r are defined according to Equation (42), and Re is the Reynolds number 
defined by:
(51)
v
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2.3.2 Empirical correlations of dispersion
Many investigations have been carried out on the dispersion coefficient in the liquid 
phase. Siemes and Weiss (1957) were the first to use a pulse method for measuring 
dispersion in bubble columns. Ohki and Inoue (1970) used a non-stationary method in 
three different columns (4, 8, and 16 cm in diameter) with various perforated plates as 
gas distributor. The following correlation was proposed to cover their results. For 
bubbly flow (Usg<10 cm/s)
In their results, they showed that the dispersion coefficient passes a maximum value 
for larger diameter columns at orifice diameters less than 1 mm, and stated that this 
maximum is due to the transition from the homogeneous to the heterogeneous regime. 
Their measurements were for batchwise contact of liquid with the flowing gas, and the 
transition velocity (Usg=10cm/s) seems to be very high for the columns under 
investigation.
Towell and Ackermann (1972) developed an empirical correlation from measurements 
in large diameter bubble columns (40.6 and 106.7 cm):
Badura et al. (1974) and Deckwer et al. (1974) have proposed another correlation
which is based on their own data from various bubble columns as well as those from 
many other authors. Shah et al. (1978), Field and Davidson (1980), and Subramanian 
and Tien (1975) all endorsed the above equation.
E, = 0.3djU[g2 + 170d, (52)
and for higher gas throughputs:
(53)
E, = 1.23dj5 U°g5 (54)
(55)
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Badura et al. (1974) and Deckwer et al. (1974) used concentration profile 
measurements in the liquid phase and showed different hydrodynamic zones with 
different levels of dispersion in bubble columns. A low level of dispersion is always 
found in the zone nearest to the gas distributor and a higher level of dispersion is in 
the upper part of the column.
Magnussen and Schumacher (1978) made steady-state measurement of E; in bubble 
columns between 4 and 100 cm diameter and found that the gas velocity had 
remarkably little effect, and that the liquid phase velocity Usi had also no significant 
effect on dispersion coefficients.
Eissa and Schugerl (1975) and Todt et al. (1977), however, correlated their measured 
data with regard to liquid phase velocity. The reported data of these authors show that 
the increase in liquid phase velocity increases the dispersion coefficient, however, the 
data of Reith et al (1968) shows the reverse effect. Chen (1972) found the following 
relationship for E| in the presence of wire gauze cylinders suspended in the liquid 
phase:
E ,= (U ;,+ U ;)  (56)
Aoyama et al (1968) tested glycerol solutions up to 11.5 mPa.s viscosity and found 
that liquid properties had no effect on dispersion coefficient. Cova (1974) used a small 
diameter bubble column to determine the dispersion coefficient for various organic 
substances and aqueous solutions and came to the same conclusion.
Hikita and Kikukawa (1974) measured the dispersion in methanol and sugar solutions 
and proposed the following correlation:
E, = (0.15 + 0.69Us" , )d ^ 5(— )012 (57)
Ai
Kato and Nishiwaki (1972) developed an empirical correlation for Boi* as a function 
of F r as follows:
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Bo, =
13Fros (58)
1 l + 6.5Fr04
and Akita (1973) proposed:
Fr0i • (59)
rxQ — .......... . . . . .
1 0.06 + 0.55Fr°"35
As will be shown in the following sections, there is a wide discrepancy between the 
experimental data of different investigators and the correlations suggested. Therefore, 
further interpretation of the results and the influence o f different variables are 
necessary.
2.4 Heat transfer
Many gas-liquid and gas-liquid-solid reactions are connected with heat production. In 
the case of exothermic reactions, the removal of the heat o f reaction is an important 
aspect in the design of bubble column reactors in order to ensure safe process 
operation.
Heat transfer coefficients measured by Kast (1962) and Kôlbel (1958) shows that the 
difference between heat transfer coefficients for gas-liquid dispersions and tubular 
liquid flow is as high as a factor of 10. The high heat transfer properties, especially the 
high heat capacity of the liquid phase, are particularly valuable when the selectivity o f 
the reaction is strictly a function of temperature or when catalyst deactivation may 
occur in suspension reactors.
Temperature gradients are effectively broken down in bubble columns as a result o f 
the high heat capacity in the liquid phase and the high effective diffusion of heat both 
in the axial and the radial directions. Badura et al (1974) used the stationary method to 
measure mass and heat dispersion in the liquid phase of a bubble column. The same 
gradients result for both temperature and concentration profiles, hence Lewis’s 
analogy is valid and temperature diffusivity is equal to mass dispersion. Aoyama et al. 
(1968), Cova (1974) and Chen (1989) also studied the temperature profiles to evaluate 
dispersion coefficients in bubble columns.
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Heat transfer in bubble columns was the subject o f many investigations and some 
suitable correlations have been reported. Kôlbel et al (1958) were the first to 
undertake a systematic and extensive test program in which almost every factor was 
varied, and the heat transfer coefficient was found to be essentially a function of liquid 
phase properties and gas velocity. Kôlbel et al (1958) presented their results using the 
boundary layer theory in the form of an empirical correlation, i.e.:
Where a and b are empirical constants.
Kast (1962) developed a simple model by analyzing the motion o f fluid elements 
around an ascending gas bubble near the column wall. According to Kast’s model, 
heat transfer is determined by the radial components of the induced liquid velocity. In 
front of a bubble, fluid elements are displaced and receive a radial velocity towards 
the heat-exchanging surface. On the other hand these fluid elements are sucked into 
the region at the rear o f the bubble. Assuming that for the flow around ascending 
bubbles mass, viscosity and gravitational forces are decisive, Kast proposed the 
following dimensionless relation,
Which does not include a characteristic length.
Starting from Kast’s model, Deckwer (1980) has employed Higbie’s surface renewal 
theory of interphase mass transfer. Deckwer assumed that there is a steady flow of 
fluid elements from the bulk o f the fluid to the wall surface and vice versa. The fluid 
elements reside for a finite time (the contact time) at the surface until they return to 
the bulk. If the surface renewal theory is linked with Kolmogoroff s theory of 
isotropic turbulence, a relation for the contact time can be derived:
Nu = aRe^ (60)
(61)
(62)
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In two-phase bubble columns, the energy dissipation rate per unit mass can be 
calculated from:
(63)
From these assumptions, Deckwer derived a dimensionless Equation:
St = 0.l(ReGFroPii2)"0,25 (64)
Which corresponds to Equation (61) proposed by Kast.
Joshi and Sharma (1980) regard heat transfer in bubble columns as being similar to 
heat transfer in mechanically agitated contactors. The heat-transfer coefficient can be 
calculated from:
in which the liquid circulation velocity, Uc is defined by Equation (45).
In a similar manner to the approach of Joshi and Sharma, Zehner (1982) assumed that
in bubble columns. In contrast to Kast and Deckwer, however, Zehner’s model is 
based on the existence of a boundary layer. Zehner derived his model from the heat 
transfer of single-phase flow over a flat surface by introducing the liquid circulation 
velocity as the characteristic velocity and the average distance of the bubbles as the 
characteristic length. The liquid circulation velocity as given by Zehner is:
On the assumption that the heat transfer coefficient of the two phase system is 
proportional to the fractional liquid phase hold-up, Zehner proposed the following 
equation:
(65)
the circulation velocity of large fluid eddies is a determining property of heat transfer
(66)
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(67)
Where:
(68)
Westermeyer (1992) carried out an investigation on heat transfer in bubble columns 
with longitudinal flow tube bundles. Westermeyer (1992) developed a model to 
describe heat transfer in columns with installations similar to Zehner’s model. In 
contrast to Zehner, however, Westermeyer (1992) used only simple measurable 
physical quantities. He assumed that the boundary layer on the heat exchange surface 
will be destroyed by gas bubbles which are moved by liquid circulation eddies. The 
disturbed boundary layer is then filled by liquid flowing with a local liquid velocity 
given by:
(69)
Where He is the height o f liquid circulation eddies and Ç is a parameter describing the 
energy distribution given by Westermeyer (1992) as follows:
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H =
dc for columns without tube bundles
2 tR for < 10'
dc -  dR for o’P i
y
> 10 '
(70)
n = 0.75 ^ 1  ^
v 1 +  4 f s y
y/ = 170 Mo | l + 7 .8 5 x l0 "4 ^ -V G a fM o , x exp 10
Mo,
From the measured data, Westermeyer (1992) finally derived the following 
dimensionless equation for the local heat transfer coefficient:
= 0.664
a
A f Y 1+i N
V Pt.w y V uRy
(71)
Here the mean thickness of the boundary layer, ôi, is given by:
S, = 2.32 I dbL>1
Uc.loc
(72)
Korte (1987) introduced a correlation for estimation of heat transfer coefficients in 
bubble columns with cross flow tube bundles as:
St-S^iph + c  • St2ph (73)
Where StiPh and St2Ph describe the heat transfer for single-phase flow conditions and 
the additional effect of the second phase on the heat transfer in bubble columns with a
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single tube, respectively. The second term can be predicted from data measured by 
Korte (1987):
z  \ 0 . 1 5 Z  \ 0 . 3 0 (74)
\  R /  v  A ,w  J
The combining factor C in Equation (73) is given by:
C = 10.2ReGOMPr‘0-3!N ‘0'30
Z N 0.54 (75)
Schlüter et al (1995) studied heat transfer coefficient in two and three phase bubble 
columns with internal tube bundles. They investigated both longitudinal flow and 
cross-flow tube bundle heat transfer for different tube arrangements and various 
liquids. They proposed a new model for calculation of temperature profile along the 
column height that is based on the simultaneous solution o f mass and energy balance 
equations together with pressure drop and heat dispersion equations.
A comparison of the various correlations for heat transfer coefficients in bubble 
columns is given in Figure (8). Their mathematical representation is given amongst 
others in Table (3). It is evident that no single correlation is capable of providing an 
adequate description over the entire range of the data. However, it is disconcerting 
that even within a limited range significant discrepancies are exhibited by different 
! correlations. This makes it difficult to choose a suitable correlation for any practical 
application.
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Table 3- Published correlations for heat transfer coefficients in bubble columns
References Correlation
Kôlbel et al. (1958)
NU(dR) = 34.7ReG>dR for ReG dR >150 
Nu(dR) = 22 .4R 4”r for Reo dR <150
Fair et al. (1962) a w =8850U “f
Kast (1962,1963) St = 0.10 (ReGFrGP r2)5 "%
Kôlbel and Langemann 
(1964) S ts„s =0.124 (ReG,susFrGP r“ )5
-0.66
Shaykhotdinov et al. 
(1971)
St = 0.11x1.25 (ReGFrc Pr,2S)5
-0.667
Burkel (1974) St = 0.11 (ReGFrGPr,248ÿ
-0.69
Nishikawa et al. (1977)
St = 0.418(ReGFrGPr,2)r5U?E 
St = 0.30(ReGFrGPr2)'5| A
V
St = 1.20(ReGFrGPr12]ri(u sgl
f  PX~ 
l  /
~ Pq 
P\ >
■Po]
’l J
vM,
P l - /
Pi
if
V
\
w y
\ -0.05
Pl
4,w >
-0.05
Y™ 1
/ yPl.W y/
Louisi (1979) St = 0.136(ReGFrGPr1l94) '°27
Deckwer et al. (1980)
St = 0.l(ReGFra Pr2)"0'25 
S tsus =0 .l(R eG,susFrGPr52s)"°25
Joshi and Sharma (1980) a wdc _ 0 / dcUcp , W a Cp, ,W P. '  
Pl.w >
0.14
Zehner(1982)
a w = 0 .1 8 ( l - f G> ^ P lC PiI- F k
V B ^1
' • " ‘ • h .
Wendt (1983) St = O.0371Re;0 l,FrGO32Prl' o“
Michael (1983)
St = 0.1l(ReGFrGPrl2)"025 
S tsus =0.12(ReG,susFrGPr2J - 025
Table 3- Continued
f  i \ 0.15f  \
Korte (1987) St = 0.120(ReGFrGPr122)r0'” 7 A A
l^R J V M,W y
0.30
Westermeyer (1992)
0.664 cjoc B
v y
Jh
v^i.w y
i+A
UUoc.= ^ ^ g U sgHe
*CJ
n = 0.75
1
1 + 4 ^V‘ 1 ,ws y
\_r
if/ -  170Mo,8
= 2.32
v
' dflQi
U c .
l + 7.85xlO-4-S-^GafM o, xexp
10~8
Mo,
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Fig. 8 Comparison of different correlations for heat transfer coefficient
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3. Experimental setup and procedures
3.1 Experim ental setup
An experimental setup consisting of three columns of different size and shape has 
been constructed for the measurement of gas hold-up, dispersion coefficient, and heat 
transfer coefficient at different operating conditions. Another small column was 
installed for the measurement of bubble size.
Bubble size studied under constant flow conditions, in the equipment shown 
schematically in Figure (9). A glass tube of 3.5-cm diameter and 250 cm height used 
for the liquid. The gas supplied through a saturator, a flow meter and a packing of 
glass particles to the orifice. A rectangular Perspex box is installed around the glass 
tube and filled with the same solution as the main column in order to compensate for 
the refraction of light. Plates with five different orifice sizes, i.e. 1, 1.5, 2, 2.3 and 3 
mm are used. Measurements with air and water are carried out with four different 
liquid heights in order to study the effect of submergence on bubble size.
The frequency of bubble formation is measured using a stroboscope, which 
illuminates the bubbles. By measuring the flow rate and the frequency of bubble 
formation the average bubble size is determined. To confirm the above method, 
several pictures at various conditions are taken and the results are compared, and each 
measurement is performed several times in order to obtain reliable results. The results 
of both methods where in good agreement with each other and with the data o f other 
investigators. Measurements of bubble size in various alcohol solutions are also 
carried out, and the effects of each alcohol at different concentrations are compared.
In order to measure gas hold-up and other hydrodynamic parameters, two glass 
columns of 8 and 15.5 cm diameter with 180 cm height, and a column with a 
rectangular cross section of 10x15 cm and a height of 120 cm, made of stainless steel 
with Perspex view glasses, have been installed. Figure (10a) shows the flow diagram 
ol the complete test rig and Figure (10b) shows the bubble column in more detail. The 
piping of the system is such that, by the action of suitable valves, any of the columns 
can be operated separately or all of them at the same time. The dispersion height in the
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Fig. 9 Experimental setup for bubble size measurement during its formation
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Fig. 10b Detail of bubble column apparatus (not to scale)
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cylindrical columns is 160 cm and that of the column with the rectangular cross 
section is 100 cm.
The liquid is supplied from a temperature-controlled tank via a calibrated rotameter, 
and its flow is controlled with a gate valve prior to the flow meter. Air is used as the 
gas phase and is supplied to the column through a coil installed inside the tank in 
order to reach thermal equilibrium with the liquid. A set of calibrated rotameters 
measures the gas flow rate with sufficient accuracy. The air flow rate is controlled 
with a needle valve. Superficial gas velocity is calculated for the top of the column.
The air is sparged into the liquid column through a brass plate of 1-cm thickness with 
55 holes of 1mm diameter. Gas hold-up is measured with the aid o f a manometer 
attached to the bottom of the dispersion close to the sparger.
The temperature inside the column can be measured with seven T-type thermocouples 
along the column height. A unit of 10 T-type thermocouples is specially designed and 
installed in a 15 cm thermowell to measure temperature in radial direction of the 
column (see Figure 11b). A rod heater with 10.7 mm diameter for heating the 
dispersion inside the column, is used for the measurement of both the dispersion 
coefficient (heat as a tracer), and heat transfer coefficient in the column. It is supplied 
by Ashland Industrial Chemicals, and consists o f a stainless steel sheathed resistance 
heater with four thermocouples located close to the heating surface. Details o f the 
heater and its important dimensions are given in Figure (11a). A variable voltage 
regulator and a wattmeter are connected to the heater to adjust the heat flux.
One of the thermocouples of the heater is used as a safety trip, to cut off the power if 
the thermocouple temperature exceeds the set value, and the other three are calibrated 
to give the surface temperature according to the following equation.
Ts =TTC- - i  (76>
%
The heater can be installed at different heights in the column, and the column is 
insulated with glass wool to minimize heat losses to the ambient air. Different values 
of heat transfer coefficient around the cylindrical surface of the heater can be
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Fig. 11a Schematic diagram of the heater
15 mm
10 equally spaced T-type thermocouples
4 mm Diameter
Fig. l ib  Schematic of thermocouple arrangement for radial temperature measurement
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measured when this heater is subjected to cross flow conditions. The average heat 
transfer coefficients measured at the thermocouple locations are recorded in a 
computer.
The data acquisition equipment consist of a CIO-MUX32 interface, which is a signal 
conditioning board and expands the number of analog inputs, and a CIO-AD08 
(DAS-8) analog to digital board, that is controlled by a PASCAL program. The 
program allows the measurement of temperature or any other suitable signal. 
Measurements can be done either manually or automatically, and they are recorded in 
an AT386 personal computer.
3.2 Experim ental procedures
3.2.1 Bubble size and gas holdup measurement
The frequency of bubbles is measured in the small column with the aid of a 
stroboscope and the gas flow rate is measured with a calibrated flow meter. Therefore 
the bubble size is calculated as follows:
' 6 Q ^  (7?)
Gas hold-up is calculated by measuring the difference in liquid height in the
manometer during gas injection to the column.
Ah (78)
^  ~ h
3.2.2 M easurem ent of dispersion coefficient
Since these experiments utilized heat as a tracer to calculate the dispersion coefficient, 
application of a diffusion model requires the use of a heat balance (Aoyama et al 
(1968), Cova (1974), and Deckwer (1974)). Cova (1974) used a steady-state heat 
balance across the inlet of the column and plane x as follows:
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The left-hand side of the above equation deals with the transport of sensible heat 
across the planes by bulk flow of liquid and gas. The first term on the right hand side 
of the Equation (79) involves net transport o f latent heat in the form of vapor from the 
liquid phase. The second term is the net transport of sensible heat across the plane x 
through mixing of the liquid. The last term, which is usually negligible, is concerned 
with the heat flow by thermal conduction in the liquid.
It is assumed that heat losses to the surroundings and heat transport by the gas are
negligible, and also that liquid and gas temperatures are the same at any point in the 
column. Mixing due to natural convection of the liquid should be absent since the
temperature increases (and hence the liquid density decreases) from the bottom to the top ‘
of the column. Each measurement is carried to steady state.
Equation (79) was used for calculation of E|. The experimental temperature profiles 
were fitted by an equation of the form:
From the above equation (dT/dx)x , and therefore from Equation (79) E| was 
calculated. The actual values used in Equation (79) are related to the superficial 
quantities as follows:
In(T-Tj) = A + Bx + Cx2 (80)
U sg -  Uga^g
U „ = U „ ( l - f g )
E l = E , a ( l - f g )
(81)
Aoyama et al (1968) used the differential form as:
d ln(T -T„) Us, 
dx
(82)
The slope of the line In(T-To) versus x determines Ej. In the above mentioned 
methods, the value of (dT/dx) at x=0 is assumed to be zero and the temperature at x=0
to be the same as the inlet temperature of the liquid to the column. However, it should 
be mentioned that the above assumptions are not correct.
3.2.2.1 Formulation of heat dispersion method
By writing a heat balance around an element according to the Figure (12) for co­
current flow of gas and liquid we obtain:
G as o u tle t L iq u id  o u tle t
Heating element
x = L
x+dx
x + d x
M/
x = 0
G as in let L iq u id  in let
Fig. 12 Diagram showing elemental heat balance
U C .E , + ^ ( l - £ g) + V e) p - ( A U slCpl + p gUsgCpg) g - ( H . L  + AHv)=  0 
(Cpitfi1- £ g)+ C pg/Jgffg) ^
In the above equation H.L and AHV are the rate of heat loss per unit volume to the 
surroundings and the rate of heat for vaporization of the liquid. The initial and 
boundary conditions for the solution of the above equation are as follows:
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T(x,0) = T0
T(L,t) = TL (84)
T(0,t) = Ti
X ,( l - e ) + A s
E ,+
AC. ÔT
U sl + y
AC,
dx
Sg
= T :-T .
x=0
In the above equations Tj is the inlet temperature and is assumed to be time dependent, 
and Ti is its time average value. Changing the variables to a dimensionless form as:
0 = T - T«
Tl - T 0
r  = l  : X = ü (85)
E, +
a 2 =
$ =
^ ~ £g) + ^ g£c
Cp\P\
1 + (w -  l)£G
Us.+ w U sg t0
w =
l + ( w - l > G L
(h .l + v .l V
/A C p . t0 
l + ( w - l ) f G Tl - T 0
^g^pg
Pfin]
(86)
The final form of the equation becomes:
Gd# ^ d^
a  — ------- C = —
dX' dX  ^ dr
(87)
The initial and boundary conditions become:
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0(x,o) = o
ô {\,t ) = \ 
0(O,T)=0i
' 6) 6X
(88)
x=o
Where 0i is the time average of ^  . Then the final form of the solution of the equation 
becomes:
,  \  -  C  (  C  - V - e x P v ^ 26(X,r) = yi- - X  + (l + - - 6 ij - r _ ^ +
exp
i9(x-%) ^  An Sin(n^X)exp(- (nna)2 t)
n =1
(89)
Where An is defined as:
A = 2
«9/
3s
2 e '
r ~,— —-co tan h
21+ (n^-)2 V//
- 0 t - 2 -
1 + a ■ft
1-expV /ft
n ^ - C o s ( n ^ )S in h (^  :
(90)
For steady-state conditions the solution of the heat balance equation becomes:
T-Tj
Tl -T ,
= exp u ,
vE ,
( x - L )
(91)
Therefore, the slope of the line of In(T-Tj) versus x determines E | . Figure (13) shows 
a typical calculation of dispersion coefficient using Equation (91). The method of 
measurement of E\ using mass dispersion is discussed in Appendix A. It should be 
mentioned that good insulation of the column in data reduction is of major 
importance.
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Fig. 13 Typical temperature variations along column height
3.2.3 Heat transfer coefficient
The heat transfer coefficient is defined according to:
a  =
0 /  (92)
/A
( X - T j
The heater rod used for the present measurements had the following values o f X/s: 
(X/s), = 10054 W/m2 K (X/s)2 = 10587 W /m 2 K (X/s)3 = 10661 W /m 2 K
The values of X/s are determined by calibration of the heater according to the 
procedure outlined in Appendix B.
3.3 E rro r Analysis
The experimental errors for the measurements are as follows (as reported by the 
manufacturers):
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error of approximately ±0.2 K in the temperature measurements
an error of approximately ±5% in the measurement o f heat flux
error of about ±1.25% for the measurement of air flow rate in bubble 
formation
an error of about ±2% for the measurement o f air and water flow rates to 
the bubble column
Using the guidelines of the ASME Journal o f Heat Transfer Editorial Board (1993) 
(see Appendix C), the uncertainty of the measurements is estimated as follows:
The bias limit for bubble size measurements is ±2.3% and its precision limit is ±2.7%. 
Therefore, the calculated uncertainty for bubble size measurement becomes ±3.5%.
For gas holdup measurement, the measurement of liquid height in the manometer is 
done to the nearest millimeters. Therefore the bias limit for gas holdup is ±0.1%. The 
precision limit for gas holdup measurement is ±3.6%. Therefore, the uncertainty in 
gas holdup measurement becomes ±3.6%.
The bias limit for dispersion coefficient measurement is ±5.4% and the precision is 
±9.5%. Therefore, the calculated uncertainty becomes ±10.9%.
For the measurement of heat transfer coefficients, the largest experimental errors 
occur for the smallest temperature difference. The smallest temperature differences 
are found at heat flux of 10 kW/m2. The bias limit for these measurements is ±5.5% 
and the precision limit is ±8%. Therefore, the uncertainty in the measurement o f heat 
transfer coefficients becomes ±10.7%.
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4. Neural network analysis
In recent years, there has been an increasing interest in studying the mechanisms and 
structure of the brain. This has led to the development o f artificial neural network 
computational models for solving complex problems. The ability of a neural network 
to approximate any complex functional relationship makes the selection o f a suitable 
regression equation for particular application unnecessary. Artificial neural networks 
are inherently parallel and have the capability to learn non-linear relationships, which 
may exist between a set of inputs and outputs.
The design of a supervised neural network may be pursued in a variety of ways. 
Multilayer feed forward neural networks are the most popular ones. They have already 
been used as a tool to model and simulate various chemical processes (e.g. Shaw et al. 
(1997)). Ungar et al. (1990) pointed out that the limitations of these networks are their 
slow learning (large number of iterations before convergence) rapid forgetting due to 
seldom seen exemplars and the lack of first principle knowledge.
A different approach is obtained by viewing the design of a neural network as a curve 
fitting (approximation) problem in a high-dimensional space. According to this 
approach, learning is equivalent to finding a surface in a multidimensional space that 
provides a best fit to the training data. Correspondingly, generalization is equivalent to 
the use of this multi dimensional surface to interpolate the test data. Such a point of 
view is indeed the motivation behind the method of radial-basis functions in the sense 
that it draws upon research work on traditional strict interpolation in a 
multidimensional space.
A comprehensive approach of the foundations of the neural networks can be found in 
the recent book of Haykin(1999).
4.1 M ultilayer Perceptrons
An important class of neural networks are multilayer feedforward networks. Typically, 
the network consist of a set of sensory units (source nodes) that constitute an input 
layer, one or more hidden layers of computation nodes and an output layer of 
computation nodes. The input signal propagates through the network in a forward
direction, on a layer-by-layer basis. These neural networks are commonly referred to 
as multilayer perceptrons (MLP).
Multilayer perceptrons have been applied successfully to solve some difficult and 
diverse problems by training them in a supervised manner with a highly popular 
algorithm known as the error back-propagation algorithm. This algorithm is based on 
the error-correction learning rule. Figure (14) shows the architectural graph of a 
multilayer perceptron with two hidden layers, and Figure (15) depicts a portion of the 
multilayer perceptron and the direction of basic signals. In this network, two kinds of 
signals are identified:
a- Function signals: A function signal is an input signal that comes in at the 
input end of the network, propagates forward (neuron-by-neuron) through 
the network, and emerges at the output end of the network as an output 
signal.
b- Error signals: An error signal originates at an output neuron of the 
network, and propagates backward through the network. Such a signal is 
referred to as an “error signal” because its computation by every neuron of 
the network involves an error-dependent function in one form or another.
4.1.1 The back propagation algorithm
The back propagation algorithm learns to recognize and reproduce patterns in an 
iterative process whereby its weights are adjusted in order to minimize a selected error 
criterion. Starting from a random weight state the following computations are 
performed:
1. The output of the network is evaluated (forward pass).
2. The error is calculated (error or objective criterion).
3. The weights are adjusted (backward pass).
These computations are repeated until some pre-defined stopping criterion has been 
satisfied. The back-propagation algorithm is also known as error back-propagation or 
the generalized delta rule.
Input
laver
First
hidden
layer
Second
hidden
layer
Output
layer
Fig. 14 Architectural graph of a multilayer perceptron with two hidden layers
Function signals
*<•.......................  Error signals
Fig. 15 Illustration of the directions of two basic signal flows in a multilayer perceptron
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The functions of the nodes of either input layer, hidden layer or output layer are shown 
in Figure (16). If the node is in the input layer then its function is simply to transmit 
the received single external input to all nodes o f the next layer. This can be written as:
Yk=%k (93)
Bias, 0k
X,
Summing
Junction
Output
Inputs Weights
Fig. 16 The function of a node
The function of any other node is to receive a number of inputs, sum the weighted 
inputs plus the bias, non-linearly transform the sum and finally broadcast the output 
either to nodes of the next layer or to the environment. Hence the output o f the /th 
hidden node can be written as:
h i = Z Ykw ki+0i
Y, — p(h, )
(94)
(95)
The output of the m output node can be written as:
h m = Z Y , w lm+5n (96)
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Ym = p ( h J (97)
The error criterion, denoted by e, is simply half the sum of the squared difference 
between the actual outputs of the output nodes o f the network (Ym) and the desired 
outputs (dm) as given by:
e = 0 .5 * ^ ( d in- Y j 2 (98)
m
e,„, = X >  (99)
P
Since the intention is to minimize e which depends on the weights and biases, the 
back-propagation algorithm implements a gradient steepest descent search in order to 
locate the proper weights and biases. The usual gradient descent algorithm suggests 
that each weight must be changed by an amount proportional to the descent of the 
error criterion at the present weight location. This can be symbolized as:
w":" = w°w + Vw°w (100)
The gradient Vwold can be found using:
Vw0,d = - n - de (101)old5w
The partial derivatives are used to determine the gradient and n (known as the learning 
rate) determines the step size the descent takes. The whole equation is negative since 
the error is to be reduced.
First we concentrate on weights on the connections between the hidden and the output 
layer. One generic node weight is considered at a time, hence certain summations will 
be dropped.
Then:
de (102)VW|m = - n
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The partial derivative can be written as:
de _ de dhm (103)n-
5 w im 9hm 9wlm
Since:
hm = Y 1w lm+ y m (104)
Hence:
9hm = (105)
9w lm
Also we can write:
de _ de dYm (106)
9hm aYn dhm
(1°7)5h.
Where <pz indicates the derivative of the function <p. The left side o f the Equation (107) 
can be found as follows:
e = 0.5(dm- Y j  (108)
Hence:
f  = - ( dm- Y j  <109)
Therefore the gradient is given as:
Vwlm=n( dm- Y > ' ( h m)Yl (110)
The term (dm-Ym) ^ z(hm) is usually referred to as the delta (5) term.
In a similar procedure, for the input layer and the hidden layer we have
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Vwkl =nZ(dm _YmV'(hmKm!»'(hl)Ykm ( i l l )
Where the term Zm(dm-Ym) (p "(hm)wim(p '(hi) is the delta term for this layer. Hence, the 
'generalized delta rule’ is generally given by:
Where n is the learning rate, 8 is the ‘delta’ term representing the error and x 
represents the incoming inputs to a particular node. Notice that the same form applies 
for the thresholds with x being omitted since it is always one.
The activation function ^(h) used in these equations can be defined as sigmoid 
function or hyperbolic tangent as follows:
4.2 Radial basis function
Powell (1985) surveyed the early work on radial basis function neural networks, 
which presently is one of the main fields of research in numerical analysis. The 
construction of a radial basis function network in its most basic form involves three 
entirely different layers. The input layer is made up o f input nodes. The second layer is 
a hidden layer of high enough dimensions, which serves a different purpose from that 
in multilayer perceptron. The output layer supplies the response o f the network to the 
activation patterns applied to the input layer. In contrast to the multilayer perceptron, 
the transformation from the input space to the hidden layer space is nonlinear, whereas 
the transformation from hidden layer space to the output space is linear.
The interpolation problem, in its strict sense, may be stated as follows:
For a set of N different input conditions {Xj e  91p | i= l to N } and a corresponding set 
of N real numbers {dj g 9Î1 | i= l to N } obtained from experiments, find a function 
F: 91n->9V that satisfies the interpolation condition:
Vw°w =n<?x (112)
(113)
<p(h) = a- tanh(bh) (114)
60
F(xj) = di i = 1 to N (115)
The radial basis function technique consists o f choosing function F such that (Powell 
(1988)):
F (x) = ^ w i^ ( | | x - x i | )
(116)
i=l
Where { <p(|| x-xjl ) | i  =1,2,....,N} is a set o f N arbitrary (generally nonlinear) 
functions known as radial-basis functions. The known data points Xje9?p, i= 1,2,...,N 
are taken to be the centers o f the radial-basis functions. A set of simultaneous linear 
equations for the unknown coefficients (weights) o f the expansion w; can be obtained 
by substituting Equation (116) into Equation (115)
<E> w  =  d (117)
where ® is the interpolation matrix with element (pjj:
<I) = {(9ji|j.i = 1 to N (118)
and
Piji = H x j - X i  )
d -  [ d , , d 2, .............. d N ] T
W = [ w , , w 2............. w N]
(119)
(120) 
(121)
cp(.) is an arbitrary nonlinear function known as radial basis function, which can be 
Gaussian (122), inverse multiquadrics (123) or multivariate spline (124) basis 
function.
<p{x) = exp
2(t2
(122)
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<p(ï)= (123)
ÿ>(r)= r2 ln(r) (124)
Providing that the data points are ail distinct, the matrix O is definite. Therefore, 
Equation (117) can be solved for weight vector w:
In practice, some of the experimental data points may be identical or very close to 
each other, therefore, matrix O would be singular or very close to singular and, as a 
consequence, Equation (125) can not be solved. For these conditions, regularization 
theory can be used to stabilize the solution of equation (117) by perturbing matrix O 
to O+X.1. The principle of the regularization theory is finding the function F(x) which 
minimizes the cost function Ç(F) defined by:
Where X is regularization parameter, ÇS(F) and ÇC(F) are the standard error and 
regularization terms, defined as (Poggio and Girosi (1990)):
Using the Green Function Theorem (Poggio and Girosi (1990)) the minimization 
solution of Equation (126) yields:
(125)
£(F) = £ ( F )  + ^ C(F) (126)
(127)
£ ( F )  = 1||PF||2
N (128)
F(x) = Ê w iG (x;x i)
i= l
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Where:
0 2 9 )
In matrix notations Equations (128) and (129) become:
F = G w  (130)
and
w = l ( d - F )  (131)
G(x;xj) are Green’s functions centered at Xj , i= l to N. These functions depend only 
on the Euclidean form of the difference vector (x -X j) as defined by:
G(x;xi) = G |x - x i|) (132)
Eliminating matrix F between Equations (130) and (131) and rearranging terms, 
yields:
(G + /ll)w  = d (133)
The solution of the above linear system for the unknown weight vector, w, and 
appropriate value of regularization parameter X yields:
w  = (G+a)"'d <134)
In such a case, the regularization solution of Equation (128) reduces to:
4.3 Neural network application
Because of the advantages of neural networks, such as filtration capacity o f noisy data, 
handling high nonlinearity between the effective variables, and the ability to handle 
multiple-input and multiple-output of the systems, etc., they are used in predicting 
hydrodynamic parameters in this research.
Radial Basis Functions are used in designing the networks and it was developed in three 
phases:
1- The training or learning phase in which a set of known input-output patterns 
are presented to the network. The weight and bias factors are adjusted 
between the nodes until the desired output yields.
2- The recall phase during which the network is subjected to a wide array of 
input patterns seen in training and adjustments are introduce to make the 
system more reliable and robust.
3- The generalisation phase in which the network is subjected to input patterns it 
has not seen before, but whose outputs are known, and the system's 
performance is monitored.
Input and output variables in designing the networks were used in the form of 
dimensionless numbers. Selection of input and output variables and the data set for 
training is carefully done to cover the whole range of variables, since neural networks 
extrapolations is not reliable. The data bank for the parameter under study is divided into 
two sets. A large set is for training the network, and the remaining part for its 
generalisation.
In this research neural networks are not used individually. They are used to assess the 
effect of different variables, and their results are used in conjunction with other modelling 
techniques to introduce suitable correlations for prediction of hydrodynamic parameters. 
Variation of the output of the network with each input variable is computed by changing 
the specified variable while other variables are kept constant. These generated data are
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used to appraise the effect of each input variable on the output of the network. Non-linear 
curve fitting of the output results of the network and also of the data bank with the 
effective variables are then used to fit the constants of the correlation.
Neural network computations are carried out using MATLAB software. This programme 
is capable of performing training and generalisation together or individually. In the 
training step of the network, program starts with one centre and calculates the total output 
error. The computation is continued by increasing the number of centres and recording 
the output error. The stopping criteria for this program can be the pre-defined number of 
centres or the level of output error. The desired output error, the maximum number of 
centres and also the spread of the activation function may be fixed for these 
computations.
In order to find the optimum number of centres in training phase of the network, its 
output for unseen data (generalisation) is compared with their measured values and the 
error is drawn against the number of centres used in training. The minimum error shown 
in these plots suggest the optimum number of centres.
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5. Experimental results and discussion
5.1 Bubble formation
5.1.1 Measurements
Experiments are carried out with the system Air and Water and also with Air and 
Alcohol Solutions of various concentrations. Two different regimes are distinguished 
with increasing gas flow rate through the orifice. At low gas flow rates the bubbling 
regime is observed in which bubbles form with almost constant size. The frequency of 
bubble formation increases with increasing gas flow rate. With a further increase in 
the gas flow rate a state is reached where the bubble frequency becomes almost 
constant and the size of bubbles increases. In this state the bubble volume increases 
and the bubbles forming at the orifice are still in contact with the previously formed 
bubbles. The bubble formation at low and high gas flow rates is illustrated in Figure 
(17).
At even higher gas flow rates the bubbling regime changes to a jetting regime. In this 
regime a jet of gas is formed inside the liquid phase and subsequently breaks up into 
bubbles o f various sizes. The transition from bubbling regime to jetting regime is 
defined by the critical Weber number, the value of which is reported to be between 2 
to 4 by different investigators (e.g. Gaddis and Vogelpohl (1986), Rabiger (1984), and 
Scheel and Meister (1968)).
Due to the importance o f bubble size in bubble column reactors, bubble formation at 
multiple orifices is also studied. A set up of three orifices with 1mm diameter was 
installed in a triangular pitch of about 2cm. Two different regimes can be 
distinguished if the gas flow rate is increased gradually from zero in this set up. At 
low gas flow rates the bubbly flow regime is observed in which bubbles formed and 
detached in quick succession at the tip of the orifice. The detached bubbles travel 
upward in a helical path without any major collision or coalescence. In the turbulent 
flow regime, strong convective motions cause interaction between bubbles, which 
leads to the formation o f large bubbles. The coalescence o f bubbles and the 
appearance of large bubbles are shown in Figure (18).
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Fig. 17 Bubbles from a single orifice at low and high flow rates
Fig. 18 Bubbles from a triple orifice at low and high flow rates
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Figures (19) to (22) depict the results for the Air- Distilled Water system, showing the 
effect of liquid height and orifice diameter on bubble size. Comparing these data it is 
obvious that the liquid height on the orifice (submergence) has no significant effect on 
the bubble diameter and can hence be ignored. Some o f the important correlations 
available are also shown in these graphs in order to compare them with the results. As 
can be seen most of the equations have large deviation at lower gas flow rates which 
is due to ignoring the surface tension effects. At higher gas flow rates where the 
viscosity of the liquid phase is the important parameter, considerable deviation is also 
observed. Among these correlations, the correlation o f Gaddis and Vogelpohl (1986) 
predicts the experimental results with an acceptable level o f error.
The results of all Air-Distilled Water measurements are compiled in Figure (23). By 
comparing these data points it can be concluded that an equation with the general 
form of Vp=a Qb does not fit the experimental results for the whole range o f gas flow 
rates. Especially at very low gas flow rates the bubble volume does not approach zero 
as calculated with this form of equation. Therefore, the effect of orifice size, surface 
tension and viscosity of the liquid phase should also be considered.
The effect of orifice diameter on bubble size can be deduced from Figure (24). As 
shown from the experimental results in this figure, increasing the orifice size causes a 
nearly linear increase in bubble diameter.
Figures (25) to (30) show the bubble size variation for solutions of different alcohols 
with various concentrations. Addition of alcohol to water mainly affects the surface 
tension, but density and viscosity of water do not change considerably. Alcohols when 
added to water behave like hydrophobic materials and tend to accumulate at the 
interface. This tendency for accumulation at the interface increases as the carbon chain 
length increases and the polarity of the solute molecules decreases. Therefore, as 
indicated in these figures, addition of alcohol to water reduces the bubble size slightly, 
and the extent of reduction is more pronounced at higher concentrations, and also for 
higher molecular weight alcohols. Particularly, at low flow rates where the surface 
tension effect is predominant, the bubble size is reduced more. Figure (30) compares 
the effect of different alcohols with the same concentration and at the same orifice 
diameter.
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The effect of the addition of salts such as potassium chloride on bubble size is shown 
in Figure (31). The average bubble diameters formed in potassium chloride solutions 
are larger than those observed in pure water especially at lower flow rates. This trend 
is due to the increase in surface tension of water by addition of the potassium chloride. 
Water-soluble salts such as potassium chloride dissociate completely in water forming 
potassium and chloride ions. Directly after bubbles are formed the concentration of 
ions at the interface is the same as in the solution, and a considerable increase in 
surface tension is expected. However, a cluster of water molecules surrounds each ion 
and these ions are strongly rejected from the interface to the bulk of the solution. 
Hence, the surface tension only slightly increases resulting small increase in the 
bubble size.
Temperature is another important operating variable that affects the bubble diameter, 
mainly due to the change in the physical properties of the liquid. In order to study the 
effect of temperature on bubble size, various measurements at different temperatures 
were performed and the results are shown in Figure (32). By increasing the 
temperature in these experiments, both viscosity and surface tension are reduced but 
vapor pressure is increased. Therefore, by increasing the temperature viscosity and 
surface tension tend to decrease the bubble size, but vapor pressure will tend to 
increase it. In the temperature range in which these measurements are carried out these 
effects compensate each other. Hence, in the range of 25 to 60 °C for the system of 
air-water, the bubble size is not much affected. But at higher temperatures, especially 
above 90 °C, the vapor pressure of water increases rapidly and this is expected to 
increase the bubble size considerably if the gas is not presaturated.
5.1.2 Correlation of data
The mechanisms of bubble formation are very complex and involve the physics of 
heterogeneous bubble nucléation on the tip of the orifice, the chemistry of two-phase 
and triple-phase interfaces, and the hydrodynamics of local two-phase flow. Suggested 
methods of modeling the bubble formation are lengthy and the derived equations are 
either complicated requiring an iterative procedure or exhibit large deviations in 
comparison with the experimental results. Therefore, searching for a new method in
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correlating the experimental results that encompasses all the effective variables in a 
simple form with an acceptable level of error is beneficial.
5.1.2.1 A new correlation for the bubble detachment diameter
The main variables identified for the diameter of bubbles formed on orifices 
submerged in the liquid can be expressed in the following functional relationship:
d b = F(d0’Q>P|,A|,O',g) (136>
In terms of dimensionless groups Equation (136) can be written as:
^ -= G (B d ,G a ,F r )  (137)
Equation (137) is complex and exhibits strong non-linearity. A regression approach 
may have been adopted; however, the selection of an appropriate general regression 
equation would be problematic.
5.1.2.2 Neural Network application
For the case of bubble formation with three input variables (Bd, Ga, Fr) defined by 
vector x and one output (db) the architecture of the network can be seen in Figure 
(33).
This network is obtained from the expansion of Equation (135) in terms of Green’s 
function G(x;xj) centered at Xj . It consists of three layers, which are input layer, 
hidden layer, and output layer. The number of nodes of input layer is equal to the 
dimension of the input vector x, in this study it is equal to three. The hidden layer is 
composed of nonlinear units that are connected directly to all of the nodes in the input 
layer. There is one hidden unit for each data point x;, i=l to N, where N is the number 
of training data. The activation functions of individual units in the hidden layer are 
defined by Green’s functions. The output layer consists of a single linear unit and its 
output is the bubble diameter. The only parameters that need to be trained in this 
network are the linear weights in the output layer. Equation (134) can be used to
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obtain weight vector, w, for a specified output vector d, which contains all bubble 
diameters of the training data set.
First the available experimental data sets are randomly partitioned into two sets. 
About one hundred data are set aside to be used for testing the network integrity and 
robustness after training. The remaining data are used to train the network by solving 
Equation (134) for the unknown weight vector. Once the weight vector is calculated, 
the most important remaining task is to determine how well the network performs at 
the completion of the training. Checking the performance of a trained network 
involves the following two main criteria (Baughman and Liu (1995)):
(1) How well the neural network recalls the output vector from the data set 
used to train the network
(2) How well the network predicts responses for test data sets that were not 
used in training (i.e. generalization of the network)
Figure (34) shows the variation of Sum of Squared Error with the number o f centers 
used in training the data set. As can be seen with increasing the number of centers in 
training the network, the error decreases rapidly for the first 50 centers to a value of 
about 600. The error is then gradually decreased to a value of about 30 with about 470 
centers. Increasing the number of centers causes a sudden decrease in the sum of 
squared error to 5 for 500 centers. The sum squared error for the network does not 
change appreciably for the number of centers greater than 500.
Network performance is strongly dependent on the number and the position of centers 
used in training. The data set for training the network should be selected carefully to 
cover the whole range of the variables since the network predictions for extrapolation 
is not reliable. Figure (35) depicts the variation of the sum squared error for the test 
data set against the number of centers used in training the network. As can be seen the 
sum squared error in this plot is decreased by increasing the number of centers in the 
training. It passes a minimum which provides the optimum number of centers for 
training the data set. Choosing the number o f centers above this minimum lowers the 
error in training o f the network but its error for prediction of the test set increases. 
This is due to overfitting of the data by the network.
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5.1.2.3 A general parametric correlation
Since the measured data are limited, the trained network can be used to generate 
systematical data. These data can then be used to develop an approximate parametric 
correlation covering the whole range of physical properties and gas flow rates for 
which the network has been trained. Figures (36) and (37) are typical generated data 
showing the effects of surface tension and viscosity on bubble diameter.
In order to correlate the results, the data can be separated into three parts, based on the 
gas flow rate. The first part is for low gas flow rates, in which surface tension is the 
important parameter. The second part is for intermediate flow rates in which both 
surface tension and inertia of the gas phase are important, and the third part is for high 
flow rates, where the inertia has a considerable effect.
With the aid of dimensional analysis, the results of each part are correlated with the 
appropriate dimensionless number. At low flow rates, the Bond number, which 
incorporates the surface tension effects, is applied. Froude number and Galileo 
number are applied for the intermediate flow rates. At high flow rates the Froude 
number is used for correlating the results. These dimensionless numbers are as 
follows:
The results of the three parts are superimposed, and the final equation is developed as 
follows:
Fr
gdo 
Bd = - ^ i
(138)
cr
k
(139)
The constants used in Equation (139) and their curve-fitted values are as follows:
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Constant Standard error Coefficient o f  variation(% )
a=1.71 2.987x10"2 1.75
b=0.36 8.573xl0"3 2.38
c=2.1 4.918xl0"2 2.34
d=0.13 3.383xl0"3 2.6
e=0.12 3.343x1 O’3 2.78
g = 1 .2 9 1.836x1 O'2 1.42
h=0.17 1.83xl0"3 1.08
k=3 1.547x10"' 5.11
The value of the coefficient of variation is the value of the standard error divided by 
. the constant as percent. As can be seen all the constants are fitted with a very good 
accuracy. The method of Levenberg-Marquardt was used in the regression analyses in 
this work. The value of k=3 has been used because it has been recommended by 
several authors (e.g. Jamialahmadi et.al.(1994)). The good fit with k=3 for the present 
data may indicate that bubble volume rather than bubble diameter is actually 
correlated.
Figure (38) shows the predicted values of Equation (139) against the experimental 
results. Figure (39) to (41) show predicted values by the equations of Gaddis and 
Vogelpohl (1986), Davidson and Schuler (1960), and Kumar and Kuloor (1967), 
respectively.
Equations of Davidson and Schuler (1960), and Kumar and Kuloor (1967) show 
I considerable deviations from the experimental results. This confirms the previous 
i discussion that these equations ignore the effect of system and operating conditions on 
j bubble size, which causes considerable error.
The equation of Gaddis and Vogelpohl (1986) and the present work show good 
agreement with the experimental data, while the data of Rabiger (1984) show high 
deviations in both cases. The equation of Gaddis and Vogelpohl (1986) fits the data 
with a mean absolute error of 3.8% and its maximum deviation is 20%, whereas the
81
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mean absolute error for the present work is 2.5% and its maximum deviation is 19%. 
Especially at higher flow rates the deviations of the data points with the values 
predicted by the present work is very small in comparison with the other correlations.
Both the equations of Gaddis and Vogelpohl (1986) and the presented work are in 
equally good agreement with the experimental data. The calculated error from each 
equation is within the experimental error, although the derivations o f the equations are 
not identical.
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5.2 Gas hold-up
5.2.1 Experim ental results
Gas hold-up was measured for batch and co-current flow at various liquid flow rates. 
The results of these investigations are shown in Figure (42). Increasing the superficial 
liquid velocity causes a decrease in gas hold-up in co-current flow. The reason is that 
by increasing the liquid flow rate the mean velocity of the swarm of bubbles increases, 
which lowers the gas holdup. The extent o f hold-up decrease at low liquid flow rates 
is not significant.
The measured effect o f temperature on gas hold-up is shown in Figures (43) and (44). 
Increasing the temperature first decreases the gas holdup, but further increase in 
temperature causes an increase in gas holdup. The formation of large bubbles, 
especially near the sparger, due to increased coalescence during the experiments was 
observed. The main cause o f the initial gas holdup decrease is due to these large 
bubbles which ascend more rapidly than the smaller ones. This trend is in agreement 
with the data o f Saxena et al. (1992). However, the results o f Zou et al. (1988) and 
Wilkinson et al. (1992) show a uniform increase in gas holdup with increasing 
temperature. The reasons that cause such different trends with respect to the effect of 
temperature change on gas holdup in bubble columns can be explained as follows:
The temperature-related parameters affecting the gas hold-up are mainly physical 
properties of the gas and liquid. Increasing temperature lowers density, viscosity and 
surface tension of the liquid, but its vapor pressure is increased. Changes of vapor 
pressure are small at lower temperatures, but they become high when the temperature 
approaches the boiling point o f the liquid. Increasing temperature causes the 
generation of smaller bubbles during their formation at the orifice as a result o f 
lowering both viscosity and surface tension. It also increases the breakup rate of the 
bubbles in the swarm of bubbles (Walter and Blanch (1986), Crabtree and 
Bridgewater (1971)) which causes the increase in gas holdup. However, due to lower 
gas and liquid density at higher temperatures and also higher vapor pressure o f the 
liquid the bubble size during its formation is increased. Therefore, the summation of 
the above mentioned effects causes the decrease in gas holdup for small increase of
84
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temperature. But at higher temperatures, especially near the boiling point of liquids, 
the contribution of the vapor present in the gas phase is considerable. This means that 
there is a higher effective gas phase flow rate in the column. Higher bubble breakup 
rates also occurs at higher temperature, hence the gas hold-up obviously increases.
Figure (45) shows the effect of the addition of salt (NaaSCU) and of alcohol (i- 
Propanol) to water on the gas holdup. Salts and alcohols affect the surface properties 
of the aqueous solutions and due to the coalescence inhibiting effect of salts and 
alcohols in these solutions the gas holdup increases. The extent to which gas holdup is 
increased is larger for i-Propanol solutions than for NazSd* solutions. The tendency 
for foam formation of i-Propanol solutions is high and stable bubbly flow is observed 
during the experiments.
According to the previous discussion about the effect of electrolytes on surface 
properties of bubbles, addition of electrolytes to water show a coalescence inhibiting 
effect during their early time of formation. However, transport of ions from interface 
to the bulk of the solution requires a certain time, therefore the coalescence inhibiting 
effect of electrolytes is more pronounced when the bubble life before its detachment at 
the surface of the liquid is short; i.e. the liquid height above the sparger is short.
Addition of alcohols to water lowers the surface tension of aqueous solutions. The 
hydrophobic group of an alcohol becomes aligned with the gas phase and the resultant 
dipole layer suppresses bubble coalescence. Therefore, the extent to which an alcohol 
affects the coalescence behavior of the solution is a function of the alcohol type. The 
size of perforation of the sparger plays an important role with respect to gas holdup 
for these solutions. Gas distributors of small hole size, produce small bubbles that rise 
slowly through the column giving the alcohol enough time to form a coalescence 
inhibiting dipole layer on the surface.
Figure (46) shows gas holdup in the rectangular column in comparison with the 
cylindrical column. These data are in good agreement with the discussion of 
Yamashita and Inoue (1974) and Freedman and Davidson (1969). The maldistribution 
of the gas phase in rectangular columns causes increased coalescence of bubbles and 
forms large bubbles, which ascend more rapidly and decrease the gas holdup. Similar
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to the results reported by Yamashita and Inoue (1974), and Freedman and Davidson 
(1969) gas holdup in the present experiments passes a maximum when it is drawn as a 
function of superficial gas velocity (Figure 46). This is due to the small orifice size 
(1mm) that produces smaller bubbles.
Figure (47) shows the variation of gas holdup with superficial gas velocity for 8.0 cm 
and 15.5 cm columns. As can be seen gas holdup for the smaller column is higher than 
for the larger column. This is because of the wall effects on the velocity of the bubble 
swarm, which causes the change to slug flow regime at a superficial gas velocity of 
about 7-8 cm/s.
5.2.2 Correlation of results
In order to correlate the results of the gas holdup measurements, the experimental 
results of different investigators, together with their correlations are studied. Figure 
(48) and Figure (49) show the predicted and measured values of gas hold-up for 
empirical and semi-theoretical correlations, respectively. The wide discrepancies that 
can be found between experimental results and the predictions of some of the equations 
are probably due to the models failing to take into account the differences between the 
various flow regimes, even though they are clearly identifiable from the experimental 
results. It seems sensible therefore to separate the experimental data on a flow regime 
basis and to use this approach for modelling the gas hold-up. A basis is therefore sought 
for the prediction of the transition between homogeneous and heterogeneous regimes.
The transition from homogeneous to heterogeneous regime is observed at a superficial 
gas velocity between 0.02 to 0.06 m/s. The transitional superficial gas velocities 
reported by various investigators and the geometries of their systems are summarized 
in Table 4. These results show that the transition gas velocity is affected by several 
parameters such as orifice diameter of gas distributor, column diameter, column 
height and physical properties of the liquid phase. It is important to note that the 
hydrodynamics, and the rates of heat and mass transfer in bubble columns are 
substantially different in the homogeneous and heterogeneous regimes. Therefore, it is 
essential to know the range of parameters over which a particular regime prevails and 
the conditions under which the transition occurs.
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The definition o f slip velocity, Us, Equation (26), incorporates the gas and liquid bulk 
velocities and volume fractions while the characteristic velocity Uw, defined in Equation 
(29), modifies the rising velocity of the bubbles by incorporating a term dependent on 
the void fraction to accommodate the interaction between bubbles. An increase of Uw 
relative to Us is likely to be related to changes in bubble size as a result of coalescence in 
the system. It is convenient to define a new function, Uj, based on the difference 
between the characteristic velocity and the slip velocity, to characterise the degree of 
coalescence:
Where Uw1*2 is the characteristic velocity defined by Richardson & Zaki (1954) 
(Equation 29).
A minimum is expected in the value of Uj as Usg passes through the transition from 
homogeneous to heterogeneous flow. Using the definition above, and using one of the 
relationsm Table (1), more than 40 sets of data of hold-up from different investigations 
have been studied. The terminal rise velocity of single bubbles is determined using the 
equation of Jamialahmadi and Mtiller-Steinhagen (1994).
(140)
U,
u shp.u: (141)
Where,
Usp -  ^  r d 2 f  ^  + 
b '  18*
(142)
and
db ( A + P g) 2
(143)
dt> is estimated by using the equation o f Gaddis and Vogelpohl (1986) Equation (17). 
Although this model has been developed for single orifices the results in Figure (50)
(5) Kumor ond Kuloor ( 1970)
(6)Akito ond Yoshido ( 1974)
Models
f 1) Von Krevelen ond Hoftijzer (1 9 5 0 )
Davidson ond Schuler (I960)
(3) Davidson ond Harrison ( 1966)
(4) Goddis ond Vogelpohl (1 9 8 6 )
Experiment
*  Goddis ond Vogelpohl (1986)  
A Jamialahmadi ond
Muller—Steinhogen (1989)
O Koide et ol.(1985)
□  Kotooko et al.(1979)
A  Soxeno et al.(1990)
Present wgrkm m
4 8  12
Superficial gas velocity, USg , cm/s
Fig. 50 Prediction of bubble diameter from various correlations for multiple orifice
c
o
"o
CJ1<D
L_
cn
cri
o
Q)
-Q
3JD
0 . 9 5
0 .9
<D
Ou
(Z)
0 . 8 5  -
0.8
Koide et ol.( 1985)  
Jamialahmadi
Muller—Steinhogen (1 9 9 2 )
Reith et a l . (1 9 6 8 )  
Todt et o l . (1 9 7 7 )  
Freedman and  
Davidson ( 1969)  
Yamashita and  
Inoue ( 1 9 7 5 )  
Present work
P resent work-l_i—1—l-iVnnntiiinrhiriiV^wJ
8  12 16 
Superficial gas velocity, Usg, Cm/s
Fig. 51 Effect of superficial gas velocity on the bubble aggregation
93
show that it can also be used for multiple orifices. Figure (51) shows typical curves of Uj 
for the data of various investigators and for the present data. Figure (52) compares the 
values of transition velocity from experimental measurement of gas holdup with the 
values obtained from the plot of Uj versus superficial gas velocity. It can be seen that the 
transition velocities obtained are in good agreement for all the results cited.
From the present data and previous studies of other investigators, it is obvious that the 
transition gas velocity increases with increasing column diameter. In small diameter 
columns the development of slug flow, in which large bubbles with approximately 
spherical upper surfaces develop, precedes the transition to either chum-turbulent or 
annular flow. However in columns of more than about 20cm diameter, other effects 
come into play. These are probably associated with the inherent instabilities o f the 
upper parts of a spherical surface when the basal diameter is greater than about 12cm. In 
large columns operated with air and water the transition velocity approaches a value of 
about 5.5cm s '. Figure (53) shows how the superficial gas velocity associated with the 
transition in flow regimes depends on column diameter, and how this stabilises to a 
more or less constant value for large diameter columns.
The perforation hole diameter has also an influence on the transition between bubbly 
and chum-turbulent flow. With increasing hole diameter the transition velocity of gas 
decreases reaching a value of about 3cm s*1 when holes are about 2mm diameter, beyond 
which it does not change notably. Figure (54) shows this trend, and Figure (55) shows 
the effect of the pitch of perforation. As can be seen increasing the hole separation 
increases the gas velocity at which the transition from homogenous to heterogeneous 
regime occurs. This again most likely reflects the effects of the enhanced probability of 
coalescence.
The longer bubble residence time in a taller column may increase the extent of bubble 
coalescence. Nevertheless, beyond an initial regime-development section, a bubble 
swarm tends to settle to a stable dynamic configuration in which spaced, relatively 
uniform, bubbles move with similar velocities giving little opportunity for the contact 
that is the essential precursor to coalescence. In practice there is some effect initially, 
and the gas velocity for the transition from homogeneous to heterogeneous flow 
decreases somewhat. This is seen in Figure (56). At higher liquid levels, the liquid
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height has little effect and the gas velocity at the transition has a value of about 2 . 5 - 3  
cm s '1.
Considering each of the flow regimes independently will provide the most satisfactory 
approach to the prediction of gas hold-up since the bubble size distribution and the flow 
of liquid will be controlled by different factors in each regime. Whether the approach 
can be generalised to different physical systems remains to be established.
If the mean rise velocity of gas bubbles in the bubble swarm U*b, is known, the gas hold­
up can be determined from the following equation:
and in heterogeneous flow it increases rapidly with increasing superficial gas velocity. 
However, the terminal rise velocity of a single bubble, Uy is often used as a correlating 
parameter, which depends on the system specifications. The difference between U*b and 
Ub represents the effect of the bubble swarm, which can be defined by sg.
The group (USg/Ub) is related to eg, and can hence be used as a correlating parameter for 
gas hold-up prediction. According to Equation (141) Ub is a function of the bubble size 
and the fluids properties. The bubble size also depends on the fluid properties, the 
orifice diameter at the gas inlet and the gas flow rate. For the prediction of the bubble 
size, the correlation of Gaddis and Vogelpohl (1986), is again used. Therefore, using Ub 
as an indirect correlating parameter relates the effective variables of geometry and 
system properties. After separation of the database for different flow regimes in 
accordance with the previous discussion, measured data of each regime can be 
considered separately. Referring to Equation (27), and using (Usg/Ub) as a correlating 
parameter, the following correlations for each regime are found.
For the homogeneous bubbly flow regime:
(144)
The value of U b under homogeneous flow conditions may vary between 3 and 22cm s 1
Us = U b 0 .7 1 -9 ^  + 7.0
(145)
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which has a maximum error of 21% and an average error of 6%. Figure (57) shows the 
accuracy of the correlation in describing the experimental data.
For the much more difficult conditions in the heterogeneous or chum-turbulent flow 
regime the suggested equation is
u s = u b
f
f l M 0.5 >
0 .0 4 5 -7 .5 ^ + 5 .5 Sg
g
\ l u j )
(146)
This equation has a maximum error of 19% and an average error of 5.5%. Figure (58) 
reflects the general accuracy of the correlation.
About 24 data sets of eight different investigators for the air-water system are checked 
against the prediction of the above correlations, and the good agreement of the 
correlations with the experimental data is shown in the previous figures.
5.2.2.1 Prediction of the Transition Point
The above correlations can be used for the prediction of the transition gas velocity 
between homogeneous and heterogeneous regimes. Simultaneous solution o f Equations 
(26), (145) and (146) gives the gas velocity at which the transition occurs. For batch 
wise contact of air and water, the above equations are solved and the result is as follows:
= 0.204 ^147')
Ub 
£& -  0*2
which is in agreement with the results for orifice diameters of about 1 mm or less and
^  = 0.056 <'148')
Ub 
=  0.12
which is in agreement with the results for orifice diameters larger than 1 mm. The 
transition gas holdup and the corresponding superficial gas velocity observed by 
various investigators for the air-water system are compared with the prediction o f
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these correlations in Table 5. In order to cope with the complexity of the equations, the 
following procedure can be used for the prediction o f transition velocity:
1- Guess the transition gas velocity (USgt)
2- From Equation (17), determine dy, using the geometry o f the sparger and the 
column.
3- From Equation (144), calculate Uy
4- Simultaneous solution of Equations (26), (145) and (146) gives (Uggt) and (Sgt)
5- If (Usgt) obtained in step (4) equals (Usgt) in step (1), then the transition 
velocity is calculated, otherwise, the procedure should be repeated from step (1).
After the prediction of USgt and comparison with USg the gas hold-up can be calculated. 
Depending on the value of Usg , Equations (145) or (146) together with Equation (17) 
should be solved, in order to find the gas hold-up.
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Fig. 58 Comparison of measured gas holdup with values calculated for heterogeneous flow
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5.3 Liquid phase dispersion
5.3.1 Experimental results
Backmixing in the liquid phase is a major effect determining the performance of bubble 
column reactors and a phenomenon that considerably complicates scale-up. This 
complication is mainly due to the flow structure of the gas and liquid phases in these 
columns.
Figure (59) shows the temperature profile in the radial direction of the column. As can 
be seen the temperature across the column cross-section is almost uniform and its 
maximum deviation is ±0.2 °C. Therefore, measuring temperature at only one point and 
taking it as the bulk temperature does not generate any considerable error. The presence 
of such an even temperature distribution is due to the high rates of dispersion in bubble 
columns.
Formation of staggered circulation cells as shown in Figure (60) has been observed 
during the experiments. The flow structure in the column is such that the large gas 
bubbles move in a spiral shape path along the central axis of the column, and the down 
coming liquid moves near the column walls. The flow structure and position of the 
circulation cells is not stable and changes intermittently with time. The instantaneous 
velocity profile across the column cross section is not symmetrical and both its value 
and direction change with time which has not been considered in most of the other 
investigations.
The circulation models suggested by Joshi and Sharma (1979) and by Zehner (1982) do 
not agree with the above-mentioned observations. Recently, several investigations are 
carried out utilising Laser Doppler Velocimeters and also computational flu id  dynamics, 
to confirm the above observations (e.g. Groen et al (1996), Lin et al (1996), and Millies 
and Mewes (1995)).
As discussed in the previous sections, there are some contradictions between the results 
of dispersion measurements of different investigators. The main differences are in the 
trend of the dispersion coefficient change with superficial gas velocity, effect of
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superficial liquid velocity, and some geometrical parameters such as the size of 
perforation of the sparger, liquid height, etc.
Figure (61) to Figure (68) show the data of different investigators plotted together with 
the suggested correlations. As can be seen the agreement between the suggested 
correlations and available data is not good.
Figure (69) shows the variation of measured dispersion coefficient with superficial gas 
velocity for different superficial liquid velocities. It is obvious that in the range of these 
measurements the liquid phase velocity does not have a considerable effect on 
dispersion coefficient in the turbulent regime, and that this effect is limited to the bubbly 
flow regime. Figure (70) shows the variation of the dispersion coefficient with liquid 
phase velocity for different superficial gas velocities. It can be seen that liquid velocity 
only affects the dispersion coefficient at low gas flow rates, and that its effect diminishes 
as the gas superficial velocity has reached the turbulent state, because the circulation 
velocity in the turbulent regime is so high that the superficial liquid velocity can be 
ignored. These data are in good agreement with the data of Badura et al. (1974). 
However, in contrast, Eissa and Schugerl (1975) reported a considerable effect of liquid 
phase velocity on the dispersion coefficient. The effect of superficial gas velocity is 
more pronounced in the bubbly flow and transition flow regimes, and its effect becomes 
less important at high superficial gas velocities, i.e. chum-turbulent region.
Figure (71) shows the effect of hla^SO^ and i-Propanol addition on the dispersion 
coefficient. Comparing the results for electrolyte solution and for distilled water in this 
figure shows that addition o f salts to water causes an increase in dispersion coefficient 
which is more important in the homogeneous regime. After transition to the turbulent 
regime, the dispersion coefficient becomes similar for both liquids, and the superficial 
gas velocity does not change its value considerably.
Addition of i-Propanol to water increases the dispersion coefficient and this effect is 
seen in bubbly flow. At higher gas flow rates a point is reached where the dispersion 
coefficient is reduced. This is due to the formation of stable bubbly flow and the 
tendency of the system towards foam formation. Wilkinson et al. (1993) reported a 
similar situation for bubble columns operating under high-pressure conditions.
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Figures (72) to (74) show the variation of dispersion coefficient together with the 
variation of gas hold up against the superficial gas velocity. As can be seen the variation 
of dispersion coefficient is closely related to the variation of gas holdup. It seems that 
the dispersion coefficient may be correlated with the gas phase hold up. The dependency 
of the dispersion coefficient and of the gas hold up behaviour can be seen in the data of 
many investigators. Dispersion coefficients shown in Figure (72) for i-Propanol solution 
pass a maximum. Tendency of the system for foam formation is observed at the 
superficial gas velocity where this maximum occurs. Therefore, increasing the 
superficial gas velocity causes the formation of excessive foam, which reduces 
dispersion in the column.
5.3.2 Modelling of the dispersion coefficient
Since the reported data of various investigators include many data points with high 
experimental error a neural network program such as that discussed in section 5.1.2.2 
may be used to generate systematical data. These data which take into account all system 
variables, can then be used to develop an approximate parametric correlation covering 
the whole range of physical properties and operating variables. Figure (75) shows the 
variation of the error encountered in the training of the network. The variation of error 
for the test data set with the number of centres used in training the network is shown in 
Figure (76). As can be seen this system shows multiple minima which is due to the high 
nonlinearity of the system. The true minimum for this system is for 70 centres. 
Typically, Figures (77) and (78) show the variation o f liquid phase backmixing with 
liquid phase velocity and column diameter according to the generated data. A few 
experimental results are included in these figures to demonstrate the plausibility of the 
RBF outputs. Fr and Usi/USg are used as the input variables and Bo as the output variable.
Studying present data as discussed in the previous section and the data of other 
investigators show that the dispersion coefficient is strongly dependent on the column 
diameter and on the superficial gas velocity and also on the bubble characteristics and 
orifice diameter. As implied in Figures (72) to (74) gas hold up can provide a useful 
guide for predicting dispersion coefficients. Above an orifice diameter of 1-2 mm the 
dispersion coefficients are not significantly affected by the sparger design. Comparison
110
El 
(m 
/s)
0.04
□ □
□ □
0.03
E 0 .02
0.01
♦  Distilled water 
□  Na2S 0 4- 0.1M 
A i-Propanol-1 wt%
0
0 0.02 0.04 0 .0 6 0 .0 8 0.1 0.12
u sg (m/s)
Fig. 71 Effect of addition of surfactants on dispersion coefficient
0.04 0.5
0.4
0.03
0.3
0.02
0.2
0.01
Foaming 0.1
□  Gas holdup 
♦  Dispersion coefficient
0 0
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
USg (m/s)
Fig. 72 Dispersion coefficient and gas holdup for iso-Propanol solution
111
Ga
s 
ho
ld
up
(s/ 
m) 
Ig 
(V
jU
1) 
13
0.04
□  Gas holdup 
♦  Dispersion coefficient
0.03
0.02
0.01
0
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Usg (m/s)
Fig. 73 Dispersion coefficient and gas holdup for distilled water
0.04 0.35
Ug,=0.0071 m/s
♦  ♦♦  ♦0.035
♦ ♦ 0.3
0.03
0.25
0.025
0.2
0.02
0.15
0.015
0.10.01
0.050.005 □  Gas holdup 
♦  Dispersion coefficient
0
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Us,  (m/s)
Fig. 74 Dispersion coefficient and gas holdup for Na2S04  solution
112
G
as
 
ho
ld
up
 
G
as
 
ho
ld
up
Su
m 
Sq
ua
re
d 
Er
ro
r 
for
 
th
e 
te
st 
da
ta
 
se
t
10
o10
•1
cr ■210
•310
■410
0 50 100 150 200
Number of centres
Fig. 75 Variation of sum squared error in training Neural Network (backmixing)
100000
9 0 0 0 0
8 0 0 0 0
7 0 0 0 0
6 0 0 0 0
5 0 0 0 0
4 0 0 0 0
3 0 0 0 0
20000
10000
0 3 0 6 0 9 0 120 150
Num ber o f  cen tres in tra in in g  data se t
Fig. 76 Variation of the error of the test set against the number of centres in the
training set (backmixing)
113
500
A C ova  (1974)
■  Reith e ta l  (1968)
O T o d te ta l  (1977)
#  D eckwer et al (1974)
O P resent work 
□  Kato & Nishiwaki (1972)
450
400
350
_  300
I  250
200
150
100
Predicted values of RBF
...................... Usg=0.01 m/s
----------------  Usa=0.06 m/s
0 5 10 15 20
dc (cm)
Fig. 77 Dispersion coefficient against column diameter predicted by RBF
0.035
0.03
0.025
0.02
m 0.015
0.01
0.005
U sg=0.015  m /s 
X  Experimental
 U sg=0.05 m /s
X  Experimental
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018
Usi (m/s)
Fig. 78 The effect of liquid phase velocity on dispersion coefficient predicted by RBF
114
of the experimental results of other investigations shows that the correlation of 
dispersion coefficient can be improved by the following method.
Joshi and Sharma (1978), defined the circulation velocity according to Equation (45) 
and Zehner (1982) defined it as Equation (66). For estimation o f backmixing in 
bubble columns Joshi and Sharma (1978) suggested:
E, = 0.31 dcUc 
Using Equation (149) to define Peclet number:
Pe = 3.226 =
E,
Zehner (1982) recommends :
Pe = 2 = i ü
E,
In both cases, Pe is assumed to be constant. Figure (79) and Figure (80) show 
calculated Peclet number using the circulation velocities suggested by the equations of 
Joshi and Sharma (1978), and Zehner (1982), respectively. Wide scatter o f the 
calculated values of peclet number can be seen for both equations. It is necessary to 
mention that according to Equation (45) the equation o f Joshi and Sharma (1978) does 
not give acceptable numbers for many experimental data sets. Therefore, the Peclet 
number must vary with the system variables, as demonstrated in the following 
discussion.
According to Buckingham’s n theorem, 6 system variables at atmospheric conditions 
(Ei, Uc, dc, pi, pi, g), and 3 dimensions (M,L,T) are considered. Hence, 6-3=3 
dimensionless numbers will be sufficient to describe the variables in the system. 
These can be selected as follows:
U A  _(& (152)
Ei ’ gdc ’ A,
Therefore the following relation can be assumed:
(149)
(150)
(151)
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V A j
(153)
Therefore, Pe (defined using the circulation velocity) is a function of two other 
dimensionless numbers, e.g. the modified Froude and Reynolds numbers, and is not 
necessarily a constant value. In order to estimate Uc, we may use the concept of liquid 
carriage by bubbles. As mentioned in section 2.1.1, any bubble ascending in the 
column carries liquid in its wake, which is equal to 11/16 of its volume for spherical
bubbles. This liquid returns back when the bubble reaches the liquid surface, and this
is the main cause o f liquid circulation. For liquid flow and circulation velocity three 
different forms o f gas and liquid contact namely Co-current flow. Counter-current 
flow, and Batch operation are discussed separately.
In batch operation in which the gas phase is sparged in a batch of liquid phase, the 
following expression for the amount of liquid carried in the wake of bubbles can be 
written based on the frequency of bubble formation at the sparger:
Liquid flow in bubble wake = — V  ~ f  = — U A ^
16tT  6 ' 16 58
where i denotes an individual orifice of the sparger, n is the total number of orifices, fj 
is the frequency of bubble formation at each orifice and A is the total cross section of 
the column. The same amount of liquid which is carried in the bubble wake returns 
downward and hence produces the circulation velocity. If it is assume that Ar is the 
area of down-flowing liquid and that its velocity is the same as Uc, we can write:
The total cross-sectional area of the column can be assumed to be divided into the area 
occupied by the ascending gas bubbles in which the upflow liquid moves in their 
wake, and the downfiow liquid which occupies the remaining part of the column. 
Therefore:
A = Ar + Ag (156)
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Assuming that the local gas holdup is equal to the overall gas holdup, one can write:
(157)
Combination of Equations 155,156, and 157 gives:
11 y  A  _  11 U sg 
16 16(1-^)
(158)
Combining Equations 158 and 153 and introducing dimensionless numbers yields:
B°1 = " 'g  ° = ~ ( 1 - f G )'Gfe}>ReG) ^
In this Equation ReG=yO/ Usg dc//v/ is the gas phase Reynolds number.
In the case of the co-current flow of the gas and the liquid phases the above discussion 
becomes as follows: The total cross sectional area of the column can be divided into 
the area used by the gas phase and the liquid in the bubble wake (Ag), by the upward 
flowing net liquid stream (A|), and by the downward flowing recirculating stream 
liquid (Ar). Hence:
A — Ag + Ar + A, (160)
With the assumptions:
Us,A = UjA,si (161)
combination of Equations 155, 157, 160, and 161 gives:
u  . . . n K + u J
16 ( l - ^ o )
(162)
Combining Equations 162 and 153 and introducing dimensionless numbers yields:
(163)
Here Fr=Usg2/gdc is the Froude number and Re\=pi Usi dc//// is the liquid phase
Reynolds number.
In the case of counter-current flow o f the gas and liquid phases, the net liquid flow is 
downward and the gas phase including the liquid in the bubble wake moves upward, 
hence producing backmixing. The area o f gas flow upward can be assumed to be the 
same as the area for liquid circulation i.e. Ar=AG . Therefore, Equation 155 becomes:
Combining Equations 164 and 153 and introducing dimensionless numbers yields:
Application o f Equations 159, 163, and 165 to the results of the present work and to 
other investigations leads to the following correlations for the liquid phase dispersion 
in bubble columns.
For batch-wise contact o f the liquid phase with the gas phase:
(164)
Bo, -  — £g G"(Fr,£-G ,Re,) (165)
B o ;= 0 .1 2 3 4 3Re£22 (166)
For co-current flow of the two phases:
(167)
For counter-current flow o f the two phases the equation becomes:
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B o ; = ^ 4 3R e ^ R e r 036
(168)
Figure (81) shows the predicted values of the correlation against the experimental 
data. The average absolute error of 8% with a maximum error of 40% shows the 
accuracy of the correlation.
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5.4 Heat transfer
Heat transfer coefficients have been measured for both single-phase liquid and two-phase 
flow in bubble columns under various operating conditions. Since the heater used in these 
measurements is cylindrical and installed perpendicular to the main flow direction, the 
variation of local heat transfer around the cylindrical surface is discussed first. 
Comparison of the heat transfer coefficients for single and two phase operation is 
discussed next.
5.4.1 Single phase heat transfer
Heat transfer coefficients for a cylinder in cross-flow vary over the surface o f the 
cylinder, and are strongly dependent on the Reynolds number. The Reynolds number for 
this geometry is defined as follows:
Re = A M  ( 169)
Figure (82) shows the different flow patterns for flow across a cylinder. The following 
discussion of these patterns strictly applies to long cylinders.
a) At Reynolds numbers of the order o f unity or less, the flow adheres to the 
surface. The inertia forces are negligibly small and the drag is caused only by 
viscous forces. Since there is no flow separation, heat is transferred by 
conduction alone.
b) At Reynolds numbers of the order o f 10, the inertia forces become appreciable 
and two weak eddies stand in the rear o f the cylinder. The pressure drag 
accounts now for about one-half of the total drag.
c) At Reynolds number o f the order o f 100, vortices separate alternately from 
both sides of the cylinder and stretch a considerable distance downstream. The 
pressure drag now predominates.
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Fig. 82 Flow pattern illustration for cross flow over a cylinder
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Fig. 83 Variation of Nusselt number around a cylinder in cross flow (Schlichting, 1979)
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d) In the Reynolds number range between 103 and 105, the skin friction drag 
becomes negligible compared to the pressure drag caused by turbulent eddies 
in the wake. The drag coefficient remains approximately constant because the 
boundary layer remains laminar from the leading edge to the point of 
separation, which lies throughout this Reynolds number range at an angular 
position between 80 and 85 degrees measured from the direction of flow.
e) At Reynolds numbers larger than about 105 the kinetic energy of the fluid in 
the laminar boundary layer over the forward part of the cylinder is sufficient 
to overcome the unfavorable pressure gradient without separating. The flow in 
the boundary layer becomes turbulent while it is still attached, and the 
separation point moves toward the rear. The closing of the streamlines reduces 
the size of the wake, and the pressure drag is also reduced.
Variation of the local Nusselt number around a cylinder in cross-flow is shown in Figure 
(83) (Schlichting, 1979). For prediction of the average heat transfer coefficient in such 
systems Incropera and DeWitt (1996) suggest the equation of Zhukauskas (1961) or the 
equation of Churchill and Bernstein (1977). Zhukauskas (1961) suggested:
Qfd f  Pr ^
N u, = — =CRem Prn
A
0.7 <Pr<500 
1 <Re<106
v Prsy (170)
where all the properties are evaluated at bulk temperature, except Prs which is evaluated 
at Ts. Values of C and m are empirical constants whose numerical values vary with 
Reynolds number as shown in Table (6). If Pr<10, n=0.37; if Pr>10, n=0.36.
Churchill and Bernstein (1977) have proposed a single comprehensive equation that 
covers the entire range of Reynolds number for which the data are available, as well as a 
wide range of Prandtl number. The equation is recommended for all Re.Pr>0.2 and has 
the form:
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NuF = 0.3 +
l  I
0.62 Re^ Pr1
l + ( 0 .4 /P r ^ |
1 + Re
282000
%
(171)
where all properties are evaluated at the film temperature.
Table 6 Coefficients for calculation of average heat transfer coefficient for a 
circular cylinder (Zhukauskas (1961))
Red c m
1-40 0.75 0.4
40-1000 0.51 0.5
103-2x105 0.26 0.6
ooX(N 0.076 0.7
It should be mentioned that at low liquid velocities, natural convection also becomes 
important in heat transfer and can not be ignored. For horizontal cylinders Incropera and 
DeWitt (1996) suggest the equation of Churchill and Chu (1975) for estimation o f natural 
convection heat transfer coefficients.
Nun = 0.60 +
0.387Ra%
'27
Re <10 12 (172)
where N uf and N un in the above equations are Nusselt numbers for forced and natural 
convection respectively. Incropera and DeWitt (1996) suggest the following equation for 
combined natural and forced convection heat transfer:
Nu = Nup + NuJj (173)
Figure (84) shows the variation of liquid phase heat transfer coefficient around the heater 
used in the cylindrical column of the present study. The heater was installed at the third
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Fig. 85 Variation of heat transfer coefficient with heat flux for single liquid phase
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position of the column, which is located at 1.05 m from the bottom. The variation of heat 
transfer coefficient around the heater is symmetrical as expected and according to 
previous discussion it is in the zone (b). The effect o f the second phase on such a system 
is discussed later. The points 1 to 12 shown in this figure are the points where the local 
heat transfer coefficients are measured by turning the heater relative to the flow direction 
and measuring the local heat transfer coefficients at each thermocouple.
The variations of the average heat transfer coefficient with heat flux and surface 
temperature o f the heater are shown in Figures (85) and (86) respectively. As can be seen 
at lower heat fluxes the heat transfer coefficient is not much affected by the heat flux, and 
the small changes are due to the small changes of surface temperature of the heater that 
affect the physical properties o f the liquid and also increase natural convection.
5.4.1.1 Effect of dissolved gas on heat transfer coefficient
To investigate the effect o f gas desorption on the heat transfer coefficient, the 
experimental results in Figure (86) are compared with the predictions for pure natural 
convection, forced convection and combined natural and forced convection according to 
the correlations suggested by Incropera and DeWitt (1996). The measured heat transfer 
coefficients for Usg=0 cm/s were always higher than the values calculated for natural and 
forced convection. At lower heat fluxes the presence of additional turbulence caused by 
the installed instruments is the main cause of this. At higher heat fluxes the difference 
between the calculated and measured values become more significant. Since the highest 
surface temperature was about 90 °C, no subcooled boiling could occur which would 
have explained this observation. This significant deviation of heat transfer coefficient was 
most likely caused by the influence of dissolved gases in water. Inert gases such as Nz, O2 
and CO2 have negative solubility in water, which means their solubility decreases with 
increasing temperature. Under normal operating conditions, the hottest portion of water is 
the layer next to the heat transfer surface. If there are any dissolved inert gases in the 
water, their point o f lowest solubility is at the surface of the heating element. Any 
desorption of inert gas is, therefore, expected to take place there. Solubility o f many 
gases in water have been reported in the literature, they range in terms of solute mole
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fraction from about 7x1 O'6 for helium to about 0.3 for ammonia at 25 °C. The solubility
solubility of air in water reaches a minimum at temperature around 80 °C, then it 
increases towards a common solubility at elevated temperatures. Visual observation 
showed that fine bubbles started to form on the heat transfer surface at heat fluxes greater
and left the surface. When the experiment was finished and the heat flux was reduced to 
zero, it was observed that the heat transfer surface was blanketed with bubbles. This 
indicates that these bubbles were not vaporizing bubbles, otherwise they would disappear 
at a bulk temperature below 100 °C. Müller-Steinhagen et al. (1988) carried out 
systematic work on the effect of dissolved inert gases on subcooled flow boiling heat 
transfer. This investigation revealed that the growing inert gas bubbles on the heat 
transfer surface improved heat transfer by increasing the micro-convection rather than by 
latent heat transfer. They also showed that the composition of the gas in the bubbles 
produced in water was fairly unimportant (with the sole exception of CO2) and desorption 
o f the dissolved inert gases produced the same effect as the formation of pure vapor 
bubbles.
There is no general method for prediction of the effect of the dissolved gas on convective 
heat transfer coefficient. The results shown in Figure (86) and the work of Müller- 
Steinhagen et al. (1988) show that it can be formulated using the vapor pressure o f the 
liquid and partial pressure of the dissolved gas in the bubbles formed at the surface of the 
heater. The following equation can be introduced to define the effect o f the gas 
desorption on the heat transfer coefficient.
of air in water is also shown in Figure (86) as a function of temperature. At temperatures
higher than 0 °C, the solubility of air decreases sharply with increasing temperature. The 
than 30 kW/m2 (Ts«60 °C). As the heat flux was increased, larger bubbles were formed
(174)
a z = a cc exp 1.4
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In the above equation pv and pg represent the vapor pressure o f the liquid and the partial 
pressure of the dissolved gas in equilibrium with the liquid, respectively. The variation of 
a c predicted by the above equation with temperature is also shown in Figure (86).
5.4.2 Two phase heat transfer
5.4.2.1 Experimental results
The variation of heat transfer coefficient with superficial gas velocity for different 
superficial liquid velocities is shown in Figure (87). It can be seen that the liquid phase 
superficial velocity has no significant effect on the heat transfer coefficient, which 
however, increases sharply with superficial gas velocity in the bubbly flow and transition 
regions. In the chum-turbulent region its effect is diminished and the heat transfer 
coefficient approaches a constant value.
As discussed in section (2.2) three regions o f different gas holdup behavior in bubble 
columns are recognized. The results o f measurements of liquid phase dispersion 
discussed in section (5.3) show that the gas holdup strongly affects the dispersion in these 
columns. Therefore, different regions o f turbulency and dispersion can be seen along the 
height of a bubble column, and the heat transfer coefficient is expected to be a function of 
location.
Figure (88) depicts the variation o f heat transfer coefficient with the location along the 
column height for different superficial gas velocities. At lower superficial gas velocities 
(bubbly flow region) the heat transfer coefficient is higher near the sparger and in the 
upper part of the column. It passes a minimum somewhere in the middle of the column. 
At higher superficial gas velocities the variation o f heat transfer coefficient along the 
column height becomes almost linear. This is in good agreement with the previous 
discussion about the different regions of turbulency in the column.
The bulk temperature of the dispersion in the column affects the physical properties of 
the phases, but this does not have a considerable effect on the heat transfer coefficients. 
Figure (89) shows the variation o f heat transfer coefficient with superficial gas velocity at 
different bulk temperatures. The bulk temperature o f the dispersion causes small changes
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in the heat transfer coefficient in the bubbly flow region and its effect disappears in the 
chum-turbulent flow.
The effect of heat flux on heat transfer coefficient in two-phase systems can be seen in 
Figure (90). It is obvious that the heat transfer coefficient is not much affected by the heat 
flux, and that the minor changes are due to the small changes in the surface temperature.
As discussed in the previous section, heat transfer coefficients around a cylinder in 
single-phase cross-flow are a function of the Reynolds number and are symmetrically 
distributed around the cylinder surface. There are not many relevant data about two-phase 
flow in columns in the literature. Therefore, the heat transfer coefficients have been 
measured around the heater at different locations relative to the direction of the flow of 
the dispersion. Figure (91) depicts such measurements for different superficial gas 
velocities. It is obvious that the presence of the gas phase increases the heat transfer 
coefficient, depending upon the location on the surface of the heater. At lower gas flow 
rates (bubbly flow region) the variation of heat transfer coefficient around the heater is 
not symmetrical. The presence of a non-symmetrical velocity profile in the column may 
be the main reason for this phenomenon. Increasing superficial gas velocity (chum- 
turbulent flow region) causes the heat transfer coefficient to become symmetrical around 
the heater and to become similar at all locations around the cylinder. This means that the 
turbulence around the cylinder in the chum-turbulent regime is identical in any direction. 
It can also be deduced that the main parameter affecting the heat transfer in bubble 
columns is the degree of liquid phase dispersion.
Heat transfer measurements have also been carried out in the column with rectangular 
cross-section, and the results are shown in Figure (92). The results for the cylindrical 
column are also included in this Figure for comparison. The difference in heat transfer 
coefficient for the top and bottom section of this column confirms the previous discussion 
about the presence of higher turbulence in the upper part of the column. Higher heat 
transfer coefficients can be seen in the cylindrical column. This is similar to the trend 
observed for the gas holdup for these two column designs. This means that a higher gas 
holdup for a non-foaming system causes higher turbulence and higher heat transfer rates.
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Since surface-active agents such as iso-propanol and salts affect dispersion in bubble 
columns, their effect on the heat transfer coefficient are studied in the present work. 
Figure (93) shows the effect of the addition of these agents to water on the variation of 
heat transfer coefficient with superficial gas velocity. As discussed in section 5.2, 
addition o f salts and alcohols to water affects the surface properties of the liquid and the 
coalescence of bubbles and formation of larger bubbles is delayed. As shown in this 
Figure the heat transfer coefficients for iso-propanol and Sodium Sulphate solutions are 
higher than for distilled water at low superficial gas velocities. At higher superficial gas 
velocities the heat transfer coefficients for iso-propanol solution become lower than 
distilled water. In the plot of heat transfer coefficient versus superficial gas velocity for 
iso-propanol solutions a maximum is seen which is exactly at the same gas velocity of the 
maximum shown in Figure (72) for liquid phase dispersion of iso-propanol solutions. The 
tendency of the system to foam formation, which reduces the rate of mixing, is the main 
cause of this variation.
In Figures (94) to (96) the heat transfer and liquid phase dispersion coefficients are 
plotted versus the superficial gas velocity for distilled water, sodium sulfate solution, and 
iso-propanol solution. It can be seen that the variation o f both liquid phase dispersion and 
heat transfer coefficient are the same. This again confirms that the heat transfer 
coefficient is strongly dependent on liquid phase dispersion in bubble columns.
5.4.3 Correlation of results
Previous investigations did not yield a definite answer as to the mechanisms of heat 
transfer and have not produced a generalized model for the heat transfer coefficient. 
However, they have been successful in identifying the variables which may have a 
significant effect on heat transfer. The conclusions o f these investigations can be 
summarized as follows:
1. The principal resistance to heat transfer is a liquid film at the heat transfer surface.
2. Due to the continuous movement of gas bubbles there is a steady flow of fluid 
elements from the bulk of the fluid to the heat transfer surface and vice versa. The
134
H
ea
t 
tr
an
sf
er
 
co
ff
ic
ie
nt
 (
W
/m
 
K
)
9 000
g 8000
= 7 0 0 0
a  eooo
E  Sodium  Sulphate (0.1 M)X  5 000
A Iso-propanol solution (1 Wt%)
♦  Distilled water
4 0 0 0
0 2 4 6 8 10 12
Usg (cm/s)
Fig. 93 Effect of addition of surface active agents on heat transfer coefficient
9 000 5 0 0
4 5 0
8 000
4 0 0
3 5 0
7 000
3 0 0  <
6 0 0 0
200
1505 000
100♦  Heat transfer coefficient 
W. Dispersion coefficient
4 0 0 0
0 2 4 6 8 10 12
Usg (cm/s)
Fig. 94 heat transfer and dispersion coefficients for distilled water
135
9000 500
4 5 0
8000
4 0 0
35 0* m
= 7000
3 0 0  §
««6000 -
200
150x  5000
♦  H eat transfer coefficient
#  D ispersion coefficient
100
4000
0 2 4 6 8 10 12
Usg (cm/s)
Fig.95 Heat transfer and dispersion coefficients for 0.1M Na2S0 4  solution
7000 5 0 0
4 5 0♦ ♦6500
4 0 0
£  6000 35 0
30 0
5500
2 5 0
« 5000 200
150
4500
100♦  H eat transfer coefficient 
M D ispersion coefficient
4000
0 2 4 6 8 10 12
U,g (cm/s)
Fig. 96 Heat transfer and dispersion coefficients for lwt%  i-Propanol solution
136
fluid elements reside for a finite time at the surface until they return to the bulk in 
the wake of gas bubbles scouring the heat transfer surface.
3. In the bubbly flow regime, the heat transfer coefficient increases mainly as gas 
velocity (i.e. bubble density) increases. The highest value of the heat transfer 
coefficient appears for gas velocities above about 10 cm/s. However, at gas 
velocities above this value, the heat transfer coefficient levels off.
Based on these findings, the heat transfer surface can be divided into two zones: first by 
the area, which is affected by bubbles, Ab. In this area heat is transferred into the fluid by 
transient heat conduction from the heat transfer surface to the fluid elements. In the wake 
of bubbles scoring the heat transfer surface, the hot liquid elements are transported into 
the liquid bulk and replaced by cooler liquid. In the remaining heat transfer surface area, 
Ac, heat is transferred to the fluid by forced convection enhanced by inert gas desorption. 
Both mechanisms occur in parallel in separate zones of the heat transfer surface as shown 
in Figure (97). This approach is analogous to nucleate boiling heat transfer if  the latent 
heat transfer is ignored.
5.4.3.1 Form ulation of model
The following equations may be written for the heat transfer mechanisms outlined in the 
previous section:
q • A = a  • A • AT 
q * Ac = ofc • Ac • AT 
9 • Ab = Ofb • Ab • AT
(175)
(176)
(177)
Where:
A -  A b + Ac 
q * A = qcAc + q bAb
(178)
(179)
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The heat transfer coefficient for bubble column reactors, a , can be obtained from the 
combination of Equations (175) to (179):
a = a<. + - f ( a h- a c) (180)
Han and Griffith (1965) have shown that the area from which the hot liquid layer is 
moved away in the wake of a bubble leaving the heat transfer surface is Tcdb2. Hence:
A b _ nbmib _  nbdb
A A DhL h (181)
nb is the number of bubbles in contact with the heat transfer surface. It may be expressed 
as:
nk =
 ^ Fraction of column cross - ^
sectional area occupied by gas 
Cross sectional area of one bubble
y
z Heat transfer x 
surface area 
Column cross 
section area
Bubble interaction )  
function
Or
/zd"
nb = ^  X X F ( ffG )  =  . F ( S c  )^db 7td (182)
Insertion of Equation (182) into Equation (181) yields after simplifications:
(183)
F(s) shows the effect of overlapping and interaction o f neighboring bubbles. It is 
generally defined as:
(184)
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Values for constant n quoted by different investigators vary from -1 to 3. Richardson and 
Zaki (1954) suggested n=2.39 for particle Reynolds numbers greater than 500. While this 
value was originally intended for liquid/solid fluidized bed systems, it is also 
recommended for bubble flux in bubble columns (Joshi and Lali, 1984, Deckwer, 1992). 
Hence Equation (183) becomes:
a c is convective heat transfer coefficient enhanced by inert gas desorption. It can be 
predicted using Equation (174) which considers the effect o f the desorbed gas on 
combined natural and forced convection.
5.4.3.1.1 Prediction of ab
According to Deckwer (1980) who applied the surface renewal theory to heat transfer in 
bubble columns, liquid at Tb from the main body of the fluid replaces liquid at the heat 
transfer surface which is at T w following the departure of bubble and adjacent liquid 
layer. Assuming that the radius of influence of a bubble is equal to the bubble departure 
diameter, db, Mikic and Rohsenow (1969) derived the following equation for the average 
heat flux during nucleate boiling:
(185)
Substituting Equation (185) into Equation (180) yields:
a  = a c + 4s0 (l -  eG )2 39 (ab -  a , ) (186)
2
(187)
The heat transfer coefficient for the bubble-controlled area can be obtained easily from 
Equation (187):
According to the above model, the hot fluid layer is replaced with a frequency f, which 
for bubble columns is equal to the frequency of the bubbles approaching the heat transfer 
surface. The frequency f  is a function of the bubble size and its velocity. In its simplest 
form it can be written as:
f  = c - 7 k (189)
b
Where U b is the bubble swarm velocity which is equal to:
u : = ^ aL (190)
S G
Substituting Equation (190) into Equation (189) yields:
f  = (191)
Analyzing a large number o f experimental data shows that with a value of 1.6 for 
constant C in Equation (191) good agreement is reached with the measured data. The 
bubble diameter may be obtained from Equation (17) (Gaddis and Vogelpohl (1986)) or 
from Equation (139).
5.4.3.2 Comparison with experimental data
Predictions of Equation (186) for a heat flux of 95 kW/m2 and for bulk temperature of 35 
°C are shown in Figure (98) for air/water and air/iso-propanol solutions. The calculated 
trends are in excellent accordance with the experimental results of previous 
investigations. Furthermore, Equation (186) predicts that the heat transfer coefficient 
does not improve significantly for the air/water system at gas velocities beyond 10 cm/s 
which is in good agreement with previously reported experimental data on heat transfer 
in bubble column reactors. For systems with foaming potential however, such as iso­
propanol solutions a gradual reduction in heat transfer coefficient in the foaming flow 
regime is predicted. The applicability o f the presented model is demonstrated in Figure
141
(99) where the experimental data of various investigators are compared with those 
predicted from Equation (186). The absolute mean average error between the prediction 
of the presented model and the experimental data is about 7%.
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6. Conclusions
A study of bubble formation has been carried out, including the effect of alcohol and salt 
solutions and of bulk temperature. It is shown that the addition of alcohols to water reduces 
the bubble size due to their effect on the surface properties of water. Addition of salts 
increases the bubble size during its formation due to increase in surface tension. The effect 
of temperature change on bubble size at low temperatures is only minor. However, at higher 
temperatures especially close to the boiling point o f the liquid this effect becomes very 
important. The effect of liquid physical properties on bubble size varies with the gas flow 
rate. At low gas flow rates, surface tension is the important parameter while at higher gas 
flow rates viscosity becomes the important parameter.
The experimental results for bubble formation were correlated with the help of a NEURAL 
NETWORK and a new correlation in terms o f dimensionless numbers is suggested. 
Application of the neural network analysis shows that training o f the network should be 
done using a selection of experimental data that covers the whole range of the effective 
variables. Although the training of a network can be done to a very low level o f error it 
should be done in conjunction with the prediction of its unseen data. The suggested 
correlation in this work and correlations of the previous investigators are compared with 
measured data. The equation of Gaddis and Vogelpohl (1986) and the present equation were 
found to provide the best agreement with the measured data.
Gas hold-up experiments were carried out at various operating conditions, and the effects of 
temperature, liquid phase velocity, column diameter, and other variables on gas hold-up 
were studied. A new criterion for prediction of the transition from the homogeneous to the 
heterogeneous regime is introduced. The gas hold-up is correlated and a new method for the 
prediction of the transition between the bubbly flow and chum-turbulent regimes is 
suggested. The correlation considers each regime separately and the bubble characteristics in 
the column are the main factors that influence the gas hold-up. The presented correlation 
shows good agreement with the present data and the data o f previous investigators.
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Liquid phase dispersion and applicability of heat as a tracer have also been studied. Most 
o f the methods for determination of dispersion coefficients from experimental 
temperature profiles neglect the existence of a temperature gradient at the column inlet, 
which is not correct.
Measurements o f the radial temperature distribution in the column show that the variation 
of temperature across the column is negligible; the reason for this is the high level of 
dispersion.
Measurements o f the liquid phase dispersion have been performed to detect the influence 
o f parameters, and a neural network analysis has been undertaken similar to that for 
bubble formation. The response of the trained network was checked with the unseen data. 
The effect of operating variables on the liquid phase dispersion was successfully 
predicted using the trained network. Available correlations for prediction o f the 
dispersion coefficient have been compared with the experimental results. A new 
correlation is introduced for the prediction o f dispersion coefficient at different flow 
conditions, which is in good agreement with the present data and the data of previous 
investigations.
Heat transfer measurements have been done for single phase and two phase flow in the 
column. Dissolved gases are shown to have considerable effect on heat transfer. Two 
phase heat transfer was investigated at different operating conditions using distilled 
water, iso-propanol and sodium sulfate solutions and the effect of system variables was 
studied. The fact that there is an unsymmetrical variation of the local heat transfer 
coefficient around the cylindrical heater suggests that there is an unsymmetrical velocity 
profile in the column. Significant improvement in heat transfer coefficient was observed 
when airflow was introduced to the column. In the bubbly flow regime, heat transfer 
coefficients increased as the gas velocity is increased. However, once the prevailing flow 
regime has changed from bubbly to chum-turbulent flow, no further significant 
improvement in heat transfer coefficient was observed. Organic compounds such as iso­
propanol reduce the surface tension of water. Therefore, it may be concluded that the 
considerable reduction in heat transfer coefficient is the result o f the reduction in bubble
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size and foaming tendency of these solutions. On the other hand, soluble inorganic salts 
such as sodium sulfate increases the surface tension o f the solution resulting in increased 
gas holdup and heat transfer coefficient. Finally, a model is proposed which predicts the 
present and previous experimental data with good accuracy.
6.1 Scale-up considerations
Laboratory bubble column reactors are often 70 to 200 mm in diameter and in a height to 
diameter ratio of 3 to 10. Commercial bubble column reactors can be 5 m in diameter, 
and height to diameter ratio may vary significantly with application. Also, the gas 
distributors used in small reactors are often not useful for large reactors. Therefore, the 
effect of geometrical and operating variables on the hydrodynamics of the column must 
be properly evaluated.
In commercial reactors, if a large height to diameter ratio is used, the axial variations in 
hydrodynamic and transport characteristics also need to be examined. Such axial 
variations can cause dramatic changes in reactor performance. In smaller diameter 
columns, radial variations in hydrodynamic parameters are generally neglected, while in 
large diameter columns such variations may become significant.
As mentioned in different sections of this work, the design and scale-up of a bubble 
column requires several considerations. Some important guidelines and recommendations 
are discussed in the following sections.
6.1.1 Gas phase holdup
The gas holdup is of utmost importance. It is not a constant quantity but varies locally in 
axial and radial direction. The integral gas holdup can be measured or calculated using 
the methods discussed previously. The following recommendations may be considered:
1 - The prevailing flow regime must be known. If the scale-up changes the flow 
regime, this must be considered in the reactor model parameter estimations. 
Since the flow characteristics and flow maldistribution depend very
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significantly upon the gas distributor, careful attention must be given to the 
design of the distributor.
2- Recommendations given in section 2.2 for the effect of column diameter, 
sparger design, column height, and hydrostatic pressure should be considered.
3- Sparger hole diameters larger than 1-2 mm have negligible effect on gas 
holdup, and care must be taken to prevent maldistribution of the gas at the 
sparger. Spargers with small hole diameters (less than 1 mm), lead to the 
formation of smaller bubbles and thus to a higher gas holdup and a higher 
interfacial area, but they are usually less effective in industry since they are 
very sensitive to fouling. However, in tall bubble columns the influence of the 
sparger design diminishes due to the ongoing process of bubble coalescence.
4- Pilot plant measurements are often carried out at normal pressures and 
temperatures. However the effect of high temperatures and pressures present 
in the main process must be considered.
5- Equations introduced in section 5.2 of this thesis can be used with confidence 
to predict the transition between bubbly and chum-turbulent regimes and the 
gas holdup in these regimes. These equations have been verified against a 
large set of data of different investigators.
6.1.2 Liquid phase dispersion
Mixing of the liquid phase in bubble columns has been the subject of many investigations 
and apparently continues to be a subject under study in the future. In spite of the many 
hydrodynamic models proposed, it is still common practice to use the axial dispersion 
model to describe liquid phase mixing in bubble columns. The following points should be 
considered in scale-up:
1- Column diameter and gas phase superficial velocity are the most important 
factors affecting the dispersion coefficient in bubble columns.
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2- Liquid phase dispersion is a function of gas holdup and therefore, its value 
varies along the column. The upper part of the column shows a higher 
dispersion coefficient than the lower parts. The reported data o f Deckwer et al. 
(1973) and the heat transfer data of the present study confirm the above 
statement. This should be considered in relation to the reaction kinetics.
3- Liquid phase superficial velocity seems to be effective only in the bubbly flow 
region. Its effect is not o f significant importance, since normally its value is 
not high relative to the gas phase superficial velocity in bubble columns.
4- The effect o f operating conditions and sparger design on dispersion coefficient 
discussed in sections 2.3 and 5.3 of this thesis should be considered in scale 
up.
5- Equations introduced in section 5.3 can be used for estimating the dispersion 
coefficient with good accuracy, since the reported data of many investigations 
have been used in their derivation.
6.1.3 Heat transfer
Many gas/liquid reactions are connected with heat production, and the removal of the 
heat of reaction is an important aspect in the design of bubble column reactors in order to 
ensure safe process operation. Basically, there are two methods for heat removal in these 
systems. Direct heat removal which is realized by evaporation of a solvent or a liquid 
reactant, and is especially suitable for emergency cooling. Indirect heat transfer is very 
important for industrial practice since it can be applied in most cases. The following 
recommendations are useful for indirect heat transfer in bubble column reactors:
1- Since the reactions have a gradual progress along the reactor, temperature also 
increases gradually. Therefore, the effect o f increasing temperature and 
pressure on gas holdup and other hydrodynamic quantities should be 
considered. Specially, when the system undergoes an increasing vaporization 
the effect o f added vapor becomes of great importance.
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2- Heat transfer coefficients are determined mainly by the physical properties of 
the liquid phase and by the gas phase superficial velocity. Therefore, the 
physical properties of the products and the rate of conversion o f the reaction 
should be considered.
3- Equations recommended in section 5.4 can be used for predicting the heat 
transfer coefficients in bubble columns. The suggested correlation covers 
different systems and situations in bubble column reactors.
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7. Recommendations for future work
Further investigations in hydrodynamics of bubble column reactors may be performed in 
two different ways namely theoretical and experimental investigations.
In theoretical work, CFD methods may be used in prediction o f velocity and void fraction 
distributions in the column. Most of the present CFD investigations consider spherical 
bubbles in the column. This should be modified for the shape and motion of the bubbles 
to lead to appropriate results.
Experimental investigations in conjunction with the theoretical work should be performed 
to identify the exact hydrodynamic behavior of the bubble column reactors. Laser 
Doppler Velocimeters having the ability of three-dimensional velocity measurements 
may be suitable for this purpose.
Neural networks are mostly designed for control engineering and pattern recognition 
applications. In these fields data reduction is easier than in chemical engineering. These 
networks should be modified for use in chemical engineering purposes where limited data 
may be encountered.
The method used in this work in predicting hydrodynamic parameters can be extended to 
other parameters and to multiphase bubble columns too. The effect of immiscible liquid 
phases and high solubility of the gas phase in the liquid phase are other important 
parameters that may be studied in the future.
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Appendix A
Methods of calculating dispersion coefficient 
Steady-state method
Liquid passes through the reactor, and a tracer is continuously added to a certain point 
(xs). The distribution of the tracer is measured either directly or by sampling as it 
passes away from the source. Fig. (A l) shows the arrangement for co-current or 
counter-current flow in the reactor.
The balance over an element of the length dx is:
Éi D_u dCL = 0 (A l)
dx 1 dx
For counter-current flow :
<A 2 >
1 dx2 ' dx
If E| is constant, the solution o f the above equation has the following boundary
conditions:
x = L g  Ej_dq
1 U, dx
Vs C (A3)
0 < x < x ,  C , = C o = —
QU. +Vs
with Vs being the rate of the tracer supply. From Equations (A2) and (A3) follows:
C, = C0 exp ^r(X:-x)
El
(A4)
For co-current flow, Equation (A5) is obtained:
dx dx
and the boundary conditions are:
A-l
d ^  d ^  = 0 (A5)
Gas Outlet
x=L
Liquid Inlet
OutletTracer supplyxs
Sampling or 
measurement line
Tracer supplyx s
Gas Sparger
x=0
Liquid Inlet
Outlet
Gas Inlet
f t
J II c
D,x+dx L L,x+dx
Fig. (A l) Experimental arrangement for steady-state method and elemental 
balance
x = 0 C, =
1 U, dx
xc < x < LC = Cn
(A6)
and the solution of Equation (A5) becomes:
C, — Cq exp
(A7)
By plotting InQ against x, E| can be calculated from the slope o f the straight-line 
gradient.
A-2
Salts (for conductivity measurement), acid caustic solutions (pH measurement), and 
dyestuffs (absorption measurements) are usually acceptable substances for use as 
tracers.
Heat provides an alternative tracer; the temperature distribution is measured upstream 
of the heat source. This has advantages, especially in liquid phase regeneration. 
Aoyama et al (1968) and Cova (1974) have used this method parallel to the method of 
mass dispersion. Their result confirmed that, the mass and heat dispersions generate 
equivalent results, and they concluded that both mass and heat dispersions follow the 
same mechanism.
Non-steady-state method (pulse method)
Many non-steady-state methods have been described. One simple procedure is based 
on mixing time measurement, which incorporates the time needed to reach a specific 
level of homogeneity. In this instance the tracer is injected into a batch liquid phase as 
a pulse and the concentration is measured at a certain distance away from the feed 
point. The propagation process is described in analogy to Pick’s second law:
<?€, „  â 2Ct (A8)
The solution of this equation is:
5 is the distance between feed and measuring point and Co represents the tracer 
concentration @ t=oo.
Deckwer et al (1974) used the stationary method and the mixing time determination to 
obtain dispersion coefficients for a bubble column reactor. Results of both methods 
are in agreement within the experimental error.
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APPENDIX B
Calibration of heating element
The details of the heating element and the location of a thermocouple are shown 
schematically in Fig. B 1.
Thermocouple (Ttc)
Fig. B .l Detail of thermocouple installation in heater
By performing a steady-state energy balance the various temperature differences can be 
related.
q = U (Ttc -  T J  = «CT. -  T„) »  —(Ttc -  T.)
s
only if s «  d 
Equation (B .l) can be rearranged to give:
(B .l)
1 1 s
U a  A
(B.2)
B-l
Equation (B.2) can be used to estimate s /1 , if  a relationship for a  is found. The following 
equations, which are well documented in any introductory heat transfer textbook, are 
assumed to be valid.
a  c c f  -Re (B.3)
1 (B.4)
f o e
0.2Re
These proportionalities are only true when the bulk and surface temperatures remain 
constant.
With Equations (B.3) and (B.4) a relationship for the heat transfer coefficient can be 
obtained.
eocRe*» (B.5)
Since the temperature is constant the Reynolds number will be proportional to the 
velocity. Noting this and grouping all the constants o f proportionality into one constant, 
a, one obtains:
1 a s (B.6)
\ i ~ V I  I
Equation (B.6) shows that a plot of 1/U versus 1/v0'8 , for each thermocouple, gives s/1 as 
the intercept. Fig. B2 shows Equation (B.6) plotted for each thermocouple. Estimates for 
the intercepts are obtained by a least square analysis. The resulting 1/s values are 
tabulated below.
(l/s)i = 10054 W/m2 K 
(l/s )2 = 10587 W/m2 K 
(l/s)3 = 10661 W/m2 K
B-2
1/U
 
(m 
K
/W
)
0.0003
0.00025
0.0002
0.00015
0.0001
OThermocouple No. 1 
OThermocouple No.2 
A Thermocouple No. 3
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
l/v 0'8
Fig. B.2 1/U versus l/v 0,8 used to estimate X/s values
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Appendix D
Tables of experimental results
| :
B u b b le  s ize  fo r  d iffer en t system s and  o p era tin g  con d ition s
Air flowrate, (cm 7s) \ db, (cm) ; d0, (cm) System Liquid height, (cm)
0.605 0.4081 0.15 air-water 210
0.96059 | 0.44372 0.15 air-water 210
1.2494 | 0.46009 0.15 air-water 210
1.791 | 0.48491 0.15 air-water 210
2.387 0.52783 0.15 air-water 210
2.9557 I 0.5668 0.15 air-water 210
3.4173 ! 0.5949 0.15 air-water 210
3.9 0.61514 0.15 air-water 210
4.5 0.63861 0.15 air-water 210
5.0369 0.6533 0.15 air-water 210
5.731 0.66631 0.15 air-water 210
6.3 j 0.67571 0.15 air-water 210
6.936 ! 0.69186 0.15 air-water 210
7.556 i 0.7032 0.15 air-water 210
8.141 ! 0.71242 0.15 air-water 210
8.889 0.728 0.15 air-water 210
0.605 0.38035 0.1 air-water l 210
0.96059 0.4244 0.1 air-water 210
1.2494 0.46327 0.1 air-water 210
1.791 0.46509 0.1 air-water 210
2.387 0.51958 0.1 air-water 210
2.9557 0.53434 0.1 air-water 210
3.4173 | 0.55107 0.1 air-water 210
3.9 0.57344 0.1 air-water 210
4.5 0.59894 0.1 air-water 210
5.0369 0.61677 0.1 air-water 210
5.731 0.63132 0.1 air-water 210
0.96059 0.40314 0.1 air-water 160
1.2494 0.44543 0.1 air-water 160
1.791 0.45631 0.1 air-water 160
2.387 0.4932 0.1 air-water 160
2.9557 0.53924 0.1 air-water 160
3.4173 0.55586 0.1 air-water 160
3.9 0.56183 0.1 air-water 160
4.5 0.58928 0.1 air-water 160
0.96059 0.3897 0.1 air-water 135
1.2494 0.41661 0.1 air-water 135
1.791 0.47459 0.1 air-water 135
2.387 0.53363 0.1 air-water 135
2.9557 0.53434 0.1 air-water 135
3.4173 I 0.55586 0.1 air-water 135
3.9 0.55744 0.1 air-water 135
4.5 | 0.58021 0.1 air-water 135
0.96059 0.44372 0.1 air-water 60
1.2494 0.48435 0.1 air-water 60
1.791 0.56465 0.1 air-water 60
2.387 0.61604 0.1 I air-water 60
2.9557 0.64538 0.1 ! air-water 60 !
3.4173 0.67736 0.1 | air-water 60 I
0.605 0.4407 0.2 I air-water 210 I
D-1
Air flowrate, (cm°/s) db, (cm) d0, (cm) System Liquid height, (cm)
0.96059 0.45877 0.2 air-water 210
1.2494 0.46327 0.2 air-water 210
1.791 0.51529 0.2 air-water 210
2.387 0.56707 0.2 air-water 210
2.9557 0.60103 0.2 air-water 210
3.4173 0.63082 0.2 air-water 210
3.9 0.64314 0.2 air-water 210
4.5 0.65205 0.2 air-water 210
5.0369 0.67702 0.2 air-water 210
5.731 0.69935 0.2 air-water 210
6.3 0.70053 0.2 air-water 210
6.936 0.72335 0.2 air-water 210
7.556 0.74429 0.2 air-water 210
8.141 0.75589 0.2 air-water 210
8.889 0.77129 0.2 air-water 210
9.548 0.7899 0.2 air-water 210
0.605 0.45215 0.2 air-water 160
0.96059 0.4761 0.2 air-water 160
1.2494 0.48057 0.2 air-water 160
1.791 0.52981 0.2 air-water 160
2.387 0.56707 0.2 air-water 160
2.9557 0.57955 0.2 air-water 160 !
3.4173 0.60827 0.2 air-water 160
3.9 0.63204 0.2 air-water 160
4.5 0.65922 0.2 air-water 160
5.0369 0.68446 0.2 air-water 160
5.731 0.67877 0.2 air-water 160
6.3 0.70053 0.2 air-water 160
6.936 0.71994 0.2 air-water 160
7.556 0.72737 0.2 air-water 160
8.141 0.74567 0.2 air-water 160
8.889 0.77129 0.2 air-water 160
9.548 0.7899 0.2 air-water 160
10.308 0.81032 0.2 air-water 160
11.23 0.83007 0.2 air-water 160
0.605 0.42549 0.2 air-water 135
0.96059 0.48582 0.2 air-water 135
1.2494 0.48435 0.2 air-water 135
1.791 0.50224 0.2 air-water 135
2.387 0.55971 0.2 air-water 135
2.9557 0.60103 0.2 air-water 135
3.4173 0.61913 0.2 air-water 135
3.9 0.63566 0.2 air-water 135
4.5 0.65205 0.2 air-water 135
5.0369 0.67702 0.2 air-water 135
5.731 0.69221 0.2 air-water 135
6.3 0.70733 0.2 air-water 135
6.936 0.72335 0.2 air-water 135
7.556 0.73733 0.2 air-water 135
8.141 0.74902 0.2 air-water 135
8.889 0.76446 0.2 air-water 135
9.548 0.78291 0.2 air-water 135
10.308 0.8067 0.2 air-water 135
11.23 0.83007 0.2 air-water 135
D-2
Air flowrate, (cmJ/s) db, (cm) d0, (cm) ; System Liquid height, (cm)
0.605 0.43539 0.2 air-water 60
0.96059 0.49638 0.2 ; air-water 60
1.2494 0.50078 0.2 i air-water 60
1.791 0.53772 0.2 | air-water 60
2.387 0.54605 0.2 air-water 60
2.9557 0.57955 0.2 air-water 60
3.4173 0.60143 0.2 air-water 60
3.9 0.63204 0.2 air-water 60
4.5 0.63861 0.2 : air-water 60
5.0369 0.65974 0.2 i air-water 60
5.731 0.68536 0.2 | air-water 60
6.3 0.69398 0.2 air-water 60
6.936 0.71659 0.2 air-water 60
7.556 0.72737 0.2 air-water 60
8.141 0.75589 0.2 air-water 60
8.889 0.77837 0.2 air-water 60
9.548 0.79714 0.2 air-water 60
10.308 0.81776 0.2 air-water 60
11.23 0.8338 0.2 air-water 60
1.2494 0.49229 0.23 air-water 210
1.791 0.52981 0.23 air-water 210
2.387 0.56707 0.23 air-water 210
2.9557 0.60493 0.23 air-water 210
3.4173 0.62293 0.23 air-water 210
3.9 0.65098 0.23 air-water 210
4.5 0.67862 0.23 air-water 210
5.0369 0.69626 0.23 air-water 210
5.731 0.71456 0.23 air-water 210
6.3 0.72945 0.23 air-water 210
6.936 0.74528 0.23 air-water 210
7.556 0.77502 0.23 air-water 210
8.141 0.7821 0.23 air-water 210
8.889 0.81815 0.23 air-water 210
9.548 0.82906 0.23 air-water 210
0.96059 0.4761 0.23 air-water 160
1.2494 0.49229 0.23 air-water 160
1.791 0.52981 0.23 air-water 160
2.387 0.58305 0.23 air-water 160
2.9557 0.59352 0.23 air-water 160
3.4173 0.62293 0.23 air-water 160
3.9 0.64314 0.23 air-water 160
4.5 0.67456 0.23 air-water 160
5.0369 0.70038 0.23 air-water 160
5.731 0.70679 0.23 air-water 160
6.3 0.72945 0.23 air-water 160
6.936 0.7492 0.23 air-water 160
7.556 0.7629 0.23 air-water 160
8.141 0.77813 0.23 air-water 160
8.889 0.80127 0.23 air-water 160
9.548 0.80466 0.23 air-water 160
10.308 0.82547 0.23 air-water 160
11.23 0.84145 0.23 air-water 160
1.2494 0.50078 0.23 air-water 135 i
1.791 0.52981 0.23 air-water 135 '
D-3
Air flowrate, (cm°/s) db, (cm) d0, (cm) System Liquid height, (cm)
2.387 0.55271 0.23 a r-water 135
2.9557 0.59352 0.23 a r-water 135
3.4173 0.62293 0.23 a r-water 135
3.9 0.65922 0.23 a r-water 135
4.5 0.68705 0.23 a r-water 135
5.0369 0.69224 0.23 a r-water 135
5.731 0.69935 0.23 a r-water 135
6.3 0.71805 0.23 a r-water 135
6.936 0.74144 0.23 a r-water 135
7.556 0.75524 0.23 a r-water 135
8.141 0.77813 0.23 a r-water 135
8.889 0.79334 0.23 a r-water 135
9.548 0.81248 0.23 a r-water 135
10.308 0.82944 0.23 a r-water 135
11.23 0.84938 0.23 a r-water 135
1.2494 0.5197 0.23 a r-water 60
1.791 0.55508 0.23 a r-water 60
2.387 0.56707 0.23 a r-water 60
2.9557 0.59352 0.23 a r-water 60 i
3.4173 0.6118 0.23 a r-water 60 !
3.9 0.63566 0.23 a r-water 60 j
4.5 0.66671 0.23 a r-water 60 I
5.0369 0.69224 0.23 a r-water 60 i
5.731 0.71063 0.23 a r-water 60 |
6.3 0.72177 0.23 a r-water 60
6.936 0.73768 0.23 a r-water 60
7.556 0.75903 0.23 a r-water 60
8.141 0.77813 0.23 a r-water 60 i
8.889 0.80953 0.23 a r-water 60 |
9.548 0.81248 0.23 a r-water 60 I
10.308 0.83349 0.23 a r-water 60 !
11.23 0.86621 0.23 a r-water 60 I
0.96059 0.52063 0.3 a r-water 210 I
1.2494 0.53031 0.3 a r-water 210
1.791 0.56465 0.3 a r-water 210
2.387 0.601 0.3 a r-water 210
2.9557 0.6261 0.3 a r-water 210
3.4173 0.65713 0.3 a r-water 210
3.9 0.6679 0.3 a r-water 210
4.5 0.70053 0.3 a r-water 210
5.0369 0.73731 0.3 a r-water 210
5.731 0.7401 0.3 a r-water 210
6.3 0.76382 0.3 a r-water 210
6.936 0.78871 0.3 a r-water 210
7.556 0.81154 0.3 a r-water 210 |
8.141 0.82194 0.3 a r-water 210 i
8.889 0.83654 0.3 a r-water 210 |
9.548 0.85672 0.3 a r-water 210 i
0.605 0.50447 0.3 a r-water 160
0.96059 0.53471 0.3 a r-water 160
1.2494 0.54184 0.3 a r-water 160
1.791 0.55508 0.3 a r-water 160
2.387 0.61086 0.3 a r-water 160
2.9557 0.64538 0.3 a r-water 160
D-4
Air flowrate, (cm°/s) : dbl (cm) d0, (cm) System Liquid height, (cm)
3.4173 0.63912 0.3 air-water 160
3.9 0.65922 0.3 air-water 160
4.5 0.69143 0.3 air-water 160
5.0369 0.71336 0.3 air-water 160
5.731 0.73118 0.3 air-water 160
6.3 0.75462 0.3 air-water 160
6.936 i 0.77014 0.3 air-water 160
7.556 I 0.79244 0.3 air-water 160
8.141 j 0.81238 0.3 air-water 160
8.889 0.84638 0.3 air-water 160
9.548 0.85672 0.3 air-water 160
10.308 0.869 0.3 air-water 160
11.23 0.89417 0.3 air-water 160
0.605 0.50447 0.3 air-water 135
0.96059 0.52063 0.3 air-water 135
1.2494 0.54184 0.3 air-water 135
1.791 0.56465 0.3 air-water 135
2.387 0.58734 0.3 air-water 135
2.9557 0.6261 0.3 air-water 135
3.4173 0.65713 0.3 air-water 135
3.9 0.67705 0.3 air-water 135
4.5 0.71012 0.3 air-water 135 !
5.0369 0.72256 0.3 air-water 135 |
5.731 0.7401 0.3 air-water 135 !
6.3 0.76382 0.3 air-water 135
6.936 0.7792 0.3 air-water 135 |
7.556 0.79704 0.3 air-water 135 i
8.141 0.81238 0.3 air-water 135 i
8.889 0.83654 0.3 air-water 135 |
9.548 0.85672 0.3 air-water 135 i
10.308 0.88921 0.3 air-water 135 I
11.23 0.91497 0.3 air-water 135
0.605 0.50447 0.3 air-water 60 j
0.96059 0.52063 I 0.3 air-water 60 !
1.2494 0.56121 0.3 air-water 60 i
1.791 0.56465 0.3 air-water 60 |
2.387 0.601 0.3 air-water 60 I
2.9557 0.61728 0.3 air-water 60 I
3.4173 0.63912 0.3 air-water 60 i
3.9 0.65922 0.3 air-water 60 |
4.5 0.68278 0.3 air-water 60 |
5.0369 0.70892 0.3 air-water 60 I
5.731 0.73558 0.3 air-water 60 |
6.3 0.75462 0.3 air-water 60
6.936 0.7792 0.3 air-water 60
7.556 0.80176 0.3 air-water 60
8.141 0.80325 0.3 air-water 60 i
8.889 0.83654 0.3 air-water 60 ;
9.548 0.85672 0.3 air-water 60 j
10.308 0.87887 0.3 air-water 60 i
11.23 0.90433 0.3 air-water 60 I
0.605 0.44628 0.2 air-methanol 1% 60
0.96059 0.45099 0.2 air-methanol 1% 60 i
1.2494 0.4769 0.2 air-methanol 1% 60 !
D-5
I
Air flowrate, (cm3/s) I dbl (cm) d0, (cm) System Liquid height, (cm)
1.791 ! 0.52981 0.2 I a r-methanol 1% 60
2.387 i 0.56707 I 0.2 | a r-methanol 1% 60
2.9557 : 0.59723 I 0.2 I a r-methanol 1% 60
3.4173 | 0.63082 0.2 i a r-methanol 1% | 60
3.9 ! 0.63566 0.2 I a r-methanol 1% | 60
4.5 0.65205 0.2 a r-methanol 1% 60
5.0369 0.66306 0.2 a r-methanol 1 % 60
5.731 0.68536 0.2 a r-methanol 1 % 60
6.3 0.70733 0.2 a r-methanol 1% 60
6.936 0.71659 0.2 a r-methanol 1% 60
7.556 0.73733 0.2 a r-methanol 1% 60
8.141 I 0.75242 0.2 a r-methanol 1% 60
8.889 ! 0.77129 0.2 a r-methanol 1% 60
9.548 0.7899 0.2 a r-methanol 1 % : 60
10.308 0.80315 | 0.2 ' a r-methanol 1% 60
11.23 0.81929 ! 0.2 1 a r-methanol 1% ! 60
0.605 ! 0.41643 j 0.2 ! a r-methanol 5% ! 60
0.96059 I 0.45099 0.2 i a r-methanol 5% | 60
1.2494 ; 0.46327 j  0.2 a r-methanol 5% ! 60
1.791 ; 0.50224 j  0.2 j  a r-methanol 5% 60
2.387 ! 0.54605 I 0.2 | a r-methanol 5% I 60
2.9557 : 0.58636 0.2 . a r-methanol 5% | 60
j.
CO 
| 
CO 
j 0.60143 0.2 a r-methanol 5% | 60
0.62168 0.2 a r-methanol 5% 1 60
4.5 0.63861 0.2 a r-methanol 5% 60
5.0369 : 0.65649 0.2 i  a r-methanol 5% 60
5.731 ! 0.66631 0.2 i  a r-methanol 5% 60
6.3 ! 0.68767 0.2 I a r-methanol 5% 60
6.936 I 0.70379 0.2 I  a r-methanol 5% | 60
7.556 : 0.72101 0.2 i  a r-methanol 5% j  60
8.141 ; 0.73287 0.2 i a r-methanol 5% \ 60
8.889 0.7515 0.2 a r-methanol 5% : 60
9.548 0.76963 : 0.2 1 a r-methanol 5% 60
10.308 0.78306 0.2 a r-methanol 5% 60
11.23 0.8025 0.2 ! a r-methanol 5% !  60
0.605 : 0.4081 0.2 ;  air-methanol 15% I 60
0.96059 I 0.43689 0.2 I  air-methanol 15% I  60
1.2494 0.457 j  0.2 air-methanol 15% !  60
1.791 0.49619 0.2 air-methanol 15% ; 60
2.387 : 0.53363 0.2 ! air-methanol 15% i  60
2.9557
3.4173
0.56988 0.2 air-methanol 15% ; 60
0.60143 i 0.2 air-methanol 15% 60
3.9 0.61514 i  0.2 air-methanol 15% ; 60
4.5 ; 0.63861 |  0.2 | air-methanol 15% ; 60
5.0369 ; 0.65018 i  0.2 air-methanol 15% i  60
5.731 '  0.66631 ! 0.2 : air-methanol 15% I  60
6.3 : 0.67862 0.2 ; air-methanol 15% i  60
6.936 1 0.70073 0.2 ! air-methanol 15% I 60
7.556 i  0.71792 0.2 : air-methanol 15% I  60
8.141 j  0.7298 0.2 i  air-methanol 15% ! 60
8.889 j 0.7515 0.2 ; air-methanol 15% : 60
.... ......  ...
9.548 : 0.76645 0.2 I  air-methanol 15% : 60
10.308 I 0.78306 0.2 ! air-methanol 15% i 60
11.23 0.80575 0.2 air-methanol 15% 60
D-6
Air flowrate, (cm 7s) ; db, (cm) j  d0l (cm) | System Liquid height, (cm)
0.605 0.45834 ! 0.2 | a r-ethanol 1% 60
0.96059 : 0.41866 ! 0.2 a r-ethanol 1% 60
1.2494 0.46988 1 0.2 a r-ethanol 1 % 60
1.791 | 0.5086 | 0.2 a r-ethanol 1 % 60
2.387 0.55616 ! 0.2 a r-ethanol 1% 60
2.9557 i  0.5899 0.2 a r-ethanol 1 % 60
3.4173 ! 0.61543 0.2 a r-ethanol 1 % 60
3.9 | 0.63204 0.2 a r-ethanol 1% 60
4.5 j  0.65205 0.2 a r-ethanol 1% 60
5.0369 ! 0.66306 0.2 a r-ethanol 1 % 60
5.731 | 0.68536 0.2 a r-ethanol 1% 60
6.3 ' 0.70053 0.2 a r-ethanol 1 % 60
6.936 | 0.71659 0.2 a r-ethanol 1 % 60
7.556 | 0.73063 0.2 a r-ethanol 1% 60
8.141 I  0.73916 0.2 a r-ethanol 1% 60
8.889 ! 0.76114 | 0.2 a r-ethanol 1% 60
9.548 ; 0.77616 i  0.2 a r-ethanol 1 % 60
10.308 0.79623 0.2 a r-ethanol 1% 60
11.23 0.81929 0.2 a r-ethanol 1% 60
0.605 0.44628 ; 0.2 a r-ethanol 5% 60
0.96059 0.41866 i  0.2 a r-ethanol 5% 60
1.2494 ; 0.45107 | 0.2 a r-ethanol 5% 60
1.791 0.50224 ; 0.2 ; a r-ethanol 5% 60
2.387 0.54605 ! 0.2 a r-ethanol 5% 60
2.9557 0.58292 0.2 a r-ethanol 5% 60
3.4173 0.6118 
3.9 0.63204
0.2 a
a
r-ethanol 5% 60
0.2 r-ethanol 5% ! 60
4.5 0.64519 0.2 a r-ethanol 5% 60
5.0369 0.65649 ; 0.2 a r-ethanol 5% 60
5.731 ; 0.67557 i  0.2 I  a r-ethanol 5% 60
6.3 : 0.68767 0.2 I  a r-ethanol 5% 60
6.936 i  0.7069 0.2 a r-ethanol 5% 60
7.556 i  0.72416 0.2 a r-ethanol 5% 60
8.141 0.73916 I 0.2 ! a r-ethanol 5% 60
8.889 0.75787 0.2 a r-ethanol 5% 60
9.548 0.77287 '  0.2 a r-ethanol 5% 60
10.308 0.78954 0.2 a r-ethanol 5% 60
11.23 0.81241 , 0.2 a r-ethanol 5% 60
0.605 0.37449 ! 0.2 air ethanol 10% 60
0.96059 0.44372 0.2 air ethanol 10% 60
1.2494 0.46327 ; 0.2 i  air ethanol 10% 60
1.791 : 0.51877 i  0.2 i  air ethanol 10% 60
2.387 0.55971 ! 0.2 j  air ethanol 10% 60
2.9557 0.5899 ! 0.2 ! ai r ethanol 10% 60
3.4173 0.60481 ' 0.2 air ethanol 10% 60
3.9 0.61837 
4.5 ' ~ 0.64186
0.2 air ethanol 10% 60
0.2 air ethanol 10% 60
5.0369 0.6533 0.2 air ethanol 10% 60
5.731 i 0.67877 i 0.2 | air ethanol 10% 60
6.3 0.69398 j  0.2 I air ethanol 10% 60
6.936 ! 0.7069 | 0.2 j  air ethanol 10% 60
7.556 0.72737 ! 0.2 : air ethanol 10% 60
8.141 0.74239 i  0.2 ' air ethanol 10% 60
8.889 0.76114 0.2 air ethanol 10% 60
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Air flowrate, (cmJ/s) CL 3, d0, (cm) System Liquid height, (cm)
9.548 0.77287 0.2 air ethanol 10% 60
10.308 0.78954 0.2 air ethanol 10% 60
11.23 0.80575 0.2 air ethanol 10% 60
0.605 0.35421 0.2 air ethanol 15% 60
0.96059 0.41866 0.2 air ethanol 15% 60
1.2494 0.44543 0.2 air ethanol 15% 60
1.791 0.49619 0.2 air ethanol 15% 60
2.387 0.54284 0.2 air ethanol 15% 60
2.9557 0.57303 0.2 air ethanol 15% 60
3.4173 0.60143 0.2 air ethanol 15% 60
3.9 0.62168 0.2 air ethanol 15% 60
4.5 0.63861 0.2 air ethanol 15% 60
5.0369 0.65974 0.2 air ethanol 15% 60
5.731 0.67877 0.2 air ethanol 15% 60
6.3 0.68767 0.2 air ethanol 15% 60
6.936 0.70379 0.2 air ethanol 15% 60
7.556 0.72416 0.2 air ethanol 15% 60
8.141 0.73599 0.2 air ethanol 15% 60
8.889 0.75466 0.2 air ethanol 15% 60
9.548 0.76963 0.2 air ethanol 15% 60
10.308 0.78954 0.2 air ethanol 15% 60
11.23 0.80575 0.2 air ethanol 15% 60
0.605 0.44628 0.2 air-n-propanol 1% 60
0.96059 0.44372 0.2 air-n-propanol 1 % 60
1.2494 0.457 0.2 air-n-propanol 1% 60
1.791 0.51529 0.2 air-n-propanol 1% 60
2.387 0.56707 0.2 air-n-propanol 1% 60
2.9557 0.57303 0.2 air-n-propanol 1% 60
3.4173 0.60143 0.2 air-n-propanol 1% 60
3.9 0.62851 0.2 air-n-propanol 1% 60
4.5 0.65205 0.2 air-n-propanol 1% 60
5.0369 0.67702 0.2 air-n-propanol 1% 60
5.731 0.68536 0.2 air-n-propanol 1% 60
6.3 0.70733 0.2 air-n-propanol 1% 60
6.936 0.72335 0.2 air-n-propanol 1 % 60
7.556 0.73063 0.2 air-n-propanol 1 % 60
8.141 0.75589 0.2 air-n-propanol 1% 60
8.889 0.78571 0.2 air-n-propanol 1% 60
9.548 0.79714 0.2 air-n-propanol 1% 60
10.308 0.82547 0.2 air-n-propanol 1% 60
11.23 0.8338 0.2 air-n-propanol 1% 60
0.605 0.45215 0.2 air-n-propanol 5% 60
0.96059 0.44372 0.2 air-n-propanol 5% 60
1.2494 0.47334 0.2 air-n-propanol 5% 60
1.791 0.50538 0.2 air-n-propanol 5% 60
2.387 0.54934 0.2 air-n-propanol 5% 60
2.9557 0.58636 0.2 air-n-propanol 5% 60
3.4173 0.6118 0.2 air-n-propanol 5% 60
3.9 0.62851 0.2 air-n-propanol 5% 60
4.5 0.63861 0.2 air-n-propanol 5% 60
5.0369 0.65649 0.2 air-n-propanol 5% 60
5.731 0.67242 0.2 air-n-propanol 5% 60
6.3 0.68767 0.2 air-n-propanol 5% 60
6.936 0.71007 0.2 air-n-propanol 5% 60
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Air flowrate, (cm°/s) db, (cm) d0, (cm) System Liquid height, (cm)
7.556 0.73063 0.2 air-n-propanol 5% 60
8.141 0.74567 0.2 air-n-propanol 5% 60
8.889 0.76446 0.2 air-n-propanol 5% 60
9.548 0.78291 0.2 air-n-propanol 5% 60
10.308 0.79623 0.2 air-n-propanol 5% 60
11.23 0.81929 0.2 air-n-propanol 5% 60
0.605 0.37737 0.2 air-n-propanol 10% 60
0.96059 0.44025 0.2 air-n-propanol 10% 60
1.2494 0.46988 0.2 air-n-propanol 10% 60
1.791 0.52235 0.2 air-n-propanol 10% 60
2.387 0.54284 0.2 air-n-propanol 10% 60
2.9557 0.56379 0.2 air-n-propanol 10% 60
3.4173 0.58263 0.2 air-n-propanol 10% 60
3.9 0.60283 0.2 air-n-propanol 10% 60
4.5 0.6262 0.2 air-n-propanol 10% 60
5.0369 0.6441 0.2 air-n-propanol 10% 60
5.731 0.66041 0.2 air-n-propanol 10% 60
6.3 0.67571 0.2 air-n-propanol 10% 60
6.936 0.69772 0.2 air-n-propanol 10% 60
7.556 0.71488 0.2 air-n-propanol 10% 60
8.141 0.72382 0.2 air-n-propanol 10% 60
8.889 0.74534 0.2 air-n-propanol 10% 60
9.548 0.75722 0.2 air-n-propanol 10% 60
10.308 0.7768 0.2 air-n-propanol 10% 60
11.23 0.79615 0.2 air-n-propanol 10% 60
0.605 0.36379 0.2 air-n-propanol 15% 60
0.96059 0.41323 0.2 air-n-propanol 15% 60
1.2494 0.43247 0.2 air-n-propanol 15% 60
1.791 0.47964 0.2 air-n-propanol 15% 60
2.387 0.52783 0.2 air-n-propanol 15% 60
2.9557 0.55795 0.2 air-n-propanol 15% 60
3.4173 0.57971 0.2 air-n-propanol 15% 60
3.9 0.59703 0.2 air-n-propanol 15% 60
4.5 0.6175 0.2 air-n-propanol 15% 60
5.0369 0.63824 0.2 air-n-propanol 15% 60
5.731 0.66334 0.2 air-n-propanol 15% 60
6.3 0.6846 0.2 air-n-propanol 15% 60
6.936 0.70073 0.2 air-n-propanol 15% 60
7.556 0.72416 0.2 air-n-propanol 15% 60
8.141 0.73599 • 0.2 air-n-propanol 15% 60
8.889 0.75787 0.2 air-n-propanol 15% 60
9.548 0.76333 0.2 air-n-propanol 15% 60
10.308 0.78627 0.2 air-n-propanol 15% 60
11.23 0.80905 0.2 air-n-propanol 15% 60
0.605 0.46489 0.2 air- -propanol 4% 60
0.96059 0.41591 0.2 air- -propanol 4% 60
1.2494 0.45107 0.2 air- -propanol 4% 60
1.791 0.50538 0.2 air- -propanol 4% 60
2.387 0.54605 0.2 air- -propanol 4% 60
2.9557 0.58292 0.2 air- -propanol 4% 60
3.4173 0.6118 0.2 air- -propanol 4% 60
3.9 0.63566 0.2 air- -propanol 4% 60
4.5 0.65922 0.2 air- -propanol 4% 60
5.0369 0.68446 0.2 air- -propanol 4% 60
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Air flowrate, (cm°/s) db, (cm) d0, (cm) System Liquid height, (cm)
5.731 0.69574 0.2 air-i-propanol 4% 60
6.3 0.71805 0.2 air-i-propanol 4% 60
6.936 0.71007 0.2 air-i-propanol 4% 60
7.556 0.72416 0.2 air-i-propanol 4% 60
8.141 0.73916 0.2 air-i-propanol 4% 60
8.889 0.75787 0.2 air-i-propanol 4% 60
9.548 0.77287 0.2 air-i-propanol 4% 60
10.308 0.79623 0.2 air-i-propanol 4% 60
11.23 0.80575 0.2 air-i-propanol 4% 60
0.605 0.43539 0.2 air- -propanol 10% 60
0.96059 0.40806 0.2 air- -propanol 10% 60
1.2494 0.43495 0.2 air- -propanol 10% 60
1.791 0.48763 0.2 air- -propanol 10% 60
2.387 0.53663 0.2 air- -propanol 10% 60
2.9557 0.57303 0.2 air- -propanol 10% 60
3.4173 0.5949 0.2 air- -propanol 10% 60
3.9 0.61514 0.2 air- -propanol 10% 60
4.5 0.63861 0.2 air- -propanol 10% 60
5.0369 0.6533 0.2 air- -propanol 10% 60
5.731 0.67242 0.2 air- -propanol 10% 60
6.3 0.68767 0.2 air- -propanol 10% 60
6.936 0.69186 0.2 air- -propanol 10% 60
7.556 0.71189 0.2 air- -propanol 10% 60
8.141 0.7298 0.2 air- -propanol 10% 60
8.889 0.7484 0.2 air- -propanol 10% 60
9.548 0.76025 0.2 air- -propanol 10% 60
10.308 0.7768 0.2 air- -propanol 10% 60
11.23 0.79306 0.2 air- -propanol 10% 60
0.605 0.35421 0.2 air- -propanol 12% 60
0.96059 0.41323 0.2 air- -propanol 12% 60
1.2494 0.45107 0.2 air- -propanol 12% 60
1.791 0.49619 0.2 air- -propanol 12% 60
2.387 0.5397 0.2 air- -propanol 12% 60
2.9557 0.56988 0.2 air- -propanol 12% 60
3.4173 0.5949 0.2 air- -propanol 12% 60
3.9 0.61514 0.2 air- -propanol 12% 60
4.5 0.63228 0.2 air- -propanol 12% 60
5.0369 0.6441 0.2 air- -propanol 12% 60
5.731 0.66631 0.2 air- -propanol 12% 60
6.3 0.68158 0.2 air- -propanol 12% 60
6.936 0.69772 0.2 air- -propanol 12% 60
7.556 0.70894 0.2 air- -propanol 12% 60
8.141 0.72679 0.2 air- -propanol 12% 60
8.889 0.74534 0.2 air- -propanol 12% 60
9.548 0.76333 0.2 air- -propanol 12% 60
10.308 0.77073 0.2 air- -propanol 12% 60
11.23 0.79306 0.2 air- -propanol 12% 60
0.605 0.35887 0.2 air- -propanol 30% 60
0.96059 0.40806 0.2 air- -propanol 30% 60
1.2494 0.43247 0.2 air- -propanol 30% 60
1.791 0.48491 0.2 air- -propanol 30% 60
2.387 0.52783 0.2 air- -propanol 30% 60
2.9557 0.56084 0.2 air- -propanol 30% 60
3.4173 0.57686 0.2 air- -propanol 30% 60
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Air flowrate, (cmJ/s) db, (cm) d0, (cm) System Liquid height, (cm)
3.9 0.59422 0.2 air- -propanol 30% 60
4.5 0.60927 0.2 air- -propanol 30% 60
5.0369 0.62714 0.2 air- -propanol 30% 60
5.731 0.64922 0.2 air- -propanol 30% 60
6.3 0.66726 0.2 air- -propanol 30% 60
6.936 0.689 0.2 air- -propanol 30% 60
7.556 0.70605 0.2 air- -propanol 30% 60
8.141 0.7152 0.2 air- -propanol 30% 60
8.889 0.7336 0.2 air- -propanol 30% 60
9.548 0.7513 0.2 air- -propanol 30% 60
10.308 0.76197 0.2 air- -propanol 30% 60
11.23 0.78113 0.2 air- -propanol 30% 60
0.605 0.45834 0.2 air-n-butanol 5% 60
0.96059 0.4244 0.2 air-n-butanol 5% 60
1.2494 0.457 0.2 air-n-butanol 5% 60
1.791 0.50224 0.2 air-n-butanol 5% 60
2.387 0.54605 0.2 air-n-butanol 5% 60
2.9557 0.57955 0.2 air-n-butanol 5% 60
3.4173 0.60827 0.2 air-n-butanol 5% 60
3.9 0.62168 0.2 air-n-butanol 5% 60
4.5 0.63228 0.2 air-n-butanol 5% 60
5.0369 0.65018 0.2 air-n-butanol 5% 60
5.731 0.67877 0.2 air-n-butanol 5% 60
6.3 0.68767 0.2 air-n-butanol 5% 60
6.936 0.71007 0.2 air-n-butanol 5% 60
7.556 0.71792 0.2 air-n-butanol 5% 60
8.141 0.73599 0.2 air-n-butanol 5% 60
8.889 0.7515 0.2 air-n-butanol 5% 60
9.548 0.76645 0.2 air-n-butanol 5% 60
10.308 0.78954 0.2 air-n-butanol 5% 60
11.23 0.81241 0.2 air-n-butanol 5% 60
0.605 0.42549 0.2 air-water 35 C 60
0.96059 0.47152 0.2 air-water 35 C 60
1.2494 0.50525 0.2 air-water 35 C 60
1.791 0.52981 0.2 air-water 35 C 60
2.387 0.54605 0.2 air-water 35 C 60
2.9557 0.57303 0.2 air-water 35 C 60
3.4173 0.60143 0.2 air-water 35 C 60
3.9 0.61514 0.2 air-water 35 C 60
4.5 0.64519 0.2 air-water 35 C 60
5.0369 0.65649 0.2 air-water 35 C 60
5.731 0.68536 0.2 air-water 35 C 60
6.3 0.69722 0.2 air-water 35 C 60
6.936 0.7069 0.2 air-water 35 C 60
7.556 0.72416 0.2 air-water 35 C 60
8.141 0.74239 0.2 air-water 35 C 60
8.889 0.76446 0.2 air-water 35 C 60
9.548 0.77616 0.2 air-water 35 C 60
10.308 0.78954 0.2 air-water 35 C 60
11.23 0.80575 0.2 air-water 35 C 60
0.605 0.42549 0.2 air-water 45 C 60
0.96059 0.45877 0.2 air-water 45 C 60
1.2494 0.4769 0.2 air-water 45 C 60
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1.791 0.52235 0.2 air-water 45 C 60
I !
Air flowrate, (cm /s) db, (cm) ! d0, (cm) System Liquid height, (cm)
2.387 0.54605 ! 0.2 air-water 45 C 60
2.9557 0.57303 I 0.2 air-water 45 C 60
3.4173 0.59813 ! 0.2 air-water 45 C 60
3.9 0.61837 ! 0.2 air-water 45 C 60
4.5 0.64519 0.2 air-water 45 C 60
5.0369 0.65018 0.2 air-water 45 C 60
5.731 0.67557 ! 0.2 air-water 45 C 60
6.3 0.68767 ! 0.2 air-water 45 C 60
6.936 0.7069 i 0.2 air-water 45 C 60
7.556 0.72101 ! 0.2 air-water 45 C 60
8.141 0.73916 0.2 air-water 45 C 60
8.889 0.76114 0.2 air-water 45 C 60
9.548 0.77616 0.2 air-water 45 C 60
10.308 0.78954 0.2 air-water 45 C 60
11.23 0.80575 0.2 air-water 45 C 60
0.605 0.44628 0.2 air-water 60 C 60
0.96059 0.45099 I 0.2 air-water 60 C 60
1.2494 0.4769 I 0.2 air-water 60 C 60
1.791 0.5086 I 0.2 air-water 60 C 60
2.387 0.53363 I 0.2 air-water 60 C 60
2.9557 0.57303 0.2 air-water 60 C 60
3.4173 0.5949 0.2 air-water 60 C 60
3.9 0.61197 0.2 air-water 60 C 60
4.5 0.63541 0.2 air-water 60 C 60
5.0369 0.65018 0.2 air-water 60 C 60
5.731 0.66934 0.2 air-water 60 C 60
6.3 0.6846 0.2 air-water 60 C 60
6.936 0.70379 0.2 air-water 60 C 60
7.556 0.72101 0.2 air-water 60 C 60
8.141 0.73599 0.2 air-water 60 C 60
8.889 0.75466 0.2 air-water 60 C 60
9.548 0.76963 0.2 air-water 60 C 60
10.308 0.78306 0.2 air-water 60 C 60
11.23 0.7993 0.2 air-water 60 C 60
I  . . . ..
!
: |
I ......................
; I
l :
! !
i  i
I I
i  !
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Gas holdup data for 15.5 cm column
|
Gas holdup Gas holdup Gas holdup
Usg, (m/s) Us,=0.0 (m/s) ! Usgi (m/s) Ug,=0.002 (m/s) Usg) (m/s) Usi=0.0038 (m/s)
0.0047697 0.03125 : 0.0082 0.0375 0.005 0.0269
0.0063596 0.035 0.0117 0.0469 0.0063 0.0312
0.0085589 0.041875 0.0155 0.0594 0.0087 0.0375
0.01097 0.05 0.0193 0.0725 0.011 0.0438
0.013364 0.05875 0.0217 0.085 0.0126 0.0488
0.016429 0.07125 I 0.0293 0.101 0.0148 0.0563
0.01899 0.08125 0.035 0.121 0.0177 0.0656
0.020854 0.093125 0.043 0.139 0.0208 0.0775
0.0237 0.121 0.0496 0.1594 0.0217 0.0813
0.0278 0.145 0.0582 0.1688 0.0227 0.0869
0.0335 0.159 0.062 0.1738 0.0282 0.1023
0.039 0.173 0.0749 0.1813 0.0355 0.118
0.046 0.188 0.0858 0.1888 0.044 0.14
0.057236 0.195 ! 0.1064 0.2019 0.0506 0.1588
0.06296 0.20875 I 0.124 0.2213 0.061 0.1675
0.074902 0.22 ! 0.1335 0.2275 0.0744 0.1725
0.083469 0.22687 0.1431 0.235 0.0835 0.1806
0.098255 0.23875 0.1526 0.2419 0.0954 0.1862
0.10875 0.2425 0.1576 0.2475 0.103 0.1894
0.11733 0.24813 0.165 0.2563 0.1124 0.2019
0.1221 0.25375 0.1727 0.2612 0.1183 0.205
0.13072 0.25875 0.1288 0.2113
0.14309 0.265 0.1335 0.215
0.15457 0.27625 | 0.1363 0.2206
0.16694 0.28625 | 0.1499 0.2313
0.17791 0.295
0.20605 0.315 !
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—  Gas holdup data for 15.5 cm column
:
i Gas holdup Gas holdup
Usg, (m/s) Ug,=0.006 (m/s) Usg, (m/s) Us,=0.0083 (m/s)
0.0064 0.025 0.0048 0.02
0.0079 i 0.0294 0.0072 i  0.0262
0.0101 | 0.035 0.0098 i 0.0331
0.0119 ! 0.0419 0.0132 | 0.045
0.0151 0.0518 0.0162 0.0563
0.0171 0.0594 0.019 ! 0.0638
0.0191 0.0687 ; 0.0202 I 0.0675
0.0206 0.07 i  0.0212 i 0.0731
0.0247 0.087 | 0.0275 j  0.1003
0.0286 0.11 I 0.0363 0.116
0.0338 | 0.124 0.0425 | 0.132
0.0442 | 0.135 0.0525 ! 0.1419
0.0506 I 0.1475 0.061 | 0.1469
0.0582 0.1512 0.0668 0.1512
0.062 0.1544 0.0715 0.1544
0.0687 0.1588 0.0783 0.1612 j
0.0763 0.1644 0.0844 0.1644
0.0835 0.1694 | 0.0963 0.17
0.0982 0.1788 | 0.1087 0.1806
0.114 0.1894 | 0.1278 0.1938 I
0.1278 0.2019 0.1469 0.2081 I
0.145 0.2156 0.1526 0.2113 !
0.1535 0.2219 0.1603 0.225
------------ 0.1908 0.2438 I
; !
: !
: i  i
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Gas holdup data for 8 cm column
: !
Gas holdup
Usg, (cm/s) US|=0.0 (cm/s)
0.8275 0.0223
1.0082 0.0308
: 1.1997 0.0373
! 1.3935 0.0428
I 1.5871 0.0491
i 1.8337 0.0536
: 1.9782 0.0615
2.1792 0.0676
2.3852 0.0744
2.6603 0.0812
2.833 0.087
; 3.0954 0.096
; 3.2055 0.1001
3.5369 0.1081
3.692 0.1143
4.1391 0.1259
4.6464 0.1349
5.1286 0.1444
5.7406 0.1531
6.4473 0.1601
6.998 0.1725
------------ ---------  - —  -
Gas holdup for distilled water at various temperatures
l
Usg (cm/s) Gas holdup, 25 °C Usg (cm/s) Gas holdup, 45 °C Usg (cm/s) Gas holdup, 65 °C
0.98 0.0331 1.134 0.0466875 1.2053 0.05625
1.32 0.045 1.4762 0.0495 1.4151 0.063
1.62 0.0563 1.6285 0.0531 1.7309 0.0703125
1.9 0.0638 1.8645 0.0567 2.1107 0.079875
2.02 0.0675 2.269 0.0648 2.8872 0.09
2.12 0.0731 2.5951 0.072 3.4026 0.095625
2.75 ___ 0.1003 2.7979 0.0783 3.9385 0.102942
3.63 0.116 2.9996 0.0883125 4.4756 0.108
4.25 0.132 3.4834 0.100125 4.5189 0.110817
5.25 0.1419 3.9469 0.108 4.8234 0.115317
6.1 0.1469 4.1292 0.111375 5.8154 0.122625
6.68 0.1512 4.3331 0.1125 6.5566 0.1305
7.15 0.1544 4.8673 0.115317 7.283 0.137817
7.83 0.1612 5.1999 0.11925 7.649 0.14175
8.44 0.1644 5.8726 0.126567 9.3412 0.154692
9.63 0.17 6.2116 0.129942 9.535 0.152442
10.87 0.1806 6.5527 0.13275 12.004 0.174375
12.78 0.1938 6.852 0.135 13.646 0.178317
14.69 0.2081 7.412 0.14175 14.361 0.182817
15.26 0.2113 7.9366 0.145692 15.078 0.189
16.03 0.225 8.516 0.149067 16.34 0.19575
8.9247 0.151875
9.2948 0.156375 i
9.9063 0.158625
! ■ 10.816 0.167625 I
I i 12.754 0.171 |
I : 13.258 0.176625 |
14.355 0.182817
15.715 0.19575
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Gas holdup for distilled water at various temperatures
Usg (cm/s) Gas holdup, 70 C Usg (cm/s) Gas holdup, 80 °C Ugg (cm/s) Gas holdup, 90 °C
0.82532 0.0519 0.84938 0.0630385 0.87344 0.06762
1.749 0.0656 1.8 0.076601 1.851 0.0905625
1.994 0.0725 2.0521 0.0868 2.1102 0.1026375
2.3753 ! 0.0794 2.4446 0.0942865 2.5138 0.115437
2.7868 0.0869 2.8681 0.1016645 2.9493 0.124499
3.2073 0.0938 3.3008 0.107849 3.3944 0.1344005
3.6312 0.0994 3.737 0.1153355 3.8429 0.1374135
4.055 0.1063 4.1732 0.1207605 4.2915 0.1449
4.48 0.1113 4.6106 0.129549 4.7412 0.1546865
4.9061 0.1169 5.0491 0.135625 5.1921 0.1599995
5.3355 0.1206 5.491 0.140399 5.6466 0.1653125
5.7672 0.1263 5.9353 0.1424605 6.1034 0.167601
6.2033 0.1319 6.3842 0.1485365 6.565 0.175812
6.6439 0.1375 6.8376 0.1546125 7.0313 0.1818495
7.0901 0.1413 7.2968 0.1606885 7.5035 0.184874
7.5419 0.1456 7.7618 0.166873 7.9817 0.1932
7.9993 0.1506 8.2325 0.1715385 8.4658 0.1962245
8.4623 0.1538 8.709 0.1763125 8.9557 0.198513
8.932 0.1575 9.1924 0.1804355 9.4528 0.2029865
9.4084 0.1619 9.6827 0.185101 9.957 0.2068505
9.8904 0.1656 10.179 0.1878135 10.467 0.2082995
10.377 0.17 10.679 0.1925875 10.982 0.212888
10.869 0.1738 11.186 0.1986635 11.503 0.2180745
11.365 0.1738 11.697 0.200074 12.028 0.21965
11.864 0.1788 12.21 0.205499 12.556 0.226412
12.366 0.1819 12.727 0.2082115 13.087 0.233174
12.87 0.185 13.245 0.2095135 13.62 0.233174
13.373 0.1881 13.763 0.211575 14.153 0.2354625
13.874 0.1925 14.278 0.2184105 14.683 0.240051
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Rectangular column 
Distilled water
15.5 cm 
0.1M Na2S
column
0 4 solution
Gas holdup Gas holdup
Usg (cm/s) Us,=0.0 (cm/s) Usg (cm/s) Ug,=0.71 (cm/s)
0.95946 0.019231 0.717 0.026
2.0333 j 0.030769 1.52 0.038
2.318 I 0.038462 I 1.73 0.048
2.8403 0.05 2.06 0.064
3.334 0.057692 2.42 | 0.079
3.837 0.069231 | 2.79 0.092
4.3427 0.073077 ! 3.15 0.096
4.8498 0.080769 3.52 0.1
5.3595 0.088462 3.89 0.132
6.035 0.092308 4.26 0.148
6.5633 ; 0.088462 j 4.63 0.152
7.2892
7.8404
0.080769 ' 5.01 0.175
0.088462 5.39 0.184
8.3973 ! 0.096154 I 5.77 0.188
8.9613 ! 0.10385 ! 6.16 0.194
9.5309 | 0.11154 j 6.55 0.191
10.11 i 0.11923 i 6.95 0.181
11.268 | 0.12692 j 7.35 0.178
11.893 : 0.13462 I 7.76 0.197
12.527 
.....13.168
0.14231 ! 8.17 0.204
0.15 8.59 I 0.208
14.308 
14.986 
15.669 "
0.16154 9.01 0.209
0.16923 9.44 0.212
0.17308 9.87 | 0.218 I
10.3 0.212
------------ 10.73 0.211 i
12.41 0.214
13.17 j 0.219
:
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15.5 cm column 
lW t%  i-propanol solution
Gas holdup
U Sg (cm/s) Ug,=0.71 (cm/s)
0.717 0.035
1.52 0.047
1:73 0.063
2.06 0.079
2.42 0.094
2.79 0.109
3.15 0.121
3.52 0.134 1
CDoCDCOCO
4.26 0.164
4.63 I 0.181
5.01 i 0.196 |
5.39 0.209 !
5.77 ; 0.226 I
6.16 0.241 !
6.55
6.95
0.257 i
0.275
7.35 0.289
7.76 I 0.297
8.17 ! 0.311
8.59 0.328
9.01 0.35
9.44
9.87
10.3
10.73
12.41
13.17
0.391
0.403
0.422
0.447
0.456
0.456 i
13.93 0.464 I
Dispersion coefficients in distmea water
Usg (cm/s) Et (cm2/s), US|=0.71 (cm/s) E, (cm2/s), US|=1.44 (cm/s)
0.717 75 110
1.52 84 187
1.73 78 173
2.06 98 212
2.42 105 231
2.79 109 220
3.15 138 225
3.52 160 255
3.89 206 240
4.26 185 263
4.63 ' 238 253
5.01 250 268
5.39 ! 266 274
5.77 i 247 270COICOi
.16 270 275
.55 285 264
6.95 288 277
7.35 291 280
7.76 297 290
8.17 265 270
8.59 | 293 304
9.01 I 284 285
9.44 ! 315 290
9.87 | 278 295
10.3 ! 320
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Dispersion coefficient for Alcohol and salt solutions
U«„ (cm/s) Ei, lWt% i-Propanol Eh 0.1MNa2SO4
0.717 123.14 193.46
1.52 126.42 223.27
1.73 115.24 235.1
2.06 141.15 228.3
2.42 156.73 1 239.86
2.79 165.89 269.96
3.15 208.82 I 272.03
3.52 211.31 j 285.14
3.89 250 1 322.72
4.26 262 i 341.35
4.63 260 ! 338.1
5.01
5.39
315.56 330.23
304 353.23
5.77
6.16
317 356.78
307 334.9
6.55 i 352 348.04
6.95 331.78 300.85
7.35 | 290 310.04
7.76 | 272 321.27
8.17 ! 294 343
8.59 275 364.1
9.01 237 351.48
9.44 192 367.87
9.87 ! 182 371.73
10.3 j 358.58
10.73 ! 370
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;at transfer coefficient(H.T.C) for distilled water (Tbulk =35 °C)
! 1
Top position Top position Top position Middle position
| q=95000 (W/m2) q=150000 (W/m2) q=200000 (W/m2) q=95000 (W/m2)
Usg (cm/s) H.T.C (W/m^K) H.T.C (W/nfK) H.T.C (W/m2K) H.T.C (W/m2K)
0.717 5242.9721 I 5259.93 5684.84 4161
1.52 i 5370.4483 | 5491.63 5902.26 4594.44
1.73 5579.7981 5790.71 6099.29 4809.25
2.06 ! 5729.8615 6043.86 6264.12 5282.17
2.42 | 5940.0313 6140.65 6377.34 5335.71
2.79 ; 6136.3311 6295.61 6431.99 5587.79
3.15 6186.4158 6436.97 6592.69 5833.95
3.52 6373.9592 6601.84 6629.67 6103.83
3.89 6826.0156 6695.62 6711.37 6319.52
4.26 6756.838 6792.82 6767.55 6172.36
4.63 ! 6833.4353 6985.68 6869.45 6265.88
5.01
...' " 5.39
5.77
6983.8082 7157.96 7003.13 6430.68
7273.7347 7053.96 6981.96 6648.57
7304.8474 7111.47 7065.08 6772.09
6.16 7699.7902 i 7277.34 ! 7163.78 6924.27
6.55 7581.4822 7476.62 7327.15 6934.66
6.95 7794.3891 7432.86 7444.09 7143.43
7.35 7848.235 7394.88 7491.15 7228.09
7.76 7759.6975 7432.26 7542.41 7531.47
8.17 ! 7784.4926 7571.64 7578.57 7556.36
8.59 7869.8022 7556.78 7709.76 7240.03
9.01 7771.1099 7551.67 7835.7 7436.49
9.44
9.87
10.3
8001.049 7613.55 7854.36 7589.73
7907.7607 7685.49 7981.9 ! 7224.99
7582.7 7998.77 | 7385.14
10.73 7598.72 7962.84 | 7186.13
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!Heat transfer coefficient (H.T.C, q-95000 W/m2)
Distilled water Distilled water 1Wt% i-Propanol 0.1M Na2S 0 4
Tbuik=60 °C Tbuik=50 °C T"buik-35 °C Tbuik-35
Usg (cm/s) ! H.T.C (W/m'K) H.T.C (W/rrfK) H.T.C (W/rrTK) H.T.C (W/m'K)
0.717 I 5859.0304 5381.18 4660.19 5008.15
1.52 ! 6033.9173 5532.63 5026.81 5348.77
1.73 | 6440.7578 5776.43 5254.09 5959.13
2.06 ! 6837.7844 6040.34 5322.4 6305.83
2.42 7086.8632 6118.79 5473.06 6656.76
2.79 7081.788 6290.63 5641.25 6993.95
3.15 7025.0473 6478.06 5774.76 7164.53
3.52 7263.1655 6433.86 5896.57 7160.2 !
3.89 7570.9286 6701.06 5873.42 7339.4
4.26 7612.1911 6879.71 5881.23 7254.99 I
4.63 7257.7385 6963.49 6009.3 7363.09 I
5.01 7332.6294 7115.78 6155.4 7429.8 !
5.39 7416.8766 6971 6200.18 7565.8 j
5.77 7533.7616 7370.48 6172.44 7615.91 i
6.16 7540.1508 7555.51 6320.7 7870.27
6.55 7545.3758 7562.55 6468.36 7923.91 i
6.95 7625.674 7579.29 6579.8 8044.78
7.35 7653.624 7709.3 6586.72 8036.91
7.76 7674.8419 7566.98 6439.06 7948.59
8.17 7690.0372 7813.36 6401.9 8117.65
8.59 7768.188 7961.74 6346.53 8062.47
9.01 7737.0435 7976.89 6149.2 8271.83 I
9.44 7791.1624 7811.41 5879.12 8093.3 !
9.87 7689.2198 7874.9 5799.69 8135.76 |
10.3 7872.5908 7869.97 5728.59 8058.65 I
10.73 7837.7672 8045.32 5688.23 7823.11
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---- Two phase heat transfer coefficients with heat flux
---- Usf =0.71 (cm/s)
i Usg=1.52 (cm/s) Usg=5.01 (cm/s) Usg=9.01 (cm/s)
q (W/m2) 1 H.T.C (W/m2K) H.T.C (W/m2K) H.T.C (W/m2K)
60037 5679.86 7225.14 7679.5
90056 5631.91 7153.44 7215.47
120075 5616.84 7090.54 7425.93
150094 5564.31 7060.9 7502.3
180112 5714.55 7162.52 7418.55
210131 5750 7090.43 7482.85
240150 5832.4 7134.95 7639.61
270169 6012.99 7204.85 7660.36
300188 6195.48 7226.36 7744.47
330206 6426.57 7448 7924
360225 6507.76 7474.88 7965.27
— Single phase heat transfer coefficients with heat flux -
—
Usl=0.71(cm/s)
i
q (W/m2) H.T.C (W/m2K) !
10000 1215.2
30000 1376.5
50000 1551.2
95000 2065.8 !
150000 3218.9 |
200000 3695.3 i
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Heat transfer coefficients around heater 
Us,=0.71 (cm/s)
Usg=0 (cm/s) Usg=0.72 (cm/s) U sg=1.73 (cm/s) Usg=2.42 (cm/s)
Position on the heater H.T.C (W/m2K) H.T.C (W/m2K) H.T.C (W/m2K) H.T.C (W /nrK )
1 1830 5088 5520 5756
2 1828 4939 5334 5570
3 1863 4839 5136 5488
— ...— 4 1784 ! 4830 5197 5409
5 ! 1750 4799 5106 5274
6 | 1738 4608 4943 5392
7 1726 4886 5128 5388
8 1732 4467 4737 4875
9 1745 4494 4630 4835
10 1774 4601 5027 5183
11 ! 1853 4846 5170 5355
- - - - - - - - - - - 12 1825 4931 5272 5646
!
i
i
!  |
Usg-3 .1 5  (cm/s) Use=4.26 (cm/s) Use=6.55 (cm/s) Usg=8.59 (cm/s)
Posit! Dn on the heater H.T.C (W/m2K) H.T.C (W/m2K) ! H.T.C (W/m2K) H.T.C (W /m2K)
1 5943 | 6130 6440 6658
2 5824 i 6002 6418 6781
3 5602 - | 5827 ! 6374 6732
4 5615 i  5828 I 6243 6369
5 ! 5480 5813 | 6313 6690
6 5534 5744 I 6524 6642
7 ! 5560 5783 6224 6660
8 | 5122 5198 5639 6287
9 i  4976 5262 5713 6405
10 ! 5463 5699 6133 6344
11 ; 5600 5774 j  6163 6732
12 j  5718 5914 | 6428 6678
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Heat transfer coefficients for rectangular column 
Us,=0.71 (cm/s)
!
! Top position Bottom position
Usg (cm/s) H.T.C (W/m2K) H.T.C (W/m2K)
0.902 4976.57 4819.81
1.91 ! 5158.83 4844.26
2.18 5324.11 4863.35
2.6 5756.2 4897.8
3.04 i 5899.48 5045.76
3.5 6271.33 5070.76
3.97 6614.07 5341.7
4.43 6780.02 5454.88
4.9 6477.3 5620.2
5.36 6372.64 5367.2
5.83 6596.69 5482.11
6.3 6922.33 5662.19
6.78 ! 7113.99 i  5795.84
7
7
26 7259.99 5893.16
75 7178.85 5975.8 |
8
8
24 6886.01 6188.77 \
74 6843.11 6265.8
9.25 6979.34 | 6375.82
9.76 j 7028 6689.53
10.28 | 7032.2 6770.32
10.81 7092.96 6758.44
11.34 7094.1 6831.9
11.88 7160.4 7032.44
---- ------ ------- ---------- 1 i
..........—
i :
5 1
I!
! !
!
