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Abstract:  The  time  shared  optical  network  (TSON)  has  been  proposed  as  a  dynamic  optical 
transport network solution to provide high bandwidth and low latency connectivity in support of 
5G  technology  and  beyond.  This  work  reviews  the  TSON  evolution  stages  developed  in  the 
framework  of  the  U.K.  national  project  Towards  Ultimate  Convergence  of  All  Networks 
(TOUCAN). The details of the TSON architecture and its various development phases are discussed, 





Towards Ultimate Convergence of All Networks  (TOUCAN)  [1]  is a University of Bristol‐led 
research project funded by the U.K. Engineering and Physical Sciences Research Council (EPSRC). 
The TOUCAN aims to achieve ultimate network convergence, enabled by a new technology agnostic 




With  the  rapid  deployment  of  5G  and  the  emergence  of  beyond  5G  technologies,  telecom 
network  infrastructures  are  being  populated  with  heterogeneous  types  of  access  technologies 
supporting  new  types  of  services  that  often  require  high‐bandwidth  and  low‐latency  key 
performance indicators (KPIs), for instance, high definition (HD), augmented reality (AR), and virtual 
reality (VR) services. As such, both last mile access (e.g., from edge to antenna) technologies, as well 
as  fronthaul/backhaul  and metro/core  transport  technologies,  are  also  evolving  to  support  these 
requirements. Due to latency and bandwidth requirements, optical networks are among the preferred 




as well  as metro  and  core  requirements  (TSON,  orthogonal  frequency‐division multiplexing  (O‐
OFDM), flexi‐wavelength division multiplexing (WDM)). The choice of these technologies depends 
on the requirements that the wireless access technologies introduced in terms of bandwidth, latency, 
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and other factors (e.g., mmwave, multiple‐input, multiple‐output (MIMO), massive MIMO), as well 
as  on  the  architecture  of  the  various  network  segments.  Additionally,  with  the  maturity  of 
virtualisation  technologies  and  specifically  network  function  virtualisation  (NFV),  most  of  the 
wireless networking  functions  such  as mobile packet  core  are being virtualised  for  execution by 
commodity  processors.  To meet  their  latency  requirements,  they  are  required  (or  at  least  some 
components of  them)  to be hosted at  the edge of  the network. The aforementioned  requirements 
indicate that there is an emerging requirement for a generic edge interface that can be programmed 
both at  transport protocol  level and  also at  the network  function  level. Such an  interface  can be 
deployed  anywhere  at  the  edge  of  the  network,  can  interface  any  access  technology  at  any 
backhaul/metro/core network,  and  can  also host network  functions  that  are  sensitive  to  latency. 






division multiplexing,  BW:  bandwidth, OBSAI:  open  base  station  architecture  initiative, OTDM: 
optical time domain multiplexing, O‐OFDM: optical orthogonal frequency‐division multiplexing. 
The TOUCAN realises its main vision by fulfilling the following four objectives:   
1. Develop a radically new architecture  that will  take a  technology agnostic approach  targeting 
cross‐technology application, programmable infrastructure, and service composition driven by 
KPIs  in,  for  example,  capacity,  connectivity,  spectrum utilisation, energy efficiency,  fairness, 
QoS, and QoE.   





4. Break  traditional  barriers  between  infrastructure,  control,  and  service  layers  by making  the 
network infrastructure and its control part of the end‐to‐end service delivery chain. 
Figure  2  illustrates  the  generic  TOUCAN  architecture.  In  this  architecture,  the  TOUCAN 
converged  physical  infrastructure  aims  to  design  a  generalised  solution  able  to  deliver  agility, 
programmability, and flexibility for interfaces between heterogeneous transport technologies, that is, 
Appl. Sci. 2019, 9, 4786  3  of  17 
optical and wireless, and different networks—for example, optical core, metro and access; wireless 




node  interface  takes  advantage  of  the  huge  input–output  (IO)  resource  and  hardware 
programmability of FPGAs. Through high speed transceivers, the FPGA could process the incoming 
traffic  from Ethernet, access, wireless cellular, and other networks. Then,  the FPGA could use  its 
computing power  to perform  traffic parsing, protocol  framing/mapping,  traffic  aggregation,  and 
other  operations. Moreover,  the  convergence  node  aims  to  allocate  resources  elastically  in  time, 
spectrum, and space, in order to accommodate a large range of traffic profiles and granularities in an 
efficient way and providing  low  latency on  the basis of considered vertical  technology  interfaces. 




force,  ONF:  open  networking  foundation,  SNMP:  simple  network  management  protocol,  IMF: 
internet message format. 
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Figure 3. The generic convergence‐node architecture. LTE‐A: long term evolution advanced, PON: 
passive  optical  network,  WiFi:  wireless  fidelity,  LiFi:  light  fidelity,  BVT:  bandwidth  variable 
transponder. 
The TSON solution [2,3] is a proprietary solution developed by the High Performance Networks 
(HPN)  research group,  currently part of  Smart  Internet Lab, University of Bristol,  and has been 
adapted  to  support  the  convergence  node  proposed  in  Figure  3.  This  technology  offers  high 
bandwidth  and  low‐latency  connectivity  to  support  the  requirements  of  High‐Performance 
Networks.  The  TSON  solution  is  a  proven  active  WDM  solution  that  provides  variable  sub‐
wavelength  switching  granularity  and  the  ability  to  dynamically  allocate  optical  bandwidth 






















of  complexity. The TSON  edge nodes provide  the  interfaces between different domains,  such  as 
wireless, passive optical network  (PON), and DC,  to  the optical domain and vice versa. Figure 4 
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presents the baseline of the TSON edge node data plane architecture. The architecture consists of one 






























TSON  supports  two  different  functional modes:  Ethernet  and  elastic  bandwidth  allocation 
mode. The  Ethernet mode  supports  Ethernet‐based  packets without  any  time‐slicing  and  elastic 
bandwidth allocation is based on time‐slicing. The TSON control plane is presented in Section 4. It 
should be noted, however,  that TSON  is  fully  software defined networking  (SDN)  enabled. The 
parameters  of  TSON  nodes  are  programmable  by  an  SDN  controller,  including  quality  of 
transmission  (QoT), programmable overhead, programmable  time‐slice size, programmable  time‐
slice numbers in a frame, and time‐slice allocation. The TSON is client friendly (e.g., operator, service 
provider). When required to setup a network service, after evaluating its requirements such as bit‐
rate,  connectivity  type,  QoS,  and  QoT  by  the  network  controller,  the  TSON  nodes  choose  the 




 Connections—referring  to  a  sub‐wavelength  light  path  establishment  between  any  two  end 
points in the TSON domain. 
 Frames—wherein  each  connection  lasts  for  a  number  of  frames  to  improve  statistical 
multiplexing of data units. 






In  the second evolution stage of  the TSON solution,  the TSON baseline  technology has been 
extended  to  support multi‐protocol,  as well  as  to provide  synchronisation  capabilities. We have 
chosen xHaul  as  the multi‐protocol  scenario, which  is  joined Backhaul  (BH)  and Fronthaul  (FH) 
services. The reason to choose xHaul scenario is that the TSON can support varying service‐related 
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the time‐slice allocation, the aggregation block calculates the frames needed to construct the burst, 




Figure  6. Common  public  radio  interface  (CPRI)  frame  structure  over TSON. C&M:  control  and 
management, L1:  layer  1, Ctrl_AxC:  control data  stream  for  antenna  carrier, BFN: node B  frame 
number. 
High synchronisation accuracy over the network requires an accurate time‐stamping method. 







media attachment  (PCS/PMA)  sub  intellectual property  (IP) cores,  respectively. Unlike  the Xilinx 
approach,  the developed subsystem uses a separate developed  time stamper. Figure 7 shows  the 
proposed subsystem architecture. The developed time stamper follows the same features as the Xilinx 
Subsystem. The time stamper unit is located between the MAC and PCS/PMA IP cores, uses the Timer 
Syns  clock,  and  follows  the  IEEE‐1588‐v2  protocol.  In  addition,  the  time  stamper  considers  the 
physical layer delay for stamping.   
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 Storage—the  operation  of  the  decoding  process  at  the  edge  imposes  significant  buffering 
requirements due to the high data rate of FH streams. 
 Synchronisation—synchronisation between flows reaching decode nodes. 
TSON  is  extended  [13]  to  address  these  challenges  and  execute  the  coding  and  decoding 
processes at line rate, as well as minimising buffering requirements adopting a purposely developed 
synchronisation scheme to make it suitable for C‐RAN implementation. We considered a butterfly 























edge node  for  the  first  time  is  the need  for a  flexible and programmable edge node architecture 
providing an interface between the 5G access and transport network. This requirement is due to the 




highly programmable using SDN. As  the heart of  the architecture,  the TSON solution  follows the 
TSON multi‐protocol legacy presented in the previous sub‐section, as well as supporting both metro 
and long‐haul networks on demand on the basis of the operator or service provider requirements. 
The  TSON  edge  node  aggregates/dis‐aggregates  any  input  access  traffic  to/from  a  highly 
synchronous  and  bandwidth  granular  optical  transport  on  the  basis  of  time  slot  switching  in  a 
programmable way.  In  addition,  it provides  access  to  a highly programmable  coherent  variable 
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Figure 10. The disaggregated edge node data plane architecture. WiFi: wireless fidelity, LiFi:  light 










































 Frame  format—the TSON  frame  format  is  changed.  In  this  scenario, each TSON  frame  slice 
carries the incoming client frame format. This means if the client data is Ethernet packets, the 





clients and n  is  the number of  lambdas. This  feature  is another result of  the changing TSON 
frame format. 
 Elastic  bandwidth  allocation  mode—this  mode  is  enabled  for  both  10  Gb  and  100  Gb 
wavelengths. 
3.2. The TSON Testbed Setup and Experimental Results 
































Table 1 presents  the  latencies  for  the mentioned scenarios. This  table shows  that each TSON 
convergence node took 4.43 and 3.16 μs for 10 Gb convergence and 100 Gb convergence, respectively. 
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to  handle  the  TSON  features.  Also,  the  NETCONF/OpenConfig  agent  based  on  the  extended 




Figure  17.  The  TSON  control  plane  architecture.  FPGA:  field‐programmable  gate  array.  SDN: 
software‐defined  networking,  NETCONF:  network  configuration  protocol,  TDM:  time  domain 
multiplexing. 
OpenConfig  is used  to represent  the TSON device. Indeed,  the standard OpenConfig YANG 
model does not handle all  the TSON  features and needs  to be extended. The OpenConfig YANG 



















TOUCAN project. This work presents  the evaluation  stages. We  started with  the TSON baseline 
stage, focusing on the TSON solution idea, its architecture, and functionality. TSON baseline only 
supports one client with Ethernet protocol; therefore, we have extended it to support multi‐protocol 




the  current TSON  architecture was presented  and  evaluated using  the  5GUK  test network. The 
evaluation results denote the reliability of the TSON solution over dark fibres.   
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