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Abstract
A novel hydraulic fracture (HF) formulation is introduced which accounts for the hydraulically
induced shear stress at the crack faces. It utilizes a general form of the elasticity operator alongside
a revised fracture propagation condition based on the critical value of the energy release rate. It
is shown that the revised formulation describes the underlying physics of HF in a more accurate
way and is in agreement with the asymptotic behaviour of the linear elastic fracture mechanics. A
number of numerical simulations by means of the universal HF algorithm previously developed in
Wrobel & Mishuris (2015) are performed in order to: i) compare the modified HF formulation with
its classic counterpart and ii) investigate the peculiarities of the former. Computational advantages
of the revised HF model are demonstrated. Asymptotic estimations of the main solution elements
are provided for the cases of small and large toughness. The modified formulation opens new ways
to analyse the physical phenomenon of HF and also improves the reliability and efficiency of its
numerical simulations.
1 Introduction
The term of hydraulic fracture refers to a propagation of a fluid driven crack. This can be encountered
in many natural processes such as expansion of the magmatic intrusion in the earth crust (Rubin, 1995)
or subglacial drainage of water (Tsai & Rice, 2010). This physical mechanism is also used in technology,
where it can act as an accompanying effect to main processes or be an intentionally created treatment.
Hydraulic fracture can have a detrimental impact, in which case efforts are taken to counteract it (e.g.
CO2 sequestration, underground waste storage), but it can also introduce a desired effect, and then its
stimulation is needed (fracking technologies). All these considerations create a demand for the proper
understanding and prediction of the underlying physical process.
The multiphysics nature of hydraulic fracture requires careful analysis of the interactions between
component physical fields. As a result, the mathematical description and solution of the problem pose
a formidable task. The main difficulties stem from issues including: i) strong non-linearities resulting
from interaction between the solid and fluid phases, ii) singularities in the physical fields, iii) moving
boundaries, iv) degeneration of the governing equations at the singular points of the domain, v) leak-off
to the rock formation, vi) pronounced multiscaling effects, vii) complex geometry.
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The complexity of the problem motivates various simplifications in theoretical analyses. The first
mathematical models of HF were proposed in the 1950s (see for example Harrison et al. (1954) and
Hubbert & Willis (1957)). Together with some later works, these simplified approaches can be sum-
marized in the following three main classic models. The so-called PKN model was considered by
Perkins & Kern (1961) and further developed by Nordgren (1972). The KGD (plane strain) model
was developed independently by Khristianovic & Zheltov (1955) and Geertsma & de Klerk (1969). Fi-
nally, the penny-shaped (radial) model was introduced by Sneddon & Elliot (1946) for constant fluid
pressure and was extended for the general case by Spence & Sharp (1985).
Although these simplified models have been superseded in practical use by more advanced versions,
they are still used in the analyses of the basic features of solutions and the verification of computational
algorithms. For example, as the KGD model reflects the tip behaviour of a planar 3D fracture, it has
been used to analyse the near-tip region, in which the mulitscaling character of the problem becomes
important (Bunger et al., 2005; Mitchell et al., 2007; Garagash et al., 2011). It has been shown that the
coupling between non-linear, non-local and history dependent physical fields is reflected in the complex
solution structure that describes coupled processes at various scales near the crack tip. As a result, at
certain spatial and temporal scales some of the competing processes become predominant at the expense
of others which become irrelevant. It is now understood that the fracture evolves between different
propagation regimes in the parametric space encompassed by four basic modes (Garagash et al., 2011):
(i) leak-off dominated, (ii) storage dominated, (iii) toughness dominated, (iv) viscosity dominated. Each
of these limiting regimes is associated with qualitatively different tip asymptotic behaviour.
The mechanics of fluid flow inside the fracture is of primary importance. In the general case of
rough walled three-dimensional fracture, accurate computation of the fluid flow would require solving
the full 3D Navier-Stokes equations, where the computational cost would be rather prohibitive. For this
reason, a number of simplifications have been introduced into the models designed to date. One of the
important concepts adopted here is the so called effective (or equivalent) hydraulic aperture. It defines
the opening of a virtual crack with parallel smooth walls, for which the given gradient pressure would
produce the same fluid flow rate as in the real rough-walled fracture (Brown, 1987; Zimmerman et al.,
1991). This concept allows application of the lubrication theory approximation to the fluid flow (Brown,
1987; Zimmerman et al., 1991; Lavrov, 2013), so that the fluid velocity is averaged over the fracture
width which is assumed to be significantly smaller than the other dimensions of the crack.
Another consequence of applying lubrication theory is the common a priori assumption that the
hydraulically induced shear stresses on the fracture walls are small compared to the fluid pressure
and thus can be neglected. Although explicitly stated only in a few papers (Spence & Sharp, 1985;
Tsai & Rice, 2012), this expectation has been used commonly throughout the years (Lenoach, 1995;
Adachi & Detournay, 2002; Bunger et al., 2005; Garagash, 2006; Garagash et al., 2011). On the other
hand, when considering the near-tip asymptotics of the solution, the singularity of the shear stress is
always stronger than that of the fluid pressure. Thus, the assumption of the dominance of the fluid
pressure over the shear stress is questionable, at least in the near-tip zone. Surprisingly, even in those
papers where the numerical solutions are delivered (Spence & Sharp, 1985; Adachi & Detournay, 2002;
Garagash, 2006), no a posteriori estimation of the ratio fluid pressure/shear stress has been given. More-
over, the numerical data provided in the said papers suggest that the mentioned underlying assumption
may not be justified. Thus, an analysis of the influence of the tangential stresses on the fracture walls
during hydraulic fracture propagation is needed.
We address the problem of hydraulically induced tangential traction in hydrofracturing by developing
a revised HF model. A new form of the elasticity operator which accounts for this additional component
of the loading is introduced. As a result, the tip asymptote of the toughness dominated regime holds
regardless of the material toughness and, thus, the classic asymptotic behaviour of the viscosity domi-
nated regime is no longer permissible. We introduce a new form of the fracture propagation criterion,
based on the critical value of the energy release rate (ERR), that takes into account the hydraulically
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induced singular shear stress. We prove that the standard assumption of the fluid pressure dominance
over the tangential traction is not justified except in the case of large material toughness. We show
however, that the recalled assumption is not a valid criterion to assess the overall influence of the hy-
draulically induced shear stress on the underlying physics. On the other hand, we demonstrate that this
load component plays a crucial role in the HF process and thus cannot be neglected, which surprisingly
leads to significant computational advantages.
The structure of the paper is given by the following. In Section 2 we present the basic equations
describing the problem of a planar 2D hydraulic fracture. Preliminary information on the hydraulically
induced tangential traction at the crack faces is presented. Justification for the introduction of a modified
HF formulation which accounts for this additional feature is given. Section 3 contains a reduction of
the problem to a 1D plane-strain model of hydraulic fracture, where a new form of elasticity operator,
employing the tangential traction, is proposed. A novel crack propagation condition, based on the critical
value of the energy release rate and which accounts for for the shear stress component, is derived. A
complete formulation of the revised HF model is given. In Section 4, a time independent self-similar
version of the problem is introduced. The self-similar equivalent of the modified HF formulation is used
in numerical simulations in Section 5 to: i) compare it with the classical KGD model and its amended
version, ii) investigate the basic features of the revised model as they relate to the introduction of the
tangential traction. The asymptotic estimations of some important HF parameters for small and large
toughness regimes of crack propagation are delivered. A discussion and some final conclusions can be
found in Section 6.
2 Introduction and preliminary results
Let us consider the governing equations for the 2D planar hydraulic fracture. The continuity equation
assumes the form (see e.g. Adachi et al. (2007)):
∂w
∂t
+∇ · q+ ql = 0, t > 0, (x, y) ∈ Ω(t), (1)
where w(t, x, y) stands for the crack aperture, q(t, x, y) is the fluid flow rate, and ql(t, x, y) is the function
that describes the fluid loss to the rock formation (the leak-off function). We assume ql(t, x, y) to be
known.
Fluid flow inside the fracture is described by the Poiseuille equation which, in the case of Newtonian
fluid, is:
q = − 1
M
w3∇p, t > 0, (x, y) ∈ Ω(t). (2)
Here M = 12µ, where µ is the dynamic viscosity (e.g. Adachi et al. (2007)), and p(t, x, y) is the
net fluid pressure, i.e. the difference between the actual pressure, pf , and the confining stress, σ0
(p = pf − σ0). When introducing the average velocity of fluid flow over the cross section (the particle
velocity) (Linkov & Mishuris, 2013),
V = − 1
M
w2∇p, t > 0, (x, y) ∈ Ω(t), (3)
equation (2) can be written as:
q = Vw, t > 0, (x, y) ∈ Ω(t). (4)
We assume that the particle velocity is bounded such that:
|V| <∞, t > 0, (x, y) ∈ Ω(t), (5)
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which is in line with the lubrication theory approximation accepted in most of the hydraulic fractures
models (along with the omission of the inertial terms).
A zero-opening boundary condition at the crack front is imposed:
w
∣∣
∂Ω
= 0. (6)
Boundary conditions for the fluid flux across the fracture, q, are specified as follows:
• along the crack front
q
∣∣
∂Ω
= 0. (7)
• at the fracture inlet where the influx value is given∮
S0
q · n ds = Q0(t), (8)
where S0 is an arbitrary small contour containing the origin O.
Note that conditions (5) and (6) imply (7), while the condition (5) does not necessarily follow from
(6) and (7).
The fluid flow equations are to be supplemented by relations for the interaction between the solid
and fluid phases. The normal and tangential stresses on crack faces induced by the fluid pressure are
given according to lubrication theory (see for example Tsai & Rice (2010)) in the following way:
σn = −p, τ = −w
2
∇p, (x, y) ∈ Ω(t). (9)
The classic approach for describing rock deformation under applied hydraulic loading neglects the
shear stresses τ and employs the planar elasticity equation in its hyper-singular form combined with the
Boundary Element Method (BEM) (see for example (Adachi et al., 2007)):∫
Ω(t)
C(x, y; ξ, η)w(t, ξ, η)dξdη = p, (x, y) ∈ Ω(t). (10)
In the case of an arbitrary crack geometry, the respective system of hyper-singular integral equations
can be found in the work of Linkov (2002).
Equations (1), (2) and (10), together with boundary conditions (6) – (7) and respective initial
conditions (initial crack opening and length) constitute the system of governing equations describing the
problem of hydraulic fracture in its classic formulation.
The above system has to be complemented by a fracture propagation criterion which is usually the
one of the linear elastic fracture mechanics based on the critical value of the stress intensity factor:
KI = KIC , (11)
where KIC is the material toughness, while KI denotes the stress intensity factor provided that the
following crack opening tip asymptotics holds:
w(t, r) ∼ γKI(t)
√
r, r → 0. (12)
Here r is the radial distance from the crack front and
γ =
8√
2π
1− ν2
E
, (13)
where E and ν are the Young modulus and Poisson’s ratio respectively.
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In the case of the so called viscosity dominated regime of fracture propagation, that is when KIC = 0,
the pertinent tip asymptotics yields (Garagash et al., 2011):
w(t, r) ∼ w0(t)r2/3, r → 0. (14)
This classic formulation has been widely used for mathematical description of the HF problem.
A number of its simplified variants have been introduced to define the basic models such as: PKN
(Nordgren, 1972), KGD and radial (Spence & Sharp, 1985), pseudo 3D (Mack & Warpinski, 2000) and
others. They enable investigation of the basic physical features of the HF phenomenon. In particular, im-
portant results concerning the solution tip asymptotics and its multiscale character have been delivered
in Garagash et al. (2011), by analysis of the plane strain model (KGD). The relevance of the tip asymp-
totics for proper understanding and modelling of the hydraulic fractures is clear and has been emphasized
in numerous papers (Bunger et al., 2005; Garagash, 2006; Mitchell et al., 2007; Lecampion et al., 2013;
Wrobel & Mishuris, 2015; Linkov, 2015; Perkowska et al., 2016).
2.1 Hydraulically induced tangential traction
One of the basic assumptions of the classic HF models is that the hydraulically induced shear traction
acting along the fracture surfaces is negligible as compared to the fluid pressure:
|τ | ≪ |p|, (15)
and thus, related effects can be neglected. This was first stated in Spence & Sharp (1985), while a
rough estimation of the ratio τ/p for the crack inlet was given in Tsai & Rice (2012). We do not discuss
possible reasons why this simplification has been commonly accepted. The primary goal of this paper is
to provide a thorough analysis of the HF problem where the tangential stresses are not neglected.
We first justify our interest in revisiting the commonly accepted omission of τ and try to answer the
following question:
• Can estimate (15) be satisfied in the framework of the classic formulation?
In other words, we would like to estimate the value of the ratio (compare with (3)):
δ(t,x) =
|τ |
p
≡ w
2p
|∇p| = M
2
|V|
wp
, t > 0, (x, y) ∈ Ω(t), (16)
that depends on spatial variables and time. When considering the tip asymptotic behaviour of respective
functions in two basic modes of crack propagation, the so-called toughness dominated and viscosity
dominated regimes (see e.g. Garagash et al. (2011); Wrobel & Mishuris (2015)), we obtain:
δt = O
(
r−1/2 log−1 r
)
, δv = O
(
r−1/3
)
, r → 0, (17)
where r is the distance to the crack front (δt refers to the toughness dominated regime, δv pertains to
the viscosity dominated mode). The first straightforward conclusion from (17) is rather worrying:
♣ The basic assumption of the classic HF theory is violated, at least near the crack
front.
It is even more alarming when one recalls that in the classic HF theory the near-tip behaviour of
the solution has been recognized to control the global response of the fracture (Garagash et al., 2011)
and its relevance in the accurate and efficient numerical simulation of the problem has been identified
(Lecampion et al., 2013; Wrobel & Mishuris, 2015).
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When applying asymptotic results for the classic KGD model (in both toughness and viscosity domi-
nated regimes) to the definition of the tangential stress (9)2, we have the following asymptotic estimates
for τ :
|τ t| = O
(
r−1/2
)
, |τ v| = O
(
r−2/3
)
, r→ 0. (18)
Obviously, in both cases the shear stress singularity is much stronger than that of the fluid pressure (see
e.g. Wrobel & Mishuris (2015)).
This, in turn, raises questions, as to what degree the omission of hydraulically induced shear stresses
in the classic HF formulation affects:
⋄ asymptotic behaviour of the solution,
⋄ elastic response of the solid material,
⋄ fracture propagation criteria.
We respond to the above questions by introducing a revised HF formulation that accounts for the
tangential traction at the crack faces induced by the fluid flow. The analytical and numerical results
provided below demonstrate both the qualitative and the quantitative consequences of accounting for τ .
The conclusions drawn in the final section suggest that the impact of the shear stress is rather significant.
3 The revised HF formulation
3.1 Governing equations for 1D KGD model of hydraulic fracture
We focus on the 1D plane strain model (KGD) which represents the tip behaviour of a planar 3D fracture.
Let us consider a rectilinear crack of length 2l (−l < x < l), completely filled with Newtonian fluid
injected at the midpoint (x = 0) at given rate q0(t) (Fig.1). As a result, the crack front (x = ±l) moves,
and the crack half-length, l = l(t), is a function of time. As usual, given the symmetry of the problem,
we analyse only one of the symmetrical parts of the crack x ∈ [0, l(t)].
x
y
w(x, t)
l(t)l(t)
θ
r
pf pf
τ
τ
σ0
σ0
σ0
σ0
Figure 1: Sketch of a plane-strain fluid driven fracture.
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The continuity equation has the form:
∂w
∂t
+
∂q
∂x
+ ql = 0, t > 0, 0 < x < l(t). (19)
The fluid flow inside the fracture is described by the Poiseuille equation which, in the case of Newtonian
fluids, is given by:
q = − 1
M
w3
∂p
∂x
, t > 0, 0 < x < l(t), (20)
where the respective variables are now scalars. The function ql = ql(t, x), in the right-hand side of
the continuity equation (19), is the volumetric rate of fluid loss to the rock formation in the direction
perpendicular to the crack surfaces per unit length of the fracture. For simplicity, we assume it to be
given and non-singular (see discussion in Wrobel & Mishuris (2015)). A more comprehensive analysis
would involve a nonlocal formulation, where the mass transfer in the entire external domain would be
taken into account (e.g. Kovalyshen (2010)).
The hydraulically induced tangential stress on the crack faces is computed in this case as (compare
(9)2):
τ = −w
2
∂p
∂x
. (21)
The elasticity relation defining the deformation of rock under both normal and shear stresses can be
derived from the general BEM formulation (Linkov, 2002) or adopted from Piccolroaz & Mishuris (2013)
p(x) = −k1
2
∫ l(t)
−l(t)
τ(s)
ds
x − s +
k2
2
∫ l(t)
−l(t)
∂w
∂s
ds
x− s , −l(t) < x < l(t). (22)
Here the constants k1(2) are computed as:
k1 =
1− 2ν
π(1 − ν) , k2 =
1
2π
E
1− ν2 . (23)
Taking into account the symmetry of the problem, equation (22) can be conveniently rewritten in
the form
p(x) =
∫ l(t)
0
[
k2
∂w
∂s
− k1τ(s)
]
s ds
x2 − s2 , 0 ≤ x < l(t), (24)
which, in turn, transforms to the standard KGD operator (see, for example, Spence & Sharp (1985))
when τ = 0. As can be seen from (23) and (24), the influence of the shear stress on the elastic response
of the solid material decreases as Poisson’s ratio approaches 0.5 (for the incompressible material one has
k1 = 0 which reduces (24) to the classic KGD form).
The considered problem is equipped with two tip boundary conditions:
w(t, l(t)) = 0, q(t, l(t)) = 0, (25)
and the influx boundary condition at the crack inlet:
q(t, 0) = q0(t), t > 0. (26)
Similarly to Wrobel & Mishuris (2015), we employ a new dependent variable, the particle velocity
function V , which describes the average speed of fluid flow over the fracture cross section:
V =
q
w
= − 1
M
w2
∂p
∂x
. (27)
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The advantages of employing this variable have been shown inWrobel & Mishuris (2015) and Perkowska et al.
(2016).
The mechanism of fracture front tracing will be based on the Stefan type condition formulated as:
l′(t) = − 1
M
w2
∂p
∂x
∣∣
x=l(t)
> 0. (28)
Condition (28) was derived on the assumption that the crack tip coincides with the fluid front and that
the leak-off function is bounded at the crack tip. The convenience and efficiency of such an approach,
as well as the technical details of its implementation, have been demonstrated in Mishuris et al. (2012);
Kusmierczyk et al. (2013); Wrobel & Mishuris (2013, 2015); Perkowska et al. (2016).
The above system of equations, together with the respective initial conditions, constitutes the revised
HF formulation which will be analysed in this paper. At this stage, the only difference between this
formulation and the classic plane strain (KGD) model is the presence of the tangential traction on the
fracture walls (see elasticity relation (22)). The introduction of τ , however, has consequences also for
the fracture propagation condition, which shall be discussed later.
In the classic KGD model, one defines two basic modes of crack propagation related to the solid
material toughness: the viscosity dominated regime (KIc = 0) and the toughness dominated regime
(KIc > 0). Each exhibits qualitatively different asymptotic behaviour (Garagash et al., 2011). One
can easily check that in the case of the revised HF formulation, due to the introduction of τ , only the
asymptotics of the toughness dominated regime is permissible irrespectively of the value of KIc. In this
way, the following tip asymptotes for the crack opening and net fluid pressure are valid for the revised
formulation:
w(x, t) = w0(t)
√
l(t)− x+ w1(t)(l(t) − x) + w2(t)(l(t)− x)3/2 ln(l(t)− x) + ..., x→ l(t), (29)
p(x, t) = p0(t) ln(l(t)− x) + p1(t) + p2(t)
√
l(t)− x+ p3(t)(l(t) − x) ln(l(t)− x) + ..., x→ l(t). (30)
Interestingly, and importantly for further analysis, the tip asymptote of the shear stress when derived
from (21) yields:
τ(x, t) =
τ0(t)√
l(t)− x + τ1(t) + τ2(t)
√
l(t)− x ln(l(t)− x) + τ3
√
l(t)− x+ ..., x→ l(t). (31)
Note that qualitative asymptotic behaviour of τ is the same as that of w′x and thus both integrands in
(22) exhibit the same asymptotics. The multipliers of the leading asymptotic terms are interrelated:
τ0(t) =
1
2
p0(t)w0(t). (32)
Additionally, when taking into account (29) – (30), the equation (28) can be transformed to:
l′(t) =
1
M
p0(t)w
2
0(t). (33)
The fracture propagation criterion (11) and estimation (12) no longer hold true in the revised HF
formulation. Indeed, the stress intensity factor, KI , is now not only the nonlocal parameter, but also
depends on the local singular loading produced by the hydraulically induced shear stress at the crack
tip (compare (31)). Thus, in the case under consideration, the condition (11) should be replaced by a
more general one based on the critical value of the energy release rate (Rice, 1968).
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3.2 Energy Release Rate in hydrofracturing accounting for the tangential
traction
To compute the energy release rate, accurate analysis of the asymptotic behaviour of the solution near
the crack tip is crucial. Let us consider a near-tip zone of the fracture shown schematically in Fig.1.
Note that the solution of the problem is still symmetrical with respect to the axis y = 0 even
though the shear stress does not vanish along the crack surfaces. Let us accept the following vectorial
representation of the displacement field in a vicinity of the crack tip:
u(r, θ) = ur(r, θ)er + uθ(r, θ)eθ = r
1/2
[
C1Φ1(θ) + τ0Φτ0(θ)
]
+
r log r
[
p0Φ˜p0(θ) + τ1Φ˜τ1(θ)
]
+ r
[
C2Φ2(θ) + p0Φp0(θ) + p1Φp1(θ) + τ1Φτ1(θ)
]
+ (34)
r3/2 log r
[
p2Φ˜p2(θ) + τ2Φ˜τ2(θ)
]
+ r3/2
[
C3Φ3(θ) + p2Φp2(θ) + τ2Φτ2(θ)
]
+ o(r3/2), r → 0,
where C1 = KI/
√
2π. C2, C3 are constants related to the loading away from the crack tip. The
polar coordinates, r and θ, are defined in the standard way (see Fig.1). The vector-function, u(r, θ),
satisfies the Lame´ equations, while the constants involved in the representation may be interrelated.
Particular forms of the functions Φj and Φ˜j , as well as a justification for their use, are given in the
Appendix. Representation (34) was constructed as a superposition of two displacement fields, one related
to classic fracture mechanics (where the traction vanishes at the crack surfaces) and another resulting
from hydraulic loading (compare (30) – (31)).
The corresponding asymptote of the crack opening, w, computed as:
w(r) = uθ(r,−π)− uθ(r, π) (35)
yields:
w(r) =
1
E∗
{√
r [8C1 + 4 (1 + ν
∗) τ0] + r [−2 (1− ν∗) τ1 + 4πp0] +
r3/2
[
−8C3 − 8
9
(1 + ν∗) τ2
]
+ r3/2 log r
[
−4
3
(1− ν∗) τ2 − 8p2
3π
]}
, r → 0, (36)
where r = l(t)− x, and
E∗ =
E
1− ν2 , ν
∗ =
ν
1− ν . (37)
Note also that ur(r,−π)− ur(r, π) = 0.
Thus, when comparing (36) with (29), and computing the respective stress tensor components, we
conclude:
w0(t) = γ
(
KI(t) +Kf (t)
)
, Kf = B
−1τ0, B =
√
2
π
1
1 + ν∗
. (38)
Here the first term (related to the terms multiplied by C1 in (34) and (36)) corresponds to the standard
Mode I pertaining to the nonlocal parameter - stress intensity factor KI . It produces zero tangential
traction along the crack surfaces. The second (special) term contains a new parameter, Kf , henceforth
called the shear stress intensity factor. It refers to the solution component which yields zero normal
stress (fluid pressure) and non-zero, singular at the crack tip, tangential traction on the fracture faces.
However, as can be deduced from (32), this term depends also on the multiplier of the logarithmic term
of the fluid pressure.
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Using expression (34) one can compute the energy release rate (ERR), based on the standard formula
(Rice, 1968):
E =
∫
Γ
{1
2
(σ · ε)nx − tn · ∂u
∂x
}
ds, (39)
where Γ is the limiting contour, shown in Fig.2, n is the outward normal to the contour Γ, tn = σn is
the traction vector along Γ.
Γ
Γ
n
Figure 2: Fracture tip zone - J-integral calculation.
As a result, we arrive at the following expression:
E = 1
E∗
(
K2I + aKIKf
)
, (40)
where
a =
4
1 + ν∗
= 4(1− ν). (41)
The general fracture propagation criterion based on the ERR yields (Rice, 1968):
E = Ec ≡ 1
E∗
K2Ic. (42)
Only the leading asymptotic term in (36) contributes to the ERR, but the next terms allow us
to establish important relationships between the multipliers in the expansions of the stresses and the
displacements, which is useful in the numerical realization. Interestingly, in the case of zero material
toughness (Ec = 0), only the nonlocal component of ERR, the stress intensity factor KI , vanishes, while
that related to the local behaviour near the crack tip (shear stress intensity factor) takes non zero value
Kf > 0.
We note that Kf and KI are not independent. Indeed, collecting together (32) and (38), one has
Kf = ̟KI , ̟ =
p0γ
2B − p0γ =
p0
G− p0 > 0, (43)
where G is the shear modulus (̟ is dimensionless). This relationship allows us to finally formulate the
toughness fracture criterion in the form:
KI =
KIC√
1 + a̟
, Kf =
KIC̟√
1 + a̟
, (44)
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or equivalently,
w0 =
γ(1 +̟)√
1 + a̟
KIC . (45)
It is clear that the following condition should always be satisfied:
0 < p0 < G. (46)
If p0 ≪ G then ̟ ≪ 1 and, as a result, criteria (44) or (45) are approximately equal to the classic
criterion (11). The other end of the interval (46), p0 → G, yields that ̟ → ∞ and the multipliers of
KIC in both formulae (44)2 and (45) go to infinity. Thus, the new fracture criterion which takes into
account the shear stress will produce pronouncedly different results from those obtained on the basis of
the classic condition (11). We observe that the non-local parameter p0 defining the pressure drop near
the crack tip depends on the given material toughness:
p0 = p0(KIC), ̟ = ̟(KIC).
It will be shown later on that in the revised HF formulation the so-called small toughness regime
(KIc → 0) has its natural limit when KI = 0 but Kf > 0.
In summary, we have delivered a revised fracture propagation criterion for HF that accounts for the
specific peculiarity of the solution near the crack tip. Moreover, we expect a solution of the revised
problem to have the following properties:
p0(KIC)→ 0 as KIC →∞,
p0(KIC)→ G as KIC → 0.
(47)
The fracture criterion in the form (44)–(45), derived in this section, complements the revised HF
formulation introduced previously.
3.3 Inversion of the elasticity equation (24)
Before we analyse the revised HF formulation, let us define an inverse of the elasticity operator (24). In
Wrobel & Mishuris (2015) and Perkowska et al. (2016), it was shown that employing the inverse form
rather than its original is very conducive to numerical implementation.
Equation (24) can be rewritten in the form:
p(x) =
∫ l(t)
0
g′(s)
s
x2 − s2 ds, 0 < x < l(t), (48)
where we have introduced a new notation:
g(x) =
∫ l(t)
x
(
k1τ(s) − k2 ∂w
∂x
(s)
)
ds =
∫ l(t)
x
k1τ(s)ds + k2w(x). (49)
We note that equations (22) and (24) are equivalent, provided that g′(0) = 0, or in other words:
k1τ
∣∣
x=0
= k2
∂w
∂x
∣∣
x=0
. (50)
When τ = 0 or k1 = 0, condition (50) reduces to w
′
x(0) = 0 which is a standard one accepted for the
classic KGD model (see e.g. Wrobel & Mishuris (2015)).
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The integral operator on the right hand side of (48) can be inverted (see e.g. Adachi & Detournay
(2002)) to give:
k2w(x) + k1
∫ l(t)
x
τds =
2
π2
∫ l(t)
0
p(t, s) ln
∣∣∣∣∣
√
l2(t)− x2 +
√
l2(t)− s2√
l2(t)− x2 −
√
l2(t)− s2
∣∣∣∣∣ ds. (51)
From (51) and the asymptotics (29) – (30), it also follows that:
k2w0 + k1w0p0 =
8√
2π2
√
l(t)
∫ l(t)
0
p(s, t)
ds√
l2(t)− s2 . (52)
Equation (52) replaces the standard integral definition of the stress intensity factor KI (Rice, 1968).
3.4 Problem normalization
3.4.1 Normalized variables
Let us normalize the problem by introducing the following dimensionless variables:
x˜ =
x
l(t)
, t˜ =
t
tn
, w˜(t˜, x˜) =
w(t, x)
l∗
, L(t˜) =
l(t)
l∗
, q˜l(t˜, x˜) =
tn
l∗
ql(t, x), q˜(t˜, x˜) =
tn
l2∗
q(t, x)
p˜(t˜, x˜) =
tn
M
p (t, x), v˜(t˜, x˜) =
tn
l∗
v(t, x), τ˜ (t˜, x˜) =
tn
M
τ(t, x), tn =
M
k2
, q˜0(t˜) =
tn
l2∗
q0(t) (53)
K˜{Ic,I,f} =
8
(2π)3/2
1
k2
√
l∗
K{Ic,I,f}, E˜ =
32
E∗l∗π
E , E˜c = 32
E∗l∗π
Ec.
where x˜ ∈ [0, 1]. The scaling parameter l∗ can be taken as convenient. A similar scaling was already
utilized in Wrobel & Mishuris (2015) and Perkowska et al. (2016), where it constituted a basis for the
analysis of the time dependent variant of the problem. In this paper we do not investigate directly the
transient regime, and as such the following reformulation of the system of governing equations should
be considered as an intermediate step in the transition to the self-similar model. However, even without
conducting quantitative analysis, some general conclusions on the revised HF formulation can be drawn
from the presented equations.
In the normalized variables, the continuity equation (19) takes the form:
∂w˜
∂t˜
− L
′
L
x˜
∂w˜
∂x˜
+
1
L
∂q˜
∂x˜
+ q˜l = 0, (54)
where the normalized fluid flow rate is:
q˜ = − 1
L
w˜3
∂p˜
∂x˜
, t˜ > 0, 0 < x˜ < 1. (55)
The normalized particle velocity yields:
v˜ =
q˜
w˜
= − 1
L
w˜2
∂p˜
∂x˜
, (56)
while normalized tangential stress gives:
τ˜(t˜, x˜) = − 1
2L
w˜
∂p˜
∂x˜
. (57)
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The equivalent of relation (24) has the form:
p˜ =
1
L
∫ 1
0
(
k1
2
w˜
∂p˜
∂s
+
∂w˜
∂s
)
s
x˜2 − s2 ds. (58)
Equation (51) is transformed to:
− k1
2
∫ 1
x˜
w˜
∂p˜
∂s
ds+ w˜ =
2
π2
L
∫ 1
0
p˜ ln
∣∣∣∣∣
√
1− x˜2 +√1− s2√
1− x˜2 −√1− s2
∣∣∣∣∣ ds. (59)
Relation (52) after normalization assumes the form:
k1w˜0p˜0 + w˜0 =
8√
2π2
L(t˜)
∫ 1
0
p˜(s, t˜)
ds√
1− s2 . (60)
Observe that, as shown in Wrobel & Mishuris (2015):
∫ 1
0
p˜ ln
∣∣∣∣∣
√
1− x˜2 +√1− s2√
1− x˜2 −√1− s2
∣∣∣∣∣ ds = 2
√
1− x˜2
∫ 1
0
p˜(s, t˜)
ds√
1− s2 −
∫ 1
0
∂p˜
∂s
K(s, x˜)ds, (61)
where the kernel K(s, x˜) is:
K(s, x˜) = (s− x˜) ln
∣∣∣∣∣
√
1− x˜2 +√1− s2√
1− x˜2 −√1− s2
∣∣∣∣∣+ x˜ ln
∣∣∣∣∣1 + sx˜+
√
1− x˜2√1− s2
1 + sx˜−√1− x˜2√1− s2
∣∣∣∣∣ . (62)
When applying (60) and (61) to (59), we arrive at an alternative form of the latter, which shall be
used later on in computations:
− k1
2
∫ 1
x˜
w˜
∂p˜
∂s
ds+ w˜ =
1√
2
w˜0(k1p˜0 + 1)
√
1− x˜2 − 2
π2
L
∫ 1
0
∂p˜
∂s
K(s, x˜)ds. (63)
The normalized influx condition now reads:
q˜(t˜, 0) = w˜(t˜, 0)v˜(t˜, 0) = q˜0(t˜), t˜ > 0, (64)
while the respective tip conditions produce:
w˜(t˜, 1) = 0, q˜(t˜, 1) = 0, t˜ > 0. (65)
Consequently, the asymptotics of the normalized crack opening, the normalized net fluid pressure
and the normalized tangential traction now become:
w˜(t˜, x˜) = w˜0(t˜)
√
1− x˜+ w˜1(t˜)(1− x˜) + w˜2(t˜)(1 − x˜)3/2 ln(1− x˜) + ..., x˜→ 1, (66)
p˜(t˜, x˜) = p˜0(t˜) ln(1− x˜) + p˜1(t˜) + p˜2(t˜)
√
1− x˜+ p˜3(t˜)(1 − x˜) ln(1 − x˜) + ..., x˜→ 1. (67)
τ˜ (t˜, x˜) =
τ˜0(t˜)√
1− x˜ + τ˜1(t˜) + τ˜2(t˜)
√
1− x˜ ln(1− x˜) + τ˜3
√
1− x˜+ ..., x˜→ 1. (68)
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3.4.2 Normalized fracture criterion. Evaluation of the crack length
The fracture propagation criterion (42) is converted, in light of (40), to its dimensionless form:
K˜2IC = K˜
2
I + aK˜IK˜f , (69)
or equivalently
w˜0 =
√
L
1 + ˜̟√
1 + a ˜̟
K˜IC =
√
L(K˜I + K˜f ), (70)
where
˜̟ =
p˜0
π(1 − ν)− p˜0 , 0 < p˜0 < π(1 − ν). (71)
As a result, equations (44) transform to their normalised equivalents
K˜I =
K˜IC√
1 + a ˜̟
, K˜f =
K˜IC ˜̟√
1 + a ˜̟
. (72)
By using asymptotic expressions (66) – (67), in combination with definition of the particle velocity,
we can convert the Stefan condition (28) to:
L′ ≡ v˜0 = − 1
L
lim
x˜→1
w˜2
∂p˜
∂x˜
=
w˜20 p˜0
L
. (73)
When combining (70) with (73), one obtains a relation for the crack propagation speed in the form:
1
K˜2IC
v˜0(t˜) = p˜0F (p˜0), (74)
where:
F (p˜0) =
π2(1− ν)2[
π(1− ν) + (3 − 4ν)p˜0
][
π(1− ν)− p˜0
] . (75)
The right-hand side of (74) increases monotonically from zero to infinity over the interval p˜0 ∈
(
0, π(1−
ν)
)
, which is a computationally important property. Taking (73) into account, one can also rewrite (74)
in the form:
w˜0(t˜) = K˜IC
√
L(t˜)F (p˜0). (76)
Equation (73) can be integrated with respect to time to give a universal formula for the computation
of the crack length:
L(t˜) =
√
L2(0) + 2
∫ t˜
0
w˜20(τ)p˜0(τ)dτ . (77)
Indeed, such an approach has been effectively used in numerous papers of the authors (see e.g. Mishuris et al.
(2012); Kusmierczyk et al. (2013); Wrobel & Mishuris (2015)), where its advantages have been thor-
oughly discussed. If required, the crack length can alternatively be determined from (74) or (70) as:
L(t˜) = L(0) +K2IC
∫ t˜
0
p˜0(τ)F (p˜0(τ))dτ, (78)
L(t˜) =
w˜20 [1 + a ˜̟ (p˜0)]
K˜2Ic[1 + ˜̟ (p˜0)]
2
. (79)
The first formula is suitable for small KIC , while the second one is more convenient for larger values of
KIC .
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3.4.3 Viscosity dominated regime (KIC = 0)
We will now examine in more detail one of the limiting modes of crack propagation - the so called viscosity
dominated regime. In such a case it is assumed that: K˜IC → 0. This implies that p˜0 → π(1−ν) (compare
to (74) - (75)). As a result, the following estimates hold:
p˜0 = π(1 − ν)
(
1− 1
4(1− ν)
K˜2ICL(t˜)
w˜20
)
+O
(
K˜4ICL
2(t˜)
w˜40
)
, (80)
̟ =
aw˜20
K˜2ICL
+O(1), K˜IC → 0, (81)
where a is defined in (41). When substituting (81) into (72), we have
K˜I ∼ K˜2IC
√
L
aw˜0
, K˜f ∼ w˜0√
L
, K˜IC → 0.
Thus, all relationships following from the ERR fracture propagation criterion reach their limit values as
K˜IC → 0, while equation (76) degenerates to identity. As a result, one has in this case:
p˜0 = π(1− ν), K˜I = 0, K˜f = w˜0√
L
, v˜0(t˜) = π(1 − ν)K˜2f , (82)
v˜0(t˜) =
π(1 − ν)w˜20(t˜)
L(t˜)
, L(t˜) =
√
L2(0) + 2π(1− ν)
∫ t˜
0
w˜20(τ)dτ . (83)
All the other equations that constitute the revised HF model as well as the near-tip asymptotic
behaviour of the solution remain the same. The latter feature creates a fundamental difference as
compared to the classic KGD model, where the transition to the viscosity dominated regime entails
change in the solution tip asymptotics.
In the following we omit the ˜ symbol for convenience. All quantities refer henceforth to the normal-
ized ones.
4 Self-similar formulation
In this section, we introduce a self-similar formulation of the revised HF model being considered. The
self-similar version of the problem will be solved by means of the particle velocity based universal
algorithm for numerical simulation of hydraulic fractures as originally proposed in Wrobel & Mishuris
(2015). The accuracy of computations will be investigated via comparison to a specifically developed
analytical benchmark.
When considering the problem of HFs, there are usually two self-similar formulations available, where
the time-dependent component is described either by the power law or exponential function (see e.g.
Spence & Sharp (1985)). In the revised HF model, incorporating the tangential traction on the fracture
walls, it is generally not possible (except in the case of incompressible material: ν = 0.5, k1 = 0) to
derive the equivalent of the former variant. This is due to the form of the elasticity operator (58). For
this reason, we consider only the second available option and assume that the imposed influx magnitude
is defined as:
q0(t) = q¯0e
2αt, (84)
where q0 and α are some positive constants.
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Conventionally, we search for a solution in the form:
w(t, x) =
√
L0q¯0e
αtwˆ(x), L(t) = L
3/2
0 e
αt√q¯0, p(t, x) = pˆ(x), ql(t, x) = αeαt
√
L0q¯0qˆl(x), (85)
E˜ = eαt
√
L0q¯0Eˆ , v(t, x) =
√
q¯0
L0
eαtvˆ(x), q(t, x) = q¯0e
2αtqˆ(x), τ(t, x) =
1
L0
τˆ(x), (86)
K˜{Ic,I,f} = (L0q¯0)
1/4e
αt
2 Kˆ{Ic,I,f}.
We have introduced the notations:
vˆ0 = vˆ(1), L0 =
√
vˆ0
α
, (87)
where the self-similar particle velocity is defined in the following way:
vˆ(x) = −wˆ2(x)pˆ′(x). (88)
Similarly, we define the self-similar fluid flow rate, qˆ(x), and the self-similar tangential stress τˆ (x):
qˆ(x) = −wˆ3(x)pˆ′(x), τˆ(x) = −1
2
wˆ(x)pˆ′(x). (89)
The dependent variables are interrelated via the continuity equation:
wˆ − xdwˆ
dx
+
1
vˆ0
dqˆ
dx
+ qˆl = 0, (90)
and the self-similar analogue of the elasticity operator:
pˆ =
1
L0
∫ 1
0
(
k1
2
wˆ
dpˆ
ds
+
dwˆ
ds
)
s
x2 − s2 ds. (91)
The following boundary conditions hold:
qˆ(0) = qˆ0 = 1, wˆ(1) = 0. (92)
The self-similar crack opening, the net fluid pressure and the shear stress exhibit the following
asymptotic behaviour near the crack tip:
wˆ(x) = wˆ0
√
1− x+ wˆ1(1 − x) + wˆ2(1 − x)3/2 ln(1− x) + ..., x→ 1, (93)
pˆ(x) = pˆ0 ln(1− x) + pˆ1 + pˆ2
√
1− x+ pˆ3(1− x) ln(1− x) + ..., x→ 1. (94)
τˆ (x) =
τˆ0√
1− x + τˆ1 + τˆ2
√
1− x ln(1− x) + τˆ3
√
1− x+ ..., x→ 1. (95)
As a result, one can compute (compare to (87))
vˆ0 = vˆ(1) = wˆ
2
0 pˆ0, L0 = wˆ0
√
pˆ0
α
, τˆ0 =
1
2
pˆ0wˆ0. (96)
As it was mentioned above, the inverse formula (63) is more suitable for computation and its self-
similar version takes the form:
− k1
2
∫ 1
x
wˆpˆ′ds+ wˆ =
1√
2
wˆ0(k1pˆ0 + 1)
√
1− x2 − 2
π2
L0
∫ 1
0
pˆ′K(s, x)ds, (97)
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while the counterpart of (60) yields:
k1wˆ0pˆ0 + wˆ0 =
8√
2π2
L0
∫ 1
0
pˆ(s)
ds√
1− s2 . (98)
Similarly to as in the classic KGD model (compare Spence & Sharp (1985)), the self-similar for-
mulation of the type (85)–(86) can be obtained only if the material toughness is a function of time
proportional to
√
L. The pertinent assumption has already been introduced in (86). When accounting
for this feature, the criterion (70) converts to:
wˆ0 =
√
L0
1 +̟√
1 + a̟
KˆIC =
√
L0(KˆI + Kˆf ), (99)
where ̟ is computed from (71) with p˜0 replaced by pˆ0. The interrelations (69) and (72) between KˆIc
and Kˆf remain unchanged if superscript ’a˜’ is replaced by ’aˆ’.
When combining criterion (99) with the condition (96)2 one obtains the following formula for pˆ0:
(4ν − 3)pˆ20 + π(1− ν)(2 − 4ν)pˆ0 −
π2(1 − ν)2Kˆ2Ic√
αwˆ0
√
pˆ0 + π
2(1− ν)2 = 0. (100)
It can be proved that equation (100) has a unique solution in the interval (71)2.
Note that for KˆIc = 0 we have:
pˆ0 = π(1− ν), vˆ0 = π(1− ν)wˆ20 . (101)
A natural consequence of (101)2 is that for the propagating fracture (vˆ0 > 0) one has wˆ0 > 0, and
thus the LEFM asymptote zone is never reduced to zero.
5 Numerical results
In the first part of this section, we verify the accuracy of computations provided by the employed algo-
rithm against an analytical benchmark example. The computational scheme is based on the algorithm
proposed in Wrobel & Mishuris (2015). Then, having checked the credibility of our numerical results,
we shall investigate the consequences of using the modified HF formulation. To this end the following
variants of the problem will be compared: i) the modified HF model, ii) the classic KGD model, iii)
the KGD model with a new fracture propagation criterion (99). We will analyse some aspects of the
modified HF formulation.
5.1 Accuracy analysis
In Wrobel & Mishuris (2015) a set of analytical benchmark solutions was proposed for the KGD model.
Unfortunately, when replacing the original KGD elasticity operator with its modified form (91), one can
no longer obtain an analytical benchmark solution using the method given in Wrobel & Mishuris (2015).
That is why, in order to establish the accuracy of our computations, we now slightly amend the basic
system of equations in a manner which enables us to adopt the benchmark for the toughness dominated
regime from Wrobel & Mishuris (2015). Specifically, we modify the inverse elasticity equation (97) in
the following way:
− k1
2
∫ 1
x
wˆpˆ′ds+ wˆ =
1√
2
wˆ0(k1pˆ0 + 1)
√
1− x2 − 2
π2
L0
∫ 1
0
pˆ′K(s, x)ds+Ψ(x), (102)
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where Ψ(x) is a known predefined function given by:
Ψ(x) = −k1
2
∫ 1
x
wˆpˆ′ds− k1√
2
wˆ0pˆ0. (103)
Provided that (102)-(103) are satisfied, the analytical benchmark solution delivered in Wrobel & Mishuris
(2015) (pp. 56-57 therein) holds. The new fracture propagation condition (99) can be imitated by an
appropriate combination of the base functions.
The computations are executed according to the algorithm developed in Wrobel & Mishuris (2015)
which is based on two dependent variables: the crack opening and the so-called reduced particle velocity
(vˆ−xvˆ0). The only modification of the numerical scheme results from the need to compute an additional
integral of the product wˆpˆ′ in (97) and the inclusion of the predefined function Ψ(x).
The results of computations, illustrated by the errors of the crack opening and the particle velocity,
are depicted in Figs.3-5.
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Figure 3: Average and maximal relative errors of the self-similar solution as a function of the number
of nodal points N for: a) the crack opening wˆ, b) the particle velocity vˆ.
In Fig.3 we show the average (over x) and maximal relative errors of solution for varying numbers
of nodal points ranging from N = 20 to N = 200. The average errors are defined as:
δg =
√∫ 1
0
(g − gn)2 dx
(∫ 1
0
g2dx
)−1
, g = {wˆ, vˆ}, (104)
where the subscript n refers to the numerical solution.
As can be seen, the values of both errors (δwˆ and δvˆ) are very similar, and even for N = 20 nodal
points, the solution accuracy is extremely good (errors much below 0.1%). Over the analysed range of
N , an increase in the number of nodal points entails a monotonic reduction of the errors. It has been
established numerically that the convergence of errors with growing N can be described by the relation:
δg(N) =
dg
N3
, g = {wˆ, vˆ}, (105)
where dg are some constants pertaining to the analysed accuracy parameters.
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Figure 4: The convergence of the solution for growing number of nodal points N . Solid lines depict the
relative errors. Markers correspond to relative deviations of respective parameters from their asymptotic
values (N →∞), obtained numerically by the least-square method.
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Figure 5: The spatial distribution of the relative errors of the solution for different numbers of nodal
points: a) the crack opening wˆ, b) the particle velocity vˆ.
We also analyse here the convergence of other solution parameters. We consider: i) the self-similar
crack propagation speed, vˆ0, ii) the self-similar shear stress intensity factor, Kˆf , iii) the self-similar
fracture volume, Ω. The latter is defined as:
Ω =
∫ 1
0
wˆ(x)dx. (106)
This shows that the rate of convergence is the same as that of the solution error (see (105)). In general,
the bahaviour of each of the considered parameters can be described by:
fn =
df
N3
+ fe, f = {vˆ0, Kˆf ,Ω} (107)
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where df is some constant and the subscripts respectively refer to: ’n’ - numerical value, ’e’ - exact
(analytical) value. The results are illustrated in Fig. 4. Solid lines refer to the relative errors of
corresponding parameters δf = |fn − fe|/fe. In the same figure we have used markers to show the
relative deviations of fn from their asymptotic values, obtained numerically by the least-square method
when assuming representation (107) (in such a case fe is considered an asymptotic value for N → ∞).
As can be seen, the markers coincide perfectly with the respective lines. Thus, we can conclude that in
the non-benchmark cases, when the exact solution is unknown, the convergence test can be successfully
applied to estimate the errors of computations.
To complement this subsection, we present in Fig.5 the spatial distribution of the relative errors of
wˆ and vˆ for three values of N (N = 20, 100, 200). This shows that the solution is very accurate even
at the crack tip, which has been proved in Wrobel & Mishuris (2015) to be crucial for the stability and
accuracy of computations in the transient case.
In the following computations we set N = 100 which, according to the above analysis, guarantees
the accuracy of solution at the level 10−6 for both the crack opening, wˆ, and the particle velocity, vˆ.
5.2 Modified HF formulation - comparison with the classic KGD and the
amended KGD models
Having presented the accuracy of computations using the applied numerical scheme we can now employ
it to assess the computational ramifications of the introduction of the modified HF model. To this end
we will compare the numerical results for three variants of the problem:
• Variant 1: the modified HF formulation described by equations (84)–(100).
This is the most complete variant which includes the hydraulically induced tangential traction in
the elasticity operator and appropriate modification of the ERR fracture propagation criterion.
• Variant 2: the classic KGD model.
In this case equations (91)–(98) hold, provided that k1 is set to zero. The classic crack propagation
condition is adopted, which assumes equality of the stress intensity factor and material toughness.
In the self-similar formulation this yields:
KˆI = KˆIc. (108)
As a result, we have a direct relationship between the crack opening and the stress intensity factor
(instead of the general relationship (100)):
wˆ0 =
√
L0KˆI . (109)
• Variant 3: the amended KGD formulation.
Here the elasticity operator is taken directly from the classic KGD model, while the ERR fracture
propagation condition is adopted from the modified HF formulation. This variant of the problem is
considered as the intermediate version between Variant 1 and Variant 2. Note that when Poisson’s
ratio is set to ν = 0.5 (k1 = 0), Variant 1 reduces to Variant 3.
In the following we shall solve the self-similar problem defined in the previous section for different
values of Poisson’s ratio (and thus for different values of coefficient k1) and the self-similar material
toughness KˆIc. Impermeability of the solid material is assumed (qˆl = 0). The self-similar parameter
α is set to 1/3. Solutions for the three variants mentioned above will be delivered and compared. The
solution of Variant 1 will be treated as a reference solution. In order to confirm its credibility we present
the results of a convergence test similar to that shown in the previous subsection. Obviously, on this
20
occasion, only the relative deviations from the numerically obtained asymptotic values are depicted. The
data given in Fig.6 corresponds to δvˆ0, δKˆf and δΩ, respectively. It shows that the rate of convergence
remains as in (107). Surprisingly, unlike the benchmark case, this time the level of δΩ does not differ
appreciably from the two remaining parameters, being practically identical to δvˆ0. The presented data
provides an estimate of the accuracy of the numerical solution.
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Figure 6: Modified HF formulation. The convergence of the solution for growing number of nodal
points N . Presented data corresponds to relative deviations of respective solution parameters from their
asymptotic values (N →∞), obtained numerically by the least-square method.
Having identified the accuracy level, we now consider the self-similar problem for ν = 0.3 and three
different values of the self-similar material toughness KˆIc = {0, 1, 3}, where the first corresponds to the
viscosity dominated regime of crack propagation. The value of Poisson’s ratio was set to a magnitude
which is characteristic for a number of mineral materials and, for example, ice (Gercek, 2006). The
influence of ν itself shall be discussed later in this subsection. In Figs.7–8 the graphs for the crack
opening, wˆ, the particle velocity, vˆ, the net fluid pressure, pˆ, and the shear stress, τˆ , are presented.
As can be seen, the curves for the respective variants of the problem are rather close to each other.
The greatest discrepancies can be observed in the net fluid pressure, where Variants 2 and 3 slightly
underestimate the values of pˆ. In general, the larger the value of KˆIc, the less pronounced the differences
between the relevant variants of the problem. To illustrate this trend more clearly, in Figs.9-10 we show
the relative deviations of the solutions for Variants 2 and 3 from the reference solution (Variant 1). For
the net fluid pressure the following measure was accepted in order to avoid dividing by zero inside the
interval:
δpˆ1i =
∣∣∣∣ pˆ(i) − pˆ(1)pˆ(1)(0)
∣∣∣∣ , i = 2, 3, (110)
where superscripts refer to the variant of the problem. The notation accepted in the graphs is: δg12
- deviation of the solution for Variant 2 from the reference data, δg13 - deviation of the solution for
Variant 3 from the reference data (g = {wˆ, vˆ, pˆ, τˆ}).
As can be seen in the figures, these are not only values but also distributions of the relative deviations
that change with KˆIc. In particular, for the viscosity dominated regime, pronounced deviations at the
crack tip are observed, while for growth in KIc the maxima of δwˆ decrease and move towards the fracture
inlet. Similar trends hold for the particle velocity and the shear stress (because of definition of δpˆ we do
not extend this conclusion to the net fluid pressure). For KˆIc = 3, all deviations, except for those of the
shear stress, are significantly below 1%.
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Figure 7: Self-similar solutions for the three analysed variants of problem: a) the crack opening wˆ, b) the
particle velocity vˆ. Respective data corresponds to ν = 0.3 and three different values of KˆIc = {0, 1, 3}.
Solid lines refer to the new HF formulation.
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Figure 8: Self-similar solutions for the three analysed variants of the problem: a) the net fluid pressure
pˆ, b) the shear stress τˆ . The respective data corresponds to ν = 0.3 and three different values of
KˆIc = {0, 1, 3}. Solid lines refer to the new HF formulation.
To complement the analysis, let us now investigate the influence of the value of Poisson’s ratio on
the mutual relations between respective solutions. This time we analyse the relative deviations of the
self-similar fracture volume, Ω, and the relative deviations of the self-similar crack propagation speed,
vˆ0. Observe that the latter can be used to compute the deviation of the self-similar crack length by
relation (87).
The graphs for δΩ and δv0 are shown in Fig.11 (the deviation of Variant 2 from Variant 1) and Fig.12
(the deviation of Variant 3 from Variant 1).
As anticipated, a better agreement between the reference solution and the results for Variant 3 holds.
For both analysed cases, the values of δΩ and δv0 decrease with growing KˆIc. The deviation of the results
for Variant 3 decays as ν approaches 0.5 (incompressible material), which is natural as the multiplier k1
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Figure 9: Relative deviations of the solutions for the classic KGD and amended KGD models from the
reference solution obtained in the modified HF formulation: a) the crack opening wˆ, b) the particle
velocity vˆ.
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Figure 10: Relative deviations of the solutions for the classic KGD and amended KGD models from the
reference solution obtained in the modified HF formulation: a) the net fluid pressure pˆ, b) the shear
stress τˆ .
of the shear stress term in the elasticity equation (91) goes to zero (for ν = 0.5, Variant 1 and Variant 3
are equivalent). A similar relation for Variant 2 is observed only for KˆIc = 3. For smaller values of the
self-similar material toughness, the minima of deviations are located in the range 0.4 < ν < 0.5.
Some general conclusions can be drawn from the above analysis:
• Under certain conditions (e.g. large values of the self-similar material toughness) the classic KGD
model and the amended KGD model can be considered to be good approximations of the modified
HF formulation.
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Figure 11: The relative deviations of the solution for variant 2 (the classic KGD model) from the one
for variant 1 (modified HF formulation): a) the fracture volume Ω, b) the crack propagation speed vˆ0.
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Figure 12: The relative deviations of the solution for variant 3 (the amended KGD model) from the one
for variant 1 (modified HF formulation): a) the fracture volume Ω, b) the crack propagation speed vˆ0.
• The amended KGD formulation (Variant 3) produces results which are more consistent with those
given by the revised model (i.e. the most complete one, which takes into account the effects
introduced by hydraulically induced tangential traction).
• The principal computational advantage of the modified and amended HF formulations over the
classic KGD model is that the former do not change their qualitative asymptotic behaviour for
KˆIc → 0. Indeed, as will be shown in the next subsection, the length of the process zone for
the solution tip asymptote (93), (94), (95) is not reduced to zero. Thus, no special measures are
required to enforce the different asymptotic behavior of the solution. Consequently, in the small
toughness case, the efficiency of computations for the modified and amended HF formulations is
an improvement on that for calculations using the classic KGD model.
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5.3 Modified HF formulation - analysis
Let us now have some insight into the peculiarities of the solution obtained for the modified HF formu-
lation which takes into account the effects related to the hydraulically induced shear stress.
First, we quantitatively analyse the relationship between the magnitudes of the fluid pressure, pˆ, and
the shear stress, τˆ . As already mentioned in subsection 2.1, the tip singularity of τˆ is stronger than that
of pˆ. For this reason, the common justification for the omission of the tangential traction in the analysis
(pˆ ≫ τˆ ) is rather questionable. In Fig.13, we depict the ratio |pˆ/τˆ | for four values of the self-similar
material toughness KˆIc = {0, 1, 2, 3}. It shows that away from the fracture tip the fluid pressure indeed
has greater values than the shear stress, however the extent of this dominance depends essentially on the
material toughness (a weaker dependence on Poisson’s ratio is also observed). In general, the larger the
value of KˆIc the greater the value of the ratio |pˆ/τˆ | outside the near-tip zone. In the viscosity dominated
regime, |pˆ/τˆ | achieves the maximal value of about four, and it requires KˆIc = 2 to take this ratio above
ten. We should, however, still remember that when approaching the crack tip, the magnitude of τˆ is
much greater than that of pˆ. Thus, a straightforward conclusion from this part of the analysis can be
drawn: unless the fracture propagates in the high toughness mode, the value of the ratio |pˆ/τˆ | cannot
be treated as a justification for neglecting the hydraulically induced tangential traction.
On the other hand, as shown in the previous subsection, the differences between the results for the
various HF formulations are relatively small. In order to explain this apparent paradox, let us analyse
the relationships between respective entries in the elasticity operator (91). In Fig.14 the ratio
∣∣∣ wˆ′k1τˆ
∣∣∣ is
depicted for three values of the self-similar material toughness, KˆIc = {0, 1, 3}. The data in Fig.14a)
corresponds to the case ν = 0 which gives the maximal value of k1 (k1 changes continuously with ν
from π−1 to 0 - see (23)). In this case we observe the largest influence of the shear stress component on
the elasticity equation, and consequently the greatest deviations between the results of the respective
HF formulations analysed in the previous subsection. As can be seen in the figure, it is only in the
immediate neighborhood of the crack inlet that the absolute values of k1τˆ are comparable to the those
of the spatial derivative of the crack opening, wˆ′. Over almost the entire length of the spatial interval
the latter component is a few times greater than the former, and this trend magnifies with growing KˆIc.
This fact contributes to an explanation of why the results of the respective HF formulations (Variant 1
- Variant 3) are relatively close to each other. For comparison, we show similar analysis for ν = 0.3 in
Fig.14b). As can be seen, the effect described above is magnified to produce even smaller contribution
of the tangential traction term, k1τˆ , in the elasticity operator.
The basic feature of the introduced modified HF formulation is the presence of the hydraulically
induced shear stresses at the crack faces. As a result, the energy release rate depends on two components:
the classic stress intensity factor, and the newly introduced shear stress intensity factor. When the
material toughness tends to zero, the first one (as well es the entire ERR) decays. However, the shear
stress intensity factor assumes a non-zero value. As a consequence, the standard asymptote of LEFM
is not superseded by qualitatively different asymptotic behaviour as it is in the classic KGD model. In
other words, in the revised formulation the process zone for the governing asymptotics is never reduced
to zero. Referring to the self-similar problem, it has already been shown that in the viscosity dominated
regime the multiplier of the leading term of the fluid pressure asymptote assumes a non-zero value - see
(101). Consequently, for the multiplier of the leading term of the crack aperture asymptote one has from
(99) and (101) the following relation:
wˆ0 =
√
π(1− ν)
α
Kˆ2f > 0. (111)
To illustrate this, and describe some general trends for different values of KˆIc, in Fig.15-Fig.16 we
depict the following characteristics obtained by numerical simulations: Kˆf
(
KˆIc
)
, KˆI
(
KˆIc
)
, wˆ0
(
KˆIc
)
,
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Figure 13: Absolute value of the ratio fluid pressure/tangential traction (|pˆ/τˆ |) for: a) viscosity dom-
inated regime (KˆIc = 0), b) toughness dominated regime for three values of the self-similar material
toughness (KˆIc = {1, 2, 3}).
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Figure 14: Relations between the entries of the elasticity operator (91): dwˆdx and k1τˆ , for a) ν = 0
(k1 = π
−1), b) ν = 0.3 (k1 = 4/7π
−1). The respective curves were obtained for three values of the
self-similar material toughness KˆIc = {0, 1, 3}.
pˆ0
(
KˆIc
)
, vˆ0
(
KˆIc
)
, Lˆ0
(
KˆIc
)
and τˆ0
(
KˆIc
)
. The value of parameter α was set to 1/3.
As can be seen in the figures, the viscosity dominated regime is reached for approximately KˆIc = 0.1.
For KˆIc < 0.1, the shear stress intensity factor stabilizes at a constant level depending on Poisson’s
ratio. A similar situation is observed for the other analysed parameters (except for KˆI), however, the
self-similar crack propagation speed and the crack length exhibit low sensitivity to the value of ν. Note
that, as mentioned above, wˆ0 is greater than zero (see (111)) for the whole range of KˆIc, which means
that the LEFM asymptote holds for any value of the material toughness.
The numerical results and the analysis of the governing equations enabled us to deliver the following
asymptotic estimations for KˆIc → 0. The multiplier of the leading term of the fluid pressure reaches its
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Figure 15: Relationship between the self-similar material toughness, KˆIc, and: a) the shear stress
intensity factor, Kˆf , b) the stress intensity factor, KˆI .
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Figure 16: Relationship between the self-similar material toughness, KˆIc, and: a) the multiplier of the
leading (square root) term of the crack opening tip asymptote, wˆ0, b) the multiplier of the leading
(logarithmic) term of the fluid pressure tip asymptote, pˆ0.
limiting value as:
pˆ0 = π(1− ν)− ζKˆ2Ic +O(Kˆ4Ic), KˆIc → 0, (112)
where parameter ζ depends on α (the parameter determining the temporal evolution of the self-similar
solution) and Poisson’s ratio ν. It exhibits an almost linear distribution with respect to ν and can be
approximated by the following empirical relation:
ζ(α, ν) ≈ 4
√
5
3
α−0.55(1− ν). (113)
Approximation (113) exhibits the relative accuracy of the order 10−3 for a broad range of α (0.05 < α <
10).
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Figure 17: Relationship between the self-similar material toughness, KˆIc, and: a) the self-similar crack
propagation speed, vˆ0 , b) the self-similar crack length, Lˆ0,
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Figure 18: Relationship between the self-similar material toughness, KˆIc, and: a) the multiplier of the
leading term of the shear stress tip asymptote, τˆ0, b) the ratio of the self-similar stress intensity factor,
KˆI , and the self-similar shear stress intensity factor, Kˆf .
The remaining parameters depicted in Figs.15-18 can be asymptotically described as:
Kˆf =
√
π
4ζ
+O(Kˆ2Ic), KˆI =
√
ζ
π
1
2(1− ν)Kˆ
2
Ic +O(Kˆ
4
Ic), KˆIc → 0, (114)
wˆ0 =
π3/2
4
√
αζ
√
1− ν +O(Kˆ2Ic), vˆ0 =
π4
16αζ2
(1− ν)2 +O(Kˆ2Ic), KˆIc → 0, (115)
Lˆ0 =
π2
4αζ
(1− ν) +O(Kˆ2Ic), τˆ0 =
π5/2
4
√
αζ
(1− ν)3/2 +O(Kˆ2Ic), KˆIc → 0. (116)
For large values of the self-similar material toughness, all the parameters exhibit power law depen-
dence on KˆIc. The transition area between the viscosity dominated and large toughness asymptotes is
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relatively small. For the latter regime (KˆIc ≫ 1) the following estimates hold for any α and ν:
pˆ0 = s
2/5α3/5Kˆ
−12/5
Ic +O
(
Kˆ
−24/5
Ic
)
, KˆIc →∞,
Kˆf =
α3/5s2/5
π(1 − ν)Kˆ
−7/5
Ic +O
(
Kˆ
−19/5
Ic
)
, KˆI = KˆIc +O
(
Kˆ
−7/5
Ic
)
, KˆIc →∞, (117)
wˆ0 =
( s
α
)1/5
Kˆ
4/5
Ic +O
(
Kˆ
−8/5
Ic
)
, vˆ0 = s
4/5α1/5Kˆ
−4/5
Ic + O
(
Kˆ
−16/5
Ic
)
, KˆIc →∞, (118)
Lˆ0 =
( s
α
)2/5
Kˆ
−2/5
Ic +O
(
Kˆ
−14/5
Ic
)
, τˆ0 =
s3/5α2/5
2
Kˆ
−8/5
Ic +O
(
Kˆ−4Ic
)
, KˆIc →∞, (119)
where s = 23/2π−1. As can be seen from the above formulae (and is confirmed by the graphs in Figs.15-
18), for the large toughness asymptotics it is only the self-similar shear stress intensity factor, Kˆf , that
exhibits dependence on Poisson’s ratio ν.
6 Discussion and conclusions
A novel approach to HF that better describes the underlying physics of the process, by accounting for
the substantial effect of hydraulically induced shear stress at the crack faces, has been developed. A new
form of the boundary integral equation of elasticity has been utilized alongside the modified fracture
propagation condition. The latter is based on the energy release rate and depends on the stress intensity
factor and newly introduced parameter, the shear stress intensity factor. In this formulation, the linear
elastic fracture mechanics (LEFM) asymptotics holds regardless of the material toughness. A rescaling
and transformation of the problem to the self-similar form has been given. A number of numerical
simulations by means of the universal HF algorithm developed by Wrobel & Mishuris (2015) have been
conducted to compare the new formulation with its classic counterpart. The asymptotics of small and
large toughness have been considered in detail.
A notable feature of our approach is that the paradox of the viscosity dominated regime of HF, where
the LEFM asymptotics does not hold, has been solved. A computational consequence is that the difficult
problem of the so-called small toughness regime has been resolved.
Additionally the following conclusions can be drawn:
• The deviation of the results for the classic KGD model from those of the new formulation decreases
with increasing material toughness and Poisson’s ratio, due to the decreasing influence of the
additional shear stress term in (22). The greatest discrepancies are observed for the fluid pressure
and the particle velocity.
• In the new HF model, even in the viscosity dominated regime of fracture propagation, the standard
asymptotics of LEFM holds. This fact has serious computational ramifications. Unlike the classic
HF model, no dedicated mechanisms are needed in the computational scheme to account for the
transition between different crack tip singularities as the length of the LEFM process zone is never
reduced to infinitesimal value. No special measures are required to retain the proper tip behaviour
and stabilize the algorithm in the so called small toughness case. This substantially increases the
reliability of the numerical results. In the new formulation, we have not observed any differences
in the computational performance of the algorithm between the viscosity dominated, small and
moderate toughness regimes.
• The transition interval between the viscosity dominated and large toughness regimes is relatively
small. Note that, in the latter regime the asymptotic behaviour of all quantities, except for the
shear stress intensity factor, do not depend on Poisson’s ratio.
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• The asymptotic analysis of the modified HF formulation shows that the temporal evolution of
the fracture is not associated with qualitative changes in the tip behaviour. This property of
the solution has a crucial consequence for modelling 2D and 3D hydraulic fracture problems in
inhomogeneous media when the material properties may differ along the fracture contour. New
model allows to consider such cases within the same computational scheme capable of treating
each point of the crack front in a unified way.
• Yet another important observation is that for a constant injection flux rate, the pressure drop
singularity becomes less pronounced as the crack grows. As a result, both parameters p0 and
̟ decay in time leading to a monotonic temporal decrease of the ratio Kf/KI , provided that
KIC > 0. In other words, the crack propagation regime is changing from the viscosity dominated
(Kf > 0, KI → 0) to toughness dominated (Kf → 0, KI > 0).
Further analysis is need to examine the proposed model and respective consequences for the numer-
ical simulation. As an example, one can mention the phenomenon of a lag between the fracture tip and
fluid front, which has been understood so far to have a negligible influence on the process under typi-
cal high confinement conditions encountered in reservoir stimulation (Garagash, 2006; Garagash et al.,
2011). In the modified HF formulation such a problem can be considered in the framework of a regular
perturbation, where the standard LEFM crack propagation criterion (11) is used in conjunction with
the new elasticity operator (22).
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Appendix
A Definition of functions Φj(θ)
Below we collect the radial vector-functions Φj(θ) involved in the asymptotic representation of the
displacement field near the crack tip. They are evaluated in a standard manner by substitution of the
representation (34) into the Lame’s equations where respective boundary conditions resulting from the
known bahaviour of the fluid field along the crack surfaces and symmetry of the solution hold.
Φr1(θ) =
1
E∗
cos
θ
2
[3− ν∗ − (1 + ν∗) cos θ] , (A.1)
Φθ1(θ) = −
1
E∗
sin
θ
2
[3− ν∗ − (1 + ν∗) cos θ] , (A.2)
Φrτ0(θ) = −
2
E∗
(1 + ν∗) cos
3θ
2
, Φθτ0(θ) =
2
E∗
(1 + ν∗) sin
3θ
2
, (A.3)
Φ˜rp0(θ) = −
1− ν∗
E∗
, Φ˜θp0(θ) = 0, (A.4)
Φ˜rτ1(θ) =
2
πE∗
(
cos2 θ − ν∗ sin2 θ) , Φ˜θτ1(θ) = − (1 + ν∗)πE∗ sin(2θ), (A.5)
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Φr2(θ) =
4
E∗
(
cos2 θ − ν∗ sin2 θ) , Φθ2(θ) = −2 (1 + ν∗)E∗ sin(2θ), (A.6)
Φrp0(θ) =
1 + ν∗
2E∗
(1− 3 cos 2θ), Φθp0(θ) =
1
E∗
[3 (1 + ν∗) sin(θ) cos(θ)− 2θ] , (A.7)
Φrp1(θ) =
(1 + ν∗)
E∗
cos 2θ,Φθp1(θ) = −
(1 + ν∗)
E∗
sin 2θ, (A.8)
Φrτ1(θ) = −
(1 + ν∗)
πE∗
sin θ [sin θ + 2θ cos θ] , (A.9)
Φθτ1(θ) = −
1
πE∗
[
(1 + ν∗)
(
1
2
sin(2θ) + θ cos(2θ)
)
− 2θ
]
, (A.10)
Φ˜rp2(θ) =
1
6πE∗
[
(3− 5ν∗) cos
(
θ
2
)
+ (1 + ν∗) cos
(
5θ
2
)]
, (A.11)
Φ˜θp2(θ) = −
1
3πE∗
sin
θ
2
[(1 + ν∗) (cos(θ) + cos(2θ)) − 4] , (A.12)
Φ˜rτ2(θ) =
1
6E∗
[
(3− 5ν∗) cos θ
2
+ 5 (1 + ν∗) cos
5θ
2
]
, (A.13)
Φ˜θτ2(θ) =
1
6E∗
[
(9 + ν∗) sin
θ
2
− 5 (1 + ν∗) sin 5θ
2
]
(A.14)
Φr3(θ) =
1
2E∗
[
(3− 5ν∗) cos θ
2
+ (1 + ν∗) cos
(
5θ
2
)]
, (A.15)
Φθ3(θ) = −
1
E∗
sin
θ
2
[(1 + ν∗) (cos(θ) + cos(2θ))− 4] , (A.16)
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1
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θ
2
− cos 5θ
2
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θ
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2
)
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2
]
, (A.17)
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2
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2
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2
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+ 2 cos
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+ 2 sin
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. (A.20)
33
