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Trapping neutral particles endowed with a magnetic moment by an electromagnetic
wave carrying orbital angular momentum: Semiclassical theory
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Center for Theoretical Physics, Polish Academy of Sciences, Al. Lotniko´w 32/46, 02-668 Warsaw, Poland
Tomasz Radoz˙ycki†
Faculty of Mathematics and Natural Sciences, College of Sciences,
Cardinal Stefan Wyszyn´ski University, Wo´ycickiego 1/3, 01-938 Warsaw, Poland
The motion of a neutral atom endowed with a magnetic moment interacting with the magnetic
field is determined from the Ehrenfest-like equations of motion. These equations for the average
values of the translational and spin degrees of freedom are derived from the Schro¨dinger-Pauli wave
equation and they form a set of nine coupled nonlinear evolution equations. The numerical and
analytic solutions of these equations are obtained for the combination of the rotating magnetic field
of a wave carrying orbital angular momentum and a static magnetic field. The running wave traps
the atom only in the transverse direction while the standing wave traps the atom also in the direction
of the beam.
I. INTRODUCTION
There are three methods of trapping neutral atoms
that have been in the past been described theoretically
and applied in many experiments (see, for example, the
reviews in [1–3]). These are: magnetic traps, radiation-
pressure traps, and optical dipole traps. In the present
paper we analyze a different trap produced by the elec-
tromagnetic wave carrying orbital angular momentum.
The atomic magnetic moment interacts with the mag-
netic field of such waves as in standard magnetic traps.
However, in contrast to the traps in which the magnetic
field is static, our trapping mechanism exploits in an es-
sential way the rotation of the magnetic field. Rotation of
the magnetic field is necessary since owing to the Earn-
shaw theorem static magnetic fields cannot trap parti-
cles with permanent magnetic moments. One method to
overcome the limitations imposed by the Earnshaw theo-
rem is to use diamagnetic levitating objects [4]. Another
method is to employ the rotation of the magnets as in
Levitronsr [5, 6]. Our method may be viewed as an ap-
plication of this last idea to atomic objects. The rotation
of the atomic magnetic moment is achieved by placing the
atom in the magnetic field of an electromagnetic wave
endowed with orbital angular momentum. The rotating
magnetic field of such a wave plays a similar role to the
rotating electric field in the Paul trap [7].
Our theoretical tool is the set of coupled Ehrenfest
equations for the translational and spin degrees of free-
dom [8, 9]. They are derived from the Schro¨dinger-Pauli
equation for a neutral particle endowed with the mag-
netic moment µ = gs,
i~
∂
∂t
Ψ(r, t) =
(
−~
2∆
2M
− gs·B
)
Ψ(r, t), (1)
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where g is the gyromagnetic ratio and the spin vector
s is built from the appropriate spin matrices. The sign
of g is positive or negative depending on whether the
magnetic moment is parallel or antiparallel to the spin
angular momentum. For the electron the spin operator
contains Pauli matrices, s = ~/2σ and the gyromagnetic
ratio is e/mel. The classical evolution equations are uni-
versal; they do not depend on the value of the spin.
We shall study the case when the magnetic field is a
combination of the wave with the vortex line and a static
component. We consider two cases: the running wave
and the standing wave. The magnetic component of the
electromagnetic field in these two cases is given by the
formulas:
Brun(r, t) =

B⊥k(y cos ζ − x sin ζ)B⊥k(x cos ζ + y sin ζ)
Bz

 , (2a)
Bst(r, t) =

B⊥k cos(kz)[y cos(ωt)− x sin(ωt)]B⊥k cos(kz)[x cos(ωt) + y sin(ωt)]
Bz

 ,
(2b)
where ζ = ωt − kz, k = ω/c is the wave number, B⊥
measures the strength of the vortex wave, and Bz is the
constant field. In order to preserve the correct dimension
ofB⊥ we inserted a factor of k in these formulas. The vor-
tex part can be viewed as the paraxial approximation of
either a Bessel beam or a Laguerre-Gauss beam with or-
bital angular momentum quantum number equal to 1. Of
course, the magnetic fields (2), together with their elec-
tric counterparts, are exact solutions of Maxwell’s equa-
tions but the question is whether it is a good approxima-
tion of a realistic beam. One may explain this approxi-
mation by starting from the exact formulas for the Bessel
or the Laguerre-Gauss beams. For Bessel beams the size
of the waist is determined by the inverse of the trans-
verse wave vector 1/k⊥ and for Laguerre-Gauss beams it
is determined by the waist size parameter w0 (see, for ex-
ample [10]). The approximation leading to the formulas
2(2) is essentially the paraxial approximation. It simply
consists (cf. [11, 12]) of the replacement of the exact so-
lutions by the first term of the expansion in the following
dimensionless parameter: the ratio of the distance from
the beam center to the size of the beam waist. Therefore,
our approximate formulas are valid for distances smaller
that the beam waist.
Similar solutions of Maxwell equations have appeared
before in our study of the trapping of charged particles by
electromagnetic vortices [11–14]. However, this time in
addition to a running wave, we consider also a standing
wave. We show that the standing wave can trap particles
also along the beam direction.
II. THE EHRENFEST EQUATIONS
Let 〈r〉, 〈p〉 and 〈s〉 be the average values of the posi-
tion, momentum, and spin of a quantum particle whose
wave function obeys the Schro¨dinger equation,
〈r〉 =
∫
d3rΨ∗(r, t)rΨ(r, t), (3a)
〈p〉 = ~
i
∫
d3rΨ(r, t)∇Ψ(r, t), (3b)
〈s〉 =
∫
d3rΨ∗(r, t)sΨ(r, t). (3c)
Assuming that the magnetic field does not vary sig-
nificantly on the scale characteristic of the probability
distribution |Ψ(r, t)|2, we obtain the following general-
ization to the case of spinning particles of the Ehrenfest
equations for the average values:
d〈r〉
dt
=
〈p〉
M
, (4a)
d〈p〉
dt
= g∇ [〈s〉·B(〈r〉, t)] , (4b)
d〈s〉
dt
= −gB(〈r〉, t)× 〈s〉. (4c)
These equations in our two cases become (dropping the
angle brackets):
Running wave
dx
dt
=
px
M
,
dy
dt
=
py
M
,
dz
dt
=
pz
M
, (5a)
dpx
dt
= b⊥k (sy cos ζ − sx sin ζ) , (5b)
dpy
dt
= b⊥k (sx cos ζ + sy sin ζ) , (5c)
dpz
dt
= b⊥k
2[x(sx cos ζ + sy sin ζ)
− y(sy cos ζ − sx sin ζ)], (5d)
dsx
dt
= bzsy − b⊥k(x cos ζ + y sin ζ)sz , (5e)
dsy
dt
= −bzsx + b⊥k(y cos ζ − x sin ζ)sz , (5f)
dsz
dt
= b⊥k[x(sx cos ζ + sy sin ζ)
− y(sy cos ζ − sx sin ζ)], (5g)
Standing wave
dx
dt
=
px
M
,
dy
dt
=
py
M
,
dz
dt
=
pz
M
, (6a)
dpx
dt
= b⊥k cos(ξz) (sy cosωt− sx sinωt) , (6b)
dpy
dt
= b⊥k cos(ξz) (sx cosωt+ sy sinωt) , (6c)
dpz
dt
= −b⊥k2 sin(ξz)[x(sy cosωt− sx sinωt)
+ y(sx cosωt+ sy sinωt)], (6d)
dsx
dt
= bzsy − b⊥k cos(ξz)(x cosωt+ y sinωt)sz, (6e)
dsy
dt
= −bzsx + b⊥k cos(ξz)(y cosωt− x sinωt)sz, (6f)
dsz
dt
= b⊥k cos(ξz)[sx(x cosωt+ y sinωt)
− sy(y cosωt− x sinωt)], (6g)
where ξz = kz, b⊥ = gB⊥ and bz = gBz.
The similarity between the two sets of equations allows
for the application of the same method to simplify both
sets. The repeated occurrence of some combinations of
the spin variables suggests the introduction of the follow-
ing “rotating” dimensionless spin components:
sx = −[sx cos(arg) + sy sin(arg)]/~, (7a)
sy = [sy cos(arg)− sx sin(arg)]/~, (7b)
sz = −sz/~, (7c)
where the argument of the trigonometric functions could
be either ζ or ωt. For the spin ~/2 particles the variables
si vary from -1/2 to 1/2 and s
2
x + s
2
y + s
2
z = 1/4. Note
that the sum of the squares of the spin expectation values
yields 1/4 and not 3/4 as one might have thought. This
is due to the difference between the square of an average
value and the average value squared. In particular, for
3the Pauli matrices we obtain: 〈σ2x + σ2y + σ2z〉 = 3 but
〈σx〉2 + 〈σy〉2 + 〈σz〉2 = 1.
The equations of motion expressed in terms of the new
spin variables are autonomous which significantly sim-
plifies their analysis. In the dimensionless form these
equations can be rewritten in the form:
Running wave
dξx
dτ
= ηx,
dξy
dτ
= ηy,
dξz
dτ
= ηz, (8a)
dηx
dτ
= γsy, (8b)
dηy
dτ
= −γsx, (8c)
dηz
dτ
= −γ(ξxsx + ξysy), (8d)
dsx
dτ
= −αξxsz − βsy, (8e)
dsy
dτ
= −αξysz + βsx, (8f)
dsz
dτ
= α(ξxsx + ξysy). (8g)
Standing wave
dξx
dτ
= ηx,
dξy
dτ
= ηy,
dξz
dτ
= ηz, (9a)
dηx
dτ
= γ cos(ξz)sy, (9b)
dηy
dτ
= −γ cos(ξz)sx, (9c)
dηz
dτ
= −γ sin(ξz)(ξxsy − ξysx), (9d)
dsx
dτ
= −α cos(ξz)ξxsz − βsy, (9e)
dsy
dτ
= −α cos(ξz)ξysz + βsx, (9f)
dsz
dτ
= α cos(ξz)(ξxsx + ξysy). (9g)
where
{ξx, ξy, ξz} = k{x, y, z}, (10a)
{ηx, ηy, ηz} = {px, py, pz}√
~ωM
, (10b)
τ = ωt
√
~ω
Mc2
, (10c)
α =
gB⊥
ω
√
Mc2
~ω
, (10d)
β = (1 +
gBz
ω
)
√
Mc2
~ω
, (10e)
γ =
gB⊥
ω
. (10f)
The same sets of evolution equations would result from
the formula
dA
dτ
= {A,H} (11)
FIG. 1. Trajectory of a charged particle in 3D and its projec-
tion on the xy-plane trapped by a beam with orbital angular
momentum (Bessel beam). This trajectory was obtained by
the numerical integration of the classical equations of motion
with the Lorentz force.
FIG. 2. Trajectory of a neutral atom endowed with a mag-
netic moment in 3D and its projection on the xy-plane
trapped by a uniform magnetic field and a beam with or-
bital angular momentum. This trajectory was obtained by
the numerical integration of the Eqs. (8).
which determines the time evolution in classical Hamil-
tonian mechanics if we use the Pauli Hamiltonian and as-
sume that the spin components obey the Poisson brackets
for angular momentum, namely {si, sj} = ǫijksk.
III. GUIDING OF THE PARTICLE BY A
RUNNING WAVE
The running wave cannot trap the particle in the direc-
tion of the beam so that we may only study the guiding
of particles along the beam. Before delving into the de-
tails we would like to exhibit a striking similarity between
the motion in an electromagnetic wave with the orbital
angular momentum of a charged particle studied in [13]
and the motion of an atom described by the Eqs. (8). In
Figs. 1 and 2 we show typical trajectories in these two
cases. The details of these trajectories are not important
since the similarity is only qualitative. This similarity is
just due to the fact that in both cases the electromagnetic
field rotates around the beam axis.
The equations of motion (8) possess the following four
40.2 0.4 0.6
τ
0.35354
0.35355
0.35356
0.35357
sz
FIG. 3. The oscillations of sz(τ ) around the mean value of
sz = 1/
√
8 have a tiny amplitude equal to 0.00001. This
plot was obtained by integrating numerically Eqs. (8) for
α = 1, β = 100, and γ = 0.01.
constant of motion: the (dimensionless) energy in the
xy-plane
E⊥ =
η2x + η
2
y
2
− γ(ξxsy − ξysx) + βγ
α
sz, (12)
the spin squared s2, the z-component of the total angu-
lar momentum α(ξxηy − ξyηx) + γsz, and the generator
ξxηy − ξyηx − ηz of the symmetry transformation (the
screw symmetry) of the electromagnetic running wave
(2a).
The energy E⊥ also plays the role of the Hamiltonian
which generates through the Poisson brackets the evolu-
tion equations for the motion in the ξxξy-plane and for
the spin.
In a typical realistic situation, as described in Sec. VI,
the ratio γ/α is much smaller than 1. This implies that
the velocity changes at a much smaller rate than the spin.
If we assume, in addition, that the initial velocity is small
(cold atoms), we can solve explicitly the equations for
the spin components. This procedure may be viewed as
a Born-Oppenheimer approximation [15], in which the
spin is a fast variable and the position is a slow variable.
The solution of the equations for the spin keeping the
position fixed has the form:

 sx(τ)sy(τ)
sz(τ)

 =

 s
0
x
s
0
y
s
0
z

 cos(Ωτ) +

 −βs
0
y − χxs0z
βs0x − χys0z
χxs
0
x + χys
0
y

 sin(Ωτ)
Ω
+
χys
0
x − χxs0y + βs0z
Ω2

 χy−χx
β

 (1− cos(Ωτ)), (13)
where Ω =
√
β2 + χ2x + χy2 and χk = αξ
0
k.
In Fig. 3 we show the oscillations of sz(τ) obtained di-
rectly from the explicit formula (13) and by the numerical
integration of the evolution equations (8). The difference
between the two plots is hidden in the line thickness.
Having established that the explicit expression (13) rep-
resents correctly the evolution of sz(τ), we may use this
formula to obtain an estimate for the amplitude of the
oscillation:
sz(τ) = s
0
z +
α
β
{
(ξxs
0
y − ξys0x)[cos(Ωτ) − 1]
+(ξxs
0
x + ξys
0
y) sin(Ωτ)
}
+O
(
α2
β2
)
. (14)
Thus the amplitude of the oscillations of sz(τ) around the
initial value is controlled by the parameter α|ξ⊥||s⊥|/β.
As long as this parameter is very small, we may replace
sz(τ) by its mean value s¯z. This parameter in Fig. 3 is
equal to 0.00001 in perfect agrement with the numerical
solution.
Upon the replacement of sz(τ) by s¯z, Eqs. (8) for the
xy variables become a linear set of equations with con-
stant coefficients easily solvable by standard techniques.
We shall write these equations, which determine the mo-
tion in the transverse plane, as a set of three equations
for the complex variables ξ+ = ξx + iξy, η+ = ηx + iηy,
and s+ = sx + isy,
d
dτ

 ξ+(τ)η+(τ)
s+(τ)

 =

 0 1 00 0 −iγ
−αs¯z 0 iβ



 ξ+(τ)η+(τ)
s+(τ)

 . (15)
The general solution of these equations for the vector
V (τ) = {ξ+(τ), η+(τ), s+(τ)} has the form:
V (τ) = a1v1e
iw1τ + a2v2e
iw2τ + a3v3e
iw3τ , (16)
where the frequencies wi are the roots of the character-
istic equation:
w3 − βw2 + δ = 0, (17)
and δ = αγs¯z. The three vectors vi and the coefficients
ai are the following functions of the frequencies wi and
the initial data:
vk = {1, iwk, w2k/(iγ)}, (18a)
a1 =
w2w3ξ
0
+ + i(w2 + w3)η
0
+ + iγs
0
+
(w1 − w2)(w1 − w3) , (18b)
a2 =
w1w3ξ
0
+ + i(w1 + w3)η
0
+ + iγs
0
+
(w2 − w1)(w2 − w3) , (18c)
a3 =
w1w2ξ
0
+ + i(w1 + w2)η
0
+ + iγs
0
+
(w3 − w1)(w3 − w2) . (18d)
To demonstrate the quality of our approximation we
show in Fig. 4 two indistinguishable orbits. One of them
is the numerical solution of exact equations (8) while the
other is obtained from the approximate solution (16).
The agreement between the exact solution and the ap-
proximate one is not so perfect for smaller values of β.
As shown in Fig. 5 the size of the orbit and the general
characteristics are well reproduced, but the details differ.
The difference between the regular behavior of the tra-
jectory in Fig. 4 and the knotted behavior in Fig. 5 is the
result of an interplay between the contributions with dif-
ferent frequencies in the knotted solution. This property
5-0.003 0.003
ξx
-0.005
0.005
ξy
FIG. 4. The trajectories of the particle obtained by solving
numerically Eqs. (8) and from the simple approximate for-
mula (16) obtained for α = 3, β = 100, and γ = 0.03. The
initial values of all variables are: ξx = 0.0035, ξy = 0, ξz =
0, ηx = −0.00015, ηy = 0.00015, ηz = 0 sx = 1/
√
8, sy =
0, sz = 1/
√
8. The difference between two trajectories is
hidden in the line thickness.
is controlled to a large extent by the initial conditions. To
illustrate this point we show in Fig. 6 the (indistinguish-
able) trajectories, exact and approximate as in Fig. 4.
They are obtained for the same values of the parameters
but for the following special initial conditions:
ξ0+ =
iγs0+
w2
, η0+ =
−γs0+
w
, (19)
where w is any root of the characteristic equation (17).
These initial conditions are chosen to make two coeffi-
cients ai in (18) equal to zero so that only the frequency
w is left and the motion becomes regular. In Sec. V we
show that these special initial conditions chosen here in
connection with the approximate formula (16) produce
in fact exact analytic solutions of the full equations.
A good estimate of the size of the orbit is the time
average 〈·〉t of the square of the distance of the particle
from the wave center d2 = 〈|ξ+|2〉t = |a1|2+ |a2|2+ |a3|2.
We have chosen this measure because it has an explicit
representation in terms of the parameters of the trap and
the initial values, d2 = N/D,
N =(2β3δ − 9δ2)|ξ0+|2 + (2β4 − 12βδ)|η0+|2
+2γ2β2|s0+|2 − 2β2δℑ(ξ0+η0∗+ )
−6γβδℑ(ξ0+s0∗+ ) + γ(4β3 − 18δ)ℜ(η0+s0∗+ ), (20a)
D =4β3δ − 27δ2. (20b)
Of course, the size of the orbit is meaningful only when
the particle is trapped, i.e., all frequencies are real. The
-0.1 0.1
ξx
-0.1
0.1
ξy
-0.1 0.1
ξx
-0.1
0.1
ξy
FIG. 5. The trajectory of the particle obtained by solving nu-
merically Eqs. (8) and from the simple approximate formula
(right) obtained for α = 3, β = 0.8, and γ = 0.01. The initial
conditions are the same as in Fig. 4.
-0.02 -0.01 0.01 0.02
ξx
-0.02
-0.01
0.01
0.02
ξy
FIG. 6. The trajectories of the particle obtained by solving
numerically Eqs. and from the simple approximate formula
obtained for the special initial conditions (19) which make the
coefficients a1 and a2 equal to zero. The remaining variables
are the same as in Fig. 5. In contrast to Fig. 5, the differ-
ence between the two trajectories is hidden now in the line
thickness.
regions of stability are shown in Fig. 7. The boundaries of
these two disjoint regions can be found from the vanishing
of the discriminant ∆ of the polynomial (17),
∆ = δ(4β3 − 27δ). (21)
The boundaries of the stability region follow from the
formula for the discriminant:
β+ = 3(δ/4)
1/3, β− = −3(|δ|/4)1/3. (22)
Our simplified description is valid only when the param-
sz<0 sz>0
0β- β+
β
FIG. 7. Regions of stability shown as functions of the param-
eter β. For positive values of sz the stable region extends to
the right of β+,and for the negative values of sz it extends to
the left of β−
6eter δ is small. The values of the parameters α, β, and γ
in realistic situations will be discussed in Sec. VI.
For small values of δ the roots of Eq. (17) are approx-
imately equal to:
w1 = w +O(
δ
β
), (23a)
w2 = −w +O( δ
β
), (23b)
w3 = W +O(
δ
β
), (23c)
where w =
√
δ/β and W = β.
Dropping all small terms of the order of w/W , we ob-
tain from (18) the following formula for the trajectory:
ξ+(τ) = ξ
0
+ cos(wτ) +
η0+
w
sin(wτ). (24)
This is a parametric representation of an ellipse in the
xy-plane. The minor semi-axis a− and the major semi-
axis a+ of the ellipse (24) are the following functions of
the initial data:
a± =
√
h±
√
h2 −m2z, (25)
where h looks like the (dimensionless) Hamiltonian of an
oscillator,
h =
1
2
(
((η0x)
2 + (η0y)
2)/w2 + (ξ0x)
2 + (ξ0y)
2
)
, (26)
and mz looks like the z-component of the orbital angular
momentum,
mz = (ξ
0
xη
0
y − ξ0yη0x)/w. (27)
These simple formulas enable us to determine the shape
of the trajectory for various values of the initial condi-
tions, the strength of the magnetic field, and the wave
frequency.
Our approximate description is based on the assump-
tion that the variation of sz is small and can be replaced
by the average value in Eqs. (8e) (8f). The influence
of fast oscillations of sz with the Larmor frequency gBz
averages out because the orbital motion is slow.
In Fig. 8 we show the trajectories obtained by inte-
grating numerically Eqs. (8). The characteristic fea-
ture is the shrinking of the size of the orbits as one ap-
proaches the resonance between the Larmor frequency
and the wave frequency. The shrinking of the size of the
orbits is given by the formula (20) obtained from the ap-
proximate solution. For relatively large values of β, as
used in Fig. 8, the shrinking of the orbit size d is well
reproduced by the formula
d ≈ |η0+|
√
β/2δ. (28)
We should remember that all our results are meaning-
ful only when the formulas (2) are valid, i.e. when the
overall size of the trajectory does not exceed the range of
validity of the paraxial approximation. If this condition
is not satisfied, one would have to use a more accurate
description of the electromagnetic beams using, for ex-
ample, exact Laguerre-Gauss beams or Bessel beams.
IV. FULL TRAPPING OF PARTICLES BY A
STANDING WAVE
The running wave cannot trap particles in the direction
of the wave propagation. This is due to the fact that the
running wave has the screw symmetry which makes all
positions along the z-axis equivalent. In contrast, the
standing wave breaks this symmetry. In this case we do
not have the constant of motion connected with the screw
symmetry. The two constants of motion (the squared
spin and the z-component of the angular momentum)
are still valid but the third one requires a modification.
Instead of the energy in the xy-plane we have now the
full energy,
E =
η2x + η
2
y + η
2
z
2
− γ cos(ξz)(ξxsy − ξysx) + βγ
α
sz.
(29)
The equations of motion (9) under a proper choice of
parameters have fully localized solutions. The trapping
is most effective near the nodes of the magnetic field, i.e.
at all values ξz = nπ/2 where the magnetic field vanishes
(n is an odd number). In addition, it turns out that
the trajectories in the standing wave are localized much
better in the transverse direction than the corresponding
trajectories in the running wave. In Fig. 9 we show two
trajectories obtained for the same values of the parame-
ters and the initial data. The trajectory in the standing
wave (left) shows perfect trapping while the trajectory in
the running wave escapes from the trap. Moreover, for
the chosen set of parameters two roots wi of Eq. (17) are
complex. It is, therefore, not surprising on the basis of
our analysis in the previous section that the trajectory
in the running wave leaves the trap. What is unexpected
is a perfect trapping by the standing wave for the same
parameters when the running wave does not trap.
The shape and the overall size of the trajectory de-
pends very sensitively on the initial value of ξz . When
this value departs even slightly from the node value, the
trapping becomes less effective. In Fig. 10 we show a
sixfold increase in the size of the orbit when the initial
value of ξz is changed from its node value π/2 by merely
0.03.
V. EXACT ANALYTIC SOLUTIONS
We have already noticed that when the oscillations of
sz have a small amplitude one may find trapped approx-
imate analytic solutions that are close to numerical so-
lutions. Of course, the equations of motion will possess
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FIG. 8. Plots of the trajectories for fixed α = −2 and γ = −0.02 while the value of β changes from left to right as follows
β = {−100,−50,−20,−5,−2}. The plots are obtained by the integration of the exact equations (8).
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FIG. 9. Plots of the trajectories in 3D obtained for the following set of the parameters and the initial values α = 8, β = 1, γ =
0.8, ξx(0) = 0.01, ξy(0) = 0, ξz(0) = pi/2, ηx(0) = 0, ηy(0) = 0.0001, ηz(0) = 0.0004, sx = 0.354, sy = 0, sz = −0.354. The
left trajectory represents the motion in the standing wave, and the right one represents the motion in the running wave. The
axes are labeled with the dimensionless coordinates (10a).
a trapped solution only if w is a real root of Eq. (17).
Continuing this line of thought, we shall now look for so-
lutions that have no oscillations. It turns out that in this
case we will obtain exact analytic solutions. The condi-
tion for the existence of such solutions is the vanishing
of the right-hand side in Eqs. (8g) and (9g). This will be
achieved if the vectors (ξx, ξy) and (sx, sy) are perpendic-
ular. This condition is satisfied owing to our conditions
(19) imposed on the initial data in order to have only one
frequency. Luckily, it so happens that the orthogonality
condition is satisfied at all times and we obtain in this
way exact analytic solutions.
We construct exact solutions starting from the evolu-
tion equations (8) and (9) and we rewrite them in the
complexified form as in (15). In the case of the running
wave the motion in the z-direction does not matter, while
in the case of the standing wave we choose z = 0. Then in
both cases the equations for the motion in the xy-plane
have the same form. Assuming the situation in which
only one frequency is present, we look for solutions in
the following form:

 ξ+(τ)η+(τ)
s+(τ)

 = eiwτ

 ξη
s

 , (30)
where ξ, η, and s are time-independent complex numbers.
Inserting this ansatz into (15) we obtain the following set
of algebraic equations:
iwξ+ = η+, iwη+ = −iγs+, (31a)
iws+ = −αξ+sz + iβs+. (31b)
The first two equations are satisfied by formulas (19),
found previously in our simplified description. The third
equation is satisfied provided w is one of the roots of
the characteristic equation (17). The trajectories repre-
senting these solutions are circles orbited with frequency
w. The radius of the circle depends on the parameters
α, β, γ, on the value of the spin in the transverse direc-
tion s+, and on the choice of one of the three roots of the
characteristic equations. When the spin tilts away from
the z-axis, the radius increases. Returning to the original
components sx and sy, whose time evolution is governed
by Eqs. (5), we see that the spin vector precesses with
the frequency of the wave as the particle moves along its
orbit.
For a complex root w we still obtain an exact solution
but the trajectory either shrinks or runs away, depending
on the sign of the imaginary part of w. When for a given
choice of parameters the characteristic equation has com-
plex roots, even for the real root the circular trajectory
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FIG. 10. Plots of the trajectories in 3D obtained for the same set of the parameters as in Fig. 9 except that the initial values
of ξz were taken as pi/2 (left) and pi/2 + 0.03 (right). The axes are labeled with the dimensionless coordinates (10a).
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FIG. 11. Plots of the trajectories for the hydrogen atom when the values of β approach the resonance value. The magnetic
fields are Bz=3T and B⊥=0.15T and the frequency is in the microwave range ω ≈ 5× 1011 chosen to approach the resonance
value. The initial velocity corresponds to the temperature 10mK. From left to right the values of β approach the resonance
taking on the following values: 1000, 400, 200, 100. These trajectories are identical for the running wave and for the standing
wave provided in the second case we choose z = 0 and vz = 0.
becomes unstable.
VI. REALISTIC APPLICATIONS OF THE
RESULTS
In this section we will apply our results to the analy-
sis of solutions for the realistic values of the parameters.
The most obvious application of the model described here
is to the motion of the hydrogen atom. Unfortunately,
the large mass of the atom makes the trapping difficult.
Nevertheless for very cold atoms the trap may be effec-
tive. Also the huge magnetic moment of highly excited
circular Rydberg atoms might be helpful.
In Fig. 11 we plot the trajectories for a microwave trap,
ω ≈ 5×1011/s, in the vicinity of the resonance. The reso-
nance regime is harder to achieve for optical frequencies,
as seen in (10e), since it would require magnetic fields
of the order of 104T. The characteristic feature of the
orbits in the vicinity of the resonance is their rotation.
This rotation is not present in our approximate solutions
(24) and reflects the failure of this approximation near
the resonance. The average size of the orbit, as seen
in formula (28), grows linearly with the initial velocity.
Therefore, at some value of v/c (depending on the val-
ues of all parameters) the simplified description of the
electromagnetic wave becomes inapplicable.
It may seem that the trapping would work better for
the positronium because its mass is much smaller. How-
ever, the average value of the magnetic moment vanishes
for both orthopositronium and parapositronium [16]. It
could be different from zero only for the superposition of
ortho and para states. To create such a superposition,
however, one would have to overcome the energy bar-
rier of 7.6× 10−4 eV, and that would require very strong
(many teslas) magnetic field.
VII. CONCLUSIONS
We have shown, with the use of the Ehrenfest equa-
tions generalized to the case of spinning particles, that
neutral particles endowed with a magnetic moment are
trapped by the combination of a constant magnetic field
and the rotating magnetic field of a wave carrying or-
bital angular momentum. We considered two cases: the
9running wave and the standing wave. In the first case
the trapping takes place only in the plane perpendicular
to the wave direction. In the second case we obtained
full trapping in three dimensions. We analyzed in detail
the solutions of the resulting sets of nonlinear ordinary
differential equations that describe the time evolution of
the average values of the particle coordinates and the
magnetic moment. The most intricate properties of the
solutions were found in the vicinity of the resonance when
the wave frequency is approaching the Larmor precession
frequency in the constant field. The phenomenon of trap-
ping has been fully established but its efficiency is con-
trolled by a small parameter: the ratio of the Larmor fre-
quency to the wave frequency. For strong magnetic fields
(a few teslas) and relatively low frequency (microwaves)
this parameter may be of the order of 1. This is the res-
onance regime where the trapping is most effective. This
regime may be hard to achieve but it seems to be feasible.
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