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Abstract
The Bjøntegaard model is widely used to calculate the coding efficiency between different codecs. However, this model might
not be an accurate predictor of the true coding efficiency as it relies on PSNR measurements. Therefore, in this paper, we propose
a model to calculate the average coding efficiency based on subjective quality scores, i.e., mean opinion scores (MOS). We call this
approach Subjective Comparison of ENcoders based on fItted Curves (SCENIC). To consider the intrinsic nature of bounded rating
scales, a logistic function is used to fit the rate-distortion (R-D) values. The average MOS and bit rate differences are computed
between the fitted R-D curves. The statistical property of subjective scores is considered to estimate corresponding confidence
intervals on the calculated average MOS and bit rate differences. The proposed model is expected to report more realistic coding
efficiency as PSNR is not always correlated with perceived visual quality.
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1. Introduction
“If you cannot measure it, you cannot improve it” (Lord
Kelvin). This statement is especially true in the case of im-
age and video compression. To design efficient compression
algorithms, it is necessary to benchmark the performance of
new algorithms against well-established and state-of-the-art al-
gorithms on a dataset containing different contents. The qual-
ity of the compressed images and video sequences can be as-
sessed by means of objective and subjective evaluations. Ob-
jective quality assessment relies on the use of objective met-
rics, which have been designed to predict the perceived qual-
ity of media content. The Peak Signal-to-Noise Ratio (PSNR)
metric is commonly accepted and used by coding experts to ob-
jectively measure the performance of coding algorithms. How-
ever, it is known that PSNR does not accurately reflect human
perception of visual quality [1]. In the case of subjective qual-
ity assessment, the quality of the decoded data is evaluated by
a pool of human subjects (typically more than 15 people), fol-
lowing a common methodology [2]. Subjective tests are time
consuming, expensive, and not always feasible. However, if
the subjective evaluations are properly designed and conducted
according to guideline recommendations [2], the subjective re-
sults are more accurate as they reflect the quality perceived by
end-users.
The coding efficiency of different compression algorithms
can be adequately compared only by means of subjective tests,
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carried out according to common evaluation methodologies de-
fined by experts. During the development phase of their com-
pression standards, Joint Photographic Experts Group (JPEG),
Moving Picture Experts Group (MPEG), and Video Coding Ex-
perts Group (VCEG) have relied during past years on both ob-
jective and subjective evaluations to select and evaluate poten-
tial coding technologies, as well as for verification purposes.
For example, subjective evaluations were conducted during the
development of JPEG XR [3], MPEG-4 [4], H.264/MPEG-
4 AVC [5, 6, 7], Scalable Video Coding (SVC) extension of
H.264/MPEG-4 AVC [8, 7], and H.265/HEVC [9, 7]. Inde-
pendent researchers have also conducted subjective evaluations,
both during and after the development phase of compression
standards, as a validation process or to evaluate the codecs in
different scenarios.
Objective evaluations based on PSNR measurements are
widely used by most researchers as they are simple and can be
performed automatically. To calculate the coding efficiency be-
tween different codecs based on PSNR measurements, a model
was proposed by Gisle Bjøntegaard during the development of
H.264/MPEG-4 AVC [10]. The Bjøntegaard model is used to
calculate the average PSNR and bit rate differences between
two rate-distortion (R-D) curves obtained from the PSNR mea-
surement when encoding a content at different bit rates. The
model reports two values:
a) the so-called Bjøntegaard delta PSNR (BD-PSNR), which
corresponds to the average PSNR difference in dB for the
same bit rate,
b) the so-called Bjøntegaard delta rate (BD-Rate), which cor-
responds to the average bit rate difference in percent for
the same PSNR.
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The Bjøntegaard model is used by various experts to cal-
culate the coding efficiency of compression standards. For
example, this model was used during the development of
H.264/MPEG-4 AVC [11], Multiview Video Coding (MVC)
extension of H.264/MPEG-4 AVC [12], H.265/HEVC [13], and
multiview extensions of H.265/HEVC [14]. The Bjøntegaard
model is also widely used by researchers working on image and
video compression, to benchmark the performance of their al-
gorithms against well-established and state-of-the-art compres-
sion algorithms. However, the Bjøntegaard model might not be
an accurate predictor of the true coding efficiency as this model
relies on PSNR measurements.
To estimate a more realistic coding efficiency, subjective
quality scores should be considered instead of PSNR measure-
ments. Therefore, in this paper, we propose a model to calcu-
late the average coding efficiency based on mean opinion scores
(MOS) gathered during subjective evaluations instead of PSNR
measurements. We call this approach Subjective Comparison
of ENcoders based on fItted Curves (SCENIC). To consider the
intrinsic nature of bounded rating scales, as well as nonlineari-
ties and saturation effects of the human visual system, a logistic
function is used to fit the R-D values. The average MOS and
bit rate differences are computed between the fitted R-D curves
similarly to the Bjøntegaard model. To consider the statistical
property of subjective scores, the 95% confidence intervals as-
sociated with the MOS are considered to estimate correspond-
ing confidence intervals on the calculated average MOS and
bit rate differences. To provide meaningful measures, the R-
D curves should ideally cover the full range of the rating scale.
This recommendation is considered in the proposed model to
estimate a confidence index on the calculated average MOS and
bit rate differences. The contributions of this paper are:
- a model to estimate more realistic coding efficiency based
on subjective quality scores,
- an estimated confidence interval on the calculated aver-
age coding efficiency to consider the statistical property of
subjective scores,
- an estimated confidence index on the calculated average
coding efficiency to consider the range of conditions in the
subjective evaluation.
The remainder of this paper is organized as follows. A brief
overview of the Bjøntegaard model is given in Sec. 2. Each
component of the proposed model is described in details in
Sec. 3. Three case studies where the Bjøntegaard and proposed
models were used to calculate average coding efficiency are
presented in Sec. 4. Finally, concluding remarks and discus-
sion on future work are given in Sec. 5.
2. Bjøntegaard model
In [10], Gisle Bjøntegaard has proposed a model to measure
the coding efficiency between two different compression algo-
rithms. To approximate a rate-distortion (R-D) curve given by
a set of N bit rate values (R1, ...,RN) with corresponding PSNR
measurements (D1, ...,DN), a third order logarithmic polyno-
mial fitting has been proposed in the Bjøntegaard model, based
on experimental observations
Dˆ(R) = a log3 R + b log2 R + c log R + d (1)
where Dˆ is the fitted distortion in PSNR, R is the bit rate, and
a, b, c, and d are the parameters of the fitting function.
To simplify notation, in the rest of the paper, we use lower
case r when referring to the logarithm of the bit rate, i.e., r =
log R. Therefore, Eq. (1) is rewritten as
Dˆ(r) = ar3 + br2 + cr + d (2)
At least four R-D values are required to determine the fitting
parameters of Eq. (2). If more than four values are used, then
the R-D values are fitted in a least square sense.
The average PSNR difference between two R-D curves is ap-
proximated by the difference between the integrals of the fitted
R-D curves divided by the integration interval [10]
∆D = E [D2 − D1] ≈ 1rH − rL
rH∫
rL
[
Dˆ2(r) − Dˆ1(r)
]
dr (3)
where ∆D is the so-called Bjøntegaard delta PSNR (BD-PSNR)
computed between the two fitted R-D curves Dˆ1(r) and Dˆ2(r),
respectively, and the integration bounds, rL and rH , are
rL = max
{
min(r1,1, ..., r1,N1 ),min(r2,1, ..., r2,N2 )
}
rH = min
{
max(r1,1, ..., r1,N1 ),max(r2,1, ..., r2,N2 )
} (4)
To express the (logarithm of the) rate as a function of the
distortion, a third order polynomial fitting has been proposed in
the Bjøntegaard model to fit the R-D values
rˆ(D) = aD3 + bD2 + cD + d (5)
Note that a second fitting process is required to fit the bit rate
values and that rˆ(D) (see Eq. (5)) is not the inverse function of
Dˆ(r) (see Eq. (2)).
The average bit rate difference between two R-D curves is
approximated as [10]
∆R = E
[
R2 − R1
R1
]
= E
[
R2
R1
]
− 1 = E [10r2−r1 ] − 1
≈ 10E[r2−r1] − 1 ≈ 10
1
DH−DL
DH∫
DL
[rˆ2(D)−rˆ1(D)]dD
− 1
(6)
where ∆R is the so-called Bjøntegaard delta rate (BD-Rate)
computed between the two fitted R-D curves rˆ1(r) and rˆ2(r),
respectively, and the integration bounds, DL and DH , are
DL = max
{
min(D1,1, ...,D1,N1 ),min(D2,1, ...,D2,N2 )
}
DH = min
{
max(D1,1, ...,D1,N1 ),max(D2,1, ...,D2,N2 )
} (7)
Thanks to the logarithmic bit rate scale, the estimation of the
average bit rate reduction is also simplified.
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Figure 1 Logistic function y = f (x) = a + b−a1+exp [−c(x−d)] .
3. Proposed model
In this section, we propose a method for Subjective Com-
parison of ENcoders based on fItted Curves (SCENIC). First,
the function used to fit the R-D values is described. Then,
the calculation of average MOS and bit rate differences be-
tween two fitted R-D curves is presented. Finally, the confi-
dence intervals and reliability index on the calculated average
MOS and bit rate differences are presented. A MATLAB im-
plementation of the proposed model can be downloaded from:
http://mmspg.epfl.ch/scenic
3.1. Fitting function
According to recommendation ITU-R BT.500-13 [2], the re-
lationship between MOS and the objective measure of picture
distortion tends to have a sigmoid shape, provided that the natu-
ral limits of picture distortion extend far enough from the region
in which the MOS varies rapidly. If the distortion parameter is
measured in a physical unit, e.g., a time delay [ms], then a non-
symmetrical function should be used to approximate this rela-
tionship [2]. If the picture distortion is measured in a related
unit, e.g., PSNR [dB], then a logistic function is commonly
used [2, 15, 16]. The logistic function (see Fig. 1) is
y = f (x) = a +
b − a
1 + exp [−c(x − d)] (8)
where a, b, c, and d are the parameters of the fitting function.
As bit rate is not a direct measure of picture distortion, a
non-symmetrical function should be used to map bit rate val-
ues to MOS, according to recommendation ITU-R BT.500-
13. However, Gisle Bjøntegaard has observed that R-D values
expressed in
(
log(bit rate),PSNR
)
do not deviate much from
straight lines [17], meaning that there is a somewhat linear re-
lationship between log(bit rate) and PSNR. Therefore, based
on this observation, and following the common practice to map
PSNR values to MOS, we propose to use a logistic function to
fit the R-D values expressed in
(
log(bit rate),MOS
)
.
Fitting a logistic function to a set of observed values is a
nonlinear curve-fitting problem and can be expressed in least-
squares sense. Several solutions have been proposed to solve
this class of problem. However, the initial conditions may be
critical to converge towards the optimal solution. Nevertheless,
in most cases, constraints can be applied on the different pa-
rameters based on a priori knowledge to restrict the parameter
search.
Most rating scales defined in recommendation ITU-R
BT.500-13 are divided into five categories with associated la-
bels, such as (Bad; Poor; Fair; Good; and Excellent) or (Very
annoying; Annoying; Slightly annoying; Perceptible, but not
annoying; and Imperceptible). The asymptotes of the relation-
ship between MOS and bit rate, which are caused by the use
of bounded rating scales and the saturation effects of the hu-
man visual system, are typically associated with the two ex-
treme categories of the rating scale. Moreover, the subjective
scores should increase from the lower to the upper categories
as the bit rate increases. Therefore, constraints are imposed on
the logistic function such that the lower and upper asymptotes
are associated with the lower and upper categories, respectively,
and that the function is strictly increasing
umin ≤ a ≤ umin + 15 ∆u
umax − 15 ∆u ≤ b ≤ umax
c > 0
(9)
where ∆u = umax − umin, umin and umax are the boundaries of
the rating scale, and 15 ∆u corresponds to the “length” of one
category in a five categories scale.
3.2. Integration bounds
Whereas the R-D curve based on PSNR measurements is
unbounded, the R-D curve based on MOS is bounded due to
the use of a bounded rating scale, the fact that many evalua-
tion methods consist in comparing the quality of a test stimulus
against the quality of a reference stimulus, and the saturation
effect of the human visual system. Therefore, we think that it is
not meaningful to compute average MOS or bit rate differences
when both R-D curves have reached the saturation phase.
In statistics, it is common to consider only the values lying
within the 95% confidence interval. In the proposed model, we
consider a similar approach by discarding the lower and upper
parts of the fitted R-D curve and keeping only the values be-
tween yl and yh (see Fig. 1), which covers 95% of the range
spanned by the fitted R-D curve
yl = a + 0.025(b − a) yh = a + 0.975(b − a) (10)
The x values corresponding to yl and yh are determined as
xl = f −1(yl) xh = f −1(yh) (11)
where f −1 is the inverse function of the logistic function
x = f −1(y) = g(y) = −1
c
ln
b − y
y − a + d (12)
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(a) Computation of delta MOS. (b) Computation of delta rate.
Figure 2 Integration bounds: the shaded area represents the integral of the difference of the two curves, evaluated between the
lower and upper bounds.
3.3. Average MOS difference
To approximate the R-D curve given by a set of N bit rate
values (R1, ...,RN) with corresponding MOS (D1, ...,DN), the
R-D values are fitted in a least square sense using a logistic
function with the constraints specified in Eq. (9)
Dˆ(r) = a +
b − a
1 + exp [−c(r − d)] (13)
where Dˆ is the fitted distortion in MOS, r is the logarithm of
the bit rate, and a, b, c, and d are the parameters of the fitting
function.
Similarly to the Bjøntegaard model [10], the average MOS
difference between two R-D curves is approximated by the dif-
ference between the integrals of the fitted R-D curves divided
by the integration interval
∆D = E [D2 − D1] ≈ 1rH − rL
rH∫
rL
[
Dˆ2(r) − Dˆ1(r)
]
dr (14)
where ∆D is the delta MOS computed between the two fitted
R-D curves Dˆ1(r) and Dˆ2(r), respectively, and the integration
bounds, rL and rH , are
rL = max
{
min
(
r1,1, ..., r1,N1
)
,min
(
r2,1, ..., r2,N2
)
,min
(
r1,l, r2,l
)}
rH = min
{
max
(
r1,1, ..., r1,N1
)
,max
(
r2,1, ..., r2,N2
)
,max
(
r1,h, r2,h
)}
(15)
where r1,l and r1,h (r2,l and r2,h) are lower and upper rate bounds
on Dˆ1(r) (Dˆ2(r)) determined according to Eq. (11).
To compute ∆D, the analytical expression of the integral of
the logistic function is used
F(x) =
∫
f (x)dx =
b − a
c
ln
{
1 + exp [−c(x − d)]} + bx + (a − b)d + C
(16)
where C is an arbitrary constant.
Figure 2(a) illustrates the computation of the average MOS
difference between two fitted R-D curves.
3.4. Average bit rate difference
Instead of applying another fitting to express the (loga-
rithm of the) bit rate as a function of the distortion, as in the
Bjøntegaard model [10], the inverse function of Eq. (13) is used
rˆ(D) = −1
c
ln
b − D
D − a + d (17)
where rˆ is the fitted bit rate, D is the distortion in MOS, and a, b,
c, and d are the parameters determined for Eq. (13). Therefore,
the logistic fitting is applied only once for a given set of R-D
values.
Similarly to the Bjøntegaard model, the average bit rate dif-
ference between two R-D curves is approximated as
∆R = E
[
R2 − R1
R1
]
≈ 10
1
DH−DL
DH∫
DL
[rˆ2(D)−rˆ1(D)]dD
− 1 (18)
where ∆R is the delta rate computed between the two fitted R-D
curves rˆ1(r) and rˆ2(r), respectively, and the integration bounds,
DL and DH , are
DL = max
{
min(Dˆ1,1, ..., Dˆ1,N1 ),min(Dˆ2,1, ..., Dˆ2,N2 ),min(Dˆ1,l, Dˆ2,l)
}
DH = min
{
max(Dˆ1,1, ..., Dˆ1,N1 ),max(Dˆ2,1, ..., Dˆ2,N2 ),max(Dˆ1,h, Dˆ2,h)
}
(19)
where Dˆ1,l and Dˆ1,h (Dˆ2,l and Dˆ2,h) are the lower and upper
distortion bounds on Dˆ1(r) (Dˆ2(r)) determined according to
Eq. (10).
To compute ∆R, the analytical expression of the integral of
the inverse logistic function is used
G(y) =
∫
g(y)dy =
b − y
c
[
ln(b − y) − 1]+ y − a
c
[
ln(y − a) − 1]+dy+C
(20)
where C is an arbitrary constant.
Figure 2(b) illustrates the computation of the average bit rate
difference between two fitted R-D curves.
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3.5. Confidence interval
The mean opinion score (ui) is a statistical measure
ui =
1
M
M∑
j=1
ui j (21)
where M is the number of valid subjects and ui j is the score
by subject j for the test condition i (specific combination of
content, codec, and bit rate).
The relationship between the estimated mean values based on
a sample of the population (i.e., the subjects who took part in
the experiment) and the true mean values of the entire popula-
tion is given by the confidence interval of the estimated mean.
In our experiments, the 100 × (1 − α)% confidence intervals
for mean opinion scores were computed using the Student’s t-
distribution [
ui − δi, ui + δi] (22)
with
δi = t(1 − α/2,M) si√
M
(23)
si =
√√
1
M − 1
M∑
j=1
(
ui j − ui
)2
(24)
where M is the number of valid subjects, si is the sample stan-
dard deviation of a single test condition i across the subjects j,
and t(1 − α/2,M) is the t-value corresponding to a two-tailed
Student’s t-distribution with M − 1 degrees of freedom and a
desired significance level α (equal to 1-degree of confidence).
The confidence intervals are computed for an α equal to 0.05,
which corresponds to a degree of confidence of 95%.
To consider the statistical property of mean opinion scores,
the corresponding confidence intervals should be considered in
the proposed model when computing the average MOS and bit
rate differences. In recommendation ITU-R BT.500-13 [2], it
is proposed to consider three series of grades, constructed from
the mean opinion scores for each test condition and associated
95% confidence intervals
a) minimum grade series (u1 − δ1, ..., uN − δN),
b) mean grade series (u1, ..., uN),
c) maximum grade series (u1 + δ1, ..., uN + δN).
According to this recommendation, the three grade series
should be fitted independently.
Figure 3 depicts an example of mean opinion scores and as-
sociated 95% confidence interval. The fitting functions Dˆ−(r),
Dˆ(r), and Dˆ+(r) (see Table 1) for the minimum, mean, and max-
imum grade series, respectively, are drawn on the same graph
to provide an estimate of the 95% continuous confidence re-
gion, which can be used to determine a tolerance range. The
Table 1 Fitting functions for the different grade series.
Fitting functions Fitting of Values
Dˆ−(r), rˆ−(D) minimum grade series (u1 − δ1, ..., uN − δN)
Dˆ(r), rˆ(D) mean grade series (u1, ..., uN)
Dˆ+(r), rˆ+(D) maximum grade series (u1 + δ1, ..., uN + δN)
Figure 3 Different grade series: Dˆ−(r), Dˆ(r), and Dˆ+(r) are the
fitting functions for the minimum, mean, and maximum grade
series, respectively, constructed from the mean opinion scores
for each test condition and associated 95% confidence intervals.
space between Dˆ+(r) and Dˆ−(r) is not an exact 95% confidence
interval, but a mean estimate thereof [2].
The parameters a, b, and c of the logistic function are con-
strained as the subjective scores should increase from the lower
to the upper categories as the bit rate increases (see Sec. 3.1).
These constraints should be modified when fitting the minimum
and maximum grade series to consider the confidence intervals.
If we consider a typical R-D curve and rating scale divided into
five categories, at the extreme parts of the curve, the confidence
intervals generally tends to become smaller, due to the intrin-
sic nature of bounded rating scales, but they may slightly span
outside of the extreme categories. Therefore, for the fitting of
the minimum (maximum) grade series, we decrease (increase)
the lower (upper) bound on parameters a and b by half of the
“length” of one category (see Table 2).
The average MOS and bit rate differences are computed from
the mean grades series according to Secs. 3.3 and 3.4, respec-
tively. The corresponding 95% confidence interval is estimated
using the minimum and maximum grade series to consider the
confidence intervals associated with the mean opinion scores.
The average MOS difference, ∆D, and its corresponding es-
timated 95% confidence interval [∆Dmin,∆Dmax], are
∆D = φ
(
Dˆ1(r), Dˆ2(r), rL, rH
)
∆Dmin = min
{
φ
(
Dˆ−1 (r), Dˆ
+
2 (r), rL, rH
)
, φ
(
Dˆ+1 (r), Dˆ
−
2 (r), rL, rH
)}
∆Dmax = max
{
φ
(
Dˆ−1 (r), Dˆ
+
2 (r), rL, rH
)
, φ
(
Dˆ+1 (r), Dˆ
−
2 (r), rL, rH
)} (25)
where rL and rH are the integration bounds computed from
(r1,1, ...r1,N1 ), (r2,1, ...r2,N2 ), rˆ1(D), and rˆ2(D) according to
Eq. (15), and φ is a generic function to compute the aver-
age MOS difference between two fitted R-D curves Dˆ1(r) and
Dˆ2(r), between rL and rH
φ
(
Dˆ1(r), Dˆ2(r), rL, rH
)
=
1
rH − rL
rH∫
rL
[
Dˆ2(r) − Dˆ1(r)
]
dr (26)
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Table 2 Constraints for the different fitting functions.
Fitting functions Constraints on parameter
a b c
Dˆ−(r), rˆ−(D) umin − 110 ∆u ≤ a ≤ umin + 15 ∆u umax − 310 ∆u ≤ b ≤ umax c > 0
Dˆ(r), rˆ(D) umin ≤ a ≤ umin + 15 ∆u umax − 15 ∆u ≤ b ≤ umax c > 0
Dˆ+(r), rˆ+(D) umin ≤ a ≤ umin + 310 ∆u umax − 15 ∆u ≤ b ≤ umax + 110 ∆u c > 0
Figure 4 Confidence interval: the green, yellow, and blue ar-
eas illustrate the calculation of ∆Dmin, ∆D, and ∆Dmax, respec-
tively. For illustration purpose, only part of the total area used
in the calculation of each value is represented. The same prin-
ciple applies for the calculation of ∆Rmin, ∆R, and ∆Rmax.
Figure 4 illustrates the calculation of ∆Dmin, ∆D, and ∆Dmax.
The average bit rate difference, ∆R, and its corresponding
estimated 95% confidence interval [∆Rmin,∆Rmax], are
∆R = ψ (rˆ1(D), rˆ2(D),DL,DH)
∆Rmin = min
{
ψ
(
rˆ−1 (D), rˆ
+
2 (D),DL,DH
)
, ψ
(
rˆ+1 (D), rˆ
−
2 (D),DL,DH
)}
∆Rmax = max
{
ψ
(
rˆ−1 (D), rˆ
+
2 (D),DL,DH
)
, ψ
(
rˆ+1 (D), rˆ
−
2 (D),DL,DH
)}
(27)
where DL and DH are the integration bounds computed from
(D1,1, ...D1,N1 ), (D2,1, ...D2,N2 ), Dˆ1(r), and Dˆ2(r) according to
Eq. (15), and ψ is a generic function to compute the average bit
rate difference between two fitted R-D curves rˆ1(D) and rˆ2(D),
between DL and DH
ψ (rˆ1(D), rˆ2(D),DL,DH) = 10
1
DH−DL
DH∫
DL
[rˆ2(D)−rˆ1(D)]dD
− 1 (28)
3.6. Confidence index
To provide confident measures, the R-D curves should ide-
ally cover the full range of the rating scale. In most quality
evaluations, both objective and subjective, a predefined set of
targeted bit rates is usually considered. In well-designed sub-
jective tests, the lower bit rate is chosen such that at least one
test stimulus (specific combination of content, codec, and bit
rate) would have a quality corresponding to the lower category.
However, care should be taken to avoid too low quality test
stimuli. Therefore, it is possible that at the lower bit rate, one
codec produces bad quality, whereas another codec produces
fair or good quality, if there is a significant difference in terms
of compression efficiency between the two codecs.
These considerations are incorporated in the proposed model
to produce a confidence index on the calculated average MOS
and bit rate differences. As it is impossible in most practical
situations to cover the full range of the rating scale with both
R-D curves for the above-mentioned reason, we assume that at
least one of the two R-D curves should cover 80% of the rating
scale to have a valid measure of the average MOS and bit rate
differences. The range of the rating scale, ∆u1 and ∆u2, covered
by the two R-D curves is
∆u1 = max(D1,1, ...,D1,N1 ) −min(D1,1, ...,D1,N1 )
∆u2 = max(D2,1, ...,D2,N2 ) −min(D2,1, ...,D2,N2 )
(29)
We also consider the goodness of the fitting functions, mea-
sured in terms of the Pearson correlation coefficient
ρ1 = r
(
(D1,1, ...,D1,N1 ), (Dˆ1,1, ..., Dˆ1,N1 )
)
ρ2 = r
(
(D2,1, ...,D2,N2 ), (Dˆ2,1, ..., Dˆ2,N2 )
) (30)
where r(·) is the Pearson correlation coefficient.
The confidence index is computed as
Confidence index = min
{
1,
max(∆u1,∆u2)
0.8(umax − umin)ρ1ρ2
}
(31)
where umin and umax are the boundaries of the rating scale.
4. Applications and discussions
In this section, three case studies are presented where the
Bjøntegaard and proposed models were used to calculate aver-
age coding efficiency. The aim of these examples is twofold.
The first objective is to show that the Bjøntegaard model does
not always provide an accurate measure of coding efficiency,
whereas the proposed model should report more realistic cod-
ing efficiency. However, as there is no ground truth for the cod-
ing efficiency, it is impossible to quantify the performance of
the two models, but rather to discuss when the two models do
not agree. The second objective is to illustrate the usefulness of
the confidence intervals and confidence index provided by the
proposed model.
4.1. Quality of high resolution images
In this case study, we used the results of an evaluation of
four compression algorithms on a dataset of high resolution im-
ages. First, the dataset is described. Then, the results of the
Bjøntegaard and proposed models are given and analyzed.
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Table 4 Proposed model.
(a) Delta rate.
Encoding Average bit rate difference relative to
JPEG JPEG 2000 4:2:0 JPEG 2000 4:4:4 HEVC
JPEG - −9% [−25%,+6%] (100%) +34% [+13%,+68%] (100%) +5% [−14%,+26%] (100%)
J2000 4:2:0 +10% [−6%,+33%] (100%) - +61% [+24%,+109%] (77%) +19% [−9%,+53%] (85%)
J2000 4:4:4 −25% [−40%,−12%] (100%) −38% [−52%,−19%] (77%) - −26% [−45%,−3%] (86%)
HEVC −5% [−21%,+17%] (100%) −16% [−35%,+10%] (85%) +36% [+3%,+81%] (86%) -
A negative (positive) value indicates a decrease (increase) of bit rate for the same MOS. Reading: ∆R [∆Rmin,∆Rmax] (Confidence index)
(b) Delta MOS.
Encoding Average MOS difference relative to
JPEG JPEG 2000 4:2:0 JPEG 2000 4:4:4 HEVC
JPEG - −0.5 [−11.4,+11.2] (100%) −18.7 [−30.0,−7.0] (100%) −7.2 [−18.9,+3.8] (100%)
J2000 4:2:0 +0.5 [−11.2,+11.4] (100%) - −18.2 [−29.0,−5.5] (77%) −6.6 [−17.8,+5.3] (85%)
J2000 4:4:4 +18.7 [+7.0,+30.0] (100%) +18.2 [+5.5,+29.0] (77%) - +11.5 [−1.1,+23.0] (86%)
HEVC +7.2 [−3.8,+18.9] (100%) +6.6 [−5.3,+17.8] (85%) −11.5 [−23.0,+1.1] (86%) -
A negative (positive) value indicates a decrease (increase) of MOS for the same bit rate. Reading: ∆D [∆Dmin,∆Dmax] (Confidence index)
Table 3 Bjøntegaard model.
(a) Delta rate.
Encoding Average bit rate difference relative to
JPEG J2000 4:2:0 J2000 4:4:4 HEVC
JPEG - +78% +26% +112%
J2000 4:2:0 −44% - −31% +18%
J2000 4:4:4 −21% +44% - +73%
HEVC −53% −15% −42% -
A negative (positive) value indicates a decrease (increase) of bit rate for the same PSNR.
(b) Delta PSNR.
Encoding Average PSNR difference relative to
JPEG J2000 4:2:0 J2000 4:4:4 HEVC
JPEG - −3.4dB −1.3dB −4.4dB
J2000 4:2:0 +3.4dB - +2.1dB −1.0dB
J2000 4:4:4 +1.3dB −2.1dB - −3.1dB
HEVC +4.4dB +1.0dB +3.1dB -
A negative (positive) value indicates a decrease (increase) of PSNR for the same bit rate.
4.1.1. Dataset
The dataset was composed of ten high resolution image con-
tents, four for the training and six for the test. All the im-
ages had a resolution of 1280 × 1600 pixels and were available
in RGB 4:4:4 uncompressed format. The images were com-
pressed using JPEG, JPEG 2000 (both YCbCr 4:2:0 and RGB
4:4:4 configurations), and HEVC intra profile at 0.25, 0.5, 0.75,
1, 1.25, and 1.5bpp.
An adaptation of the double-stimulus continuous quality
scale (DSCQS) method [2] was used to evaluate the quality of
the test stimuli. The selected methodology implies that two im-
ages were displayed simultaneously by splitting the screen hor-
izontally into two parts. One of the two images was always the
reference (unimpaired) image. The other was the test image,
which in this study was a compressed version of the reference.
Instead of judging the quality of both images, the subject was
asked to detect the impaired image in the pair and rate its qual-
ity, using a continuous quality scale ranging from 0 to 100, as-
sociated with five distinct quality levels (Bad, Poor, Fair, Good,
and Excellent).
The subjective results were processed by first detecting and
removing subjects whose scores appeared to deviate strongly
from others in each test session. Then, the mean opinion score
was computed for each test stimulus as the mean across the rates
of the valid subjects. Readers can refer to [18] for more details
about the dataset and subjective evaluation.
4.1.2. Results and discussion
Tables 3 and 4 report the coding efficiency calculated for con-
tent woman using the Bjøntegaard and proposed models, re-
spectively. Figure 5 shows the fitted R-D curves for content
woman.
Table 3(a) reports an average bit rate difference for JPEG
2000 4:2:0 over JPEG 2000 4:4:4 of −31% based on the
Bjøntegaard model. However, Table 4(a) reports an average bit
rate difference of +61% [+24%,+109%] based on the proposed
model. Note that the 95% confidence interval resulting from
the proposed model does not contain the value calculated by the
Bjøntegaard model. These results show that JPEG 2000 4:2:0
has better coding efficiency than JPEG 2000 4:4:4 according to
the Bjøntegaard model, whereas the proposed model dictates
the opposite. To understand why the two models lead to dif-
ferent conclusions, it is necessary to analyze the objective and
subjective scores. According to PSNR measurements, JPEG
2000 4:2:0 performed always better than JPEG 2000 4:4:4 (see
Fig. 5(a)), whereas the subjective results dictate the opposite
(see Fig. 5(b)).
Visual weighting was disabled for JPEG 2000 4:2:0, whereas
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(a) Bjøntegaard model. (b) Proposed model.
Figure 5 Rate-distortion curves for content woman.
it was enabled for JPEG 2000 4:4:4. The lack of visual weight-
ing creates distortions, particularly at lower bit rates, as re-
ported during the development of JPEG 2000. This exam-
ple shows that when PSNR fails to capture a specific distor-
tion, the comparison of coding efficiency using the Bjøntegaard
model may lead to wrong conclusion. In this case, the pro-
posed model, which relies on subjective scores, should report
more realistic estimation of coding efficiency.
Table 3(a) reports an average bit rate difference over JPEG of
−44% and −53% for JPEG 2000 4:2:0 and HEVC, respectively,
based on the Bjøntegaard model. However, Table 4(a) reports
an average bit rate difference over JPEG of +10% [−6%,+33%]
and −5% [−21%,+17%] for JPEG 2000 4:2:0 and HEVC, re-
spectively, based on the proposed model. Note that the 95%
confidence intervals resulting from the proposed model do not
contain the values calculated by the Bjøntegaard model. As it
can be observed from Fig. 5, HEVC outperformed JPEG by at
least 3dB on all bit rates, whereas JPEG was evaluated better
than or equal to HEVC at 0.75bpp and above based on the sub-
jective results. This example shows that the coding efficiency
reported by the Bjøntegaard model may be over-estimated in
some cases.
It is known that PSNR does not accurately reflect human per-
ception of visual quality [1]. As the Bjøntegaard model re-
lies on PSNR measurements, it is not surprising that the cod-
ing efficiency calculated with this model may not accurately
reflect the true coding efficiency in some cases. Using a differ-
ent model relying on a perceptual metric that better correlates
with perceived quality, e.g., Structural Similarity Index (SSIM),
would probably result in more accurate estimation of coding ef-
ficiency.
4.2. Quality of ultra-high definition video sequences
In this case study, we used the results of an evaluation of
H.264/AVC and H.265/HEVC on a dataset of ultra-high defini-
tion video sequences. First, the dataset is described. Then, the
results of the Bjøntegaard and proposed models are given and
analyzed.
4.2.1. Dataset
The dataset was composed of four ultra-high definition video
contents, one for the training (Sintel39) and three for the
test (PeopleOnStreet, Traffic, and Sintel2), with different vi-
sual characteristics, resolutions, and frame rates. All test se-
quences were stored as raw video files, progressively scanned,
with YCbCr 4:2:0 color sampling, and 8 bits per sample.
The video sequences were compressed with H.264/AVC and
H.265/HEVC using the Random Access configuration. For each
content and codec, five different bit rates were selected.
The double stimulus impairment scale (DSIS) method [2],
Variant II, with a continuous impairment scale ranging from
0 to 100, associated with five distinct impairment levels (Very
annoying, Annoying, Slightly annoying, Perceptible but not an-
noying, and Imperceptible), was chosen to perform the subjec-
tive quality assessment experiments.
The subjective results were processed by first detecting and
removing subjects whose scores appeared to deviate strongly
from others in each test session. Then, the mean opinion score
was computed for each test stimulus as the mean across the rates
of the valid subjects. Readers can refer to [19] for more details
about the dataset and subjective evaluation.
4.2.2. Results and discussion
Table 5 reports the coding efficiency for H.265/HEVC
over H.264/AVC calculated on each test content using the
Bjøntegaard and proposed models. Figure 6 shows the fitted
R-D curves for content Traffic.
For content Traffic, subjects evaluated nine out of ten video
sequences as Imperceptible (see Fig. 6(b)). These results show
that, at the selected bit rates, the R-D curves are mostly in the
upper saturation phase. However, it is impossible to predict this
behavior from the PSNR measurements as the two curves are
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Table 5 Average coding efficiency for H.265/HEVC over H.264/AVC.
Model Bjøntegaard Proposed
Content Delta rate Delta PSNR Delta rate ∆R [∆Rmin,∆Rmax] Delta MOS ∆D [∆Dmin,∆Dmax] Confidence index
PeopleOnStreet −27% +1.6dB −53% [−69%,−27%] +25.8 [+13.0,+38.4] 79%
Traffic −38% +1.8dB −59% [-,−5%] +10.8 [−2.2,+20.3] 28%
Sintel2 −68% +4.4dB −73% [-,−60%] +40.7 [+28.9,+52.4] 62%
Overall −44% +2.6dB −62% [-,−31%] +25.8 [+13.2,+37.1] 56%
Bjøntegaard model: A negative (positive) delta rate indicates a decrease (increase) of bit rate for the same PSNR. A negative (positive) delta PSNR indicates a decrease (increase) of
PSNR for the same bit rate. Proposed model: A negative (positive) delta rate indicates a decrease (increase) of bit rate for the same MOS. A negative (positive) delta MOS indicates a
decrease (increase) of MOS for the same bit rate.
(a) Bjøntegaard model. (b) Proposed model.
Figure 6 Rate-distortion curves for content Traffic.
continuously increasing and the PSNR values are below 40dB,
which is often considered as excellent quality.
For this particular content, the R-D values were mostly mea-
sured in the upper saturation phase, and not across the entire rat-
ing scale, as recommended. Therefore, the average PSNR/MOS
and bit rate differences calculated using the two models are
not representative of the true coding efficiency for this content.
Nevertheless, for the proposed model, this problem is reflected
in the low confidence index (28%) and wide confidence inter-
val reported in Table 5. Note that the value for ∆Rmin could not
be determined as there was no overlap between the two R-D
curves. However, the the Bjøntegaard model does not consider
the saturation effect of the human visual system and does not
provide such indication regarding the confidence of the calcu-
lated coding efficiency.
4.3. Quality of 3D video sequences
In this case study, we used the results of the evaluations of
the MPEG Call for Proposals (CfP) on 3D Video Coding Tech-
nology [20]. First, the dataset is described. Then, the results of
the Bjøntegaard and proposed models are given and analyzed.
4.3.1. Dataset
The test material used in the MPEG CfP is composed of
eight different contents encoded at four target bit rates. The
contents were divided in two classes: Class A, with a spatial
resolution of 1920 × 1088 pixels and a temporal resolution of
25 frames per seconds, and Class C, with 1024 × 768 pixels
at 30 frames per second. All contents are ten seconds long.
All test sequences were stored as raw video files, progressively
scanned, with YCbCr 4:2:0 color sampling, and 8 bits per sam-
ple. Twenty-two coding algorithms, submitted by the propo-
nents, and two anchors were evaluated in the tests. In this paper,
only the results for the 3-view configuration, fixed stereo pair,
of two of the best HEVC-compatible proposals (P18 and P25)
and the two anchors (P09 and P10) were used. In the evalua-
tions of the 3-view configuration, the displayed stereo pair was
formed from two synthesized views. In this paper, the PSNR
was computed as the average PSNR of the left and right views
of the displayed stereo pair.
The double stimulus impairment scale (DSIS) method [2],
Variant II, with an 11-grade numerical categorical scale ranging
from 0 (lowest quality) to 10 (highest quality), was chosen to
perform the subjective quality assessment experiments.
In this paper, mean opinion score and corresponding 95%
confidence intervals that were computed by the MPEG test co-
ordinator on a total of 36 naı¨ve viewers from three different
laboratories [20] have been used. Outlier detection was per-
formed by the MPEG test coordinator according to the proce-
dure adopted by the ITU Video Quality Experts Group (VQEG)
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Table 7 Proposed model.
(a) Delta rate.
Encoding Average bit rate difference relative to
P09 P10 P18 P25
P09 - +10% [+2%,+22%] (71%) +146% [+131%,+164%] (72%) +155% [+134%,+178%] (71%)
P10 −9% [−18%,−2%] (71%) - +131% [+111%,+149%] (71%) +142% [+115%,+180%] (70%)
P18 −59% [−62%,−57%] (72%) −57% [−60%,−53%] (71%) - −8% [−14%,+2%] (44%)
P25 −61% [−64%,−57%] (71%) −59% [−64%,−53%] (70%) +8% [−2%,+16%] (44%) -
A negative (positive) value indicates a decrease (increase) of bit rate for the same MOS. Reading: ∆R [∆Rmin,∆Rmax] (Confidence index)
(b) Delta MOS.
Encoding Average MOS difference relative to
P09 P10 P18 P25
P09 - −0.5 [−1.1,−0.0] (71%) −4.6 [−5.1,−4.1] (72%) −4.3 [−4.8,−3.8] (71%)
P10 +0.5 [+0.0,+1.1] (71%) - −4.1 [−4.5,−3.6] (71%) −3.8 [−4.2,−3.3] (70%)
P18 +4.6 [+4.1,+5.1] (72%) +4.1 [+3.6,+4.5] (71%) - +0.3 [−0.1,+0.8] (44%)
P25 +4.3 [+3.8,+4.8] (71%) +3.8 [+3.3,+4.2] (70%) −0.3 [−0.8,+0.1] (44%) -
A negative (positive) value indicates a decrease (increase) of MOS for the same bit rate. Reading: ∆D [∆Dmin,∆Dmax] (Confidence index)
Table 6 Bjøntegaard model.
(a) Delta rate.
Encoding Average bit rate difference relative to
P09 P10 P18 P25
P09 - +16% +159% −11%
P10 −14% - +123% −22%
P18 −61% −55% - -
P25 +12% +28% - -
A negative (positive) value indicates a decrease (increase) of bit rate for the same PSNR.
(b) Delta PSNR.
Encoding Average PSNR difference relative to
P09 P10 P18 P25
P09 - −1.1dB −5.9dB +1.8dB
P10 +1.1dB - −4.9dB +2.9dB
P18 +5.9dB +4.9dB - +7.8dB
P25 −1.8dB −2.9dB −7.8dB -
A negative (positive) value indicates a decrease (increase) of PSNR for the same bit rate.
for its Multimedia Project. Then, the mean opinion score was
computed for each test stimulus as the mean across the rates of
the valid subjects. Readers can refer to [21] for more details
about the dataset and subjective evaluation.
4.3.2. Results and discussion
Tables 6 and 7 report the coding efficiency calculated for con-
tent Balloons using the Bjøntegaard and proposed models, re-
spectively. Figure 7 shows the fitted R-D curves for content
Balloons.
The average bit rate reduction values calculated using the
Bjøntegaard model (see Table 6(a)) are in general similar to
those calculated using the proposed model (see Table 7(a)), ex-
cept for the values related to proponent P25. To understand why
the two models differ for this particular proponent, it is neces-
sary to analyze the objective and subjective scores. As it can
be observed from Fig. 7, proponent P25 obtained constant low
PSNR values, whereas it obtained high subjective scores.
It is known that one proposal submitted in response to the
CfP used a different view synthesis algorithm. As the data sub-
mitted by the proponents is anonymous, we cannot be certain
that proponent P25 used a different view synthesis algorithm.
However, these results show that coding efficiency calculated
based on PSNR measurements might not accurately reflect the
true coding efficiency in the case of stereoscopic content formed
from synthesized views, as PSNR is not accurate to assess
perceived quality of synthesized views [22]. Using a differ-
ent model relying on a perceptual metric that better correlates
with perceived quality of stereoscopic content, e.g., Visual In-
formation Fidelity (VIF) or Video Quality Metric (VQM) [22],
would probably result in more accurate estimation of coding
efficiency.
5. Conclusion and future work
In this paper, we proposed a model to calculate the average
coding efficiency based on subjective quality scores. To con-
sider the intrinsic nature of bounded rating scales, as well as
nonlinearities and saturation effects of the human visual system,
a logistic function was used to fit the R-D values. The average
MOS and bit rate differences were computed between the fitted
R-D curves. To consider the statistical property of subjective
scores, the 95% confidence intervals associated with the MOS
were considered to estimate corresponding confidence intervals
on the calculated average MOS and bit rate differences. We pre-
sented three case studies where the Bjøntegaard and proposed
models were used to calculate average coding efficiency. Re-
sults showed that the Bjøntegaard model does not always report
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(a) Bjøntegaard model. (b) Proposed model.
Figure 7 Rate-distortion curves for content Balloons.
an accurate measure of the true coding efficiency as it relies on
PSNR measurements, which does not accurately reflect human
perception of visual quality. Using a different model relying on
a perceptual metric that better correlates with perceived qual-
ity would probably result in more accurate estimation of coding
efficiency. However, the proposed model, which relies on sub-
jective scores, is expected to report more realistic estimation of
coding efficiency.
In future investigations, we plan to determine the influence
of subjective evaluation methods and rating scales on the cod-
ing efficiency reported by the proposed model. Even though
quality can be adequately assessed only by means of subjective
tests, objective quality assessment is still preferred by most re-
searchers due to its simplicity. Therefore, some of the concepts
used in the proposed model, such as the computation of the in-
tegration bounds to consider the saturation effect of the human
visual system or the reliability index, could be incorporated in
the Bjøntegaard model to improve its prediction accuracy. A
similar model for other objective metrics than PSNR could be
used to compare codecs performance.
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