We present a study of the D and B leptonic decay constants on the MILC N f = 2 + 1 asqtad gauge ensembles using asqtad-improved staggered light quarks and clover heavy quarks in the Fermilab interpretation. Our previous analysis [1] computed the decay constants at lattice spacings a ≈ 0.14, 0.11 and 0.083 fm. We have extended the simulations to finer a ≈ 0.058 and 0.043 fm lattice spacings, and have also increased statistics; this allows us to address many important sources of uncertainty. Technical advances include a two-step two-point fit procedure, better tuning of the heavy quark masses and a better determination of the axial-vector current matching. The present analysis remains blinded, so here we focus on the improvements and their predicted impact on the error budget compared to the prior analysis.
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Introduction
Decays of B and D mesons provide an important testing ground for the CKM paradigm for flavor-changing weak interactions in the Standard Model. The D and B decay constants, which encapsulate the role of QCD interactions in these decay processes, are a crucial theoretical input. Precise calculation of these strong-coupling quantities, enabled by lattice simulations, is very important in predicting experimental rates for rare decays, such as the process B 0 (s) → µ + µ − observed recently by LHCb and CMS [2] , where the B-meson decay constants enter into the Standard Model rates. In addition, precise knowledge of the B + -decay constant in combination with the observed B + → τ + ν decay rate probes the V -A structure of the Wub vertex and helps in understanding the tension between inclusive and exclusive determinations of |V ub |. This study uses simulations on the ensembles listed in Table 1 . Since Ref. [1] we have added ensembles labeled A through E, at two finer lattice spacings, and ensemble F at a sea-quark mass m l = 0.05m h , nearer the physical mass. Statistical accuracy is also better, with about 3.6× more N config · N tsrc combinations than in Ref. [1] . Better statistics, finer lattice spacings and a nearly physical sea quark mass all help to control the leading systematic uncertainties observed in Ref. [1] that arise from heavy-and light-quark discretization effects and the (chiral) extrapolation. This analysis also benefits from reduced uncertainty from the input charm and bottom quark masses, due to a retuning of the masses with improved techniques and higher statistics, and a reanalysis of the nonperturbative matching of the flavor conserving heavy and light vector currents, again with higher statistics.
Two-point fits
We use a two-stage procedure for performing the two-point fits. In the first stage, plots of the effective mass are inspected for a stable "plateau" at large values of the source-sink separation t. A range [t p,min ,t p,max ] is then chosen based on the correlator signal-to-noise ratio (SNR), maintaining SNR ≥ 10 for all correlators and holding the SNR range approximately fixed over different ensembles; this translates to fits at approximately equal physical distances on the different lattice spacings. The first-stage fit is carried out to a standard two-state functional form (one oscillating), with no excited states included.
For the second stage, the results of the first-stage fit are used to set empirical Bayesian priors; best-fit values give the prior means, and the width is set equal to the best-fit one-sigma error estimate times an inflation factor of 3, to ensure that the second-stage fit parameters are not overconstrained. We have tested that increasing the inflation factor beyond this point has negligible effect on the resulting final classical error estimates; however, the use of this two-stage procedure serves to stabilize the fits performed over bootstrap resampled data, by reducing the occurrence of outliers. We fit a basis of four (or five) smeared and local source two-point correlators including the two correlators having an O(a)-improved axial-current at the sink in stage two. We find good isolation of the ground state when including four to five states (plus an equal number of oscillating states) and fitting down to t min = 2.
Chiral fits
The decay constant f H q for a meson H q is related to φ H q = f H q M H q , where
Values for r 1 /a are shown in are determined by fitting two-point functions. Guided by heavy meson staggered chiral perturbation theory [3] , we fit to the function
Term ∆ f H q , parameterizing the NLO chiral logarithms, includes hyperfine splitting effects. They are corrected for staggered taste effects at finite lattice spacing and for finite volume. The polynomial P includes analytic terms up to second order in the quark masses. The K terms, which parametrize the leading-order heavy quark discretization effects, are constrained in fits according to power counting estimates [1] . The residual heavy-quark discretization error for the physical φ H q is then incorporated into the overall statistical error. Figure 1 shows a preliminary fit for the model in Equation (3.2) with all the D-meson φ H q simulation results at the five lattice spacings listed in Table 1 . Figure 2 is the corresponding plot for the B-meson system. The figures indicate that the model adequately represents the simulation results. Points differing only by valence light-quark mass are shown in the individual plot subpanels. A reasonable fit is obtained even when the fit curve may visibly deviate from simulation results on a particular ensemble since points there are strongly correlated. 
Predicted errors and outlook
Our results remain blinded, hence, we do not quote values for the decay constants here. We will continue to use the blinded analysis to understand systematic effects. In Figure 4 we compare predicted errors in this study to Ref. [1] . This analysis has higher statistics and includes results a=0.043 fm; ml/mh=0.2 a=0.059 fm; ml/mh=0.1 a=0.058 fm; ml/mh=0.14 a=0.058 fm; ml/mh=0.2 a=0.058 fm; ml/mh=0.4 a=0.083 fm; ml/mh=0.05 a=0.083 fm; ml/mh=0.1 a=0.083 fm; ml/mh=0.15 a=0.082 fm; ml/mh=0.2 a=0.081 fm; ml/mh=0.4 a=0.11 fm; ml/mh=0.1 a=0.11 fm; ml/mh=0.14 a=0.11 fm; ml/mh=0.2 a=0.11 fm; ml/mh=0.4 a=0.14 fm; ml/mh=0. a=0.043 fm; ml/mh=0.2 a=0.059 fm; ml/mh=0.1 a=0.058 fm; ml/mh=0.14 a=0.058 fm; ml/mh=0.2 a=0.058 fm; ml/mh=0.4 a=0.083 fm; ml/mh=0.05 a=0.083 fm; ml/mh=0.1 a=0.083 fm; ml/mh=0.15 a=0.082 fm; ml/mh=0.2 a=0.081 fm; ml/mh=0.4 a=0.11 fm; ml/mh=0.1 a=0.11 fm; ml/mh=0.14 a=0.11 fm; ml/mh=0.2 a=0.11 fm; ml/mh=0.4 a=0.14 fm; ml/mh=0. B B B B B B B B B B B B B at finer a ≈ 0.058 and 0.043 fm lattice spacings leading to improved estimates for discretization effects modeled in the chiral fit function. We anticipate this will lead to a reduction in the residual discretization errors for the physical decay constants. The addition of results with m l = 0.05m h , nearer to the physical quark (ensemble F in Table 1 ), narrows the extent of the chiral extrapolation, which is expected to reduce the residual chiral extrapolation uncertainty.
The current study includes several technical improvements compared to Ref. [1] . We have introduced a two-step procedure for two-point fitting which allows us to stably model more excited states and, hence, better utilize two-point data at small times where the signal-to-noise ratio is larger. This fit procedure also better preserves expected (significant) correlations among points by reducing the likelihood of finding outliers in output bootstrap distributions that tend to wash out correlations. The new procedure and better statistics help to directly reduce statistical errors as well as the "2-pt fit" uncertainty previously estimated from plausible variations in fitting procedures. We have reduced the error in the decay constants due to the input heavy quark mass through improvements to the tuning process used to determine the charm and bottom quark masses: a) We Contributions in quadrature to percent error Figure 4 : The relative contributions to the error in quadrature from sources of uncertainty. On the left a summary of our previous analysis [1] . On the right are our predictions for this analysis.
have four times the statistics than in prior tuning runs. b) We employ priors in energy-momentum dispersion relation fits which help stabilize the kinetic masses that are matched to the physical D s and B s masses. c) We compensate for mistuning of the strange sea-quark masses in simulations. d) We smoothly extend the charm and bottom tunings from the subset of ensembles used for tuning to all other ensembles. Uncertainties in the decay constants due to the flavor-conserving matching factors Z V 4 for both clover and staggered currents have been reduced by new determinations using better stochastic color wall meson sources and higher statistics. From Figure 4 , we anticipate that the total error in quadrature for the decay constants in this study will be around half of the error found in Ref. [1] . We are continuing to refine this analysis before unblinding the values for the decay constants.
