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The scattering of a plane. time-harmonic acoustic wave (in two-dimensional 
Euclidean space) by a bounded obstacle D with an impedance boundary condition 
imposed on its surface is considered. A constructive method is given for deter- 
mining approximations to both the shape of D and the surface impedance, from 
low-frequency measurements of the asymptotic behavior of the scattered waves 
corresponding to three different incident waves. This is done using integral equation 
methods and conformal mapping techniques to arrive at a generalized moment 
problem for the determination of the unknown shape. A Fredholm integral equation 
of the tirst kind for the determination of the surface impedance is examined. By 
restricting the surface impedance a priori to lie in a certain compact set and by 
considering a related constrained optimization problem, it is shown that the 
problem of determining the surface impedance is well-posed. C 1YXS Academac Press, 
Inc. 
1. INTR~OUCT~~N 
In this paper, we will examine the scattering of plane, time-harmonic 
acoustic waves by a bounded obstacle II with an impedance boundary 
condition imposed on its surface and lying in a homogeneous medium. This 
is one of the classical problems of mathematical physics (cf. [ 101). For the 
problem at hand, we give a method for using low-frequency measurements of 
the asymptotic behavior of the scattered waves (i.e., the far field pattern) to 
determine both the shape of the scatterer and its surface impedance. 
The problem is set in two-dimensional Euclidean space, since here we have 
available conformal mapping techniques, on which we rely heavily. Our 
methods are based on those of Colton 13-5 ] and Colton and Kleinman [ 8 1, 
where the authors considered the inverse problems of recovering either the 
shape of an acoustically hard or soft obstacle (i.e., known, constant 
impedance) or the surface impedance of an obstacle of known shape. Similar 
problems have also been treated by Colton [6 I, Colton and Kirsch 17 1, 
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Hariharan [ 13 ] and Sleeman [ 19 1. In each case, the authors consider an 
inverse problem for recovering just one item from the measurements. In our 
case, we find two. 
We show that from a knowledge of the behavior of the scattered fields 
corresponding to three incident waves with different orientations. one can 
isolate two different problems, one for the determination of the shape of the 
scatterer and the other for determining the surface impedance. These can 
then be solved successively, following the ideas of Colton and Kleinman 
13-5. 81. 
2. A LOW-FREQUENCY EXPANSION OF THE TOTAL FIELD 
We suppose that a time-harmonic plane wave, making an angle (I with the 
positive x-axis, is scattered by a bounded, simply connected obstacle, D in 
1?*, having continuous surface impedance J(x). Let P’(x) represent the 
velocity potential of the incoming wave, 
u”(x) = exp[ik(r cos a + v sin a) 1, 
where x = (r, 9) and k = w/c, is the wave number for a given frequency o 
and speed of sound c,,. Also, let U(X) and us(x) represent the velocity 
potentials of the total field and the scattered field, respectively. 
Then, mathematically, the direct scattering problem is to find a function 
u E C*(B?*\fi)n C’(W*\D) satisfying 
[A, t k* 1 u(x) = 0, x E F)‘\D (2.la) 





Here a/an represents the outer normal derivative on 2D. Further, the 
Sommerfeld radiation condition (2.ld) is assumed to hold uniformly with 
respect to polar angle. Also, we assume that the boundary of D, 2D is of 
class C’.y, in order that we might apply Green’s formulas and the usual 
results of potential theory. 
The existence of a unique solution to the boundary value problem 
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(2.laX2.ld) is well known and a proof can be found in 191, where it is 
required that 12 0. 
From Green’s formulas and the fact that Hy’(kR) is a solution of the 
Helmholtz equation for R = ] x - y I, y E aD and x E 8? 2 \& we get that every 
solution of (2.la)-(2.ld) satisfies, for x E P’\& 
,- 
u(x) = P(x) + + U(Y) -& @‘W - f6”W ; U(Y)] WI. 
(2.2) 
Here H:‘(z) is a Hankel function of the first kind, possessing a logarithmic 
singularity at the origin, 
H:“(z) = J,(z) + y [y + log(z/2)] J,(z) + F(z), (2.3) 
where F(z) is a smooth function and y is Euler’s constant (cf. [ 1, p. 4981). 
Then, using the jump conditions for the double-layer logarithmic potential 
and since u satisfies the Robin condition (2.lc), we have from (2.2) that for 
x E aD, 
w=2Un(x)+;jaDu(Y~ [& H;“(kR) + &A(y) Hb”(kR) h(y). (2.4) 
We now use the method of “shifting the eigenvalues” (cf. [ 15 1) to write 
the integral equation (2.4) in a form that can be solved by Neumann series. 
Let L, : C(aD) -+ C(aD) and S, : C(aD) + C(8D) be given by 
and 
respectively, for x E 8D. 
Then, using the result 
I a - log R h(y) = aD aw I 
0, x E a2\i7, 
71, 
XEaD, 
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(2.4) becomes 
(I- L, - S,)[u](x) = z/‘(x), x E 2D. (2.5) 
Now, for L,: C(2D) --t C(2D) defined by 
one can show [4, 161 that the spectral radius of I,,,, denoted r&C,), satisfies 
T&J < 1. Also from the expansion (2.3), we have that 
IILk -Loll = sup sup IL, I# I(x) - L!l ]#l(x)I 
ms(‘(im) xcm 
:;m 117 I 
= O(k2 log k), as k--t 0. 
Similarly, if we assume the knowledge of a uniform bound on I, i.e., 
0<4Y),<M? for all y E 2D, 
we find that 
Thus, 
idSkI = O(k log k), as k --* 0. 
IILk + S, - Lll = O(k log k), as k -+ 0, (2.6) 
and hence (I - L, - SJ ’ exists for k sufficiently small (cf. [ 21 I). 
We now obtain a low-frequency expansion of the solution to (2.5). First, 
we rewrite (2.5) as 
v- Wl~l(X) + &I -L, - S,)l~l(X) = u”(x), xE2D. 
Applying (I-L,,-’ to both sides of this equation yields (recall that 1 is in 
the resolvent set of L,) 
[I-(I-LJ’(L,+s,-L,)](u](x)=(I-LJ’[u”I(x), x E 2D. 
(2.7) 
We note that from (2.6), 
IW - LJU, + Sk - LJII < w- LJ-‘II . IILk + s, - Llll 
= O(k log k), as k-, 0, 
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and hence, for k sufficiently small (so that ll(Z - I,,)-‘(L, + S, - LJll < I), 
we have that [I- (I -L.,)-‘(L., + S, - I?,,,)]-’ exists and is given by its 
Neumann series (cf. [2 1, p. 1921). 
Thus, from (2.5), we obtain 
u(x)= [I-(I-Lo)-‘(L,+S,-LJ-‘(I-L”)-‘[u”](x) 
=,g [(I-L,)-‘& ts,-L,)]‘(Z-L,)-‘[us] 
= (I-Lo)-‘[u=](x) 
t (I-Lo)-‘(L,+S,-&)(I-LJ’[u”J(x) 
+ f [(I-Lo)-‘(L, tS,-&,)]‘(I-L,)-‘[u”](x). (2.8) 
j- 2 
We can use (2.8) to obtain a low-frequency expansion for u(x), valid for 
xE8D. 
Note that (I - LJ’ is given by its Neumann series and L,[ l] c 0, while 
from the Maclaurin series for au. 
u”(x) = 1 + ik({ cos a + q sin a) + O(k’), 
Thus, using (2.6) we find that 
as k+ 0. (2.9) 
(I-L,)-‘(L,+S,-L,)(Z-L,)-‘[uOj(x) 
= (I- Lo)-‘(L,, t S, -L.&Z- L,)-‘[ l](x) t O(k2 log k) 
= (I- L,)-‘(Lk + S, - L,)[ 1 I(x) t O(k2 log k), as k + 0. 
Next. note that 
II 2 [(I-LJ’(L, t s,-L,)]‘(Z-Lo)-’ /=2 11 
(IIL,+s,-L,)(2 g II(z-L,)-‘Ilj+‘IILktSk-LoI(j-2 
j-2 
= O[k’(log k)2], as k+ 0. 
Using Green’s formulas and the expansion (2.3) of the Hankel function, 
we find that for x E ~30, 
(L&)[l](x)=+j. j-Hb”(kR)dy 
D 
= O(k2 log k), as k-+0. 
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Lastly, we have from (2.3) that 
S,[Il(x)=klogk i(Y) dS(Y) 
k -- 
4 
1 + ; (‘/ + log R/2)] A(y) ds(y) 
+ O(k* log k), as k- 0. 
Then using these results, the fact that L, [ 11 G 0 and (2.9), we find that 
from (2.8), 
u(x) = (I - LJ’I1 + ik(t cos a + q sin a)](x) 
+ (I-L,)-‘&(I-L,)-‘(l](x)+O[k*(logk)*j 
A(Y) log R WY) 
I 
+ Olk’(log k)*], as k-0. (2.10) 
This is the desired low-frequency expansion of U, valid for x E aD. In the 
next two sections, we will use this expansion in obtaining the shape of D and 
the surface impedance from measurements of the far field pattern. 
3. DETERMINING THE SHAPE OF THE OBSTACLE 
We define the far field pattern for a given incident wave up to be 
.,;k;.,=!,J~exp[-ikr+%] d(X), (3.1) 
where for x E IF ’ \b we have from (2.2) that 
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We expand F(8; k; a) in the Fourier series 
F(B;k;a)= f A ,(k; a) e”“, 
n--3; 
where 
A,(k; a) = &jl F(0; k; a) emine d6, n = 0, f 1, i2,... 
n 
We have the addition formula (cf. [ 111). 






(for x = (r, S) and y = @, 4) in polar coordinates) which converges uniformly 
for r > rO > p. Then, from (3.1), (3.2) and (3.4) we obtain 
F(8; k; a) = f mzE, ;~II 
‘iii 
/d 2 exp[-ikr + ix/41 
. fCi’WjaD 4~) [ (& + WY)) 
Note also that 
. (J,(kp) eimcem6) ds y . )I ( 4 
Hi’(kr)= (--$)“zexp [i (kr-+mn-+)] + 0 (--&), as r-+03 
(cf. [ 22, p. 198]), and hence, 
F(B;k;a)=+ T mY3c 1 immjaD u(y) [ &+ WY)] 
a (J,,,(kp) eim”-*) 1 WY)/ * 
Then, from (3.3b) and the orthogonality of (eime}, we have 
.I -n 
A,(k; a) = b & + WY)] (J,O%) eMi”@) ds(y), 
n=o, fl, *2 ).... (3.5) 
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Using the series expansion 
J,(z) = T- 
(-1)’ z “‘2X 
,fro s!(n+s)! T ( 1 
(n > 0) 
(cf. 1171) we find that for n>O, 
1 
.2 tlk”tl 
+ 2”f2R! u(Y)~(Y)P” emin’ MY) 




1 aD 2nYyl ” 
- ” eein’] h(y) = 0, for n > 0, 
since @” e-l”*) is harmonic. Then, using the low-frequency expansion (2.10) 




j &(y;ka)- 2nTy) ” 
n emin’ ] h(y) 
. an 
j2-Nknt I 
+ 2”+2n! I 
l(y) pR e -‘“@ h(y) 
an 
+ O[k” t ‘(log k)‘], as k + 0, 
d,(y; 1; a) := f L’, i[ < cos a t 9 sin a] 
/-- 0 1 
i -- 
I h au 





Similarly, since J-“(z) = (- 1 )“J,(z), for n > I, we find that for n > 0, 
+ C-1) 
njz+nkntl 
2*+2 I n. I 
A(y) p” ein* A(y) 
aD 
(3.10) + O[k”+*(log k)*], as k+ 0. 
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Since both A(y) and aD appear in the lowest-order terms in (3.8) and 
(3.10), we cannot expect to recover both from a knowledge of the Fourier 
coefficients A ,(k; a), n = f 1, *2 ,..., for a fixed a. Suppose then that we send 
in two waves making angles a, and a, with the positive x-axis. Then, 
because the terms involving ;1 are independent of a in the leading term of 
A,(k; a) for :n] > 1. we have that for 
B,,(k; a,, a2) := A,(k; a,) - A,(k; a,), 
.2- 1 nk"+ 1 
Wh a,) = 2n+2 ,, j au MY) - 42(~)1 & IP” e ino I WY) 
t O[k”+2(log k)‘], as k+O,forn> 1, (3.11) 
where 
4,(y) := ? Li, [< cos ~2,~ t  q sin a,y 1, s= 1,2. 
,ql 
(3.12) 
Note that the lowest-order terms of B,(k; a,, a,) are independent of A for 
n > 1. However, this is no guarantee that we can find aD from (3.11), since 
by performing the above subtraction of Fourier coefficients, we may have 
destroyed some needed information. Fortunately, this is not the case and we 
can obtain 6D from a knowledge of B,(k; a,, a,) and (3.1 I), using the 
methods of Colton and Kleinman [3,4,8]. 
From (3.12) note that 4, and 42 are solutions of the Exterior Neumann 
Problems, 
d2#j(x) = O, x E ““\i& 
0 
& #j(x) = OV x E ao, 
dj(x) = t cos a, t fj sin ai t dj, x E R?‘\D, 
f$f is regular, 
for j = 1,2, where by regular we mean 
lim ]qi$(x)] < cc and 
r-c72 
LI~I 1 ~‘z#j(x)l < co, 
uniformly with respect to polar angle, for j = 1, 2. 
For x = (r, q) and z = r + iv, let 
w=/(z)=az+bt~t~t **a, 
Z2 
a > 0, 
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be the unique conformal map of I) * \fi onto the exterior of the unit disk I‘ in 
the complex w-plane. One can check that 
tij(x) = i 1 Re [S(Z) t $1~0~ al 
+Im[/(z)-A] sina,/. for j= 1.2. (3.13) 
We now assume that the Fourier coeflicients B,(k; a,, a,) are known in 
the low-frequency limit for n > 1, i.e., we assume that 
= i 8,) I&(Y) - hWl& b” e i”Ql 4~) 
is known for n = 1, 2, 3 ,.... 
Note that the exterior unit normal to c?D is n = (dq/ds, -dr/ds) and 




n em inQ ] &(y) = & K - i7)” WY ), 
which becomes [in ([- is)“-‘(&I-- idr)]. Further, [J(z) t l/J(z)] is real- 
valued on cYD, while [f(z) - l/J(z)] is purely imaginary on 2D and hence 
we have, for n >, 1, 
p, 2 
a 2” 1 j L Jcz)t+J 
(cos a, - cos a,) 




sin a, - sin a:) 
1 
(I)n-’ &. 
Rewriting these integrals as line integrals around the unit circle in the 
complex w-plane, taking complex conjugates and integrating by parts, we 
obtain 
@ 1. I ’ ] [f l(W)lndw, 
W2 
(3.14) 
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Let f-‘(w) have the Laurent expansion 
(3.15) 
Then we can proceed, as in [ 3, 8 1. to use (3.14) to compute the Laurent 
coefticients off ‘(w) in (3.15) in terms of the moments p,, 9 for n > I. From 
the Residue Theorem, we have 
,ii, = + (cos a, - cos u,)(2ni) 
( 1 
b, - + 
1 
t a (sin a, -sin a,)(2ni) b, t $ , 
( 1 
(3.16) 
flz = $ (cos a, - cos aJ(2ni) 
L 
2 : t 2b,b, - 2 2 
I 
+ J- (sin a, - sin a,)(27ri) 
a [ 
2 3 + 2b, b, + 2 3 
a a I 
(3.17) 
and so on. 
Following 13 1, we let 
g(w):=b,+ p) t (3) + ***. 
Note that 
[f-‘(w)]” = ;- n w “[g(w),‘ 
4 it 1 s=o s a 
and hence, the highest coefticient off ’ appearing in the residue in (3.14) 
will come from the s = 1 term. 
Thus, we have that for n > 1, 
/7”=$ [-2n 7r ( cos a, - cos a,) t Znni(sin a, - sin a,)] 
+ g,(bn_,rb,_2,...,b,,bo,a), (3.18) 
where g,(b, - , ,..., a) is that portion of (3.14) depending on the lower-order 
coefftcients a, b, ,..., b,- , . 
Note that we cannot use (3.18) to solve for 6, in terms of p, ,..., fl,, , since a 
knowledge of p , ,...,p” gives us n equations for the (n t 2) unknowns 
a,, b,, b,,..., b,. 
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This problem is resolved by sending in a third incident wave, one making 
angle a, with the positive x-axis. where a3 differs from a, and nz. 
Then, for 
we can compute residues and obtain expressions for ,u;” and ~7. These 
expressions will differ from (3.16) and (3.17) only in that a2 is replaced by 
a,. 
* Now, using the expressions for pi and p, , we can solve for a and b, . 
Then, using the expressions for pz and ,uTr we can find b, and bz. We may 
then use (3.18) to solve for b, for n > 3 in terms of jT, and the previously 
determined coefftcients, a,, b, . . . . . 6, , . 
Of course, in practice one knows only a finite number of the ,un’s, say, 
p, ,...,p,v, and hence, we approximate f-‘(w) by truncating the Laurent 
series (3.15) after (N + 2) terms, i.e., we approximate f ‘(w) by 
Again, following [ 8 1, we can use the Area Theorem in Complex Analysis 
to estimate the error in using f ,; ’ to approximate f - ‘. Let A be the area of 
D. Then 
A=$-n c nlb,l’. 
n I 
If we assume a priori that D contains a disk of radious ro, then we get 
ilf ’ -f., 'II:+., 1, = 2~ " $ , Ib,l' 
2n <. 
<---- 
NS 1 n T+I n lbnl’ 
(3.20) 
We can improve on this estimate slightly. as in 161, by assuming that the 
scattering obstacle is convex. In this case, we have the coefficient estimates 
lb,lG 2 an(n + 1)’ n> 1, 
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and hence, 
<s” I 
Lc I 8n 
a2 
-rdx=---. 
.\ x 3a2N’ 
(3.21) 
Thus, we have a method for approximating the shape of the scattering 
obstacle with the surface impedance unknown and we have error estimates 
(3.20), (3.21) for this method under mild a priori assumptions on the scat- 
terer. 
4. DETERMINING THE SURFACE IMPEDANCE 
Assuming that we have already recovered the shape of the obstacle using 
the methods of the preceding section, we can now determine the surface 
impedance n(y). We will see that in order to do this, one needs to know the 
far field data corresponding to only one incoming wave. Our work here 
parallels that of (5 1, where the author has examined the problem of deter- 
mining the surface impedance of an obstacle of known shape in three 
dimensions. 
In the present work, we have already used an explicit low-frequency 
expansion for the Fourier coefficients of the far field pattern to find c?D. We 
use these same expansions to find the surface impedance. In [ 5 1, the author 
uses Green’s formulas to write the velocity potential of the total field as the 
solution to 
(I - T(k))[u 1 = 2u’, 
where T(k) is an operator-valued analytic function of k and ui is the incident 
field. However, in the two-dimensional case at hand, T(k) is not an analytic 
function of k, so that this approach fails. Both cases lead to an integral 
equation of the first kind for determining the surface impedance. In this 
paper, we carry out some of the suggestions in [S 1 for solving the 
corresponding integral equation. 
Let 
ti,(y;a):= c L’,[<cosa+?~sina] 
,Gl 
and 
J(y) log R WY) . I (4.2) 
(4.1) 
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Then. from (3.9) we have 
@“(y; A: a) = io,(y: u) + iW,(y). (4.3) 
Note that we have already determined 60 and hence, in principle know 
#,(y; a) to within an arbitrary accuracy. Thus, we have that for fixed a. 
k 
D,(k) := A,(k; a) - i;n:i”,:’ j 
* BIJ 
and 
are known for n > 1 to within O[k”+ *(log k)‘], as k + O1 from (3.8) and 
(3.10). 
From (4.2), we see that W, is harmonic in the exterior of D and for 
xEi?D. 
(4.6) 
Further, both L, and the single-layer logarithmic potential are continuous 
across ZD and hence, (4.6) holds throughout E’. That is, 
W,(x) = ;I,,, 1 W,(Y) - W,(x)1 Lb R MY) 
MY) 
- & (, 4~ 1 log R WY h 
J CD 
x E 1; *. 
Using the relation 
x E F;‘2\D. 
XE%D, 
x E D. 




2n i’D W,(Y) - WY) 
log R My) - & j A(y) log R WY) 
PI) 
w, (xh x E P\D, (4.7a) = 
0, x E D. (4.7b) 
AS INVERSE ACOUSTIC SCATTERING PROBLEM 347 
From (4.7a), the jump conditions for the normal derivative of the single- 
layer logarithmic potential and the continuity of the normal derivative of the 
double-layer potential (cf. 141) we have that for x E 2D 
1 ,. -- 
j 2n 21) 
i(y) c 
an(x) 
log R h(y) - + i.(x). (4.8) 
Similarly, from (4.7b) we have, for x E 2D, 
r 
’ W,(Y) - 
an(Y) 
log R h(y) 
log R h(y) + + i(y). (4.9) 
Thus, from (4.8) and (4.9), we have that 
% (x) = - + i(X) - + i(X) = -A(x), xE2D. 
Lastly, from (4.7a) we see that for x E r; ‘\fi, 
w,(x)= *(x)-&j A(y)logRds(y), 
FI) 
where @ is regular at infinity. But for large r, log R = 
log1 r* t p2 - 2rp cos(0 - #)I I” behaves like log r and for x E R ‘\fi, 
II2 
=i 




which is regular at infinity. 
Thus, we have that IV, is the solution of the Exterior Neumann Problem 
A, W,(x) = 0, x E R2\D, (4.10a) 
aw, 
an (xl = -qx), xE2D, (4. lob) 
409!105.:2-4 
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W,(x) = w;(x) - &log rJ j.(y) WY), (4. IOC) 
81) 
IV: is regular at infinity. (4.lOd) 






\ W,(y) i [p” emin’ 1 
1 
aw, 
-an (YIP” em’“@ 4~) 
i 
t O[k”‘2(log I#], as k- 0. (4.11) 
Similarly, from (3.10) and (4.5), we have that for n > 1, 
D-,(k)=(-~~~:+~~““j ]W,(y)~[p”e’“@j 
an 
- $ (y) p” einQ 1 h(y) 
t O[k”-‘(log k)2], as k + 0. (4.12) 
Also, note that from (3.7) and the expansion (2.10) for u(y), we have that 
for D,(k) := A,(k; a) (a fixed) 
D,(k) = - ;j A(y) h(y) + O(k2 log k), as k + 0. (4.13) 
BD 
Let D be contained in the open disk BRO of radius R, centered at the 
origin. Then since W, is the solution of the Exterior Neumann Problem 
(4.lOa)-(4. lOd), we can expand W, (cf. I18 1) as 
W,(x) = f [bmr-mm eime + c, r m e - ime 1 t c,, log rr for r>R,, 
m=l 
(4.14) 
where c, = (-1/2x) j,, L(y) ds(y). 
Since W, and @” emi”@) are harmonic in the region BRo\fi, we can apply 
Green’s second identity to obtain, for n > 1, 
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j I 





= -ino] -f W,(y)@ em”“I ds(y) 
fR0 I 2n = \‘ Cm[nR;-m-le-ifmtn)o +,R;-m-le-i(m+n)old~ 0 m-1 
+ coRo log R, 
I 
2lr 
e -inQ d4 
0 
= 4nnb,, 
from the orthogonality of (e”“@}. 
Thus, from (4.11) we have that 
.2-,lk,lA lx 
D,(k)= ’ 
2”(n - l)! 
6, + O[k”+‘(log k)‘], as k+O,forn> 1 
Similarly, we have that 
j 1 
CI n 




= 4nnc,, for n>l, 
and hence, from (4.12), we see that 
D. .(k)=(-;~;‘“:;;‘nc.+Olk”+i(logk)2], 
as k+O,forn> 1. 
Lastly, from (4.13) we have 




Note that we can now determine the coefftcients of the series (4.14) from 
the low-frequency behavior of the D,(k)‘s for n = 0, f 1, *2,..., using (4.15), 
(4.16) and (4.17). Specifically, we have that 
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b 
” 
= ,im 2”b - 1Y 
k-+(1 i2 -“k”’ ‘II D,(k). n> 1. (4.18b) 
and 
c 
” n> 1. (4.18~) 
Thus, we may in principle determine W, from (4.14) and (4.18). However, 
in practice we can only measure a finite number of the Fourier coefftcients of 
the far field and hence, we can only determine b, and c, for finitely many n. 
say, n = 1, 2 ,..., N. We then approximate W, by truncating the series in 
(4.14) after N terms and let 
W,,,(x) := co log r + \‘ r-“[b, einQ + c, e i”6 1, 
n-1 
r> R,. (4.19) 
We must now obtain error estimates for using W, ,V to approximate W,. 
Let N(x, y) be the Neumann function for the region F?‘*\D. Then since W, is 
the solution of the Exterior Neumann Problem (4.10a)-(4. lOd), we have 
(4.20) 
Recall that we had restricted ourselves to dealing with nonnegative 
impedances. We now assume that we know a uniform bound on the class of 
“admissible” impedances, i.e., 
Then, since the Neumann function is non-negative (cf. [ 2 1) we have 
IW,(x)lWj WY)WY)GM,, x E ".P\B, (4.21) 
BIJ 
where M, depends only on M and D. 
From the series expansion (4.14) we get, for 1x1 = R, and n >, 1, 
27rR,“c, = 
I 
*lr W,(x) eine de 
0 
(4.22a) 
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and 
” 2nR, “6, = 
I 
W,(x) trifle df?. 
0 
(4.22b) 
Thus, using (4.21) and (4.22) we find 
IC,I G M,R,” and lb,1 <M,R;f, for n>l. (4.23) 
Now, for R, > R,, let 8B,, :=(xEii~‘lIxl=R,} and let I/. 
the L,(aB,,) norm. Then, from (4.23) we have 
, represent 
II W, - K,vll: =R, (lx 1 : [b,R;“ein* +c,,R;“e- inQ I I24 
‘0 I n-St1 
K 
=2nR, \’ .- , 11~,12R;2”+I~,12R;2”l 
<4nR,M; 2 ” , 2n R’“R- 
and hence, 
II w, - %# QwN i+j”‘+‘[ 1 -1,:j 
(4.24) 
Thus, we can approximate W, by W,., to any given accuracy in L,(aB,,) 
by making N sufficiently large. Then since 1 is the solution of the integral 
equation (4.20), we consider approximating A by E.,V, the solution of the 
integral equation 
W,,,dx)=\ UY)Nx,y)W)r x-h,. 
SD 
(4.25) 
This presents a serious problem since the integral equations (4.20) and 
(4.25) are of the first kind. The problem of solving such integral equations is 
ill-posed, as their solutions do not depend continuously on the data. Thus, 
even though W,,,,. is “close” to W,, there is no guarantee that AY will be 
“close” to 1. We overcome this difficulty by a priori restricting 1 to lie in a 
certain compact set and then considering a related optimization problem. For 
LPI@> :=,f ~(Y)W,Y)WY), SD xE%,, 
and g E L,(BB, ,), we define 
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Our optimization problem for a fixed g E L,(%B, ,), denoted by P(g). is to 
minimize C( g; jb) subject to the condition that A E A. where 
A := (2, E C(ZD) IO <A(x) < M, IA(x) - A(y)1 < MI ,x - yl^“J 
for M, M, and o,,, 0 < a,, < 1, all fixed positive constants. 
An application of the Arzeli-Ascoli Theorem (cf. [ 14 ]) yields 
LEMMA 1. A is a compact subset of C(8D) (with the usual sup norm.) 
One should note that the optimization problem P( W,.V) is an appropriate 
one to consider, as follows. 
(1) Suppose that ,IV E ,4 is the solution of the integral equation (4.25). 
Then C(W , ,,, ; ,IV) = 0 and so 1, is also a solution of P( W, ,,). 
(2) Next, suppose that ,I* E ,I is a solution of P(W,,,V) and that 
C( W,,,V; ). *) = 0. Then W,.,.(x) = L[i.* I(x) for almost all x E i;B, , and 
hence E.* is the solution of (4.25). 
(3) Lastly, suppose that ,I* E /i is a solution of P( W,SV) and 
C(W,,.v; i*) > 0. Then (4.25) has no solution in A, but A* is a best approx- 
imation to the solution of (4.25) in the sense that C( W,., ; ;.*) is a 
minimum. 
We now proceed to prove the existence, uniqueness and continuous depen- 
dence results for the optimization problem P(g). 
THEOREM 1. There exists a solution of the problem P(g) for every 
g E L*(~B, ,)* 
Pro@ Since C(g; .) is a continuous functional defined on the compact 
subset n of C(aD), C( g; .) must achieve its minimum on /i (cf. ] 14 1). 
Next, we give a continuous dependence result for the problem P(g). Our 
work here and on the uniqueness question parallels [ 12 1. 
THEOREM 2. Suppose A,, E A is a solution of g = L [A 1 and let g, + g in 
L z(aB, ,). Then if 1, is a solution of P( g,), A, converges to A, in C(aD). 
ProoJ Suppose that for g E L,(aB,,), A0 is a solution of L(A,] = g and 
let ( g,} c L,(aB, ,) be a sequence converging to g. Then let (A,,} c /1 be such 
that 
C(g,;A,)= pf, C(g,:A), n = 1, 2,... . 
(The existence of such a sequence is guaranteed by Theorem 1.) 
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Then for each n > 1, we have 
II~,-~I~“lII:=~~~“~~,~~~~~“~~,~=II~,-~I~,IlI:=Il~“-~ll:. 
Thus, II g, - L l~,l!l, < II g, - gll, and hence, 
II~l~,l-~ll,~Il~I~,I-~~ll,+Il~~-~ll,~~ll~~-~ll,~ (4.26) 
Since A is compact, there exists a subsequence {A,,} of /A,,), converging to 
some i.* E A. From (4.26), we have that 
‘ILV “I I - sll, + 03 as j-t Co, 
and hence, by the continuity of L, we get that 
o=IILli*l -A, =II~I~*l-~I~,lII,=II~I~*-~“lll,. 
Thus, 
Lp* -i.,] =o, almost everywhere on ZB, , , 
and hence, 
everywhere on cYB, , , by continuity. 
We note that the (unique) solution of the Exterior Neumann Problem 
A, w(x) = 0, x E c?2\o, 
~@)=-l~*w-l”(x)I. xEZD, 




v*(Y) - &(Y)l WY Y) NY), x E r”‘\O, a,~ 
and hence w(x) = 0, for x E i?B, . 
However, the (unique) solution of the Exterior Dirichlet Problem 
d,w(x)=O, x E P2/&.,, 
w(x) = 0, x=4,, 
w(x) is regular at infinity 
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is ~1~0 in ‘::‘\B, and hence, by the unique continuation property ot 
solutions to Laplace’s equation, we have that u(x) = 0 for x E 1) ’ \6 
Thus. 
” 1 
g (x) = 0. x E %D. 
i.e., 
A*(x) = A,(X), xE%D. 
We have thus shown that every convergent subsequence of (A,) converges 
to A,, and hence, the entire sequence {A,,} must converge to i,, since A 
compact implies that every subsequence of {A,/ must, in turn, have a subse- 
quence which converges to i,. 
Thus, we have shown that if { g,} converges to g in L,(BB,,), then the 
corresponding sequence of solutions (A,, 1 of the problems P( g,) converges 
(uniformly) to the solution of P(g). 
Finally, we examine the question of uniqueness of solutions to the problem 
PC g)* 
THEOREM 3. There is no more than one solution of the optimization 
problem P(g), for each g E L,(BB, ,). 
Proof Suppose that ,I, and A, are both solutions of P( g) and let 
Then 
C(g;I,)= C(g;i,)= CR*. 
Since L,(ZB,,) is a Hilbert space, the parallelogram law holds: 
11-X + vllt + 11.X - YIIf = 2 I’XI,f + 2 Ii jllf. 
In particular then, for x=f(g-L(A,]), v=f(g--L[A,]) and 
A = +(A, + A?), we have 
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so that 1 also minimizes C(g; .) over A and hence, C(g; A) = Cf. Then from 
(4.27) we have 
whence 1, = 1,) as in the proof of Theorem 2. 
We have thus regularized the problem of solving the integral equation 
(4.25). We conclude by stating one final consequence of the analysis in this 
paper. 
THEOREM 4. There exists at most one solution of the inverse scattering 
problem of determining aD and i from the low-frequency behavior of the far 
field patterns corresponding to three distinct incident waves. 
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