The efficient and accurate detection of lanes and the extraction of their key features are critical to autonomous driving. In this paper, a lane detection method that combines convolutional neural networks (CNN) and long-short-time memory neural networks (LSTM) is proposed to extract key features of lanes with great rapidity and accuracy. The main process is as follows:
Introduction
With the rapid development of the economy, the holdings of automobile all over the world is also rising at a high rate of speed. However, a growing number of car accidents are taking place every day, which lead to great losses and threats to people's lives and property. A majority of accidents can be attributed to the driver's fatigue, negligence and other errors [1] , so the Advanced Driving Assistant System (ADAS) came into being [2] , and has been greatly promoted. Lane detection plays an important role in ADAS. Accurate and rapid detection of lanes and extraction of key features are obviously of great significance and value for the development of traffic safety and autonomous driving.
In recent years, quantities of studies have been conducted on lane detection, and varieties of detection methods with different principles and characteristics have been proposed, which could be mainly divided into feature-based detection methods [3] [4] [5] [6] and modelbased detection methods [7, 8] : Basing on features, Bertozzi et al [9] designed the GOLD system, which uses Inverse Perspective Mapping(IPM) method and adaptive threshold brightness transformation method to detect lanes ; Phueakjeen et al. [10] put forward a method using edge character to detect the lanes, the method could improve the time consuming problem in some way, nevertheless its performance relies too heavily on the quality of the images and the visibility of the edges . Basing on model, W ang et al. [11] used hyperbolic model to fit lane lines. Mohamed Aly [12] adopted b-spline curve and IPM to transform the original image into aerial view, and finally used random sampling consensus (RANSAC) method to fit the lane line.
Feature-based detection methods usually show better accuracy but takes longer time, thus they are poor in real-time performance and easy to be disturbed by the environment. The model-based detection methods possess higher detection speed but lower accuracy. In order to solve this contradiction, the advanced neural network technology are introduced into the lane detection system. Kim et al [13] use a CNN for image enhancement and the detection of driving lanes on motorways, to reduce the training computation, a new learning algorithm for CNNs using an extreme learning machine (ELM) is suggested in their study. However, its output is a complete image which means too much computation leading to poor real-time performance. Moreover, CNN can only extract the spatial features of the data, which limits the accuracy and robustness of the detection to a certain extent.
The CNN-LSTM network proposed in this paper could extract features of prime importance of lanes, and the output is a simple Nx6 tensor , resulting in excellent realtime performance. Simultaneously, LSTM is able to extract the characteristics in time domain of the data, endowing the detection with higher precision and better anti-interference ability.
Method

Data Preparing
In order to obtain all-sided and enough training data, we collected multiple first-person driving videos, and the interference factors such as fuzzy lanes, shadows and light intensity change were included. Then every single frame is processed using a feature-based method. The processing process includes graying, edge detection, selecting appropriate color space (HLS, LUV, LAB) and channels for binarization, extracting region of interest (ROI), perspective transformation to aerial view, pixel density detection using histogram.
Finally， the quadratic curve was used to fit the left and right lanes respectively. The schematic diagram of each step is shown in Figure 1 .
Figure 1 schematic diagram of image processing
The coefficients of the quadratic curve in 7 are extracted (Eq. (1)(2)) to form the two-dimensional tensor (Eq. (3)) of shape Nx6 as the label, so as to reduce computation and greatly promote the computing speed:
Where CL and CR are the quadric curves fitting the left and right lanes in each frame respectively, and N represents the serial number of the label. After that, the video is checked manually to ensure that the lanes of each frame are detected correctly. If detection fails on some frame, the algorithm will be modified and reprocesses that frame. Finally every single frame whose lanes are detected correctly is extracted so as to build a large-scale training database quickly and accurately. In this paper, a total of 10,000 frames are extracted and normalized to shape 200x200 as training data, of which 7,000 frames were used as training sets and 3,000 as test sets.
Network framework
The CNN-LSTM model proposed in this paper is made up of CNN module and LSTM module. The CNN module is able to efficiently extract the spatial features of images which is composed of 5 convolution layers (conv_1-5), 4 pooling layers(pool_1-4) and 2 fullconnected layers (full_1-2). LSTM module could extract the characteristics in time domain of the images, making the model more comprehensive, reliable and stable. The structure of CNN-LSTM network is shown in Figure 2 , and the specific parameters are shown in table 1. 
Training
In order to better assess the accuracy and computing speed of CNN -LSTM, we trained the CNN module without LSTM at the same time using Google Tensorflow framework. Mean squared error (MSE) is adopted as the loss function (Eq. (4)) with gradient descent optimizer, and set up the exponential decay learning rate (Figure 3 Where Pred is a 2-dimensional tensor of the same size as Label representing the prediction result in training process, i and j are the coordinates of rows and columns. N is batch size. Lr0 is the initial learning rate, Lrepo is the current learning rate, Decay is the decay rate and epo is the number of iteration. After that, iterative training is operated for 100 times.
Verification
To verify the trained models, we extracted 4000 frames to form the validation dataset from some totally new videos with various influence factors such as different road, weather and light conditions. Finally a traditional feature-based detection method, CNN model, and CNN -LSTM model are verified respectively on the validation dataset, and the detection rate ( DetR) (Eq. (6)) and the computing speed are recorded in the meantime. = * % (6) Where D is the number of frames whose lanes have been detected correctly, and N is the total number of frames.
In order to verify whether this model has good universality and application value, we not only run the model on the i5 8th Gen CPU, but also do the same verification on the Nvidia Jetson Nano platform ( Figure  4) which is small and cheap with about 2/3 computing compacity of the CPU. 
Results
Training results
During the 100 iterations, we recorded the convergence time, the final loss, DetR and processing speed of the triple methods as shown in Table 2 . It shows that DetR of CNN-LSTM is the highest (97.6%), followed by CNN (94.9%). Due to the influence of complex road and light conditions, the DetR of traditional method is poor (only 84.1%). In terms of computing speed, CNN-LSTM is 55.0ms/frame, slightly slower than CNN( 46.9ms/frame), but still much faster than traditional method with only 6.61% time consumption. However, the training convergence time of CNN-LSTM is much longer than that of CNN, which is 137h, while that of CNN is only 17.2h. The difference is due to the step size of LSTM which is set as 10, that means CNN-LSTM makes prediction through 10 consecutive frames, and the calculation amount is greatly increased.
Images processed by each method are shown in Figure 5 . It is observed that in the case of environmental mutation, the traditional methods have great errors, however both CNN and CNN-LSTM show good anti-interference, and the continuity and smoothness of frames processed by CNN-LSTM are better than CNN. 
Verification results
The model obtained after the above training was embedded into Jetson Nano platform, and the validation dataset was applied to verify the model on PC and Nano platform, as shown in Table 3 . On PC platform, the DetR of CNN-LSTM is still the highest, which is 94.1%, and that of CNN is 91.2%. Compared with the training results, both of them decreased, which is due to the introduction of varieties of features not included in the training data. On the Jetson Nano platform, DetR of each model is similar to that on the PC platform. Although the computing time is about 1.8 times of that on PC platform, it still stays within 100ms with good real-time performance.
Table 3 Verification results
The processing results of the verification dataset by each method are shown in Figure 6 . It is observed that CNN and CNN-LSTM still show good anti-interference, and the continuity and smoothness of CNN-LSTM are obviously better than CNN.
Figure 6
Processing results of different methods in verification
Conclusion
To conclude, we proposed a CNN-LSTM model which could efficiently extract features of images in space and time domains to detect lanes, and carried on training with large amounts of data and then verified the model. The results are compared with other methods. On training dataset, the DetR of CNN -LSTM reached 97.6%, due to the introduction of new features on validation dataset, it decreases in some way but still keeps above 94%, this problem could be solved by increasing the training dataset. Compared with the traditional method and the simple CNN network, CNN-LSTM takes both accuracy and real-time performance into account, simultaneously with better continuity. On the micro platform Jetson Nano, though, computing speed have slowed down, it still has excellent real-time performance, which proves that CNN-LSTM has good universality and application prospect.
