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Le système d’Euler de Kato en famille (I)
Shanwen WANG
Résumé
Ce texte est le premier article d’une série d’articles sur une généralisation de système
d’Euler de Kato. Il est consacré à la construction d’une famille de systèmes d’Euler de
Kato et à la construction d’une famille de lois de réciprocité sur l’espace des poids W ,
qui interpolent les objets classiques.
Abstract
This article is the first article of a serie of articles on the generalization of Kato’s
Euler system. The main subject of this article is to construct a family of Kato’s Euler
systems and a family of Kato’s explicit reciprocity laws over the weight space W , which
interpolate the corresponding classical objects.
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1 Introduction
1.1 Notations
On note Q la clôture algébrique de Q dans C, et on fixe, pour tout nombre premier p,
une clôture algébrique Qp de Qp, ainsi qu’un plongement de Q dans Qp.
Si N ∈ N, on note ζN la racine N -ième de l’unité e2iπ/N ∈ Q , et on note Qcycl l’extension
cyclotomique de Q, réunion des Q(ζN ), pour N ≥ 1, ainsi que Qcyclp l’extension cyclotomique
de Qp, réunion de Qp(ζN), pour N ≥ 1.
Objets adéliques
Soient P l’ensemble des premiers de Z et Zˆ le complété profini de Z, alors Zˆ =
∏
p∈P Zp.
Soit Q⊗ Zˆ l’anneau des adèles finis de Q. Si x ∈ Q⊗ Zˆ, on note xp (resp. x]p[) la composante
de x en p (resp. en dehors de p). Notons Zˆ]p[ =
∏
l 6=p Zl. On a donc Zˆ = Zp× Zˆ]p[. Cela induit
les décompositions suivantes : pour tout d ≥ 1,
Md(Q⊗ Zˆ) =Md(Qp)×Md(Q⊗ Zˆ]p[) et GLd(Q⊗ Zˆ) = GLd(Qp)×GLd(Q⊗ Zˆ]p[).
On définit les sous-ensembles suivants de Q⊗ Zˆ et de M2(Q⊗ Zˆ) :
Zˆ(p) = Z∗p × Zˆ
]p[ et M2(Zˆ)(p) = GL2(Zp)×M2(Zˆ]p[),
(Q⊗ Zˆ)(p) = Z∗p × (Q⊗ Zˆ
]p[) et M2(Q⊗ Zˆ)(p) = GL2(Zp)×M2(Q⊗ Zˆ]p[).
Formes modulaires
Soient A un sous-anneau de C et Γ un sous-groupe d’indice fini de SL2(Z). On note
Mk(Γ,C) le C-espace vectoriel des formes modulaires de poids k pour Γ. On note aussi
Mk(Γ, A) le sous A-module deMk(Γ,C) des formes modulaires dont le q-développement est
à coefficients dans A. On poseM(Γ, A) = ⊕+∞k=0Mk(Γ, A), et on noteMk(A) (resp.M(A)) la
réunion des Mk(Γ, A) (resp. des M(Γ, A)), où Γ décrit tous les sous-groupes d’indice fini de
3SL2(Z). On peut munir l’algèbreM(C) d’une action de GL2(Q)+ = {γ ∈ GL2(Q)| det γ > 0}
de la façon suivante :
(1) f ∗ γ = (det γ)1−kf|kγ, pour f ∈Mk(C) et γ ∈ GL2(Q)+,
où f|kγ est l’action modulaire usuelle de GL2(R)+.
Définition 1.1. Soient N ≥ 1 et ΓN = {
(
a b
c d
)
∈ SL2(Z),
(
a b
c d
)
≡
(
1 0
0 1
)
mod N}. Le
groupe ΓN est un sous-groupe de SL2(Z) d’indice fini. On dit qu’un sous-groupe Γ de SL2(Z)
est un sous-groupe de congruence s’il contient ΓN pour un certain N ≥ 1.
Exemple 1.2. Les sous-groupes Γ0(N) = {γ ∈ SL2(Z)|γ ≡ ( ∗ ∗0 ∗ ) mod N} et Γ1(N) = {γ ∈
SL2(Z)|γ ≡ ( 1 ∗0 1 ) mod N} sont des sous-groupes de congruences.
On pose :
Mcongk (A) =
⋃
Γ sous-groupe de congruence
Mk(Γ, A) et Mcong(A) =
⋃
k
Mcongk (A).
Soit K un sous-corps de C et soit K la clôture algébrique de K. On note ΠK le groupe
des automorphismes de M(K¯) sur M(SL2(Z), K) ; c’est un groupe profini. On note Π
′
Q le
groupe des automorphismes de M(Q) engendré par ΠQ et GL2(Q)+. Plus généralement, si
S ⊂ P est fini, on note Π(S)Q le sous-groupe de Π
′
Q engendré par ΠQ et GL2(Z
(S))+, où Z(S)
est le sous-anneau de Q obtenu en inversant tous les nombres premiers qui n’appartiennent
pas à S. Si f ∈ M(K), le groupe de galois GK agit sur les coefficients du q-développement
de f ; ceci nous fournit une section de GK → ΠK , notée par ιK .
Le groupe des automorphismes deMcong(Qcycl) surM(SL2(Z),Qcycl) est le groupe SL2(Zˆ),
le complété profini de SL2(Z) par rapport aux sous-groupes de congruence. D’autre part,
soit f ∈ Mcong(Qcycl), le groupe GQ agit sur les coefficients du q-développement de f à tra-
vers son quotient Gal(Qcycl/Q) qui est isomorphe à Zˆ∗ par le caractère cyclotomique. On
note H le groupe des automorphismes de Mcong(Qcycl) sur M(SL2(Z),Q). La sous-algèbre
Mcong(Qcycl) est stable par ΠQ qui agit à travers H . Le groupe H est isomorphe à GL2(Zˆ)
et on a le diagramme commutatif de groupes suivant (c.f. par exemple [14]Théorème. 2.2) :
1 // ΠQ¯ //

ΠQ //

GQ //
χcycl

ιQ
kk 1
1 // SL2(Zˆ) // GL2(Zˆ)
det // Zˆ∗ //
ι
nn 1
,
où la section ιQ de GQ dans ΠQ décrite plus haut envoie u ∈ Zˆ∗ sur la matrice ( 1 00 u ) ∈ GL2(Zˆ).
1.2 Le système d’Euler de Kato
En bref, un système d’Euler est une collection de classes de cohomologie vérifiant une
relation de distribution. La construction du système d’Euler de Kato dans [10], [4] ou [14]
est comme suit :
4À partir des unités de Siegel, on construit une distribution algébrique zSiegel sur (Q ⊗
Zˆ)2− (0, 0) à valeurs dans Q⊗ (M(Q¯)[ 1
∆
])∗, où ∆ = q
∏
n≥1(1− qn)24 est la forme modulaire
de poids 12. La distribution zSiegel est invariante sous l’action du groupe Π
′
Q. La théorie de
Kummer p-adique nous fournit un élément
z
(p)
Siegel ∈ H
1(Π
′
Q,Dalg((Q⊗ Zˆ)
2 − (0, 0),Qp(1))).
Par cup-produit et restriction à Π(p)Q ⊂ Π
′
Q etM2(Q⊗ Zˆ)
(p) ⊂ ((Q⊗ Zˆ)2− (0, 0))2, on obtient
une distribution algébrique :
zKato ∈ H2(Π
(p)
Q ,Dalg(M2(Q⊗ Zˆ)
(p),Qp(2))).
En modifiant zKato par un opérateur (c2− 〈c, 1〉)(d2− 〈1, d〉) (c.f. [14] §2.3.2) qui fait dispa-
raître les dénominateurs, on obtient une distribution algébrique à valeurs dans Zp(2) (que
l’on peut donc voir comme une mesure, notée par zKato,c,d), et une torsion à la Soulé nous
fournit enfin un élément
zKato,c,d(k, j) ∈ H2(Π
(p)
Q ,Dalg(M2(Q⊗ Zˆ)
(p), Vk,j)),
où Vk,j = Sym
k−2 Vp ⊗ Qp(2 − j), où Vp est la représentation standard de dimension 2 de
GL2(Zp).
1.3 Une famille de systèmes d’Euler de Kato sur l’espace des poids
Dans la suite, on désigne par I0(p) le sous-groupe d’Iwahori de GL2(Zp)
{γ ∈ GL2(Zp)|γ ≡ ( ∗ ∗0 ∗ ) mod p}.
On note M(p)2 =M2(Q⊗ Zˆ)
]p[ × I0(p).
On note W l’espace rigide analytique associé à l’algèbre d’Iwasawa Zp[[Z∗p]] : c’est l’espace
des poids et on dispose d’une inclusion de Z ⊂ W en envoyant k sur le caractère algébrique
(z 7→ zk−2) sur Z∗p. Dans §2.2, on introduit la notion de caractère universel (c.f. Définition
2.1) pour l’espace des poids. On construit une famille de représentations de Banach D0,ρuniv
j
de I0(p) sur l’espace W , où l’indice ρunivj désigne la torsion par un 1-cocycle ρ
univ
j associé
au caractère universel κuniv de l’espace des poids et au caractère det−j avec j ≥ 1, qui
admet une section globale νj interpolant les vecteurs de plus haut poids dans Vk,j+2 via une
application de spécialisation I0(p)-équivariante Spk,j.
On note Γ˜0(p) l’image inverse de GL2(Zˆ)]p[ × I0(p) dans ΠQ via l’application ΠQ →
GL2(Zˆ). Si V est un Z-module, on note D0(M
(p)
2 , V ) le Z-module des mesures sur M
(p)
2 à
valeurs dans V . En appliquant la technique de "torsion à la Soulé" à l’élément zKato,c,d et à
la famille de représentations (D0,ρuniv
j
, νj) munie d’un vecteur universel de plus haut poids
νj , on construit une famille d’éléments de Kato sur l’espace des poids
zKato,c,d(νj) ∈ H2(Γ˜0(p),D0(M
(p)
2 ,D0,ρuniv
j
(2))).
Comme Spk,j : D0,ρuniv
j
→ Vk,j+2 est I0(p)-équivariante, on en déduit un morphisme de
H2(Γ˜0(p),D0(M
(p)
2 ,D0,ρuniv
j
(2))) dans H2(Γ˜0(p),D0(M
(p)
2 , Vk,j)), qui sera encore noté par Spk,j.
Notre premier résultat est que zKato,c,d(νj) interpole les zKato,c,d(k, j).
5Théorème 1.3. (Théorème 2.19) Si 1 ≤ j ∈ N, alors pour tout entier k ≥ 1 + j, on a
Spk,j(zKato,c,d(νj)) = zKato,c,d(k, j).
Remarque 1.4. D’autres éléments de Kato en famille ont été construits par Fukaya [9]
(via la K-théorie) et par Delbourgo [7] (via les symboles modulaires). Par contre, notre
construction est consiste à reprendre la construction de Kato [10] et de Colmez [4] pour
réaliser la déformation.
1.4 La distribution d’Eisenstein
Les séries d’Eisenstein-Kronecker satisfont des relations de distribution (c.f. Lemme 3.2).
Cela permet, si c, d ∈ Z∗p, de construire deux distributions algébriques zEis,d(k) et z
′
Eis,c(k)
sur (Q ⊗ Zˆ)2 à valeurs dans Mcongk (Q
cycl
p ) (c.f. Proposition 3.9), invariantes sous l’action de
GL2(Q⊗ Zˆ) à multiplication près par une puissance de déterminant.
Soient k ≥ 2 et 1 ≤ j ≤ k − 1 deux entiers. On définit
zEis,c,d(k, j) =
1
(j − 1)!
z′Eis,c(k − j)⊗ zEis,d(j) ∈ Dalg(M2(Q⊗ Zˆ),Mk(Q
cycl)),
en utilisant le fait que le produit de deux formes modulaires de poids i et j est une forme
modulaire de poids i+ j et en identifiant (Q× Zˆ)2 × (Q⊗ Zˆ)2 avec M2(Q⊗ Zˆ).
On peut, si j est fixé, interpoler ces distributions par une distribution analytique sur
l’espace des poids. On dira qu’une série formelle F (q) =
∑
n∈Q+ Anq
n ∈ ∪M∈ZO(W )[[qM ]] est
une famille p-adique de formes modulaires sur l’espace des poids W , si pour presque tout
k ∈ N ⊂ W , l’évaluation Evk(F (q)) de F (q) en point k soit le q-développement d’une forme
modulaire classique de poids k. Dans § 3.2, si c ∈ Z∗p et si j ≥ 1, pour chaque (α, β) ∈ (Q/Z)
2,
on construit une famille p-adique de séries d’Eisenstein Fc,α,β(κuniv, j) sur l’espace des poids,
qui interpole les séries d’Eisenstein-Kronecker F (k−j)c,α,β en k (c.f. Lemme 3.13).
On noteM(Q⊗O(W )) le Q⊗O(W )-module des familles de formes modulaires p-adiques
sur W . De la construction de ces familles Fc,α,β(κuniv, j) et de la relation de distribution
entre les F (k−j)c,α,β , on déduit une relation de distribution pour ces familles Fc,α,β(κ
univ, j), qui
se traduit en une distribution algébrique z′Eis,c(κ
univ, j) (c.f. Théorème. 3.15). Ceci nous
permet de construire une distribution (c.f. § 3.2.3)
zEis,c,d(κuniv, j) ∈ Dalg(M
(p)
2 ,M(Q⊗O(W ))),
pour 1 ≤ j ∈ Z, qui interpole les distributions d’Eisenstein zEis,c,d(k, j) en k.
1.5 La loi de réciprocité explicite de Kato en famille
Soit K+ = Qp{
q
p
} l’algèbre des fonctions analytiques sur la boule vp(q) ≥ 1 à coefficients
dans Qp ; c’est un anneau principal complet pour la valuation vp,K définie par la formule :
vp,K(f) = inf
n∈N
vp(an), si f =
∑
n∈N
an(
q
p
)n ∈ K+.
6On note K le complété du corps des fractions de l’anneau K+ pour la valuation vp,K, K une
clôture algébrique de K, ainsi que K∞ ⊂ K la sous-extension algébrique de K en rajoutant
les ζM et les racines M-ièmes q
1
M de q, pour tout M ≥ 1. On note K
+
(resp. K+∞) la clôture
intégrale de K+ dans K (resp. K∞).
On note GK le groupe de Galois de K sur K, PQp le groupe de Galois de QpK∞ sur K, et
P cyclQp le groupe de Galois de K∞ sur K. L’application qui à une forme modulaire associe son
q-développement, nous fournit une inclusion deM(Q) dans QpK+∞ équivariante sous l’action
de PQp. On en déduit ainsi un morphisme PQp → ΠQ, qui induit un morphisme GK → ΠQ
et un morphisme "de localisation" Hi(ΠQ,W )→ Hi(GK,W ) pour tout ΠQ-module W et tout
i ∈ N.
La loi de réciprocité explicite de Kato consiste à relier l’élément zKato,c,d, qui vit dans
la cohomologie du groupe Π(p)Q , à une distribution construite à partir du produit de deux
séries d’Eisenstein (le produit scalaire de Petersson d’une forme primitive avec un tel produit
fait apparaître les valeurs spéciales de la fonction L de f , et c’est cela qui permettrait de
construire la fonction L p-adique). Ceci se fait en plusieurs étapes :
• On commence par "localiser" notre classe de cohomologie à GK et par étendre les coefficients
de Vk,j à B+dR ⊗ Vk,j, où B
+
dR = B
+
dR(K¯
+) est un anneau de Fontaine.
• On constate que l’image de zKato,c,d(k, j) sous l’application "de localisation"
H2(Π(p)Q ,Dalg(M2(Q⊗ Zˆ)
(p), Vk,j))→ H2(GK,Dalg(M2(Q⊗ Zˆ)(p),B+dR ⊗ Vk,j))
est l’inflation d’un 2-cocycle sur P cyclQp à valeurs dans Dalg(M2(Q ⊗ Zˆ)
(p),B+dR ⊗ Vk,j). Les
méthodes de descente presque étale de Tate [12] et Sen [11], revisitées par Faltings [8] (cf. aussi
Andreatta-Iovita [1]) permettraient de montrer que c’est toujours le cas, mais une preuve
directe pour l’élément de Kato est donnée dans [14]§ 5.2.
• On construit une application exponentielle duale (c.f. [14] § 5.1) :
exp∗Kato : H
2(PQp,Dalg(M2(Q⊗ Zˆ)
(p),B+dR ⊗ Vk,j))→ H
0(PQp,Dalg(M2(Q⊗ Zˆ)
(p),K+∞)),
où K+∞ est la réunion des K
+
M pour tout M ≥ 1 avec K
+
M le complété q-adique de la clôture
intégrale K+M de K
+ dans KM = K[ζM , qM ] ; et on calcule l’image de zKato,c,d(k, j).
La définition de l’application exp∗Kato et le calcul de l’image de zKato,c,d(k, j) reposent
sur la méthode de Tate-Sen-Colmez et sur une description explicite (c.f. [14] prop.4.10) de
la cohomologie de PKM = Gal(KMp∞/KM) avec M ≥ 1 tel que vp(M) = m ≥ vp(2p) et
KMp∞ = ∪n≥1KMpn.
Le groupe PKM est un groupe analytique p-adique de rang 2, isomorphe à
Pm = {( a bc d ) ∈ GL2(Zp) : a = 1, c = 0, b ∈ p
mZp, d ∈ 1 + pmZp}.
On note (u, v) ∈ (pmZp)2 l’élément ( 1 u0 ev ) de Pm. Soit V une représentation analytique (c.f.
Définition 4.4) de Pm, on dispose des dérivations ∂m,i : V → V , i = 1, 2, définis par
∂m,i = lim
n→+∞
γp
n
i − 1
pn
, où γ1 = (pm, 0), γ2 = (0, pm).
La proposition suivante est une version entière de [14] prop. 4.10.
7Proposition 1.5 (Proposition 4.5). Soit V une représentation analytique de Pm munie
d’un Zp-réseau T stable sous l’action de Pm. Alors
(1) tout élément de H2(Pm, V ) est représentable par un 2-cocycle analytique à p2m-torsion
près ;
(2) on a H2(Pm, V ) ∼= (V/(∂1, ∂2 − 1)), et l’image d’un 2-cocycle analytique
((u, v), (x, y))→ c(u,v),(x,y) =
∑
i+j+k+l≥2
ci,j,k,lu
ivjxkyl,
avec p(i+j+k+l)mci,j,k,l ∈ T , par cet isomorphisme, est celle de δ
(2)(c(u,v),(x,y)) = p2m(c1,0,0,1−
c0,1,1,0) à p2m-torsion près.
En utilisant la proposition ci-dessus, on construit une application exponentielle duale en
famille (c.f. § 4.2) exp∗Kato,ν de
H2(PQp,Dalg(M
(p)
2 ,B
+
dR(K
+
Mp∞)⊗ˆD0,ρuniv
j−2
(W )))
dans Dalg(M
(p)
2 ,K
+
∞⊗ˆZpO(W )). On calcule l’image de zKato,c,d(νj) sous l’application expo-
nentielle duale exp∗Kato,ν et obtient finalement notre résultat principal, qui montre que l’ap-
plication exp∗Kato,ν est une application exponentielle duale en famille :
Théorème 1.6. Si j ≥ 1 et si c, d ∈ Z∗p, alors pour tout entier k ≥ j + 1, on a :
(1) exp∗Kato,ν(zKato,c,d(νj)) = zEis,c,d(κ
univ, j);
(2) Evk ◦ exp∗Kato,ν(zKato,c,d(νj)) = exp
∗
Kato ◦Spk,j(zKato,c,d(νj)).
Remarque 1.7. Dans [9], Fukaya a construit une fonction L p-adique en deux variables sur
une famille de formes modulaires ordinaires en appliquant sa K2-série de Coleman à son
élément universel de Kato. Par ailleurs, Panchishkin [13] a donné une construction de la
fonction L p-adique en deux variables sur une famille de formes modulaires non-ordinaires
sans utiliser le système d’Euler de Kato. Récemment, Bellaïche [2] a construit une fonction
L p-adique en deux variables sur la courbe de Hecke ("eigencurve") en utilisant la théorie de
symboles surconvergents. Les résultats de cet article peuvent aider à construire une fonction
L p-adique en deux variables sur la courbe de Hecke en utilisant le système d’Euler de Kato,
ceci est le sujet de [15].
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2.1 Groupe rigide analytique p-adique et caractère universel
Soit G un groupe abélien discret ou un pro-p groupe abélien, topologiquement de type
fini. La Zp-algèbre de groupe Zp[G] (resp. la Zp-algèbre de groupe complété Zp[[G]] si G
est un pro-p-groupe), est naturellement une algèbre de Hopf (resp. une algèbre de Hopf
complète), dont la structure de Hopf est induite par la structure de groupe de G. Alors on
peut lui associer un groupe rigide analytique X sur Qp. Les Cp-points de X sont l’ensemble
Homcont(G,C∗p), des caractères continus sur G à valeurs dans Cp.
Définition 2.1. Soit G un groupe ci-dessus et soit X le groupe rigide analytique associé.
L’inclusion canonique G → Zp[G] → O(X ) induit un caractère κuniv de G dans O(X )∗.
On l’appelle le caractère universel du groupe rigide analytique X .
Soit U un ouvert affinoïde de X . Si κ ∈ U(Cp) est un caractère continu sur G à valeurs
dans C∗p, on définit une application d’évaluation en point κ
Evκ : O(U)→ Cp.
Par définition, on a le lemme suivant :
Lemme 2.2. Si κ ∈ X (Cp) est un caractère continu sur G à valeurs dans C∗p, on a alors
κ = Evκ ◦ κuniv.
Exemple 2.3. On définit l’espace rigide analytique associé à l’algèbre Zp[[T ]] en utilisant le
schéma formel affine (c.f.[6, §7]).
On note Spf Zp[[T ]] le schéma formel. On note An = Zp[[T ]][T
n
p
] le sous-anneau de
Zp[[T ]] ⊗ Qp et Bn le complété de An pour la topologie (p, T )-adique. On constate que
Bn est aussi le complété p-adique de An :
Bn = {
+∞∑
m=0
am(
T n
p
)m : am ∈ Zp[[T ]] tel que lim
m
vp(am) = +∞}.
Enfin, on note Cn = Bn⊗Qp. Ceci nous donne un système projectif {Cn}muni de morphismes
de transition Cn+1 → Cn induits par les inclusions An+1 ⊂ An. Les Cn sont des Qp-algèbres
affinoïdes et le morphisme de transition identifie Spm(Cn+1) comme un sous-domain affinoïde
de Spm(Cn). En fait, Cn est l’anneau des fonctions analytiques sur le disque vp(T ) ≥ 1n .
On définit l’espace rigide analytique (W0,O) associé au schéma formel Spf Zp[[T ]] comme
la réunion croissante admissible des affinoïdes Spm(Cn) ; l’algèbre des sections globalesO(W0)
s’identifie à la limite projective lim
←−n
Cn, qui est R+ l’anneau des fonctions analytiques sur
le disque ouvert vp(T ) > 0.
On note Λ = Zp[[Z∗p]] l’algèbre d’Iwasawa, qui est un anneau semi-local régulier, noethé-
rien, de dimension de Krull 2. L’espace rigide analytique W sur Qp, qui lui est associé est
appelé l’espace des poids. Les Cp-points de W est l’ensemble Homcont(Λ,Cp), des caractères
continus sur Z∗p à valeurs dans C
∗
p.
9On note ω le caractère de Teichmüller. On a une décomposition Z∗p ∼= µp−1 × (1 + pZp)
donnée par la formule z 7→ (ω(z), 〈z〉), qui induit la décomposition W = Hom(µp−1,C∗p) ×
Homcont(Γ,C∗p), où Γ = (1+pZp). L’espace W admet d’un recouvrement admissible {Wn}n≥1,
où Wn = Hom(µp−1,C∗p) × Homcont(1 + p
nZp,C
∗
p). En fixant un générateur γ ∈ Γ, on a un
isomorphisme
Homcont(Γ,C∗p) ∼= {t ∈ Cp, vp(t− 1) > 0},
en envoyant un caractère continu κ sur κ(γ). En fixant un générateur (ζ, γ) de µp−1×(1+pZp),
le caractère universel κuniv de W est donné par la formule z 7→ Xordζ ω(z)1 T
logγ〈z〉
1 , où on
remplace les variables ζ et γ par X1 et T1 respectivement. Comme logγ〈z〉 =
log〈z〉
log γ
∈ Zp,
T logγ〈z〉 ∈ Zp[[T − 1]].
Définition 2.4. Soit X un Qp-espace rigide.
(1) Un sous-ensemble Z ⊂ X est dit Zariski-dense si pour tout sous-ensemble analytique
U ⊂ X tel que Z ⊂ U , alors U = X .
(2) Soit Z ⊂ X un sous-ensemble Zariski-dense, tel que pour tout z ∈ Z et tout voisinage
ouvert affinoïde V de z dans X , V ∩ Z est Zariski-dense dans chaque composante
irréductible de V contenant z, on dira alors que Z est très Zariski-dense dans X .
Un exemple important est que l’ensemble N (resp. Z) est très Zariski-dense dans l’espace
des poids W .
2.2 Famille de représentations de Banach sur W et ses tordues
Soit K un sous-corps complet de Cp et soit (A, | · |A) une K-algèbre de Banach.
Définition 2.5. Soit M un A-module ; une norme sur M est une application | · | : M → R+
telle que
(1) |m| = 0 si et seulement si m = 0 ;
(2) |m+ n| ≤ max{|m|, |n|}, si m,n ∈M ;
(3) |am| ≤ |a|A|m| si a ∈ A et m ∈M .
On dit qu’un A-module M muni d’une norme est de Banach si M est complet pour cette
norme.
Exemple 2.6. (1) Soit I un ensemble. On note CbA(I) l’ensemble des familles bornées
x = (xi)i∈I d’éléments de A. On munit CbA(I) de la norme |x| = supi∈I |xi|, ce qui
en fait un A-module de Banach. On note C0A(I) le sous A-module de C
b
A(I) des suites
x = (xi)i∈I d’éléments de A tendant vers 0 suivant le filtre des complémentaires des
parties finies (ce que nous écrivons xi → 0 pour i→∞). C’est un A-module de Banach
comme sous-A-module fermé d’un A-module de Banach. Si A = K est de valuation
discrète et si |M | = |K|, tout K-espace de Banach est de la forme C0K(I).
(2) Soient (M, | · |M), (N, | · |N) deux A-modules de Banach. On note HomA(M,N) le
A-module des morphismes continus de A-modules. On le munit de la norme suivante
|f | = sup
06=m∈M
|f(m)|N
|m|M
, si f ∈ HomA(M,N),
ce qui en fait un A-module de Banach. En particulier, si N = A, Mˇ = HomA(M,A)
est le A-module de Banach dual de M .
10
(3) Soit X un espace topologique et soit M un A-module de Banach. On note C0(X,M)
le A-module des fonctions continues sur X à valeurs dans M muni de la topologie
compact-ouvert (i.e. convergent uniformément sur tout sous-ensemble compact de X).
Soit Γ ⊂ X un sous-ensemble compact et soit V un sous A-module ouvert de M ; on
note UΓ,V le sous-ensemble de C0(X,M) des fonctions continues à support dans Γ et à
valeurs dans V . Ceci fournit une base d’ouverts si Γ décrit les sous-ensembles compact
de X et V décrit les sous-ensembles ouverts de M . Si X est compact, le A-module
topologique C0(X,M) est un A-module de Banach, qui est isomorphe au A-module de
Banach C0(X,K)⊗ˆKM .
Définition 2.7. Soit M un A-module de Banach.
(1) Une base de Banach de M est une famille bornée (ei)i∈I de M telle que tout élé-
ment x de M peut s’écrire de manière unique sous la forme d’une série convergente
x =
∑
i∈I aiei, où ai sont des éléments de A tendant vers 0 suivant le filtre des complé-
mentaires des parties finies.
(2) Une base orthonormale de M est une base de Banach (ei)i∈I de M telle que l’appli-
cation (ai)i∈I 7→
∑
i∈I aiei, de C0A(I) dans M , est une isométrie.
On dit que M est orthonormalisable si M admet une base orthonormale.
Exemple 2.8. (1) Si i ∈ N, on note ℓ(i) le plus petit entier n vérifiant pn > i. On a
donc
ℓ(0) = 0 et ℓ(i) = [
log i
log p
] + 1, si i ≥ 1.
Si r ∈ N, on note Cr(Zp, A) le A-module des fonctions de classe Cr à valeurs dans A
(c.f.[5] I.5). Comme Zp est compact, on a un isomorphisme de A-modules Cr(Zp, A) ∼=
Cr(Zp, K)⊗ˆKA. Par ailleurs, leK-espace vectoriel Cr(Zp, K) est unK-espace de Banach
muni d’une base orthonormale {prℓ(n)
(
z
n
)
;n ≥ 0}. Ceci implique que Cr(Zp, A) est
orthonormalisable. En particulier, si r = 0, C0(Zp, A) est le A-module des fonctions
continues sur Zp à valeurs dans A.
(2) Si h ∈ N, on note LAh(Zp, A) l’espace des fonctions ϕ : Zp → A dont la restriction
de ϕ à a + phZp est la restriction d’une fonction A-analytique sur le disque fermé
{x ∈ Cp; vp(x − a) ≥ h}, quel que soit a ∈ Zp ; c’est aussi un A-module de Banach
orthonormalisable et on a LAh(Zp, A) ∼= LAh(Zp, K)⊗ˆKA. On a une inclusion de A-
modules LAh(Zp, A) ⊂ Cr(Zp, A) pour tout r ≥ 0 et h ∈ N.
(3) Soit M un A-module de Banach orthonormalisable et soit {ei}i∈I une base orthonor-
male de M . On a un isomorphisme de A-modules :
Mˇ ∼= HomA(C0A(I), A) ∼= HomK(C
0
K(I), A).
On note M∨ l’image inverse de HomK(C0K(I), K)⊗ˆKA dans Mˇ sous l’isomorphisme ci-
dessus, qui en fait un sous-A-module de Banach. De plus, M∨ est orthonormalisable.
Définition 2.9. Soit G un groupe topologique. Une A-représentation de Banach de G est
un A-module de Banach orthonormalisable muni d’une action A-linéaire continue de G.
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Exemple 2.10. (1) Soit V0 une K-représentation de Banach de G (i.e. un K-espace de
Banach muni d’une action K-linéaire continue de G). On étend l’action de G sur V0
par A-linéarité en une action sur le A-module de Banach V = V0⊗ˆKA, ce qui est une
A-représentation de Banach de G.
(2) Soit V une A-représentation de Banach de G à droite. On suppose que V est munie
d’une structure d’anneau. On note V ∗ le groupe des unités de V . Soit η : G → V ∗
un 1-cocycle (i.e. une fonction continue sur G à valeurs dans V telle que η(h1h2) =
η(h1)∗h2η(h2)). On note V (η) la A-représentation de Banach V tordue par le 1-cocycle
η.
(3) Soit V une A-représentation de Banach de G à droite. Sa A-duale Vˇ = HomA(V,A)
est munie de l’action de G à gauche donnée par la formule
γf(v) = f(v ∗ γ), si γ ∈ G, f ∈ Vˇ , v ∈ V.
Le sous-A-module V ∨ (c.f. Exemple 2.8 (3)) de Vˇ est stable sous cette action, et donc
une A-représentation de Banach de G à gauche.
Définition 2.11. Soit G un groupe topologique et soit X un espace rigide. Une famille F
de représentations de Banach de G sur X est la donnée d’un faisceau sur X tel que
(1) pour tout ouvert affinoïde V ⊂ X , F(V ) soit une O(V )-représentation de Banach
de G ;
(2) si V ′ ⊂ V sont des ouverts affinoïdes de X , l’application canonique
F(V )⊗ˆO(V )O(V ′)→ F(V ′)
soit un isomorphisme de O(V ′)-représentations de Banach de G.
Soit I0(p) = {γ ∈ GL2(Zp)|γ ≡ ( ∗ ∗0 ∗ ) mod p} le sous-groupe d’Iwahori de GL2(Zp) ; c’est
un groupe p-adique. Rappelons que Vk,j+2 = Sym
k−2 Vp⊗Qp(−j), où Vp = Qpe1⊕Qpe2 est la
représentation standard à droite de GL2(Zp) donnée par la formule : e1∗γ = ae1+be2, e2∗γ =
ce1+de2, si γ = ( a bc d ) ∈ GL2(Zp), est une représentation algébrique de I0(p) muni du vecteur
ek−21 t
−j de plus haut poids k pour le sous-groupe de Borel inférieur. Dans le reste de ce
paragraphe, si 1 ≤ j ∈ N, on construira une famille D0,ρuniv
j
de représentations de Banach de
I0(p) sur l’espace des poids W , qui est une interpolation p-adique en poids des représentations
algébriques Vk,j+2 de I0(p) (Il y a une autre interpolation en utilisant l’espace des fonctions
analytiques par Chenevier [3].) La construction se découpe en trois étapes :
• On définit une action modulaire de I0(p) sur Zp par la formule γz = b+dza+cz si γ = (
a b
c d ) ∈
I0(p), et une action continue de I0(p) sur C0(Zp,Zp) à droite par la formule : f ∗ γ(z) =
f(γz), si γ ∈ I0(p) et f ∈ C0(Zp,Zp). Ceci permet de lui associer un faisceau constant de
représentations de Banach C0W de I0(p) sur W défini par : si U un ouvert affinoïde de W ,
on pose C0
W
(U) = C0(Zp,O(U)). Son anneau des sections globales est la limite projective
lim
←−n
C0(Wn) ∼= lim←−n C
0(Zp,Qp)⊗ˆO(Wn).
• On note C0
W
(W )∗ le groupe des unités de l’anneau C0
W
(W ) des sections globales de
C0
W
. Soit ρ : I0(p) → C0W (W )
∗ un 1-cocycle de I0(p) (i.e. ρ(γ1γ2) = ρ(γ1)(ρ(γ2) ∗ γ1)). On
note C0,ρ
W
la famille de représentations de Banach C0
W
tordue par le 1-cocycle ρ, c’est-à-dire,
soit U ⊂ W un ouvert affinoïde ; si f ∈ C0
W
(U) et si f ρ ∈ C0,ρ
W
(U) correspondant à f , on a
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f ρ ∗ γ = ρ(γ)(f ∗ γ)ρ, si γ ∈ I0(p). Alors C
0,ρ
W
est encore une famille de représentations de
Banach de I0(p) sur l’espace des poids. En particulier, on peut tordre C0W par un caractère
de I0(p) vu comme un 1-cocycle.
Pour tout entier n ≥ 1, on note rn ≥ 1 le plus petit entier tel que (p − 1)prn > n. Si
a ∈ Z∗p et si c ∈ pZp, on définit une fonction sur Zp à valeurs dans O(W )
fa,c(z) = κuniv(a + cz).
Lemme 2.12. La fonction fa,c(z) appartient à C0W (W ). De plus, elle est une unité de l’an-
neau C0W (W ).
Démonstration. On a un isomorphisme O(Wn) ∼= Zp[∆] ⊗ Cn, où Cn est le sous-anneau
de Qp[[T1 − 1]] consistant des fonctions analytiques sur le disque vp(T1 − 1) ≥ 1n et ∆ est
un groupe cyclique d’ordre p − 1 engendré par X1. Dans la suite, on identifie O(Wn) avec
Zp[∆]⊗ Cn. La fonction fa,c s’écrit sous la forme X
ordζ ω(a+cz)
1 T
logγ(〈a+cz〉)
1 .
Comme vp(T1− 1) ≥ 1n , la fonction
∑(z
k
)
(T1− 1)k est dans C0(Zp,O(Wn)). On en déduit
que la série
T
logγ(〈a+cz〉)
1 =
∑
k∈N
(
logγ(〈a+ cz〉)
k
)
(T1 − 1)k
est dans C0(Zp,O(Wn)) pour tout n et donc appartient à C0W (W ).
Comme κuniv est un caractère sur Z∗p, la fonction κ
univ((a+ cz)−1) ∈ C0W (W ) est l’inverse
de fa,c(z).
Si 1 ≤ j ∈ N, on définit une fonction ρunivj sur I0(p) à valeurs dans C
0
W
(W )∗ par la
formule :
g = ( a bc d ) 7→ ρ
univ
j (g) = fa,c(z)(det g)
−j, si g = ( a bc d ) ∈ I0(p).
Si g1 = ( a1 b1c1 d1 ) et g2 = (
a2 b2
c2 d2
), on a
ρunivj (g1g2) = fa1a2+b1c2,c1a2+d1c2(z) det(g1g1)
−j = ρunivj (g2) ∗ g1ρ
univ
j (g1);
ceci implique que ρunivj est un 1-cocycle.
Si k ∈ N, l’application d’évaluation Evk induit un 1-cocycle algébrique ρk,j sur I0(p) à
valeurs dans C0(Zp,Qp) donné par la formule :
ρk,j(g) = Evk(ρunivj (g)) = (a+ cz)
k−2(det g)−j.
On note C0k,j la Qp-représentation de Banach C
0(Zp,Qp) tordue par le 1-cocycle ρk,j et C
0,ρuniv
j
W
la famille de représentations de Banach C0
W
tordue par le 1-cocycle ρunivj de I0(p). Alors,
l’application d’évaluation Evk induit une application d’évaluation de C
0,ρuniv
j
W
dans C0k,j, notée
par Evk,j. Un calcul direct montre le lemme suivant :
Lemme 2.13. L’application Evk,j : C
0,ρuniv
j
W
→ C0k,j est I0(p)-équivariante.
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• On définit une famille duale D0,ρuniv
j
de C
0,ρuniv
j
W
de représentations de Banach sur W :
si U ⊂ W est un ouvert affinoïde, D0,ρuniv
j
(U) est défini par D0,ρuniv
j
(U) = (C
0,ρuniv
j
W
(U))∨.
On note l’accouplement O(U)-linéaire I0(p)-équivariant
〈, 〉 : D0,ρuniv
j
(U)× C
0,ρuniv
j
W
(U)→ O(U)
par l’intégration
∫
Zp
:
〈γ · µ, f〉 =
∫
Zp
f(γ · µ) =
∫
Zp
(f ∗ γ)µ, si f ∈ C
0,ρunivj
W
(U), γ ∈ I0(p) et µ ∈ D0,ρuniv
j
(U).
On note D0,k,j la représentation Qp-duale de I0(p) de C0k,j . Remarquons qu’on a une inclusion
de C0(Zp,Qp) dans C0(Zp,O(U)). Si k ∈ Z appartient à U , alors l’application Evk,j induit
une application, notée encore par Evk,j,
D0,ρuniv
j
(U)→ D0,k,j;
∫
Zp
fEvk,j(µ) = Evk(
∫
Zp
fµ) pour f ∈ C0k,j, µ ∈ D0,ρuniv
j
(U).
Lemme 2.14. L’application Evk,j : D0,ρuniv
j
(U)→ D0,k,j est I0(p)-équivariante.
Démonstration. Si f ∈ C0k,j, µ ∈ D0,ρuniv
j
(U) et g ∈ I0(p), on a∫
Zp
fEvk,j(g · µ) = Evk(
∫
Zp
f(g · µ)) = Evk(
∫
Zp
(f ∗ g)µ)
=
∫
Zp
(f ∗ g)Evk,j(µ) =
∫
Zp
f [g · Evk,j(µ)].
Le faisceau D0,ρuniv
j
nous donne une interpolation des représentations algébriques Vk,j+2
de I0(p) pour k ∈ N au sens suivant :
La fonction f : Zp → Vk,j+2, donnée par
z 7→ f(z) = (e1 + ze2)k−2t−j ,
est une fonction continue sur Zp à valeurs dans Vk,j+2. On définit une application linéaire
continue πk,j : D0,k,j → Vk,j+2 par l’intégration : µ 7→
∫
Zp
f(z)µ.
Lemme 2.15. L’application πk,j est I0(p)-équivariante.
Démonstration. Ce lemme se démontre par le calcul suivant : si γ = ( a bc d ) ∈ I0(p), alors
ρk,j(γ) = (a+ cz)k−2(det γ)−j et∫
Zp
(e1 + ze2)k−2t−j(γ · µ) =
k2∑
l=0
(
∫
Zp
(
k − 2
l
)
zl(γ · µ))ek−2−l1 e
l
2t
−j
=
k2∑
l=0
(∫
Zp
(
k − 2
l
)
(γz)lρk,j(γ)µ
)
ek−2−l1 e
l
2t
−j
=
∫
Zp
(ae1 + be2 + z(ce1 + de2))k−2(det(γ)t)−jµ
= (
∫
Zp
(e1 + ze2)k−2t−jµ) ∗ γ.
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Si U est un ouvert affinoïde de W et si k ∈ Z appartient à U , on définit une application de
spécialisation Spk,j : D0,ρuniv
j
(U)→ D0,k,j → Vk,j+2 en composant l’application d’évaluation
Evk,j et l’application πk,j, qui est I0(p)-équivariante par les lemmes 2.14 et 2.15.
Remarque 2.16. La masse de Dirac δ0 en 0 fournit une section globale νj deD0,ρuniv
j
(W ) qui
interpole le vecteur de plus haut poids ek−21 t
−j dans Vk,j+2 ; en effet,
∫
Zp
(e1 + ze2)k−2t−jδ0 =
ek−21 t
−j , ce qui se traduit par la formule Spk,j(νj) = e
k−2
1 t
−j.
2.3 Famille de systèmes d’Euler de Kato sur l’espace des poids
2.3.1 Torsion à la Soulé
Soit G un groupe localement profini, agissant continûment à droite sur un espace topo-
logique localement profini X. Soit V une A-représentation de Banach de G à droite, où A
est une Qp-algèbre de Banach. On note C0(X, V ) le A-module des fonctions continues sur X
à valeurs dans V et D0(X, V ) le A-module des mesures sur X à valeurs dans V . On munit
C0(X, V ) et D0(X, V ) d’actions de G à droite comme suit : si g ∈ G, x ∈ X, φ(x) ∈ C0(X, V ),
et µ ∈ D0(X, V ), alors
φ ∗ g(x) = φ(x ∗ g−1) ∗ g et
∫
X
φ(x)(µ ∗ g) =
(∫
X
(φ ∗ g−1)µ
)
∗ g.
Par contre, si G agit continûment à gauche sur X et V , on munit C0(X,Z) et D0(X, V )
d’actions de G à gauche comme suit : si g ∈ G, x ∈ X, φ ∈ C0(X,Z), µ ∈ D0(X, V ), alors
(2) (g · φ)(x) = φ(g−1x) et
∫
X
φ(x)(g · µ) = g ·
(∫
X
(g−1 · φ)µ
)
.
Soit µ ∈ D0(X,Zp) et soit M un Qp-espace de Banach muni d’un base de Banach E =
{ei}i∈I . On a une inclusion de D0(X,Zp) ⊂ D0(X,M). Soit f ∈ C0(X,M) ; l’intégration∫
X f(x)µ est définie comme suit : on décompose f =
∑
i∈I fiei sous la base de Banach E
de M avec fi ∈ C0(X,Qp) et l’intégration
∫
X f(x)µ est donné par la formule
∫
X f(x)µ =∑
i∈I ei
∫
X fi(x)µ.
Proposition 2.17. Soit f ∈ C0(X, V )G. La multiplication d’une mesure µ ∈ D0(X,Zp) par
la fonction f induit un morphisme G-équivariant à droite de D0(X,Zp) dans D0(X, V ).
Démonstration. Il suffit de vérifier que c’est G-équivariant. Soit {ei}i∈I une Qp-base de Ba-
nach de V . On décompose f(x) sous la forme
∑
i∈I fi(x)ei avec fi(x) ∈ C0(X,Qp). Soit φ
une fonction continue sur X à valeurs dans Qp. Si on considère µ ∗ g ∈ D0(X,Zp), alors
l’intégration
∫
X φ(x)(f(x)⊗ µ ∗ g) s’écrit sous la forme :∫
X
φ(x)(f ⊗ (µ ∗ g)) =
∑
i∈I
ei
∫
X
φ(x ∗ g)fi(x ∗ g)µ =
∫
X
φ(x ∗ g)f(x ∗ g)µ
Par ailleurs, l’intégration
∫
X φ(x)(f ⊗ µ) ∗ g s’écrit sous la forme∫
X
φ(x)(f ⊗ µ) ∗ g = (
∫
X
φ(x ∗ g)(f(x)⊗ µ)) ∗ g =
∫
X
φ(x ∗ g)((f(x) ∗ g)⊗ µ).
Comme f ∈ C0(X, V )G, on a f(x ∗ g) = f(x) ∗ g. Ceci permet de conclure.
Si l’action de groupe est à gauche, on a aussi un énoncé analogue.
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2.3.2 Application au système d’Euler de Kato
On note Γˆ0(p) = GL2(Zˆ)]p[ × I0(p) et Γ˜0(p) l’image inverse de Γˆ0(p) dans ΠQ. On note
M
(p)
2 =M2(Q⊗ Zˆ)
]p[ × I0(p). Si x ∈M
(p)
2 , on note xp sa composante à la place p.
Rappelons que l’on a construit une section globale νj ∈ D0,ρuniv
j
(W ) qui interpole les
vecteurs de plus haut poids ek−21 t
−j de représentations algébriques Vk,j+2 de I0(p). Pour tout
ouvert affinoïde U de W , la fonction x 7→ xp · νj est une fonction continue sur M
(p)
2 à valeurs
dansD0,ρuniv
j
(U) invariante sous l’action de Γ˜0(p). De manière explicite, si xp = ( a bc d ) ∈ I0(p),
on a xp ·νj = ρunivj (xp)δ b
a
, où δ b
a
est la masse de Dirac en b
a
. Elle interpole la fonction continue
x 7→ (ek−21 t
−j) ∗ xp sur M
(p)
2 à valeurs dans Vk,j+2 via l’application de spécialisation.
Considérons la multiplication d’une mesure µ ∈ D0(M
(p)
2 ,Zp(2)) par la fonction x 7→ xp·νj
(resp. x 7→ (ek−21 t
−j) ∗xp). Ceci nous donne une mesure (xp · νj)⊗µ (resp. (ek−21 t
−j) ∗xp⊗µ)
sur M(p)2 à valeurs dans D0,ρuniv
j
(U)(2) (resp. Vk,j+2).
Les fonctions x 7→ xp · νj et x 7→ (ek−21 t
−j) ∗ xp satisfont la condition "invariante sous
l’action de Γ˜0(p)" par construction ; on déduit le corollaire ci-dessous de la proposition 2.17.
Corollaire 2.18. (1) La multiplication d’une mesure µ ∈ D0(M
(p)
2 ,Zp(2)) par la fonc-
tion x 7→ (ek−21 t
−j) ∗ xp induit un morphisme Γ˜0(p)-équivariant à droite de Zp-modules
de D0(M
(p)
2 ,Zp(2)) dans D0(M
(p)
2 , Vk,j) ;
(2) La multiplication d’une mesure µ ∈ D0(M
(p)
2 ,Zp(2)) par la fonction x 7→ xp · νj
induit un morphisme Γ˜0(p)-équivariant à gauche de Zp-modules de D0(M
(p)
2 ,Zp(2))
dans D0(M
(p)
2 ,D0,ρuniv
j
(W )(2)).
D’après Kato [10] et Colmez[4] (voir aussi [14]), on dispose d’une mesure zKato,c,d construite
à partir des unités de Siegel et appartenant à H2(ΠQ,D0(M2(Q⊗Zˆ)(p),Zp(2))). L’application
de restriction de ΠQ à Γ˜0(p) et l’application de restriction de D0(M2(Q⊗ Zˆ)(p),Zp(2)) dans
D0(M
(p)
2 ,Zp(2)) nous fournissent une application
H2(ΠQ,D0(M2(Q⊗ Zˆ)(p),Zp(2)))→ H2(Γ˜0(p),D0(M
(p)
2 ,Zp(2))).
On note l’image de zKato,c,d sous cette application de la même manière. D’après le corollaire
2.18, quel que soit U ⊂ W ouvert affinoïde, la multiplication par la fonction x 7→ xp · νj
(resp. x 7→ (ek−21 t
−j) ∗ xp) induit un morphisme naturel :
H2(Γ˜0(p),D0(M
(p)
2 ,Zp(2)))→ H
2(Γ˜0(p),D0(M
(p)
2 ,D0,ρuniv
j
(U)(2)))
(resp.H2(Γ˜0(p),D0(M
(p)
2 ,Zp(2)))→ H
2(Γ˜0(p),D0(M
(p)
2 , Vk,j))).
On définit,
zKato,c,d(νj) = (xp · νj)⊗ zKato,c,d ∈ H2(Γ˜0(p),D0(M
(p)
2 ,D0,ρuniv
j
(U)(2)))
(resp.zKato,c,d(k, j) = (ek−21 t
−j) ∗ xp ⊗ zKato,c,d ∈ H2(Γ˜0(p),D0(M
(p)
2 , Vk,j))),
où Γ˜0(p) agit sur D0,ρuniv
j
(U)(2) à travers son quotient I0(p). Comme l’application de spé-
cialisation Spk,j : D0,ρuniv
j
(U)→ Vk,j+2 est Γ˜0(p)-équivariante, pour tout ouvert U ⊂ W , elle
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induit une application de spécialisation
Spk,j : H
2(Γ˜0(p),D0(M
(p)
2 ,D0,ρuniv
j
(U)(2)))→ H2(Γ˜0(p),D0(M
(p)
2 , Vk,j)).
On déduit le théorème suivant de la construction de νj (c.f. Remarque 2.16) et du corollaire
2.18, et il faut faire attention que l’application de spécialisation transfère une action de
groupe à gauche en celle à droite :
Théorème 2.19. Si 1 ≤ j ∈ N, alors pour tout entier k ≥ j + 1, on a
Spk,j(zKato,c,d(νj)) = zKato,c,d(k, j).
3 Une famille de distributions d’Eisenstein
3.1 Séries d’Eisenstein-Kronecker
3.1.1 Séries d’Eisenstein-Kronecker
Les résultats dans ce paragraphe peuvent se trouver dans le livre de Weil [16], voir aussi
[4], [14].
Définition 3.1. Si (τ, z) ∈ H× C, on pose q = e2iπτ et qz = e2iπz . On introduit l’opérateur
∂z := 12iπ
∂
∂z
= qz ∂∂qz . On pose aussi e(a) = e
2iπa. Si k ∈ N, τ ∈ H, et z, u ∈ C, la série
d’Eisenstein-Kronecker est
Hk(s, τ, z, u) =
Γ(s)
(−2iπ)k
(
τ − τ¯
2iπ
)s−k
∑′
ω∈Z+Zτ
ω + zk
|ω + z|2s
e(
ωu¯− uω¯
τ − τ¯
),
qui converge pour Re(s) > 1 + k
2
, et possède un prolongement méromorphe à tout le plan
complexe avec des pôles simples en s = 1 ( si k = 0 et u ∈ Z + Zτ) et s = 0 ( si k = 0 et
z ∈ Z + Zτ ). Dans la formule ci-dessus
∑′
signifie ( si z ∈ Z + Zτ ) que l’on supprime le
terme correspondant à ω = −z. De plus, elle vérifie l’équation fonctionnelle :
Hk(s, τ, z, u) = e(
zu¯ − uz¯
τ − τ¯
)Hk(k + 1− s, τ, u, z).
Si k ≥ 1, on définit les fonctions suivantes :
Ek(τ, z) = Hk(k, τ, z, 0), Fk(τ, z) = Hk(k, τ, 0, z).
Les fonctions Ek(τ, z) et Fk(τ, z) sont périodiques en z de période Zτ + Z. De plus, on a :
Ek+1(τ, z) = ∂zEk(τ, z), si k ∈ N et E0(τ, z) = log |θ(τ, z)| si z /∈ Z+ Zτ,
où θ(τ, z) est donnée par le produit infini :
θ(τ, z) = q1/12(q1/2z − q
−1/2
z )
∏
n≥1
((1− qnqz)(1− qnq−1z )).
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On note ∆ = (∂zθ(τ, z)|z=0)12 = q
∏
n≥1
(1− qn)24 la forme modulaire de poids 12.
Soient (α, β) ∈ (Q/Z)2 et (a, b) ∈ Q2 qui a pour image (α, β) dans (Q/Z)2. Si k = 2 et
(α, β) 6= (0, 0), ou si k ≥ 1 et k 6= 2, on définit :
E
(k)
α,β = Ek(τ, aτ + b) et F
(k)
α,β = Fk(τ, aτ + b).
La série H2(s, τ, 0, 0) converge pour Re(s) > 2, mais pas pour s = 2 ; si k = 2 et (α, β) =
(0, 0), on définit
E
(2)
0,0 = F
(2)
0,0 := lim
s→2
H2(s, τ, 0, 0).
Lemme 3.2. Les fonctions E
(k)
α,β , F
(k)
α,β satisfont les relations de distribution suivantes, quel
que soit l’entier f ≥ 1 :∑
fα′=α,fβ′=β
E
(k)
α′,β′ = f
kE
(k)
α,β et
∑
fα′=α,fβ′=β
F
(k)
α′,β′ = f
2−kF
(k)
α,β(3)
∑
fβ′=β
E
(k)
α,β′(
τ
f
) = fkE(k)α,β et
∑
fβ′=β
F
(k)
α,β′(
τ
f
) = fF (k)α,β.(4)
Proposition 3.3. (1) E
(2)
0,0 = F
(2)
0,0 =
−1
24
E∗2 , où
E∗2 =
6
iπ(τ − τ¯ )
+ 1− 24
+∞∑
n=1
σ1(n)qn
est la série d’Eisenstein non holomorphe de poids 2 habituelle.
(2) Si Nα = Nβ = 0, alors
(a) E˜
(2)
α,β = E
(2)
α,β −E
(2)
0,0 ∈M2(ΓN ,Q(ζN)) et E
(k)
α,β ∈Mk(ΓN ,Q(ζN)) si k ≥ 1 et k 6= 2.
(b) F
(k)
α,β ∈Mk(ΓN ,Q(ζN)) si k ≥ 1, k 6= 2 ou si k = 2, (α, β) 6= (0, 0).
Proposition 3.4. Si γ =
(
a b
c d
)
∈ GL2(Zˆ), k ≥ 1 et (α, β) ∈ (Q/Z)2, on a :
E
(k)
α,β ∗ γ = E
(k)
aα+cβ,bα+dβ et F
(k)
α,β ∗ γ = F
(k)
aα+cβ,bα+dβ.
Définition 3.5. Soit A un anneau. Une série de Dirichlet formelle à coefficients dans A est
une série de la forme
∑
n∈ 1
N
N ann
−s, où N ∈ N et (an) désigne une suite d’éléments dans A.
On note Dir(A) le A-module des séries de Dirichlet formelles dont les coefficients sont dans
A.
Soit α ∈ Q/Z. On définit les séries de Dirichlet formelles ζ(α, s) et ζ∗(α, s), appartenant
à Dir(Qcycl), par les formules :
ζ(α, s) =
∑
n∈Q∗+
n=α mod Z
n−s et ζ∗(α, s) =
∞∑
n=1
e2iπαnn−s.
Remarque 3.6. Les séries de Dirichlet ζ(α, s) et ζ∗(α, s) convergent pour Re(s) > 1 et elles
se prolongent analytiquement sur le plan complexe en fonctions méromorphes avec au plus
un pôle simple en s = 1. Ces prolongements définissent la fonction zêta de Hurwitz ζ(α, s)
et la fonction L de Dirichlet ζ∗(α, s) respectivement.
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La proposition suivante décrit le q-développement d’une série d’Eisenstein (c.f. [10]).
Proposition 3.7. (i) Si k ≥ 1, k 6= 2 et α, β ∈ Q/Z, alors le q-développement
∑
n∈Q+
anq
n
de E
(k)
α,β est donné par
∑
n∈Q∗+
an
ns
= ζ(α, s)ζ∗(β, s− k + 1) + (−1)kζ(−α, s)ζ∗(−β, s− k + 1).
De plus, on a :
Soit k 6= 1. a0 = 0 (resp. a0 = ζ∗(β, 1− k)) si α 6= 0 (resp. α = 0).
Soit k = 1. On a a0 = ζ(α, 0) (resp. a0 = 12(ζ
∗(β, 0) − ζ∗(−β, 0))) si α 6= 0 (resp.
α = 0).
(ii) Si k ≥ 1 et α, β ∈ Q/Z (si k = 2, (α, β) 6= (0, 0)), alors le q-développement
∑
n∈Q+
anq
n
de F
(k)
α,β est donné par
∑
n∈Q∗+
an
ns
= ζ(α, s− k + 1)ζ∗(β, s) + (−1)kζ(−α, s− k + 1)ζ∗(−β, s).
De plus,
a0 = ζ(α, 1− k), la valeur spéciale de la fonction zêta de Hurwitz, si k 6= 1 ;
a0 = ζ(α, 0) (resp. a0 = 12(ζ
∗(β, 0)− ζ∗(−β, 0))) si α 6= 0 (resp. α = 0) et si k = 1.
3.1.2 Les distributions zEis(k, j) et zEis,c,d(k, j)
Dans ce paragraphe, on rappelle la construction des distributions d’Eisenstein zEis(k, j)
et zEis,c,d(k, j) construites à partir d’un produit de deux séries d’Eisenstein dans [4] et [14].
Soient X = (Q ⊗ Zˆ)2, G = GL2(Q ⊗ Zˆ) et V = M
cong
k (Q
cycl). Alors X est un espace
topologique localement profini et G est un groupe localement profini agissant continûment
à droite sur X par la multiplication de matrices.
L’action à droite de G sur V , notée par ∗, provient de l’action de Π
′
Q sur V , et l’action
de ΠQ se factorise à travers son quotient GL2(Zˆ). Comme tout γ ∈ GL2(Q⊗ Zˆ) peut s’écrire
sous la forme γ = g1
(
r0 0
0 r0
)(
1 0
0 e
)
g2 avec g1, g2 ∈ GL2(Zˆ), r0 ∈ Q∗+ et e un entier ≥ 1, il suffit
de donner respectivement les formules pour γ ∈ GL2(Zˆ) ou γ =
(
r0 0
0 r0
)
ou γ =
(
1 0
0 e
)
:
(1) Comme
(
r0 0
0 r0
)
et
(
1 0
0 e
)
apparaissent dans GL2(Q)+, ses actions sont données par la
formule (1) dans §1.1.
(2) Si γ ∈ GL2(Zˆ), en utilisant la décomposition GL2(Zˆ) = ∪d∈Zˆ∗ SL2(Zˆ)(
1 0
0 d ), on dé-
compose l’action de γ en deux parties. Comme on est en poids k, l’action de SL2(Zˆ)
est l’action |k. L’action de ( 1 00 d ) est via un relèvement σd dans GQ agissant sur les
coefficients du q-développement. Dans le cas des séries d’Eisenstein, la proposition 3.4
explicite les formules.
On a le théorème suivant, qui traduit les relations de distribution pour les séries d’Eisenstein
en terme de distributions (c.f. [14, Théorème 2.12]) :
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Théorème 3.8. Si k ≥ 1, il existe une distribution algébrique zEis(k) (resp. z′Eis(k)) ∈
Dalg((Q⊗ Zˆ)2,M
cong
k (Q
cycl)) vérifiant : quels que soient r ∈ Q∗ et (a, b) ∈ Q2, on a∫
(a+rZˆ)×(b+rZˆ)
zEis(k) = r−kE
(k)
r−1a,r−1b(
resp.
∫
(a+rZˆ)×(b+rZˆ)
zEis(k) = r−kE˜
(k)
r−1a,r−1b si k = 2
)
∫
(a+rZˆ)×(b+rZˆ)
z′Eis(k) = r
k−2F
(k)
r−1a,r−1b.
De plus, si γ ∈ GL2(Q⊗ Zˆ), alors
zEis(k) ∗ γ = zEis(k) et z′Eis(k) ∗ γ = | det γ|
1−kz′Eis(k).
On peut identifier (Q ⊗ Zˆ)2 × (Q ⊗ Zˆ)2 avec M2(Q ⊗ Zˆ) via ((a, b), (c, d)) 7→
(
a b
c d
)
.
En utilisant le fait que le produit de deux formes modulaires de poids i et j est une forme
modulaire de poids i+ j, on définit pour k ≥ 2 et 1 ≤ j ≤ k − 1,
zEis(k, j) =
1
(j − 1)!
z′Eis(k − j)⊗ zEis(j) ∈ Dalg(M2(Q⊗ Zˆ),Mk(Q)).
La distribution zEis,c,d(k, j) dans [14] est construite à partir de combinaisons linéaires de
séries d’Eisenstein. On rappelle sa construction ci-dessous.
Soit 〈〈·〉〉 : Z∗p → Zˆ
∗ l’inclusion naturelle en envoyant x sur 〈〈x〉〉 = (1, · · · , x, 1, · · · ),
où x est à la place p. Considérons l’inclusion de Zˆ∗ dans GL2(Zˆ) en envoyant d sur ( d 00 d ).
D’après la proposition 3.4, cela définit une action de d ∈ Zˆ∗ sur les séries d’Eisenstein par
les formules : si k ≥ 1 et (α, β) ∈ (Q/Z)2, on a
(5) d · Ekα,β = E
(k)
dα,dβ = E
(k)
α,β ∗ ( d 00 d ) et d · F
(k)
α,β = F
(k)
dα,dβ = F
(k)
α,β ∗ ( d 00 d ),
où l’action de ∗ est celle de GL2(Zˆ) sur les séries d’Eisenstein.
Considérons l’injection de Mcongk (Q) dans M
cong
k (Qp). On peut définir une variante de
séries d’Eisenstein à coefficients dans Qp comme ci-dessous : si c ∈ Z∗p, on pose
E
(k)
c,α,β =


c2E
(k)
α,β − c
kE
(k)
〈〈c〉〉α,〈〈c〉〉β ; si k ≥ 1 et k 6= 2,
c2E˜
(2)
α,β − c
2E˜
(2)
〈〈c〉〉α,〈〈c〉〉β ; si k = 2;
F
(k)
c,α,β = c
2F
(k)
α,β − c
2−kF
(k)
〈〈c〉〉α,〈〈c〉〉β si k ≥ 1 et k 6= 2, ou si (α, β) 6= (0, 0) et k = 2.
(6)
Elles sont des combinaisons linéaires de séries d’Eisenstein.
Proposition 3.9. ([14] Proposition 2.14) Soit c ∈ Z∗p. Si k ≥ 1, il existe une distribution
algébrique zEis,c(k) (resp. z
′
Eis,c) ∈ Dalg((Q ⊗ Zˆ)
2,Mcongk (Q
cycl
p )) vérifiant : quel que soient
r ∈ Q∗ et (a, b) ∈ Q2, on a∫
(a+rZˆ)×(b+rZˆ)
zEis,c(k) = r−kE
(k)
c,r−1a,r−1b(resp.
∫
(a+rZˆ)×(b+rZˆ)
z
′
Eis,c(k) = r
k−2F
(k)
c,r−1a,r−1b.)
De plus, si γ ∈ GL2(Q⊗ Zˆ), alors on a
zEis,c(k) ∗ γ = zEis,c(k) et z
′
Eis,c ∗ γ = | det γ|
1−kz
′
Eis,c(k).
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Soient c, d ∈ Z∗p. Si k ≥ 2 et 1 ≤ j ≤ k − 1, on définit une distribution zEis,c,d(k, j)
appartient à Dalg(M2(Q⊗ Zˆ),Mk(Qcyclp )) par la formule :
zEis,c,d(k, j) =
1
(j − 1)!
z′Eis,c(k − j)⊗ zEis,d(j).
Si γ ∈ GL2(Q⊗ Zˆ), on a zEis,c,d(k, j)|kγ = | det γ|
j−1zEis,c,d(k, j).
3.2 Famille p-adique de séries d’Eisenstein
3.2.1 La fonction zêta p-adique
Soit α ∈ Q/Z ; on note {α} le plus petit nombre rationnel positif tel que {α} ≡ α mod Z,
et on note ordp(α) (resp. ordα) l’ordre de α dans le groupe Qp/Zp (resp. Q/Z ).
Dans la suite, on suppose que α ∈ Q/Z vérifie ordp(α) ≥ p. Si x ∈ Zp, on note
ord(α)({α}+ x) par xα, qui appartient à Z∗p.
Si c ∈ Z∗p, on note µc la mesure sur Zp dont la transformée d’Amice Aµc est donnée par
c2
T
− c
(1+T )c−1−1
. Par ailleurs, le caractère universel de l’espace des poids κuniv : Z∗p → O(W )
est une fonction continue sur Z∗p à valeurs dans O(W ). Si 1 ≤ j ∈ Z, on définit la fonction
zêta p-adique de Hurwitz comme la fonction holomorphe sur W
ζp,c(κuniv, α, j) = −
∫
Zp
κuniv(xα)〈xα〉1−jµc.
Lemme 3.10. Si j, k sont deux entiers ≥ 1, alors on a
Evk+j(ζp,c(κuniv, α, j)) = ord(α)k−1ω(0α)j−1(c2ζ(α, 1− k)− c2−kζ(〈〈c〉〉α, 1− k)).
Démonstration. De la définition, on a bien Evk+j(ζp,c(κuniv, α, j)) = −ω(0α)j−1
∫
Zp
xk−1α µc.
On se ramène à vérifier que
∫
Zp
xkαµc = − ord(α)
k(c2ζ(α,−k)− c1−kζ(〈〈c〉〉α,−k)).
On utilise la transformée d’Amice Aµc de µc pour calculer l’intégration
∫
Zp
xkαµc. On
suppose que c−1 ∈ N. Si on pose T = et − 1, on a alors
∫
Zp
xkαµc(x) = ord(α)
k(
d
dt
)k(
∫
Zp
e({α}+x)tµc)|t=0
= ord(α)k(
d
dt
)k(
∫
Zp
(T + 1)({α}+x)µc)|t=0
= ord(α)k(
d
dt
)k((T + 1){α}Aµc)|t=0.
On note fα la fonction t 7→ ( c
2
et−1
− c
ec−1t−1
) · e{α}t, qui est C∞ sur R+. Comme pour tout
n ∈ N, tnfα(t) tend vers 0 quand t tend vers +∞, on a
(
d
dt
)k((T + 1){α}Aµc)|t=0 = f
(k)
α (0) = (−1)
kL(fα(t),−k),
où L(fα(t), s) est définie par la formule 1Γ(s)
∫+∞
0 fα(t)t
s−1dt.
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D’autre part, on a ζ({α}, s) = 1
Γ(s)
∫ +∞
0
e(1−{α})t
et−1
ts−1dt. Ceci implique que
L(fα(t), s) = c2ζ(1− {α}, s)− cs+1ζ(1− c{α}, s).
On en déduit une égalité algébrique∫
Zp
xkαµc = ord(α)
k(−1)k(c2ζ(1− {α},−k)− c1−kζ(1− c{α},−k))
= − ord(α)k(c2ζ({α},−k)− c1−kζ(c{α},−k)),
où la dernière égalité se déduit du fait que ζ({α},−k) = (−1)kζ(1− {α},−k). Si c ∈ Z∗p, on
choisit une suite (cn) d’éléments de N qui converge vers c (resp. 〈〈c〉〉) dans Z∗p (resp. Zˆ), de
telle sorte que la suite (cn{α}) tend vers {〈〈c〉〉α}. Ceci permet de conclure.
3.2.2 Une famille p-adique de formes modulaires
Si α ∈ Q/Z, on définit la série de Dirichlet formelle ζ(α, κuniv, j, s) appartenant à
Dir(O(W )) par la formule :
ζ(α, κuniv, j, s) =
∑
n∈Q∗+,n≡α[Z]
n−s(n ord(α))1−jκuniv(n ord(α)).
Par définition, on a Evk+j(ζ(α, κuniv, j, s)) = ord(α)k−1ζ(α, s− k + 1).
Si 1 ≤ j ∈ N et (α, β) ∈ (Q/Z)2 avec ordp α ≥ p, on pose F˜α,β(κuniv, j) =
∑
m∈Q∗+
amq
m
dont sa série de Dirichlet formelle associée est
(7) ζ(α, κuniv, j, s)ζ∗(β, s) + κuniv(−1)(−1)2−jζ(−α, κuniv, j, s)ζ∗(−β, s).
Si c ∈ Z∗p, on définit deux séries formelles appartenant à ∪M∈NO(W )[[qM ]] :
F˜c,α,β(κuniv, j) = c2F˜α,β(κuniv, j)− κuniv(c−1)cjF˜〈〈c〉〉α,〈〈c〉〉β(κuniv, j) et(8)
Fc,α,β(κuniv, j) = ω(0α)1−j · ζp,c(κuniv, α, j) + F˜c,α,β(κuniv, j).(9)
Définition 3.11. Une famille p-adique de formes modulaires sur l’espace des poids W est la
donnée d’une série formelle F (q) =
∑
n∈Q+ Anq
n ∈ ∪M∈ZO(W )[[qM ]] telle que pour presque
tout point k ∈ N ⊂ W , Evk(F (q)) est le q-développement d’une forme modulaire classique.
Remarque 3.12. Soit F une famille p-adique de formes modulaires sur l’espace des poids.
Si Z est un sous-ensemble très Zariski-dense de W , tel que Evk(F ) = 0 pour tout k ∈ Z,
alors F = 0.
Lemme 3.13. Si k, j sont deux entiers ≥ 1, on a
Evk+j(Fc,α,β(κuniv, j)) = (ordα)k−1(c2F
(k)
α,β − c
2−kF
(k)
〈〈c〉〉α,〈〈c〉〉β).
Par conséquent, la série formelle Fc,α,β(κuniv, j) est une famille de formes modulaires sur
l’espace des poids.
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Démonstration. C’est une conséquence directe de la définition de Fc,α,β(κuniv, j) et de la
proposition 3.7.
Lemme 3.14. Soit (α, β) ∈ (Q/Z)2 tel que ordp α ≥ p, la famille Fc,α,β(κuniv, j) satisfait
les relations de distribution suivantes, quel que soit l’entier f ≥ 1 :
∑
fα′=α;fβ′=β
Fc,α′,β′(κuniv, j) = fFc,α,β(κuniv, j),
∑
fβ′=β
Fc,α,β′(κuniv, j)(q
1
f ) = fFc,α,β(κuniv, j)(q).
(10)
Démonstration. On donne une démonstration pour la première relation et la deuxième se
démontre de la même façon. Si fα′ = α et fα′′ = α, on a ord(α′) = ord(α′′) = ord(α)f .
En utilisant le lemme 3.2 et le lemma 3.13, on déduit la relation de distribution pour
Evk(Fα,β,c(κuniv, j)) pour tout k > 2 + j :
Evk(
∑
fα′=α;fβ′=β
Fc,α′,β′(κuniv, j)) =
∑
fα′=α;fβ′=β
(ord(α)f)k−j−1F (k−j)c,α′,β′
= (ord(α)f)k−j−1f 2−k+jF (k−j)c,α,β
= fEvk(Fc,α,β(κuniv, j)).
On conclut le lemme par le remarque 3.12.
On définit une action de Γˆ0(p) sur Fc,α,β(κuniv, j) par la formule :
Fc,α,β(κuniv, j) ∗ γ = Fc,a0α+c0β,b0α+d0β(κ
univ, j), si γ =
(
a0 b0
c0 d0
)
∈ Γˆ0(p),
qui commute avec l’application d’évaluation Evk.
3.2.3 La distribution zEis,c,d(κuniv, j)
Dans ce paragraphe, on construit une famille de distributions d’Eisenstein qui interpole
en poids k la restriction de la distribution d’Eisenstein zEis,c,d(k, j) surM2(Q⊗ Zˆ)(p) àM
(p)
2 ,
où M(p)2 =M2(Q⊗ Zˆ)]p[ × I0(p) .
La relation de distribution (c.f. Lemme 3.14) pour Fc,α,β(κuniv, j) se traduit en terme de
distribution :
Théorème 3.15. Si 1 ≤ j ∈ N, il existe une distribution algébrique
z′Eis,c(κ
univ, j) ∈ Dalg((Q⊗ Zˆ)(p) × (Q⊗ Zˆ),Mcong(Qcycl ⊗O(W )))
vérifiant : soient 0 6= r ∈ Q∗ et (a, b) ∈ Q2 tels que a ∈ Z∗p et vp(r) ≥ 1, on a∫
(a+rZˆ)×(b+rZˆ)
z′Eis,c(κ
univ − j) = r−j ord(r−1a)j−1κuniv(
r
ord(r−1a)
)Fc,r−1a,r−1b(κ
univ, j).
De plus, si γ ∈ Γˆ0(p), on a z′Eis,c(κ
univ, j) ∗ γ = z′Eis,c(κ
univ, j).
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En utilisant le fait que le produit d’une forme modulaire classique et d’une famille p-
adique de formes modulaires est encore une famille p-adique de formes modulaires, on définit
zEis,c,d(κuniv, j) =
1
(j − 1)!
z′Eis,c(κ
univ, j)⊗ zEis,d(j) ∈ Dalg(M
(p)
2 ,M(Q⊗O(W ))).
D’après les constructions dans les théorèmes (3.9) et (3.15), la distribution zEis,c,d(κuniv, j)
possède la propriété suivante :
Proposition 3.16. Si k ≥ 2 et si 1 ≤ j ≤ k − 1, on a
Evk(zEis,c,d(κuniv, j)) = zEis,c,d(k, j).
Démonstration. Il suffit de montrer que
Evk(z′Eis,c(κ
univ, j)) = z′Eis,c(k − j).
Si 0 6= r ∈ Q∗ et (a, b) ∈ Q2 tels que a ∈ Z∗p et vp(r) ≥ 1, on a
Evk(
∫
(a+rZˆ)×(b+rZˆ)
z′Eis,c(κ
univ, j)) = (ord r−1a)j+1−krk−2−jEvk(Fc,r−1a,r−1b(κuniv, j)).
Par ailleurs, on a ord 〈〈c〉〉a
r
=
∏
l ordl
〈〈c〉〉a
r
= ord a
r
et donc
Evk(Fc,r−1a,r−1b(κ
univ, j)) = (ord
a
r
)k−j−1F (k−j)
c, a
r
, b
r
.
Ceci implique que
Evk(
∫
(a+rZˆ)×(b+rZˆ)
z′Eis,c(κ
univ, j)) = rk−j−2F (k−j)
c, a
r
, b
r
=
∫
(a+rZˆ)×(b+rZˆ)
z′Eis,c(k − j).
4 La loi de réciprocité explicite de Kato en famille
4.1 Préliminaire
Dans les deux premiers paragraphes, on rappelle la méthode de Tate-Sen-Colmez utilisée
dans [14]. Ensuite, on établit une version entière de la description explicite de la cohomologie
des représentations analytiques du groupe PKM dans §4.1.3.
4.1.1 L’anneau K+
Soit K+ = Qp{
q
p
} l’algèbre des fonctions analytiques sur la boule vp(q) ≥ 1 à coefficients
dans Qp ; c’est un anneau principal complet pour la valuation vp,K définie par la formule :
vp,K(f) = inf
n∈N
vp(an), si f =
∑
n∈N
an(
q
p
)n ∈ K+.
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Dans la suite, on notera vp au lieu de vp,K ∗. On note K le complété du corps des fractions de
l’anneau K+ pour la valuation vp. Fixons une clôture algébrique K de K. Comme K est un
corps complet pour la valuation vp, on peut prolonger vp sur K à K. On note le groupe de
Galois de K sur K par GK.
Soit M ≥ 1 un entier. On note qM (resp. ζM) une racine M-ième q1/M (resp. exp(2iπM ))
de q (resp. 1). On note FM = Qp[ζM ]. Soit KM = K[qM , ζM ] ; c’est une extension galoisienne
de K. Soit FM = K[ζM ] la sous-extension galoisienne de KM sur K ; la clôture intégrale F+M
de K+ dans FM est K+[ζM ], qui est l’anneau des fonctions analytiques sur la boule vp(q) ≥ 1
à coefficients dans FM . Alors, KM est une extension de Kummer de FM de groupe de Galois
cyclique d’ordre M , dont un générateur σM est défini par son action sur qM :
σMqM = ζMqM .
On note K∞ (resp. F∞, F∞) la réunion des KM (resp. FM , FM) pour tout M ≥ 1. On
note PQp (resp. PQp) le groupe de Galois de QpK∞ sur K (resp. QpK). Le groupe PQp est un
groupe profini qui est isomorphe à Zˆ. De plus, on a une suite exacte :
0→ PQp → PQp → GQp → 0,
et le groupe PQp préserve l’algèbre des formes modulaires M(Q), ce qui permet de définir
une application de localisation GK → PQp → ΠQ.
Fixons M un entier ≥ 1. On note KMp∞ (resp. FMp∞, FMp∞) la réunion des KMpn (resp.
FMpn, FMp∞) pour tous n ≥ 1. On note PKM le groupe de Galois de KMp∞ sur KM . On note
UKM le groupe de Galois de KMp∞ sur FMp∞, qui est isomorphe au groupe Zp, et on note
ΓKM le groupe de Galois de FMp∞ sur KM , qui est isomorphe au groupe Gal(FMp∞/FM). On
a donc une suite exacte :
0→ UKM → PKM → ΓKM → 0.
Soit K
+
la clôture intégrale de K+ dans K. On a une inclusion Qp ⊂ K
+
. On note K+M la
clôture intégrale de K+ dans KM , qui est aussi la clôture intégrale de F+M dans KM .
4.1.2 L’anneau B+dR pour K
+ et ses sous-anneaux
Soit L un anneau de caractéristique 0 muni d’une valuation vp telle que vp(p) = 1 . On
note OL = {x ∈ L, vp(x) ≥ 0} l’anneau des entiers de L. On note OC(L) le complété de OL
pour la valuation vp. On pose C(L) = OC(L)[ 1p ].
Définition 4.1. Soit An = OL/pOL pour tout n ≥ 1 ; alors le système {An} muni de
morphismes de transition An → An−1 définis par l’application de Frobenius absolu xn 7→ xpn
forme un système projectif. On note R(L) sa limite projective
lim
←−
An = {(xn)n∈N|xn ∈ OL/pOL et x
p
n+1 = xn, si n ∈ N}.
Si x = (xn)n∈N ∈ R(L), soit xˆn un relèvement de xn dans OC(L). La suite (xˆ
pk
n+k), converge
quand k tend vers l’infini. On note x(n) sa limite, qui ne dépend pas du choix des relèvements
∗. La restriction de la valuation vp,K à Qp coïncide avec la valuation p-adique vp sur Qp.
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xˆn. On obtient ainsi une bijection : R(L)→ {(x(n))n∈N|x(n) ∈ OC(L), (x(n+1))p = x(n), ∀n}. Si
x = (x(i)), y = y(i) sont deux éléments de R(L), alors leur somme x + y et leur produit xy
sont donnés par :
(x+ y)(i) = lim
j→∞
(x(i+j) + y(i+j))p
j
et (xy)(i) = x(i)y(i).
L’anneau R(L) est un anneau parfait de caractéristique p (i.e. le morphisme x 7→ xp
est bijectif.). On note Ainf(L) l’anneau des vecteurs de Witt à coefficients dans R(L). Alors
Ainf(L) est un anneau p-adique (i.e. un anneau séparé et complet pour la topologie p-adique),
d’anneau résiduel parfait de caractéristique p. Si x ∈ R(L), on note [x] = (x, 0, 0, ...) ∈
Ainf(L) son représentant de Teichmüller. Alors tout élément a de Ainf(L) peut s’écrire de
manière unique sous la forme
∞∑
k=0
pk[xk] avec une suite (xk) ∈ (R(L))N.
On définit un morphisme d’anneaux θ : Ainf(L)→ OC(L) par la formule
+∞∑
k=0
pk[xk] 7→
+∞∑
k=0
pkx
(0)
k .
On note Binf(L) = Ainf(L)[ 1p ], et on étend θ en un morphisme
Binf(L)→ C(L).
On note Bm(L) = Binf(L)/(Kerθ)m. On fait de Bm(L) un anneau de Banach en prenant
l’image de Ainf(L) comme anneau d’entiers.
On définit B+dR(L) := lim←−Bm(L) comme le complété Ker(θ)-adique de Binf(L) ; on le
munit de la topologie de la limite projective, ce qui en fait un anneau de Fréchet. Donc θ
s’étend en un morphisme continu d’anneaux topologiques
B+dR(L)→ C(L).
On peut munir B+dR(L) d’une filtration de la façon suivante : pour i ∈ N, notons Fil
i B+dR(L)
la i-ième puissance de l’idéal Kerθ de B+dR(L).
L’anneau Ainf(L) s’identifie canoniquement à un sous-anneau de B+dR(L), et si k ∈ N, m ∈
Z, on pose
Um,k = pmAinf(L) + (Kerθ)k+1B+dR(L),
alors les Um,k forment une base de voisinages de 0 dans B+dR(L).
Pour simplifier la notation, on note Ainf (resp. Binf et B+dR) l’anneau Ainf(K
+
) (resp.
Binf(K
+
) et B+dR(K
+
)).
Soit q˜ (resp. q˜M si M ≥ 1 est un entier) le représentant de Teichmüller dans Ainf de
(q, qp, · · · , qpn, · · · ) (resp. (qM , · · · , qMpn, · · · )). Si M |N , on a q˜
N/M
N = q˜M .
On définit une application continue ιdR : K+ → B+dR par f(q) 7→ f(q˜) ; ce qui permet
d’identifier K+ à un sous-anneau de B+dR(K
+
). Mais il faut faire attention au fait que ιdR(K+)
n’est pas stable par GK car q˜σ = q˜ζ˜cq(σ) si σ ∈ GK, où cq est le 1-cocycle à valeurs dans Zp(1)
associé à q par la théorie de Kummer.
Posons K˜+ = ιdR(K+)[[t]]. Si M ≥ 1 est un entier, on note K˜+M l’anneau K˜
+[q˜M , ζ˜M ]. On
peut étendre l’application ιdR en un morphisme continu de K+-modules ιdR : K+M → B
+
dR(K
+
)
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en envoyant ζM et qM sur ζ˜M et q˜M respectivement. Alors, on a K˜+M = ιdR(K
+
M)[[t]]. On pose
K˜+Mp∞ =
⋃
n K˜
+[ζ˜Mpn, q˜Mpn].
On définit une application ιdR(K)+-linéaire RM : K˜+Mp∞ −→ K˜
+
M par la formule suivante :
RM : K˜+Mp∞ −→ K˜
+
M
ζ˜aMpn q˜
b
Mpn 7→


ζ˜aMpn q˜
b
Mpn ; si p
n|a et pn|b;
0 ; sinon.
Proposition 4.2. Si M est un entier ≥ 1, alors
(1) H0(GKMp∞ ,B
+
dR) = B
+
dR(K
+
Mp∞).
(2) K˜+Mp∞ est dense dans B
+
dR(K
+
Mp∞).
(3) Si vp(M) ≥ vp(2p), alors RM s’étend par continuité en une application K+-linéaire
RM : B+dR(K
+
Mp∞)→ K˜
+
M qui commute à l’action de GK.
Soit A une Qp-algèbre de Banach et on note A+ l’anneau des entiers de A.
Proposition 4.3. Si vp(M) ≥ vp(2p), si V est une A-représentation de Banach de PKM
possédant une A+-représentation T telle que PKM agisse trivialement sur T/2pT , et si i ∈ N,
alors RM induit un isomorphisme :
RM : Hi(PKM ,B
+
dR(K
+
Mp∞)⊗ˆQpV ) ∼= H
i(PKM , K˜
+
M⊗ˆQpV ).
Démonstration. La démonstration est standard et le lecteur intéressé s’envoie à consulter
[14] section 3.
4.1.3 La cohomologie des représentations du groupe PKM
Soit M ≥ 1 tel que vp(M) = m ≥ vp(2p). Le groupe de Galois PKM de l’extension
KMp∞/KM est un groupe analytique p-adique compact de rang 2, isomorphe à
Pm = {( a bc d ) ∈ GL2(Zp) : a = 1, c = 0, b ∈ p
mZp, d ∈ 1 + pmZp},
et si u, v ∈ pmZp, on note ( 1 u0 ev ) de Pm. La loi de groupe s’écrit sous la forme
(u1, v1)(u2, v2) = (ev2u1 + u2, v1, v2).
Soient Um et Γm les sous-groupes de Pm topologiquement engendrés par (pm, 0) et (0, pm)
respectivement. Ces deux sous-groupes sont isomorphes à Zp. De plus, Um est distingué
dans Pm et on a Pm/Um = Γm. Comme Um et Γm n’ayant pas de H2, la suite spectrale de
Hochschild-Serre nous fournit, si V est une Qp-représentation de dimension finie de Pm, un
isomorphisme
H2(Pm, V ) ∼= H1(Γm,H1(Um, V )) ∼= V/((pm, 0)− 1, (0, pm)− ep
m
).
Soit γ ∈ Pm ; l’image de la fonction analytique αγ : Zp → Pm, αγ(x) = γx est un sous-
groupe à un paramètre. On dira que l’action de Pm sur une Qp-représentation de dimension
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finie V est analytique si pour tout γ ∈ Pm et v ∈ V , la fonction x 7→ γxv =
∑+∞
n=0
(
x
n
)
(γ−1)nv
est une fonction analytique sur Zp à valeurs dans V .
Soit V une Qp-représentation de Pm. Si l’action de Pm sur V est analytique, pour tout
γ ∈ Pm, on peut définir une dérivation ∂γ : V → V par rapport à αγ par la formule :
∂γ(x) = lim
n→∞
x ∗ γp
n
− x
pn
.
En particulier, on note ∂m,i, i = 1, 2, les dérivations par rapport à (pm, 0) et (0, pm) respec-
tivement.
Définition 4.4. On dira qu’une Qp-représentation de dimension finie V de Pm est analytique
si l’action de Pm est analytique sur V .
On a le résultat très utile :
Proposition 4.5. Soit V une représentation analytique de Pm munie d’un Zp-réseau T
stable sous l’action de Pm. Alors, ,
(i) tout élément de H2(Pm, T ) est représentable par un 2-cocycle analytique à un élément
de p2m-torsion près ;
(ii) on a H2(Pm, T ) ∼= T/(∂m,1, ∂m,2 − pm), et l’image d’un 2-cocycle analytique
((u, v), (x, y))→ c(u,v),(x,y) =
∑
i+j+k+l≥2
ci,j,k,lu
ivjxkyl,
avec pi+j+k+lci,j,k,l ∈ T , par cet isomorphisme, est celle de δ
(2)(c(u,v),(x,y)) = p2m(c1,0,0,1−
c0,1,1,0) à un élément de p2m-torsion près.
Démonstration. On dispose des opérateurs ∂i : V → V , i = 1, 2, définis par x ∗ (u, v) = x+
u∂1x+v∂2x+O((u, v)2). Ces opérateurs ont des propriété de dérivations : si x1 ∈ V1, x2 ∈ V2,
où V1, V2 sont des représentations analytiques de Pm, et si i = 1, 2, on a
∂i(x1 ⊗ x2) = (∂ix1)⊗ x2 + x1 ⊗ ∂ix2.
On a les relations suivantes ∂1 = p−m∂um , ∂2 = p
−m∂γm .
La proposition 4.10 dans [14] dit que si V est une représentation analytique de Pm, alors
(i) tout élément de H2(Pm, V ) est représentable par un 2-cocycle analytique ;
(ii)on a un isomorphisme H2(Pm, V ) ∼= V/(∂1, ∂2 − 1), et l’image d’un 2-cocycle analytique,
((u, v), (x, y))→ c(u,v),(x,y) =
∑
i+j+k+l≥2
ci,j,k,lu
ivjxkyl,
sous cet isomorphisme est aussi celle de δ˜(2)(c(u,v),(x,y)) = c1,0,0,1− c0,1,1,0 dans V/(∂1, ∂2− 1).
Comme ∂1 et ∂2 − 1 introduissent des dominateurs, ils ne préservent pas T . Par contre,
∂m,1 et ∂m,2 − pm le préservent. La démonstration de la proposition 4.10 dans [14] s’adapte
à une démonstration du théorème ci-dessus. Pour faciliter la lecture, on donne l’idée de la
démonstration ; les détails du calcul se trouvent dans [14].
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(1) Le groupe Pm est de dimension cohomologique ≤ 2. En utilisant la suite spectrale de
Hochschild-Serre, on déduit de la suite exacte 1→ Um → Pm → Γm → 1 :
H2(Pm, T ) ∼= H1(Γm,H1(Um, T )) ∼= T/(um − 1, γm − ep
m
).
Par ailleurs, l’application surjective naturelle
φ : T/(∂m,1, ∂m,2 − pm)→ T/(um − 1, γm − ep
m
)
est un isomorphisme. On en déduit l’isomorphisme H2(Pm, T ) ∼= T/(∂m,1, ∂m,2−pm). Par cet
isomorphisme, il suffit de montrer le point (ii) du théorème et de montrer que l’application
δ(2) : {2-cocycles analytiques} → T
induit une surjection Han,2(Pm, T )→ T/(∂m,1, ∂m,2 − pm) à un élément de p2m-torsion près.
(2) Le calcul délicat dans [14] §4.1, qui montre que l’application
δ˜(2) : {2-cocycles analytiques à valeurs dans V } → V
induit une surjection Han,2(Pm, V )→ V/(∂m,1, ∂m,2−pm), s’adapte à notre cas en constatant
que l’image d’un 2-cocycle analytique à valeurs dans T sous l’application δ˜(2) est dans p−2mT
(c.f. [14, Lemme 4.14]). Plus précisément, si c(u,v),(x,y) =
∑
i+j+k+l≥2 ci,j,k,lu
ivjxkyl est un 2-
cocycle analytique sur Pm à valeurs dans T , on construit un 2-cobord formel d(b(x,y)) tel
que c(u,v),(x,y) − (c1,0,0,1 − c0,1,1,0)uy = db. Notons que b(x,y) ne converge pas sur Pm, mais il
converge si on le restreint à Pm+vp(2p). Par ailleurs, on a la suite exacte d’inflation-restriction,
0→ H2(Pm/Pm+vp(2p), T
Pm+vp(2p))→ H2(Pm, T )→ H2(Pm+vp(2p), T ),
où H2(Pm/Pm+vp(2p), T
Pm+vp(2p)) est un groupe de p2m-torsion. Ceci permet de prouver le
théorème.
4.2 L’application exponentielle duale de Kato en famille
4.2.1 La structure entière de la représentation D1,j,W de Pm
Soient L une extension finie de Qp et OL son anneau des entiers. À un élément µ ∈
D0(Zp, L), on associe une série formelle :
Aµ(T ) =
∫
Zp
(1 + T )zµ,
appelée transformée d’Amice de µ. On a le lemme suivant :
Lemme 4.6. L’application µ 7→ Aµ est une isométrie d’espaces de Banach de D0(Zp, L) sur
E+L = OL[[T ]]⊗Zp Qp.
La transformée d’Amice induit un isomorphisme de familles de représentations de Banach
de D0,ρuniv
j
(W ) sur E+Qp⊗ˆO(W ).
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Lemme 4.7. Soient u, v ∈ pmZp. Si µ est une mesure sur Zp à valeurs dans Qp, l’action de
(u, v) ∈ Pm sur Aµ(T ) induite par celle sur D0,ρuniv
j
(W ) est donne par la formule suivante :
(11) (u, v) · Aµ(T ) = e−vj(1 + T )uAµ((1 + T )e
v
− 1).
L’anneau R+1,L des fonctions analytiques sur le disque vp(T ) ≥ 1, noté par C1 dans
l’exemple 2.3, est un L-Banach pour la valuation vR1 définie par la formule
vR1(f) = inf
n∈N
(vp(bn) + n), si
+∞∑
n=0
bnT
n ∈ R+1,L.
On note R++1,L son anneau des entiers pour la valuation vR1 .
On noteD1 le faisceau de modules de Banach sur l’espace des poids défini par :D1(Wn) =
R+1,Qp⊗ˆO(Wn) pour tout entier n ≥ 1. Comme le O(Wn)-module E
+
Qp
⊗ˆO(Wn) est dense
dans D1(Wn), l’action de Pm sur E+Qp⊗ˆO(Wn) s’étend en une action continue sur D1(Wn).
Ceci nous fournit un faisceau de représentations de Banach sur W , noté par D1,j . On note
D+1,j(Wn) = R
++
1,Qp⊗ˆZpO(Wn)
+ le sous-O(Wn)+-module de Banach de D1,j(Wn), qui est la
structure entière de la O(Wn)-représentation de Banach D1,j(Wn) de Pm.
Lemme 4.8. L’action de Pm sur D1,j(Wn) est analytique pour tout n.
Démonstration. Comme le groupe Pm est un groupe analytique compact de rang 2 engendré
par um = (pm, 0) et γm = (pm, 0), il suffit de montrer que, pour tout f(T ) ∈ D1,j(Wn), la
fonction x 7→ uxmf(T ) (resp. x 7→ γ
x
mf(T )) est une fonction analytique sur Zp à valeurs dans
D1,j(Wn).
Comme γx =
∑+∞
n=0
(
x
n
)
(γ − 1)n pour γ ∈ Pm, on se ramène à estimer la valuation
(γ−1)T i
T i
pour tout i ∈ N et γ = um, γm respectivement. En effet, de la formule (11), on déduit que
pour i ∈ N et γ = um ou γm, la valuation de
(γ−1)T i
T i
est ≥ 1. On donne l’estimation seulement
pour γ = γm et l’estimation pour γ = um se déduit de la même manière.
De la formule (11) pour γm, on a
(γm − 1)T i = ((1 + T )e
pm
− 1)i − T i = T i
(
(
+∞∑
k=1
(
ep
m
k
)
T k−1)i − 1
)
.
On conclut le lemme du fait que la valuation de (
+∞∑
k=1
(
ep
m
k
)
T k−1)i− 1 est ≥ 1 dans D1,j(Wn).
Pour terminer ce paragraphe, on établit les formules pour les actions de ∂m,1 et ∂m,2 sur
D1,j(Wn) pour tout n.
Lemme 4.9. Si f(T ) =
∑+∞
i=0 aiT
i ∈ D1,j(Wn) avec ai ∈ O(Wn), les actions de ∂m,1 et
∂m,2 − p
m sur f(T ) sont données par les formules suivantes :
∂m,1f(T ) = pm log(1 + T )f(T ),
(∂m,2 − pm)f(T ) = pm(
+∞∑
i=1
aii(1 + T )T i−1 log(1 + T ))− pm(j + 1)f(T ).
(12)
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Démonstration. On donne seulement le calcul pour l’action de ∂m,2, et la formule pour l’ac-
tion de ∂m,1 se déduit de la même manière :
∂m,2(T i) = lim
n→∞
(γp
n
m − 1)T
i
pn
= lim
n→∞
(
(1 + T )e
pm+n
− 1
)i
det−j(γp
n
m )− T
i
pn
= lim
n→∞
det−j(γp
n
m )(
i∑
k=0
(
i
k
)
(1 + T )e
pm+nk(−1)i−k)− T i
pn
= −jpmT i + pm log(1 + T )(
i∑
k=0
(
i
k
)
k(1 + T )k(−1)i−k)
= pm
(
i(1 + T )T i−1 log(1 + T )− jT i
)
.
4.2.2 La construction de l’application exp∗Kato,ν
On note K++ = Zp{ qp} l’anneau des entiers de K
+ pour la valuation vp, ainsi que K++
son complété q-adique. On note K++M l’anneau des entiers de K
+
M , qui est l’anneau
{
+∞∑
n=0
anq
n
M ∈ K
+
M : an ∈ FM tel que vp(an) +
n
M
≥ 0},
et on note K++M son complété q-adique, ainsi que K
+
M = K
++
M ⊗Qp.
Rappelons que l’application ιdR : K+ → B+dR; f(q) 7→ f(q˜) identifie K
+ à un sous-anneau
de B+dR. On note K˜
+ = ιdR(K+)[[t]] et K˜+ = ( ̂ιdR(K++)⊗Qp)[[t]], où ̂ιdR(K++) est le complété
q˜-adique de ιdR(K++). De même, on note K˜+M = ιdR(K
+
M)[[t]] et K˜
+
M = (
̂ιdR(K++M ) ⊗ Qp)[[t]].
On a bien
̂ιdR(K++M ) = {
+∞∑
n=0
anq˜
n
M ∈ FM [[q˜M ]] : an ∈ FM tel que vp(an) +
n
M
≥ 0}.
On définit une application θ : K˜+M → K
+
M par réduction modulo t, qui coïncide avec celle
sur K˜+M . On constate que K˜
+
M est la limite projective lim←−n(K˜
+
M/t
n), où les K˜+M/t
n sont des
K+-modules de rang fini munis de la topologie p-adique.
Fixons un ouvert affinoïde Wn de l’espace des poids W pour n ≥ 1 un entier. On a un
isomorphisme O(Wn) ∼= Zp[∆]⊗Cn, où Cn est le sous-anneau de Qp[[T1− 1]] consistant des
fonctions analytiques sur le disque vp(T1 − 1) ≥ 1n et ∆ est un groupe cyclique d’ordre p− 1
engendré par X1. Dans la suite, on identifie O(Wn) avec Zp[∆]⊗ Cn.
Posons D˜ = lim
←−n1
(K˜+M/t
n1)⊗ˆD1,j−2(Wn), qui est une O(Wn)-représentation de Pm. Elle
n’est pas une Qp-représentation analytique. On note D˜+,n1 = ( ̂ιdR(K++M )⊗ˆD
+
1,j−2(Wn)[[t]])/t
n1
le Zp-réseau de (K˜+M/t
n)⊗ˆD1,j−2(Wn) qui est stable sous l’action de Pm. On déduit de la
formule (11) que l’idéal m = (T1−1, T, q˜M) de D˜+,n1 est stable sous l’action de Pm. Ceci nous
permet de définir des Zp-représentations analytiques D˜+,n1,n2 de Pm, pour tous n1, n2 ≥ 1,
D˜+,n1,n2 = ( ̂ιdR(K++M )⊗ˆD
+
1,j−2(Wn)[[t]])/t
n1)/mn2 .
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L’inclusion D˜ ⊂ lim
←−n1
(
(lim
←−n2
D˜+,n1,n2)⊗Qp
)
de Pm-représentations, nous permet de
définir un morphisme :
Hi(Pm, D˜)→ lim←−n1 H
i(Pm, (lim←−n2 D˜
+,n1,n2)⊗Qp)→ lim←−n1
(
(lim
←−n2
Hi(Pm, D˜+,n1,n2))⊗Qp
)
.
Lemme 4.10. Les actions de ∂m,1 et ∂m,2 − p
m sur t et q˜M sont données par les formules
suivantes :
∂m,1(t) = 0,∂m,1(q˜M) =
pmt
M
q˜M ; ∂m,2(t) = pmt, ∂m,2(q˜M) = 0.
Démonstration. Le lemme se déduit d’un calcul direct, qui se trouve dans [14] §5.1.
Proposition 4.11. Si vp(M) = m ≥ vp(2p) et si j ≥ 1, alors l’application
f(qM) 7→ Aνj−2t
j−1f(q˜M)
induit un isomorphisme de K++M ⊗ˆZpO(Wn) sur lim←−n1
(
(lim
←−n2
D˜+,n1,n2/(∂m,1, ∂m,2 − pm))⊗Qp
)
,
où Aνj−2 est la transformée d’Amice de la section globale νj−2 de D0,ρunivj−2 (Wn) ⊂ D1,j−2(Wn).
Remarque 4.12. La section globale νj−2 est la masse de Dirac en 0 (c.f. lemme 2.16). On a
Aνj−2 = 1, mais il faut faire attention que l’action de I0(p) sur D˜
+,n1,n2 n’est pas triviale : si
γ = ( a bc d ) ∈ I0(p), on a Aγνj−2 = Aδ b
a
· κuniv(a) det(γ)2−j , où δ b
a
est la masse de Dirac en b
a
(si γ ∈ Pm, on a a = 1 et donc κuniv(a) = 1).
Pour démontrer la proposition (4.11), on a besoin d’un lemme préparatoire. On définit
une valuation p-adique vp sur FM [∆] par la formule :
vp(x) = inf
0≤n≤p−2
vp(an), si x =
p−2∑
n=0
anX
n
1 avec an ∈ FM .
Alors tous les éléments de D˜+,n1,n2 sont de la forme∑
0≤k,l,r,s
k+l+r≤n2−1;
s≤n1−1
ak,l,r,sT
k(T1 − 1)lq˜rM t
s,
où ak,l,r,s ∈ FM [∆] vérifie vp(ak,l,r,s) + rM + k ≥ 0.
On note Mn1,n2 le sous-Zp-module de D˜
+,n1,n2 des éléments de la forme
∑
0≤l,r,s
l+r≤n2−1;
s≤n1−1
al,r,sAνj−2(T1 − 1)
lq˜rM t
s où ak,r,s ∈ FM vérifie vp(al,r,s) +
r
M
≥ 0.
On constate qu’il n’existe pas d’élément de D˜+,n1,n2 tel que ∂m,1x appartient à Mn1,n2. Par
conséquent, l’application naturelle
φ1 :Mn1,n2 → D˜
+,n1,n2/∂m,1
est injective.
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Lemme 4.13. Le Zp-module Mn1,n2 + ∂m,1D˜
+,n1,n2 contient p2m(n1+1)T D˜+,n1,n2, pour tout
n1, n2 ≥ 1.
Démonstration. D’après le lemme 4.9, on a la formule ∂m,1(T k) = pm log(1 + T )T k et donc
(13) ∂m,1(T kq˜rM t
s) = pmT k log(1 + T )q˜rM t
s + rT k
pm
M
q˜rM t
s+1.
Si x ∈ D˜+,n1,n2, alors x est de la forme
∑
0≤k,l,r,s;
k+l+r≤n2−1;
s≤n1−1
ak,l,r,sT
k(T1 − 1)lq˜rM t
s, avec ak,l,r,s ∈ FM [∆] vérifiant vp(ak,l,r,s) +
r
M
+ k ≥ 0.
Il s’agit de montrer que tous les termes p2m(n1+1)ak,l,r,sT k(T1 − 1)lq˜rM t
s, où k ≥ 1 et ak,l,r,s ∈
FM [∆] satisfait vp(ak,l,r,s) + rM + k ≥ 0, sont dans ∂m,1D˜
+,n1,n2.
(i) Si r = 0, la formule (13) s’écrit alors sous la forme :
∂m,1(ak,l,0,sT k(T1 − 1)lts) = pmak,l,0,sT k(T1 − 1)l log(1 + T )ts.
Par ailleurs, on a log(1+T ) = T (1+
∑+∞
i=1
(−T )i
i+1
). On constate que 1+
∑+∞
i=1
(−T )i
i+1
est inversible
dans D˜+,n1,n2 et on note son inverse par g(T ).
Supposons que x ∈ T D˜+,n1,n2. Comme vp(ak,l,0,s)+k ≥ 0, on a vp(ak,l,0,s)+m+k−1 ≥ 0 ;
ceci implique que
y =
∑
0≤l,s;1≤k;
k+l≤n2−1;
s≤n1−1
pmak,l,0,sT
k−1(T1 − 1)lts
appartient à D˜+,n1,n2 et on a ∂m,1(yg(T )) = p2mx.
(ii) Dans la suite, on suppose que r 6= 0. On démontrera le lemme dans ce cas par
récurrence descendante sur s.
Si s = n1 − 1, la formule (13) s’écrit alors sous la forme :
∂m,1(ak,l,r,sT k(T1 − 1)lq˜rM t
s) = pmak,l,r,sT k(T1 − 1)l log(1 + T )q˜rM t
s.
On en déduit que ∂m,1D˜+,n1,n2 contient tous les termes pmak,l,r,sT k(T1−1)lq˜rM t
s avec s = n1−1
et k ≥ 1 ; et donc tous les termes p2mak,l,r,sT k(T1 − 1)lq˜rM t
s avec s = n1 − 1 et k ≥ 1.
Fixons s0 un entiers tel que 0 < s0 ≤ n1 − 2. Supposons que Mn1,n2 + ∂m,1D˜
+,n1,n2
contient tout les termes p2m(n1−s+1)ak,l,r,sT k(T1− 1)lq˜rM t
s avec s ≥ s0 + 1. Il s’agit à montrer
que Mn1,n2 + ∂m,1D˜
+,n1,n2 contient tout les termes xk,l,r,s = p2m(n1−s+1)ak,l,r,sT k(T1 − 1)lq˜rM t
s
avec s = s0 et k ≥ 1.
Comme vp(ak,l,r,s) + rM + k ≥ 0 avec k ≥ 1, on a vp(ak0,l,r,s) +
r
M
+m+ k− 1 ≥ 0 et donc
yk,l,r,s0 = p
m+2m(n1−s0)ak,l,r,s0T
k−1(T1 − 1)lq˜rM t
s0 appartient à D˜+,n1,n2. Par récurrence, on a
tyk,l,r,s0 ∈Mn1,n2 + ∂m,1D˜
+,n1,n2.
De la formule (13), on a :
∂m,1(y) =p2m(n1−s0+1)ak,l,r,s0T
k−1(T1 − 1)l log(1 + T )q˜rM t
s0 +
rpm
M
q˜rMyt
=xk,l,r,s0g(T ) +
rpm
M
q˜rMyt.
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On en déduit que le lemme est vrai pour les termes avec s = s0.
Corollaire 4.14. Si n1, n2 sont deux entiers ≥ 1, le conoyau Coker φ1 de φ1 est un Zp-module
de p2m(n1+1)-torsion.
On revient à la démonstration de la proposition (4.11).
Démonstration de la prop. (4.11). Comme on a
(14) (∂m,2 − pm)(Aνj−2 q˜
r
M t
s) = pm(s− j + 1)Aνj−2 q˜
r
M t
s,
le Zp-module Mn1,n2 est stable sous l’action de ∂m,2 − p
m. Donc l’application φ1 induit une
application injective, que l’on note encore par φ1,
φ1 :Mn1,n2/(∂m,2 − p
m)→ D˜+,n1,n2/(∂m,1, ∂m,2 − pm).
En plus, on déduit du corollaire (4.14) que son conoyau est un Zp-module de p2m(n1+1)-torsion.
Si n1 ≥ 1, on note
(K++M ⊗ˆZpO(Wn)
+)n1 = (K
++
M ⊗ˆZpO(Wn)
+)/(T1 − 1, qM)n1 .
Pour tout n1 ≥ j + 1, on dispose d’une application φ0 : (K++M ⊗ˆO(Wn)
+)n2 → Mn1,n2 en
envoyant f(qM) sur f(q˜M)tj−1Aνj−2, qui est une injection. De la formule (14) pour s = j−1,
on déduit que φ0 induit une application injective, notée encore par φ0,
φ0 : (K++M ⊗ˆO(Wn)
+)n2 →Mn1,n2/(∂m,2 − p
m).
En composant avec l’application φ1, on obtient une application injective
φ = φ1 ◦ φ0 : (K++M ⊗ˆO(Wn)
+)n2 → D˜
+,n1,n2/(∂m,1, ∂m,2 − pm),
En prenant la limite projective sur n2, on obtient une injection
K++M ⊗ˆO(Wn)
+ → (lim
←−n2
D˜+,n1,n2/(∂m,1, ∂m,2 − pm)) pour n1 ≥ j − 1.
Il ne reste qu’à montrer la surjectivité de
K++⊗ˆO(Wn)→ (lim←−n2 D˜
+,n1,n2/(∂m,1, ∂m,2 − pm))⊗Qp.
Cela se ramène à montrer que les applications
lim
←−n2
φ0 : K++⊗ˆO(Wn)→ (lim←−n2 Mn1,n2/(∂m,2 − p
m))⊗Qp
et
lim
←−n2
φ1 : (lim←−n2 Mn1,n2/(∂m,2 − p
m))⊗Qp → (lim←−n2 D˜
+,n1,n2/(∂m,1, ∂m,2 − pm))⊗Qp
sont surjectives. La surjectivité de lim
←−n2
φ0 découle de la formule (14) et celle de lim←−n2 φ1
découle du lemme précédent qui dit que, pour tout n1 > j + 1, le conoyau de φ1 est de
p2m(n1+1)-torsion.
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En composant les applications obtenues dans les paragraphes précédents, on obtient le
diagramme suivant :
H2(GKM ,B
+
dR⊗ˆD1,j−2(Wn))
H2(PKM ,B
+
dR(K
+
Mp∞)⊗ˆD1,j−2(Wn))
(1)
OO
(2) //
exp∗
Kato,ν

H2
(
PKM , D˜
)
(3)

lim
←−n1
(
(lim
←−n2
H2(PKM , D˜
+,n1,n2))⊗Zp Qp
)
(4)

K++M ⊗ˆZpO(Wn) lim←−n1
(
(lim
←−n2
(D˜+,n1,n2/(∂m,1, ∂m,2 − pm))⊗Zp Qp
)
,∼=
(5)oo
où
• l’application (1), d’inflation, est injective car (B+dR)
GKMp∞ = B+dR(K
+
Mp∞) et GKMp∞ agit
trivialement sur D1,j−2(Wn) ;
• (2) est l’isomorphisme induit par "la trace de Tate normalisée" RM (c.f. prop. 4.3 ) ;
• (3) est l’application naturelle induite par la projection ;
• (4) est l’isomorphisme de la proposition 4.5 car D˜+,n1,n2 est analytique pour tout
(n1, n2) ;
• (5) est l’inverse de l’isomorphisme dans la proposition 4.11.
On définit l’application exp∗Kato,ν en composant les applications (2), (3), (4), (5).
4.3 Application à la famille de systèmes d’Euler de Kato
Dans ce paragraphe, on montrera le théorème 1.6. Soient M ≥ 1 tel que vp(M) ≥
vp(2p) et A =
(
α β
γ δ
)
∈ Γ0(p) avec α, β, γ, δ ∈ {1, · · · ,M}. On note ψM,A = 1A+MM2(Zˆ)
la fonction caractéristique de A +MM2(Zˆ). C’est une fonction invariante sous l’action de
GKM . Par ailleurs, la distribution zKato,c,d(νj) appartient à H
2(GKM ,Dalg(M2(Q ⊗ Zˆ)
]p[ ×
I0(p),D1,j−2(Wn))). Alors, on a∫
ψM,AzKato,c,d(ν) ∈ H2(GKM ,D1,j−2(Wn))
et on note son image dans H2(GKM ,B
+
dR(K
+
Mp∞)⊗ˆD1,j−2(Wn)) par zM,A. Pour montrer le
théorème (1.6), il suffit de prouver :
Proposition 4.15. Pour toute paire (M,A) ci-dessus, on a
exp∗Kato,ν(zM,A) =
M−2j
(j − 1)!
ord(
α
M
)j−1κuniv(
M
ord(α/M)
)Fc,α/M,β/M(κuniv, j)E
(j)
d,γ/M,δ/M .
Pour démontrer ceci, nous aurons besoin d’écrire un 2-cocycle explicite représentant zM,A
et le suivre à travers les étapes de la construction de l’application exp∗Kato,ν .
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4.3.1 Construction d’un 2-cocycle
Rappelons que notre famille de systèmes d’Euler de Kato est construite selon le même che-
min que celui du système d’Euler de Kato classique. Ceci nous permet d’utiliser la construc-
tion d’un 2-cocycle explicite pour le système d’Euler de Kato classique dans [14], ce qui
est reliée à la construction du système d’Euler de Kato, sauf que on doit transféfer l’action
de groupe à droite en celle à gauche. On expose le résultat ci-dessous, et renvoie le lecteur
intéressé à [14] §5.2 pour les détails de la construction.
Soient Λ1,Λ2 deux G-modules à gauche. Si x1 ∈ Λ1, x2 ∈ Λ2 et σ, τ ∈ G, on définit un
élément {x1 ⊗ x2}σ,τ := ((τσ − σ) ◦ x1 ⊗ ((σ − 1) ◦ x2)) ∈ Λ1 ⊗ Λ2. Un cocycle explicite, qui
présente l’image de zM,A dans H2(PKM , K˜
+
M⊗ˆD1,j−2,W ), est donné comme suit :
Théorème 4.16. Si on note
log(σ,τ)(
a0 b0
c0 d0
) = {log ((c2− < c >)θ(q˜pn, q˜a0M ζ˜b0M))⊗ log ((d2− < d >)θ(q˜pn, q˜c0M ζ˜d0M ))}σ,τ ,
zM,A peut se représenter par le 2-cocycle
(σ, τ) 7→ lim
n→+∞
p−2n
∑
A
(a0 b0
c0 d0
)νj
log(σ,τ)(
a0 b0
c0 d0
),
la somme portant sur l’ensemble
U (n) := {(a0, b0, c0, d0) ∈ {1, · · · ,Mpn}4|a0 ≡ α, b0 ≡ β, c0 ≡ γ, d0 ≡ δ mod M}.
4.3.2 Passage à l’algèbre de Lie
On utilise les techniques différentielles pour calculer l’image du 2-cocycle
(σ, τ) 7→ lim
n→+∞
p−2n
∑
A
( a0 b0
c0 d0
)νj
log(σ,τ)(
a0 b0
c0 d0
),
obtenu dans le théorème ci-dessus, dans K+M⊗ˆO(Wn) par l’application exp
∗
Kato,ν . Plus préci-
sément, cela se fait comme suit :
Recette 4.17. Si n1 > j+1, on définit une application res
(k)
ν,j : D˜→ (K
++
M ⊗ˆZpO(Wn))/(qM)
k
en composant la projection D˜ → D˜/tn1 → (lim
←−n2
D˜+,n1,n2/(∂m,1, ∂m,2 − pm)) ⊗ Qp avec
l’inverse de l’isomorphisme dans la proposition 4.11. En prenant la limite projective sur k,
on obtient un morphisme resν,j : D˜→ K++M ⊗ˆZpO(Wn). Si la classe de cohomologie
c = (c(n1,n2)) ∈ lim
←−n1
((lim
←−n2
H2(PKM , D˜
+,n1,n2)⊗Qp)
est représenté par une limite de 2-cocycle analytique (σ, τ) 7→ c(n1,n2)σ,τ sur PKM à valeurs
dans D˜+,n1,n2, alors l’image de c sous l’application (5) est resν,j(p−2mδ(2)(c)), où δ(2) est
l’application définie dans la proposition 4.5.
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Comme le 2-cocycle (σ, τ) 7→ lim
n→+∞
p−2n
∑
( a0 b0c0 d0 )νj log
(σ,τ)(
a0 b0
c0 d0
) obtenu dans le théorème ci-
dessus est la limite de 2-cocycles analytiques à valeurs dans D˜, on peut utiliser les techniques
différentielles pour calculer son image dansK++M ⊗ˆO(Wn) par l’application exponentielle duale
exp∗Kato,ν .
Si f(x1, x2) est une fonction en deux variables, on note D1 ( resp. D2 ) l’opérateur x1 ddx1
( resp. x2 ddx2 ). Si n ∈ N et a, b ∈ Z, on pose f
(n)
a,b = f(q˜
pn, q˜aM ζ˜
b
M). Du développement limité
du terme de (u, v)f (n)a,b = f(q˜
pn, q˜aM ζ˜
au+bev
M ) en u et v, on déduit que :
(15) ∂m,1f
(n)
a,b =
apmt
M
D2f
(n)
a,b et ∂m,2f
(n)
a,b =
bpmt
M
D2f
(n)
a,b ,
ce qui joueront un rôle dans les démonstrations du lemme 4.18 et 4.20 ci-dessous.
Lemme 4.18 ([14] Lemme 5.15). On note δ(2)a0,b0,c0,d0 = δ˜
(2)
({
log
(
rcθ
(n)
a0,b0
)
⊗ log
(
rdθ
(n)
c0,d0
)}
σ,τ
)
.
On a
δ
(2)
a0,b0,c0,d0
=
(a0d0 − b0c0)t2
M2
·D2 log
(
rcθ
(n)
a0,b0
)
·D2 log
(
rdθ
(n)
c0,d0
)
.
D’après le lemme 4.9, on a les formules suivantes pour ∂m,1 et ∂m,2 sur A( a b
c d
)νj
:
Lemme 4.19. On a les formules suivantes :
∂m,1(A( a b
c d
)νj
) = pm log(1 + T )A
( a b
c d
)νj
,
∂m,2(A( a b
c d
)νj
) = pm(
b
a
log(1 + T )− j)A
(a b
c d
)νj
.
(16)
Démonstration. Ce lemme est une traduction du lemme 4.9. On donne seulement le calcul
pour ∂m,2 : on note γ = ( a bc d ) et on a
∂m,2(Aγνj ) =∂m,2(κ
univ(a) det(γ)−j
+∞∑
k=0
(
b
a
k
)
T k)
=κuniv(a) det(γ)−j
+∞∑
k=0
(
b
a
k
)
k(1 + T )T k−1 log(1 + T )
=
b
a
κuniv(a) det(γ)−j
+∞∑
k=1
(
b
a
− 1
k − 1
)
(1 + T )T k−1 log(1 + T )
=
b
a
κuniv(a) det(γ)−j(1 + T ) log(1 + T )(1 + T )
b
a
−1 =
b
a
log(1 + T )Aγνj .
Lemme 4.20. Si s ≥ j+1 et a, b, c, d ∈ Z, alors, dans lim
←−n1
(
(lim
←−n2
(D˜+,n1,n2/(∂m,1, ∂2 − 1))⊗Zp Qp
)
,
on a
A
( a b
c d
)νj
tsf
(n)
a,b g
(n)
c,d =
(ad− bc)ts+1
aM(j + 1− s)
A
( a b
c d
)νj
· f
(n)
a,b ·D2g
(n)
c,d .
37
Démonstration. On en déduit que
(a(pm − ∂m,2) + b∂m,1)(A( a b
c d
)νj
tsf
(n)
a,b g
(n)
c,d )
=
(
a(j + 1− s)pmtsf (n)a,b g
(n)
c,d − p
m (ad− bc)t
s+1
M
f
(n)
a,b D2g
(n)
c,d
)
A
( a b
c d
)νj
,
est nul dans lim
←−n1
(
(lim
←−n2
(D˜+,n1,n2/(∂m,1, ∂m,2 − pm))⊗Zp Qp
)
, pour s ≥ j + 1.
Corollaire 4.21. On a
resν,j
(
A
( a0 b0
c0 d0
)νj
δ
(2)
a0,b0,c0,d0
)
=
κuniv(a0)
aj−10 M
j+1(j − 1)!
·D2 log(rcθ
(n)
a0,b0
) ·Dj2 log(rdθ
(n)
c0,d0
)
Démonstration. D’après le lemme 4.18 et le lemme 4.20, on a
A
(a0 b0
c0 d0
)νj
· δ
(2)
a0,b0,c0,d0
=A
(a0 b0
c0 d0
)νj−2
(a0d0 − b0c0)−1
M2
·D2 log
(
rcθ
(n)
a0,b0
)
·D2 log
(
rdθ
(n)
c0,d0
)
=M−1−j
(a0d0 − b0c0)j−2tj+1
aj−10 (j − 1)!
A
( a0 b0
c0 d0
)νj
·D2 log
(
rcθ
(n)
a0,b0
)
·Dj2 log
(
rdθ
(n)
c0,d0
)
.
D’autre part, on a A
( a0 b0
c0 d0
)νj−2
= (1 + T )
b0
a0 (a0d0 − b0c0)2−jκuniv(a0). Le corollaire se déduit
de la définition de resν,j.
On rappelle le fait que Dr2 log
(
rcθ
(n)
a0,b0
)
= c2Er(x1, x2)−crEr(x1, xc2), noté par Ec,r(x1, x2).
Si b ≡ β mod M et d ≡ δ mod M , on a ζbM = ζ
β
M et ζ
d
M = ζ
δ
M . Donc par le corollaire 4.21
et le calcul que nous avons fait, on obtient :
exp∗Kato,ν(zM,A) =
M−1−j
(j − 1)!
lim
n→∞
∑
a0≡α[M ]
c0≡γ[M ]
1≤a0,c0≤Mpn
η(a0)a
1−j
0 Ec,1(q
pn, qa0Mζ
β
M)Ed,j(q
pn, qc0Mζ
δ
M).
Enfin, on utilise le lemme suivant pour terminer le calcul :
Lemme 4.22. Si 1 ≤ r ∈ N et c, d ∈ Z∗p, on a
(1)
∑
c0≡γ[M ]
1≤c0≤Mpn
Ej(qp
n
, qc0Mζ
δ
M) = E
(j)
γ/M,δ/M , et
∑
c0≡γ[M ]
1≤c0≤Mpn
Ed,j(qp
n
, qc0Mζ
δ
M) = E
(j)
d,γ/M,δ/M ;
(2)
lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
κuniv(a0)a
1−j
0 Ec,1(q
pn, qa0Mζ
β
M)
=M1−j ord(
α
M
)j−1κuniv(
M
ord(α/M)
)Fc,α/M,β/M(κuniv, j).
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Démonstration. Le (1) est montré dans [14] lemme 5.17 ; on ne montre que le (2) dans la
suite. On remarque que la limite dans (2) est une limite p-adique. La démonstration se divise
en deux parties : la première consiste à comparer les séries de Dirichlet formelles associées
aux q-développements de ces familles de formes modulaires p-adiques et la deuxième consiste
à comparer les termes constants de ces deux familles.
(i) (Comparaison de deux séries de Dirichlet formelles) On se ramène à montrer que
la série formelle associée à lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
κuniv(a0)a
1−j
0 E1(q
pn, qa0Mζ
β
M) et celle associée à
M1−j ord( α
M
)j−1κuniv( M
ord(α/M)
)F˜α/M,β/M (κuniv, j) sont les mêmes.
D’après la proposition 3.7, on a :
E1(qp
n
, qa0Mζ
β
M) = E
(1)
a0/Mpn,β/M
(qp
n
) = F (1)a0/Mpn,β/M(q
pn).
Donc :
lim
n→∞
∑
a0≡α[M ]
1≤a0≤Mpn
κuniv(a0)a
1−j
0 E1(q
pn, qa0Mζ
β
M) = limn→∞
∑
a0≡α[M ]
1≤a0≤Mpn
κuniv(a0)a
1−j
0 F
(1)
a0/Mpn,β/M
(qp
n
).
Soit F (1)a0/Mpn,β/M(q) =
∑
m∈Q+ bmq
m. La série de Dirichlet formelle
∑
m∈Q+
bm
ms
, à coeffi-
cients dans Qcycl, associée à F (1)a0/Mpn,β/M(q) vérifie la relation suivante :
∑
m∈Q+
bm
ms
= ζ(a0/Mpn, s)ζ∗(β, s)− ζ(−a0/Mpn, s)ζ∗(−β, s).
Donc la série de Dirichlet formelle à coefficients dans Qcycl associée à F (1)a0/Mpn,β/M(q
pn) satis-
fait :
∑
m∈Q+
bm
(pnm)s
= p−ns
∑
m∈Q+
bm
ns
= p−ns(ζ(a0/Mpn, s)ζ∗(β/M, s)− ζ(−a0/Mpn, s)ζ∗(−β/M, s)).
(17)
Soit
∑
m∈Q+ Am,nm
−s la série de Dirichlet formelle à coefficients dans Qcycl ⊗ O(W ) as-
sociée au q-développement de
∑
a0≡α[M ]
1≤a0≤Mpn
κuniv(a0)a
1−j
0 F
(1)
a0/Mpn,β/M
(qp
n
).
Alors, de la formule (17), on obtient :
∑
m∈Q∗+
Am,n
ms
=
pn−1∑
i=0
∞∑
k=0
(
κuniv(α + iM)(α + iM)1−j
(kpn + a0
M
)s
ζ∗(β/M, s) + κuniv(−1)(−1)2−j ·
κuniv(−α− iM)(−α − iM)1−j
(kpn − α
M
+ (pn − i))s
ζ∗(−β/M, s)).
(18)
Dans la suite, on donne les calculs pour le terme κ
univ(α+iM)(α+iM)1−j
(kpn+
a0
M
)s
ζ∗(β/M, s) ci-dessus, et
le terme restant se calcule de la même manière :
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∑
a0≡α[M ]
1≤a0≤Mpn
κuniv(a0)a
1−j
0 p
−nsζ(a0/Mpn, s)ζ∗(β/M, s)
=
∑
a0≡α[M ]
1≤a0≤Mpn
κuniv(a0)a
1−j
0 p
−ns
+∞∑
k=0
1
(k + a0
Mpn
)s
ζ∗(β/M, s)
=
∑
a0≡α[M ]
1≤a0≤Mpn
+∞∑
k=0
κuniv(a0)a
1−j
0
(kpn + a0
M
)s
ζ∗(β/M, s).
(19)
En prenant la limite p-adique de la formule (18) et en utilisant le fait (p, α) = 1, on a :
lim
n→∞
∑
m∈Q∗+
Am,n
ms
= lim
n→∞
(
∑
α
M
≤α˜< α
M
+pn
α˜≡ α
M
mod Z
κuniv(Mα˜)(Mα˜)1−j
α˜s
ζ∗(β/M, s)
+ κuniv(−1)(−1)2−j ·
∑
− α
M
<α˜≤− α
M
+pn
α˜≡− α
M
mod Z
κuniv(Mα˜)(Mα˜)1−j
α˜s
ζ∗(−β/M, s)).
C’est la même série de Dirichlet formelle associée au q-développement de (c.f. la formule
(7) pour le q-développement de F˜α/M,β/M (κuniv, j))
M1−j ord(
α
M
)j−1κuniv(
M
ord(α/M)
)F˜α/M,β/M (κuniv, j)
.
(ii)(Comparaison de termes constants) On rappelle que la mesure µc sur Zp dont sa
transformée d’Amice est c
2
T
− c
(1+T )c−1−1
, satisfait les relations :
∫
Zp
(xα/M )kµc = − ord(α/M)k(c2ζ(
α
M
,−k)− c1−kζ(
〈〈c〉〉α
M
,−k));
∫
pnZp
(xα/M )kµc = − ord(α/M)k(c2ζ(
α
pnM
,−k)− c1−kζ(
〈〈c〉〉α
pnM
,−k)).
(20)
On constate que le terme constant de la série à gauche de la relation voulue est la somme de
Riemann
lim
n→+∞
∑
a0≡α[M ]
1≤a0≤Mpn
κuniv(a0)a
1−j
0 (c
2ζ(
a0
pnM
, 0)− cζ(
〈〈c〉〉a0
pnM
, 0)),
et donc il se traduit en l’intégration p-adique
M1−j ord(
α
M
)j−2κuniv(
M
ord(α/M)
)
∫
Zp
κuniv(xα/M )(xα/M )2−jµc.
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On en déduit que le terme constant de la série à gauche de la relation voulue est
M1−j ord(
α
M
)j−2κuniv(
M
ord(α/M)
)ω(0α/M)2−jζp,c(κuniv, α/M).
Ceci permet de conclure.
En appliquant ceci à exp∗Kato,ν(zM,A), on obtient
exp∗Kato,ν(zM,A) =
1
(j − 1)!
M−2j ord(
α
M
)j−1κuniv(
M
ord(α/M)
)Fc,α/M,β/M(κuniv, j)E
(j)
d,γ/M,δ/M .
Ceci termine la démontration du théorème 1.6.
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