Abstract-In this paper, we consider a wireless cooperative network with a wireless-powered energy harvesting (EH) relay. The relay employs a time switching (TS) policy that switches between the EH and data decoding (DD) modes. Both energy and data buffers are kept at the relay to store the harvested energy and decoded data packets, respectively. In this paper, we derive static and dynamic TS policies that maximize the system throughput or minimize the average transmission delay. In particular, in the static policies, the EH or DD mode is selected with a pre-determined probability. In contrast, in a dynamic policy, the mode is selected dynamically according to the states of data and energy buffers. We prove that the throughput-optimal static and dynamic policies keep the relay data buffer at the boundary of stability. More specifically, we show that the throughput-optimal dynamic policy has a threshold-based structure. Moreover, we prove that the delay-optimal dynamic policy is threshold-based and keeps at most one packet at the relay. We notice that unlike the static case, the delay-optimal and throughput-optimal dynamic policies coincide in most cases. Finally, through extensive numerical results, we demonstrate the efficiency of the optimal dynamic policies compared with the static ones.
I. INTRODUCTION

E
NERGY harvesting (EH), a technology to collect energy from the surrounding environment, has received considerable attention as a sustainable solution to prolong the lifetime of wireless networks under energy constraints. EH technology is especially appealing in networks with low-cost batterypowered devices, e.g., wireless sensor networks [1] . Unlike battery-powered networks, EH wireless networks potentially have an unlimited lifetime, thanks to the unlimited energy supply in the environment. Thus, with a relatively low cost, a set of EH relay nodes can be overlaid on an existing non-EH network to enhance the performance and quality of service (QoS).
In addition to conventional harvestable energy sources such as solar, wind, and thermal energy, ambient RF waves have emerged as a source of energy for wireless EH (WEH) nodes. Since radio waves carry both information and energy, simultaneous wireless information and power transfer (SWIPT) has been actively studied in [2] , [3] , which assume that a WEH node can decode information and harvest energy simultaneously from the same radio signal. However, due to practical hardware and circuit limitation, a radio signal that has been used for energy harvesting may not be reused for data decoding [4] . Correspondingly, time-switching (TS) protocols, which switch between EH and data decoding (DD) modes, have been studied in single-antenna point-to-point channels [5] , in two-user MIMO interference channels [6] , and in amplify-and-forward [7] , [8] and decode-and-forward [9] , [10] relaying networks.
In this paper, we focus on a three-node cooperative wireless network with a WEH relay and a direct link between source and destination. The WEH relay uses a TS protocol to switch between the EH and DD modes. The decisions for being in the DD and EH modes are taken at the beginning of the time slots. In the DD mode, the relay decodes each transmitted source packet and then, if no ACK message is broadcast by the destination, the relay stores the decoded packet in its data buffer. In the EH mode, the relay does not decode any packet and only harvests energy from the ambient RF waves, e.g., incoming source packets or co-channel interference [5] , to replenish its energy buffer. For such a system, we aim to find the optimal TS policies that maximize the system throughput or minimize the average end-to-end transmission delay. In an EH node with data and energy buffers, the data and energy arrival processes should be balanced such that the desired longterm performance metrics are satisfied. For instance, in an EH node with non-RF energy sources, the energy arrival rate is determined by the environment. Then, to preserve the stability of the data buffer, the energy demand rate, indicated by the data arrival rate and the transmission power, should be less than or equal to the energy arrival rate [11] . Likewise, when satisfying a delay constraint, the distribution of the data interarrival time should also be managed in addition to the data arrival rate [12] - [14] . In a WEH node with TS-based receiver, the data and energy arrival processes are coupled to each other 2473-2400 c 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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due to switching between DD and EH circuits in time. Then, the TS policy can balance the arrival processes to data and energy buffers by taking the proper switching decisions. Note that when the TS policy switches to the EH mode, the arrival of data packets is suspended and the energy arrivals become possible. Likewise, when the DD mode is selected, the data arrival is resumed and the energy arrival is suspended. If the switching decisions are not designed carefully at the relay, the energy may be harvested in extra amounts, or an undesirable amount of data may be backlogged in the data buffer. Each of the mentioned phenomena degrades the performance of the relaying. In this paper, we aim to optimize the performance of such a relaying system and derive the optimized TS policies.
To tackle this challenge, we propose a quasi-birth-death (QBD) process to analyze the throughput and delay as a function of the TS policy. Optimal static and dynamic TS policies are then derived for throughput maximization and delay minimization, respectively. The main contributions of this paper are summarized as follow:
• We derive optimal static TS policies, in which the modes are selected based on a pre-determined probability regardless of the states of the buffers. We prove that the throughput-optimal static policy is the one that keeps the data buffer at the WEH relay at the boundary of stability. Furthermore, the delay-optimal static policy is obtained by analyzing an underlying QBD process. We also derive the necessary and sufficient condition under which the non-cooperation policy is delay-optimal.
• We derive optimal dynamic TS policies, where the modes are selected dynamically based on the states of the data and energy buffers. We prove that both the throughput-optimal and delay-optimal policies are threshold-based in terms of the status of the energy buffer. Moreover, the delay-optimal dynamic policy is the one that keeps at most one packet in the data buffer. Interestingly, we observe that the throughput-optimal and delay-optimal dynamic TS policies are the same in most cases. However, this is not the case for static TS policies. By simulations, we validate our analyses and compare the performance of the optimal static and dynamic policies in different conditions.
A. Related Works
In [7] - [10] , [15] , the maximum achievable throughput of the source is derived in WEH cooperative networks that adopt a TS policy at the relay. However, none of them include a data buffer at the relay. In fact, the information decoded by the relay in a time slot may not be transmitted immediately afterwards, because the energy harvested in a slot may not be sufficient. Thus, a data buffer is necessary at the relay, so that the packet can be stored until enough energy is harvested. Continuous and discrete time EH are investigated in [7] and [8] , respectively. In continuous time EH, the energy required for transmission in each slot is harvested in a variable portion of the same slot, while in discrete time EH, the whole slot is dedicated to either EH or data transmission. These two schemes are compared in [15] . In [9] , the relay harvests energy from interference signals and source transmissions in a continuous EH manner. The authors in [10] considered discrete EH in a network with multiple relays, where all relays cooperate with each other to transmit the information of the source. In [16] , [17] , a selected set of relays cooperate to transmit the data of the source while all relays are equipped with finite energy storage. The authors of [16] and [17] propose centralized and distributed relay selection schemes, respectively, to minimize the source outage probability.
The delay performance of cooperative networks with EH relays has been considered in [12] , [13] , [18] - [20] . In [12] , [13] , [18] , the average transmission delay in a wireless network with cooperative EH relay(s) is minimized. The relay, however, harvests energy from the environmental resources instead of RF waves, and thus the arrival processes of data and energy buffers are not correlated. The authors in [19] minimize the transmission completion time of a fixed amount of data backlogged at the source in a cooperative network with multiple WEH relays. They optimize the transmission order and time allocation between the source and relays to minimize the transmission time of the limited backlogged data. In contrast, the source is continuously backlogged in our scenario. Thus, unlike [19] , the data buffer at node R may become unstable due to applying an inappropriate TS policy. In [20] , the authors derive the optimal offline and online policies for delay and power minimization under a deadline constraint, when the EH relay is equipped with finite data and energy buffers. In contrast, in this paper, we optimize the long-term performance metrics, e.g., the average transmission delay of the packets while preserving the stability of the data buffer at the relay node.
The authors in [14] , [21] investigate scenarios in which the WEH nodes are equipped with data and energy buffers and empowered by a power source (PS) in a TS manner. In particular, the PS transfers energy to the nodes wirelessly in a fraction of each time frame. Then, in the rest of the frame, the nodes transmit data in the uplink. In [14] , [21] , the data is generated at the data queues of the nodes independently and is not affected by the wireless power transfer protocol, i.e., the data arrival process at the nodes is independent of the energy arrival process. In [22] , the authors consider a two-hop cooperative network in which the source communicates with the destination through a WEH relay, equipped with data and energy buffers. Then, the optimal TS policy is derived to maximize the source throughput, while limiting the average delay. In [22] , there exists a trade-off between the throughput and the average delay, i.e., higher throughput is achieved at higher delays, since there is not a direct link between the source and destination. The authors employ the Lyapunov optimization to characterize the existing trade-off, while guaranteeing the stability of the data and energy queues. In our scenario, there is a direct link between the source and destination. We show that in this case, the throughput and delay-optimal dynamic policies can be achieved at the same time in most practical situations.
The rest of the paper is organized as follows. In Section II, we introduce the system model, the underlying QBD process, and the desired performance metrics. Section III presents the derivation of optimal static policies. Section IV discusses how we find the optimal dynamic policies. Section V presents the numerical results. Finally, Section VI concludes the paper. Also, the notations are introduced in Table I .
II. SYSTEM MODEL
A. Network Scenario
We consider a three-node cooperative wireless network comprised of a source (S), a relay (R), and a destination (D) node, as shown in Fig. 1(a) . All nodes are within the transmission range of each other. Suppose that nodes S and D are battery-powered and node S is infinitely backlogged, i.e., it has always a packet to transmit. On the other hand, node R is an energy harvesting (EH) node, which harvests its energy from ambient RF waves, e.g., source transmissions, an RF energy source or interference signals, and is able to store the harvested energy in a rechargeable battery. Suppose that node R is equipped with one antenna and two different circuits, one for EH and the other for DD. Thus, node R can only transmit data packets, receive data packets, or harvest energy at a particular time. Node R may relay the data packets of the source, but it does not have its own traffic. The data and energy buffers at node R are denoted by Q d and Q e , respectively. While the data buffer is assumed to have infinite size, we assume that the energy buffer size is finite due to the finite battery capacity in practice. The assumption of infinite data buffer is to facilitate the stability analysis of the data buffer. The assumption is reasonable when the buffer is sufficiently large in practice. We consider slotted time and each time slot is further divided into two equal subslots. Moreover, the channel between node X and node Y (X, Y ∈ {S, R, D}), i.e., the channel X-Y, is a block fading one, i.e., it remains constant during each slot. However, the channel states are not known at node R and the TS policy is designed based on the average values of the packet detection probabilities. In this regard, p det XY denotes the average packet detection probability of the channel X-Y. p det XY depends on the physical parameters, e.g., transmission power of node X, modulation and coding scheme at node X, channel X-Y distribution, the distances, etc. In Section V, we consider practical block fading channels and derive p det XY by considering different physical parameters. The transmission strategies of nodes S, R and D are described as follows.
Node S: Node S transmits a data packet in the first subslot of each time slot and remains silent in the second subslot. If it receives an ACK from either node R or node D in the first subslot, then the current packet is removed from its buffer, and it will transmit a new packet in the next time slot. Otherwise, the current packet will be retransmitted in the next time slot.
Node D: Upon receiving a data packet successfully, it broadcasts an ACK message. Otherwise, it broadcasts a NACK message.
Node R: At the beginning of each slot, node R decides whether to operate in the DD mode or EH mode. When operating in the DD mode, node R decodes the packet of node S in the first subslot. When node R successfully decodes a packet in the DD mode, it listens to the ACK message from node D. If an ACK is received at the end of the first subslot, node R infers that the packet is successfully decoded at node D and discards the packet. On the other hand, if an ACK is not received, node R stores the packet in its data buffer, Q d , and sends an ACK to node S. When operating in the EH mode, node R harvests energy from an ambient RF power source in the first subslot. In either mode, node R transmits in the second subslot when it has at least one data packet in its data buffer and enough energy units backlogged in its energy buffer. In this case, we say that node R is active.
Suppose that node R consumes K units of energy to transmit a data packet. The data packets are transmitted on a first-come first-serve (FCFS) basis. If a packet is not transmitted successfully in a slot, it will remain at the headof-line of the data buffer and be retransmitted in a following time slot whenever there exists at least K energy units in the energy buffer.
A realization of the transmission strategies of the nodes is illustrated in Fig. 2 , where q d and q e denote the number of data packets and energy units in the data and energy buffers, respectively, at the beginning of a time slot. Suppose that there are initially two energy units stored in Q e , K = 4, and p det SR = 1. As shown in Fig. 2 , node R is in the DD mode in the first slot. Upon hearing NACK in the first subslot, node R stores the received source packet in Q d and transmits an ACK. However, due to the lack of energy, it cannot transmit the packet in the second subslot. In the second slot, node R switches to the EH mode, harvests enough energy in the first subslot, and transmits the backlogged source packet successfully in the second subslot. In the third slot, node R remains in the EH mode to harvest more energy. Finally, it switches to the DD mode in the forth slot, receives a source packet, and transmits it successfully in the same slot.
The energy harvested in each slot is a continuous variable. However, for the sake of queuing analysis, we assume that the energy is harvested in discrete amounts called energy units. Let Γ be the random variable denoting the number of energy units harvested in a slot when node R is in the EH mode. Also, define γ m = Pr {Γ = m}. In Section V, we discretize a practical continuous EH profile to derive the probability mass function of Γ, i.e., γ m . Note that the stochastic nature of Γ is due to the randomness in wireless channels. Also, by the assumption of block fading channels, Γ is independently and identically distributed over different slots. In the case of practical channel models, e.g., Rayleigh, the harvested energy is proportional with the wireless channel gain and has an exponential distribution. Then, the probability of harvesting large amounts of energy is very low. Thus, we truncate the distribution of the harvested energy and assume that there is a maximum number of energy units that can be harvested in a slot. In fact, we assume that γ m = 0 for m > b max , i.e., b max is the maximum number of energy units that can be harvested in a slot.
It is worth mentioning that in our work, we consider a network-layer scenario, where the relay transmits fixed-size packets with a specified power. The transmission power in such a scenario (e.g., ∼0dBm in a wireless sensor node [23] ) is generally higher than the power harvested from RF waves at each slot, which ranges from a few microwatts to a few hundreds of microwatt [24] . This is because the RF waves are severely attenuated due to the path loss and fading. Moreover, a small fraction of the power emitted by a wireless power source at a specific distance can be collected at the antenna of a typical wireless device, e.g., a sensor node. Thus, it is reasonable to assume that b max ≤ K . Furthermore, we confirm the validity of this assumption by considering real EH profile for our simulations in Section V and comparing the analytical and simulation results. In addition, we assume that the size of the energy buffer, i.e., N, is large enough to store the energy needed for at least two transmissions, i.e., N ≥ 2K. This assumption is also valid in scenarios where the capacity of the energy buffer (e.g., rechargeable battery) is not very small. Other than being realistic, the two assumptions, N ≥ 2K and b max ≤ K , enables us to analytically express the throughput-optimal and delay-optimal transmission policies at node R.
B. Mode Selection and the Underlying QBD Process
Define the system state at the beginning of each time slot by an ordered-pair (q d , q e ). At each slot, based on the current state, node R switches to either the DD or EH mode. The system state evolves according to a Markov chain and is modeled by a QBD process shown in Fig. 3 . According to the convention, the first entry of system state denotes the level of the QBD and the second entry denotes its phase [28] . There are an infinite number of levels and a finite number of phases in the QBD, corresponding to our assumption on infinite data buffer size and finite energy buffer size. Moreover, transitions occur between the states only within the same or adjacent levels. This corresponds to our assumption that at most one data packet arrives at or departs from Q d at each slot.
Let α s denote the probability of switching to the DD mode at state s. Moreover, M − ij and M ij represent the probabilities that the number of data packets decreases by one and remains unchanged, respectively, in the second subslot, while the energy state changes from i to j, given that Q d is backlogged at the beginning of the second subslot. M − and M are derived in (32) and (33), respectively. Likewise, the energy state in the first subslot changes according to the transition matrix T in (34), given that node R selects EH mode. Then, the transition probability from a state in the first level of the QBD, i.e., (0, i), to other states (l, j), denoted by P 0i→lj , is derived as (please refer to Appendix A for more details)
where I is the identity matrix. Furthermore, define B − ij and B ij to be the probabilities that the number of data packets decreases by one and remains unchanged in the second subslot, respectively, and the energy buffer state changes from i to j in a slot, given that node R selects EH mode in the first subslot and the data buffer at node R is backlogged at the beginning of the second subslot. In particular, B = T × M and B − = T × M − . Then, the transition probability from state s = (l, i) to state (l , j ) (l > 0), represented by P li→l j , is written as
(2)
C. Throughput and Average Transmission Delay
In this subsection, we define two performance metrics, namely, source throughput and average transmission delay. In particular, source throughput, denoted by λ S , is defined as the rate at which the packets are successfully detected at node D. By the assumption that node S is infinitely backlogged, λ S can be derived as
where p a R is the probability that node R is active, i.e., it has at least one data packet and K energy units backlogged at the beginning of the second subslot.
Likewise, the average transmission delay is defined as the average time from the moment a packet becomes head-of-line (HoL) at node S until it is successfully detected at node D. Consider node R, i.e., its data queue and its server, as well as the server of node S as a queueing system shown in Fig. 1(b) . The reason we consider these components as a queueing system is that the source packets receive their service either from the server of node S, in the case of being successfully transmitted via the direct link, or from both servers of node S and node R, in the case of being relayed. In the latter case, the packets may wait at Q d and then, be served by the server of the relay. Hence, the average transmission delay of the source packets, denoted by τ , corresponds to the average waiting time of the packets at the aforementioned queueing system, and can be derived according to the Little's Law [31] as
where q d is the average number of data packets at node R. Here, the average number of packets in the aforementioned queueing system is equal to q d +1, because node S is infinitely backlogged and thus, always has one packet in its server. Moreover, the arrival rate to the queueing system is equal to the throughput λ S when the system is stable, i.e., the arrival and departure rates are equal. It is worth to mention that the policies achieving the maximum throughput and minimum delay, respectively, are not necessarily the same. To see this, note that the source throughput is maximized when p a R is maximized. That is, the probability that the data buffer Q d is backlogged and the energy buffer Q e has at least K energy units is maximized. However, this does not necessarily minimize q d , the average number of data packets backlogged at node R. The throughput-optimal and delay-optimal TS policies are derived in subsequent sections.
III. OPTIMAL STATIC POLICIES
Under a static TS policy, node R selects an operation mode with a fixed probability irrespective of the states of the data and energy buffers. That is, α s = α ∀s, where α s was defined in Section II-B. In this section, we derive the optimal α that maximizes the throughput and minimizes the average transmission delay, respectively.
A. Throughput-Optimal Static Policy
We first give the definition of the boundary of stability as follows.
Definition 1: According to [32] , Q d is stable if and only if its arrival rate is equal to its departure rate. Then, when applying a static (dynamic) policy at node R, the boundary of stability of Q d is defined as the data arrival rate such that if it is increased by any > 0, no static (dynamic) policy can be found to stabilize Q d , i.e., at any static (dynamic) policy, the arrival rate at Q d becomes greater than the departure rate.
By the following lemmas, we prove that the throughputoptimal static policy is the policy that keeps Q d , the data buffer at node R, at the boundary of stability.
Lemma 1: p a R is an increasing function of α when Q d is stable.
Proof: Define λ id and λ od to be the arrival and departure rates at Q d , respectively. Then
When Q d is stable, its arrival rate is equal to its departure rate, i.e., λ id = λ od . Thus, from (5), p a R is derived as
which is obviously an increasing function of α. Lemma 2: The blocking probability of the energy buffer Q e , denoted by p b , is zero if and only if Q d is at the boundary of stability or unstable.
Proof: We first prove the "if" part. When Q d is at the boundary of stability or unstable, there is always a packet in Q d . In fact, the arrival process at Q d is Bernoulli since in static policy α s = α ∀s and thus, similar to a Geo/G/1 queue, Q d will be always backlogged at the boundary of stability. Now, to show that the blocking probability is zero, we first show that q e ≤ N − K when Q d is always backlogged. To this end, let q e denote the number of energy units at the beginning of the second subslot. If q e < K , no transmission happens and thus, q e = q e < K . Moreover, due to our assumption N ≥ 2K (see Section II-A), we have K ≤ N − K. Thus, we conclude that q e < K ≤ N −K . On the other hand, if K ≤ q e ≤ N , a packet is transmitted since Q d is backlogged and enough energy is available. Therefore, we have q e = q e − K ≤ N − K . This completes the proof of q e ≤ N − K . Now, observe that by our assumption b max ≤ K , at most K energy units are harvested in the first subslot and thus, no blocking occurs.
Next, we prove the "only if" part by contradiction. Let λ ie denote the energy arrival rate after blocking at the energy buffer. Likewise, define λ oe to be the departure rate from Q e . Then, we have
where E (Γ) is the average of Γ. Now, suppose
implying that λ oe and λ ie are decreasing functions of α. Note that a transmission attempt of a data packet at node R consumes K energy units at the same time. Thus, a decrease in λ oe is equivalent to a decrease in the data departure rate, i.e., λ od . On the other hand, due to stability, the arrival and departure rates at 
From (5), (7), and (8), we have
According to Lemma 2, p b = 0 when Q d is unstable. Thus, it can be seen from (9) that p a R is decreasing with α when Q d is unstable.
In the following proposition, we derive the optimum α that maximizes the throughput, represented by α T , and show that it keeps Q d at the boundary of stability.
Proposition 1: The throughput-optimal static policy keeps Q d at the boundary of stability. In addition, α T is given by
Proof: Lemmas 1 and 3 show that p a R increases with α when Q d is stable and decreases with α when Q d is unstable. Thus, the maximum of p a R , which leads to the maximum throughput according to (3) , is attained by carefully setting α so that Q d is at the boundary of stability. Now, in order to derive α, which keeps Q d at the boundary of stability, i.e., α T , we use (6) and (9) . From these equations, α is written in terms of p b as in the following
The above equation holds when Q d is stable including the boundary of stability. Indeed, according to Lemma 2, p b = 0 at the boundary of stability. Therefore, (10) is obtained.
B. Delay-Optimal Static Policy
It is interesting to note that the relay cooperation may degrade the average transmission delay in some cases. For example, this may occur when p det RD < p det SD since in this case, the packets experience a worse channel when being relayed. In this subsection, we first introduce the necessary and sufficient condition for the non-cooperation policy to be delay-optimal. Here, the non-cooperation policy refers to the one that sets α = 0. That is, the relay never decodes a packet, and therefore never helps to relay a packet. Then, we derive the optimal α that minimizes the average transmission delay, denoted by α D , when the non-cooperation policy is not optimal. Note that the average delay, τ , derived in (4), and the average queue length, q d , are functions of the DD probability, α, i.e., we have τ = τ (α) and q d = q d (α). However, we drop α whenever it is clear from the context.
Lemma 4:
The non-cooperation policy is delay-optimal, i.e., α D = 0, if and only if
where D R (α) denotes the average system delay (comprised of queueing delay and transmission time) at node R when the DD probability is α. Note that the transmission time of a packet at node R starts from the moment it becomes the headof-line packet in the data buffer (Q d ) and terminates when it is successfully transmitted. Moreover, α T is the throughputoptimal DD probability, derived in (10) . Proof: According to Little's law, we have
. Then, substituting (5) for λ id , we have
Moreover, since Q d is stable (otherwise, q d and thus, τ is infinite), λ id = λ od . Thus, from (3), (5), λ S can be written as
Substituting (14) for the denominator of (13), we have
The non-cooperation policy, i.e., α = 0, is delay-optimal if and only if τ (α) ≥ τ (0) for any stabilizing α > 0, i.e.,
By some mathematical manipulation, the above equation holds if and only if
Remark 1: Suppose that D R , the average system delay at node R, is an increasing function of α, or equivalently the data arrival rate at Q d , i.e., λ id in (5). This is a valid assumption in a queue with general data arrival and service time processes, given that the average service time of the packets does not decrease with the arrival rate [31] . This condition is satisfied in our scenario since by increasing the arrival rate, the EH rate at node R decreases, implying that the average service time does not decrease. Then, the inequality in (12) 
is a necessary and sufficient condition for the non-cooperation policy to be delay-optimal. If the condition in (12) does not hold, then the delay-optimal DD probability is positive (α D > 0). In particular
where τ is written as in (15) 
Since D R is increasing in terms of α (see Remark 1), we have dD R dα > 0. Moreover, Q d acts like a Geo/G/1 queue since the data arrival process at Q d is Bernoulli and the service time is general. Thus, its average delay, D R , is a convex function of the arrival rate (refer to P-K formula in [31] ), i.e., Derive τ (a 1 ) and τ (b 1 ) from QBD process 8 :
end while 10: end if which is not possible. In this regard, we use an off-the-shelf numerical method for convex optimization, i.e., golden section search [29] , as detailed in Algorithm 1, to solve (18) . This algorithm shrinks the interval which contains the optimal point, in each iteration, by evaluating τ at the interval extreme points. In order to evaluate τ at a given α, we derive the corresponding q d , (see (4)), using the related QBD process. Let π l denote the stationary probability vector of the l-th level of the QBD process, i.e., the states (l , q e ), where q e ∈ {0, 1, . . . , N }. Then, we have q d = ∞ l=0 l π l 1, where 1 is the all-one vector. On the other hand, by setting α s = α ∀s, the related QBD process becomes homogeneous and thus, we have π l = π 0 R l , according to [28] , where R 1 is a matrix related to the QBD process. Therefore, q d is written as
Note that π l and R are computed using some iterative algorithms in [28, Th. 8.3 .1], which employ the transition probabilities of the QBD process. Since these transition probabilities, derived in Section II-B, are functions of α, we conclude that q d is also a function of α.
IV. OPTIMAL DYNAMIC POLICIES
In this section, we derive the throughput-optimal and delayoptimal dynamic policies. In a dynamic policy, the mode selection decisions are made at the beginning of each slot based on the states of the data and energy buffers, i.e., s. Unlike the static policy, α s is not necessarily the same for different states. Thus, the underlying QBD is not homogeneous in general.
A. Throughput-Optimal Dynamic Policy
Define {α s } s∈S to be a dynamic policy, where S is the set of all possible states at node R. Let α s = s∈S p s α s denote the average DD probability corresponding to the dynamic policy α s , where p s is the probability of node R being in state s at the beginning of a slot under policy α s . Note that Lemmas 1-3 still hold in the dynamic case by replacing α with α s , because all equations in these lemmas are based on average arrival and departure rates. The only part that needs revision, is the proof of "if" part in Lemma 2. In this proof, we have assumed that when Q d is at the boundary of stability or unstable, it is always backlogged. Then, we have proved p b = 0. However, in the dynamic case, the data and energy arrivals can be controlled at each state. Thus, Q d is not necessarily backlogged at the boundary of stability. In other words, it can be empty in some slots at the boundary of stability (as will be shown in Proposition 2). Thus, in Lemma 6, we reprove the "if" part of Lemma 2 for the dynamic case. Consequently, based on Lemmas 1-3, we can conclude from Proposition 1 that the throughput-optimal dynamic policy also keeps Q d at the boundary of stability. Then, α s corresponding to the throughput-optimal dynamic policy is equal to α T in (10).
Lemma 6: If Q d is at the boundary of stability, then p b = 0. Proof: Note that we derived (11) in Proposition 1 from the balance between the arrival and departure rates at Q d and Q e , assuming the stability of Q d (i.e., from (5)- (9)). Thus, (11) is applicable for any stabilizing dynamic policies α s . That is, we have
where p b is the blocking probability under policy α s . Now, we prove the lemma by contradiction. Suppose that there exists a dynamic policy α s that keeps Q d at the boundary of stability with blocking probability
since according to (21) , α s is decreasing with p b . On the other hand, α s | p b =0 = α T , according to Proposition 1. Thus, we have α s < α T . Now, note that α s corresponds to the boundary of stability, when a dynamic policy is applied at node R. Thus, regarding the definition of the boundary of stability in Section III-A, for the average DD probabilities greater than α s , equivalent to the greater data arrival rates at node R, we cannot find a dynamic policy which stabilizes Q d . However, α T , where α T > α s , corresponds to the throughput-optimal static policy, according to Proposition 1, i.e., a state-independent dynamic policy that keeps the data buffer at the boundary of stability. This is a contradiction. Next, we prove that the throughput-optimal dynamic policy is a simple threshold-based policy.
Proposition 2: The following threshold-based policy is a throughput-optimal policy
for all choices of e th ≤ N − b max + 1. Consequently, α T s = s∈S p s α T s = α T , where p s is the probability of state s under policy α T s . Proof: The policy described in (22) allows at most one data packet to be backlogged at node R at a time since for s = (1, q e ), we have α T s = 0, i.e., node R remains in the EH mode after a packet is stored. Thus, Q d is always stable. Now, if p b = 0 under α T s in addition, then α T s keeps Q d at the boundary of stability according to Lemma 2. To show p b is indeed 0 under α T s , we show that it is zero in different states as follows. s = (0, q e ), q e < e th : Here, node R is in the EH mode. Also, from q e < e th and e th ≤ N − b max + 1, we have q e ≤ N − b max . No blocking occurs in this case since at most b max energy units can be harvested in the EH mode. s = (0, q e ), q e ≥ e th : Node R is in the DD mode. No energy is harvested and thus, no energy units are blocked. Therefore, the blocking probability is zero in this case. s = (1, q e ): Node R is in the EH mode. Moreover, when s = (1, q e ) at the beginning of a slot, the data buffer Q d is definitely backlogged in the second subslot of the previous slot since no packet enters Q d in the second subslot. Using this fact, similar to the proof of the "if" part in Lemma 2, we have q e ≤ N − K . Then, the blocking probability is zero at state (1, q e ) since at most b max ≤ K energy units can be harvested in the EH mode.
Therefore, we have proved that under policy α T s , Q d is stable and p b = 0. According to Lemma 2, α T s keeps Q d at the boundary of stability and thus, is throughput-optimal, i.e.,
It is worth noting that the throughput-optimal policy described in (22) is not unique. For example, when b max = 1, any e th leads to the optimal throughput. In essence, adopting different e th in the range [0, N − b max + 1] leads to the same optimal throughput, albeit different idle time intervals at node R, i.e., the intervals node R waits till q e exceeds e th .
B. Delay-Optimal Dynamic Policy
According to (4), the average transmission delay in a dynamic policy is τ (α s ) =
, where α s denotes the applied policy at node R. Moreover, using (13) and (14) in the case of dynamic policy, τ (α s ) can be written similar to (15) as 
where 0 ≤ β ≤ 1. In Appendix B, we have proved thatα s (β) is a strictly increasing continuous function of β. On the other hand, for the extreme values β = 0 and β = 1, we havê α s (0) = 0 andα s (1) = α T , respectively, where the second equality is written since when b max = 1,α s (β) with β = 1 is throughput-optimal, according to Proposition 2. Thus, any
In the following, we denote this unique β by β = β(α). Now, we prove that among all policies with the same average DD probability α,α s (β) with β = β(α) minimizes τ . That is,α s (β(α)) = argmin{τ (α s ) | α s = α}, where τ (α s ) is derived in (23) . Note that for the policies with the same average DD probability α s = α, the minimization of τ (α s ) in (23) is equivalent to the minimization of D R (α s ). D R is the average queueing delay plus the average transmission time of the packets at the relay. On the one hand, the average queueing delay is zero underα s (β) since the packets are received only when q d = 0. On the other hand, all packets have the same average transmission time underα s (β) since they observe full energy buffer upon their arrival and the fixed EH mode during their transmission time. Thus, D R = t N , where t N denotes the average transmission time of a packet under policyα s (β). Now, observe that t N is the minimum transmission time that can be experienced by a packet at node R. This is due to the fact that by observing full energy buffer upon the arrival and fixed EH mode during the transmission time, a packet benefits from the maximum possible energy for its initial transmission as well as probable retransmissions. Therefore, D R and consequently τ is minimized underα s (β) with β = β(α) given a fixed average DD probability α.
So far, we have determined the structure of the delayoptimal policy at the given α s = α, which isα s (β) with β = β(α). Now, it remains to find the optimal α or equivalently the optimal β = β(α), which minimizes τ (α s (β)). In the following, we show that τ (α s (β)) is a decreasing function of β. Then, we conclude that the optimal β is 1 and consequently, the optimal α is α T . Thus, the proposition is proved.
Replacing
and then
As mentioned before, it is proven in Appendix VI that
When α or α s tends to 0, the average interarrival time of the packets at node R, which is 1/λ id , goes to infinity almost surely, according to (5) . In this case, the data buffer becomes empty and the energy buffer becomes fully backlogged before arrival of a new packet at Q d . Thus, the packet is transmitted immediately upon its arrival at node R. Moreover, Node R remains in the EH mode during the packet transmission time since
The proof is completed here. It is worth noting that regarding (22) and (24), we deduce that for b max = 1, the delay-optimal dynamic policy is also throughput-optimal.
The above proposition describes the delay-optimal policy if b max = 1, which is a threshold-based policy. The structure of the delay-optimal policy when b max > 1 is more complicated. Nevertheless, by giving intuitions, we derive some properties of the delay-optimal policy. Similar to the case b max = 1, for a given α, the average delay is minimized by minimizing D R , according to (23) , i.e., the average queueing delay plus the average transmission time of the packet. The average transmission time of a packet will be less if no other packet is received during its transmission. Because, in this case all slots are dedicated to the EH mode, and thus, the maximum possible energy is harvested for transmission of the packet. Moreover, no packet is queued at node R. Thus, the queueing delay is zero. Therefore, it is deduced that for a given α s , a delay-optimal policy should receive a packet after successfully transmitting the current packet, i.e., it keeps at most one packet at node R. Consequently, the delay-optimal policy, i.e., the policy corresponding to the optimal α s , has the same property. Now we focus on the threshold-based policies with the structure as in (22) since these policies keep at most one packet at node R.
Our numerical results show that in a policy with a structure similar to (22) and for a typical EH profile (e.g., exponential distribution), α s or equivalently the throughput, λ S , increases by decreasing e th from N to N − b max + 1. This is intuitively due to the fact that by decreasing e th , node R will be in the DD mode in more higher energy levels and thus, less energy units are blocked, i.e., p b decreases. Consequently, by decreasing p b , α s increases according to (21) . On the other hand, by increasing α s , the arrival rate to Q d and as a result the average delay at node R, D R , increases, according to Remark 1. Since both the nominator and the denominator in (23) increase, there is a chance that τ decreases as e th is decreased from N to N − b max + 1. However, such a phenomenon does not happen when e th is decreased less than N − b max + 1. Because in this case, α s remains constant and equal to α T , according to Proposition 2. However, D R in (23) does not decrease since some of the packets are transmitted at lower initial energy levels. Therefore, τ does not decrease, implying that e th < N − b max + 1 cannot be a choice for delay-optimal policy. Based on this observations, we guess the structure of the delay-optimal policy for the case b max > 1 in the following conjecture.
Conjecture 1: If the cooperation is helpful, i.e.,
for some β ∈ [0, 1] and e th ∈ {N − b max + 1, . . . , N }.
We now propose an algorithm to find the optimal values of β and e th . Consider the Markov chain related to α D s in (28) . The corresponding transition probabilities are written as in (1) and (2) 
where π (i,j ) is the steady state probability of state (i, j).
In (29), α(e th , β) is the expected value of α under the policy (28) . In (30), the first term accounts for the slots in which Q d is empty in the first subslot. However, it gets backlogged in the second subslot since node R switches to the DD mode, receives a packet successfully (with probability (1 − p det SD )p det SR ), and stores it at Q d , in the first subslot. Likewise, the second term stands for the slots in which Q d is backlogged from the beginning of the slot. To find optimal e th and β, the following minimization is solved 
where
and (23).
We prove in Appendix VI that τ (α D s ) is a convex function of β. Then, we can use the golden section search method in Algorithm 2 to find the optimum value of β for a given e th . Meanwhile, the optimum value of e th is derived by exhausive search in {N − b max + 1, . . . , N }. Table II summarizes the throughput-optimal and delay-optimal static and dynamic policies.
It is worth mentioning that if N is large enough compared to b max , the average transmission time of the packets that are received in the energy states between N − b max + 1 and N do not vary considerably (i.e., they are approximately equal to t N ) and thus, D R = t N . Therefore, by replacing D R = t N in (23) and taking the first derivative, we have
(please refer to Proposition 3). Thus, in order to minimize τ , e th should be chosen such that α s or equivalently the throughput is maximized, i.e., e th = N − b max + 1, according to Proposition 2. Hence, in this case, the throughputoptimal policy, equivalent to e th = N − b max + 1 and β = 1 
Compute τ (e th , β 1 ) and τ (e th , β 1 ) from QBD process 7: if τ (e th , β 1 ) < τ(e th , β 1 ) then β = β 1 . Otherwise, β = β 1 .
8:
end while 9: if τ (e th , β) ≤ τ min , then τ min = τ (e th , β)
10:
e th = e th − 1 11: end while in (28) , is a good approximation for the delay-optimal policy. This has been confirmed by numerical results in the next section.
V. NUMERICAL RESULTS
In this section, we validate our analysis through numerical simulations. We also compare optimal dynamic and static policies to investigate the advantages of dynamic policies over the static ones in different conditions.
A. Simulation Setup
We consider practical channel models and then derive the parameters of our system model, including p det XY (XY ∈ {SD, SR, RD}) and γ m , from the characteristics of the channel models. We assume that the channel S-R is a Rician block fading one due to the existence of line of sight between nodes S and R. However, the channels S-D and R-D are assumed to be Rayleigh block fading ones. Moreover, h XY denotes the coefficient of the channel X − Y (X ∈ {S, R}, Y ∈ {R, D}). Deriving p det XY : As mentioned before, p det XY is the average packet detection probability of the channel X − Y and thus, 1 − p det XY is the corresponding average packet error rate (PER). We use the upper bound presented in [25] for PER in Rayleigh block fading channels. Assuming a BPSK modulation, we can write the mentioned upper bound as 1−e
, where L denotes the packet length in bits and ω XY is the average signal to noise ratio at node Y. Assuming L = 256 bits, we
, where η indicates the path loss exponent, σ is the noise variance, P X denotes the transmission power at node X (X ∈ {S, R}), and E{.} indicates the mean operator. The typical values of the parameters are chosen to be η = 3, σ 2 = −70 dBm,
According to the mentioned typical values, the detection probabilities of the channels S-D and R-D are derived as p det SD = 0.25 and p det RD = 0.88. For the Rician block fading channel S-R, we use simulations to derive the corresponding PER and then, p det SR . In this respect, using the aforementioned setting, we have p det SR = 0.99.
Deriving γ m : We assume that the capacity of the energy buffer is equal to gP S , where g ≥ 0 [27] . Then, each unit of energy is equivalent to = gP S N Joules since the capacity of the energy buffer is divided into N levels. We choose g = 1 and N = 100. Thus, we have = 10 −4 J . Moreover, K = P R = 20 units of energy. We assume that node R harvests its energy from ambient RF waves (e.g., a nearby power source) and the channel node R is harvesting energy from, is a Rician block fading one due to the existence of line of sight. Then, the channel gain has a noncentral-χ 2 distribution with two degrees of freedom. Consequently, the energy harvested in a slot, denoted by T, has the same distribution since it is proportional to the channel gain. Therefore, the cumulative distribution function
where K is the Rice factor and is defined as the ratio of power of the line-of-sight component to the scattered components. Moreover, Q 1 (., .) is the first order Marcum Q-function [26] . Consequently γ m , i.e., the probability of harvesting m energy units in a subslot, is derived as Note that the probability of harvesting greater than K = 20 energy units is very low and thus, our assumption b max ≤ K is a valid assumption. However, for an exact evaluation of our approach, we consider the real EH profile in simulations. Unless otherwise stated, the aforementioned typical values in this section are used in deriving the figures in the following.
B. Simulation and Analytical Results
In Fig. 4 (28) and derive the corresponding α s from (29) . Then, the static policy is evaluated at the same values of α s . Also, note that α (or α s ) can be directly translated to the throughput, according to (14) , i.e., as α increases in horizontal axis of the figures, the throughput increases as well. Thus, α (α s ) corresponding to the endpoints of the curves results in the optimal throughput. The figures show that τ is a convex function of α or equivalently the data arrival rate at node R (see (5)). Moreover, as shown in Fig. 4(a) , when p det RD is low, the number of retransmissions of a packet at node R is so large that the cooperation does not improve the average transmission delay. However, if p det RD is increased to 0.67 and 0.88 as in Fig. 4(b) and 4(c) , cooperation reduces the average transmission delay for a certain range of DD probabilities. In particular, when α < 0.03 in Fig. 4(b) and α < 0.05 in Fig. 4(c) , the performance of the static and dynamic policies are the same. This is due to the fact that at these values of α, no queue is formed yet at node R in the static policy. Thus, its performance is similar to the optimal dynamic policy, which prevents any queue builtup by accepting at most one packet at node R, according to Conjecture 1. In addition, in this case, the delay decreases by increasing α, because more packets are transmitted through the better physical channel (p det RD ). However, when α becomes larger (α > 0.03 in Fig. 4(b) and α > 0.05 in Fig. 4(c) ), the queueing delay at node R in the static policy becomes noticeable, so that an explosive growth in the average transmission delay is observed. This is unlike the optimal dynamic policy that accepts at most one packet at a time and thus, prevents the queue build-up at node R. It is worth noting that in Fig. 4(b) and (c), the throughput-optimal dynamic policy and the delay-optimal dynamic policy are the same. However, when the static policies are deployed, the optimal throughput and delay cannot be attained at the same time. We have also plotted the average delay corresponding to the greedy policy in Fig. 4 , where the greedy policy is defined as the policy in (28) with e th = K and β = 1. In fact, in the greedy policy the relay enters the DD mode as soon as the energy storage exceeds K energy units, when q d = 0, and remains in the EH mode during the service time of a packet. As can be seen in Fig. 4(a) and (b) , when p det RD is relatively low, the greedy policy performs worse than the no-cooperation policy and static policy in some range of DD probabilities. The reason is that on the one hand, the average number of retransmissions at node R is large at low p det RD . On the other hand, since the greedy policy does not store enough energy prior to decoding a packet, the packet has to wait before each (re)transmission till enough energy is accumulated. Moreover, when p det RD increases to 0.88 in Fig. 4(c) , the greedy policy performs better than the static policy in all DD probabilities. However, its average delay is less than optimal average delay in the dynamic policy, i.e., the delay at the endpoints of the dynamic curves.
In Fig. 5 , the optimal average transmission delay of the source packets is plotted versus p det RD in two different values of E {γ m }. For changing p det RD , we have chosen
RD is small, both static and dynamic policies decide not to cooperate due to large transmission delay at node R. However, when p det RD is large, cooperation leads to much better performance than no-cooperation (22% improvement is observed in dynamic policy at p det RD = 1 and Fig. 4 . Average transmission delay of source packets vs. DD probability at the relay node (a) E {γ m } = 2). Moreover, the increase in the energy arrival rate at node R leads to a decrease in the average transmission delay as expected. In Fig. 6 , the optimal average transmission delay is plotted versus the number of energy units needed for transmitting a single packet, i.e., K. For changing K, we have chosen P R ∈ [−30, 6.9] dBm. As can be seen in Fig. 6 , the optimum average transmission delay decreases by increasing K, when K is small (K < 5). In fact, the energy required for a transmission becomes available soon at small K and thus, the value of K is not a bottleneck. However, p det RD is low and thus, a packet should be retransmitted several times. When K is increased in such a condition, p det RD increases in an exponential manner (see formula of p det RD in Section V-A) leading to the considerable decrease in the average number of retransmissions. Thus, the optimum average delay decreases. However, when K is large (K > 5 in Fig. 6 ), the packets wait long in average until the energy is available for transmission and thus, the value of K becomes a bottleneck. On the other hand, p det RD is close to 1 and the average number of retransmissions does not change noticeably with K. Therefore, by increasing K, the average waiting time becomes longer and consequently, the optimum average delay increases.
In Fig. 7(a) , the average DD probability of the policy α T s in (22), i.e., α T s , is plotted versus e th , i.e., the energy threshold to switch to the DD mode. As can be seen, in all values of N, α T s and consequently, the throughput increases by decreasing e th from N to N − b max + 1. However, it remains constant for e th ≤ N −b max +1 as proved in Proposition 2. Note that since the DD probability corresponding to the optimal throughput, i.e., α T in (10), is independent of N, the maximum throughput in all values of N is the same. In Fig. 7(b) , the average delay at node R, i.e., D R , of the policy α D s in (28) is plotted versus e th when β = 1. For simple illustration, we only plotted D R for e th ∈ [N − b max + 1, N ], i.e., for e th ∈ [N − 19, N ]. It can be observed that D R decreases as e th increases. This is due to the fact that at larger e th , the packets are received in higher energy levels, leading to the less average transmission time. Moreover, as can be observed in Fig. 7(b) , the difference between D R at e th = N and e th = N − 19 (the difference between D R at the endpoints of the curves) becomes less as N increases. In sufficiently large N (e.g., N = 200), the difference is negligible, which means that D R remains almost constant for e th ∈ {N −b max +1, . . . , N }. This implies that the average transmission time of a packet does not change considerably when being transmitted at different initial energy levels {N − b max + 1, . . . , N }, i.e., it is approximately equal to t N . Thus, regarding the explanation in the last paragraph of Section IV-B, τ is minimized when α s and consequently, the throughput has its maximum value. This happens when e th = N − b max + 1 and β = 1 in (28), according to Proposition 2. Therefore, in this case, the delay-optimal policy is also throughput-optimal. We also derived the optimal e th in ( 
VI. CONCLUSION
We have derived the throughput-optimal and delay-optimal static and dynamic TS policies in a cooperative network with a WEH relay. We have proved that the throughput-optimal policy is obtained when the data buffer at the relay is at the boundary of stability, where the blocking probability at energy buffer is zero and all the harvested energy is consumed for transmission of data packets. Unlike the static policy, we have proved that the throughput-optimal dynamic policy has a threshold-based structure that keeps at most one data packet at the relay node. The delay-optimal static policy has been derived by analyzing an underlying QBD process. Likewise, we have shown that the delay-optimal dynamic policy is threshold-based. In particular, the policy allows at most one data packet to be backlogged at node R. Our analysis has been validated by extensive simulations, through which have also investigated the performance of the proposed policies under various settings of system parameters. 
otherwise.
The first case in (32) indicates that the transmission occurs in the second subslot only when at least K energy units are available in the energy buffer and then, the number of data packets decreases by one if the transmitted packet is detected at node D with probability p det RD . Also, the first case in (33) states that the number of energy units and data packets does not change in the second subslot if there is not enough energy for transmission. Moreover, according to the second case of (33), a transmission occurs when enough energy is available. However, the number of data packets remains unchanged with probability 1 − p det RD . Finally, T ij is written as
According to the above equation, the number of energy units does not decrease in the first subslot, since node R does not transmit. Also, due to limited capacity of Q e , i.e., N, the energy buffer becomes full if more than N − i energy units arrive when the energy state is i.
APPENDIX B PROOF OF dα
dβ > 0 IN PROPOSITION 3 Consider the Markov chain corresponding to the policŷ α s (β) in (25), in which s = (q d , q e ) ∈ {0, 1}×{0, 1, . . . , N }. The transition probabilities of the mentioned Markov chain can be derived from (1) and (2) by replacing α s withα s (β). Let F denote the corresponding transition matrix such that F q d +qe,q d +q e is the transition probability from state (q d , q e ) to the state (q d , q e ). In fact, by this notation, we have assigned the first N + 1 rows of F to the transition probabilities of the states (0, i) (i ∈ {0, 1, . . . , N }) and the next N + 1 rows to the states (1, i) (i ∈ {0, 1, . . . , N }) . Note that according toα s (β) in (25) , the transition probabilities in F are all independent of β except those in N + 1 th row since they correspond to the transitions from state s = (0, N) to other states. Moreover, these transition probabilities are linear functions of β. Thus, F can be written as F =F + βF, where all entries inF are zero except those in (N + 1) th row. Also, let ν denote the eigenvector of F associated to eigenvalue 1, i.e., νF = ν. Also, we normalize ν such that the N + 1 th coordinate of ν is equal to 1, i.e., ν N +1 = 1. Then, by substituting F =F + βF to νF = ν and taking the second derivative, we have
Here, to verify the second equality we note that by the normalization ν N +1 = 1, we have dν N +1 dβ = 0, i.e., the (N +1) th coordinate of the vector dν dβ is zero. As a result, β dν dβF vanishes since all rows ofF except row N + 1 are zero. Then by (35) the vector d 2 ν dβ 2 is either zero or an eigenvector of F with eigenvalue 1. Assume the latter case. Also, letπ denote the stationary probability vector ofF, i.e.,π =πF. = 0 due to our assumption ν N +1 = 1. On the other hand,π N +1 = 1 sinceF is the transition matrix of the policyα s (β) with β = 0, according to F =F + βF, for which node R always remains in EH mode and thus, the steady state is (0, N). Therefore, we conclude that c = 0. As a result,
dβ 2 = 0 and thus, ν = βa + b, where a N +1 is zero and b N +1 = 1 since ν N +1 = 1. Now, let π be the stationary probability vector of F, i.e., it is an eigenvector of F, where the summation of its entries is equal to one. Also, recall that ν is also an eigenvector of F. Thus, we have π = (28), is a convex function of β. In order to prove the convexity, we should prove the following inequality for any θ ∈ [0, 1] θτ (e th , β 1 ) + (1 − θ)τ (e th , β 2 ) > τ(e th , θβ 1 
where β 1 , β 2 ∈ [0, 1]. The left-hand side of (36) is the average transmission delay in the policy obtained by time sharing between two policies with the same structure as α D s in (28) but different DD probabilities at state (0, e th ), i.e., β 1 and β 2 , respectively. Also, observe that the average DD probability of the time-sharing policy at state (0, e th ) is equal to θβ 1 + (1 − θ)β 2 . The time sharing policy is not necessarily stationary. However, due to the unichain Markovian structure of our problem, a stationary policy exists with the same delay as the delay of time-sharing policy [30] . On the other hand, the right-hand side of (36) is the minimum delay among all stationary policies with the average DD probability θβ 1 + (1 − θ)β 2 at state (0, e th ). Thus, (36) holds.
