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This Doctoral thesis presents research on improving data availability in challenging networking environments
where failures frequently occur. The thesis discusses the data retrieval and transfer mechanisms in
challenging networks such as the Grid and the delay-tolerant networking (DTN). The Grid concept has gained
adaptation as a solution to high-performance computing challenges that are faced in international research
collaborations. Challenging networking is a novel research area in communications.
The first part of the thesis introduces the challenges of data availability in environment where resources are
scarce. The focus is especially on the challenges faced in the Grid and in the challenging networking
scenarios. A literature overview is given to explain the most important research findings and the state of the
standardization work in the field.
The experimental part of the thesis consists of eight scientific publications and explains how they contribute to
research in the field. Focus in on explaining how data transfer mechanisms have been improved from the
application and networking layer points of views. Experimental methods for the Grid scenarios comprise of
running a newly developed storage application on the existing research infrastructure. A network simulator is
extended for the experimentation with challenging networking mechanisms in a network formed by mobile
users. The simulator enables to investigate network behavior with a large number of nodes, and with
conditions that are difficult to re-instantiate.
As a result, recommendations are given for data retrieval and transfer design for the Grid and mobile
networks. These recommendations can guide both system architects and application developers in their work.
In the case of the Grid research, the results give first indications on the applicability of the erasure correcting
codes for data storage and retrieval with the existing Grid data storage tools. In the case of the challenging
networks, the results show how an application-aware communication approach can be used to improve data
retrieval and communications. Recommendations are presented to enable efficient transfer and management
of data items that are large compared to available resources.
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Tässä väitoskirjatyössä tutkitaan tiedon saatavuuteen liittyviä haasteita tietoverkkoissa, joissa virhetilanteisiin
tulee erityisesti varautua. Väitöskirja käsittelee näitä haasteita käyttäen esimerkkeinä hilaverkkojen (Grid)
tallennusjärjestelmiä sekä viivesietoisten tietoverkkojen (DTN) tiedonhaku- ja siirtomenenetelmiä. Hilaverkot
ovat laajalti käytetty teknologia kansainvälisten tiedeyhteisöjen harjoittamassa suurteholaskennassa.
Haastelliset tietoverkot puolestaan ovat uusi tutkimusalue mobiiliviestinnän saralla.
Työn alkuosassa esitetään tiedon saatavuuden ongelma resurssien suhteen niukassa ympäristossä.
Erityisesti keskitytään hilaverkkojen ja haastellisten tietoverkkojen käyttötapauksissa esiintyviin niukkojen ja
epäluotettavien resurssien ongelmaan. Kirjallisuuskatsauksen keinoin selvitetään alan merkittävimmät
tutkimustulokset ja annetaan katsaus tutkimuksen ja standardoinnin nykytilaan.
Työn kokeellisessa osuudessa käsitellään tähän työhön sisältyvät kahdeksan tieteellistä julkaisua, ja
esitetään näihin liittyvää tutkimuksta. Erityisesti täsmennetään, miten tiedonsiirtoa on pystytty tehostamaan
uusin ratkaisuin sekä käyttäjäsovelluksen että verkon (muodostaman systeemin) kannalta. Kokeellisen
osuuden tutkimusvälineinä on käytetty hilaverkkojen tapauksessa olemassa olevaa tutkimusinfrastruktuuria ja
tätä työtä varten tarkoituksellisesti kehitettyä tallennusohjelmistoa. Haasteellisten tietoverkkojen
tutkimuksessa käytetään menetelmänä verkkosimulaatiota, jonka avulla voidaan tarkastella suurienkin
verkkojen käyttäytymistä vaikeasti toistettavissa olosuhteissa.
Tutkimuksen perustella on laadittu suosituksia, joiden avulla tiedonsiirto- ja hallintamenetelmiä voidaan
suunnitella sopiviksi hila- ja mobiiliverkkoympäristöihin. Nämä suositukset auttavat sekä
järjestelmäsuunnittelijoita että sovelluskehittäjiä tulevaisuuden kehitystyössä. Hilaverkkojen tapauksessa
tulokset antavat näyttöjä virheenkorjauskoodien soveltuvuudesta tiedon siirtämiseen ja tallentamiseen
hilaverkkojen tietovarastoissa. Haastellisten tietoverkkojen parissa työn tulokset osoittavat, miten
sovellustason tietoa voidaan käyttää tehostamaan verkkotason toimintaa. Tuloksena esitetään suosituksia
verkon resursseihin nähden suurien tietomäärien tehokkaaseen siirtoon ja hakemiseen.
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1 Introduction
Accessing digital content in the Internet is one of the biggest trends in personal informa-
tion management. Web users frequently consume and create data, such as digital pictures
and web pages, by using their computers and mobile devices. The applications have
evolved so that they commonly access the Internet to provide a richer set of services to
users. The modern mobile applications (for example, Flickr, Facebook, RSS readers), are
geared towards sharing and consuming data in the web, which makes the Internet even
more important source of data than the local resources on the user’s device. This means
that the applications are increasingly dependent on the reliability of the network services
and the availability of the data stored in the services.
At the same time the Internet services experience growth pains as they must reliably serve
increasing amounts of data for a growing number of users. An often-used medication is
to build a distributed system, which shares the work of serving the users between mul-
tiple service elements. However, when the number of required elements increases, it
becomes more likely that some of them are not instantly available [63]. Unavailability
of the elements can be caused, for example, due to a temporal maintenance break, net-
work outage, or a more permanent failure. Thus, building a distributed system requires
mechanisms to cope with both the expected and unexpected failures of the infrastructure
elements. Large storage systems used by the Internet search engine [56] or cloud comput-
ing providers [103] often use duplication to protect against failures. In these scenarios,
the increase in usage usually leads to an increase in income to the service providers, for
example, through online advertisement, and thus the amount of storage resources can
be increased. However, there are many scenarios where the available budget does not
increase in proportion to amount of stored data. In these settings, for example, in scien-
tific data preservation [64], redundancy mechanisms that can ensure data availability with
minimum amount of storage space and minimal cost are needed.
16
This thesis investigates mechanisms to support information access in the presence of fail-
ures and especially in scenarios where hardware is a scarce resource because of a limited
budget. The thesis starts by discussing mechanisms to cope with failures of the storage
elements in the distributed data storage infrastructures. Then, the discussion continues
to cover even more challenging settings, where all network components, including nodes
and links between them, are considered unreliable. Throughout the thesis, two mecha-
nisms have important roles. First, increasing redundancy of data entries enables using
multiple data sources to provide the stored data when part of the service infrastructure
is not available. Second, allowing nodes that are in the proximity of a client to oppor-
tunistically serve data requests increases locality of data access. Thus, in the scope of this
thesis increasing locality decreases dependency on accessing data from pre-determined
and possibly distant locations. Locality is beneficial especially in challenging scenarios
where large part of the infrastructure can become unreachable and content copies in the
proximity of the requesting node may be the only reachable sources for the requested
data. This thesis investigates the first mechanism in large storage infrastructures where
data is spread over multiple storage elements, which can become partially unavailable
over time. The second mechanism is beneficial in even more challenging scenarios where
the network components, including links, are not constantly available and thus the ser-
vice infrastructure is only partially connected. The latter scenario is characterized by
high intensity of failures and high scarcity of resources, thus the proposed mechanisms
cannot rely on any assumptions about resource availability. Instead, they must be able
to benefit even from individual resources that are opportunistically available and can be
reached. Opportunistic network formed between mobile phones carried by human users
is an example of such scenarios.
Practical use cases for the above mechanisms can be found in several areas in the real
world. Large information archives distribute data over multiple data storage elements
in distinct locations to increase reliability and access performance of the storage [3]. A
replication–based approach is commonly used, for example, in large scientific data stor-
ages [95]. Moreover, locality is used in large-scale content distribution systems [97]. For
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example, when a user in Europe is watching a popular sports event from another conti-
nent, a nearby copy in Europe serves as a data source rather than accessing a server in the
other continent. Similar challenges happen, for example, in rural conditions, where the
communication is possible only with the nodes in the local proximity [34] and a close by
data copy can be the only available source to download the data.
The redundancy and locality concepts, which are discussed in this thesis are not en-
tirely new in the distributed systems domain. Intelligent and space efficient redundancy
schemes, for example, a RAID disk array [106] or information dispersal algorithm [115]
have been proposed already in the 1980s and efficient caching mechanisms for the Internet
content in the 1990s [14]. Furthermore, replication and locality are used to serve hundreds
of billions web requests every year in the Internet [97]. Cooperation between the Internet
users has enabled large content access infrastructures, for example, BitTorrent [28], which
use striping of files. Moreover, recent research has proposed re-architecting the Internet
architecture [83, 35] to support data-oriented operation and using redirection to near by
data items, but the work mainly focuses on fixed network settings. This thesis, on the
other hand, investigates data access also for mobile users that have limited network con-
nectivity. While the way the networks are used and deployed evolves constantly, adapting
the network mechanisms to these conditions continues to offer many venues for research.
This thesis covers some of them and focuses especially to scenarios where the resources
are scarce and failures occur frequently.
1.1 Problem Statement
The Internet architecture is designed to support end-to-end communication between nodes
that are well connected by reliable network links. This model is suitable, for example, to a
computer administrator whose task is to operate a mainframe computer through a remote
terminal session. A communication session between the specific endpoints is established
and rapid interaction is required. However, in this model communication happens inside
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an end-to-end session that is unique per user. Sharing of resources is difficult because the
users individually connect to a predetermined service and are served inside a dedicated
sessions per user. Furthermore, when used for data access, the end-to-end session is es-
tablished between the client and a particular location where a copy of the data exists. This
makes the data access dependent on the availability of the particular storage location and
the connection used to reach it. Any failure in the path or end-points can render the data
access impossible.
The dependency on a path to a predetermined location can prevent reaching a particu-
lar resource and is thus especially bad in challenging network conditions where failures
frequently occur. This thesis investigates how to efficiently use the network and stor-
age resources to enable information retrieval in the presence of failures. The discussion
focuses on scenarios where data is once written and later read multiple times by the differ-
ent users. This is a common use case in information retrieval, and helps to limit research
problem because questions related to, for example, simultaneous updates and versioning
can be limited out of scope. Thus, research problem in this thesis can be formulated by
the following two research questions:
How to store data items reliably when storage elements are likely to fail in the system?
This thesis investigates mechanisms for managing the redundancy of data to enable data
retrieval even when part of the system is unavailable. In particular, mechanisms are in-
vestigated that require smaller amount of storage space than the traditional approach that
uses replication. The applicability of the proposed methods is evaluated in two example
storage infrastructures, which are well connected by modern networking infrastructure.
How to access data when connectivity of the network infrastructure is challenged? Chal-
lenged connectivity can be caused, for example, by network partitions or large round trip
times to distant locations. This thesis investigates methods for operating with data so
that the operations can be moved in the network in a semantically self-contained manner.
This enables the storage applications and the supporting infrastructure to benefit from the
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self-contained nature of the data access operations. Then, the ability of network nodes to
interpret the data access operations is used to control redundancy of data items in the net-
work. Fragmentation is introduced to overcome limited transfer capacity of the contacts
forming the network and to enable transferring large data items over scarce communica-
tion resources. Furthermore, mechanisms that enable close by nodes to serve data based
on search terms are investigated. Finally, using partial infrastructure support for web
access and using location awareness to improve response delivery are discussed.
These two questions share a common goal, since both investigate scenarios in which part
of the storage resources are unreachable at the time of data access. In the first case, re-
liable network infrastructure enables to reach the majority of the infrastructure elements,
and it is sufficient to cope with failures or unreachability of the individual storage ele-
ments, which are available according to a predictable failure model. The second case can
be considered as an extension to this as the failure of the network itself can partition the
storage infrastructure, and assumptions about the properties of individual storage nodes
are not enough to ensure availability of the stored data. Instead, the near by data items
are used to provide the access to sought resources.
1.2 Context and Methodology
This thesis takes a systems approach to investigate the efficiency of data retrieval and
transfer in the challenging environments. Two challenging networking architectures are
introduced to motivate the challenges in data access, and an overview on the current
literature in the field is provided. The first architecture is the Grid [53], which is used
in well-connected distributed systems. The Grid storages often store large data items
over multiple storage elements, and thus chances increase that some of the elements fail
during the operation of the data storage [63]. The second architecture is the delay-tolerant
networking (DTN) architecture [20], which is designed for challenging conditions where
the network nodes and links are not reliable.
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The Grid and the delay-tolerant networking architectures discussed in this thesis are dif-
ferent in many ways. An obvious distinction is the higher performance and better con-
nectivity that the elements in the Grid infrastructure often posses. However, these archi-
tectures also share several characteristics that are relevant to mechanisms investigated in
the following sections. First, resources are scarce, either limited by budget in the Grid or
unreliable conditions in the DTN scenarios. Second, both architectures can benefit from
a write once and read many approach, which is applicable approach for data sharing and
distribution in other systems too. Third, operating on self-contained data lends itself for
decentralized operation, since data can be accessed independent of indices and operations
can be executed on independent data items. Thus, the proposed mechanisms can be ap-
plicable also in other types of scenarios where these characteristics hold. An example
of such a scenario is a green computing architecture where storage unavailability can be
caused, for example, by a scheduled site downtime due to high electricity usage during
daytime heat. Similarly, access to close by data replicas of data can save electricity in the
transmission when data does not have to be transferred between distant locations.
The first experiments, presented in Publications I and II, use a distributed storage appli-
cation that is designed and implemented as part of the research conducted for this thesis.
The application is adapted to the Grid, which has been defined by Foster et al. [52] as
a system that: "...coordinates resources that are not subject to centralized control using
standard, open, general-purpose protocols and interfaces to deliver nontrivial qualities of
service". The scientific computing community has been one of the most influential user
groups of the Grid since the beginning. Since many scientific applications either con-
sume or produce large amounts of data, data management has become an important topic
in the Grid architecture research and development [24, 95]. This thesis uses the Grid
data storage infrastructure as an environment to evaluate a storage application design that
uses erasure coding to increase the fault tolerance of the distributed storage. The storage
application is implemented in software and its performance is assessed in two distinct
real world testbeds. The application is first installed on multiple geographic locations to
establish a testbed for performance evaluations. Then, the storage application is extended
21
to support simultaneous access for multiple clients and a testbed is formed in a local area
network. The testbed approach enables to evaluate performance in a realistic, but un-
controlled environment that works on top of the Internet. Furthermore, the used settings
allow a systems view on operation in presence of real hardware and network conditions.
Publications III to VIII use the delay-tolerant networking architecture as a platform for
investigating how to improve efficiency of content retrieval when the network is unreli-
able and an end-to-end path between the communicating parties does not exist or cannot
be considered reliable. The DTN architecture is researched in the Internet Research Task
Force’s (IRTF) DTN research group (RG). The DTN model makes opportunistic commu-
nication possible in cases where the IP-based end-to-end communication would fail [20].
The DTN nodes communicate by using bundles that are forwarded on hop-by-hop basis.
This work leverages ability of the bundles to carry messages that are by themselves mean-
ingful for applications and adds a small amount of application information to the bundles
to allow intermediate nodes to cooperate for data storage operations. The benefits of
the proposed approach are evaluated by using network simulators, for which the neces-
sary storage and protocol extensions are designed and implemented. The simulations are
used as the main method, because of difficulty of performing repeatable and large-scale
experiments with human users carrying mobile devices. The complexity of the investi-
gated scenarios makes it also impossible to capture numerous factors affecting the system
performance by using analytical models. Moreover, human mobility patterns from real
world [44] have been used together with state-of-the-art mobility models [45] to make the
simulations to model the real world human behavior as closely as possible. The simula-
tions are also used to investigate how to efficiently fragment large application data units,
how to support information retrieval based on search terms, and how to leverage partial
infrastructure support for web access. In addition, implementing parts of the system as
software that runs on existing modern smartphones, as discussed in Publication VII and
in Publication VIII, has helped to gain realistic understanding of the the system properties
that were then used as an input to the simulation models.
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This thesis proposes methods for increasing data access reliability that are novel in the
scope of the Grid and the DTN architectures. Following the systems approach, a realistic
model of the complete system is built to evaluate the feasibility of the proposed mecha-
nism. The model is then evaluated in a network test-bed and by using network simulation
tools. Finally, the evaluation results are analyzed and the findings are discussed in re-
lation to existing work in the field to gain understanding on the effects of the proposed
mechanisms in a system level.
1.3 Contributions
This thesis consists of eight peer-reviewed scientific publications. The following summa-
rizes their contribution to the state-of-the-art in the field.
Publication I presents a novel design for a storage application that uses erasure coding
to distribute files to storage services in the Grid. The presented approach overcomes
high storage space requirements that are traditionally experienced in replication based
distributed storage infrastructures. Moreover, it enables efficient data access even when
data is partly accessed from storage locations with poor data delivery capacity. The appli-
cability of the design is illustrated by performing experimental evaluation in a real world
testbed, which combines several existing Grid storages in Europe and the United States.
Publication II continues this work by adapting the presented storage architecture for a
local area networking environment. The publication presents design and performance
evaluation for parallel data access to illustrate how small communication latency in a
local network can be leveraged to increase performance of the proposed design.
Publication III discusses how cooperative sharing of communication and storage resources
can make information retrieval more efficient in opportunistic networks. The publication
formalizes the retrieval and storage operations for self-contained information bundles in
DTNs, and gives preliminary results on feasibility of using the operations. Publication IV
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extends the work by introducing protocol support for the caching and storage operations,
and outlines application–level erasure coding for the bundles. The publication uses in-
creasingly realistic scenarios to evaluate the applicability of the design in a network con-
sisting of mobile users. Publication V combines the findings from the publications III
and IV and extends the performance evaluation to more realistic scenarios, which model
user behavior in a realistic manner. The publication applies a realistic content request
model and illustrates the liveliness properties of cached resources in an opportunistic mo-
bile network that is modeled according to real human mobility.
Publication VI investigates how fragmentation of bundles can be used to overcome limited
transfer capacity of opportunistic contacts in DTNs. The publication explains different
fragmentation models and evaluates their performance together with several well-known
DTN routing protocols. The publication also discusses harmful effects of fragmentation
and recommends that the messages should be forwarded without fragmentation when
possible. Moreover, the publication evaluates and discusses the benefits of using pre-
defined fragmentation boundaries for the bundles.
Publication VII discusses how to retrieve content by using search terms in unstructured
networks and investigates the effect of various query termination mechanisms in oppor-
tunistic networks that use DTN for communications. Publication VIII investigates how
to leverage partial infrastructure support via wireless local area networks (WLANs) for
opportunistic web access in an urban area. The publication outlines the applicability of
DTN mechanisms in presence of the partial infrastructure support and shows how partial
information about the network structure can be used to control redundancy and leverage
locality for response routing.
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1.4 Author’s Contributions
Publication I is a joint work of the authors. The publication was written and the research
problem formulated jointly together with Tapio Niemi, Rim Moussa, and Martin Swany.
The present author carried out the evaluation part.
Publication II is a joint work of the authors. The publication was written and the research
problem formulated jointly together with Juho Karppinen and Martin Swany. Evaluations
were carried out jointly with Juho Karppinen, who also participated on their design.
Publication III is a joint work of the authors. The publication was written and the research
problem formulated jointly together with Jörg Ott. The present author conducted the
experimentations.
Publication IV is a joint work of the authors. The publication was written and the research
problem formulated jointly together with Jörg Ott. The present author conducted the
evaluations.
Publication V is a joint work of the authors. The publication was written and the research
problem formulated jointly together with Jörg Ott. The present author conducted the
experiments.
Publication VI is a joint work of the authors. The publication was written and the research
problem formulated jointly together with Jörg Ott. Evaluation part was carried out jointly
with Ari Keränen, who also participated on the design of the experiments.
Publication VII is a joint work of the authors. The publication was written and the re-
search problem formulated jointly together with Jörg Ott, Teemu Kärkkäinen, and Janico
Greifenberg. Evaluation part was carried out jointly with Mr. Kärkkäinen, who also
participated on the design of the experiments.
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Publication VIII is a joint work of the authors. The publication was written and the
research problem formulated jointly together with Jörg Ott and Teemu Kärkkäinen. Eval-
uation part was carried out jointly with Mr. Kärkkäinen, who also participated on the
design of the experiments.
1.5 Structure of the Thesis
This thesis is structured as follows. Section 2 discusses data access in storage infras-
tructures in which the individual storage elements are the main source for failures. The
Grid data storage infrastructure is used as an example of such environment and a redun-
dancy scheme is presented that can protect against failures with minimal storage space
requirements. The performance of the proposed scheme is evaluated in two distributed
network testbeds. Section 3 discusses data access in presence of even more challenging
failures, which can cause the network to fail and become partitioned. The delay-tolerant
networking architecture is used for enabling communication in such conditions, and sev-
eral mechanisms are presented to improve data access in the presence of failures. A large
set of evaluation results from measurement and simulations are shown to illustrate the
applicability of the proposed mechanisms Section 4 concludes the results of this thesis
with a discussion and gives hints on possible future research directions. Finally, eight
peer-reviewed scientific publications are listed that present the results obtained during the
course of the work conducted for this thesis.
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2 Coping with Storages Element Failures
This section discusses methods for ensuring high availability of data in presence of fail-
ing infrastructure elements in a distributed data storage infrastructure. The discussion
begins with motivating an access scenario to a distributed storage and then continues by
an overview on erasure codes and their usage as a method to protect against storage ele-
ment failures. Then, the system level functionality of a modern distributed data storage is
discussed by using the replication based Grid infrastructure as an example. To overcome
the high storage space requirements of the replication, a coding scheme is presented that
can provide the level of redundancy required in the operational environment. To illustrate
the applicability of the presented scheme, a storage application is designed, implemented
in software, and its performance is evaluated in real computing hardware and network
testbeds. The results of the evaluation illustrate that the approach is applicable in both
geographically and locally distributed storage infrastructures. In case of the geograph-
ically distributed storage infrastructure, the evaluation shows that the presented scheme
works efficiently in a setting where connection to some of the storage elements have low
transfer capacity, for example, due to distant locations. In case of the locally distributed
setting, the evaluation shows that the storage entities performing computing intensive
coding tasks and network intensive access tasks can execute in parallel in a setting where
resources are shared between adjacent nodes. The work presented in this section summa-
rizes the results obtained in publications I and II. The publications contain further details
about the design, the used experimental set-up, and the results.
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2.1 Background
Creating multiple copies of data, in other words, replicating the data, is a widely used
mechanism to secure against data loss [56, 24]. The mechanism creates verbatim copies
of the file, called replicas that can be distributed to different locations in the network. If
some of the locations become unavailable, a copy of data can be accessed from an alterna-
tive location. Replication has a desirable property that accessing data is straightforward,
because the access does not require any pre-processing, for example, decoding. How-
ever, the increased processing power of modern computers motivates to investigate how
computational methods, such as erasure coding, can be used to overcome the high storage
space requirement faced with the replication based approach. The benefit of using erasure
codes is that they can provide redundancy with a smaller amount of storage space when
some extra processing is allowed. In other words, using erasure codes enables higher fault
tolerance guarantees than would be possible by replication when the amount of storage
space remains the same. The challenge of limited storage resources is currently faced, for
example, in the large-scale scientific data analysis tasks where the amount of data grows
more rapidly than the budget for the supporting infrastructure [64].
original
parity
parity
client
Figure 2.1: Distributed data storage with multiple download sources.
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Figure 2.1 illustrates a network view on data access from a distributed storage. Several
download sources exists for a file, or for the redundancy information (parity) related to the
file. With the replication approach the client must be able to retrieve all the information
related to the file from one of the multiple locations holding a replica. With the coding
based approach, the client must retrieve fractions of data that constitute the file from
multiple locations while parity information can be used to replace the missing parts of the
data. Any of the storage elements can become unavailable between storing the file and
retrieving it, that is, during the storage lifetime of the file.
In addition to saving storage space, a redundancy mechanism that can reconstruct a file
from minimal amount of information can enable fault tolerant access to file so that only
a small amount of download capacity is needed. This is beneficial especially close to the
client where the downloads share the capacity of the same links. This is known as the
last-mile-problem [143]. Similar challenges imposed by limited bandwidth are also dis-
cussed by two problem formulations in wide are file access. First, the Livny problem [5]
discusses on how to optimally download a file that is divided into pieces and stored into
several locations. Second, the Plank-Beck problem [29] describes how the access perfor-
mance is measured as client’s performance to retrieve a parts of a file from a wide-area
filesystem. Thus, the approach presented in this section also discusses a possible solution
to the above two problems.
Redundancy Mechanisms for Data Storage
Traditional mechanisms to secure against data loss create multiple copies of a datum
and store each copy in a separate storage location. In case a datum is unavailable in one
place, another instance of the stored datum can be accessed from another storage location.
While simple, this approach uses a lot of storage space. To avoid excess storage space
usage, erasure coding can be used. An erasure coding storage system can survive loss
of data with theoretical minimum storage space requirements [114]. This section gives
30
an introduction to using erasure coding for data storage and compares erasure coding to
replication.
The widely used RAID disk array [106] technology is an example of system that uses
coding to provide failure resistance in the disk based data storage systems. However, the
RAID disk array uses a simple coding that enables surviving only from limited number
of simultaneous failures. This property makes the used coding scheme less suitable for
geographically distributed storages, which have higher fault detection times and main-
tenance cycles than in local installations [63]. In a geographically distributed storage,
multiple failures can occur near in time and a mechanism is desirable that can cope with
a configurable number of failures.
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Figure 2.2: Replicated (left) vs. erasure coded (right) redundancy.
Figure 2.2 illustrates the space requirement of two well known redundancy schemes.
Replication is shown on the left and erasure coding on the right. The figure shows a file
divided into m = 5 parts, which are called stripes in the context of the distributed data
storages (making file size divisible by m may require padding). Erasure coding can be
used to create n data items out of m data items in a way that any m out of n are sufficient
to recover the original information. This enables to secure data against loss of k = n−m
data items. A system with this property is called k-available. The left-hand side of the
figure shows how replication requires k + 1 times the size of the original data to achieve
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k-availability. On the right, erasure coding requires only n times the size of a stripe (that
is, file/m) of the original data. The decrease in the required storage space results from
the property that the parity stripes created in erasure coding can be used to replace any
lost stripe. This is different from the replication approach, where each stripe can only
replace the loss of the byte-range it contains. The storage design presented in this thesis
uses Reed Solomon (RS) erasure coding. The RS coding provides k-availability with the
smallest possible storage space requirement.
The RS coding performs well when the values of coding parameters n and m are fairly
small [112], as in the scenarios in this section. Moreover, the RS coding is a systematic
code, which implicates that m stripes created from the original file form a verbatim copy
of the input file. This means that with a systematic code decoding is unnecessary when
there are no lost stripes. This enables partial file access and very fast reconstruction if
no data is lost. In addition, the property that n and m can be freely chosen, allows to
use coding to achieve desired level of redundancy in different storage environments. The
level can be determined according to a simple failure model, for example, based on an
assumption that the device lifetime is an exponential random variable [63]. Alternatively,
statistics collected from large disk drive populations [110] can provide insight on how
much redundancy is needed. The statistics also confirmed that developing an accurate
failure models is very difficult even when modern storage monitoring tools are used.
However, the system presented in this section can be configured to different operational
environments, with varying properties such as failure models, failure detection, and repair
times.
This thesis presents a storage system that uses erasure coding with striping of files to
provide high data redundancy. The system allows recovering the data of a stored file even
if some of the stripes of a file are unavailable. Stripes of data can be stored in larger
number of locations than with the replication based approach, because coding enables
creating an increased number of stripes (which can be used with any combination of other
stripes) with similar storage space usage. When the stripes of data are later accessed, there
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is a larger number of sources to select from which to download. The cost of using erasure
coding for storage redundancy arises from the computational costs related to coding and
decoding. The evaluation part of this thesis shows how this cost is low in terms of time
requirement when compared to the cost of downloads.
Earlier research on erasure codes [113, 94, 131] has produced novel coding methods, also
referred to as forward error correction (FEC) codes, which can efficiently handle mul-
tiple simultaneous failures. These technologies have been shown to work for uses such
as distributed storage in local networks [94] or securing against data loss in communi-
cations [18, 119]. However, the applicability of real implementations of software based
erasure codes in geographically distributed storages had not been widely tested yet at the
time of the publications I and II in 2006. During the course of this thesis work, the ap-
plicability of the presented approach was confirmed, for example, by the Cleversafe [70]
company that sells storage solutions based on similar mechanisms. Another example of
viability of using the coding based approach is Wuala [71] storage, which uses similar
redundancy mechanism for storing data on the resources provided by the Internet users.
In the latter case, a benefit of the approach compared to the other Internet storages, for
example, to striping and replication based BitTorrent, is that with the coding it is more
affordable to provide predetermined availability guarantees.
2.2 Related Research
Data Management in the Grid Using Replication
The Grid architecture is used as a platform to evaluate the feasibility of the mechanisms
that are proposed in this chapter. The concept of the computational Grid was defined by
Foster et al. [53] as a distributed computing infrastructure for advanced science and engi-
neering. The design of the Grid data management infrastructure has been largely guided
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by the large data processing needs of the users from scientific community. Motivation on
the Grid data management infrastructure have been discussed in several publications, for
example, [15, 95, 22]. In a typical use case, several institutes form a virtual organization
[69] to share resources amongst institutions that participate into cooperation, for example,
in a physics experiment. These institutes are often geographically in distinct locations,
thus a distributed solution is needed.
Storage resources in the Grid employ standardized access protocols and security mech-
anisms to enable secure access to the shared data. Storage elements (SEs) are services
that expose a GridFTP interface to the Internet for data transfer and access. GridFTP ex-
tends the functionality of the Internet file transfer protocol (FTP) by providing extensions
for high-performance operation and security [3]. These extensions include, for example,
single–sign–on security, parallel data transfer using multiple data channels, re–startable
transfers, and partial file transfer. Later additions to GridFTP [15] include pipelining
to enable multiple simultaneous transfer requests, and operation over UDP-based data
transfer (UDT). Striped data transfer [4] allows data to be spread across multiple servers
in both ends of the transfer and it has been shown to achieve very fast transfers with per-
formance in the scale of tens of Gbits/s. Reliable file transfer (RFT) can be used to control
the transfers on behalf of the user [96].
In the Grid storage system, several copies of each data item are created and placed close
to computing resources where they are likely to be analyzed. This is done to optimize
the efficiency of accessing data and to increase fault tolerance in the distributed environ-
ment [117, 19]. The copies of a data item are called replicas in the context of the Grid.
Each data item is identified by a logical file name (LFN). which is an unique identifier
for a data content or a resource. A physical file name (PFN) presents a physical occur-
rence, that is, a replica, of the data content. The Grid data management infrastructure uses
replica location service (RLS) to manage mappings from a LFN to the PFN(s) [24]. The
Data Replication Service (DRS) maintains a replica of each specified data item available
at predefined locations [23].
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Coding Techniques and Storage Systems
Reed-Solomon coding is a well–known erasure coding technique. Rizzo [119] showed
how RS coding can be efficiently implemented on software to secure against lost packets
during the data transfers. Rabin [115] proposed Information Dispersal Algorithm (IDA)
which can be used for similar purposes, that is, to secure against loss of data during stor-
age or transmission. Some novel coding techniques have faster (de)coding performance
than traditional codes, but not all combinations of stripes can be used for decoding. This
is a drawback when used for storage applications [30], since download scheduling needs
to take into account also the availability of the other stripes that can be used for decod-
ing. A well known class of such coding techniques is called low-density parity-check
(LDPC) codes. The LDPC codes have also a slightly higher storage space requirements
than the optimal. For a good overview on erasure coding and storage applications, see,
for example, work by Plank [111].
Several peer-to-peer storage systems have been proposed for efficient wide area stor-
age on top on the Internet. Some of the approaches propose content addressable stor-
age [137, 118]. In these systems the location of stored data is defined by its contents.
Addressing the storage by its contents, results in efficient and automatic load-balancing
and data is automatically re-located when storage nodes join and leave. A different type
of storage and content sharing mechanism is presented by the widely deployed BitTor-
rent [28] application. BitTorrent users download data from multiple peers and allow the
other peers to consecutively download the shared data. The wide adaptation of BitTorrent
illustrates how people are willing to cooperate to achieve efficient storage and content
sharing mechanism in the Internet. To overcome the reliability challenges in the dis-
tributed Internet storage, the authors of OceanStore [84] have proposed erasure coding to
enable high-availability of the stored data with small space requirement. The OceanStore
approach proposes the erasure coding to be used at the archival layer of the data storage,
where data is not frequently accessed but can remain in storage for long durations.
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Other work on erasure coding [17, 119] has suggested to use coding to remove need
for interactive communications during data transmission. The work has especially sug-
gested coding to avoid frequent acknowledgments in the unreliable communication chan-
nels. Modern coding theory has also proposed several novel LDPC codes [112] (for
example, Raptor [131] and LT [131]) and development of new codes is an active area in
research. Network coding [54] has been proposed to perform coding also in the interme-
diate nodes of the network. Kamra et al. [77] have presented Growth Codes which can be
used to increase the amount of data that reaches a sink in zero-configuration sensor net-
works. Growth codes also allow recovering partially transferred data, the utility of which
is highly application-dependent. Dimakis et al. [40, 39] have shown how to generate
new coded fragments in a bandwidth-efficient manner to replace failed fragments. This
is achieved by regenerating codes which require less bandwidth for storage maintenance
than the previous approaches.
2.3 Fault Tolerant Storage System Based on Erasure Coding
This section presents a design for a data storage application. The design applies erasure
coding and striping in the Grid storages in a novel way and it is capable of working with
arbitrarily large files. The section continues with discussion on distribution of the files
to network storages and on how to manage metadata of the distributed files. Then, the
applicability of the presented approach is investigated in two different scenarios. First,
a wide area network employment is used as a example of a scenario where communica-
tion latencies are large. Second, a local area network employment is used for evaluating
the benefits of efficient local communications for improving performance of the storage
application.
Figure 2.3 illustrates how file striping and erasure coding are applied to provide high re-
dundancy of files. In the process of striping, the file is read block-by-block. Afterwards,
each block is encoded from m packets to n packets and these packets are each written
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Figure 2.3: Striping and erasure coding scheme in a coding based storage application.
into a separate file, each file presenting a stripe of a file. In this striping approach one file
is read as an input and n files are produced as output. After coding, the stripes can be
handled as traditional files. This allows for easy operation with different transport proto-
cols and storage resource providers. The implementation of the design discussed in this
section uses Reed-Solomon coding from an open source Java project by OnionNetworks,
which has derived the code from a work by by Luigi Rizzo [119]. The coding and the
striping scheme is openly available as a part of the GridBlocks project in the SourceForge
open source repository [37].
The presented approach requires only packets of a single block to be maintained in mem-
ory at any given time. The packet size defines how much data is transferred from files to
memory (I/O operations) before computing (CPU operations) is started for the encoding,
and vice-versa in the reconstruction phase. Thus, the choice of the packet size defines
how much data is transferred for each computational step. Choosing a good packet size,
helps to improve coding performance if both data and computing operations can be done
in full speed once they take place. While the optimal packet size is dependent on the
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host system, packet sizes between 10− 40 KB were shown to have good performance on
Linux systems, see Publication I for further details on the evaluation of different coding
parameters.
#FEC Properties for : test.file
#Thu Aug 25 15:29:28 CEST 2005
m=5
n=9
packetSize=20000
fileLength=104857600
test.file.0.tmp=db-ibm.fri.utc.sk
test.file.1.tmp=pchip69.cern.ch
test.file.2.tmp=pc15.hip.fi
test.file.3.tmp=stout.pc.cis.udel.edu
test.file.4.tmp=n2grid.pri.univie.ac.at
test.file.5.tmp=moonshine.pc.cis.udel.edu
test.file.6.tmp=pchip11.hip.fi
test.file.7.tmp=db-ibm.fri.utc.sk
test.file.8.tmp=pchip69.cern.ch
OPTION: CHECKSUM INFORMATION
Figure 2.4: Description of a file distribution with erasure coding.
In addition to the contents of a stored file, some metadata needs to be maintained to
reassemble a file from stripes stored in remote network storage elements. Figure 2.4
illustrates an example information set about a file stored by the storage application. The
shown location information enables retrieval of stripes and the parameters are used in
decoding the original file. The parameters m and n are striping factors as explained
earlier. The attribute packetSize describes the size of the used encoding packet and the
fileLength parameter is stored as bytes. The mappings from a file stripe to a storage
element location contain the contact information to each server that hosts a stripe. In
addition, checksum information can be added for ensuring integrity of the stored data.
In the presented design, storage elements have a role of simple data storage without any
embedded logic. The metadata is stored in an independent look-up service. Publication I
contains some further security considerations on storing the file stripes and metadata.
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Architectural Overview
The use of erasure coding is novel approach in the context of the Grid data storages. This
section presents a design that uses this approach with the existing Grid storage system.
The system is implemented in software and different pieces of functionality of the system
are grouped into separate logical entities. The grouping allows to deploy the storage in
various networking environments. For example, in local area networks low communica-
tion latencies make fast communication possible between the nodes of the storage system.
This can be used to group multiple clients together to enable efficient access to data and
to perform decoding of stored data. In a global setting, a storage client can operate in-
dependent of other clients and access data directly from multiple locations. This enables
direct access to data and removes need to use a third party for retrieving and decoding
the data. In the following, the implementation of the GridBlocks-DISK storage design is
discussed.
FE
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FE
SE
SE
SE
SEinformationsystem
multicast group
GridF
TP
HTTP(S)/FTP
Figure 2.5: GridBlocks-DISK architecture in local area network.
Figure 2.5 illustrates architecture of GridBlocks-DISK [37] storage system. The func-
tionality of the system is grouped into several components, so that each component can
take independently care of a separate part of system’s functionality. The figure illustrates
the system when deployed for use in a local area network. The system has two main com-
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ponents, which are front-end (FE) and storage elements (SE). These components host the
following functionality.
Each Front-end hosts a Coordinator that coordinates the overall operation of the storage.
The Coordinator performs file striping and erasure coding. It has a responsibility to keep
the information about stored files up-to-date in the metadata service. The Coordinator
also manages leaving and joining of storage elements. In addition, the Coordinator works
as an access point to data by providing interfaces to the Grid and the Internet and exposing
a simple API for third party applications.
The Information system stores metadata about the stored files. The metadata includes
erasure coding parameters, stripe integrity and the physical locations of the stripes. The
information system is implemented using caching and replication of data objects over
JGroups [38], which is an implementation of a reliable multicast protocol. The informa-
tion system provides a scalable, highly-available and fault-tolerant metadata service for
the storage system.
Storage elements contribute storage space for storing the stripes. The storage implements
only a simple file storage and the processing requirements from the hosts is mainly limited
to network and disk I/O operations. The elements need to support only a simple set of
operations (get, put, exists, delete), which makes it flexible to adapt different elements to
work together with the existing components. New storage elements can join the storage
system by opening access to the most convenient of several supported transport protocol
interfaces.
The minimal installation of the presented storage system requires a front-end instance
and at least a single storage element instance; both can be run in the same physical host.
In more fault tolerant deployments, the information system runs on multiple front–end
servers to provide load balancing for coding and decoding and high availability of the
stored metadata. In a typical use case a client uploads a file to the Coordinator. Then,
40
the Coordinator performs striping and coding and stores the file fragments in n separate
storage elements. It provides user interfaces for the client through command line, web
browser or a WebDAV folder utility. It is also possible to run the Coordinator locally on
a client node. In such deployment the client performs coding and striping and stores the
metadata either locally or shares it between the other Coordinator instances. If the client
wishes to use services for automatic resource discovery or metadata replication, it can
join the group communication channel of the nodes hosting a Coordinator instance. To
secure the channel, a cryptographic authentication token can be used as a requirement for
joining. The Coordinator is run locally and metadata is stored locally in the client node
when the storage system is deployed in a global network setting in the evaluation part of
this Thesis.
The presented storage system makes it possible to investigate distributed data access in
the Grid. The design of the system ensures interoperability with the widely used Grid
storage elements by supporting the GridFTP interface. The Grid architecture is used
through functionality that belongs to the following layers in the Grid protocol stack [69].
The storage system provides services of the Collective layer, since it coordinates use
of a set of resources. GridFTP protocol [51] is used to provide access to data which
belongs to the Resource layer. The GridFTP connection and security operations belong
to the Connectivity layer. Finally, the storage systems in diverse sites and the networks
connecting these sites belong to Fabric layer.
Previous research has focused on algorithms and architectures for optimizing replica
placement in prior to data access in the Grid. There are other studies, for example, by
Vazhkudai [143], on optimizing data access during the download by using several repli-
cas in different sites as sources for the data transfer. The presented system is closer to
the latter, since it increases the number of possible download sources. This is possible
because erasure coding allows to store more large unique data items than it is possible
with replication and fixed storage space requirements.
41
2.4 Evaluating Coded Storage in a Global Testbed
This section illustrates how erasure coding can be efficiently used with existing data stor-
ages that are connected to the Grid infrastructure. A design is proposed for a storage
application and its software implementation is used with a distributed testbed to evaluate
the feasibility of using erasure coding and striping to store data in the Grid. The evalua-
tions show that the computational delays caused by erasure coding operations are small
and that the proposed approach works well also with large files. Moreover, the evaluations
show that the distributed data can be efficiently accessed and the approach can overcome
poor access performance caused by low transfer capacity between distant locations.
Test Environment
To conduct the measurements in a Global testbed the storage system is implemented as a
software application. The application performs software based erasure coding and man-
ages transfers between a client and several storages in the Grid. An existing GridFTP
client [85] is used to gain secure access to the industry standard Grid storage elements,
which are provided by the Globus project [6].
For the measurements, a client in Switzerland at CERN distributes file stripes to five
different storage elements, which are connected to the Internet. The storage elements
are located as follows: the client and one of the storage elements reside at CERN, one
storage element is in Slovakia, two storage elements are in Finland, and two in Delaware
in the United States. All the components of the testbed are connected to high speed
academic networks. This experiment setup produces a setting which is characteristic to
data intensive Grid infrastructures.
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Summary of Performance Evaluation
Before conducting the measurements in the storage testebeds, experimentation with a
range of parameters is conducted to optimize the local coding and decoding performance.
The results, shown in Publication I and achieved by using standard Linux desktop com-
puter, can be summarized as follows. When the number of original stripes m = 5 stays
fixed and n is increased, encoding performance slowly decreases. Performance stays in
the order of tens of Mbits/s. Measurements suggest choosing 20 KB for the packet size
in the striping and coding process. The coding measurements also show how the coding
performance can be very efficient with small files, but maintains a steady performance
even with very large files.
The first measurements use files of three different sizes to investigate how the file size
affects the ratio between the time used for coding and the time used for network transfers.
The measurements are conducted 40 times with file size of 10 MB and 100 MB and 10
times with larger 1000 MB file. For all results the average of the measurements is plotted.
The client application creates a dedicated thread to control transfer from each separate
storage element. Authentication and connection establishment is carried out separately
for each connection.
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Figure 7. Coding delays compared to network
delays during file upload.
security and wide area network operations.
The upload measurements illustrate how the time used
to encode a file in the client application is relatively small
compared to network related delays. With small file sizes,
the encoding takes even less time than the time used to au-
thenticate the user to storage resources. The proportional
time used for encoding increases with the larger files, but
as we have shown earlier in Figure 6, the coding perfor-
mance is close to constant with files larger than 1000 MB.
We can see that the originator of the file does not seem to ex-
perience processing overheads higher than 10% during the
file archiving procedure. The amount of data transferred
is (n/k) ∗ filesize and the client computer and its net-
work connection obviously experience an increased amount
of traffic. However, in the server end the network and the
server need to process only (1/k) ∗ filesize of data and
efficient load balancing can be achieved in the wide area
environment. Moreover, compared to fault tolerant replica-
tion, less storage resources have to be allocated from each
server.
Figure 8 illustrates the required processing overhead
when a file is accessed by our storage application. The low-
est portion of each bar describes the decoding processing
where the file is reassembled. The second lowest part of
the bar illustrates the time used by Grid security operations.
The third part illustrates the time to complete the first k = 5
stripes. This is the earliest time the decoding can begin. The
upmost part of the bars is the time to complete the n− k re-
maining transfers. The decoding could be started just after
the arrival of k:th stripe. However better decoding perfor-
mance can be achieved when more stripes are available as
was illustrated in figure 4.
The download figures show again how the time to re-
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Figure 8. Coding delays compared to network
delays during file download.
cover the original file from the stripes is significantly lower
than the time needed to transfer the data over the network.
The proportional time to decode the original file increases
with the file size but remains in the range of 25% of the
total time with files of 1000 MB. In case of slow connec-
tions our client can stop the slow transfers and files from
these connections can be treated as unavailable stripes and
recovered through decoding. The download procedure has
similar load distribution effects in the network as the upload
phase. Aggregated traffic of all stripes is experienced in the
client end and the access cost is balanced between several
servers and network links in the wide area.
The measurements that we have conducted are depen-
dent on the network performance between the client com-
puter and the storage element sites. However, we have cho-
sen to use storage sites that are have features characteristic
to an academic Grid environment. Many repetitions were
used to come up with describing averages and figures can
be considered to be representative. In future research we
plan to address the distribution model of transfer and cod-
ing performance and the effect of data transfer scheduling
on the performance distributions.
4.4 Comparison Against Replication
In the following we will provide measurement results
that compare the performance of our design to file replica-
tion approach. We compare the striped transfer to parallel
transfer of multiple replicas, the comparison is based on the
observation that in both cases the file will be available even
if n−k connections cannot be formed or if any n−k storage
elements are unavailable.
Figure 9 compares a striped 4-available upload to an
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Figure 2.6: Coding delays during file upload (left) and dowload (right).
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Figure 2.6 shows the time used for different parts of the file transfer process. Time used
for encoding from k = 5 to n = 8 stripes is illustrated as the lowest part of each bar. In
the download figure, this part represents time to decode and re–assemble. The time used
for the Grid security operations, including authentication and authorization for all n = 8
stripes, is plotted as the second lowest part of each bar. The time used for completing all
n uploads is plotted as the upmost part of the bars. In the download figure, the second
upmost part illustrates the time for completing download of first k = 5 stripes, after which
the decoding can begin. The time for completing the remaining transfers is shown as the
upmost part of the bars.
The lowest part of each bar shows how the coding overhead is small compared to security
and transfer latencies that are frequently present in the Grid environment. With small file
sizes, the encoding takes even less time than used for mutual authentication between the
client and the storage resources. The proportional time used for encoding increases with
the larger files, but as mentioned above the coding bandwidth is close to constant with
files larger than 1000 MB.
During file upload, the erasure coding causes processing overhead that is less than 10%
of the total time. In addition, the amount of data that needs to be transferred is increased
to (n/m)filesize. This increases the traffic that the client and its network connection
experience during upload. During download, the proportional time for decoding increases
with growing file sizes, but remains in the range of 25% of the total time even with
1000 MB files. In the storage element end, the network and each server need to handle
only (1/m)filesize and efficient load balancing is achieved. To further optimize the
download, the client can stop the slow transfers already in the beginning and treat those
stripes as unaccessible. In addition, compared to an equally fault tolerant replication, less
storage resources need to be allocated.
The following compares the erasure coded upload and access to the plain replication
approach. The transfer time for stripes is measured against parallel transfer of multiple
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replicas. For the comparison, in both cases a transfer approach is applied that leads to
successful transfer even if n−m connections cannot be formed or are disrupted, or if any
n−m storage elements are or become unavailable.
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Figure 9. Global 4-available file upload com-
pared to replication.
equally available replicated upload. For striping we have
used parameters k = 5 and n = 9 and for replication 5
replicas are concurrently uploaded. The used file size is 100
MB and the results are an average of 10 measurements. In
the experiment we have used seven GridFTP servers in five
geographically distributed sites. The storages are located in
Switzerland, Austria, Slovakia, Finland and the USA and
the client application was run in Switzerland. It can be
seen how the striped file upload time is significantly lower
than the replica transfer to costly locations. Even when two
stripes are transferred to a site in the USA and two to Fin-
land the overall upload time stays much lower than transfer-
ring entire file to a costly location. Moreover, the amount
of data that needs to be transfered for 4-availability in case
of striped data is (9/5) ∗ filesize against 5 ∗ filesize with
replication approach.
Figure 10 compares striped 4-available download to a
equally available replicated download. The measurement
setting is the same as in the experiment from Figure 9.
Again the striped download shows good performance when
compared to parallel downloads of replicas. The arrival
time for each stripe is plotted and it should be noted that the
decoding can be started immediately after the first k stripes
have arrived. The decoding performance will then depend
on how many of the original stripes are available for re-
construction. We can observe in both upload and download
measurements that our solution loses in performance com-
parison against access to a nearby replica. However, good
performance can be sustained even when some of the data
is accessed through slow connections or loaded severs.
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Figure 10. Global 4-available file download
compared to replication.
5 Conclusions and Future Directions
In this work we have proposed a novel solution for pro-
viding fault tolerant Grid data storage. The solution we pro-
pose is able to provide high level of redundancy and load
balancing with minimum storage overhead. The cost of us-
ing our storage application is essentially the coding over-
head in the client application. The advantage of using era-
sure codes lies in significantly lower storage space require-
ments and balancing the load across multiple servers. We
have shown with a real world implementation and realistic
testbed that it is feasible to use erasure codes for data stor-
ages in the Grid environment.
With an example case with k=5 and n=8 we we experi-
enced 10% overheads during the upload and 25% overheads
during the download caused by the erasure coding. At the
same time 3-availability of the files were achieved with only
40% of the storage space requirements as opposed to repli-
cation approach. Clearly the justification to choose our ap-
proach to store a file is dependent on the expected time to
store, and the frequency of file access. If a very fast and fre-
quent access to files are required a replication infrastructure
[10] can be used in addition to our application.
We have proposed a design where the coding opera-
tions are always performed in the client computer using
entire files and stripes of files. The chosen approach en-
ables robust operation and easy management of transfers
in the event of connection breakdowns. However, a trade-
off with the chosen approach is that we temporarily need
(n/k) ∗ filesize amount of free disk space to store the
file stripes between coding and network operations. This
space would not be needed when sending encoded informa-
tion immediately to network servers. We will continue our
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Figure 2.7: Delays in 4-available file upload (left) and download (right).
Figure 2.7 shows comparison of a triped 4-available upload (left) and dow load (right)
to an equally fault tolerant replicated transfer. For striping, parameters k = 5 and n = 9
are used and, for replication, 5 replicas are concurrently uploaded. A file size of 100
MB is used and average of 10 measurements is plotted. Seven GridFTP storage elements
are located in five geographically distributed sites, as explained above. The results show
how the tran fer time for the str ped files is significantly lower than the r plicated transf r
to and from distant locations. Even when two stripes a e transf rred to and from a site
in the USA and two stripes to and from Finland the verall transf r tim stays clearly
lower than transferring an entire file to or from a costly location. The amount of data
that needs to be transferred close to client to achieve 4-availability, is (9/5) × filesize
with striped transfer against 5 × filesize with replication approach. Both, the upload
and download measurements, show that the proposed design loses in perfor ance to an
access to a nearby replica. However, go d performance can be sust ined even whe some
of the data is transferred to or from distant locat ons, which have ffect simi ar o slow
connections or heavily loaded severs.
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2.5 Evaluating Coded Storage in a Local Network
This section discusses performance of the erasure coding storage system in a local net-
work. An example use case for a local setup is a class room or an office where storage
elements are hosted on commodity desktops. In this type of settings, the erasure cod-
ing can protect from unavailability of storage elements or Coordinator instances. The
experimental setting allows to observe how the overall operation consisting of comput-
ing intensive coding taks and network intensive access tasks can be performed in parallel
when adjacent nodes must share the limited resources of the local network.
Test Environment
The local network allows to make use of the small communication latencies and group
multiple physical resources for sharing the computing intensive striping and coding tasks.
The grouping is established by deploying multiple Coordinator instances into the same
network. The Coordinator instances join a group communication channel, which makes
it possible to share metadata and computing tasks within the group.
The storage system is installed and run in multiple desktop workstations in a classroom.
A single workstation hosts either a front-end or a storage element. The use of a single
front–end is compared to a case where coding and decoding tasks are shared between two
front-ends. A client accesses data through a front-end, as shown in Figure 2.5, which
retrieves data from multiple storage elements and performs decoding and re–assembly
on behalf of the client. Any front-end can start retrieval and decoding immediately upon
client’s request, because metadata is shared among all the Coordinator instances. Thus,
the client does not have to use same front-end for accessing a file that was earlier used to
upload the file.
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Summary of Performance Evaluation
The following measurements use one or two front–ends to serve a set of clients. For each
measurement, every client transfers 50 files through the FEs. The files have a random
size from a set [20, 40, 60, 80, 100] MB. The randomized file sizes are used to avoid syn-
chronization and artificial load peaks. For each performance measure, average, max, min,
median, lower quartile and upper quartile results are provided.
For each measurement, aggregate data transfer bandwidth is calculated from the file size
divided by the time it takes for a file to travel through the components of the system. This
includes transfer between the client and the FE, coding, calculating checksum, meta-
data operations, and transfer time between the FE and multiple SEs. The aggregate time
describes the capacity of the FE to process stored data. All measurements use m = 3 and
n = 5 to obtain a configuration where any two SEs can be simultaneously unavailable.
The results show how duplicating the FE node helps to increase the throughput of the
storage system. Simple round-robin scheduling is used to issue “put” and “get” requests
between two identical FEs. Metadata is replicated to both FEs so that the metadata can be
accessed locally in any FE independent of which one was used to store the file. Metadata
replication also helps to preserve data when FEs are lost.
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Figure 2.8: Access performance with one (left) and two (right) front–ends.
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Figure 2.8 shows data access performance with a single FE and two FEs. The combined
bandwidth of the transfer and decoding procedure is plotted as seen from the client’s
perspective. A single FE can serve one client with half of the cases falling between 24−26
Mbit/s. With greater number of simultaneous clients, the median performance decreases
moderately, achieving close to a third of the performance with 5 clients compared to the
case with only single client. The performance becomes less predictable when the number
of the clients increases. With the addition of another front–end, performance increases
of about 50% are seen when three or more clients are accessing the storage. Although
the performance decreases from the clients’ perspective, when more clients are served
simultaneously, the overall throughput increases
Different system requirements of the sub-tasks help to increase parallelism, because the
file transfer, decoding and integrity tests do not continuously interfere with each other.
Using two FEs decreases the metadata service look-up time significantly. Even that the
look-ups are always processed locally, the duplication of FEs helps to share the load. The
upload measurements show results very similar to download case, because the presented
figures describe also the upload case well they are omitted. However, the clients can
upload files to a remote FE like to a traditional server, after which the FE takes over the
processing. Thus, the client sees fast upload not including the time used to wait for coding
and transfer of stripes to SEs.
2.6 Summary
This section presented a novel design for a Grid storage system. The system uses erasure
coding and striping to ensure high availability of data. The data availability is increased
in two ways. First, the decreased storage space requirement makes it possible to survive
from larger number of simultaneous failures than with any approach based on simple
replication. Second, distributing larger number of data items increases the number of
sources for download scheduling and can decrease access delay to the data. The choice
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to manage striped data as plain files enables simple operation by using standardized data
transfer tools. However, a tradeoff is a temporary need for (n/k) ∗ filesize amount of
storage to store the stripes between the coding and network operations. This temporary
need for the extra storage space could be removed by sending data immediately after the
coding. More sophisticated stream–oriented coding remains an item for future work.
The performance evaluation shows first results on using a real implementation of an era-
sure coding storage client and the Grid storage elements. The results show that the soft-
ware based erasure coding is feasible to use when implemented as a Java application. The
coding causes relatively small processing overhead when compared to network and secu-
rity related time requirements. A small set of resources available for the testing purposes
still limited the generalizability of the results, and more comprehensive tests are needed
with more storage locations used in the measurements.
The erasure coding storage system operates efficiently also in local area networking en-
vironments. The low communication latency makes it possible to efficiently distribute
metadata and group membership information by using a reliable multicast service. This
enables employing the storage system in such way that computing intensive tasks can be
distributed for load balancing purposes. Empirical measurements in a modern worksta-
tion environment show that multiple front-ends improve overall storage performance. The
improvement stems from performing striping and encoding in parallel. Using two front–
ends showed that significant performance improvements can be achieved when several
clients are simultaneously transferring data to and from the storage.
So far, only simple round-robin scheduling was used for uploading the stripes. In the
downloading process n transfers were started. After m stripes arrived and were verified
to be intact, the remaining transfers were stopped. However, the metadata system could
be used to store also operational information, such as performance statistics, about the
storage elements. Based on this information, the storage system could then perform more
sophisticated scheduling to decide the best locations for uploading the files. Similarly,
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the application could also be extended to deduce the fastest storage elements to download
the stripes from.
Recent work on erasure codes has given motivation to study new classes of codes for
network file storages. While Reed Solomon codes have been shown to be suitable for the
presented system, some other codes can be more feasible when applied in new innovative
ways. In particular, applicability of LDPC codes [112] (for example, Raptor [131] and
LT [131]) is an interesting topic for future research. Moreover, support for streaming data
together with partial file access offer several interesting directions for future work.
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3 Coping with Failures of Network Communication
This chapter continues research on methods for increasing data availability in the pres-
ence of failures. The investigation moves to more challenging scenarios, where the net-
work communications cannot be considered reliable. In these scenarios the connections
can be frequently unavailable, which leads to partitioned networks and broken network
paths. The network can also be built entirely on an opportunistic basis, that is, the com-
munications are available only when a possibility to form a contact between a pair of
nodes appears [32]. This type of network communicates over intermittent connections
between pairs of adjacent nodes and provides a very challenging network scenario for
communications research. This scenario is used to investigate mechanisms for increasing
reliability of the content retrieval in opportunistic networks in this chapter. The numerous
investigated mechanisms improve information access and communications performance
in challenging conditions.
To support content retrieval in an opportunistic network a design for a mobile node is
presented that is able to interpret application operations related to content retrieval and
adapt routing accordingly. The design allows a node, for example, a mobile phone carried
by a user, to contribute resources and act as a source for content retrieval requests that are
initiated by the other nodes in the vicinity. This enables content retrieval operations even
when distant and pre-determined network services cannot be reached. This chapter also
evaluates mechanisms for fragmenting large messages, so that they can be delivered over
intermittent contacts with limited transfer capacity. In addition, content search mech-
anisms enable content retrieval when the user does not know an exact identifier of the
content at the time of content access. Moreover, partial infrastructure support for content
access from the web is investigated to discuss how limited structure and geo-awareness
can provide support for information retrieval. Together these mechanisms outline the
basic support for accessing content in challenging networks where failures are a feature
rather than an exception.
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In the Internet, a large number of IP packets can be used for communication, because
relatively stable paths are assumed between the end-points of the communication and the
packets are likely to reach their destination. A common assumption is that the packets
are not stored for a long period of time in intermediaries, but are transmitted after rel-
atively short time is used for queuing and transmission. This model of communication
is called store-and-forward paradigm. The delay-tolerant networking (DTN) architec-
ture is designed to make communication possible where the IP-based communication
fails, because end-to-end paths cannot be established or maintained in the network. Thus,
instantaneous delivery between the end nodes may not be possible in the DTNs. To over-
come this limitation the intermediate nodes in the network store and possibly carry the
messages until an opportunity to forward appears. This leads to a communication model,
which is called store-carry-and-forward paradigm. Examples of networks where end-
to-end paths cannot be assumed to exist include sensor-based networks with intermittent
connectivity, satellite networks, underwater acoustic networks, and unreliable terrestrial
wireless networks [20]. DTN is also suggested for communications in rural areas [34]
and as a protocol to enable direct inter–personal communications based on the proximity
of the communicating nodes [124].
From the application perspective, the traditional IP networks use independent data items
(that is, IP packets) that are meaningful only for the routing layer, but often by themselves
not so significant for the communication applications. Thus, a large number of packets
need to be exchanged to transfer an information entity that is meaningful for the com-
municating applications. In an unreliable network this prevents application interactions if
some of the related packets do not arrive to destination. To make the individual messages
more meaningful for the applications, DTN uses messages that contain set of resources
that can be interpreted by the communicating applications. These set of resources are
called Application Data Units (ADUs) [20] and they are carried inside bundles, for which
Bundle Protocol [125] defines the format. This model offers a basis for the application-
aware router that is discussed in this section. Moreover, it motivates to investigate the
applications themselves that are used for content retrieval and communications.
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The DTN communication is often suggested for communication scenarios where the re-
sources are scarce. The resources include, for example, contacts between adjacent nodes,
memory and storage in nodes, connectivity of nodes to infrastructure networks, process-
ing power, and battery capacity of the nodes. When a large part of the network is formed
from nodes with scarce resources, it becomes important to design applications and com-
munication models in such a way that the resources are used sparingly. At the same time,
the goal is also to deliver messages to the destinations with the highest reliability. This
section discusses the DTN architecture and shows how it can be used for communication
in a network that is formed by mobile users with scarce resources. Several mechanisms
for and extensions to the current architecture are proposed to enable efficient content
access in DTNs formed between mobile users. Some of the presented mechanisms are
fairly general and not specifically tied to the DTN architecture. Thus, they could be ap-
plied also with other implementations that support opportunistic networking, for example,
Haggle [124, 99] architecture.
This chapter has several parts, which cover both background work and actual contribu-
tion presented in this thesis. The first subsection reviews the delay-tolerant networking
architecture. The second subsection covers related research from several related fields.
The actual contribution by the author starts in the third subsection, which introduces the
concept of application-aware DTN networking that allows the nodes in the vicinity to
respond to content retrieval requests. The fourth subsection continues by discussing how
the application-aware design can be used to enable content caching and storage in DTNs.
The fifth subsection discusses various message fragmentation mechanisms that enable
overcoming limited transfer capacity of contacts in opportunistic networks. The sixth
subsection covers search mechanisms that allow accessing data in mobile DTNs when
content location is not known. The seventh subsection discusses how placing DTN–
enabled WLAN hotspots to opportunistic scenarios adds structure to network that can be
used to improve Web access via DTN. The eight subsection shows performance evalu-
ation results for the mechanisms developed between the third and seventh subsections.
Finally, the ninth subsection summarizes the chapter.
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3.1 Delay-tolerant Networking Architecture
This section introduces the delay-tolerant networking architecture, which is background
to work conducted in this thesis. The architecture is currently under active development
in DTN research group (DTNRG) [60], which works under the IRTF and aims to define
concepts central to the DTN networking and communications. The group has produced
an informational RFC 4838 [20] that explains the DTN architecture. This section gives
an overview on the DTN architecture. The outline of the section mostly relies on RFC
4838, and further references from the literature are frequently provided.
Bundle Protocol and Internetworking
The DTN architecture uses messages which are called bundles [125]. The bundles are
often larger than packets used in IP networks. Nodes in a DTN network store and possi-
bly carry bundles until an opportunity to transfer bundles to the next node appears, these
opportunities are called contacts. When transferring bundles over the contacts, the nodes
can use heterogeneous mechanisms to ensure reliable bundle delivery to the next interme-
diate node. This is different from the traditional mechanism used in the Internet, where
the TCP is used to control transmission between the end points of the communication.
Figure 3.1, illustrates the protocol structure in a DTN network. The functionality of the
network is grouped into several layers. All entities in a DTN network implement the bun-
dle protocol, which is specified in RFC 5050 [125]. The Bundle Protocol layer provides
transfer services for the communicating applications, and can use services of heteroge-
neous lower layers to forward the bundles. The source and the destination of the commu-
nication are both presented as a DTN host in the figure. A DTN router communicates with
the other nodes by using the TCP/IP protocol stack. A DTN gateway runs two different
stacks below the Bundle Protocol layer to mediate bundles between two different types of
networks.
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  Figure 3.1: Architecture of the DTN protocol stack [145].
The DTN architecture allows internetworking between heterogeneous networks that use
different protocols and addressing families below the bundle layer [46]. To separate be-
tween the different networks the architecture uses the concept of regions. When nodes
that belong to separate regions are willing to communicate, they need support from a DTN
gateway, which is described as a point in the network that data must pass to gain access to
a different region. The gateways may perform potentially needed encoding translations
between the regions and may also enforce networking and security policies.
Convergence Layers
The DTN nodes can use different techniques below the bundle layer to communicate.
To enable communication between the bundle layer and the heterogeneous lower layer
protocols, a concept of convergence layers has been introduced. The convergence layers
manage detailed interactions with the lower layer protocols, for example, TCP/IP, and
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present a consistent interface to the bundle layer. This enables running the bundle agents
without any modifications on top of several different networks.
The TCP convergence layer [36] which is a part of the DTN reference implementation
is an example of a convergence layer. The convergence layer can be used to convey
bundles between two nodes by establishing a TCP connection between the nodes. The
convergence layer also specifies how to encapsulate data to bundles for a delivery over
TCP, and provides acknowledgments for the delivered data segments, which can be used
to support partial message delivery.
DTN Nodes and Endpoint Identifiers (EIDs)
A DTN node is an engine capable of sending and receiving bundles. In other words, each
DTN node implements the bundle layer, as illustrated in Figure 3.1. A DTN endpoint is
logically a group of nodes, and the bundles are sent between the endpoints. Each group
may consist of one or many nodes and each node may be part of one or many DTN
endpoints. A message send to an endpoint may require reaching a single node (unicast),
one node of the group (anycast), or all nodes of the group (multicast and broadcast) in
order to lead to a successful delivery.
Each DTN endpoint is identified by an endpoint identifier (EID). An EID is a name that
follows the general format of uniform resource identifier (URI). Applications use an EID
to define the destination of each bundle that is sent over DTN. In the receiving end, the
application performs a registration when it is willing to receive messages destined to a
specific EID. Nodes often persist registration information in order to manage restarts of
the node or an application. The EIDs are not required to have functionality related to
routing, but they may have if it is found beneficial in the deployment environment.
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The process of interpreting an EID, for determining the way to carry the message towards
destination, is called binding. In the binding process, the destination EID can be mapped,
for example, to the current IP address of the EID. In the traditional Internet communica-
tions the binding is done prior to sending, when name of the destination is associated to
its network address by the means of a DNS query. This is called early binding.
In DTNs late binding is often used. In the late binding the destination EID is not neces-
sarily bound to the destination address in the source DTN host. Late binding is especially
feasible when the messages may travel to the destination longer than the bindings are
valid, that is, when name to network address mapping may become obsolete during mes-
sage transfer. Use of late binding also removes the need to spread up-to-date binding
information across the network.
Ongoing work [48] defines rules for constructing EIDs. The rules can define bundle
content to be carried inside various protocols, for example, by using HTTP or email
mechanisms. The rules provide increased control on delivery path and operations that are
performed on the bundle, and their use is briefly discussed in Publication VIII.
Routing and Forwarding
The DTN network can be considered as a multigraph, where each node-pair may be con-
nected by more than one edge. A period of time that an edge is available for delivering
messages is referred as a contact. The contact’s volume is the duration of the contact
multiplied by its bandwidth and it is equal to the amount of data that the contact is able to
carry. The routing differs from the routing in fixed networks in that the contact availabili-
ties and volumes may not be known in advance. Instead of just finding a path in space, the
routing needs to find a space-time path to the destination according to the temporal avail-
ability of the contacts. It is often difficult or even impossible to establish an instantaneous
end-to-end path between the source and the destination. Thus, the path and its availability
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may not be known at the time of sending the messages and the message delivery may not
be guaranteed. The DTN architecture leaves the choice of the routing algorithm open and
provides support for different routing algorithms so that an appropriate algorithm can be
chosen according to the characteristics of the network.
This thesis assumes routing algorithms that work over intermittent and opportunistic con-
tacts and omits details of routing messages over other possible contact classes, such
as scheduled contacts. An opportunistic routing protocol can operate based on zero-
knowledge, that is, it does not require information about the network topology. Several
such protocols have been proposed for routing in DTNs and new routing approaches
emerge continuously. In the following, a brief overview of the DTN routing is given
together with references to more detailed information.
Several DTN routing protocols create multiple copies of the message to find a good route
to destination and to survive possible message losses. A well known example of such
protocol is Epidemic routing [141]. In Epidemic routing, the nodes exchange a summary
about the messages which they carry when meeting the other nodes. Then copies of the
messages are replicated to the nodes that are not yet carrying them. In this process, a large
and uncontrolled number of copies is created and it may lead to an undesired congestion.
Spray-and-Wait [134, 135] routing works by initially creating and sending (spray phase)
limited number of message copies into network. Then these copies are carried towards
the destination (wait phase). In Spray-and-Wait routing the number of the message copies
is explicitly limited and does not directly depend on the number of nodes in the network.
Routing algorithms that create only one copy of a message have been proposed for net-
works where the resources are scarce [136]. In such environments, single–copy routing
helps to avoid issues arising from congestion and energy usage, which are often faced
with flooding based message delivery. The simplest form of the single–copy routing is
called direct transmission, in which a node forwards a message to the next node only if
the next node is the destination of the message. In a randomized routing algorithm the
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node which carries the message passes the message to another node with some probabil-
ity. First contact (FC) routing [73] is an example of such a protocol with property that the
node always passes the message to another node.
Utility–based routing uses information about earlier encounters between a pair of nodes
to find a node that is likely to have an encounter with the destination in the future. The use
of this information can be based, for example, on observation that smaller time since last
encounter usually indicates a shorter distance between a pair of nodes. PRoPHET [92]
protocol maintains for each node a metric called delivery predictability, which indicates
how likely it is that the node can deliver a message to a given destination. The metric
is increased when encounters between the node and the destination happen, and it is
decreased when encounters are not seen for a while. The metric has also a transitive
component, which is increased if the node can reach the destination via another node.
Seek-and-focus [136] routing combines the random and utility–based routing. It first
uses random routing to find a good lead towards a destination and then uses utility–based
approach to follow that lead.
Spray-and-Focus [135] protocol combines the Spray-and-Wait approach with the seek-
and-focus protocol. In the focus phase of the Spray-and-Focus routing, an utility function
is used. If the encountered node is more likely to meet the destination based on an utility
function, the message is forwarded to the node. Thus, Spray-and-Focus takes active mea-
sures to propagate the messages towards the destination also after the spray phase. The
MaxProp routing algorithm approaches the congestion problem by explicitly acknowl-
edging successful deliveries and removing copies of the acknowledged bundles [16]. The
RAPID routing protocol creates new copies of a message until a copy reaches the desti-
nation [8]. RAPID uses an utility function to evaluate which packet would lead to highest
increase in utility, and then replicates this packet first. The utility–based evaluation is also
used to determine which packets to drop when congestion takes place. Since the utility
function can be customized, the protocol behavior can be adapted to different environ-
ments.
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Several studies [76, 151] compare performance of different DTN routing protocols.The
above introduction classified the DTN routing protocols based on how many copies they
create per message. Other approaches [144] and Publication IV have discussed the use
of coding to increase DTN forwarding robustness with only a small amount of additional
traffic. Also routing protocols that find and exploit social models in community have
been proposed, for example, Bubble RAP [66]. A solution for routing response messages
backwards that uses the previously existed route as a hint has been proposed by Hui et
al. [65].
Fragmentation and Reassembly
The DTN architecture proposes to send data in bundles, which aggregate information,
instead of sending several small data packets. The model is proposed to be used in envi-
ronments where the resources are scarce and the contacts may be only shortly available
for the data transmission. This leads to a question on how to maximally utilize the short
contact durations, and how to forward even when the contact durations are too short for
transmitting entire bundles. To overcome this challenge, the DTN architecture proposes
fragmentation of the bundles. In the process of fragmentation, the bundles are divided
into multiple smaller bundles which are called fragments. Conceptually, each resulting
fragment is treated as a plain bundle by the DTN network. When possible, fragments of
a bundle are merged and the bundle becomes re–assembled.
Fragmentation is designed to increase the utilization of contact volumes, but the approach
also raises many questions. The size and the content of the bundles can change in the in-
termediate nodes during the transfer, and the payload authenticity can become an issue.
Uncontrolled fragmentation can lead to excess message splitting and large number of
fragments, while loosing any of the fragments during the transfer leads to an unsuccess-
ful message delivery. Also, it is not straightforward to route the bundles in an optimal
manner, so that the entire resource may be later re-assembled. The DTN architecture
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defines two forms of fragmentation. In proactive fragmentation the sender prepares for
small contact volumes by fragmenting the bundle into several smaller blocks already be-
fore the transfer. In reactive fragmentation, two adjacent DTN nodes fragment the bundle
during the transfer when it is only partially transmitted.
Reliability and Custody Transfer
The bundle delivery model in DTNs is one-way and does not include interactivity. The
model supports unacknowledged, and priority supported delivery of bundles and it is of-
ten compared to the model used in the traditional postal service. To provide some degree
of message delivery guarantees for the communicating applications, the bundle protocol
supports two mechanisms. First, applications that have an explicit need for delivery guar-
antees are allowed to use end-to-end acknowledgments. Second, a node can promise to
store a bundle reliably until it can forward it towards the destination, that is, it can accept
custody of the bundle. The node can move the responsibility of storing and forwarding
the message for another node by means of custody transfer.
Accepting custody of a bundle requires a node to reserve resources for storing the bundle,
and it is not allowed to delete the bundle. The custody transfer mechanism allows a node
to release the resources when the responsibility is moved for another node. However, the
architecture does not require all nodes to act as custodians, and some nodes with scarce
resources may decline becoming custodians. This limits the use of custody transfer for
providing hop-by-hop reliability.
3.2 Related Research
This thesis assumes the DTN architecture [20] as a basis for communication in challeng-
ing networks. The DTN bundle protocol [125] and its reference implementation [59] are
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used as a starting point. Then several mechanisms that extend their default functionality
are proposed throughout this chapter. The following gives a review on related work in the
field.
DTNs and Applications
Earlier studies on using the DTN for web access [102, 10] have illustrated how the web
resources can be bundled into semantically self-contained units. Ott [100] has discussed
application protocol design for mobile Internet and concluded that while asynchronous
communication model seems suitable for the Internet access, the end user applications
should proactively adapt to asynchronous communications and communicate their inten-
tions at once. Lindgren and Hui [93] discuss several areas where DTN could provide a
feasible solution for applications to communicate. They propose that the rural communi-
cations and bulk data transfer in urban areas are potential scenarios where the DTNs can
be the most prominent basis for communications.
DTNs have frequently been referred to offer a postal class of service [46, 20]. This
service model has been leveraged in enabling Internet email system on top of the DTN
Bundle Protocol, for which a practical implementation has been demonstrated [68]. Other
examples of applications implemented for DTN include a web blog [107] and a web
server [108] capable of bundling resources for DTN delivery.
Vallina-Rodriguez et al. [142] have proposed a social networking service for developing
regions that uses combination of DTN and infrastructure networks. Similarly, Clark et
al. [27] have proposed social networking application for that uses the DTN for commu-
nication. Moreover, MobiClique [109] is a middleware for opportunistic networking that
has been used to support applications for mobile social networking, asynchronous mes-
saging, and epidemic newsgroups. While not built on the DTN architecture, the approach
has many similarities to applications discussed in this thesis, as it uses store-carry-and-
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forward paradigm, epidemic messaging, and TTL to limit message spreading. Lenders et
al. [89] have proposed broadcasting to share and distribute media content over opportunis-
tic wireless links. While using smaller data units and channels to identify content, their
use of opportunistic contacts share similarities to mecnahisms discussed in this thesis.
Content Redundancy and Cooperative Caching
Jain et al. [72] have discussed how redundancy can be used to cope with communication
failures in DTN. They formalize the problem of sending coded blocks over different paths
and propose strategies for packet scheduling so that the overall message delivery proba-
bility is maximized. Deploying additional DTN nodes to serve as bundle routers has been
also suggested for improving capacity, and thus also reliability, in DTNs [152]. Era-
sure coding-based flooding has been shown to provide good performance in opportunistic
networks [144], reducing the message delivery delay. Other proposals to use erasure
coding [17, 119, 57] discuss the benefits of removing the need for interactive commu-
nications, especially sending acknowledgments, during reliable data transfer. Work with
data storages, discussed in Publication I and in Publication II, has shown how how large
files can be efficiently striped and erasure coded for storage. The striping scheme can be
used for very large data units that are similar to ADUs in DTNs.
Other research has discussed optimizing the file availability in peer-to-peer content dis-
tribution communities, defined by intermittently connected nodes that contribute storage,
contents, and bandwidth [79]. The primary goal is to satisfy file requests from within the
community, which also increases the speed of downloads from the global network since
less peers compete for the outgoing link capacity. Only when the community cannot
serve the file the request should be sent further to the global network. Similarly, coop-
erative caching may be applied in ad-hoc networks to serve requests from mobile users
and reduce the distance requests and responses have to travel [150]. This issue is further
discussed in the context of cooperative caching for multimedia contents in [86].
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Scalable peer-to-peer overlays have been studied in the content addressable network
(CAN) [118] and Chord [137] projects. These projects have provided algorithms for
addressing content in scalable manner. The PAST project has investigated caching in
storage overlays and shown how locally controlled caching may be used to increase the
fetch performance in the storage overlays [120]. Their research also illustrated how even
during very high storage utilization the small files may be still stored for caching purposes
to where some unused storage exists. This is similar to the motivation to perform coop-
erative caching, since the proposed model can opportunistically store even small bundle
fragments without inducing overhead of registering the stored fragments to look-up ser-
vice. The Internet Backplane Protocol [12] creates a global storage service by sharing an
end system’s disk resources via an infrastructure network and offering access and man-
agement functions. While the above approaches provide rather predictive resource access,
the focus in DTNs is more on probabilistic operation in opportunistic networks where in-
dividual nodes are not assumed to be well connected. The maintenance cost of look-up
structure in opportunistic networks easily becomes unacceptably high. OceanStore [84]
has investigated storage access for weakly connected nodes and others (for example, [33])
have studied applying peer-to-peer overlays in mobile ad-hoc networks.
Cooperative caching has been suggested to save energy [122, 121, 130], increase data
availability, and decrease access delay [43] when data is accessed from mobile ad-hoc
networks. In the ad-hoc networks the routing maintains and uses state about the node’s
neighbors to compute paths. This may not be suitable in highly mobile scenarios where
purely opportunistic operation is used. Another approach, which is used in ad-hoc net-
works [149], uses path information to make decisions on caching. However, in oppor-
tunistic DTNs paths may not exist at all. Replica allocation in ad-hoc networks has been
investigated to increase data availability in partitioned ad-hoc networks [62]. The au-
thors suggested that when replica allocation is based on data access frequency and group
information of the node the data availability is higher than without the use of group infor-
mation. This could be paired with a method designed for finding social groups in DTN
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communities [66]. Group-based caching with closest neighbors in ad-hoc networks has
been also suggested for increasing data availability [140].
The bundle protocol [125] defines also the custody transfer mechanism which combines
hop-to-hop reliability and persistent storage to enable reliable end-to-end communica-
tions. As node resource constraints may lead to congestion, Seligman et al. propose
mechanisms to temporarily shift storage load by moving custody of bundles from one
node to another and retrieving them when the congestion has cleared [127]. Moreover,
Seligman [126] has shown how the storage usage of the custody transfer mechanism can
be used to make resource usage efficient when targeting reliable transfer in networks with
intermittent connectivity.
Bundle Fragmentation in DTNs
The bundle protocol specification [125] defines the bundle format and handling of bun-
dles. The specification also discusses fragmentation and defines that the fragments of a
bundle are represented as bundles which can be fragmented further. Although, the syntax
is in place, little information is available on how and when to use fragmentation. Most
routing protocols defined so far consider transferring bundles only in an all–or–nothing
fashion, for example, MaxProp [16], Spray-and-Wait [134], Prophet [92], and RAPID [8].
Using only complete bundles makes routing and forwarding design simpler. Exceptions
are protocols which fragment messages to add redundancy for increased robustness of
message delivery, as seen with erasure or network coding [144, 72, 146].
In IP networks using fragmentation has been discouraged [81], for example, because of
increased packet loss probability, and is generally avoided. In datagram-based communi-
cations, the application layer is usually responsible for segmenting application data units
so that they do not exceed the maximum packet size on the path, following the concept
of Application Layer Framing [26], which is used for media streams [123, 61]. A similar
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approach can be used in DTNs and applications can limit the size of the messages that are
sent to network.
Application level message fragmentation has been proposed for overcoming limited com-
munication and storage resources in store-and-forward networks already in the late 1980s
by Brachman and Chanson [13]. Their paper discusses many issues also applicable to
communication scenarios targeted in this thesis, however, it assumes high reliability of
the message transfers and their intermediaries communicate over more stable links.
Search for Content in Opportunistic Networks and in the Web
Searching for information is an active area of research in the computer science. It has
produced numerous publications with topics varying from algorithms and operations of
large-scale databases to search in many different application scenarios. The practical
applications of searching have been illustrated by popularity of the Internet search engines
such as Google or Bing. This thesis focuses on distributing search requests and results
in challenged networks rather than the process of actually finding the results. Thus, the
discussion of related work limits to similar efforts that perform search in opportunistic
networks and to studies about user behavior which give insights about requirements.
There are two basic approaches for searching in unstructured networks, namely flood-
ing and random walk. Most proposed flooding based schemes use a TTL-based limit to
control the spread of the queries, for example, as described by Chang and Liu [21]. In
contrast, search schemes based on random walks [7, 128], avoid the massive spreading
of messages that flooding creates and still achieve a degree of reliability by using proba-
bilistic paths to reach responders.
BubbleStorm [139] is a probabilistic search strategy in peer-to-peer networks. It is based
on a combination of replication and probabilistic distribution of queries. BubbleStorm
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depends on a network that is a random multigraph with a fixed degree distribution. Thus,
the system is not applicable for DTNs, as nodes cannot control the number of neighbors
to peer with as peer-to-peer systems working over the Internet can.
Adamic et al. [1] present search strategies that exploit power-law node degree distribu-
tions, which estimate the number of neighbors for a node. Their method passes a search
request from one node to another, choosing the neighbor with the highest degree. After
the node with the maximum degree has been reached, it will be avoided, thus the search
descends in the degree sequence. Yang and Hurson [148] present probabilistic schemes
for locating content in wireless ad-hoc networks. Based on knowledge about the query
history, they use heuristics and Bayesian probability calculations to guide the dissemina-
tion of queries. Hui et al. have presented a search mechanism for pocket switched net-
works (PSN) called osmosis that derives from analogy to its biological counterpart [67].
In osmosis, the queries in the network are spread based on epidemic forwarding, and the
results are routed back based on the traces that queries left while traveling between re-
questing node and the responding node. The work in this thesis, in contrast, limits the
system resources used to spread and evaluate searches and relies on different existing
routing mechanisms to deliver responses.
Balasubramanian [11] et al. have presented a system called Thedu to enable efficient web
search from a city bus. Thedu acts as a web proxy and collects search queries from a
mobile user at the time of disconnections. Thedu differs from this work by assuming
that nodes can eventually establish a connection to the Internet where a centralized search
engine can be accessed. The proposal in this thesis, on the other hand, allows search in
completely disconnected networks, where all content is distributed among the nodes.
There are a number of studies analyzing the use of web search. Based on the logs of the
Excite search engine for one day (in March 1997) Jansen et al. [74] found that the majority
of web searches consist of only few terms, and that the frequencies of occurrences of
search terms exhibit a highly skewed distribution with 44% of the search terms occurring
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only once. Search sessions, that is, a series of queries by a single user within a short
period of time, were also found to be short.
A similar study by Silverstein et al. [132] based on AltaVista query logs from 1998 sup-
ports the results of [74]. A later study using Altavista data [75] from 2002 showed a
slightly higher number of terms per search and the diversity of search terms was found to
be larger than in previous studies with the most frequently used term accounting for only
0.6% of all queries.
Kamvar and Baluja [78] analyze wireless search behavior based on Google’s mobile
search logs gathered during one month. Their results are in line with the general proper-
ties observed in the studies cited above whose data is mostly about searches from desktop
computers: short queries and sessions and a high variation of the search terms. However,
there is an observable difference between the types of devices. Searches from cellphones
are slightly shorter than those from PDAs. The distribution of the used search terms is
more biased for cellphones where the top 1000 queries account for 22% of all queries
than for PDAs where the top 1000 represent only 6% of all queries.
Church et al.[25] present an extensive study of mobile information access conducted in
2005 based on logs from mobile a provider which include both search and browsing
patterns. Their results are in line with the findings of the analysis based on Google mobile
logs, and they predict that the diversity of search interests will grow for mobile search as
it did for web search in general.
The overall observation is that the searches, and especially in mobile space, are repeti-
tive. However, the variety of topics is very large, so that the top searches constitute only
a fraction of the total search traffic. As a consequence, optimizations based on the most
popular searches will have only a limited effect on the overall user experience. Unfor-
tunately, none of these studies provides insight on the similarity of the search results.
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With the available numbers, it is possible to only state that different queries also matched
different results, but not to verify to what extent.
Opportunistic Web Access and Partial Infrastructure Support
Mobile Internet access, directly via diverse wireless technologies or indirectly via a co-
operating peer, has been a research topic for more than a decade. Various approaches
for dealing with opportunistic connectivity between mobile nodes and to access networks
can be found. Numerous proxy architectures were developed for Internet access in dis-
connected environments. Ott and Kutcher suggest a proxy-based solution for Drive-thru
Internet [102] access in disconnected environments by using a gateway between inter-
active HTTP request-response sequences and asynchronous DTN communications. This
thesis re-uses their earlier scheme for encapsulating HTTP in DTN messages. The Teth-
erless Computing Architecture [129] has pursued similar ideas.
Besides content retrieval, searching for content in disconnected mobile environments has
received quite some attention. Balasubramanian et al. [9] presented Thedu to enable effi-
cient web search from a city bus for mobile nodes with intermittent WLAN connectivity:
search queries collected by clients are aggregated by a central search engine, and the
most relevant results are prefetched. Thedu assumes intermittent, but direct connectiv-
ity to a WLAN through which the server can be accessed and places its emphasis on
dealing with search results rather than on generic page requests as in this thesis. The
Haggle project [124, 99] provides an architecture for sharing and retrieving content from
within (mobile opportunistic) social networks, associating users with social context for
routing/forwarding and attach metadata to content for searching and identification.
In addition, various systems for pro-active content dissemination were developed. TACO-
DTN [133] assumes an infrastructure backbone made up of well-connected infostations,
for example, part of travel information system attached to bus stops. The infostations are
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used as gateways to publish contents to which the mobile nodes subscribe when they come
into range. Published content is routed to those infostations with active subscriptions to
be stored and ultimately delivered to the mobile nodes. A system for urban content dis-
semination originated from fixed access points is analyzed in [87]. A publish/subscribe
architecture or large-scale (rural) dissemination is presented in [58]. PodNet [80] de-
scribes an interest-based content sharing system between mobile nodes in which content
is organized according to channels described by metadata.
Finally, efficient content access can be supported by cooperative caching inside the net-
work and in mobile nodes, reducing the distance between requester and a copy of the
content and enabling content access without the need for infrastructure access. Internet
access via densely populated MANETs was studied, for example, by Lim et al. [91] and
numerous approaches to caching were devised. Lin and Cao [150] applied caching in
MANETs using redirection of request packets in intermediate systems towards areas with
cached copies. Ditto [41] is a caching system for multi-hop wireless networks that divides
content into chunks of data that can cached in the nodes along the data path and in those
overhearing the wireless transmissions. Afanasyev et al. [2] propose caching for indi-
vidual packets at the link layer of wireless networks so that nodes overhearing wireless
transmissions can keep packets to satisfy later requests.
The work in this thesis differs from the above in at least one of three key respects. First,
operation is not done at the level of individual packets but larger messages. Second, the
work aims at supporting the traditional access methods to structured web contents. Third,
the focus is on opportunistic networks. Furthermore, the work on hotspot based Internet
access extends the work in other publications of this thesis by exploring caching in fixed
and mobile nodes.
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3.3 Application-aware DTN Networking
One of the motivations for the DTN architecture is to make networking decisions more
useful for applications [20]. To achieve this goal, the DTN applications communicate
by sending data in Application Data Units (ADUs). An ADU may be packaged into a
single or many bundles. However, in this thesis the aim is to package each ADU into a
single bundle and to use ADUs to transfer semantically self-contained application proto-
col messages, for example, a single or even all objects of a web page. A message header
extension is proposed that exposes the application contents of a message to the DTN rout-
ing layer. This allows also the intermediate DTN nodes to be aware of the purpose of the
message for the communicating applications. The model is referred as application-aware
DTN networking. This section discusses how a cooperation between DTN nodes can
benefit from application-aware message forwarding. The discussion begins by showing
what is needed in the DTN nodes and messages to enable application-aware operation.
The discussion continues by focusing on caching and storage applications and by show-
ing how to increase data availability by equipping DTN routers with an application-aware
community caching and storage module.
Enabling application-aware processing allows to study how it can be used to share storage
resources for increasing content availability in a sparse community of mobile nodes. The
motivation to share storage resources for caching in DTNs derives from an interest to de-
crease retrieval latency, increase delivery success, and reduce network traffic. These are
goals often pursued also in traditional network systems design. Earlier work [79] men-
tions how fulfilling requests from within such a community network also increases the
performance of fetching data from outside the community as the gateway nodes become
less congested.
The application-aware functionality of the nodes can be used for multiple purposes, for
example, media format conversions. However, this thesis presents the generic application
support, but discusses its applicability only to content access applications. The applica-
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tion support is investigated with a group of mobile nodes which together form a commu-
nity. The nodes in the community correspond to users willing to contribute communica-
tion resources, for example, storage and bandwidth, to the other nodes in the community.
Some nodes are willing to support cooperative caching and storage by storing messages
over longer period of time than required by the DTN bundle layer lifetime. At the same
time, some nodes in the community contribute storage only for forwarding purposes like
plain DTN routers do. The cooperation between the nodes makes it possible to create
a distributed storage from the shared resources. The storage can be used for caching
data content previously retrieved from the infrastructure network via gateway nodes. The
storage support is discussed in more detail in Section 3.4.
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Figure 3.2: Simplified view on an application-aware DTN router.
Figure 3.2 illustrates conceptual overview of an application-aware DTN router which is
used to implement caching function. An application-aware processing (AAP) module is
capable of interpreting application specific information carried in a DTN bundle header
extension. The application information can be used, for example, to drop bundles that
carry duplicate content already before the content is stored, or to manipulate queuing
or forwarding decisions based on the purpose of the messages for the communicating
applications. For example, with storage application the small request messages could be
prioritized over large bundles in the queue.
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The following discusses how the bundle protocol specification [125] created in DTNRG
can be extended to support application specific processing in the DTN nodes. A novel
header format is introduced that can be used to carry the necessary bundle protocol exten-
sions. The design of the bundle protocol extension block together with the application-
aware router design forms the technical basis for the evaluation carried out later in Sec-
tion 3.8.
Extending Bundle Protocol for Application Specific Processing
In order to provide support for application specific-processing of bundles a new bundle
protocol extension block is proposed. The proposed extension is named Application-
Hints, and it carries information about application semantics of the bundle payload. DTN
nodes in the communication path can then interpret the extension and apply advanced
treatment on the bundle. The extension block is often small in size compared to the bun-
dle payload and can be encoded in a few bytes plus the URI and optionally the extensions.
Thus, the extension block will not cause significant overhead in terms of data transmis-
sion. If bundle fragmentation is used, this header needs to be copied into every fragment.
The extension header carries application information, which for the most important part
contains the following:
Application protocol: The application protocol has to be known to perform resource
matching and to enable selective support or other differentiation: a node can support only
subset of protocols or give preferential treatment to some applications. The application
protocol also defines how responses to retrieval requests are generated.
Resource: The resource, for example, a media content item carried in a bundle or asked
for, needs to be identifiable for any matching operation. A URI is used for resource iden-
tification. Since resources may change over time, also application-independent version
information and a cryptographic checksum of the resource contained in the ADU are in-
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cluded to allow simple equality matching. This also helps avoiding caching two identical
copies of the same resource.
Operation type: Independent of a particular application protocol, the general class of
operation is indicated to allow for minimal support even if the application protocol de-
tails are not understood. The operation can indicate for example, a request, a response,
an unconfirmed event, or an unknown operation type and whether the bundle contains a
resource. The distinction between operation classes makes it possible to apply different
storage and routing policies based on the class of the bundle.
Lifetime: If a content resource is contained in the message, its application layer lifetime
can be made explicit, so that keeping and discarding bundle can be adapted according
to application needs. The application layer lifetime can be extracted, for example, from
HTTP Expires header [50], which is used for cache control and defines the period of the
content validity. This allows to use time-to-live information carried in the DTN bundle
headers for forwarding purposes only, and it does not need to be overloaded according to
application needs.
Block type Flags
Resource Identifier
(e.g., “http://www.example.com/index.html”)
Operation type
Block length
Application Layer Message Lifetime
Resource Id Len
Resource hash (0 if unused)
0 7 8 15 16 31
Appl. Prot. Len
Application Protocol (e.g., “http”)
Extension Len
Resource version (0 if unused)
Figure 3.3: Application-Hints extension block for the bundle protocol.
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Figure 3.3 illustrates construction of the Application-Hints extension block for the bundle
protocol. The structure of the block is explained in more detail in [101].
In addition, one further Routing extension block is defined to the bundle protocol which is
independent of the specific application but supports various routing protocols to limit the
spreading of bundles. A hop-count metric is used to restrict the spreading diameter and a
copy-count indicates the number of copies that may be created per bundle in order to limit
the total load on the network created by a bundle. The former is initialized to the number
of hops a bundle may travel and decremented upon reception at each intermediate node.
If it reaches zero, the bundle is no longer forwarded. Hop-count limit has been proposed
also in an ongoing work [47], which presents a DTN bundle protocol extension block for
the taks. The latter is set to the number of copies that can be generated from an instance
of a bundle. For example, with binary Spray-and-Wait the number of copies is halved
whenever the bundle is forwarded. An initial value of zero indicates that the field is to be
ignored.
3.4 Content Caching and Storage in DTNs
This section discusses a design for a DTN node that provides caching and storage func-
tionality based on the application-aware DTN networking approach. The design allows
the node to identify content retrieval requests and to serve responses to the requests if the
node has resources that match the request.
Figure 3.4 shows a simplified view of a storage-enabling DTN node. The storage/retrieval
logic module provides interfaces to perform cache lookups for the resources stored as
bundles in the queue or the cache. If a passing bundle contains a request for a content
that the node stores, the content is retrieved locally based on an unique identifier. The
matching bundle is then packaged into a response message which is originated by the
DTN node. If the passing bundle contains a response that carries a content item, the
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Figure 3.4: Architecture for a distributed DTN storage module.
bundle can be stored locally on the node’s storage. The Application-Hints extension
presented above exposes the identifiers and the application layer protocol operation to the
DTN layer.
The storage-enabling DTN node allows mobile nodes to share and access resources in
peer mobile nodes. For a use case of the design, a sparse network of mobile nodes Ni
which participate to cooperation by sending, forwarding, and serving responses to re-
quests for identifiable content is considered. The contents, identified by unique identifiers
UM , are packaged as self-contained and identifiable ADUs. The intermediate DTN nodes
perform application-aware processing in addition to the usual store-carry-and-forward
operation. The nodes are able to modify the local queue management policies to match
the demands of the communicating applications.
Making use of the DTN store-carry-and-forward paradigm and enabling the intermediate
DTN nodes to keep a copy of a message for a longer period of time than required by the
forwarding algorithm allows creating a cache for the ADUs. Separating the cache from
the DTN forwarding queue is beneficial from at least two perspectives. First, it allows
to store messages according to the application layer validity of the carried content that
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is often more long-lived that the message TTL used for limiting the bundle forwarding.
Second, it allows to manage cached content according to eviction policies, which prefer
storing messages that contain likely response to later content requests.
The application-aware nodes can match resource requests req(UM) to response messages
that carry the sought resource rsp(UM) based on the unique content identifier. When a
match is found, they generate a response destined to the originator of the request. Some
of the nodes act as Internet gateways and thus are the ultimate target for requests as
they represent access to all resources in the Internet. Responses can be then cached by
the intermediate nodes forwarding them. In this model, the requests can later be served
also from the cooperative cache formed by the community nodes. Generally, a request
req(UM) for a complete resource UM is sent by a node Ns. The request is forwarded until
it hits a node Nd that either has a cached copy of UM or is a gateway and can thus retrieve
UM from the Internet. Furthermore, Publication III introduces store requests srq(UM)
that can be used to store a resource for later retrieval .
Content Redundancy in DTN Caches
DTN is proposed for communication in environments where delays may grow large and
where disconnections and network partitions occur. In these kinds of environments adding
redundancy can help to increase availability and transfer success of data. The following
investigates how redundancy can be applied to bundle forwarding and content caching
in DTNs. Different redundancy mechanisms are discussed that increase the response
success and the cache hit rate, and decrease the response latency. At the same time, the
proposed mechanisms aim to keep network and storage resource requirements suitable
for communication environment where resources are limited.
Redundancy of content results in naturally when multiple copies of a content are created
in the network. In DTNs, this can result from using a multi-copy routing algorithm, or
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from multiple entities originating the same data item nearly simultaneously. If a single-
copy routing algorithm is used, redundancy can be added through creating multiple copies
at source or adding erasure coding. In order to apply erasure coding, it is possible to
perform the coding in the application layer and allow parts of the coded message to be
transferred as independent bundles. The decoding can then take place in the application
layer in the receiving node. This does not require modifications to the DTN forwarding
scheme. Then, the existing protocols can be used without changes and functionality can
be added only to applications at the end hosts. The use of Reed Solomon codes allows
to divide single bundle carrying a resource UM of size S(UM) into m source blocks and
to encode n − m additional blocks of the same size. Any combination of m blocks out
of n of equal size S(U)/m can be used to construct the bundle. As discussed previously
in Section 2.3, redundancy can be significantly increased with only a small amount of
additional data when erasure coding is used. This helps to avoid wasting both the scarce
buffers and the limited contact volumes in a DTN network. Publication IV contains more
details on working with blocks, resource identifiers, and coding parameters.
When erasure coding for cached resources is allowed, requests for resource fragments are
identified and treated similarly to requests for the entire resource and so are the corre-
sponding response bundles. This common treatment allows intermediate nodes who do
not understand erasure coding or fragmentation to reply to requests if they hold a copy (or
fragment) of the resource in question. In addition, the nodes which do not have function-
ality to perform the look-ups in the forwarding buffer or cache may still participate with
plain forwarding functionality. If a match for one fragment is found, the reply is gener-
ated and the request for this fragment is dropped while the requests for other fragments
are forwarded further.
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3.5 Message Fragmentation in DTNs
In DTNs, messages can be large compared to transfer capacity of available contacts be-
tween adjacent nodes. Large messages lead to longer transfer times making it more likely
that contacts break in the middle of message transfers. This motivates investigating how
to support partial message transfers by using fragmentation. This section formulates frag-
mentation independent of routing algorithms and introduces several strategies for using
fragmentation in DTNs.
The DTN architecture allows arbitrary message sizes, but does not define a maximum
transfer unit (MTU). However, since messages can be large, the contact duration can
easily become the limiting factor for message forwarding. For example, assuming fast
contact establishment, it takes some ten seconds to reliably transmit a message of 1 MB
over a 1 Mbit/s wireless link. Thus, contacts can be too short–lived to even transmit just a
single message and support for partial message transfer can be essential to make commu-
nication possible over short-lived links. Partial message transfer also avoids wasting link
capacity with incomplete transmissions. This motivates fragmentation for DTNs.
The DTN architecture [20] defines two types of fragmentation, which are discussed in
this section.
Proactive fragmentation works so that a node splits a bundle into fragments before trans-
mitting it. This approach is similar to IP fragmentation. The fragmentation decision can
be made based on knowledge of the contact availability or according to buffer limitations
on the next hop.
Reactive fragmentation works so that the forwarder starts transmitting an entire bundle
and, when interrupted by a sudden contact failure, the forwarding node and the next hop
arrange the remaining portion which has not been transmitted yet and the already received
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portions into valid bundles. The agreement on how much data was successfully sent can
be achieved by a suitable convergence layer, for example, the TCP convergence layer [36].
H(M) R(M) UM[0, S(UM)]
H(F1) R’(M) UM[0, b]
H(F2) R’’(M) UM[b+1, S(UM)]
H(F2) R’(M) UM[b+1, S(UM)]
N1Ns
N2
Ndfragment 2
fragment 2
fragment 1
Figure 3.5: Message fragmentation in a DTN host.
Figure 3.5 illustrates a simple example of fragmentation. A message M carries message
header H(M), which contains control (source, destination, . . . ) and payload-related (size,
offset, granularity, checksum, . . . ) information. A routing-specific header R(M) carries
information that is used by the routing protocol for forwarding and deletion decisions
(time-to-live, custody, . . . ) The payload UM contains the application data and its size
is noted as S(UM). During the process of fragmentation, a node Ni divides the bundle
payload, which can be the complete resource or a resource fragment, into two or more
non-overlapping fragments F1, F2, ..., FM .
A fragment of the original payload is denoted as UM [a, b] which indicates the inclusive
offsets for the start at a and the end at b, and is of size b−a+1. The node performing the
fragmentation copies H(M) and R(M) into each of the resulting fragments. The fragmen-
tation process updates the fragmentation offset and size in H(M) for each fragment, but
does not modify R(M). The forwarding process will update R(M) according to the routing
protocol but will not change H(M). Moreover, the fragmenting node will not include any
information about itself in the resulting fragments.
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The proposed approach treats fragments as independent bundles in the network interme-
diaries, and reassembles them only at their final destination. Reassembly can be carried
out also in intermediaries, but because of complexities related to managing routing in-
formation this is limited out of scope in this thesis. When the destination node performs
the re-assembly, fragments are collected and maintained until their time-to-live (TTL) ex-
pires. The TTL is defined in absolute time in the sending node and copied at the time of
fragmentation, and thus is identical for all fragments. With multi-copy routing algorithms,
several fragments can overlap.
The message is considered delivered only when the destination can recover the entire
resource from the received fragments.
Proactive Fragmentation
Proactive fragmentation can occur at any node. The decision to fragment is made before
message forwarding to the next hop and can be based, for example, on estimations about
expected uptime of the contacts to along the path to the destination. A special case is
source fragmentation, which is performed by the source node Ns. The node passes the
resource from the application to the bundle layer, where the message H(M) and routing
headers R(M) are created. Then, node splits the payload into m non-overlapping frag-
ments of equal size, to which the headers are attached.
After the fragments are created, the node sends them out sequentially, starting with the
beginning of the payload. Intermediary nodes forward the fragments without modifying
them, and no further fragmentation takes place in the network. At the destination node
Nd, all m fragments are needed to re-assemble the message.
This thesis considers proactive fragmentation only at the source. It has also a benefi-
cial property that the fragmentation boundaries can be matched with data authentication
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boundaries in the sending node [105]. Reactive fragmentation, not relying on uptime
estimates for the contacts, seems more suitable for fragmentation at the intermediaries
Reactive Fragmentation
For reactive fragmentation, any two nodes in the network are able to fragment a message
with a payload larger than a single byte. Fragmentation is triggered when a connection
breaks during a message transfer from Ni to Nj . From the message headers, which are
assumed to be transmitted first, and the payload part of the message received byNj before
the connection breakdown, one fragment F1 is created. Another fragment F2 is created
from the part of the message not yet delivered to Nj . Both fragments inherit the headers
from the message, with the control information adjusted. Routing information R(M)
of the forwarded part F1 is updated to reflect the successful forwarding and it remains
unchanged for the other part F2. The unfragmented bundle at the forwarding node is
deleted to free up resources, and the two fragments continue to exist independently. This
allows maintaining different routing headers and keeps fragmentation independent of the
routing protocols. Fragments may be fragmented again in the following intermediate
nodes.
This thesis also investigates a version of reactive fragmentation, which limits the size of
the resulting fragments to pre-determined boundaries defined by the originator. This is
often referred to as toilet paper approach [49], and allows, for example, for fragment
authentication [105]. Fragmentation boundaries also increase the probability that frag-
menting copies of a single resource in different paths result in identical fragments. As
only identical fragments are detected as duplicates, the pre-determined boundaries help
duplicate detection and thus enable to reduce redundant traffic.
In practical implementation of reactive fragmentation, the forwarder and the next hop
first establish a suitable convergence layer connection, for example, TCPCL [36]. Then,
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the forwarder starts transmitting an entire bundle so that the bundle header is sent first.
When interrupted by a sudden link failure, the convergence layer gives information for the
forwarding node and the next hop to infer how many bytes of the bundle were transmitted
successfully. The sender and receiver then agree the transmitted and remaining byte range
portions into valid bundles and append them with an adapted protocol header.
Fragmentation and Routing
The introduced message fragmentation mechanisms work with the existing DTN rout-
ing scheme. The basic fragmentation information is part of message header H(M) and
common across all routing protocols, whereas routing headers R(M) are protocol-specific.
Fragmentation takes place in the queues (of the forwarding node and the next hop), which
minimizes the interaction with routing.
For proactive fragmentation, the source creates M fragments instead of a single message.
The fragmentation does not require routing-specific actions, because complete messages
and fragments do not differ from a routing point of view. Both types of reactive frag-
mentation can operate without changing routing in the single-copy algorithms, part of the
message F1 is simply passed to the next hop and the other F2 is kept at the forwarding
node. In multi-copy routing schemes the fragmentation process removes the message M
in the forwarding node and replaces it by two pieces (F1 and F2), which inherit the for-
warding properties of the original. After the fragmentation, both fragments (F1 and F2)
will be forwarded in their own and their routing headers will be updated independently.
This is not relevant for Epidemic and Prophet, but routing protocols such as Spray-and-
Wait and MaxProp require message-copy specific routing information. As node pairs
operate independently, the proposed approach can result in a mixture of overlapping frag-
ments of different sizes, which are only detected as duplicates if the byte ranges of the
fragments match exactly.
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Expected Effect of Fragmentation
Fragmentation is expected to have both positive and negative effects on the message de-
livery ratio. As motivated earlier, fragmentation is beneficial when the contact durations
become the limiting factor for message delivery. Without fragmentation the shortest con-
tact duration along a path would determine the upper size limit for messages along the
path. With proactive fragmentation at the source, the upper limit no longer applies to the
message but to individual fragments. However, it is still difficult to estimate the maximum
acceptable size for fragments in opportunistic networks. In contrast, reactive fragmenta-
tion allows to match the per contact limit along the path as the contacts break, and thus
enables to maximally benefit from available communication capacity. In both cases, this
aspect of fragmentation is expected to increase the delivery ratio, because fragmentation
allows exploiting shorter contact opportunities and decreases the fraction of unsuccessful
message transfers due to interruptions. Thus, fragmentation is expected to increase the
connectivity in the DTN networks.
However, messages in DTNs often exhibit poor delivery ratios, particularly in opportunis-
tic networks. If a message is split into two fragments, both need to arrive for successful
message delivery. If either of them is lost, so is the entire message. Since for a frag-
mented message two or more paths are required to deliver a fragment, the delivery ratio
of the message is expected to be lower than without fragmentation, see Publication VI for
more details. The bundles are also subject to congestion-induced deletion at each node.
Thus, the delivery ratio is expected to decrease the more hops have to be traversed and
the more fragments are to be created. Moreover, a large number of fragments requires
also a large number of message headers to be forwarded, which increases protocol over-
head. Further insight on the effects of fragmentation are provided based on findings of
evaluation carried out for this thesis in the seventh subsection of section 3.8.
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3.6 Searching for Content in Mobile DTNs
Users often have an idea what content they want to retrieve, but do not know an exact
identifier or locator to feed into an application for the resource retrieval. A search en-
gine helps by mapping search queries to resource locators that point to content, which
likely includes the sought information. However, accessing a dedicated search engine is
not a desirable approach in challenged networks, since it introduces additional network
and service dependencies. This section discusses content search in mobile opportunistic
networks, and proposes mechanisms that can directly search from other mobile nodes in
the vicinity of the user.
A traditional approach to map search queries to resources is implemented by maintaining
an index about the resources. The index contains keywords and maps them to sets of
related resources. This can be used to map a query consisting of several keywords to
a list of suggested search results. Examples of centralized search engines that use such
indices are Google and Bing. The problem with such centralized services is that it is
expensive to keep the index up-to-date and the assumption is made that the clients can
reach both the index and the locations where the contents reside. There are approaches
for managing decentralized indexes in peer-to-peer environments, but these models often
assume good connectivity among the nodes. Otherwise, unreliable connections may lead
to a high maintenance cost of the index.
Furthermore, all content is not just on servers connected to the infrastructure network, but
also mobile users produce content that they are willing to share with others. Particularly
in disconnected environments, this content cannot easily be indexed by centralized search
engines unless uploaded to some server. Moreover, as discussed in Section 3.4, content
that is carried in the caches by the other mobile nodes in the proximity can be a potential
source for responses. This content may be especially interesting to other mobile users in
proximity, which could access it by means of opportunistic networking.
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This section investigates support for searching and retrieval of contents in mobile DTNs.
A simple notion of content queries is introduced and it is used to discuss how nodes should
process and forward queries and respond to them returning matching locally available
contents. Nodes carry content items, which in the context of the web are also referred
to as resources, that can be matched by a local search function against incoming queries
generated by other nodes. They may respond to and/or forward the query to one or more
other nodes. When responding, a node can choose to return all or a subset of the matching
local contents. The discussion limits to searching the mobile ad-hoc environment and
does not discuss interaction with infrastructure networks, which are discussed more in
the next section and in Publication VIII.
Searching in Opportunistic DTNs
The following discusses search in mobile opportunistic networks and describes a model,
which is used to analyze the problem of limiting the search coverage and the number
of returned responses. Alternative solutions are introduced based on the DTN bundle
protocol [20, 125]. In the following scenarios, some devices in the network store content
that they are willing to share with others. Like in earlier sections, nodes are willing to
cooperate and supply a limited amount of their local resources to assist other nodes. The
goal is to allow users to spread queries for content that is stored on other nodes anywhere
in the network and to provide methods for controlling the chances to obtain the sought
information. To facilitate searching, an assumption is made that nodes are able to perform
searches on their local storage and find the relevant results for a given query.
This section uses the following notion to introduce the search problem (further notation
on the problem can be found in Publication VII). N is used for the set of nodes, C stands
for the set of all content items that are available in the network, and Q marks the set of
queries issued over the lifetime of the network. The mapping from a node to its stored
content items is defined by s(n) ⊆ C, for n ∈ N . The function w maps queries to the
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content items they match w(q) ⊆ C, for q ∈ Q. Function rsplocal(q, n) = w(q)
⋂
s(n)
defines the response generated by a node n when replying to query q. Finally, the function
rsp marks the responses for a query seen by a given node: rsp(q, n) ⊆ w(q), for q ∈ Q
and n ∈ N . This includes the locally generated responses.
The processing of a query can be divided into three phases. During a local matching (i)
phase nodes execute the query searching for content in their local storage and generate a
set of all matching resources, from which the selection function picks a subset to return.
Depending on whether or not results were found, the node runs a query processing (ii)
function that decides about forwarding the query or about search termination, as well as
modifying the query. Finally, response forwarding (iii) is responsible for routing and
forwarding locally generated responses and those received from other nodes.
R R R
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processing
application layer
bundle layer
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Figure 3.6: Query processing in a DTN node.
Figure 3.6 illustrates the query processing flow in a search enabled DTN node. When a
query arrives at a node, the matching logic retrieves all content items by executing the
search on the local content database. The matching resources and the original query are
passed to the selection logic, which selects a subset of the content items to return. This
decision can take into account information carried by the query (for example, the number
of resources returned by other nodes) or be based on local policy (for example, random
selection). Finally, the resources and the query are passed to the query termination logic
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which chooses to terminate or forward the query. The original query may be modified by
adapting information, such as the number of returned resources, before passing it to the
bundle layer for forwarding.
The simplest strategy to distribute both queries and responses is flooding. However, flood-
ing consumes often too much resources, which motivates fo limit the use of scarce system
resources to perform a search. Ideally, a query should only be forwarded to neighbors that
hold matching contents, or are on the path to other nodes that have the sought resource,
and different nodes should return non-overlapping responses to the searcher. As global
knowledge or active coordination is not an option in discussed scenarios, each node can
only select next hops for queries in such a way that the system resources used on a search
are balanced against the probability that a useful results will be received. Similar limita-
tions apply to local content selection and routing responses.
The following subsections discuss effective controlling of response matching and selec-
tion, query forwarding and termination, and response forwarding. The emphasis is on
the query forwarding and termination part and the other two are addressed only briefly.
Focus is on strategies for limiting the number of copies of a query that are distributed
and the number of responses that are returned. However, the limits can be defined in
greater detail. Instead of just limiting the number of copies to be distributed for a query,
the sender can specify, for example, how many bytes of results are to be returned. This
can delimit both the consumed storage space and the required bandwidth. However, these
aspects are out of scope of the discussion in this section.
Local Matching and Selection
A wide variety of systems to formulate search queries exist, most of which depend on
assumptions about the format of the content to be searched. While it is desirable for
a general protocol to support many different types of queries and contents, this work
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abstracts from the actual matching process and focuses on what is transmitted over the
network. The related evaluations use a simple keyword matching to substitute for the
actual execution of queries.
When a node has found the set of matching content in its local storage, it may wish
to respond with only a subset of the results. This can be done to limit the amount of
resources used both locally and globally for transmitting and storing the responses and
to limit the number of out potential duplicates. The query originator may assign this
limit based on the number of responses or the volume of response-data that should be
generated. This limit is encoded in the query and each node then subtracts the number of
results responded from its local storage and never returns more than the allowed number
of responses. Before forwarding, the respective field in the query message is adapted
accordingly.
If the local matches exceed the reply limit, the node needs to select which ones to forward.
When the matching process yields a score for the relevance of the results, this can be used
to choose the elements of the selection set. If this is insufficient, for example, if only
a single attribute was used in the query, the resources to be returned can be chosen at
random. The probability of including a resource can be then, for example, inversely
proportional to its popularity, so that the chance for the searcher receiving only duplicates
of the most popular content is minimized.
Query Processing
The evaluation part of this thesis investigates four alternatives to limit the spreading of
queries. As a network level mechanism hop-count limit and a limited time-to-live (TTL)
are used. Two application level mechanisms are a simple first matching response drop
and a termination based on global response count estimate, which records information
along the path of the query message. The first two approaches can be implemented com-
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pletely at the bundle layer without any input from the application layer. First response
drop and global response count estimates require application layer logic but the former is
based on explicitly known information while the latter requires estimation of a number of
parameters.
When using a hop-count limit, the query is discarded once it has been forwarded L times.
The limit L can be chosen by the originator of the query or it can be selected by the
network, even by a node-specific policy in which case the hop-count limit on different
paths can vary. The count of hops hc(q) a query q has traveled when arriving to node n
defines the forwarding condition as:
forward(q, n) =
 true if hc(q) < Lfalse otherwise
The time-to-live limit ttl(q) of a query q is a similar approach in which the query is for-
warded for a period of time specified by the originator, independent of the number of
nodes visited. Under this scheme the spread of queries is likely to differ significantly de-
pending on the node density of the scenario. With tnow as the current time and tcreation(q)
being the time when the query q was created, the following defines the forwarding condi-
tion:
forward(q, n) =
 true if (tnow − tcreation(q)) < ttl(q)false otherwise
When using a single-copy routing scheme such as First Contact, the spread of queries
with both hop-count and TTL limits is essentially a random-walk, where the next-steps are
determined by the motion of the nodes and the rules defined by the routing scheme. When
used with replication-based routing, the queries are distributed in the form of controlled
flooding.
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The first response drop scheme forwards the query if no local match was found and ter-
minates the search otherwise. This means that a dependency on the local contents is
introduced which impacts DTN routing.
forward(q, n) =
 true if (rsplocal(q, n) = ∅)false otherwise
Finally, a search termination function is formulated that takes into account further in-
formation recorded along the path of the query message. While two-way coordination
between nodes is not feasible in opportunistic scenarios, it is possible to pass information
one-way along with the query message. The bundle layer is assumed to pass hop-count
and transit time information to the application layer, while the response count can only
be recorded at the application layer.
The goal of this search termination mechanism is to limit the spread of the query as the
number of responses grows. In other words, the marginal value of returning additional
responses to the originator of the query is assumed to decreases when the total number of
responses increases. This can be justified by at least two arguments. First, the likelihood
of additional responses being unique decreases (due to the birthday paradox). Second,
the value of additional unique responses decreases (the user might have already received
an acceptable response).
As each node has only a limited view of the network, it needs to estimate the number of
responses that the query originator has already received. In order to make this estimation
the node can guess the number of nodes that have seen the query globally and the number
of responses each of those nodes has generated. For this, an estimator function uest(q, n)
is defined that is directly proportional the number of responses generated globally to the
query q based on knowledge at the node n. After constructing uest(q, n), it can be used to
terminate the query when its value exceeds some threshold value T . This is stated as:
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forward(q, n) =
 true if uest(q, n) > Tfalse otherwise
In order to construct uest(q, n), the number of nodes that have received the query is esti-
mated. To achieve this, a hop count metric hc is recorded in the query which is initialized
to 0 at the querying node and incremented at each hop to determine the number of nodes
a query has already traversed. From this, the number of nodes nodesest(q, n) potentially
having received a copy of the query after up to hc hops can be estimated as a func-
tion of the routing protocol. For single-copy routing protocols, nodesest(q, n) = hc(n).
For multi-copy routing protocols with a fixed number of copies K, nodesest(q, n) =
K −K(q), with K(q) indicating the number of copies the received message represents.
For epidemic routing protocols, every node on the path records its own node degree es-
timate (degree(n)), which it calculates as a moving average of the number of contacts it
had during the last ttl(q) seconds. This represents the possible replication factor at this
node for the query, yielding a local approximation of the number of nodes reached by the
query can be defined as:
nodesest(q, n) = degree(n)
hc(q)
The number of responses generated per node can be estimated by recording in the query
message the total number of responses, rsptot(q), generated by nodes along the path. If
no responses have been generated along the path, a static estimate C can be used instead.
The estimate can be either pre-configured or calculated as an average from past queries.
Based on the above, the global number of responses is approximated as:
uest(q, n) =
 nodesest(q, n) ·
rsptot
hc(q)
if rsptot(q) > 0
nodesest(q, n) · C otherwise
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There are a number of assumptions in the above approach that should be considered.
First, it is assumed that the global node degree distribution has an existing mean and
that the node’s measurement of its own degree is a good estimate for the average degree
in the network. Should the node degrees be, for example, power-law-distributed, the
nodes that have very large node degrees will drastically overestimate the number of nodes
that the query has been distributed to and are therefore less likely to forward the query.
Second, since nodeest(q, n) is dependent on the routing protocol the application layer
must be aware of the underlying routing and the routing must be uniform across the entire
network. Nevertheless, the above can be considered to be an estimate based on the limited
knowledge available to the nodes.
Response Forwarding
After a node has locally found matches for a search request, it needs to transfer the results
to the searching node. No search-specific functionality is needed, but it suffices to simply
rely on the underlying routing protocol to deliver the reply messages to the originator of
the query. This may lead to two types of duplicate responses.
First, when using multi-copy routing protocols, even replies from a single responder may
get duplicated and reach the querying node via different paths. The duplication can occur
even if the routing protocols suppress forwarding of duplicates in every intermediate node.
This is inherent to the nature of the routing protocol so that further optimizations would
need to further improve the routing protocols themselves
Second, identical or partly overlapping replies from multiple responders may reach the
searching node. The above response selection mechanism attempts to reduce such du-
plicates heuristically and the search termination mechanisms helps by limiting spreading
the query. However, overlapping responses cannot be prevented from being generated
by different responding nodes. This duplication occurs at the application layer and only
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there the message semantics (that is, being identical/overlapping) are known. At the DTN
routing level, messages are typically identified by the pair of originator and destination
address and a locally unique identifier assigned by the originator. This makes messages
from different responders to appear as different ones to the DTN routing and are thus not
suppressed as duplicates.
Extensions are possible to explicitly identify the contents of messages and the query they
respond to. The extensions can make the response semantics visible to an application-
aware routing layer, as partly suggested in [138] and in Publication III. This could aid
application-aware nodes to suppress semantically duplicate messages. Furthermore, the
limited number of duplicates are not necessarily negative in DTN routing as they may
increase the delivery probability.
3.7 Opportunistic Web Access via WLAN Hotspots
This subsection investigates content retrieval in a realistic urban scenario, where WLAN
access points act as gateways between an opportunistic DTN network and the fixed Inter-
net infrastructure. The scenario allows investigating how infrastructure nodes add partial
structure to the network. This partial structure and implicit location of hotspots enable
advanced response delivery towards the area where the content request was originated.
Moreover, opportunistic DTN connectivity through co-located mobile nodes enables web
access for the nodes that are not able to connect directly to hotspots.
Using WLAN hotspots to provide web access to mobile users can be appealing when
using the cellular network is not feasible or even possible. This kind of conditions can
occur, for example, in rural conditions or when the high roaming costs prevent using the
cellular data connections while traveling abroad. As a solution to limited infrastructure
support, using the WLAN hotspots spread across urban areas is proposed for communica-
tion between the mobile nodes and the infrastructure network. This is possible, since an
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increasing number of WLAN community networks, for example FON or Wippies, offer
an opportunity for Internet access. While they often are not as thoroughly administered
as cellular networks, they offer high access rates, exhibit short RTTs, and are usually
underutilized. This makes them a suitable platform for mobile web access, albeit with
the shortcomings that their coverage is very limited and access is usually constrained to
subscribers or community members. This section shows how to use opportunistic delay-
tolerant networking to extend the reach of WLAN hotspots to users that are not authorized
to directly access them or are out of their radio range.
The presented approach largely solves the limited coverage of WLAN-based access for
users and applications that can tolerate some delay in receiving a response. The delay
may be result of user having to wait until an access point comes into reach as a result
of the user’s mobility. Alternatively, the user may have to wait until messages can be
opportunistically relayed through other nodes to the infrastructure network. Relaying
through the other nodes further helps when all the users are not authorized to access
the network, but can indirectly forward messages via other users. The indirect access is
feasible because of common flat rate tariffs and the high access rates, which are usually
not exhausted by the subscriber’s device alone.
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Figure 3.7: An example communication scenario for web access.
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Figure 3.7 illustrates an example communication scenario consisting of several mobile
users in an urban area. The mobile users’ devices are capable of communicating with
each other opportunistically when they come into radio range. When in the coverage of
a WLAN hotspot, the mobile nodes can connect to the Internet via the access point that
provides DTN routing and an optional caching functionality. Geographically neighbor-
ing WLAN access points may cooperate to replicate responses from the Internet to reach
mobile nodes who may have moved in the meantime. Mobile nodes and access points
holding a copy of the sought content may reply immediately to requests. This is enabled
by extending application-aware routing functionality in the nodes to support the mecha-
nisms discussed in Section 3.7. The design enables a DTN messaging overlay among the
mobile nodes, the hotspots, and the Internet.
An additional benefit is that the design offloads data belonging to delay-tolerant inter-
actions from the 3G network to the closest WLAN access points. Thus, it can help to
preserve cellular connectivity for real-time and more interactive applications. Several
applications, for example, fetching RSS feeds, P2P file retrieval, or posting to blogs do
not require real-time interaction, and thus are good candidates to benefit from the pre-
sented opportunistic web access model. Moreover, the cellular network can also serve
as a backup if DTN-based communication does not yield a result in the expected time
frame. This enables the complementary DTN overlays to support and enhance pervasive
information access for mobile users.
This section expands the work discussed in the previous subsections, and the earlier work
by Ott and Kutcher [102]. The caching friendliness of the message-oriented communi-
cations in DTNs is leveraged to allow investigating the impact of opportunistic caching
in both access points and mobile nodes. This expands the earlier work on cooperative
caching in mobile opportunistic networks, discussed in the publications III through VII,
and introduces partial structure to the network by using static hotspots that have a fixed
geographic location.
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Opportunistic Web Access and DTN-based Resource Retrieval
In the Internet, web content is accessed by sending one HTTP request per web resource
and receiving the related response with a message body that contains the resource. Mul-
tiple request-response pairs are usually required per page, because typical HTML web
pages contain multiple embedded objects, for example, images. This iterative models
leads to a retrieval delay, which depends, for example, on number and size of the objects
and the round-trip time between the client and the server. This type of retrieval is only
practical if the endpoint is continuously connected to the Internet, otherwise retrieval of
some objects fails and the requested page cannot be fully displayed. Furthermore, low
round-trip times are required for acceptable retrieval performance or the iterative pro-
cess will take too long. Finally, while HTTP is stateless and can support asynchronous
communications, the current web applications rely on TCP and thus require end-to-end
connectivity to the origin server.
The naming scheme in the DTN architecture allows for a straightforward mapping of
HTTP URIs to DTN addresses and define web-traffic-specific routing rules [48]. The ar-
bitrary size of bundles allows them to be self-contained, that is, carry either a complete
request or response. In particular, this allows to avoid iterative retrieval as a self-contained
web page including all embedded objects can be contained into a single message. The
encapsulation of HTTP requests and responses follows the approach originally described
in [102]. Multipurpose Internet Mail Extensions (MIME) [55] encapsulation is used for
HTTP messages. It provides content identification (message/http) and allows for aggre-
gating multiple pieces of content via Multipart MIME. The latter is needed for com-
bining all objects embedded in a web page into a single response. The conventions of
MHTML [104] are followed and the Content-Location MIME header is used to identify
the individual objects inside the message body.
To access a web content item, for example, all items of a single web page, a DTN-enabled
web client issues a single HTTP request. The request is contained in a DTN bundle by
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using MIME encapsulation in the client application. The bundle destination is set to an
address of a DTN-enabled web server and passed to the DTN router in the client node.
The message is then forwarded in the network towards the server, and any intermediate
mobile node or access point holding the requested resources may reply and stop forward-
ing the request further. If the request reaches the DTN-enabled web server, the server
obtains all objects of the requested web page and encapsulates them in a single MIME
message to create a response. The objects to be included are assumed to be known from
web authoring tools and dynamically generated content on the server side [102]. The
server may use end-to-end authentication for bundles or Secure MIME (S/MIME) [116]
to prove authenticity of the contents. The response is then contained in a DTN bundle
and its destination address is set to the source address of the request bundle. The response
message’s time-to-live (TTL) is set to the value seen in the request bundle to limit the
spread of the response to vicinity of the user. When the client receives the response, it ex-
tracts the individual objects and renders them according to the Content-Location headers.
Routing, Urban Mobility, and Geographic Awareness
As described above, the urban web access scenario consists of three types of nodes; web
clients, web servers, and access points. First, web clients installed in the mobile nodes
issue requests for web resources and use opportunistic contacts to forward them towards
the web servers. Second, web servers in the fixed network are distinguished by their EIDs
so that the node type of the bundle destination can be identified. Third, access points in
hotspots have the property that they are all interconnected on the fixed network side and
thus any access point can serve as a default router for bundles destined to a web server.
Moreover, often the access point forwarding such a request is also a reasonable candidate
for delivering the response to the mobile node. Thus the DTN routing is split conceptually
into two parts, which are routing in the fixed network between the access points and the
DTN web servers, and routing in the mobile network between the mobile nodes and the
access points.
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For the fixed network side deterministic routing is used between the access points and the
web servers. In the simple case, upon receiving a request bundle the access point resolves
the services and the location of the web server based on the destination address of the
bundle. The target web server can be determined, for example, by using the destination
address for performing a Name Authority Pointer (NAPTR) record [98] lookup, which
returns the server’s IP address, the protocols, and the services available services available
via those protocols. For example, the lookup result can indicate that the target web server
is available in a given IP address by using the DTN Bundle Protocol. This information
can be used to establish a TCPCL [36] connection between the access point and the web
server. The connection is then kept open and implicitly a reverse route for the response
to the access point is established. In the more complex case of a routing overlay in
the fixed network consisting of many bundle routers (including the web server), link-state
routing [34] can be used within the overlay to forward the bundles based on the destination
EID.
In both cases, an access point receiving a request from a mobile node needs to ensure that
the response is routed via itself. No such mechanisms readily exist in the bundle protocol
or its extensions. One option would be to create a bundle return routing extension block
and define a loose source routing mechanism that is then to be employed for routing
bundles back to the source EID of the request. Such mechanism would allow the hotspot
to insert itself along the path of all web bundles from the server to the client. Alternatively,
the access point might change the source EID to include itself as a path element [48] so
that a response to the source EID would automatically yield the desired result. However,
this could invalidate signatures applied to the bundle and eliminate duplicate detection
at the server if bundles are forwarded by different access points. A similar duplicate
detection problem occurs if the request from the web client is terminated in the access
point, which then generates a new request with its own source EID and creates a local
mapping between the original and its own request for later forwarding of the response.
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For routing between mobile nodes to and from the access points the probabilistic routing
approach is used, because it is not possible to keep consistent reachability information in
a disconnected environment. Numerous probabilistic single-copy and multi-copy routing
protocols were developed in the past. Out of these, three are chosen that are stateless, that
is, they do not make forwarding decisions dependent on local per node state, for example,
contact history between nodes.
A variant of Direct Delivery [73] only forwards a message directly to the first access point
encountered, not relying on other mobile nodes for relaying. With Spray-and-Wait [134],
the requester, or the access point issuing a response, creates no more than a fixed maxi-
mum number of copies and hands them to other mobile nodes for indirect delivery. Epi-
demic routing [141] results in bundles being replicated to every encountered node, thus
flooding the network. In addition, a variant with a supplementary hop-count limit is used
to restrict the flooding process to the vicinity of the sending node, since the proposed
approach seeks quick replies and aims to avoid overloading other areas of the network.
All three protocols discard bundles when their TTL expires. Access points are configured
to accept messages on behalf of the web servers, so that all three probabilistic routing
protocols will deliver requests through them. All DTN nodes will detect duplicates based
upon the bundle identifiers and discard them, avoiding flooding a server with dozens of
identical requests.
Routing bundles between a mobile client and a fixed server is asymmetric. Requests from
a mobile node may utilize any of the available access points to reach the server. In the
opposite direction, the mobile nodes needs to be located, which is especially difficult if
the request was delivered indirectly via other mobile nodes to the access point since all
the nodes including the requester may have moved.
To increase success of response delivery, geo-aware optimizations are proposed. As a
first approximation, the responses are routed back to the forwarding access point. Given
sufficiently short processing and transmission time (a few seconds), this will generally
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cover the case that the mobile node communicates directly with an access point when
sending the request. But even for requests that reached the access point indirectly, this
seems to be a reasonable approach. If users will tolerate some response delay and that
they do not move very fast, they may still be found somewhere in the access point’s
geographic neighborhood.
To extend the reach of responses further and increase the likelihood of indirect response
delivery, a notion of response routing via the k-closest access points is introduced. The
web server returns the response to the forwarding access point, which then replicates the
response to its k−1 geographically closest neighbors. This can be achieved, for example,
by using an online database in which hotspots are registered, since connected hotspots can
rely on centralized coordination. Each of the k access points then forwards the response
to mobile nodes in reach according to the routing protocol in use. This approach spreads
the messages around the area from where the request originated, attempting to cover the
entire area where the client may have moved in the meantime.
Both approaches use geographic information to return the response to where the request
originated from, but do not require explicit location awareness in mobile nodes, nor do
they rely on dynamic exchange of location information, but only use relatively static data.
Caching
Using caching is feasible for HTTP because many HTTP responses are identical irrespec-
tive of the requesting node. To make sure that only suitable replies are generated from
caches, the replying node needs to validate that the requester’s capabilities, for example,
as indicated in the various Accept headers of HTTP, match the content types and encod-
ings of the cached responses. Also, requests should not be handled from caches if cookies
are used. For simplicity, simple web clients and web pages without cookies are assumed
to limit the scope of discussion in this thesis.
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The caching optimizations are applied to mobile nodes as well as to access points. The
mobile nodes may yield retrieving web resources faster and without any nearby access
point. The access points make perfect caches since they are mains powered and can easily
be supplied with extra storage capacity. Moreover, they naturally serve as aggregation
points for requests, and can thus help further reduce the workload on the servers. Mobile
nodes only use the routing-protocol-specific queue management, and the access points
keep copies until their TTL expires.
3.8 Simulations for Performance Evaluation
This section contains performance evaluation of the DTN mechanisms presented earlier
in this chapter. The section starts by outlining the used simulator tools, the node and com-
munity models, and the mobility models of the nodes. Then, evaluation related to each
mechanism presented in sections 3.3 through 3.7 is provided under its own subsection.
The evaluation in this chapter uses network simulators to investigate feasibility of the
several proposed mechanisms that were presented above. Three distinct simulators were
used during the course of the work that are listed in the chronological order of their
usage; dtnsim [73], dtnsim2 [42], and ONE [82]. The first two tools were available when
the evaluations for this thesis were conducted; and with support for basic DTN concepts
and several routing protocols they provided a starting point for the evaluations. During
the course of the work, the third was chosen as it gained momentum in the research
community and new features were constantly added to it. This allowed to experiment with
wider range of simulation parameters, for example, larger number of routing protocols
were available. All three are publicly available Java-based simulators that offer possibility
to extend the router and protocol design to implement the needed mechanisms. Moreover,
all of them follow the semantics of the bundle based communication as specified in the
DTN architecture [20].
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Node and Community Model
In the following simulations, each node presents a user participating in cooperative com-
munication by contributing communication and storage resources. We assume that the
nodes form contacts with other nodes, when they move to radio range with each others.
The nodes communicate through bidirectional wireless links with 100 ms delay and a
capacity of 2.1 Mbit/s. The nodes transmit bundles in an all-or-nothing fashion when op-
portunity to communicate, that is, contact, appears. If a contact breaks before the transfer
is complete, the bundle is dropped on the receiving side and kept for retrying on the send-
ing side. Partial message transfer through fragmentation is used only in the simulations
related to Publication III and Publication VI.
In the following simulations several different community models are used to investigate
the effect of caching. Community members are assumed have shared interest in con-
tent that they access from the network. Moreover, the model about mobile community
has evolved to more realistic while the knowledge has accumulated during the course of
this work. Thus, the scenarios are likely more realistic towards the end of this thesis.
An overview on each simulation scenario is given in this section before highlighting the
most important findings. More details on simulation configurations as well as additional
findings can be found in the publications III through VIII.
Real Mobility - MIT Reality
Publicly available mobility traces are used in many of the following simulations, the traces
were obtained from the CRAWDAD public on-line directory. One of the traces, called
MIT-Reality [44], provides behavior of 100 users at MIT university recorded during the
academic year 2004-2005. The following simulations, use the “devicespan” information
which provides contact times between Bluetooth devices carried by the observed users.
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The connectivity periods are recorded by using mobile phones, which fits well the sce-
nario envisioned for deployment of the design.
The MIT-Reality trace describes the behavior of 100 real mobile users during their daily,
weekly, and monthly routines. The trace provides an example of a mobility model with
real community behavior and sparse connectivity. The nodes meet based on social pat-
terns and end-to-end paths between the communicating nodes are not often available.
The connections may last relatively long once they take place, giving a node possibility
to transfer the entire contents of its queue. More details can be found in a paper by the
authors of the MIT experiment [44].
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Figure 3.8: Contact durations in the MIT mobility trace.
Figure 3.8 shows the cumulative distribution function about the contact durations between
the nodes in the MIT-Reality trace. A granularity of 5 minutes was used in plotting
the distribution and it can be observe how the majority of the connections are relatively
short-lived, but still the contacts last often in the order or hours. With these contact
durations together with the used buffer sizes and contact capacities, the nodes have often
possibility to transmit multiple messages or even entire contents of their buffer during a
single contact. A trace with over 62,000 bidirectional connections among 100 nodes is
used over the duration of 200+ days (see details in each publication).
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Map-based Mobility - Helsinki City Scenario
The Opportunistic Networking Environment (ONE) simulator [82] is used in several sim-
ulations. The ONE simulator is used to provide the mobility trace for the event-based
dtnsim2 simulator [42] . ONE provides a map-based movement trace, called the Helsinki
City Scenario (HCS), which has nodes moving in a part of the downtown Helsinki area.
With HCS, node mobility traces are generated by simulating 80 mobile users moving by
foot, 40 by car, and 6 by trams according to real routes in the downtown Helsinki. Each
node represents a user moving with realistic speed along the shortest paths between dif-
ferent points of interest (POIs) and random locations. The nodes are divided into four dif-
ferent groups having different POIs and different pre-determined probabilities to choose
a next group-specific POI or a random place to visit.
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Figure 3.9: Contact durations in the HCS mobility trace.
Figure 3.9 shows the cumulative distribution function of contact durations between the
nodes in the HCS trace. Large part of the contacts are very short-lived in range of few
seconds. Thus, in the simulations the HCS trace presents scenario where communication
is limited more by the contacts rather than the buffers in the forwarding nodes.
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Caching - Challenging Artificial Scenario and Haggle Scenario
For the first experimentations with DTN caching, an artificial scenario is created that con-
sists of 100 nodes organized in a grid topology. Each node in the topology has between
two and four contacts to its neighbors. The topology is used to provide a very challeng-
ing scenario, where the contacts break during the message transfers. Although the used
contact durations are shorter than likely to be seen in reality, the choice allows to observe
protocol behavior with intermittent connectivity and frequent bundle transmission fail-
ures. In addition, the messages are given fairly small lifetime so that they get dropped if
a relatively straight route is not available. A simple topology was chosen to avoid biases.
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Figure 3.10: A simple grid topology used in the simulations.
Figure 3.10 illustrates the network topology used in the first simulations. The clients (C)
reside on one edge of a 10x10 network and the servers (S) on the opposite side. Nodes
connect to their neighbors by 802.11 WLAN links at 11 Mbit/s, and static 100 ms link
delays. Each node may temporarily use 500 MB for queuing and 100 MB for caching
bundles. Clients sent independently requests every 3 minutes and protocol messages time
out after 20 s, unless cached. The clients choose 70% of resources from 4 URIs that are
of shared interest and the rest 30% from a random pool of 400 URIs. The intermediate
nodes may cache bundles for 20 minutes if there is cache space available for the bun-
dles. The link behavior follows a pattern with the uptime and downtime are exponentially
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distributed with a 16 s and 4 s mean, respectively. Background traffic is added to cause
frequent buffer overflows. For more details on the simulation, see Publication III.
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Figure 3.11: Caching in challenging (left) and in Haggle (right) scenarios.
Figure 3.11a illustrates the effect of caching bundles in nodes even after successful for-
warding. The caching decision is taken independently for each message with the proba-
bility p shown on the X axis. On the Y axis, the response fraction shows the likelihood
that client receives the response from a cache that is at most n hops away. The figure
shows how increasing p strongly increases the probability that the response was sent at
most n hops away, for small n. This underlines the positive impact of caching. As the
responses come from the proximity of the client and the requests do not travel further, the
increasing p also reduces the overall traffic—which is plotted normalized to the amount
of traffic with (p = 0.01). Already a small value for p leads to significant performance
improvements.
The effect of caching on content retrieval is also investigated by using realistic contact
traces as obtained from an experiment in the Haggle project [88] using the same node
implementation as above. From the Haggle trace, only those nodes are included for which
at least 30 contacts are reported (a total of 122 nodes) and use only iMotes or fixed nodes
for caching. Wireless bi-directional connections are assumed with a capacity of 2.1 Mbit/s
and used again 500 MB forwarding and 100 MB caching buffer. Six fixed and four mobile
nodes served as gateways to the Internet to access fixed servers. Random requests are sent
108
for files of sizes 600, 1200, and 1800 KB, which seems realistic for a weblog containing
photos, from two mobile and three stationary nodes.
Figure 3.11b, obtained with the Haggle trace, illustrates the impact of response caching
as well as message and caching lifetime on the number of responses received. The x-axis
indicates the message lifetime, and the caching lifetime is set to 15 times the message life-
time. The results are normalized with respect to the number of responses received without
caching at a lifetime of 30 min (44 responses) and the responses are plotted with and with-
out caching. The caching increases the response probability even in sparsely connected
scenarios. It can be also seen that the increasing message and caching lifetimes yield
better performance increase with caching. Due to the limited connectivity, no forwarding
buffer overflows were observed during the simulations. Further simulations showed that
most responses come from three hops or less in distance, which further emphasizes the
achievable performance gain from caching. Even the contacts are longer than in the arti-
ficial scenario, the response distances are limited since large inter-contact times prevent
traversing large number of contacts within the message TTL. In the caching simulations,
the response time to bundle requests ranges from 1.5 to 3 hours, which appears reasonable
for a travel scenario where shared contents can be obtained without infrastructure use.
The evaluations confirm that taking advantage of self-contained nature of DTN bundles
and allowing intermediate nodes to use earlier responses as replies to retrieval requests
can increase content access performance in the DTNs. The results further illustrate that
even a small contribution from the intermediate nodes is enough to improve retrieval per-
formance seen by the client applications. Moreover, the benefits of caching are further
confirmed by observation that many responses are originated by nodes in the proxim-
ity, which helps to reduce network load and allows to receive replies even when distant
storage locations cannot be reached.
109
Caching - More Realistic Scenarios and Content Redundancy
The first experiments confirmed that reliable content retrieval is not always possible in
opportunistic communication, thus the investigation continues on how to use redundancy
to increase success of content retrieval. For the following simulations, the MIT-Reality
mobility trace is used. The trace contains significantly longer contacts than the previous
challenging scenarios. This allows even multiple large content items to be successfully
transferred during an individual contact. However, only a limited number of community
members can be reached at a time because of node mobility. Moreover, the real-world
social relations between the nodes affect the contact patterns leading some nodes to meet
more frequently than with random mobility.
In the simulations, client and gateway functionalities are added to a subset of nodes. From
those nodes having large numbers of Bluetooth contacts, four nodes (101, 102, 14, 30)
are chosen to act as clients and four nodes (79, 86, 91, 88) to act as storage gateways. The
clients send requests for files that have sizes picked evenly distributed from {600, 1200,
1800} KB. To emphasize the community aspect, all clients share a common core interest
of six resources out of which 70% of the requests are chosen; the other 30% of are selected
from 400 other possible URIs. The requests are sent out from each client, at application
level, at 100 minutes intervals with small variations added to avoid synchronization. Each
node contributes 512 MB of buffer space for (short-term) DTN forwarding using a FIFO
queue. If cooperative caching is enabled, 256 MB out of these are reserved for longer
term caching. The simulation results have shown that the queue capacity of 256 MB is
never reached, that is, the observed communication performance is influenced by the user
contacts rather than by buffer overflows.
The clients are capable of sending bundle requests in plain, fragmented, or coded form.
When a client requests a resource in plain form it sends a single request per bundle. When
requesting a fragmented bundle, a separate request is sent for each fragment. When a
client requests a resource in coded form it sends separate request for each of the n frag-
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ments and starts decoding when the first m fragments have arrived. The extra fragments
are discarded by the client. Requests for resources or resource fragments may be an-
swered from the regular forwarding queue and its part “protected” for caching. Regularly
queued bundles have a TTL of one hour, whereas those in the cache part are kept for
12 hours. Messages are discarded after eight hops (as simulations showed that responses
generally come from close by) or when their TTL expires. Bundles are also removed from
the queue after successful forwarding. If the queue, regular or cache part, is full when a
new bundle arrives, the arriving bundle is dropped.
Figures 3.12 and 3.13 show several metrics that compare relative performance of the bun-
dle transfer and caching strategies. The figures are scaled according to the following
absolute metrics; number of responses (2500), number of cache hits (2500), number of
forwarding buffer responses (200), traffic during simulation (450 GB), and average re-
sponse time (2500 s).
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Figure 3.12: FC, responses from a) only gateways (left), b) also forwarding buffers (cen-
ter), c) enhanced caching (right).
Figures 3.12 and 3.13 show the impact of redundancy and caching for two extreme rout-
ing strategies, namely First Contact and flooding, together with several different transfer
strategies: non-fragmented one bundle, fragmented Frag 5/5, and coded (Code 5/8 and
Code 6/11). The values for m and n can be chosen freely but the observations are limited
to two alternatives. Code 5/8 has low communication and storage space requirement and
can reconstruct the bundle when at maximum three fragments are missing. Code 6/11 is
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significantly more redundant and is capable of reconstructing the bundle even when up to
five fragments are missing. The three subfigures show performance metrics for a) end-to-
end communication without caching support, b) caching support in the regular forwarding
buffer (TTL=1 h, messages dropped after forwarding), and c) enhanced caching for half
of the forwarding buffer (TTL=12 h, messages kept after forwarding). With c), bundles
or fragments are cached at a probability of 50%. Publication IV contains further details.
The evaluation starts by using a protocol that does not create multiple copies of a message
in the intermediate nodes. The First Contact (FC) forwarding [73] is used with a minor
extension to prevent message oscillation. This forwarding scheme simply chooses the
first available link and forwards the first messages in the FIFO queue. If multiple links
are available simultaneously one of them is chosen randomly.
Simulation results with FC forwarding are shown in Figure 3.12. Without caching (a),
the one bundle strategy manages to deliver a larger amount of responses than the sim-
ple fragmentation. This does not come as a surprise as multiple fragments need to be
delivered to lead to successful delivery of the entire bundle. But fragmentation signifi-
cantly reduces the response delay which suggests that contacts are often too short to allow
for transmitting entire large messages. Both coding approaches increase the success in
the message delivery beyond the one bundle strategy and reduce message delivery time
further, which is in line with other findings (for example, [144]). As expected, the to-
tal traffic grows when smaller fragments travel further with fragmentation and increases
further with erasure coding since overhead is added.
For FC forwarding, allowing responses from bundles or fragments stored in the forward-
ing buffer (b) has only a marginal effect on the number of responses or the response
delay: both figures are largely identical. The line FWD BUFF indicates that less than
10% responses come from the forwarding buffer, which is not surprising for a protocol
that only maintains a single copy of a message in the network. Enhancing the bundle life-
time continues by maintaining a copy in the dedicated cache part of the buffer even after
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forwarding (c), the number of responses increases marginally and the response time drops
drastically for the one bundle case, while remaining roughly the same for fragmented and
coded bundle transmission. Again, FC forwarding does not spread the messages widely,
thereby limiting the likelihood for cache hits.
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Figure 3.13: Flooding, responses from only gateways (left), also forwarding buffers (cen-
ter), enhanced caching (right).
Figure 3.13 illustrates the simulation results for the same three scenarios with flooding
which adds redundancy through creating message copies during forwarding process. As
expected, the performance without any caching (a) is far better than for FC forwarding
and the response time is much lower. Fragmentation reduces the response time further
but coding does not yield additional reductions. The message delivery rate is lower with
fragmentation, not reaching the one bundle case even with erasure coding—because the
complete message already gets widely replicated so that retrieving it is easier than many
fragments.
Allowing responses from the forwarding buffer (b) shows that some requests may be
satisfied by this kind of caching but there is only a marginal overall improvement: the
inter-contact times are too long for the 1 h caching period in the regular queue and bundle
deletion after forwarding reduces the availability further. Using the enhanced caching (c),
that is, keeping messages for 12 h, improves the response rate for the one bundle case,
reduces it for fragmentation, and leaves it unchanged for erasure coding. The response
time increases slightly for the one bundle case and remains unchanged otherwise; total
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traffic increases for (b) and (c) as expected. With (c), fewer answers are generated from
the forwarding buffer as the cache maintains the bundles longer.
Simulations with realistic scenarios further confirm that the application-aware DTN routers
can support content retrieval in DTNs. Adding application layer erasure coding for the
messages or using flooding can improve performance. With single–copy routing, apply-
ing erasure coding can significantly improve message delivery, the delivery success was
seen to increase with factor of two when compared to fragmented case and more than
50% improvement was seen when compared to non–fragmented case. In the multi–copy
routing case the improvement is less pronounced, and coding increases response success
only when compared to simple fragmentation.
The evaluation results show that appropriately adding the redundancy of bundles is bene-
ficial for communication in opportunistic DTNs, but also confirm that excess redundancy
does not lead to further performance gains. The benefit of using erasure coding to provide
redundancy comes mainly from two factors. First, adding number of sources for content
retrieval occupies only small amount of buffer and cache space compared to replication
approach. Second, smaller fragments used in coding can be transferred over shorter con-
tacts and require less overall transfer capacity. Caching, which also adds redundancy, in
the intermediaries is seen beneficial when a sufficiently long content lifetime is allowed.
Caching - Retrieval and Resource Liveliness
In the following simulations, the MIT-Reality [44] mobility trace is used to investigate
the effect of caching in a mobile cooperation.
More realistic behavior is added to communication model, and the clients request shared
content according to Zipf distribution, which is known for web resource access. The
simulations apply a wide range of buffer sizes and offered traffic in the network. In
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addition to simulations with the MIT-Reality trace, which are shown, the simulations are
also run with HCS scenario. More accurate simulation description with additional results,
also with the HCS mobility, are given in Publication V.
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Figure 3.14: Content request performance with plain forwarding (left), with cooperative
storage (right); with Spray-and-Wait (top), and Epidemic (bottom) routing.
Figure 3.14 illustrates the performance of opportunistic content storage and retrieval for
the MIT scenario. The figure shows the mean probability that a client successfully re-
ceives a response to a request for two different routing protocols. For each routing proto-
col, a differentiation is made between plain forwarding, in which only gateway nodes can
respond, and cooperative caching. Results show how the success rate changes as func-
tion of the offered load (interval between requests) and forwarding queue capacity in the
mobile nodes. Messages are given 2 hour lifetime.
For both routing protocols, it can be observed that introducing opportunistic storage and
retrieval improves the delivery rate across the entire parameter space roughly by at least
a factor of two. Thus, with a limited message lifetime many enough caching nodes in the
proximity of the requesting node can be reached to increase retrieval performance signifi-
cantly. Except for Epidemic routing, performance increases slightly with the offered load.
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The results also show that Spray-and-Wait performs better than the other routing strategy.
Especially with small queue capacities, Spray-and-Wait maintains good performance and
is still able to benefit from growing queue capacity when more resources are available.
Its performance seems virtually independent of the offered load. Limiting the number of
message copies in the system appears to be a good compromise that achieves resource
availability while not creating too much congestion. In contrast, Epidemic routing suffers
more from congestion due to its flooding nature, yet it spreads resources widely.
Interestingly, First Contact (FC) routing shows its best performance under very heavy
load and large queue capacity, probably because single copies of requests and responses
then easily fit into the queue/cache and congestion-induced message deletion is less an
issue, so that it is more likely that a popular resource can be found in the cooperative
storage. Except for this special case, First Contact routing shows poor performance with
the MIT scenario. This is not surprising as only a single copy of a response is maintained
and both requests and responses only take one path, making cache hits unlikely.
In the following, the focus is on Spray-and-Wait and Epidemic routing, but note that
the cooperative storage approach may also improve a the performance of a single-copy
routing protocol.
Figure 3.15 illustrates the retrieval delay from the client perspective. Caching reduces the
delay by tens of minutes leading to roughly 30–50% decrease with Spray-and-Wait and
around 20–30% decrease with Epidemic routing. An observation is that the delay is less
affected by the buffer size and more by the traffic in the network.
Figure 3.16 (top) illustrates the resource liveliness (degree of replication) in the nodes.
The forwarding queue size is fixed to 128 MB and a record is taken on how many nodes
out of 100 carry a copy of n-th popular resource in the cache at the time of sending a
request. The caching parameters together with Zipf-distributed content popularity cause
the most popular resources to be carried by roughly one third of the nodes in the MIT
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Figure 3.15: Response delay with plain forwarding (left) and cooperative storage (right);
with Spray-and-Wait (top), and Epidemic (bottom) routing.
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Figure 3.16: Resource liveliness in cache (top) with Spray-and-Wait in MIT (left) and, in
HCS (right); and in forwarding queue (bottom).
trace. Higher request frequencies increases the liveliness of the popular resources. These
observations seem reasonable for the popular resources within a community.
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In contrast, in the HCS simulation, the most popular content is carried by only every
tenth node and the degree of replication is more evenly distributed. This is attributed to
the more frequent contacts, which support wider distribution in a short period of time. At
the same time the the shorter contacts limit message exchanges. With the better mixing
and spreading, the request frequency also becomes less relevant.
Similar trends can be observed for the forwarding queue, shown in bottom of Figure 3.16,
but only a mean of five copies of the most popular resource is found. This lower number is
also intuitive because the messages are deleted after their short-lived forwarding TTL (1h)
expires. Moreover, in contrast to caching, occurrence of resources based on their popu-
larity is less pronounced as queuing is not governed by the least recently used eviction
policy, which allows popular resources to be maintained over long period of time. Finally,
basically the same qualitative observations hold for First Contact and Epidemic routing
in both scenarios for the resource liveliness in the cache as well as for Epidemic routing
in the queue. Even Epidemic routing does not have more replicas in the node queues than
Spray-and-Wait does. For first contact, the degree of replication in the queues is less than
one in all cases.
This section evaluated content retrieval in DTNs with increasingly realistic mobility sce-
narios, community behavior, content popularity, and different DTN protocols. The eval-
uations confirm that allowing the intermediate DTN nodes to serve content retrieval re-
quests from the forwarding buffers or caches is beneficial for users that form a community.
The simulations also show that when the application-aware storage support is applied to
all nodes in the network, the forwarding properties of the network are maintained and
unexpected instabilities (for example, excess congestion) do not occur.
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Fragmentation - Scenarios with Realistic and Random Mobility
The following provides an evaluation on the effect of fragmentation on message message
delivery in DTNs. For the evaluation, the ONE simulator is used to run large set of
simulations with a realistic mobility model. In addition, further results with a well known
random movement based mobility model are reported in Publication VI. Two metrics
are investigated: the delivery ratio and the delivery latency of the messages sent during
the simulation. The messages are sent one way from the source to the destination. The
delivery ratio shows the number of unique delivered messages related to the number of
messages sent. In addition, fragment delivery statistics show possible biasses successful
delivery of fragments, especially whether some parts of a message are delivered with
larger probability than the others. Latency is measured as the time between message
creation and delivery of the first copy and the latency distribution of individual fragments
is shown.
Nodes connect using bi-directional links at 2 Mbit/s and have 100 MB FIFO message
buffer so that the oldest messages are dropped first (except for MaxProp which has its
own buffer handling scheme). Messages are sent with a time-to-live of 120 minutes. The
binary version of Spray-and-Wait is used with 10 message copies. Messages delivered
to the destination are handed over to the application and immediately stop occupying
buffer space. Messages of the same size [500KB–5MB] are sent from a random source
to a random destination at intervals uniformly distributed in the range [25, 35] seconds.
In one series of simulations, this interval is maintained across all message sizes, thus
increasing the offered load. In another series it is used only for the smallest message
and increased for larger ones so that the total offered load is constant. The delivery ratio
and average delay are recorded for all delivered messages. These metrics are recorded
for unfragmented messages and for three different fragmentation mechanisms: proactive
(using 3, 5, and 10 equally sized fragments, but the details are shown only for the 3
fragment case), reactive, and toilet paper (with 100 KB fragments).
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The following explores the impact of fragmentation for six routing protocols. Two use
single copy approaches, Direct Delivery and First Contact [73]; two perform variants
of flooding, Epidemic [141] and Prophet [92]; MaxProp [16] floods but explicitly clears
messages once delivered; and Spray-and-Wait [134] limits the number of copies created
per message.
Figure 3.17 illustrates the message delivery ratios, the results are shown for only one sce-
nario and four different routing protocols, for more details see Publication VI. The perfor-
mance of routing protocols in decreasing order is: MaxProp, Spray-and-Wait, Epidemic,
Prophet, Direct Delivery, and First Contact. With all the routing protocols (except for
First Contact), both types of reactive fragmentation consistently show improved delivery
ratio compared to the non-fragmented case, whereas proactive fragmentation constantly
performs worse. The reactive toilet paper approach performs slightly better than reactive
fragmentation without predefined boundaries. This can be explained by the better dupli-
cate detection leading to better buffer utilization and reduced congestion losses. While
reactive fragmentation improves the delivery, it also becomes less effective with increased
message sizes. In the HCS scenario, 80% of the contact times are less than 6 s and one
third less than 2 s — allowing the transfer of 1.5 MB and 500 KB, respectively. These
short contacts result in that more fragments are created, but not all of them are delivered.
For multi-copy routing protocols performing buffer management (Spray-and-Wait, Max-
Prop), the gain achieved by fragmentation increases with the message size due to less
congestion, which leads to fewer fragment losses.
The fragment size distribution, see Publication VI for graphs, for both reactive fragmen-
tation schemes reflects the contact time distribution and amplifies it since messages are
not reassembled on the path. This is observable across all message sizes, and 80–90% of
the fragments are smaller than 400 KB in size (equivalent to 2 s transmission time). This
shows that it is advisable to perform fragmentation with short contact durations when it
is allowed. The different fragmentation mechanisms impact the message delivery ratios
but the latencies are fairly similar across all approaches. The latencies increase slightly
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Figure 3.17: HCS mobility. Delivery probabilities (left) and latencies (right).
with the offered load for all multi-copy routing protocols. This suggests that they are
determined by the overall queue lengths in the system.
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Simulation results with non-congested network indicate that early fragmentation may
have a negative impact. The proactive source fragmentation appears to suffer from spread-
ing fragments across multiple paths. The reactive toilet paper approach, which prevents
the creation of small fragments and hence limits path diversity, yields the best results.
Generally, fragmentation expectedly improves the delivery rate of large messages.
The simulations also provide insight on which fragments of a message are received by the
destination. The FIFO queuing results in the parts of a message sent first by the source to
be delivered more frequently with both types of reactive fragmentation. This bias is less
strong with proactive fragmentation. The overcome the bias observed with all routing
protocols, random ordering of fragments is introduced in each intermediate node buffer.
However, the effect was observed as long as the transmission order at the source remained
the same.
After working with large self-contained messages was motivated in publications from III
to V, this section discusses how to use fragmentation to allow message transfer when size
of the bundle exceeds the capacity of opportunistic contacts. To summarize the observa-
tions, the evaluations show that the reactive fragmentation can increase message delivery
probability and keep the delivery delay low at the same time. Limiting the reactive frag-
mentation to pre-defined fragmentation boundaries is further seen to increase the delivery
success. For fragmentation in DTNs, it seems favorable to allow messages to proceed
un-fragmented as far as possible, and fragment according to pre-defined boundaries only
when needed. Moreover, maintaining bundles un-fragmented allows keeping the carried
application content self-contained, which is beneficial for the cooperative content retrieval
discussed in this thesis.
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Web Search - Scenarios with Realistic and Random Mobility
The following evaluation uses the ONE simulator to investigate search in opportunistic
mobile networks. Four different network scenarios are used, including an easy to under-
stand static scenario and different mobility models, as explained later in this section. The
nodes model devices of mobile users that are able to connect to each other by using bi-
directional links at 2 Mbit/s and have unlimited FIFO message queues for DTN routing.
Messages are transmitted in all or nothing fashion, that is, fragmentation is not allowed.
The four strategies, which are explained in section 3.6, are used to limit the spread of
messages in the network with varying time-to-live and hop count constraints and value
thresholds. While the query forwarding and search termination algorithms are designed to
operate independently of the routing protocol, the routing protocols may create different
numbers of messages in the network. The following evaluation compares three different
routing protocols representative of different types of message replication. First Contact
routing [73] represents the class of single-copy routing strategies, the other two use multi-
copy behavior: Spray-and-Wait [134] limits the number of copies to a fixed maximum (10
copies) and Epidemic routing [141] performs flooding without any limitation on message
replication.
The content query messages are sent to a DTN multicast address (all-dtn-search-routers)
which yields anycast-style semantics in the search environment. Every search-capable
DTN node joins this multicast address and is thus notified about an arriving query mes-
sage. While unicast DTN messages will be deleted after delivery, in the search environ-
ment all nodes are intended recipients and messages may thus be locally evaluated by the
search engine of multiple nodes, even if only a single copy is created and passed around.
Besides adding local message delivery, the forwarding rules of the routing protocols are
not changed; for example, First Contact only uses a single message and Spray-and-Wait
will deliver the message to at most 10 nodes.
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For searches limited by hop count and time-to-live, the corresponding search termina-
tion uses regular DTN routing so that the messages are forwarded until deleted by the
corresponding limiting mechanism. For first response filtering and value-based termina-
tion, a special extension to DTN routing is introduced so that message forwarding may
be deferred until the search application on the node signals either forwarding (possibly
updating the query contents) or termination (deletes the message). Response messages
are addressed to the querying node and sent using the underlying routing scheme without
any changes.
The following simulations investigate searching of a single content item in a mobile DTN
and then extend to searches that can result in multiple distinct items as a response. The
network is observed from the point of view of a single actor. The actor frequently issues
queries to the surrounding nodes, which carry a fixed and predetermined set of resources
and respond by sending out contents matching the query in a reply message. The re-
sources are distributed prior to starting simulations so that a fixed number of nodes are
able to provide a response. The number of nodes holding a copy so that they could
respond is varied between the simulations, and the observed metrics are plotted as a func-
tion of number of potential responses. While typical scenarios could see many nodes
initiating searches simultaneously, the observations are deliberately constrained to a sin-
gle requester to isolate the performance of the search distribution from effects due to
congestion.
For each query, the network contains a number of distinct content items that match the
query. Copies of the content items are distributed in the nodes’ data stores in such a way
that their popularity follows the Zipf distribution, which properly models the popularity
of web content items [14] and is thus a reasonable assumption. The total number of copies
of content items is fixed for each simulation run. For the first three scenarios, the number
of copies of the most popular content item is half the total number of copies. For the
fourth, which features more nodes, it is 20% of the total. The size of the content items is
fixed at one megabyte.
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Four different scenarios are used for the evaluation. The Basic Scenario (BS) is a static
network topology with a central node around which other nodes are spread in concentric
circles. The distance between the circles is 100 units, each circle having six more nodes
than the next inner one. With a node transmission range of 150 units this results in node
degrees between three and six for all the nodes in the network. Similar simple networks
are used with each node having the same degree between four and eight. The search query
is always issued at the middle node of the network. Random Way Point (RWP) presents
a well known case for comparison. The model contains 125 actors walking in an area
of 100×100 meters, comparable to an outdoor exhibition. The walking speed varies in
range 0, 5− 1m/s. The Helsinki City Scenario (HCS), as described earlier, simulates 125
actors moving according to the streets in Helsinki. Finally the Working Day Movement
(WDM) simulates a more realistic scenario whose characteristics such as inter-contact
time distributions come close to those encountered in real-world traces [45]. The default
scenario is chosen from section 5 in paper by Ekman et al. [45] in which nodes move in
the Helsinki city area, but the number of nodes is reduced from 1029 to 544 by shrinking
all the group sizes so that the basic contact characteristics remain.
Figure 3.18 shows the probability for retrieving a single specific content item in response
to a search request issued by a node. Value based termination functions use thresholds
of 0.5 and 1, referred to as term(0.5) and term(1). First response drop uses hopcount
limits of 5 and 10, and a TTL limit is chosen to match the scenarios, BS uses 10min and
all others 120min limit. As expected, the success of a search increases when the number
of resources in the network increases. Both, First Contact and Spray-and-Wait routing
show poor performance when there is only small number of potential responders in the
network. Moreover, the small number of copies or short route of a single copy for a
query does not lead to a high likelihood of reaching a node carrying a matching resource.
Epidemic routing performs well with all mobility models and is less dependent on the
resource density. This is an expected result when there is no contention and the query and
its responses can reach large number of nodes.
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Figure 3.18: Response probability for search queries.
As explained in Section 3.6, the query forwarding and termination mechanisms can be
split into two groups, termination mechanisms that are based on network level control
(TTL, hopcount) and those which utilize application level information (first response
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drop and value-based). The former consistently yield higher retrieval success rates. With
WDM mobility, the network level mechanisms lead to significant improvements whereas,
with the other approaches, the improvement over local control (first response drop, marginal
valued function uest) is less pronounced to non-existent. This holds irrespective of the
number of resources spread across the network.
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Figure 3.19: Simulation results for Helsinki City Scenario.
Figure 3.19 shows the mean number of unique replies per resource received in response
to a query by a single querying node in the HCS scenario (note the threefold difference in
range of the y–axis for Epidemic compared to First Contact and Spray-and-Wait routing).
In this case multiple resources match a query. The resources are distributed randomly
so that the number of copies per resource follows a Zipf distribution. This figure shows
only one value-based termination (threshold 0.5) and only the TTL as representative for
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network level control: TTL and both hopcount limits perform almost identically and so
do both value thresholds, which seems to indicate that expanding the search coverage
by itself does not increase performance for these scenarios. The results obtained across
all routing protocols reflect the occurrence frequency of the content items. However, us-
ing First Contact or Spray-and-Wait may not lead to obtaining even the most widespread
content item in all cases. In contrast, Epidemic routing expectedly provides broader cov-
erage with repeated responses for the most frequent resources. Counting also replicated
responses created by the routing protocol further shows that Epidemic routing adds ro-
bustness by returning a tenfold number of responses. With Spray-and-Wait, the replicated
responses lead to twofold increase in number of delivered responses. Limiting the query
forwarding (and thus the resource consumption) with application layer knowledge is dif-
ficult; particularly, first response drop is not effective. TTL limiting is a workable limiting
mechanisms and still allows even less popular resources to reach the querying node. An
overall finding is that queries will likely be satisfied only for the more popular resources
and content items from the long tail will only be captured occasionally. The rare content
items are most likely responded from the vicinity of the querying node as the results for
the hop count of the returned responses seem to indicate. This suggests that exhaustive
searches for content items in mobile DTNs are unlikely to succeed (within a limited time
frame) and should be avoided as they may be wasteful.
Figure 3.20 shows the spread of query messages in the network with Epidemic routing
(other two routing protocols have a hard spreading limit stated by the protocol) to further
assess the effectiveness of the limitation functions. The spread is also a metric for the in-
curred load on the network. It can be see how the network level mechanisms (hopcount,
TTL) cause widespread forwarding of the messages, which is reflected in the better re-
trieval performance as observed above. In the simple scenario, the first response drop
mechanism manages to limit the spread of queries especially when large number of con-
tent items are in the network, and thus close to the querying node. With the less realistic
RWP mobility, the network level mechanisms limit queries as effectively as application
level mechanism but still achieve good response performance. All application level ter-
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Figure 3.20: Search coverage with Epidemic routing.
mination mechanism limit the spread of searches in HCS effectively and still manage to
deliver responses fairly well as can be seen in Figure 3.18 for the Helsinki City Scenario
with Epidemic routing. In WDM model, all limiting mechanisms stop queries equally
well but the network level mechanisms lead to a better response rate as observed above.
Figure 3.21 shows the latency from a query to arrival of the n-th unique response in
the WDM scenario. In cases where the first response drop already satisfies the search,
the content items are retrieved from the vicinity of the querying node. This results in
low latencies for the search when First Contact routing is used. Spray-and-Wait leads to
relatively similar latency profile. The latency is always highest with Epidemic routing,
but the approach yields a good success ratio as discussed above.
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Figure 3.21: Latency of n-th arriving unique response - WDM, 300 content items.
Simulations on performing content search in opportunistic DTNs evaluated mechanisms
for limiting the spread of queries in the DTN network. The results show that the content
is often retrieved from the vicinity of the node, which seems favorable for the cooperative
storage and caching mechanisms that were proposed earlier in this thesis. The simple
network level query termination mechanisms seem effective as they limit the spread of
queries and lead to good response performance. Moreover, the evaluations show that
node mobility and large delays make the exhaustive searches difficult in DTNs, so that
searching very rare content items does not seem feasible.
Web Access Via Hotspots - Scenarios with Realistic and Random Mobility
To evaluate web access with partial infrastructure support the ONE simulator is used with
two different mobility models. First, Helsinki City Scenario (HCS) models pedestrians
moving in city streets between interesting locations and more realistically matches tourist
behavior on the streets. Second, random way point (RWP) with same number of nodes
(140 pedestrians) and area dimensions (4.5× 3.4km) is used to provide an intuitive com-
parison case. In both scenarios WLAN hotspots are located according to real geographic
locations in Helsinki.
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In the HCS scenario, the WLAN access points are located at the side of the streets, along
which nodes move. For comparison, the RWP simulations report on the same area and
access point locations, but with the pedestrians’ movement not limited to streets. More
realistic models, such as the Working Day Movement model [45], are not used since the
investigation focuses on performance of users in the streets. Each mobile user in the
scenario retrieves a web page at a mean interval of 5 min between requests, uniformly
distributed in [280:320]s. Each request chooses a web page randomly from the list of
50 most popular websites requested from within Finland. The delay and the sender (ori-
gin server, hotspot cache, or another mobile node) of the response is measured for each
request together with the number of duplicate requests and responses delivered.
Figure 3.22 illustrates a city map section showing the real access point locations in the
Helsinki downtown area. The simulations use varying number of WLAN hotspots in the
downtown area to observe the effect of infrastructure density. The locations of hotspots
are chosen according to existing community access points (the locations are derived from
http://www.wippies.com, for a similar service see, for example, http://fon.
com)
Figure 3.22: An example communication setting in downtown area.
The simulations use different random seeds and varying configurations. Each run lasts for
12 h simulation time and results in over 200k contacts between nodes. For each datapoint
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the mean of 1500 web access events is plotted (deviations between runs with different ran-
dom seeds are negligible). The mobile nodes use bi-directional wireless links at 10 Mbit/s
data rate and 50 meters communication radius to communicate with each other and with
access points (APs). Each node has 512 MB message buffer capacity. The access points
run with the same WLAN parameters and provide connectivity to the Internet via non-
congested access link.
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Figure 3.23: Web resources and average radius covering k APs around an AP.
Figure 3.23 (left) shows the sizes and delays for all web resources used in the simu-
lations. The delay for accessing the web pages and their size distribution is based on
measurements carried out in the lab. Scripts were used for retrieving the index pages of
the top 50 web sites. For each resource, the retrieval times were recorded, and the sizes
of the web pages were measured. The delay figure shows the average time to retrieve a
web page based on 863 page requests. Figure 3.23 (right) illustrates the hotspot density
by plotting the mean radius around a hotspot including the k-closest hotspots averaged
over all hotspot locations.
While the resource retrieval and caching algorithms operate independently of the routing
protocol, the routing protocols often create different numbers of messages in the network
and thus affect the number of hotspots and caches reached by a request. The following
evaluations use three different routing protocols as noted above: Direct Delivery [73],
binary Spray-and-Wait [134] with 10 message copies, and Epidemic routing [141] for
flooding without limit on message replication.
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In the beginning of simulations all the resources reside in web servers in the fixed network.
When a web server is accessed via an access point, the aforementioned measured retrieval
delay is introduced in the fixed network. Responses are sent back and they also start
to populate the caches of the respective WLAN access points, so that these can serve
subsequent requests directly without the additional retrieval delay. The measurements are
plotted as a function of message TTL, which limits how long both requests and responses
can be forwarded before being discarded. Thus, the maximum response delay is twice the
TTL. In addition, the simulations limit the maximum hopcount to four. Figure 3.26 below
shows that this limitation is practical, since the first copy of a response message does not
frequently come through a long path, which is expected result with the short TTL.
Direct delivery Spray and wait Epidemic
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Figure 3.24: Probability that a pedestrian receives response with different message life-
times; directly from the closest AP or via k = 3 closest APs.
Figure 3.24 illustrates the effect of the message TTL on the probability that a client re-
ceives a response. Results obtained by using RWP mobility are plotted in dashed lines
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and for HCS mobility solid lines are used. For both scenarios, k = 3 indicates that three
close access points are used for response delivery, as explained in Section 3.7. The du-
plicate responses are not counted. As expected, allowing more time to deliver requests
and responses significantly increases retrieval success. However, even with small TTLs
half of the requests are successful. A comparison between the scenarios shows that, when
pedestrians follow the city streets, instead of just randomly walking in the area, the re-
trieval probability increases while other variables stay the same. This is expected, since
limiting node freedom increases the chances of passing an access point, leads to longer
contacts, and increases contact frequency and thus forwarding opportunities. The dif-
ference between the various routing protocols is not very pronounced. Direct delivery
performs almost as good as flooding, which indicates that direct interaction of mobile
nodes with access points dominates performance, at least for getting one response.
The density of the available hotspots has a noticeable impact on the retrieval performance.
Assuming the HCS model, using all 325 hotspots and leaving enough time leads to a
response ratio > 0.9 for the largest and > 0.75 for the lowest TTL. Reducing the number
of hotspots to about one third (109) still yields ratios of 0.5–0.8 and going down to about
5% (17) hotspots only yields a success ratio of 0.15–0.4. Even this small ratio shows
some potential to offload selected traffic from using cellular network. Extending the
reach of responses by applying the k-closest replication for responses does not notably
increase delivery probability for nodes that are able to connect to hotspots directly, but the
spreading of more message copies is highly beneficial for nodes that rely on other mobile
nodes for web access (discussed later in this section).
Figure 3.25 shows the cumulative distribution function for response times with 40 min
message TTL. With a large number of hotspots, nearly 30% of responses are received
almost instantaneously. With a smaller number of hotspots, more time passes after request
creation before the mobile node reaches a hotspot. A common observation in all scenarios
is that even though responses can take as long as twice the message lifetime, most of
successful retrievals lead to a first response soon after the request was issued and. Waiting
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Figure 3.25: Cumulative distribution function of response delay in HCS scenario with 40
minutes message lifetime.
longer than roughly TTL does not increase much the responses. This is expected, given
that most messages appear to be delivered directly to/from a hotspot. The hotspot must be
reached before the request times out, but then the response will be virtually immediate,
which also explains the straight line for Direct Delivery routing after TTL. Thus, the
hotspot density has expectedly direct performance impact since it affects the mean time
to reach an access point.
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Figure 3.26: Latency of n-th arriving unique response - WDM, 300 content items.
Figure 3.26 shows the response hopcount distribution with Epidemic routing as function
of message lifetime with only 17 hotspots deployed and only the closest hotspot respond-
ing. Observation is that when the message lifetime is large (30 min), only about 70% of
responses come from one hop away, whereas with small message lifetimes successful re-
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sponses arrive always from the closest neighbor. This shows how cooperation between the
mobile nodes is important in increasing retrieval success in scenarios with sparse hotspot
infrastructure.
Finally, to understand the relevance of indirect hotspot access, 20 pedestrians are config-
ured not to be authorized to use hotspots directly For these nodes, requests and responses
are relayed by other mobile nodes. These nodes can still achieve a response ratio of
some 30% with Spray-and-Wait routing, TTL=40 min, and 109 hotspots. Applying the k-
closest response routing increases this ratio significantly to some 50%, indicating that this
controlled redundancy achieves the desired effect. A further observation is that caching in
mobile clients, which is of little relevance if direct hotspot access dominates, can double
the response probability compared just obtaining (cached or forwarded) responses from
hotspots. Yet, caching in hotspots can lead to significant 30–70% savings in access link
utilization.
Publication VIII reports further experience on implementing the proposed design for DTN
based web access. Moreover, the publication describes a simple validation, which shows
how the proposed design was able to retrieve web pages over an emulated test network,
which uses the DTN2 reference implementation [59].
Evaluating DTN based web access via WLAN hotspots showed that even partial infras-
tructure support can allow mobile users to retrieve content form the Internet by using
opportunistic contacts. Density of access points in a real-world urban setting is able to
support retrieval in a relatively short period of time. This allows reducing the load on
cellular networks, as applications that can tolerate some delay can be offload their traffic
to DTN based communications. The number of available hotspots is seen as key to re-
trieval performance. The DTN based web access can benefit from cooperative caching,
as suggested in Publications III through V, which is especially important to nodes that are
not authorized to access the hotspots directly. Furthermore, caching in hotspots helps to
reduce traffic between the hotspots and the web servers in the fixed network.
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3.9 Summary
This chapter investigated several aspects of increasing data availability in opportunistic
networks formed by the mobile users. The delay-tolerant networking architecture was
used as basis to enable communication between the users. Several mechanisms, includ-
ing locality, redundancy, and ability to adapt to scarce communication resources were
investigated in the challenging network scenarios. The following summarizes the find-
ings.
A design for application-aware DTN router was presented. The router provides applica-
tion specific processing for messages that used for content access in DTNs. The presented
router model enables using bundles that are in the forwarding buffer or cached for gen-
erating responses to content retrieval requests. The applicability of the design was inves-
tigated by a large set of simulations, which show how content retrieval in opportunistic
DTNs can be made more efficient by introducing application specific storage functional-
ity in the intermediate nodes. The simulations confirm that with the increased amount of
caching the responses arrive from the closer distance. This helps both to reduce traffic in
the network, and to increase the reliability of the retrieval. The simulations also confirmed
that caching is beneficial when node mobility follows real world behavior recorded in the
Haggle experiment.
The investigation continued on increasing data availability in opportunistic DTNs by
showing how controlled content redundancy can be used to increase retrieval and com-
munication reliability. A model for fragmented and erasure coding based bundle transfer
was presented. In addition, a format for carrying application data in a message header ex-
tension was proposed. The applicability of the design was validated by a simulation that
used a real world mobility trace describing behavior of a community of users. The eval-
uation results show how communication reliability can be increased when redundancy is
used with consideration. The results also illustrate how excess amount of redundancy may
lead to decreased retrieval performance if too much traffic is created. Excess amount of
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redundancy was seen when highly redundant erasure code was applied on top of flooding
based routing, which creates multiple message copies.
After having shown how the caching and redundancy techniques make content retrieval
more efficient in DTNs, the evaluation continued by looking into more realistic scenarios.
Realistic characteristic to behavior of the community members was added. With both the
content access pattern and node mobility being realistic, investigation focused on how
different routing approaches perform with caching. Wide variety of network load and
buffer capacities was used. The results further confirmed that the caching helps to reduce
the retrieval latency and to increase the retrieval reliability. Good retrieval performance
achieved with Spray-and-Wait routing suggests that limiting number of message copies
seems a feasible approach. The simulations also showed how the resources live in caches
and in forwarding queues of the community in a predictable manner, and serve as source
to content requests.
Challenges of communicating by using large bundles in opportunistic DTNs with very
scarce contact resources were discussed, and message fragmentation was proposed as a
solution. Several fragmentation approaches were discussed and a model for fragmen-
tations in DTNs was formulated. In addition, managing routing information with frag-
mented message transfers was detailed. The evaluation focused on communication sce-
narios where small contact volumes limit the message propagation. The results were
shown for applying different fragmentation strategies together with many of the well
known DTN routing protocols. The findings illustrate how fragmentation can help to
increase bundle delivery ratio when applied in a correct manner. Using reactive fragmen-
tation together with pre-defined fragmentation boundaries showed the best results in the
simulations. Applying fragmentation as late as possible was seen as a good approach, and
proactive fragmentation at source was not often the optimal approach. In the simulations,
the first bytes or fragments of a message were seen to reach the destination with a higher
probability than the bytes sent later.
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Research continued to investigate search in opportunistic networks formed by mobile
nodes that use DTNs for communications. The results showed that content items are often
retrieved from the vicinity of the searching node, and particularly the popular content
resources are likely to be found from the proximity of the searching node. Evaluations on
search investigated several scenarios and showed that the node mobility and the message
delivery delays make attempts for exhaustive searches unattractive in an unstructured
network. This is pronounced since popular contents will be found often and rare items
from the long tail only rarely.
Finally, using WLAN hotspots to enable web access in partial infrastructure support was
investigated. The results showed that the density of commercial and community hotspots
in a real-world urban setting is sufficient to satisfy the majority of the requests issued by
pedestrians in a short period of time. The success of retrieval was seen to improve further
if several adjacent hot-spots were involved in spreading the responses. While the number
of hotspots available was the key to performance, cooperation between mobile nodes only
yielded minor improvements for the users that were able to directly access the hotspots.
Positive impact of cooperative messaging among mobile nodes was only seen clearly in
scenarios with lower access point density and higher acceptable delay. Moreover, caching
in mobile nodes and hotspots improved the retrieval ratio and reduced the delay further
in all setups, and was especially important for the mobile nodes that were not allowed
to directly access the hotspot infrastructure. These nodes also gained the greatest ben-
efit from controlled replication of the response messages. Applying caches in hotspots
significantly helped to reduce messaging between hotspots and the fixed network.
The several mechanisms presented in this chapter can be applied in parallel in DTN net-
works consisting of mobile nodes and some infrastructure support. The fragmentation can
be, for example, used to overcome limited contact capacity during content access though
with a caveat that the fragments usually do not carry complete self-contained messages.
This further motivates to forward messages in the network without fragmentation as far
as possible.
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Different mechanisms for limiting spread of search queries were evaluated with static
content distributions; however, when opportunistic caching and content storage are ap-
plied in the network the resources distribution becomes more dynamic. This motivates
the search applications to proactively keep track on resource distribution in the network
to allow adapting search termination according to varying popularity of the contents.
Using limited infrastructure support offered by WLAN hotspots allows web resource re-
trieval from the Internet. The evaluations showed that even in settings where commu-
nication with web servers is possible, the opportunistic caching can be beneficial. The
benefits were particularly pronounced for delivering responses to mobile clients that are
not directly allowed to access hotspots and for reducing traffic between the access points
and the fixed network. Moreover, observation that applying caching in the intermediaries
maintains overall forwarding properties of the network suggest that it can be applied for
DTNs in parallel with other mechanisms studied in this section. Thus, it seems that the
several suggested mechanisms can co-exist in the network and help to improve the overall
system operation.
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4 Conclusions and Future Directions
This thesis presented several methods for increasing data access and transfer performance
in the presence of failures. Extensive set of evaluations support that the proposed meth-
ods can be applied to increase reliability of content retrieval in the modern network archi-
tectures and protect against unexpected failures when the communication resources are
scarce
This thesis proposed to use a software implementation of the well known Reed Solomon
erasure coding to secure against storage element failures in a distributed storage storage
infrastructure. The presented coding scheme can be used to cope with multiple simul-
taneous failures and it provides a space efficient alternative for replication. The space
efficiency of coding allows distributing a file to a larger number of data items, which are
unique and can be used for reconstructing the file, than is possible with replication and
the same amount of storage space. This can provide an appealing solution when dis-
tributed data storages are implemented with high availability requirements and limited
budget. Such limitations are currently faced, for example, in scientific data preservation,
where the amount of data increases but the supporting budget does not [64]. Moreover,
the erasure coding approach was shown to be efficient for use in the modern Grid storage
systems and with modern workstations. Additional benefit is that the presented approach
allows using a large number of storage locations to download a distributed file in an effi-
cient and fault tolerant manner from distributed data storage.
The applicability of coding for the distributed Grid storages was demonstrated by us-
ing an implementation of a novel storage application with existing Grid storage systems.
Multiple clients were clustered in a local area network to offer parallel access to data
resulting in performance increases. The achieved results were promising, but additional
work could still be done to improve the generality of the research findings in large dis-
tributed storages. With wide area storage, additional tests with clients in large number of
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locations would provide more solid results. Moreover, experimentation with new LDPC-
based coding mechanisms together with various algorithms for data transfer scheduling
are an interesting direction for further studies. These kinds of tests are often difficult to
implement, however, network testbeds such as PlanetLab [31] could be used for future
work on the topic.
This thesis continued to cover even more challenging scenarios, where failures can ren-
der the communication network partitioned and it is not anymore sufficient to survive
from an expected number of simultaneous failures. An opportunistic network formed by
mobile nodes was used to investigate data access and transfer in these scenarios. Sev-
eral mechanisms for increasing data availability were proposed, including, for example,
application-aware processing, caching, content redundancy, coding, and fragmentation
of messages. Moreover, searching content without content locator was investigated and
methods for enabling web access with only partial infrastructure support were discussed.
Performance of these mechanisms was investigated with a simulation model that uses the
DTN architecture as a basis for communication. The simulation-based evaluations sup-
port that the DTN architecture can be efficiently used to enable content access and data
transfer in challenging networks that follow realistic human behavior.
Fragmentation was formulated for DTNs, and its effect on transferring large bundles over
mobile DTNs was studied. The results confirmed that fragmentation can increase mes-
sage delivery probability, because it allows to transfer even large contents over short-lived
contact durations between the nodes. The evaluations suggested that message should be
allowed to proceed non-fragmented towards destination as far as possible. Moreover, the
fragmentation should be limited to pre-defined boundaries to limit the number of distinct
fragments and to help detecting and eliminating duplicate fragments. Combining frag-
mentation with content dissemination models provides a possible future research direc-
tion. The DTN architecture could, for example, send complete bundles with pre-defined
fragmentation boundaries to DTN-enabled access points. They could then deliver the con-
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tent to proximity by using chunks that are created according to the pre-determined frag-
mentation boundaries to enable content distribution as discussed in PodNet approach [89].
Searching for content in an unstructured network formed by mobile users was investi-
gated with focus on controlling the spreading of search requests and limiting the number
of responses to queries. Several routing protocols and mobility scenarios were used to
investigate network and application level mechanisms for query termination. In the in-
vestigated scenarios, node mobility and the message delivery delays made the attempts
for exhaustive searches unattractive. This suggests using content dissemination [133, 89]
as a potential future direction or exploiting geographic proximity information in con-
junction with searching in mobile DTNs. Moreover, nodes could continuously overhear
messages carrying content as they forward them to obtain an estimate of the resource
distribution in the community, and use the obtained information as additional input the
search mechanisms.
This thesis also investigated web access via partial infrastructure support by using WLAN
access points as gateways to the Internet. The proposed approach allows reducing the load
on cellular networks by offloading selected web interactions of mobile users to a DTN
messaging overlay and WLAN hotspots, and the feature can also be leveraged to enable
access for nodes without cellular connectivity. The evaluations show that the density of
commercial and community hotspots in a real-world urban setting is sufficient to satisfy
the majority of the requests issued by pedestrians in a short period of time. The station-
ary nature of the access points adds structure to the opportunistic network and allows
to use the location of hotspots as implicit geographic information to direct the response
delivery to the mobile nodes. However, if limited cellular service is available to nodes,
they could use it to provide control information for routing the bundles, as suggested by
the ParaNets [147] approach, and use the high intermittent capacity of the opportunistic
WLAN contacts for transferring the actual data content. Using a limited control channel
seems possible future direction for enhancing web access for pedestrians, while GPS em-
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powered automobile users could benefit from route prediction to deliver responses to the
user’s future location [90].
Many of the performance evaluations in this thesis were carried out by using simulation
tools. Large number of scenarios, protocols, and system parameters enabled to capture
wide range of parameters, which supports that the simulated models can work also in real
world systems with varying characteristics. The observations also motivate to investigate
more diverse scenarios as part of the future research to understand if the short-lived mes-
sages and the bounded spreading can ensure operation of the system in a broader scale, for
example, across a metropolitan area. To add realistic behavior to the simulations, some of
the models were derived from real world traces [88, 44] describing a community of mo-
bile users, or from research on modeling the human movement in urban settings [45, 82].
To model the user behavior for the content retrieval applications, the access models were
derived from earlier work on the Internet content access studies. While the simulation sce-
narios still contain many unknowns, the general findings seem fairly realistic, but there
exists still many open directions for the future work.
This thesis focused on enabling content access when storage failures and mobility of the
nodes cause challenges. The proposed mechanism can be seen to apply also to differ-
ent types of opportunistic content sharing platforms beyond the DTN architecture. The
mechanisms share a common goal to operate on environments where budget is scarce.
This goal is in many ways similar to aiming to scarcity of electricity consumption, which
can make the suggested solutions applicable, for example, to green computing platforms.
Other challenges like participatory nature of content creation require future work to en-
able mechanisms for merging simultaneous input from the users and maintaining suffi-
ciently consistent view on contents. These challenges are faced, for example, with blog-
ging applications that enable sharing comments and allow content modifications.
This far, the investigations made assumption that the node connectivity and application
behavior are dominating factors in defining the networking model. However, in a real
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deployment of mobile DTNs, several physical limitations, such as, device discovery or
battery life, may have a significant effect on the operation of the network. These limita-
tions are not yet well covered by the results of this thesis.
The simulation-based evaluations and partial implementations of the system show that
the proposed concepts can be put into practice, but also further work on services that
the DTNs should provide for applications is needed. New user interface designs are also
needed for making the DTN based mobile applications intuitive to users. Only applica-
tions that fluently work on top of delay tolerant communications model can fully realize
the potential of opportunistic communications.
Future looks bright for rich mobile applications as the mobile Internet usage is growing
rapidly in the industrial countries and the pace of innovation for the handsets is remark-
able. Yet, there are many places in the developing regions where ubiquitous wireless
access is still a distant vision. In the former case, the mechanisms proposed in this thesis,
both for the fixed network that supports the mobile users and the opportunistic mobile net-
work formed by the co-located users, provide possible solutions to cope with the increas-
ing usage of the networks. In the latter case, when the wireless networks are deployed in
the developing world, the pace of innovation can be rapid and new communication mod-
els such as DTNs may pick adaptation since interoperability with legacy systems may be
a lesser challenge.
After several years of research on the DTN architecture, the capabilities of the network-
ing technology start to be sufficiently well understood to build applications on top of
the DTNs and adapt current software to take the advantage of opportunistically available
communication resources. The mobile community use cases discussed throughout this
thesis rely on contacts to near by nodes to enable communication. Because of lack of
deployment of opportunistic applications in the real world, it has been difficult to asses
how their availability will effect the user behavior. However, new application distribu-
tion channels such as iPhone App Store, Android Market or Ovi Store, have enabled
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new methods to efficiently distribute applications to mobile users. Their software review
process can help to solve some of the security challenges that have previously discour-
aged device-to-device communications. Their open development model also encourages
large population of application developers to provide new types of applications further
increasing the pace of innovation. Moreover, millions of users accessing the mobile ap-
plication stores may finally provide sufficient population to bootstrap the opportunistic
mobile communities. After all, the adaptation of the future systems will most likely be
driven by the users.
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