With the rapid advance of enabling technologies, the era of 3D ICs is near. Yet, there are several practical problems to be solved for 3D ICs. Especially, heat removal and power delivery have become two major reliability concerns in 3D stacked IC technology. Recently, liquid cooling based on micro-fluidic channels is proposed as a viable solution to dramatically reduce the temperature of 3D ICs. In addition, a highly complex power distribution network is required to deliver currents to all parts of the 3D IC stack while suppressing power noise to an acceptable level. These technologies pose major challenges to signal routing. With a given amount of silicon area, signal, power, and thermal interconnects compete against one another for routing space. This paper presents an optimization study on signal, power, and thermal networks in 3D ICs. We demonstrate how to optimize various design parameters by adopting design of experiments and response surface method.
to routing completion and congestion because these large interconnects need to be routed together with billions of smaller signal interconnects (see Figure 1) .
The major contributions of this work are as follows:
• To the best of our knowledge, this is the first work to take a holistic approach on how to provide reliable signal, power, and thermal delivery mechanisms. The goal is to co-optimize the on-chip routing geometries for signal, power, and thermal interconnects in 3D stacked ICs under temperature, power noise, and routability objectives.
• Co-optimization of the above mentioned interconnects is a hard task. Considering vast design space with lots of design freedom and little knowledge on the system poses great challenge. We demonstrate how to perform this task using design of experiments (DOE) and response surface methodology (RSM). The design knobs and the assessing metrics are defined, and the correlations among them are discussed. The remainder of the paper is organized as follows. In Section 2, routing requirements and ways of computing metrics of the three kinds of networks are discussed. Section 3 discusses the details of DOE and RSM. Experimental results are presented in Section 4, followed by the conclusions in Section 5.
II. Three Types of 3D Interconnects

A. Thermal Distribution Network
3D stacked ICs bring several challenges in thermal management. By stacking layers, the heat dissipation per unit volume and per unit horizontal footprint area are significantly increased. Also, the interior layers of the 3D structure are thermally detached from the heat sink. Heat transfer is further restricted by the low thermal conductivity bonding interfaces and thermal obstacles in multiple IC layers. Unlike conventional air-cooled heat sinks, liquid cooling using micro-fluidic channels (MFCs) offer a larger heat transfer coefficient and chip-scale cooling solution. MFCs can be fabricated on bulk side of Si dies, enabling rejection of heat from every layer.
To analyze thermal performance of MFC cooling for 3D ICs, we run numerical simulations. We used the same thermal simulation method as in [5] . A 3D thermal model in [6] is modified to consider the lateral temperature and fluid flow rate distribution caused by non-uniform power/heat flux distribution. Thermal and fluid flow in MFCs are described by energy and momentum conservation equations. Deionized water is considered as a representative working fluid. The on-chip thermal network is composed of fluidic TSVs, manifolds and MFCs (see Fig. 1 ). We assume that all the fluidic TSVs and manifolds are located outside the core region in which all gates and metal wires reside. Thus, only MFCs are considered for routing analysis.
TSV connections are made of metal and should not touch any MFCs. The MFCs are wide (around 100μm) and decrease the routing capacity of signal TSVs quite considerably (see Fig. 2 ). Furthermore, Si dies with MFCs are thicker than the ones without MFCs, and given a TSV aspect ratio, that leads to a larger diameter and lower density of signal TSVs. Thus, care should be taken in designing the width and the depth of MFCs along with the size of signal and power TSVs.
B. Power Distribution Network
In a 3D stacked IC, power should be delivered to all active devices in every layer. The global power distribution network on each die uses grids made of orthogonal interconnects on the top wiring levels. Power is fed from the package through power I/O bumps distributed over the bottom-most die and travels to the upper dies using power/ground (P/G) TSVs and solders [4] . Figure 3 shows the top view of our P/G network. We assume that P/G TSVs are placed regularly in a dual mesh structure. The pitch between two power TSVs is predefined (400μm) and the same pitch is used for all layers. The diameter of P/G TSVs is 40μm. P/G wires are globally distributed on metal layer 7 and 8. Thick wires have 10μm width and connect P/G TSVs. And between two thick wires, 20 thin wires are placed. The remaining space is used for signal wires. In our 3D chip, P/G TSVs pierce through all dies for efficient power delivery (see Fig. 2 ). Thus, no gate cell can be placed at P/G TSV locations. Considering the size of P/G TSVs, this area is not negligible. At routing tiles with pre-placed P/G TSVs, the signal routing capacity is decreased by a large amount.
For a 3D chip with a footprint size of 1cm 2 , we may have thousands of P/G I/Os for each die and millions of wire segments on the P/G grids in each die. Our power noise analyzer is based on modified nodal analysis (MNA) [7] . We use domain decomposition (DD) [8] to increase the maximum circuit size the analyzer can handle. The DD technique basically decomposes the circuit into several parts and uses a mathematical technique to reduce the time needed for matrix inversion.
C. Signal Delivery Network
With power and thermal interconnects in the system, we perform global routing of signal nets. The reason for global routing, instead of detailed routing, is to obtain quick but accurate pictures of routing congestion so that we can use them in our co-optimization of all 3 types of interconnects. For the signal wires, we used the metal interconnect dimensions similar to Intel's 45nm technology node [9] . The TSV integration scheme that we adopted was via-first, and the TSV aspect ratios we assumed were 15:1 or 30:1. Via-first TSVs interfere only with device layer and not with metal layers, so they are less intrusive than via-last TSVs. Although current copper-based TSV technologies require aspect ratio around 5:1 for reliable fill [10] , we expect TSV technologies to advance. Figure 2 shows the side view of a die with all 3 types of wires shown. The diameter of signal TSVs (=6.67μm) is set to the minimum size to accommodate as many connections as possible. In contrast, the diameter of P/G TSVs is 40μm. Figure 4 shows the routing tile objects. We fix the width of our routing tile to 40μm. Note that some tiles are fully occupied by MFCs and thus are not routable in z-direction. Since a P/G TSV fully occupy one routing tile, the tiles that contain P/G TSVs have no x/y/z-direction routing capacity left. Also note that TSVs are much larger than global interconnects, making them significant routing obstacles in 3D ICs with MFCs.
For each routing tile, there are x-, y-, and z-direction routing capacity values. x-and y-direction capacity represents available routing space in metal layers, while z-direction capacity is for signal TSVs. Basically, x-and y-direction capacity values of a metal layer are calculated from dividing the routing tile size by the pitch of the metal layer. We assume that when the placed cells occupy x% area of a placement tile, they use 0.8 × x% of the routing capacity on metal 1-2 of the corresponding routing tile, and the rest 100 − 0.8 × x% is used for signal routing. Metal 3-6 are dedicated to signal routing. On metal 7 and 8, only part of the space is available due to the P/G nets. The capacity values of metal layers are summed up for each routing tile. If the tile is pre-occupied with P/G TSVs, we decrease the capacity by the area ratio. For zdirection capacity, we calculate the remaining surface area of each routing tile after thermal and P/G routing. Starting from the routing tile area, we subtract the placed cell area and the P/G TSV area. Then, we divide the resulting area by the area of a minimum-pitch signal TSV to get the z-direction capacity of the routing tile. 
III. Design of Experiments
Since its invention [11] , DOE has been used for many science and engineering applications. DOE has been proven to be effective and efficient when an optimization is desired for complex systems with multiple input factors. With the input factors and the region of interest, we assume an underlying metamodel to describe the system. Based on the strategy for covering the region of interest, DOE method suggests the design points to be experimented. After running the experiments and gathering the responses, we draw the response surfaces to understand and optimize the system. This is called response surface methodology [12] . Major benefits of modern DOE techniques are as follows: (1) The number of experimental runs is dramatically decreased compared to that of conventional full factorial design. (2) The knowledge about the target system is not needed. (3) The effect of input factors on responses can be identified.
DOE has also been used in VLSI and CAD community. In [13] the DOE framework for CAD was discussed. A robust interconnect model based on DOE was presented in [14] . And in [15] DOE was used to identify the performance critical buses in a microarchitecture.
A. Overall Design Flow
Overall design flow is summarized in Fig. 5 . We start with defining the design knobs (=input factors) and the metrics (=responses). Our single experiment is equivalent to performing gate-level global placement and routing, where we first perform gate-level partitioning and placement, followed by routing thermal, P/G, and signal nets. We then evaluate the metrics of interest and complete the current experiment. Once all the experiments are performed, we construct response surfaces and use them to obtain optimal design solutions. Table  I shows our design knobs, and Table II shows our assessing metrics. We use the 3D router presented in [16] . To control the number of signal TSVs in routing stage, we set the z-direction routing edge distance to be multiples of x/y-direction edges. When this is 0, a z-direction edge distance is the same as an x/y-direction one. And when this is 1, a z-direction edge distance has 1 additional distance of x/y-direction edge.
MFC width
The width of MFCs is varied. With the same pressure drop between inlet and outlet, wider MFC means higher mass flow rate and better cooling capability. We assume all MFCs have the same width. P/G thin wire ratio This is the the ratio between P/G thin wires and signal wires on metal layer 7/8. For example, if this value is 0.4, P/G thin wires use 40% (=20% each) of the routing tile, and the rest (=60%) is used for signal routing. The actual signal TSV usage may vary with the availability of routing capacity. If it helps reduce wirelength, the router may use more TSVs.
Routing congestion
Since it is found that z-direction congestion is more severe than x/y-direction ones, we focus on z-direction congestion. The average z-direction utilization for each layer is calculated, and the maximum value among all layers is used to represent routing congestion. 1.0 (=100%) means signal routing failure due to insufficient z-direction capacity between layers. Max.
Si temp.
The performance of the transistors degrades with higher temperature. It is desired that this is less than 85 • C.
Max. power noise
The power noise should not exceed the noise margin of the transistors. Usually it is assumed to be 10% of V dd .
B. Designing the Experiments
We define the range of the design knobs as shown in Table  III . We used the Model-Based Calibration Toolbox in MAT-LAB to design the experiments. Stratified Latin hypercube is selected from space filling design styles. We chose the range of MFC width with the consideration of MFC pitch, P/G TSV diameter and pitch to rule out any physical overlap among objects and conform to spacing requirements. Total 70 design points were generated for experiments. Then, we ran the routing stage and found that 1 design point failed signal routing. Since the failed design point has incorrect response values such as total wirelength and total number of signal TSVs, it degrades the accuracy of response surfaces. Thus we pruned the design point, and the remaining 69 design points were used to construct response surfaces. In addition, 5 design points that are different from the previous ones were generated for model validation purposes. Figure 6 shows the selected design points to experiment.
C. Design Optimization
With multiple assessing metrics and design constraints, there can be multiple optimization scenarios. In this work, we solve the following problem: minimize the combined cost (= Cost) under 100% routability constraint. We want to minimize total wirelength, total number of signal TSVs, maximum Si temperature, and maximum power noise. Each of the metrics under consideration is normalized to [0, 1] and forms a partial cost. Then, we combine them into a single desirability function [17] . The following Cost is used to evaluate the solution:
where Cost * wl , Cost * tsv , Cost * st , and Cost * pn denote normalized total wirelength, total number of signal TSVs, maximum Si temperature, and maximum power noise costs, respectively.
Some of the input factors have discrete levels, thus we made optimization cases for all possible combinations of them. Since signal TSV aspect ratio has 2 levels and signal TSV penalty has 7, total 14 cases were considered. Optimization with respect to Cost was performed for all the cases independently. Sorting the designs with the Cost values in ascending order, we get the best optimal design candidates.
D. Enhancing the Model Accuracy
As a starting point, we used hybrid radial basis function (RBF) as the metamodel class. Linear part was set with a polynomial of order 3 for input factors and order 3 for interaction factors. The RBF kernel that we tried first was multiquadric. After running all the design points and gathering the resulting metrics, MATLAB builds the metamodel equations and draws the response surfaces of the metrics. The accuracy of these equations and response surfaces are important because we use them in the optimization process.
We observed that on the corners of the region of interest, the error is relatively higher. To increase model accuracy, we added 8 corner design points that are carefully chosen. It is also found that increasing model order may help to some extent. We checked if increasing the polynomial order of main factors helps improve the model accuracy. Although it depends on which metric we look at, order of 7 for main factors was good enough. The order of interaction factors was kept at 3 because increasing it did not help.
Furthermore, several kinds of RBF kernel functions were tested. We found that for total signal wirelength, total number of signal TSVs, and maximum Si temperature, multiquadric is the best in terms of the statistics values such as the coefficient of multiple determination (R 2 ) and the root mean squared error of prediction error sum of squares (PRESS RMSE). For routing congestion and maximum power noise, Gaussian and thin-plate kernels were the best, respectively. The RBF kernel function equations are as follows:
Too many parameters for a model may incur overfitting problem which means the response curve follows not only the underlying truth but also unwanted noise with it. Since the value of PRESS RMSE is not much bigger than RMSE, the response surfaces are not overfitted.
We also ran experiments with 5 validation design points to see how the models predict unseen design points. The resulting validation RMSE was also considered in choosing the best RBF kernel function. The models of responses with chosen RBF kernels were used to make the combined cost (Cost). Table IV shows the summary of models for responses.
IV. Experiments Results
A. Experimental Settings and Preliminary Results
We implemented our design package in C++/STL and MATLAB. The simulations were executed on a 64-bit Linux server with two quadcore Intel Xeon 2.5GHz CPUs and 16GB main memory. The technology and setting parameters are shown in Table V . We synthesized a RISC processor circuit named OpenRISC (or1200) from [18] using Synopsys Design Compiler and a 45nm technology library from North Carolina State University [19] . The synthesized circuit has about 330K gates and nets. With baseline settings, the x-and z-direction routing edge utilization is shown in Fig. 7 . Since layer 1 is the most crowded, we present the layer 1 results. z-direction congestion is more severe compared to x-direction one.
Each hotspot is rectangular with randomly chosen dimensions ranging 40 − 200μm and a power density of 400 − 800W/cm 2 . The power map was generated after routing stage, and fed into our thermal analyzer. The same power map is also used for power noise analysis. The pressure drop between inlet and outlet of MFCs was assumed to be the same for all MFCs. Inlet working fluid temperature was set to 20
• C. The thermal analyzer was written in MATLAB, and the runtime was about 3 minutes. The resulting maximum Si temperature is shown in Fig. 8 . Due to MFCs, the entire chip is cooled down as desired.
For power noise analysis, P/G grid was formed by superimposing RLC mesh structures of a half P/G TSV pitch on each layer. The power consumption at each grid location was modeled as a current source. In order to determine the decap area ratio at each power grid point, we calculated the unused Si area per routing tile, and assumed that 80% of the unused area is used for decap. The gate oxide thickness and the parasitic values of package are shown in Table V . We assumed that 1/8 of each layer in the entire stack is turned on at once, and the rise time of current profile was set to 5ns. After simulation, we gather the peak power noise voltage for each grid point. The runtime of a power noise simulation was about 10 minutes. Figure 9 shows the maximum power noise of the top layer. Power noise is mostly at the switching region. Figure 10 shows the comparison between the predicted and the actual total wirelength. It shows that the prediction values match the actual data very well. R 2 was 0.988, which means about 98.8% of design points can be explained by the model. Figure 11 shows the response surfaces of all metrics. For each metric, we show the two input factors per response that are the most influential, except for total wirelength for which three input factors are shown. For total wirelength, the most significant knobs are signal TSV AR, signal TSV penalty and MFC width. And for total number of signal TSVs, signal TSV AR and signal TSV penalty were major influential factors. Routing congestion was mostly influenced by signal TSV AR and MFC width. For maximum Si temperature, the most influential input factor was MFC width, and for power noise, the most influential input factor was P/G thin wire ratio.
B. Response Surfaces
C. Correlations Among Knobs and Metrics
When signal TSV AR is 15, z-direction routing congestion is rather severe. Increasing MFC width also increases zdirection routing congestion, resulting in longer total wirelength due to detours. When signal TSV AR is 30, z-direction congestion is less severe, so increasing MFC width does not affect total wirelength much.
A routing grid size in x/y-direction is 40μm and the one in z-direction is 116μm which is about 3 times the x/y-direction one. Thus giving signal TSV penalty 2 will make z-direction edge distance almost the same as x/y-direction ones, and we may expect that it will minimize the total wirelength. When signal TSV AR is 15, the total wirelength is minimum at signal TSV penalty of 2, however when it is 30, the total wirelength is minimum when signal TSV penalty is 0. Total number of signal TSVs is well controlled by signal TSV penalty as shown in top right of Figure 11 . When signal TSV AR is 15, signal TSV penalty of 6 does not seem to be a saturation point. Further decrease is possible with higher signal TSV penalty. However, considering total wirelength increase with higher signal TSV penalty, we decided to focus on signal TSV penalty range of 0-6. If the routing congestion metric is greater than or equal to 1, the signal routing fails. When signal TSV AR is 30, there is no routing congestion, however when signal TSV AR is 15, there is an infeasible region due to this constraint. Yet, this graph is drawn with signal TSV penalty is set to 0. When signal TSV penalty is higher, the router uses less number of signal TSVs, and the routing failure due to congestion goes away.
As shown in the bottom middle of Figure 11 , maximum Si temperature is entirely controlled by MFC width. No other input factors were influential. Meanwhile, the graph in the bottom right shows that maximum power noise is mostly affected by P/G thin wire ratio. Although other input factors may affect decap sizes, they did not affect maximum power noise significantly.
D. Optimization Results and Comparison
With the response surface models, the Cost function was formed and minimized. Then, with the optimum design settings we ran the experiments to see the actual result of the optimal design. We compare the following three cases:
• baseline: This is based on a typical setting of design knobs. total wirelength (um) predicted total wirelength (um) Fig. 10 . Comparison of total wirelength between predicted and actual values. The crosshair marks represent RBF centers.
• DOE-predicted: This is the optimal design by model prediction.
• DOE-actual: This is the actual results obtained from experimenting the optimal setting in DOE-predicted. Comparison between DOE-predicted and DOE-actual reveals the accuracy of the DOE prediction model. Table VI shows the knob settings obtained from the three cases as well as the comparison of design results. Compared to the baseline, DOE method found a better solution with about 52% less Cost. Since increasing signal TSV penalty led to decreased number of signal TSVs, the optimal signal TSV penalty was the maximum of its range, though it also increased total wirelength. And P/G thin wire ratio also increased to maximum because it decreased power noise and did not exacerbate routing congestion much.
Comparing DOE-predicted and DOE-actual, we see that the DOE prediction was quite accurate on all metrics. The errors between DOE-predicted and DOE-actual per response were around or less than 1%. We can say that the optimized design with DOE and RSM is a good quality solution in terms of Cost.
V. Conclusions
In this paper, we presented an optimization study of three types of interconnects in 3D stacked ICs: signal, power, and thermal networks. The effectiveness of optimization based on DOE and RSM has been demonstrated. Carefully tuned response models led to reliable optimization results. These models can be reused if the optimization goal is changed by system designers. Our future work includes the comparison of heat removal efficiency between MFCs and thermal TSVs, and incorporation of optical interconnects in the system.
