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MODULES INDUCED FROM POLYNOMIAL
SUBALGEBRAS OF THE VIRASOSO ALGEBRA
MATTHEW ONDRUS AND EMILIE WIESNER
Abstract. The Virasoro Lie algebra is a one-dimensional central ex-
tension of the Witt algebra, which can be realized as the Lie algebra of
derivations on the algebra C[t±] of Laurent polynomials. Using this fact,
we define a natural family of subalgebras of the Virasoro algebra, which
we call polynomial subalgebras. We describe the one-dimensional mod-
ules for polynomial subalgebras, and we use this description to study
the corresponding induced modules for the Virasoro algebra. We show
that these induced modules are frequently simple and generalize a family
of recently discovered simple modules. Additionally, we explore tensor
products involving these induced modules. This allows us to describe
new simple modules and also recover results on recently discovered sim-
ple modules for the Virasoro algebra.
1. Introduction
Throughout the paper, let Z represent the integers, Z≥n = {k ∈ Z | k ≥
n} for any n ∈ Z, C the complex numbers, and C× = C \ {0}.
The Virasoro algebra is defined as Vir = spanC{z, ej | j ∈ Z} with Lie
bracket
[ej , ek] = (k − j)ej+k + δk,−j
j3 − j
12
z;
[z, ej ] = 0.
The Virasoro algebra can be naturally realized as the unique central ex-
tension of the derivations on Laurent polyonomials C[t±], via the corre-
spondence ej ↔ t
j+1 d
dt
. It also has a natural triangular decomposition:
Vir = Vir+ ⊕ (Cz ⊕Ce0) ⊕ Vir
−, where Vir± = span{e±j | j ∈ Z≥1} and
Cz ⊕ Ce0 acts diagonally on Vir.
The Virasoro algebra plays an important role in mathematical physics via
vertex operator algebras (cf. [LL04]). It also arises in connection with the
representation theory of affine Kac-Moody Lie algebras (cf. [K90]), and its
representation theory presents an interesting and complex case study.
Much of the past work on the representation theory of the Virasoro alge-
bra has drawn on the underlying triangular decomposition structure. This
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includes weight modules. Kac [K80] and Feigin and Fuchs [FF90] described
the simple highest weight modules. Mathieu [M92] classified irreducible
Virasoro algebra modules with finite-dimensional weight spaces, and Ma-
zorchuk and Zhao [MZ07] extended this to irreducible weight modules with
at least one finite-dimensional weight space. There also exist several fam-
ilies of simple weight modules with all infinite-dimensional weight spaces
[CGZ13, CM01, LLZ15].
Other work has focused on the action of Vir+, including the study of
variations of Whittaker modules for the Virasoro algebra [FJK12, LGZ11,
OW08]. Mazorchuk and Zhao [MZ14] gave a unified description of these
modules, describing all simple modules such that certain subalgebras of Vir+
act locally finitely.
Recently, there has been progress in a new direction. Lu¨ and Zhao [LZ14]
constructed modules Ω(λ, b) (for λ, b ∈ C) by twisting certain irreducible
modules for the associative algebra C[t±, d
dt
]; they showed that these modules
are irreducible if and only if b 6= 1. (They also showed these modules are
isomorphic to the modules defined in [GLZ13]). Tan and Zhao [TZ16, TZ13]
later determined irreducibility conditions for tensor products of (possibly
several) Ω(λ, b) and the modules classified by Mazorchuk and Zhao [MZ14].
Moreover, they constructed isomorphisms between these tensor products
and other induced modules for Vir; their results recaptured some known
Virasoro modules [MW14] as well as producing several families of new simple
modules.
In this paper, we further exploit the connection between the Virasoro
algebra and C[t±] to define a family of “polynomial” subalgebras of Vir
and associated induced modules. We also transfer these results to modules
induced from “restricted polynomial” subalgebras, via tensor products. For
all the modules constructed, we provide irreducibility conditions, showing
that these modules are simple for almost all choices of parameters. The
modules induced from polynomial subalgebras of degree one turn out to be
isomorphic to Ω(λ, b). Thus, this paper reproduces the results of [TZ16,
TZ13] in a more unified way, and significantly extends them.
The paper organization is as follows: In Section 2, we define polyno-
mial subalgebras and prove that all Vir-subalgebras of co-dimension one
are polynomial subalgebras. In Section 3, we characterize one-dimensional
modules for polynomial subalgebras, with an eye toward inducing these up
to full Vir-modules. In Section 4, we establish a number of facts about
Vir-modules induced from polynomial subalgebras, where the underlying
polynomial has only one distinct root; these results lay the groundwork for
general irreducibility results for modules induced from polynomial subalge-
bras. In Section 5, we consider tensor products of the modules analyzed
in Section 4; we also allow for tensoring with modules V that have a cer-
tain nice action of a subalgebra of Vir+. Theorem 5.6 of Section 5 gives
irreducibility conditions for these tensor products. Proposition 5.12 implies
that the modules induced from polynomial subalgebras are distinct from the
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modules Ω(λ, b) of [LZ14] when the corresponding polynomial is not linear.
Finally, in Section 6, we prove an isomorphism between the module tensor
products of Section 5 and newly constucted induced modules.
2. Polynomial Subalgebras of Vir
In this section we construct subalgebras of Vir associated with elements
of C[t±]. This construction takes advantage of the connection between the
Virasoro algebra and derivations of C[t±].
Throughout the paper, we treat the space C[t±] as a Lie algebra with
bracket defined by
(2.1) [f, g] = t(fg′ − gf ′),
where f, g ∈ C[t±] and f ′ and g′ represent the standard Laurent polyno-
mial derivative with tn 7→ ntn−1. This structure arises from identifying
derivations on C[t±] with elements of C[t±] via the linear map tj+1 d
dt
→ tj;
alternatively, we can view this relation as imposing a Lie algebra structure
on C[t±] so that the linear map θ : Vir → C[t±] given by θ(ej) = t
j and
θ(z) = 0 is a surjective Lie algebra homomorphism.
We frequently make use of the associative algebra structure of C[t±]. To
distinguish multiplication operations in C[t±] and U(C[t±]), we establish the
following notational conventions. For f, g ∈ C[t±], we write fg to denote
the product in the associative algebra C[t±], and we write f · g to denote
the product in the universal enveloping algebra U(C[t±]). Similarly, for
i ≥ 0 and g ∈ C[t±], we write f i to denote the ith power of f in the
associative algebra C[t±], and we write f [i] to denote the ith power of f in the
universal enveloping algebra U(C[t±]). In situations where the multiplicative
identities of C[t±] (as an associative algebra) and U(C[t±]) may be confused,
we represent the multiplicative identity of C[t±] by t0 and of U(C[t±]) by
1. (When no opportunity for confusion exists, we continue to write the
multiplicative identity of C[t±] as 1 for notational ease.)
Let 〈f〉 = spanC{t
jf | j ∈ Z}, the associative algebra ideal of C[t±]
generated by f . Since 〈f〉 = 〈tjf〉 = 〈cf〉 for any j ∈ Z and c ∈ C×, we may
assume that f ∈ C[t]; and f has a lead coefficient of 1 and nonzero constant
term. It follows from (2.1) that [tjf, tkf ] = (k − j)tj+kf2 ∈ 〈f〉, and thus
〈f〉 is a Lie subalgebra of C[t±]. Therefore,
Virf = {x ∈ Vir | θ(x) ∈ 〈f〉} = θ−1(〈f〉)
is a subalgebra of Vir. In particular, Virf has a basis
{z, xfj | j ∈ Z}
where
xfj = a0ej + a1ej+1 + · · ·+ apej+p.
We call any subalgebra of Vir of the form Virf a polynomial subalgebra of
Vir.
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2.1. Subalgebras of codimension 1. Here we show that all Vir subalge-
bras of codimension 1 are polynomial subalgebras Virf for some first degree
polynomial f .
Lemma 2.2. Let S ⊆ Vir be a Lie subalgebra of codimension 1. Then
ej 6∈ S for all j ∈ Z.
Proof. We first show that e0 6∈ S. If e0 ∈ S, this implies that
S =
⊕
k∈Z
Sk,
where Sk = S∩Cek for k 6= 0 and S0 = S∩ (Ce0+Cz). Since S has finite
codimension, there can only be finitely many k ∈ Z such that Sk = 0. As
Sk = Cek whenever Sk 6= 0 (and k 6= 0), it follows that the nonzero Sk
generate all of Vir. Thus S = Vir, a contradiction. Therefore, e0 6∈ S.
Now suppose that ej ∈ S for some j 6= 0. Let k ∈ Z with k 6∈ {0, j,−j}.
Since S has codimension 1 and e0 6∈ S, there exist c, d ∈ C, d 6= 0, such
that ce0 + dek ∈ S. Then S contains [ce0 + dek, ej ] = jcej + (j − k)dej+k.
As ej ∈ S and (k − j)d 6= 0, this implies ej+k ∈ S. This holds for all
k 6∈ {0, j,−j}. Since {ej+k | k 6∈ {0, j,−j}}, generates Vir, this forces
S = Vir, a contradiction. Thus ej 6∈ S for all m ∈ Z. 
The following result shows that any subalgebra S of Vir of codimension
one has the form S = Virf for some f = t+ c, c ∈ C×.
Proposition 2.3. Let S ⊆ Vir be a subspace of codimension 1. Then S is
a subalgebra if and only if there exists c ∈ C× such that S = spanC{z, ej +
cej+1 | j ∈ Z}.
Proof. Note that S = spanC{z, ej + cej+1 | j ∈ Z} is a subalgebra of Vir of
codimension 1 for any c ∈ C×.
Now let S be a subalgebra of codimension 1. Then Lemma 2.2 implies
that for each j ∈ Z there exists a unique cj ∈ C
× with ej + cjej+1 ∈ S.
Therefore, to prove the result, it’s enough to show that ej + c0ej+1 ∈ S
(forcing cj = c0) for each j ∈ Z; and z ∈ S.
For each j ∈ Z, write yj = ej + cjej+1. Throughout the proof, we use the
following identity: for any 0 6= j ∈ Z,
(2.4) [y0, yj ] = (j − 1) (ej + c0ej+1) + yj + jcj (ej+1 + c0ej+2) .
We first show ej + c0ej+1 ∈ S for j ≥ 2 by induction. To see that
e2+ c0e3 ∈ S, notice that [y0, y1] = y1+ c1(e2+ c0e3). Since y1, [y0, y1] ∈ S,
this implies that e2+c0e3 ∈ S. Now assume the result holds for some j ≥ 2.
Then yj = ej + c0ej+1 ∈ S, and (2.4) becomes [y0, yj] = jyj + jcj(ej+1 +
c0ej+2). This forces ej+1 + c0ej+2 ∈ S. By induction, ej + c0ej+1 ∈ S for
all j ∈ Z≥2.
We also use induction to argue e−j + c0e−j+1 ∈ S for j > 0. In the base
case j = 1, (2.4) becomes [y0, y−1] = −2(e−1+c0e0)+y−1−c−1y0. It follows
that e−1 + c0e0 ∈ S, so that y−1 = e−1 + c0e0. Now assume j > 1 and
MODULES INDUCED FROM POLYNOMIAL SUBALGEBRAS OF THE VIRASOSO ALGEBRA5
suppose e−k + c0e−k+1 ∈ S for k < j. This forces y−k = e−k + c0e−k+1 for
k < j, and (2.4) becomes
[y0, y−j] = −(j + 1)(e−j + c0e−j+1) + y−j − jc−jy−(j−1).
Consequently e−j + c0e−j+1 ∈ S for all j ∈ Z≥1.
We have now shown that ej + c0ej+1 ∈ S for all j 6= 1. For j = 1, note
that [y−1, y2] = 3(e1 + c0e2) + 2c0y2. Therefore, e1 + c0e2 ∈ S. Lastly, we
verify that z ∈ S by the computation
[y−2, y2] = y0 + 4c0y1 −
1
2
z.
This completes the proof. 
3. One-dimensional representations of Virf
The central objects of study in this paper are Vir-modules that are in-
duced from one-dimensional modules for polynomial subalgebras. With
this in mind, we use this section to consider Lie algebra homomorphisms
µ : Virf → C. Recall that we may assume that f ∈ C[t] with lead coefficient
1 and nonzero constant term.
Lemma 3.1. Suppose f =
∑p
i=0 ait
j, where p ≥ 1, ap = 1, and a0 6= 0. If
µ : Virf → C is a homomorphism, then µ(z) = 0.
Proof. Recall the homomorphism θ : Vir → C[t±]. Then for j, k ∈ Z, (2.1)
implies θ([xfj , x
f
k ]) = [t
jf, tkf ] = (k − j)tj+kf2. Therefore,
[xfj , x
f
k ] = (k − j)
(
p∑
i=0
aix
f
j+k+i
)
+ cj,kz
for some cj,k ∈ C. For p ≥ 0, we have
[xf−(p+1), x
f
(p+1)] = 2(p + 1)
p∑
i=0
aix
f
i + a
2
0
(
(p + 1)− (p + 1)3
12
)
z,
and in particular
[xf−1, x
f
1 ] = 2
p∑
i=0
aix
f
i .
Because µ([Virf ,Virf ]) = 0, we have
0 = µ([xf−(p+1), x
f
(p+1)]− (p+ 1)[x
f
−1, x
f
1 ]) = a
2
0
(
(p+ 1)− (p+ 1)3
12
)
µ(z).
Since a0 6= 0 and p+ 1 ≥ 2, it follows that µ(z) = 0. 
This lemma implies that any homomorphism µ : Virf → C defines a
homomorphism µ′ : 〈f〉 → C (which we identify with µ), where µ′(tkf) =
µ(xfk). Since any map µ
′ : 〈f〉 → C extends to a map µ = µ′ ◦ θ : Virf → C,
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we may treat V fµ interchangeably as a Vir-module or a C[t±]-module, where
the C[t±]-action on V fµ is given by tkv = ekv for k ∈ Z, v ∈ V
f
µ .
The following lemma characterizes all homomorphisms µ : 〈f〉 → C.
Lemma 3.2. Let λ1, . . . , λk ∈ C
× be distinct, and n1, . . . , nk ∈ Z≥1. Define
f =
∏k
i=1(t − λi)
ni . Then a linear map µ : 〈f〉 → C is a homomorphism if
and only if µ(tjf) = p1(j)λ
j
1+ · · ·+ pk(j)λ
j
k for some polynomials p1, . . . , pk
such that deg(pi) < ni.
Proof. Consider a linear map µ : 〈f〉 → C. For each j ∈ Z, write µj =
µ(tjf). Then µ is a well-defined homomorphism if and only if
(3.3) 0 = µ([tjf, tℓf ]) = (ℓ− j)
p∑
i=0
aiµ(t
j+ℓ+if) = (ℓ− j)
p∑
i=0
aiµj+ℓ+i
for all j, ℓ ∈ Z. This implies that
∑p
i=0 aiµm+i = 0 for all m ∈ Z (e.g. take
j = 0 and ℓ 6= 0, then take ℓ = 1 and j = −1). Thus the sequence µj form a
linear homogeneous recurrence relation with characteristic polynomial f . It
it follows from the theory of recurrence relations that the solutions to this
relation µj, j ≥ 0, are precisely of the form µj = p1(j)λ
j
1 + · · ·+ pk(j)λ
j
k for
polynomials p1, . . . , pk with deg(pi) < ni. (See, for example, [E, Cor. 2.24].)
Moreover, by varying the index of the initial term (from 0 to any integer),
we obtain this solution for all j ∈ Z. 
Define the degree of the zero polynomial to be −1.
Lemma 3.4. Let λ ∈ C×, n ∈ Z≥1, and define f = t − λ. Suppose µ :
〈fn〉 → C is a homomorphism such that µ(tjfn) = p(j)λj for some nonzero
polynomial p(t) ∈ C[t] of degree r < n. Then
• there are finitely many pairs (j,m) with j ∈ Z and n ≤ m ≤ n + r
such that µ(tjfm) = 0;
• µ(tjfm) = 0 for all pairs (j,m) such that j ∈ Z and m > n+ r.
Proof. To prove this lemma, it is enough to show that µ(tjfm) = pm(j)λ
j
for a polynomial pm where
• deg(pm) = n+ r −m if m ≤ n+ r;
• pm = 0 if m > n+ r.
We prove this by induction on m. For m = n, this follows from the as-
sumptions of the lemma. For m > n, we use the inductive hypothesis to
conclude
µ(tjfm) = µ(tj+1fm−1 − λtjfm−1)
= µ(tj+1fm−1)− λµ(tjfm−1)
= (pm−1(j + 1)− pm−1(j)) λ
j+1.
If we let pm(x) = λ(pm−1(x + 1) − pm−1(x)), it follows from the binomial
theorem that if pm−1 6= 0, then deg(pm) = deg(pm−1)− 1. 
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Using the notation of the Lemma 3.4, suppose µ : Vir(t−λ)
n
→ C is a
homomorphism such that µ(tjfn) = p(j)λj for some polynomial p of degree
r. Then we say that p is associated to µ, and µ has degree r.
4. The induced modules V
(t−λ)n
µ
The modules we wish to consider in this paper are
V fµ = U(Vir)⊗Vir(t−λ)n Cµ
for arbitrary polynomials f ∈ C[t] and Lie algebra homomorphisms µ :
Virf → C. As a first step in understanding these modules, we restrict
to polynomials f = (t − λ)n where n ∈ Z≥1 and λ ∈ C
×. Section 4.1
establishes bases for these modules. In Section 4.2, we further restrict to
the case f = t− λ; we believe the simplicity of the calculations in this case
serve to highlight the structure of the modules V fµ . The remainder of the
section is used to establish a number of technical lemmas about V
(t−λ)n
µ ,
which we use to study (in the Section 5) V fµ for general polynomials f .
Conventions 4.1. We use the following notation throughout this section.
Fix λ ∈ C×, n ∈ Z≥1, and define f = t − λ. Let µ : Vir
fn → C be a
homomorphism, p the polynomial associated to µ, and write deg(p) = r.
We summarize this as (λ, n, f ;µ, p, r). Finally, write vµ = 1⊗ 1 ∈ V
fn
µ , the
canonical generator of V f
n
µ .
Also throughout this section, we implicitly use Lemma 3.1 to treat V f
n
µ
at a C[t±]-module. We also make frequent use of the calculation
[tjfm, tkf ℓ] = (ℓ−m)tj+k+1f ℓ+m−1 + (k − j)tj+kf ℓ+m.
4.1. Bases for V
(t−λ)n
µ and associated notation. In the following lemma,
we use the notation u[s] from Section 2, where u ∈ C[t±] and s ∈ Z≥0.
Lemma 4.2. The set
{(f0)[s0] · (f1)[s1] · · · (fn−1)[sn−1]vµ | s0, . . . , sn−1 ∈ Z≥0};(4.3)
is a basis for the module V f
n
µ .
Proof. Note that the basis {tjfn | i ∈ Z} for 〈fn〉 can be extended to a basis
for C[t±] by the set
{f0, f1, . . . , fn−1}.
Therefore, from [MP95, PBW Theorem, Cor. 2], U(C[t±]) is a free 〈fn〉-
module with basis
{(f0)[s0] · (f1)[s1] · · · (fn−1)[sn−1] | s0, . . . , sn−1 ∈ Z≥0}.
It follows that (4.3) is a basis. 
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We now establish notation to describe this basis. Let Zn≥0 denote the set
of all n-tuples of elements of Z≥0. For s = (s0, . . . , sn−1) ∈ Z
n
≥0, define
f s = (f0)[s0] · (f1)[s1] · · · · · (fn−1)[sn−1].
Then {f s¯vµ | s¯ ∈ Z
n
≥0} is a basis for V
fn
µ . Define
|s| =
n−1∑
i=0
si.
Define ℓ : Zn≥0 \ {(0, . . . , 0)} → {0, . . . , n− 1} by
ℓ(s) = min{i | si > 0}
and
D(s) = (0, . . . , 0, sℓ(s¯) − 1, sℓ(s¯)+1, . . . , sn−1);
Dj(s) = (0, . . . , 0, sℓ(s¯) − j, sℓ(s¯)+1, . . . , sn−1) for 1 ≤ j ≤ sℓ(s)
= D ◦ · · · ◦ D︸ ︷︷ ︸
j times
.
Note that f s = f ℓ(s¯) · fD(s).
We use a lexicographic ordering on Zn≥0: for s = (s0, . . . , sn−1), r =
(r0, . . . , rn−1) ∈ Z
n
≥0, write r ≻ s if there exists j ∈ {0, . . . , n − 1} such
that ri = si for i < j and rj > sj.
4.2. V fµ for linear polynomials. In this section, we consider the induced
module V fµ where f = t − λ (λ ∈ C×) is a linear polynomial, giving irre-
ducibility conditions on µ and showing that these modules are isomorphic
to the modules Ω(λ, b) constructed in [LZ14]. The results presented in this
section are fully contained in the more general results presented later in
the paper. However, we believe that considering this special case helps to
illuminate the benefits of the induced construction of the modules V fµ .
For k > 0, it is easy to verify that (in the associative algebra C[t, t−1])
tk − λkt0 =
(
k−1∑
i=0
tk−1−iλi
)
f.
A similar calculation follows for −k, using t−k−λ−kt0 = −(t−kλ−k)(tk−λk).
Applying Lemma 3.2, for all k ∈ Z, we have
(4.4) tkvµ = λ
kt0vµ + kλ
k−1µ0vµ, where µ0 = µ(f).
Proposition 4.5. Let f = t− 1 and µ : Virf → C be a Lie algebra homo-
morphism. Then V fµ is simple if and only if µ0 = µ(f) 6= 0.
Proof. For any h(t) =
∑
i ait
i ∈ C[t], define h(t0) =
∑
i ci(t
0)[i]vµ. Then
Lemma 4.2 implies that for any v ∈ V fµ , there is some h ∈ C[t] such that
v = h(t0)vµ.
MODULES INDUCED FROM POLYNOMIAL SUBALGEBRAS OF THE VIRASOSO ALGEBRA9
Suppose µ0 6= 0, and let M be a nontrivial submodule of V
f
µ . We argue
that M = V fµ . Choose 0 6= v ∈ M of the form v = h(t0)vµ with deg(h)
minimal. If deg(h) = 0, then clearly M = Vµ. Now we suppose deg(h) > 0
and produce a contradiction. In particular, it is enough to show that there
is some polynomial 0 6= g ∈ C[t] such that deg(g) ≤ deg(h), g 6∈ Ch, and
g(t0)vµ ∈M .
Write h(t) =
∑
i cit. Note that [t
k, t0] = −ktk implies tk · (t0)[i] = (t0 −
k)[i] · tk. Then it follows from (4.4) that
(tk − t0) · v = (tk − t0) · h(t0)vµ
=
n∑
i=0
ci(t
0 − k)[i] · tkvµ −
n∑
i=0
ci(t
0)[i+1]vµ
=
n∑
i=0
ci(t
0 − k)[i] · (t0 + kµ0)vµ −
n∑
i=0
ci(t
0)[i+1]vµ.
That is, (tk − t0) · v = gk(t
0)v ∈M , where gk(t) = h(t− k)(t+ kµ0)− h(t)t.
It is clear that deg(gk) ≤ deg(h).
To complete the proof, we show that there exists k ∈ Z such that gk 6∈ Ch.
Let ξ ∈ C such that h(ξ) = 0. On the other hand,
gk(ξ) = h(ξ − k)(ξ + kµ0)− h(ξ)ξ = h(ξ − k)(ξ + kµ0).
Since µ0 6= 0, then ξ + kµ0 6= 0 for k 6= −ξ/µ0. Since deg(h) > 0, it follows
that gk(ξ) is a nonzero polynomial in k, and so there are only finitely many
k such that gk(ξ) = 0. Since gk 6∈ Ch for k such that gk(ξ) 6= 0, this proves
that M = V fµ . Thus V
f
µ is simple.
If µ0 = 0, then it follows from (4.4) and t
k · (t0)[i] = (t0 − k)[i] · tk, that
M = span{(t0)[i]vµ | i ∈ Z≥1} is a proper submodule of V
f
µ . 
In the previous proof, the hypothesis that f = t− 1, rather than a more
general linear polynomial f = t − λ (λ ∈ C×), allowed us to treat gk as a
polynomial in k. To generalize this result to any linear polynomial f = t−λ,
we twist V fµ by a Vir-automorphism. For a Vir-module V and a Lie algebra
automorphism τ : Vir → Vir, define the Vir-module V τ where V τ = V as
a vector space and with Vir-action given by x.v = τ(x)v for x ∈ Vir and
v ∈ V . Clearly V is simple if and only if V τ is simple.
Corollary 4.6. Let λ ∈ C×, f = t − λ, and µ : Virf → C. Then V fµ is
simple if and only if µ(f) 6= 0.
Proof. Define a Vir-automorphism τλ : Vir→ Vir by τλ(ek) = λ
kek (k ∈ Z)
and τλ(z) = z. It is straightforward to see that V
f
µ
∼= (V t−1
µ◦τ−1
λ
)τλ . The result
follows from Proposition 4.5. 
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For λ ∈ C× and b ∈ C, [LZ14] define a Vir-module Ω(λ, b) with basis
{∂k | k ∈ Z≥0} and with Vir-action
(4.7) ek∂
n = λk(∂ + k(b− 1))(∂ − k)n, k ∈ Z; z∂n = 0.
They show that Ω(λ, b) is irreducible for b 6= 1. Below, we show that these
modules are isomorphic to V t−λµ . ([TZ16] also show that Ω(λ, b) are isomor-
phic to modules introduced in [GLZ13].)
Proposition 4.8. Let λ ∈ C×, b ∈ C. Then Ω(λ, b) ∼= V t−λµ , where µ is
defined by µ(ek+1 − λek) = λ
k+1(b− 1) and µ(z) = 0.
Proof. Let xk = ek+1 − λek. In the module Ω(λ, b),
xk.1 = λ
k+1(∂ + (k + 1)(b− 1))− λk+1(∂ + k(b− 1)) = λk+1(b− 1).
Thus, there is a Vir-module homomorphism θ : Vλ,µ → Ω(λ,
µ
λ
+ 1) with
θ(vµ) = 1. Since Ω(λ, b) is obviously generated by the vector 1, the map
is surjective. Moreover, the standard basis for Vλ,µ is sent to the standard
basis for Ω(λ, µ
λ
+ 1), so that the map is injective. 
4.3. Computational facts about V f
n
µ . Here we establish several compu-
tational facts about V f
n
µ that will be used in the following section.
Lemma 4.9. Let (λ, n, f ;µ, p, r) be as in Conventions 4.1. Choose s =
(s0, . . . , sn−1) ∈ Z
n
≥0 such that |s| > 0 and ℓ(s¯) > 0; and i,m ∈ Z, such that
m ≥ n and m ≥ n+ r + 1− ℓ(s¯). Then in V f
n
µ ,
[tjfm, f s]vµ =


0 if m > n+ r + 1− ℓ(s¯)
(ℓ(s¯)−m)sℓ(s¯)µ(t
j+1fn+r)fD(s)vµ if m = n+ r + 1− ℓ(s¯)
and ℓ(s¯) > 1∑s1
j=1(1−m)
j
(
s1
j
)
µ(ti+jfm)fD
j(s)vµ if m = n+ r
and ℓ(s¯) = 1
Proof. We use the following throughout the proof. Write ℓ = ℓ(s¯). Also,
since m ≥ n, we have that tjfm ∈ 〈fn〉 for all j ∈ Z and thus (tjfm)vµ =
µ(tjfm)vµ.
We induct on |s|. For the base case, suppose |s| = 1. Then f s = f ℓ and
so
[tjfm, f ℓ]vµ = −jµ(t
jfm+ℓ)vµ + (ℓ−m)µ(t
j+1fm+ℓ−1)vµ.
Since m ≥ n + r + 1 − ℓ, Lemma 3.4 implies that µ(tjfm+ℓ)vµ = 0; and
µ(tj+1fm+ℓ−1) = 0 if m > n+ r + 1− ℓ. This matches the claim.
Now consider s ∈ Zn≥0 such that |s| > 1. Using f
s = f ℓ · fD(s), we have
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[tjfm, f s]vµ = [t
jfm, f ℓ] · fD(s)vµ + f
ℓ · [tjfm, fD(s)]vµ
= −j(tjfm+ℓ) · fD(s)vµ + (ℓ−m)(t
j+1fm+ℓ−1) · fD(s)vµ
+ f ℓ · [tjfm, fD(s)]vµ
= −jµ(tjfm+ℓ)fD(s)vµ + (ℓ−m)µ(t
j+1fm+ℓ−1)fD(s)vµ
− j[tjfm+ℓ, fD(s)]vµ + (ℓ−m)[(t
j+1fm+ℓ−1), fD(s)]vµ
+ f ℓ · [tjfm, fD(s)]vµ.
Since m+ ℓ ≥ n+ r + 1, Lemma 3.4 again implies that µ(tjfm+ℓ) = 0. Let
ℓ′ = ℓ(D(s)). Since ℓ′ ≥ ℓ ≥ 1, we have that m+ℓ ≥ n+r+1 > n+r+1−ℓ′.
It follows by induction that [tjfm+ℓ, fD(s)]vµ = 0. We now have
[tjfm, f s]vµ = (ℓ−m)µ(t
j+1fm+ℓ−1)fD(s)vµ(4.10)
+ (ℓ−m)[(tj+1fm+ℓ−1), fD(s)]vµ + f
ℓ · [tjfm, fD(s)]vµ.
Suppose m > n + r + 1 − ℓ. Then µ(tj+1fm+ℓ−1) = 0. Moreover, since
ℓ′ ≥ ℓ ≥ 1, we have m > n + r + 1 − ℓ ≥ n + r + 1 − ℓ′ and m + ℓ − 1 >
n + r ≥ n + r + 1 − ℓ′. Therefore, by induction [tj+1fm+ℓ−1, fD(s)]vµ =
[tjfm, fD(s)]vµ = 0. Applying this to (4.10), we get [t
jfm, f s]vµ = 0 as
desired.
For the remainder of the proof, we examine (4.10) under the assump-
tion m = n + r + 1 − ℓ. If sℓ = 1, then ℓ
′ > ℓ and [tjfm, fD(s)]vµ =
[(tj+1fm+ℓ−1), fD(s)]vµ = 0 by induction. Then, (4.10) becomes
[tjfm, f s]vµ = (2ℓ− n− r − 1)µ(t
j+1fn+r)fD(s)vµ.
This matches the claim.
Since the result has been shown in the case that sℓ = 1, we now suppose
sℓ > 1. Note that ℓ
′ = ℓ. First consider ℓ ≥ 2. Then m + ℓ − 1 >
n + r + 1 − ℓ′; and [tj+1fm+ℓ−1, fD(s)]vµ = 0 by induction. Applying the
inductive hypothesis to [tjfm, fD(s)]vµ, the equation (4.10) becomes
[tjfm, f s]vµ = (ℓ−m)µ(t
j+1fn+r)fD(s)vµ
+ (ℓ−m)(sℓ − 1)µ(t
j+1fn+r)f ℓ · fD
2(s)vµ
= (ℓ−m)sℓµ(t
j+1fn+r)fD(s)vµ
as desired.
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It remains to consider the case ℓ = 1 and sℓ > 1. Then m = n + r and
ℓ′ = 1. Applying the inductive hypothesis, (4.10) becomes
[tjfm, f s]vµ = (1−m)µ(t
j+1fm)fD(s)vµ
+ (1−m)[tj+1fm, fD(s)]vµ + f
1 · [tjfm, fD(s)]vµ
= (1−m)µ(tj+1fm)fD(s)vµ
+
r1∑
j=1
(1−m)j+1
(
s1 − 1
j
)
µ(ti+j+1fm)fD
j+1(s)vµ
+
r1∑
j=1
(1−m)j
(
s1 − 1
j
)
µ(ti+jfm)fD
j(s)vµ.
This reduces to the formula asserted when m = n+ r and ℓ = 1. 
Lemma 4.11. Let (λ, n, f ;µ, p, r) be as in Conventions 4.1; and let s =
(s0, . . . , sn−1) ∈ Z
n
≥0 with s0 > 0. Let j,m ∈ Z and suppose m ≥ n+ r+ s0.
(i) If m > n+ r + s0, then [t
jfm, f s]vµ = 0.
(ii) If m = n+ r + s0, then
[tjfm, f s]vµ = (−1)
s0
(n+ r + s0)!
(n+ k)!
×
(
µ(tj+s0fn+r)f D˜(s¯)vµ + [t
j+s0fn+r, f D˜(s¯)]
)
vµ
where D˜(s¯) = (0, s1, . . . , sn−1).
Proof. By Lemma 3.4, µ(tjfm) = 0 form > n+r. Then using f s = f0·fD(s),
we have
[tjfm, f s]vµ = (−jt
jfm −mtj+1fm−1) · fD(s)vµ(4.12)
+ f0 · [tjfm, fD(s)]vµ
= −j[tjfm, fD(s)]vµ + f
0 · [tjfm, fD(s)]vµ
−m
(
µ(tj+1fm−1)fD(s) + [tj+1fm−1, fD(s)]
)
vµ.
The proof is by induction on s0. Suppose s0 = 1. Applying Lemma 4.9
to (4.12), we obtain the result for s0 = 1 since D(s) = D˜(s¯).
Now assume that s0 > 1. Then m− 1 > n+ r and thus µ(t
j+1fm−1) = 0
by Lemma 3.4. Also, [tjfm, fD(s)]vµ = 0 by induction. Thus (4.12) becomes
[tjfm, f s]vµ = −m[t
j+1fm−1, fD(s)]vµ.(4.13)
Ifm > n+r+s0, then (4.13) is zero by induction as desired. Ifm = n+r+s0,
then the inductive hypothesis applied to (4.13) yields
[tjfn+r+s0, f s]vµ = −(n+ r + s0)(−1)
s0−1 (n+ r + s0 − 1)!
(n+ r)!
×
(
µ(ti+1+s0−1fn+r)f D˜(s¯)vµ + [t
i+1+s0−1fn+r, f D˜(s¯)]
)
vµ.
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This matches the claim. 
For 0 6=
∑
s csf
svµ ∈ V
fn
µ , there is a unique maximal element u ∈
Z
n
≥0, with respect to the lexicographic ordering, such that cu¯ 6= 0. Define
Λ
(∑
s csf
svµ
)
= u.
For the lemma below, note that if µ is a homomorphism of degree k where
k > n− 3, then µ is necessarily nonzero whenever n ≥ 2.
Lemma 4.14. Let (λ, n, f ;µ, p, r) be as in Conventions 4.1, and suppose µ
is nonzero with degree r > n− 3. Let s¯ ∈ Zn≥0 with |s¯| > 0, and define
m =
{
n+ r + 1− ℓ(s¯) if ℓ(s) > 0;
n+ r + s0 if ℓ(s) = 0.
Then
(i) for all but finitely many j ∈ Z, (tjfm − µ(tjfm)) · (f s¯vµ) 6= 0 and
Λ((tjfm − µ(tjfm)) · (f s¯vµ)) = D(s¯);
(ii) for any s¯′ ∈ Zn≥0 with s¯
′ ≺ s¯, either (tjfm − µ(tjfm)) · (f s¯
′
vµ) = 0
or Λ((tjfm − µ(tjfm)) · (f s¯
′
vµ)) ≺ D(s¯).
Proof. Note that 0 ≤ ℓ(s¯) ≤ n − 1. Since r ≥ n − 2, it follows that m =
n+ r + 1− ℓ ≥ n+ (n− 2) + 1− (n− 1) = n. Thus, m ≥ n and µ(tjfm) is
defined. For the proof, we consider s¯′  s¯, so that we can address claims (i)
and (ii) simultaneously.
If s¯′ = (0, . . . , 0), then clearly (tjfm−µ(tjfm))·(f s¯
′
vµ) = 0. Now suppose
s¯′ 6= (0, . . . , 0). Note that
(tjfm − µ(tjfm)) · (f s¯
′
vµ) = [t
jfm, f s¯
′
]vµ.(4.15)
Write s¯ = (s0, . . . , sn−1), s¯
′ = (s′0, . . . , s
′
n−1); and ℓ = ℓ(s¯), ℓ
′ = ℓ(s¯′). Since
s¯′  s¯, it follows that ℓ′ ≥ ℓ and s′ℓ ≤ sℓ.
Suppose ℓ > 0, so that m = n+ r+1− ℓ. Applying Lemma 4.9 to (4.15),
we have the following:
• If ℓ′ = ℓ, the maximal term in (4.15) is fD(s¯
′)vµ, with coefficient
(ℓ−m)s′ℓµ(t
j+1fn+r). (If ℓ(s¯) > 1, this is the only term.)
• If ℓ′ > ℓ, then (4.15) is zero.
By Lemma 3.4, µ(tj+1fn+r) 6= 0 for all but finitely many j ∈ Z. Since
D(s¯′) ≺ D(s¯) for s¯′ ≺ s¯, this proves both claims for ℓ > 0.
Suppose now that ℓ = 0. Applying Lemmas 4.11 and 4.9 to (4.15)
• if s′0 = s0, then the maximal term in (4.15) is f
D˜(s¯′)vµ, with coeffi-
cient µ(ti+s0fn+k);
• if s′0 < s0, then (4.15) is zero.
By Lemma 3.4, µ(tj+s0fn+r) 6= 0 for all but finitely many j ∈ Z; this
completes the proof the proof for ℓ = 0. 
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Lemma 4.16. Let (λ, n, f ;µ, p, r) be as in Conventions 4.1 and s¯ ∈ Zn≥0
with |s¯| > 0. Then for j,m ∈ Z with m ≥ n+ s0,
[tjfm, f s]vµ ∈ spanC{f
rvµ | |r| < |s|}.
Proof. We prove this by induction on |s¯|. The base case follows immediately
from the commutator relation. Now suppose |s¯| > 1 and recall f s = f ℓ(s) ·
fD(s). Then,
[tjfm, f s]vµ = [t
jfm, f ℓ(s) · fD(s)]vµ
= [tjfm, f ℓ(s)] · fD(s)vµ + f
ℓ(s) · [tjfm, fD(s)]vµ
=
(
−jtjfm+ℓ(s) + (ℓ(s)−m)tj+1fm+ℓ(s)−1
)
· fD(s)vµ
+ f ℓ(s) · [tjfm, fD(s)]vµ
= −jµ(tjfm+ℓ(s))fD(s)vµ + (ℓ(s)−m)µ(t
j+1fm+ℓ(s)−1)fD(s)vµ(4.17)
− j[tjfm+ℓ(s), fD(s)]vµ + (ℓ(s)−m)[t
j+1fm+ℓ(s)−1, fD(s)]vµ(4.18)
+ f ℓ(s) · [tjfm, fD(s)]vµ(4.19)
Since |D(s)| < |s¯|, the terms in (4.17) have the desired form. Also, if ℓ(s¯) =
0, then D(s)0 < s0; this impliesm+ℓ(s),m+ℓ(s)−1 ≥ n+D(s)0. Therefore,
the terms in (4.18) have the desired form by induction.
Applying the inductive hypothesis to (4.19), we obtain
f ℓ(s) · [tjfm, fD(s)]vµ =
∑
|r|<|D(s)|
crf
ℓ(s) · f rvµ
=
∑
|r′|≤|D(s)|
c′r′ · f
r′vµ
where cr, c
′
r′
∈ C and we apply a standard straightening argument to go
from the first to the second line. Thus, (4.19) has the form given in the
claim.

4.4. V f
n
µ is not simple for homomorphisms µ of small degree. With
(λ, n, f ;µ, p, r) as in Conventions 4.1, we show that if r ≤ n − 3, then V f
n
µ
is not simple. First we establish a computational lemma.
Lemma 4.20. Let j, k ∈ Z>0. Define Pk(t) =
1
k+1
∑k
i=0(−1)
i
(
k+1
i
)
Bℓt
k+1−i,
where Bi denotes the i
th Bernoulli number . Then,
(i) (Faulhaber’s Formula)
∑j
i=1 i
k = Pk(j);
(ii)
∑j
i=1(−i)
k = −Pk(−j − 1).
Proof. The statement in (i) is a version of the well-known formula for sums of
powers of positive integers; for example, see [B96]. To prove (ii), recall that
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B1 = −1/2 and Bi = 0 for i 6= 1 odd. Then, Pk(−t) = (−1)
k+1
(
Pk(t)− t
k
)
,
and so
Pk(−(j + 1)) = (−1)
(
Pk(j + 1)− (j + 1)
k
)
= (−1)k+1
(
j+1∑
i=1
−(i+ 1)k
)
= (−1)k+1
j∑
i=1
ik = −
j∑
i=1
(−i)k.

Proposition 4.21. Let (λ, n, f ;µ, p, r) be as in Conventions 4.1; and sup-
pose r ≤ n− 3 or n = 1 and r = 0. Then
M = span{(f0λ)
[s0](f1λ)
[s1] · · · (fn−1λ )
[sn−1]vµ | s0, . . . , sn−2 ∈ Z≥0, sn−1 ∈ Z≥1}
is a proper submodule of V f
n
µ and
V f
n
µ /M
∼= V
fn−1
µ′ ,
where
• if µ is the zero homomorphism, then µ′ is the zero homomorphism;
• if r > 0, then µ′ : Virf
n−1
→ C is a homomorphism such that
µ′(tjfn−1) = q(i)λi for some polynomial q(i) of degree r + 1.
Proof. We have
tjfn · fn−1vµ = (f
n−1 · tjfn + [tjfn, fn−1])vµ
= µ(tjfn)fn−1vµ
+ (−iµ(tjf2n−1)− µ(tj+1f2n−2))vµ.(4.22)
By our assumption r ≤ n − 3, µ(tjf2n−1) = µ(tj+1f2n−2)) = 0. Thus
fn−1vµ generates a one-dimensional 〈f
n〉-module isomorphic to Cµ. Let
M = U(Vir)·fn−1vµ be the Vir-module generated by f
n−1vµ. Then the uni-
versal property of V
(t−λ)n
µ implies that there is a surjective map V
(t−λ)n
µ →
M . By applying an appropriate PBW basis of U(Vir) (see the proof of
Lemma 4.2) we get that M has a basis
{(f0λ)
[s0](f1λ)
[s1] · · · (fn−1λ )
[sn−1] · fn−1vµ | s0, . . . , sn−1 ∈ Z≥0}.
This shows that M is a proper submodule of V f
n
µ and M ∼= V
fn
µ via the
map described above.
Now we consider V f
n
µ /M . Let vµ be the image of vµ in V
fn
µ /M . Note
that fn−1vµ = 0 and t
jfnvµ = µ(t
jfn)v¯µ = p(j)λ
j v¯µ for all j ∈ Z. Us-
ing the relation tjfn−1 − λti−1fn−1 = tj−1fn, it’s straightforward to argue
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inductively that
tjfn−1vµ = λ
j−1
j−1∑
i=0
p(i)vµ;
t−jfn−1vµ = −λ
−j−1
j∑
i=1
p(−i)vµ.
for j ∈ Z≥1.
It follows from Lemma 4.20 that tjfn−1vµ = µ
′(tjfn−1)vµ where µ
′ is a
homomorphism of the form claimed.
The universal property for V f
n−1
µ′ implies that we have a surjective ho-
momorphism θ : V f
n−1
µ′ → V
fn
µ /M such that θ(vµ′) = v¯µ . Given the basis
for M and the basis for V f
n
µ , it follows that {(f0)[k0] · · · (fn−2)[sn−2]vµ |
s0, . . . , sn−2 ∈ Z≥0} is a basis for V
fn
µ /M . Thus, θ maps the standard basis
for V f
n−1
µ′ to the basis for V
fn
µ /M . It follows that θ is an isomorphism. 
5. Tensor products of induced modules
For L ∈ Z≥0, define Vir≥L = span{z, ej | j ≥ L}. We refer to a Vir-
module V as Vir+-locally annihilated if for each v ∈ V , there is some L ∈ Z≥0
such that Vir≥Lv = 0. In this section we study tensor products of the form
(5.1)
k⊗
i=1
V (t−λi)
ni
µi
⊗ V,
where V is a cyclic, Vir+-locally annihilated module. In particular, we
determine simplicity conditions for tensor products of the form (5.1) and
conditions for when two such tensor products can be isomorphic. In Sec-
tion 6, we specialize V –to Verma modules and certain quotients, as well as
Whittaker modules–to produce new classes of simple induced modules.
This tensor product construction is inspired by and generalizes [TZ16,
TZ13]. Moreover, [MZ14] have shown that simple modules V with a VirN -
locally finite action, for some N ∈ Z≥0, have the form for V described above.
We use the following conventions throughout the section. Recall that we
regard V
f
ni
i
µ simultaneously as a Vir-module and as a C[t±]-module.
Conventions 5.2. Fix k ∈ Z≥1, n1, . . . , nk ∈ Z≥1 and λ1, . . . , λk ∈ C
×
such that λi 6= λj for i 6= j. For each 1 ≤ i ≤ k, let fi = t − λi, and
let µi : Vir
f
ni
i → C be a homomorphism associated to the polynomial pi
of degree ri as in Section 3. We summarize this as (k;λi, ni, fi;µi, pi, ri).
Define n0 =
∑k
i=1 ni. Let vi ∈ V
f
ni
i
µi represent the canonical generator of
V
f
ni
i
µi and let v0 = v1 ⊗ · · · ⊗ vk ∈
⊗k
i=1 V
f
ni
i
µi .
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To denote bases for
⊗k
i=1 V
f
ni
i
µi , note that any element s¯ ∈ Z
n0
≥0 can be
expressed s¯ = (s¯1, . . . , s¯k) = (s1,0 . . . , s1,n1−1, . . . , sk,0 . . . , sk,nk−1), where
si = (si,0, . . . , si,ni−1); let |s¯| =
∑k
i=1 |s¯i|. Define
f s¯v0 = f
s¯1
1 v1 ⊗ · · · ⊗ f
s¯k
k vk.
Lemma 4.2 implies that the set {f s¯v0 | s¯ ∈ Z
n0
≥0} is a basis for
⊗k
i=1 V
f
ni
i
µi .
Below we apply the lexicographic ordering to Zn0≥0; this is compatible in the
obvious way with the lexicographic order on individual components of the
tensor product.
Regarding C[t] as a Lie subalgebra of C[t±], Lemma 4.2 implies that V
f
ni
i
µi
is generated as a C[t]-module by the vector vi. The following lemma shows
that
⊗k
i=1 V
f
ni
i
µi is generated as a C[t]-module by v0.
Lemma 5.3. Let (k;λi, ni, fi;µi, pi, ri) be as in Conventions 5.2. Then,
k⊗
i=1
V
f
ni
i
µi = U(C[t])v0.
Proof. To prove this, it is enough to show that f s¯v0 ∈ U(C[t])v0 for any
s¯ ∈ Zn0≥0. We argue by induction on |s¯|, noting that the base case |s¯| = 0 is
trivial. Now let s¯ ∈ Zn0≥0 with |s¯| > 0 and assume f
s¯′v0 ∈ U(C[t])v0 for any
s¯′ ∈ Zn0≥0 with |s¯
′| < |s¯|.
Write s¯ = (s¯1, . . . , s¯k). Choose any j ∈ {1, . . . , k} such that |s¯j| 6= 0,
and write ℓ = ℓ(s¯j) as in Section 4.1. Since the polynomials f
nj+sj,0
j and
Fjˆ =
∏
j′ 6=j f
nj′+sj′,0
j′ are relatively prime in C[t], there exist gj , gjˆ ∈ C[t]
such that gjf
nj+sj,0
j + gjˆFjˆ = f
ℓ
j . Let Dj(s¯) = (s¯0, . . . ,D(s¯j), . . . , s¯k). Then
gjˆFjˆ · f
Dj(s¯)v0 =
∑
j′ 6=j
· · · ⊗ gjˆFjˆ · f
s¯j′
j′ vj′ ⊗ · · ·
+ · · · ⊗ (f ℓj − gjf
nj+sj,0
j ) · f
D(s¯j)
j vj ⊗ · · ·
=
∑
j′ 6=j
· · · ⊗ µj′(gjˆFjˆ)f
s¯j′
j′ vj′ ⊗ · · · +
∑
j′ 6=j
· · · ⊗ [gjˆFjˆ , f
s¯j′
j′ ]vj′ ⊗ · · ·
− · · · ⊗ µj(gjf
nj+sj,0
j )f
D(s¯j)
j vj ⊗ · · · − · · · ⊗ [gjf
nj+sj,0
j , f
D(s¯j)
j ]vj ⊗ · · ·
+ · · · ⊗ f ℓj · f
D(s¯j)
j vj ⊗ · · ·
= X + f s¯v0,
where, using Lemma 4.16, X ∈ span{f s¯
′
v0 | |s¯
′| < |s¯|}. It follows that
fDj(s¯)v0,X ∈ U(C[t])v0 by the inductive hypothesis; this completes the
proof. 
The next two lemmas allow us to extend Lemma 5.3 to a tensor product
involving a cyclic Vir+-locally annihilated module.
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Lemma 5.4. Let (k;λi, ni, fi;µi, pi, ri) be as in Conventions 5.2. Suppose
L ∈ Z≥0, and define C[t]L = span{t
j | j ≥ L}. For any w ∈
⊗k
i=1 V
f
ni
i
µi and
h ∈ C[t], there exists h˜ ∈ C[t]L such that h˜w = hw.
Proof. Fix h ∈ C[t]. By Lemmas 4.9 and 4.11, we can choose Ni ∈ Z≥1,
1 ≤ i ≤ k, such that 〈
∏k
i=1 f
Ni
i 〉w = 0. Define F =
∏k
i=1 f
Ni
i . Since λi 6= 0,
the polynomials tL and F are relatively prime in C[t]. Thus, there exist
g1, g2 ∈ C[t] such that h = g1t
L + g2F . It follows that
hw = (g1t
L + g2F )w = (g1t
L)w.
Then h˜ := g1t
L ∈ C[t]L. 
Lemma 5.5. Let (k;λi, ni, fi;µi, pi, ri) be as in Conventions 5.2; and sup-
pose V is a cyclic Vir+-locally annihilated module with generator v ∈ V .
Then the module
⊗k
i=1 V
f
ni
i
µi ⊗ V is cyclic with generator v0 ⊗ v.
Proof. Let M = U(Vir)(v0 ⊗ v), and let L ∈ Z≥0 such that Vir≥Lv = 0.
Lemmas 5.3 and 5.4 imply that
⊗k
i=1 V
f
ni
i
µi is generated by v0 as a C[t]≥L-
module. It follows that
⊗k
i=1 V
f
ni
i
µi ⊗ v ⊆M .
Let X be the maximal subspace of V such that
⊗k
i=1 V
f
ni
i
µi ⊗ X ⊆ M .
Note that X must be a Vir-submodule of V . Since v ∈ X generates V , it
follows that X = V . Thus,
⊗k
i=1 V
f
ni
i
µi ⊗ V = M . 
Theorem 5.6. Let (k;λi, ni, fi;µi, pi, ri) be as in Conventions 5.2 and sup-
pose V is a Vir+-locally annihilated module. Then the module
k⊗
i=1
V (t−λi)
ni
µi
⊗ V
is simple if and only if both V is simple and ri ≥ ni − 2 for each 1 ≤ i ≤ k.
Proof. If ri < ni − 2 for some 1 ≤ i ≤ k, then V
f
ni
i
µi is not simple by
Proposition 4.21. If any factor in the tensor product is not simple, clearly
the resulting tensor product is not simple. This completes the “only if”
direction.
Now suppose V is simple and ri ≥ ni − 2 for each 1 ≤ i ≤ k. Since V is
simple, it follows that V is cyclic and generated by any 0 6= v ∈ V . Thus
Lemma 5.5 implies that
⊗k
i=1 V
f
ni
i
µi ⊗ V is generated by v0 ⊗ v.
Let 0 6= w
∑
s¯∈Z
n0
≥0
f s¯v0 ⊗ vs¯ ∈
⊗k
i=1 V
f
ni
i
µi ⊗ V ; and define Λ(w) = u¯
where u¯ is maximal (ordered lexicographically) such that vu¯ 6= 0. To ar-
gue that w generates the full module, it is enough to show that if w ∈(⊗k
i=1 V
f
ni
i
µi ⊗ V
)
\ v0 ⊗ V , there is 0 6= w
′ ∈ U(Vir)w such that Λ(w′) ≺
Λ(w).
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Let w =
∑
s¯∈Z
n0
≥0
f s¯v0⊗ vs¯ ∈
(⊗k
i=1 V
f
ni
i
µi ⊗ V
)
\ v0⊗ V , and set Λ(w) =
u¯ = (u¯1, . . . , u¯k). Choose i0 minimal such that |ui0 | > 0. For each 1 ≤ i ≤ k,
we may apply Lemmas 3.4, 4.9 and 4.11 to choose Ni ∈ Z≥1 such that, for
all s¯ = (s¯1, . . . , s¯k) with vs¯ 6= 0, we have 〈f
Ni〉(f s¯ii vµi) = [〈f
Ni〉, f s¯ii ]vµi = 0.
Define Fi0 = f
Ni0
i0
and Fiˆ0 =
∏
i 6=i0
fNii . Now choose m ∈ Z to satisfy the
claims of Lemma 4.14 with respect to fui0vi0 . Since Fi0 and Fiˆ0 are relatively
prime in C[t], there are gi0 , giˆ0 ∈ C[t] such that f
m
i0
= gi0Fi0 + giˆ0Fiˆ0 .
Since only finitely many vs¯ are nonzero, we may choose L ∈ Z≥0 such
that Vir≥Lvs¯ = 0 for all corresponding s¯ ∈ Z
n0
≥0. By Lemma 4.14, there is
j ∈ Z such that (tjfmi0 − µi0(t
jfmi0 ))f
si0 vi0 6= 0 and t
jgiˆ0Fiˆ0 ∈ Vir≥L. Write
h = tjfmi0 . Since t
jgiˆ0Fiˆ0vs¯ = 0 for all s¯ ∈ Z
n0
≥0, we have
(tjgiˆ0Fiˆ0 − µi0(h))w = −µi0(h)w +
∑
s¯
k∑
i=1
· · · ⊗ tjgiˆ0Fiˆ0 · f
s¯i
i vµi ⊗ · · · ⊗ vs¯
=
∑
s¯
∑
i 6=i0
· · · ⊗ tjgiˆ0Fiˆ0 · f
s¯i
i vµi ⊗ · · · ⊗ vs¯(5.7)
+
∑
s¯
· · · ⊗ (−tjgi0Fi0) · f
s¯i0
i0
vi0 ⊗ · · · ⊗ vs¯(5.8)
+
∑
s¯≺u¯
· · · ⊗ (h− µi0(h)) · f
s¯i0
i0
vi0 ⊗ · · · ⊗ vs¯(5.9)
+ · · · ⊗ (h− µi0(h)) · f
u¯i0
i0
vi0 ⊗ · · · ⊗ vu¯(5.10)
Then (5.7) and (5.8) are zero by the definition of Fiˆ0 and Fi0 . By Lemma
4.14 and our choice of m0 and j, (5.10) is nonzero and with maximal term
indexed by (0, . . . , 0,D(u¯i0), u¯i0+1, . . . , u¯k). Lemma 4.14, and the choice of
u¯, also imply that the maximal term in (5.9) is strictly smaller than (5.10).
This completes the proof. 
Corollary 5.11. Let (k;λi, ni, fi;µi, pi, ri) be as in Conventions 5.2. Then
the module
k⊗
i=1
V (t−λi)
ni
µi
is simple if and only if ri ≥ ni − 2 for each 1 ≤ i ≤ k.
We now consider when two such tensor products are isomorphic.
Proposition 5.12. Let λ1, . . . , λk ∈ C
× be distinct, n1, . . . , nk ∈ Z≥1, and
fi = t − λi. For each 1 ≤ i ≤ k, let µi : Vir
f
ni
i → C be a homomorphism.
Similarly, let γ1, . . . , γℓ ∈ C
× be distinct, m1, . . . ,mℓ ∈ Z≥1, and gi = t−γi.
For each 1 ≤ i ≤ ℓ, let θi : Vir
g
mi
i → C be a homomorphism. Finally, let
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V,W be a simple Vir+-locally annihilated Vir modules. Then
k⊗
i=1
V
f
ni
i
µi ⊗ V
∼=
ℓ⊗
i=1
V
g
mi
i
θi
⊗W
if and only if V ∼= W , k = ℓ, and after possibly renumbering, λi = γi,
ni = mi, and µi = γi for all i.
Proof. Suppose φ :
⊗k
i=1 V
f
ni
i
µi ⊗ V →
⊗ℓ
i=1 V
g
mi
i
θi
⊗W is an isomorphism.
Fix 0 6= v ∈ V and write
φ(v0 ⊗ v) =
∑
s¯∈Z
m0
≥0
gs¯w0 ⊗ ws¯
for some ws¯ ∈ W . Since ws¯ 6= 0 for at most finitely many s¯ ∈ Z
m0
≥0 , we may
choose L ∈ Z≥1 so that Vir≥Lv = 0 and Vir≥Lws¯ = 0 whenever ws¯ 6= 0.
Suppose {λ1, . . . , λk} 6= {θ1, . . . , θℓ}. Without loss of generality, we may
assume k ≥ ℓ and λ1 6∈ {θ1, . . . , θℓ}. Applying Lemmas 4.9 and 4.11, for each
1 ≤ i ≤ ℓ there isMi ∈ Z≥1 such that 〈g
Mi
i 〉·(g
s¯i
i )wi = 0 for all s¯ ∈ Z
m0
≥0 such
that ws¯ 6= 0. Also, Lemma 3.4 implies that 〈f
2ni
i 〉vi = 0 for each 1 ≤ i ≤ k.
Define G = tL
∏k
i=2 f
2ni
i
∏ℓ
i=1 g
Mi
i . Since the λi are distinct and nonzero
and λ1 6= θi for all 1 ≤ i ≤ ℓ, the polynomials f
2n1
1 and G are relatively
prime. Thus, there are h1, h2 ∈ C[t] such that h1f
2n1
1 + h2G = t
0 = f01 . By
the choice of L and definition of G,
h2Gφ(v0 ⊗ v) =
∑
s¯∈Z
m0
≥0
(h2G · g
s¯w0)⊗ ws¯ + g
s¯w0 ⊗ (h2G · g
s¯ws¯) = 0.
On the other hand,
h2Gv0 =
(
(f01 − h1f
2n1
1 )v1
)
⊗ · · · ⊗ v(5.13)
+
k∑
i=2
v1 ⊗ · · · ⊗ h2Gvi ⊗ · · · ⊗ v(5.14)
+ v1 ⊗ · · · ⊗ h2Gv.(5.15)
Since 〈f2ni〉vi = 0, it follows that (5.14) is zero. By the choice of L, (5.15) is
also zero. Finally, (5.13) simplifies to
(
f01v1
)
⊗· · ·⊗ v. Therefore, h2Gv0⊗ v
is a nonzero element in the kernel of φ, which contradicts that φ is an
isomorphism. Thus, it must be that k = l and (after possibly reordering)
λi = θi for all 1 ≤ i ≤ k. In this case, fi = gi; we use the notation fi below.
We next argue that ni = mi and µi = θi for all 1 ≤ i ≤ k. Without loss of
generality, we may assume n1 ≤ m1. For each 1 ≤ i ≤ k, choose Mi ∈ Z≥1
such thatMi ≥ 2ni and 〈f
Mi
i 〉·(fi)
s¯iwi = 0 for all s¯ ∈ Z
m0
≥0 such that ws¯ 6= 0.
Define F =
∏k
i=2 f
Mi
i .
Let s¯ = (s¯1, . . . , s¯ℓ) ∈ Z
m0
≥0 be such that s¯1 is maximal with ws¯ 6= 0. First
suppose |s¯1| > 0. If ℓ(s¯1) > 0, define m = m1 + k1 + 1− ℓ(s¯1); if ℓ(s¯1) = 0,
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define m = m1 + k1 + s1,0. Since f
M1
1 and F are relatively prime, there are
g1, g2 ∈ C[t] such that f
m
1 = h1f
M1
1 + h2F . Then, for any j ≥ L,
(tjh2F − θ1(t
jfm1 ))φ(v0 ⊗ v) =
∑
s¯′∈Z
m0
≥0
(tjfm1 − θ1(t
jfm1 )) · f
s¯′1
1 w1 ⊗ · · · ⊗ ws¯′
(5.16)
−
∑
s¯′∈Z
m0
≥0
tjh1f
M1
1 · f
s¯′1
1 w1 ⊗ · · · ⊗ ws¯′(5.17)
+
∑
s¯′∈Z
m0
≥0
∑
i≥2
· · · ⊗ tjh2F · f
s¯′i
i wi ⊗ · · · ⊗ ws¯(5.18)
Note that (5.17) and (5.18) are zero by the choice of Mi. Applying Lemma
4.14 to (5.16), we may choose j such that 0 6= (tjh2F − θ(t
jfm1 ))θ(v0 ⊗ v) 6∈
Cθ(v0 ⊗ v).
On the other hand, since m1 ≥ n1, a similar calculation yields
(tjh2F − θ(t
jfm1 ))(v0 ⊗ v) = (µ1(t
jfm1 )− θ1(t
jfm1 ))v0 ⊗ v ∈ Cv0 ⊗ v.
(5.19)
This forces φ(v0⊗ v) ∈ Cφ(v0⊗ v), a contradiction. Thus, it cannot be that
|s¯1| > 0.
Now consider the case s¯1 = (0, . . . , 0). If we let m = n1 and replace θ1
with µ1 in the calculations above, we get
(tjg2F − µ1(t
jfn11 ))φ(v0 ⊗ v) =
∑
s¯′∈Z
m0
≥0
(
(tjfn11 − µ1(t
jfn11 ))w1
)
⊗ · · · ⊗ws¯′
(5.20)
(tjg2F − µ1(t
jfn11 ))(v0 ⊗ v) = (µ1(t
jfn11 )− µ1(t
jfn11 ))v1 ⊗ · · · ⊗ v = 0.
(5.21)
If n1 < m1, then t
jfn11 6∈ 〈f
m1
1 〉 and thus t
jfn11 w1 6∈ Cw1. It follows from
(5.20) that (tjg2F−µ1(t
jfn11 ))φ(v0⊗v) 6∈ Cφ(v0⊗v). This contradicts (5.21).
Thus, it must be that n1 = m1. In this case, (5.20) becomes (θ1(t
jfn11 ) −
µ1(t
jfn11 ))φ(v0). Because µ1 and θ1 are determined by polynomials in j,
this matches (5.21) for all j ≥ L if and only if θ1 = µ1. By applying this
argument to other terms in the tensor product and using the symmetry
of the isomorphism relationship, we conclude ni = mi and µi = θi for all
1 ≤ i ≤ k.
It remains to show that V ∼= W . From the above arguments, for any
0 6= v ∈ V , there is some w ∈ W such that φ(v0 ⊗ v) = w0 ⊗ w. Define a
linear map φ′ : V →W by φ′(v) = w. We argue that φ′ is an isomorphism.
Fix v ∈ V , and choose L ∈ Z≥0 such that Vir≥Lv = Vir≥Lφ
′(v) = 0. Let
x ∈ U(Vir). By Lemma 5.4, there is u ∈ U(Vir≥L) such that uv = uφ
′(v) =
0, xv0 = uv0 and xw0 = uw0. (Note that Lemma 5.4 applies to elements of
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Vir. We may extend this to U(Vir) by inducting on the natural grading of
U(Vir).) Then,
φ(xv0 ⊗ v) = φ(uv0 ⊗ v + v0 ⊗ uv)
= uφ(v0 ⊗ v) = u(w0 ⊗ φ
′(v))
= uw0 ⊗ φ
′(v) + v0 ⊗ uφ
′(v)
= xw0 ⊗ φ
′(v).
In particular, since φ is a bijection, this shows that φ′ is a bijection. To
show that φ′ is a homomorphism, we note
xφ(v0 ⊗ v) = xw0 ⊗ φ
′(v) + w0 ⊗ xφ
′(v)
φ(x(v0 ⊗ v)) = φ(xv0 ⊗ v + v0 ⊗ xv)
= xw0 ⊗ φ
′(v) + w0 ⊗ φ
′(xv).
Therefore, w0 ⊗ xφ
′(v) = w0 ⊗ φ
′(xv) and φ′ is a homomorphism. 
6. More simple induced modules via tensor products
In this section, we show that the tensor products described in Theorem
5.6 are isomorphic to new simple modules, induced from either polynomial
algebras Virf where f has multiple distinct roots, or from certain “restricted
polynomial” subalgebras.
6.1. A general approach to induced modules from tensor products.
Before working with the specific induced modules described in this paper, we
establish a general connection via tensor products between modules induced
from different subalgebras.
Suppose g is a Lie algebra over a field F with an infinite but countable
basis. Let a and b be Lie subalgebras of g such that dim a,dim b,dim a∩b =
∞.
Suppose α : a → F and β : b → F are homomorphisms, and regard
α+ β : a ∩ b→ F. Define a one-dimensional a-module Fα by x.1 = α(x) for
any x ∈ a and an induced g-module
Vα = U(g)⊗U(a) Fα.
Write vα = 1 ⊗ 1 ∈ Vα, the canonical generator. Similarly define Fβ, Vβ,
and vβ ; and Fα+β, Vα+β and vα+β.
Proposition 6.1. Suppose the module Vα⊗Vβ is cyclic generated by vα⊗vβ .
Then Vα+β ∼= Vα ⊗ Vβ.
Proof. For any x ∈ a ∩ b,
x(vα ⊗ vβ) = (xvα)⊗ vβ + vα ⊗ (xvβ) = (α(x) + β(x))vα ⊗ vβ.
Thus, by the definition of Vα+β, there is a homomorphism φ : Vα+β →
Vα ⊗ Vβ with φ(vα+β) = vα ⊗ vβ. Because Vα ⊗ Vβ is generated by vα ⊗ vβ,
it follows that φ is surjective.
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It remains to show that φ is injective. To do this, we first establish
some notation. Fix pairwise disjoint, ordered sets w = {w1, w2, . . .}, x =
{x1, x2, . . .}, y = {y1, y2, . . .}, and z = {z1, z2, . . .} so that
• w is a basis for a ∩ b;
• w ∪ x is a basis for a;
• w ∪ y is a basis for b; and
• w ∪ x ∪ y ∪ z is a basis for g.
Note that any of these sets may be finite or empty.
Let Ω denote the set of all (possibly empty) finite weakly increasing tuples
of positive integers. For any ordered subset q = {q1, q2, . . .} of g and i =
(i1, . . . , ik) ∈ Ω define
qi =
{
qi1qi2 · · · qik if i 6= ∅
1 if i = ∅
in the universal enveloping algebra U(g). If the set {q1, q2, . . .} is finite or
empty, we assume that Ω is suitably restricted so that qi is defined. For
i = (i1, . . . , ik) ∈ Ω, define ℓ(i) = k.
By the PBWTheorem and the construction of the corresponding modules,
we have the following:
• {ziyjvα | i, j ∈ Ω} is a basis for Vα;
• {zixjvβ | i, j ∈ Ω} is a basis for Vβ;
• {zixjykvα+β | i, j,k ∈ Ω} is a basis for Vα+β;
• {ziyjvα ⊗ zkxlvβ | i, j,k, l ∈ Ω} is a basis for Vα ⊗ Vβ.
Let i, j,k ∈ Ω. Then
zixjyk(vα ⊗ vβ) = (ziykvα)⊗ (xjvβ)(6.2)
+
∑
i′ 6=i
(zi′ykvα)⊗ (zi′′xjvβ)
+
∑
j′ 6=∅ or k′ 6=k
(zi′xj′yk′vα)⊗ (zi′′xj′′yk′′vβ)(6.3)
where the sum is over i′, j′,k′,∈ Ω such that i′ ⊆ i, j′ ⊆ j, and k′ ⊆ k; and
i′′ = i \ i′, j′′ = j \ j′, and k′′ = k \ k′.
Using standard straightening arguments, for j′ 6= ∅,
zi′xj′yk′vα =
∑
q,r∈Ω, ℓ(q)+ℓ(r)≤ℓ(i′)+ℓ(k′)
b(q, r)zqyrvα
for some b(q, r) ∈ C. Applying the same argument to zi′′xj′′yk′′vβ, the sum
(6.3) can be written as a linear combination of basis vectors zqyrvα⊗zsxtvβ
such that
ℓ(q) + ℓ(r) + ℓ(s) + ℓ(t) ≤ ℓ(i′) + ℓ(k′) + ℓ(i′′) + ℓ(j′′) < ℓ(i) + ℓ(j) + ℓ(k).
Now let 0 6= v ∈ Vα+β. We may write
v =
∑
i,j,k∈Ω
c(i, j,k)zixjykvα+β,
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where c(i, j,k, l) ∈ C. Choose (i0, j0,k0) so that c(i0, j0,k0) 6= 0 and ℓ(i0) +
ℓ(j0) + ℓ(k0) ≥ ℓ(i) + ℓ(j) + ℓ(k) whenever i, j,k satisfy c(i, j,k) 6= 0. Then
writing φ(v) =
∑
i,j,k∈Ω c(i, j,k)zixjyk(vα ⊗ vβ) in terms of the standard
basis, the equation (6.2-6.3) implies that the coefficient of (zi0yj0vα)⊗(xk0vβ)
is c(i0, j0,k0) 6= 0. Thus, φ(v) 6= 0. 
We note that the proof of Proposition 6.1 shows that in this context, the
map Indga∩b → Ind
g
a ⊗ Ind
g
b is injective regardless of whether Ind
g
a ⊗ Ind
g
b is
cyclic.
6.2. V fµ for an arbitrary polynomial f . Now we apply the results of
Section 6.1 to describe V fµ for an arbitrary polynomial f . In order to do this,
we first establish two lemmas addressing the underlying homomorphisms
µ : Virf → C.
Lemma 6.4. Let (λ, n, f ;µ, p, r) be as in Conventions 4.1. Then for any
g ∈ C[t] such that g(λ) 6= 0, the homomorphism µ′ = µ |Virgfn has the form
µ′(tjgfn) = q(j)λj for j ∈ Z, where q is a polynomial such that deg(q) =
deg(p).
Proof. Write g =
∑m
i=0 cit
i, where cm 6= 0. Then
µ(tjgfn) = µ
(
m∑
i=0
cit
i+jfn
)
=
m∑
i=0
cip(i+ j)λ
i+j
=
(
m∑
i=0
ciλ
ip(i+ j)
)
λj .
Note that q(j) =
∑m
i=0 ciλ
ip(i + j) can be viewed as a polynomial in j.
Moreover, if deg(p) = d and the degree d coefficient of p is c, then q has
leading coefficient
∑m
i=0 cciλ
i = cg(λ) 6= 0. This completes the proof. 
Lemma 6.5. Let (k;λi, ni, fi;µi, pi, ri) be as in Conventions 5.2; and define
f =
∏k
i=1 f
ni
i and µ =
∑k
i=1 µi : Vir
f → C. Then µ has the form
µ(tjf) =
k∑
i=1
qi(j)λ
j
i
for some polynomials qi such that deg(qi) = deg(pi).
Moreover, any homomorphism µ : Virf → C has such a decomposition:
if µ(tjf) =
∑
i qi(j)λ
j
i (where deg(qi) < ni), then µ =
∑k
i=1 µi where µi :
Virf
ni
i → C is associated to a polynomial pi such that deg(pi) = deg(qi).
Proof. For each 1 ≤ i ≤ k, define gi =
∏
i′ 6=i f
ni′
i′ . Then f = f
ni
i gi and
gi(λi) 6= 0, so the first part of the claim follows immediately from Lemma
6.4.
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Now consider the second part of the claim. For each 1 ≤ i ≤ k and
d ∈ Z≥0, define a homomorphism γi,d : Vir
f
ni
i → C by γi,d(t
jfnii ) = j
dλji .
Applying Lemma 6.4, we know that the restriction of γi,d to Vir
f satisfies
γi,d(t
jf) = qi,d(j)λ
j
i for some polynomial qi,d with deg(qi,d) = d. In particu-
lar, for each i, the set {qi,d | d ∈ Z≥1} forms a polynomial basis. Therefore,
for each 1 ≤ i ≤ k, we may write qi =
∑
d∈Z≥1
bi,dqi,d for some bi,d ∈ C.
Define µi : Vir
f
ni
i → C by µi =
∑
d bi,dγi,d. Then for 1 ≤ i ≤ k and j ∈ Z,
µi(t
jfnii ) =
∑
d
bi,dγi,d(t
jfnii ) =
∑
d
bi,dj
dλji = pi(j)λ
j
i ,
where pi(x) =
∑
d∈Z≥1
bi,dx
d; and
µi(t
jf) =
∑
d
bi,dγi,d(t
jf) =
∑
d
bi,dqi,d(j)λ
j
i = qi(j)λ
j
i .
Thus, the µi satisfy the claim. 
For a homomorphism µ : Virf → C, define the homomorphism to have
large degree if deg(pi) ≥ ni − 2 for each 1 ≤ i ≤ k, in the decomposition in
Lemma 6.5.
Corollary 6.6. Let (k;λi, ni, fi;µi, pi, ri) be as in Conventions 5.2; and
define f =
∏k
i=1 f
ni
i and µ =
∑k
i=1 µi : Vir
f → C. Then
k⊗
i=1
V (t−λi)
ni
µi
∼= V fµ .
Moreover, for any polynomial f ∈ C[t] ⊆ C[t±] with nonzero constant term
and any homomorphism µ : Virf → C, the module V fµ has such a tensor
product decomposition; and V fµ is simple if and only if µ has large degree.
Proof. The isomorphism claims follow by an inductive argument from Propo-
sition 6.1 and Lemmas 5.3 and 6.5. The simplicity claim follows from The-
orem 5.6 (taking V to be the trivial module), Proposition 4.21, and Lemma
6.5. 
6.3. Modules induced from restricted polynomial subalgebras. In
this section, we fix a polynomial f =
∑p
i=0 ait
i, with p ≥ 0 and ai ∈ C with
ap = 1 and a0 6= 0.
For any m ∈ Z≥−1, define the following subalgebras of Vir:
bm = {z, ej | j ≥ m};
bfm = {z, x
f
j | j ≥ m},
where xfj =
∑p
i=0 aiej+i. Note that bm = b
t0
m and b
f
m = bm ∩Vir
f . We refer
to the subalgebras bfm as restricted polynomial subalgebras. In this section,
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we describe modules of the form
V f,mµ = Ind
Vir
b
f
m
Cµ,
where Cµ is a one-dimensional b
f
m-module determined by a homomorphism
µ : bfm → C. We show how to identify V
f,m
µ with a tensor product of the form
V fµ¨ ⊗ Ind
Vir
bm
Cµˆ for certain homomorphisms µ¨ : Vir
f → C and µˆ : bm → C.
Since the modules IndVirbmCµˆ are cyclic and Vir
+-locally annihilated, we can
then apply Theorem 5.6 to determine the simplicity of V f,mµ .
We first study the homomorphisms µ : bfm → C in order to determine a
“decomposition” into µ¨ and µˆ, using arguments similar to Lemma 3.2. A
linear map µ : bfm → C is a homomorphism if and only if
0 = µ([xfj , x
f
k ]) = (k − j)
(
p∑
i=0
aiµ(x
f
j+k+i)
)
for all j, k ≥ m. Writing µj = µ(x
f
j ), this is equivalent to the recurrence
relation
∑p
i=0 aiµj+i = 0 for j > 2m. In particular, for m ≤ j ≤ 2m+ p, µj
can take on any value; and µj for j > 2m + p are uniquely determined by
µj for 2m+ 1 ≤ j ≤ 2m+ p. As an alternative formulation, we know (from
[E, Cor. 2.24]) that the recursive formula for µj has a unique solution of the
form
µj = µ(x
f
j ) =
k∑
i=1
qi(j)λ
j
i for j ≥ 2m+ 1,
where the λi correspond to writing f =
∏
i(t− λi)
ni and the polynomials qi
are determined by µ2m+1, . . . , µ2m+p.
Now define a homomorphism µ¨ : Virf → C by
µ¨j := µ¨(x
f
j ) =
r∑
i=i
qi(j)λ
j
i , j ∈ Z;
µ¨(z) = 0.
Note that µ¨j = µj for j ≥ 2m + 1, but this is not generally true for m ≤
j ≤ 2m. Define another homomorphism µˆ : bm → C by
µˆ(z) = µ(z) and µˆ(ej) = µˆj,
where µˆj = 0 for j ≥ 2m+ 1; and for m ≤ j ≤ 2m, µˆj is determined by the
system of linear equations
(6.7)
p∑
i=0
aiµˆj+i = µj − µ¨j, m ≤ j ≤ 2m.
Written in matrix form, this system is upper-triangular with a0 6= 0 on the
diagonal. Therefore, there is a unique solution.
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Also, it follows from the definition of µˆ that µˆ(xfj ) = µ(x
f
j ) − µ¨(x
f
j ).
Therefore, µ = µ¨+ µˆ as homomorphisms from bfm = Vir
f ∩ bm to C. Using
this decomposition, we will say that µ has large degree if µ¨ has large degree.
Corollary 6.8. Fix m ∈ Z≥−1. Let µ¨ : Vir
f → C and µˆ : bm → C be
homomorphisms and define µ = µ¨+ µˆ : bfm → C. Then,
V fµ¨ ⊗ Ind
Vir
bm
(Cµˆ) ∼= ⊗V
f,m
µ .
Conversely, for any homomorphism µ : bfm → C, V
f,m
µ has such a tensor
product decomposition; and V f,mµ is simple if and only if µ has large degree
and IndVirbm (Cµˆ) is simple.
Proof. Note that the modules IndVirbmCµˆ are cyclic and Vir
+-locally annihi-
lated. Then the isomorphism claims follow from Lemma 5.5 and Proposition
6.1. The simplicity result follows from Theorem 5.6 and Corollary 6.6. 
The modules IndVirbm (Cµˆ) have been well-studied. Following the literature,
we introduce them here in three cases: m = 0, m = −1, and m > 0.
Let θ : b0 → C be a homomorphism. Define the associated Verma module
M(θ) = IndVirb0 (Cθ).
Since commutators must be sent to zero by θ and [e0, ej ] = jej , it follows
that θ(ej) = 0 for j ≥ 1. Writing θ(e0) = h and θ(z) = c (both of which
may take on any value as θ varies), [FF90] show that the module M(θ) is
irreducible if and only if h 6= hr,s(c) for all r, s ∈ Z≥1, where
(6.9)
hr,s(c) =
1
48
(
(13− c)(r2 + s2) +
√
(c− 1)(c− 25)(r2 − s2)− 24rs − 2 + 2c
)
.
Note that h1,1(c) = 0. Therefore, M(θ) is reducible whenever θ(e0) = 0.
In this case, M(θ) has a submoduleN(θ) so that the quotient can be realized
as an induced module. We construct the induced module as follows. Let
ξ : b−1 → C be a homomorphism, and define
M(ξ) = IndVirb−1(Cξ).
Again appealing to commutators, it follows that ξ(ej) = 0 for all j ≥ −1.
From [FF90], we have thatM (ξ) ∼= M(θ)/N(θ), where θ(ej) = 0 for all j ≥ 0
and θ(z) = ξ(z); and that M(ξ) is simple if and only if ξ(z) 6= 1 − 6 (p−q)
2
pq
for any relatively prime integers p, q ≥ 2.
Finally we define a Whittaker module as introduced in [LGZ11]. For
m ≥ 1, let ψ : bm → C be a nonzero homomorphism. In this case, the
commutator relations imply that ψ(ej) = 0 for j ≥ 2m+1; and for m ≤ j ≤
2m, ψ(z), ψ(ej ) ∈ C may take on any value as ψ varies. Define
Lψ = Ind
Vir
bm
(Cψ).
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[LGZ11] show that Lψ is irreducible if and only if ψ(e2m) 6= 0 or ψ(e2m−1) 6=
0.
We now show how the simplicity results for M(θ),M (ξ), Lψ , along with
the prior results of this paper, can be used to determine the simplicity of
V f,mµ for any f , m, and µ. If we specialize to polynomials f with no roots of
multiplicity greater than 1, then the modules V f,mµ are the modules studied
in Section 5 of [TZ16] and Section 6 of [TZ13].
Corollary 6.10. Let µ : bf−1 → C be a homomorphism. Then the induced
module
V f,−1µ
∼= V
f
µ¨ ⊗M(µˆ)
is simple if and only if µ has large degree and µ(z) 6= 1−6 (p−q)
2
pq
for relatively
prime integers p, q ≥ 2.
Proof. This follows from Corollary 6.8 and [FF90]. 
Corollary 6.11. Let µ : bf0 → C be a homomorphism and write µj = µ(x
f
j ),
µ(z) = c. Then
V f,0µ
∼= V
f
µ¨ ⊗M(µˆ).
is simple if and only if a−20
∑p
i=0 aiµi 6= hr,s(c) for any r, s ∈ Z>0; and µ
has large degree.
Proof. From [FF90], the Verma module M(µˆ) is irreducible if and only if
µˆ0 6= h
c
r,s for any r, s ∈ Z>0. On the other hand, for m = 0, (6.7) becomes a
single equation with solution µˆ0 = a
−1
0 (µ0 − µ¨0). Since −a0µ¨0 =
∑p
i=1 aiµ¨i
and µ¨i = µi for i > 0, it follows that µˆ0 = a
−2
0
∑p
i=0 aiµi.
The simplicity result now follows from Corollary 6.8.

Corollary 6.12. Let m ∈ Z≥1 and let µ : b
f
m → C be a homomorphism.
Then
V f,mµ
∼= V
f
µ¨ ⊗ Lµˆ.
is simple if and only if
p∑
i=0
aiµ2m+i 6= 0 or a0
p∑
i=0
aiµ2m+i−1 − 2a1
p∑
i=0
aiµ2m+i 6= 0;
and µ has large degree.
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Proof. From [LGZ11], Lµˆ is simple if and only if µˆ2m−1 6= 0 or µˆ2m 6= 0.
From (6.7), we have µˆ2m = a
−1
0 (µ2m − µ¨2m) = a
−2
0
∑p
i=0 aiµ2m+i. Similarly,
µˆ2m−1 = a
−1
0 (µ2m−1 − µ¨2m−1 − a1µˆ2m)
= a−20 (a0µ2m−1 − a1µ2m − a0µ¨2m−1 + a1µ¨2m)
= a−20 ((a0µ2m−1 + a1µ2m)− (a0µ¨2m−1 + a1µ¨2m)− 2a1(µ2m − µ¨2m))
= a−20 (
p∑
i=0
aiµ2m+i−1 − 2a1a
−1
0
p∑
i=0
aiµ2m+i)
The result now follows from Corollary 6.8. 
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