We compute the deficiency spaces of operators of the form H A⊗ I + I⊗H B , for symmetric H A and self-adjoint H B . This enables us to construct selfadjoint extensions (if they exist) by means of von Neumann's theory. The structure of the deficiency spaces for this case was asserted already in [IMPP14], but only proven under the restriction of H B having discrete, non-degenerate spectrum.
Introduction
In quantum mechanics, the dynamics of a system is governed by the Schrödinger equation
where H is a self-adjoint operator on a Hilbert space H, called the Hamiltonian, and ψ t ∈ H is the wave function at time t. Its time evolution is given by
In many situations however, physical reasoning yields merely a symmetric, rather than self-adjoint, operator, defined on a subspace of sufficiently regular functions. It is then natural to ask whether this operator has self-adjoint extensions, and if so, how many. This question was completely answered by von Neumann, whose extension theory states the following: A symmetric operator H has self-adjoint extensions if and only if the dimensions of the deficiency spaces N (H * − i) and N (H * + i) coincide, and in this case, the self-adjoint extensions of H are parametrized by the unitary operators from N (H * − i) to N (H * + i). Now, given two systems A and B, we can consider the composite system AB. It is modeled on the tensor product of the Hilbert spaces of the individual systems A and B. In the simplest case when there is no interaction between A and B, the time evolution of the composite system is separable, that is,
The corresponding Hamiltonian is
In the light of the discussion above, one is lead to study self-adjoint extensions of operators of this form when H A and H B are merely symmetric (in general, the time evolution generated by such a self-adjoint extension will not be separable).
In the case when one of the operators is self-adjoint, this problem was considered by Ibort Let N A± = N (H * A ∓ i) be the deficiency spaces of system H A . The deficiency spaces
However, in their proof they restrict themselves to the case when the spectrum of H B consists solely of simple eigenvalues, and only state that the general case can be treated by a judicious use of the spectral theorem.
In this article, we give a complete proof of this theorem for general self-adjoint H B . Let us outline the strategy. First, the spectral theorem allows us to view H B as a multiplication operator M φ on L 2 (Ω, µ) for some measure µ. The tensor product H A⊗ L 2 (Ω, µ) can be identified with the Bochner Lebesgue space L 2 (Ω, µ; H A ). Under this identification, the operator H AB acts as
These identifications make it possible to reduce the asserted isomorphism for the deficiency spaces to a similar computation as in the proof of Ibort, Marmo and Pérez-Pardo. There are two main difficulties to overcome. First, while the identification of tensor products of operators on H A⊗ L 2 (Ω, µ) with operators on L 2 (Ω, µ; H A ) is fairly obvious in the bounded case, we deal with unbounded operators and, as usual, more care is required to determine the correct domains. This is done in Section 2. Second, the asserted isomorphism for the deficiency spaces comes from fiberwise isomorphisms. Then one has to prove that these isomorphisms can be chosen so that they depend measurably on the base point. In the discrete case this is of course obvious, but it becomes non-trivial in the general case at hand. This problem is resolved in Section 3. Finally, the the proof is completed in Section 4. The self-adjoint extensions of operators of the form H AB as above were also described in [BBM + 18], using a completely different approach based on boundary triplets. More precisely, given a boundary triplet for H * A , they construct a boundary triplet for H * AB that respects the tensor structure. This article arose from the second author's Bachelor's thesis under supervision of the remaining two.
In case we can rule out confusion, we shall write N ± instead of N ± (A). Next we state the central theorem of von Neumann's extension theory (see, for instance, [Wei00][Chapter 10] for an extensive treatment). In the following, U+V denotes the algebraic direct sum of subspaces U and V , not necessarily orthogonal, while U ⊕ V is reserved for the orthogonal direct sum of closed subspaces. This theorem yields a one-to-one correspondence between the set of self-adjoint extensions of the operator A and the set of unitary operators N + → N − , hence reduces the problem of finding self-adjoint extensions of A to constructing unitary operators between the deficiency spaces. We will therefore be interested in computing the deficiency spaces of symmetric closed operators. We also recall the spectral theorem in multiplication operator form (see for example [Wei00] [Chapter 8] 
If A and B are closable, then so is A ⊗ B, and we denote its closure by A⊗B.
Let (Ω, F , µ) be a measure space, H a Hilbert space and f : Ω → H measurable. We write L 2 (Ω; H) for the Bochner-Lebesgue space of square-integrable H-valued functions.
One can construct a unitary operator H⊗L 2 (Ω) → L 2 (Ω; H) by linearly and continuously extending e ⊗ f → (ω → f (ω)e), thus justifying the identification of H⊗L 2 (Ω) with L 2 (Ω; H).
Finding The Adjoint
Let H A be a symmetric operator on H A and let H B be a self-adjoint operator on H B . We define the operator
The straightforward way to compute the deficiency spaces N ± (H AB ) = N (H * AB ∓ i) of the operator H AB is, of course, to compute the adjoint of H AB and then the kernel of H * AB ∓ i. First, note the following:
Hence H A⊗ I + I⊗H B is densely-defined and it makes sense to consider its adjoint.
In fact, we will see that these two operators are equal. Before proving this, let us simplify our notation. Without loss of generality we can assume, due to the spectral theorem, that H B = L 2 (Ω) and H B = M ϕ for some σ-finite measure space Ω and a measurable function ϕ : Ω → R. Instead of H A and H A , we will simply write H and H respectively. As we have seen, we can identify H⊗L 2 (Ω) with the Bochner-Lebesgue space L 2 (Ω; H).
Theorem 2.1. Let K be a closed operator on H and let (Ω, F , µ) be a measure space. The domain of the operator K⊗I on H⊗L 2 (Ω) is given by
and the operator acts as
for f ∈ D(K⊗I) and a.e. ω ∈ Ω.
Proof. Since K is closed, the space D(K) equipped with the inner product ·, · K given by
This norm, however, coincides with the norm defined on the Bochner-Lebesgue space
).
Since
Kf (ω) 2 dµ(ω) < ∞, we can make the following identification
proving the statement about the domain. It remains to show how K⊗I acts.
for almost every ω ∈ Ω. Now let f ∈ D(K⊗I). Since D(K ⊗ I) is a core for K⊗I, i.e. D(K ⊗ M ψ ) is dense in D(K⊗M ψ ) with respect to the graph norm, there is a sequence (φ n ) n in D(K ⊗ I) = D(K) ⊗ D(I) that converges in · K⊗I = · 2 + (K⊗I) · 2 to f . In particular there is a subsequence (φ n l ) l of (φ n ) n such that φ n l (ω) → f (ω) for almost every ω ∈ Ω, and a subsequence (φ n l j ) j of (φ n l ) l such that almost everywhere we have (K⊗Iφ n l j )(ω) → (K⊗If )(ω). Since (K⊗Iφ n l j )(ω) = K(φ n l j (ω)), this convergence implies that for almost every ω, we have K(φ n l j (ω)) → (K⊗If )(ω).
almost everywhere, which concludes the proof. Proof. To see how the operator acts, consider the following.
It remains to prove our claim about the domain. Since
for all n 0 ∈ N, the fact that f (·) ∈ D(M ψ ) implies φ n ∈ L 2 (Ω) for all n ∈ N. Now, let f N be given by f N = N n=1 φ n (·)ξ n ∈ H ⊗ D(M ψ ). Obviously, we have
Lebesgue's dominated convergence theorem yields
, which proves the inclusion "⊇" and hence concludes the proof.
In summary, we now know that H * ⊗ I and I⊗M ϕ act in the following way
almost everywhere, for all f ∈ D(H * ⊗ I) and g ∈ D(I⊗M ϕ ). Therefore the operator
almost everywhere. This extends to H * ⊗ I + I⊗M ϕ , as the next lemma shows. almost everywhere. In particular, the limit lim l H * (f n l (ω)) exists almost everywhere. Since H * is closed, f (ω) ∈ D(H * ) and H * (f (ω)) = lim l H * (f n l (ω)) almost everywhere. This concludes the proof. 
, once again applying Lebesgue's theorem yields
Before we can prove that (H⊗I + I⊗M ϕ ) * ⊆ H * ⊗ I + I⊗M ϕ , we need a general fact about adjoints (see [Sch12] [Prop. 7.26]).
Lemma 2.5. Let A and B be densely defined, closable operators on the Hilbert spaces K and L respectively. The operator A⊗B on K⊗L satisfies the following identity for its adjoint (A⊗B) * = A * ⊗ B * .
Theorem 2.6. The following identity holds for g ∈ D(H⊗I + I⊗M ϕ ) also g k = χ E k g ∈ D(H⊗I + I⊗M ϕ ), hence
Obviously all functions in D(H⊗I L 2 (E k ) + I⊗M ϕ↾ E k ) can be extended by 0 to functions in D(H⊗I L 2 (Ω) + I⊗M ϕ ), and are therefore representable by restrictions of elements of D(H⊗I L 2 (Ω) + I⊗M ϕ ). Consequently the above computation yields
By the very definition of E k , the map ϕ ↾ E k is bounded, hence M ϕ↾ E k is bounded, hence I⊗M ϕ↾ E k is bounded by the closed graph theorem, since
Hence
In summary we have f (ω) ∈ D(H * ) and f * (ω) = H * (f (ω)) + ϕ(ω) for almost every ω ∈ E k . Since Ω is covered by the E k , k ∈ N, we have f ∈ {k ∈ L 2 (Ω; H) : k(ω) ∈ D(H * ) a.e., ω → H * (k(ω)) + ϕ(ω)k(ω) ∈ L 2 (Ω; H)}}.
However, by Proposition 2.4, this means f ∈ D(H). Our goal is to construct such an isomorphism more or less explicitly. We will restrict ourselves here to closed symmetric operators. Let A be a closed symmetric operator on the separable Hilbert space H. Since R(A + i) is a closed subspace of H, there exists N ∈ N ∪ {∞} and ξ n ∈ D(A), n < N, such that ((A + i)ξ n ) n is an orthonormal basis of R(A + i).
Constructing A Measurable Family of Orthonormal Bases
By symmetry of A we have i ∈ χ(A), hence (A+ i) −1 : R(A+ i) → D(A) is bounded. Therefore the span of the ξ n = (A + i) −1 (A + i)ξ n , n < N, is dense in D(A). This gives rise to a total set in R(A + z) for z ∈ C + , as we will show next.
Proposition 3.2. For every f ∈ D(A) there are λ n ∈ C, n < N, such that
Proof. Since ((A + i)ξ n ) n<N is an orthonormal basis of R(A + i), there are λ n ∈ C, n < N, such that n |λ n | 2 < ∞ and
Thus, for all k < N,
Note that since (A + z)(A + i) −1 is injective, the vectors (A + z)ξ 1 , . . . , (A + z)ξ m are linearly independent for every m < N. We can therefore apply Gram-Schmidt orthonormalization to ((A + z)ξ n ) n<N to obtain an orthonormal basis (η m (z)) m<N of R(A + z). Note that all the operations in the Gram-Schmidt algorithm are continuous, in particular measurable in z. Thus the map z → η m (z) is measurable. Denote the projection onto R(A + z) by P z , that is,
Now I − P z is the projection onto R(A + z) ⊥ = N (A * + z) and ((I − P z )ζ n ) is total in N (A * + z) for every orthonormal basis of (ζ n ) of H. Fix an orthonormal basis (ζ n ) of H and set ρ n (z) = (I − P z )ζ n for n ∈ N. We now introduce a modified Gram-Schmidt algorithm which does not require the input vectors to be linearly independent. Consider the map κ : R → R given by
x, else and note that it is obviously measurable. Define (σ n ) inductively by
.
By the original Gram-Schmidt algorithm it is easy to see that those of the σ n (z) that do not vanish form an orthonormal basis of N (A * + z). Furthermore it is evident that z → σ n (z) is measurable for every n ∈ N. We now want to prove that we can "extract" those not-vanishing σ n (z) in a measurable manner with respect to z.
Definition 3.3. Let n j : C + → N for j < d + be defined inductively by n 1 (z) = 0, n j+1 (z) = inf{n ∈ N : σ n (z) = 0, n > n j (z)}.
Lemma 3.4. For every j < d + + 1, the map z → n j (z) is measurable.
Proof. We proceed inductively: n 1 is constant, hence measurable. In order to prove that n j+1 is measurable, it suffices to show that the set {z ∈ C + : n j+1 = k} is measurable for every k ∈ N. Note the following In summary, ω → V ω f (ω) is in L 2 (Ω; N (H * − i)). On the other hand, because the V ω are onto, every g ∈ L 2 (Ω; N (H * − i)) admits a representation g(ω) = V ω f (ω) for some f ∈ L 2 (Ω; H) satisfying f (ω) ∈ N (H * − (i − ϕ(ω))) almost everywhere, therefore N (H − i) ≃ L 2 (Ω; N (H * − i)).
By closedness of H * , the space N (H * −i), equipped with the inner product inherited from H, is a Hilbert space. In particular N (H * − i)⊗L 2 (Ω) = L 2 (Ω; N (H * − i)).
Remark 4.2. (i) Having constructed the deficiency spaces of H AB , we can answer the question of existence of self-adjoint extensions of H AB and in case of existence, construct them by the means we examined in Section 1. (ii) Note that, because of the fact that there is a one-to-one correspondence between self-adjoint extensions of a symmetric operator and unitary extensions of its Cayley transform, there are "more" self-adjoint extensions of H AB than there are of H A . 
