A new prime factor is given for each of the Fermât numbers F,2 and F^3
(none was previously known for Pj-j).
The factoring method used and its machine implementation are discussed. A short table of factors and a current status list are also included.
In recent years various investigators have used computers to search for prime factors of the Fermât numbers Fm = 22 + 1, m > 7 (see Selfridge [10] , Robinson [7] - [9] , Riesel [6] , Brillhart [1], Wrathall [12] , Morrison and Brillhart [3] , [4] ). In which divide F12 and F13, respectively. Previously, three prime factors of Fl2 had been discovered, while F13 was only known to be composite (see Paxson [5] ). It is well known that any prime factor of Fm has the form k • 2m + 2 + 1, m > 2. In searching for such a factor, we can try dividing Fm by each dk of this form for k less than some search limit Lm. Many composite dk can, of course, be eliminated as trial divisors in advance by sieving on the arithmetic sequence {dk} with small, odd primes (in our program the odd primes less than 500 were used).
To discover whether a dk which has survived the sieving is a factor of Fm, we calculate Fm (mod dk) by the usual powering method-here only a sequence of squarings and reductions. Since the residues r¡ of the powers 22 (mod dk), i < m, will necessarily be computed in this calculation, it is clear we should check to see if r¡ = -l(mod dk)
for each /', 8 < i < m, thereby determining in one stroke if dk is a factor of any of these F¡. It should be remarked, however, that k is always taken to be odd.
Thus, if Fm has a prime factor k • 2" + 2 + 1 with k odd and n > m, then this factor can only be discovered during the search for factors of Fn. For example, the factor of F. 3 was found during the investigation of F. 4, since in this case n -m = 1.
This procedure was coded in COMPASS assembly language for the CDC 6400 at It should be pointed out that there is a problem with running a low-priority job, which requires considerable memory, on a large processor like the CDC 6400. To maximize running time the program should always remain in core, i.e., it should not use so much space that other jobs (all of higher priority) continually cause it to be swapped onto a disk because of their memory requirements. On the other hand, the sieve, which the program uses, should occupy enough memory to avoid its continually having to be remade.
To solve this problem, we usually ran the program only on weekends, holidays, or late at night (when only nightowl system programmers were around). By asking, we could get a good idea of their memory requirements and scale our own space request accordingly. In addition to this, pieces of the sieve (64 words at a time-the minimum possible on this machine) were returned to the system, after they had been read, to further increase the likelihood that the job would remain in core. (The sieve was stored in reverse order, adjacent to the program, to facilitate this return.) When reading the sieve was completed, a new memory request was automatically made and a new section of the sieve was constructed. In general, the sieve required between half a million and a million bits.
In this investigation only Fm for 8 < m < 22 were considered. The search limits on k that were used in each case are listed on Table 1 . A limitation of 2 was placed on dk = k • 2m + 2 + 1 so that a remainder (mod dk) would be less than this amount-a convenient size for double-precision squaring on the CDC 6400.
All known factors of these Fm were rediscovered and are given with their discoverer and date in Table 2 (dates after 1925 are the dates of discovery).
