Elliptic systems of partial differential equations and the finite element method  by O'Connor, Brian M
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 94, 283-295 (1983) 
Elliptic Systems of Partial Differential Equations and the 
Finite Element Method 
BRIAN M. O’CONNOR 
Departmenl of Mathematics and Computer Science, 
Tennessee Technological University, Box 5054, Cookeville, Tennessee 38505 
Submitted by E. Stanley Lee 
An existence and uniqueness theorem is established for finite element solutions of 
elliptic systems of partial differential equations. To establish this result, an 
extension of Girding’s inequality is obtained which is valid for functions that do 
not necessarily vanish on the boundary of the region. To accomplish this extension, 
a stronger ellipticity condition, called very strong ellipticity, is defined with various 
necessary and sutlicient conditions given. 
1. INTRODUCTION 
Let J2 be a bounded and simply connected domain contained in R” with a 
continuous boundary. Consider the bilinear form 
dx=dx,dx, -..dx,, (1) 
where A,, Bi, Ci, and D are m x m matrices of real-valued functions 
bounded in a, and u and u are real m-vector-valued functions. In this section 
we assume u and v are in HA(O), the completion of C;(J?) in the H’(Q) 
norm 
We also make the following assumptions: 
(1) The bilinear form is symmetric; specifically, 
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(2) The functional a(u, u) is strongly elliptic in fin: 
Q(x,&v>~ (ig,R,(x)CSV) *6>0, VxE’v 
t = (t, 3 Tz ,..., t,> E R n, ?jEP. 
If p0 > 0 is the minimum of the positive function Q(x, <, II) on the compact 
set xE& l<l= 1, /VI= 1, then we have for any (and ‘I: 
We state Girding’s inequality, a well-known result [ 1, 21. 
LEMMA 1 (Girding’s inequality). If the functional a@, u) as in (1) is 
strongly elliptic, then there exist positive constants y,, and A,, such that 
~~~~~~~~~~,lI~ll~-~,II~II~~ v 1’ E H&q. 
Here II u IlO is the standard norm given by )I u II: = Jn u e G dx. 
Remark. Because of the assumption that all functions are real-valued, 
and all coefficient matrices have entries which real-valued functions, we can 
see that a(~, V) is always real, and so Girding’s inequality becomes 
~~~~~~~~oIl~ll:-~oIl~ll~~ Vu E H;(Q). 
Therefore, if we replace a(u, v) by a(u, v) + .J‘o (A,Z,u) . u dx, where I,,, is 
the m X m identity matrix, and relabel this as a(#, v), then we have 
4v, u> 2 Yo II u II: 3 Vu E H;(R). 
Clearly a(O,O) = 0, so a(~, v) is positive definite. Using this fact, we easily 
determine that a(u, V) is a real inner product, and hence (a(~, u))“’ is a 
norm. 
From the Cauchy-Schwarz inequality it can be shown that there exists a 
positive constant K such that 
4wKKll4l:, Vu E H;(Q). 
Thus, (a(~, u))r’* and 1) u (I, are equivalent norms. 
We now look at the following variational problem: Find a stationary point 
of the functional J(V) = a(~, V) - 2(f, v), v E HA(R), where f is any given 
function belonging to the space Ho(R) = L’(R), and (f, V) is the standard L* 
inner product. This variational problem corresponds to an m-dimensional 
ELLIPTIC SYSTEMS AND THE FINITE ELEMENT METHOD 285 
system of second-order linear partial differential equations with homo- 
geneous boundary conditions, a Dirichlet problem, as can be seen using a 
straightforward integration by parts (divergence theorem). 
We wish to show that the minimum of J(v) exists and is unique as u varies 
over Hi(B). 
LEMMA 2. Suppose that u is a stationary point of J(v) over HA(B) and 
Vh is any closed subspace of HA(Q). Then minu,EVh a(u - v,,, u - vh) exists. 
Proof. Let u,, be the projection of u on the space H;(0) using the inner 
product a(., . ). By the properties of the projection, we know that uh 
minimizes a(u - uh, u - u,,) over Hi(Q). 
LEMMA 3. Suppose that u is a stationary point of J(v) over Hi(G), and 
V, is any closed subspace of HA(R). Then, 
(a) A stationary point of J(v,,) and the minimum of a(u - v,,, u - u,,) 
as v,, ranges over the subspace V,, are achieved by the same function, where 
equality is in the H’(R) sense. Thus, ifu,, is a stationary point of J(v,), then 
a(u - uh, u - uh) = min,h,,ha(u - vL, u - vh). 
(b) a(u - u,,, uh) = 0, Vu, E V,. 
(c) The stationary point u,, satisfies 
a(q, vn) = (5 uh), V vh E V,. 
In particular, if V, = HA(R), then a(u, v) = (f, v), V v E HA(Q). 
Proof: See [3, p. 401. 
Remark. It might be noted that Lemma 3(c) states that the function u is 
a solution of the weak formulation of the aforementioned Dirichlet problem. 
We have the following existence and uniqueness theorem: 
THEOREM 1. For any fixed f E Ho(R), the minimum of J(v) = a(v, v) - 
2( f, v) for v E H@) exists and is unique, if the functional a(u, v) is strongly 
elliptic. 
ProoJ Under our assumptions a(u, v) is an inner product. We define a 
new inner product [a, a] on .H’(R) by [u, v] = a(u, V) which gives a norm 
(I/v ](I = ([v, v] I’*). If f is fixed and u is an arbitrary element of HA(Q), then 
(f, u) is a bounded linear functional on H#2). In fact, 
ILL VI f Ilf 110 II ullo G Ilf IO II VII, + ([u, v]y2 =+. 
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Thus, by the Riesz representation theorem there is a unique vg E HA(R) such 
that (f, v) = [u, uO I. Using this we see that 
J(v) = [v, u] - 21 03 %I = [u - uo, 0 - DoI - [uo, &I = 1112) - uoII12 - /I/~ol/12. 
This attains a minimum at z; = u, and only there. 
We also have 
COROLLARY. For V,, a closed subspace of H#2), the minimum of J(u,,), 
vh E V,, exists and is unique, if the functional a(u, v) is strongly elliptic. 
Proof: The proof is the same as for Theorem 1, where here we use the 
Riesz representation theorem on the subspace V,. 
We now consider the finite element approximation to the solution of the 
variational problem. In the finite element method the domain B is divided 
into n-simplices or “elements,” some of which might be curvilinear, 
especially along the boundary of a. We consider Lagrangian elements, where 
on each element, the approximating function is an m-vector-valued function, 
with each component being a polynomial in n variables determined by its 
value at various nodal points such that the function is continuous across 
interelement boundaries. The nodal point values yielding a function that 
minimizes the functional are then found. 
The previous corollary cannot be applied to guarantee the existence and 
uniqueness of the finite element solution, however, because the space of 
functions used in the method is not a subspace of HA(R); the functions do 
not vanish on XI, the boundary of a. The functions can be chosen to vanish 
at the nodal points that lie on XI, but if 30 is curved this does not imply 
that the function will be zero on all of 3I2. It will probably be zero on some 
curve other than 30 but this curve will vary with the choice of the function. 
Similarly, the value of the function on 30 between nodal points will change 
as different functions are chosen. Thus we need to discover under what 
conditions the previous results can be extended to all of H’(O). 
2. AN EXTENSION 
Consider the following definition: 
DEFINITION. The functional a(u, v) as in Eq. (1) is said to be very 
strongly elliptic in a if for any m x II matrix of complex numbers r = (ri.i), 
there exists a positive number y, which does not depend on c, such that 
ELLIPTIC SYSTEMS AND THE FINITE ELEMENT METHOD 287 
where A;;‘(x) is the kth row, k’th column entry of the matrix Ai,j. 
We analyze this definition to obtain the following results: 
PROPOSITION 1. If the functional a(u, v) as in Eq. (1) is very strongly 
elliptic, then it is strongly elliptic. 
Proof. In the definition of very strong ellipticity, pick the rki as follows: 
rki = qkri, where t = (tl T t~~-.~ &,) T is an n-dimensional real vector and 
rl = (111, V2Y.Y I?,)~ is an m-dimensional complex vector. Then 
We also have that 
So very strong ellipticity implies 
for any r and v, which is strong ellipticity. The converse is false (as is shown 
in the Appendix), except for the case of a single equation (i.e., m = l), for in 
this case strong ellipticity and very strong ellipticity coincide, as can easily 
be verified using the respective definitions. 
PROPOSITION 2. A necessary condition that the functional a(u, v) as in 
(1) be very strongly elliptic in fi is that 
A;,“(x) AXx) > (A Xx)>’ forall x E $3 
and all a, c = l,..., m, b, d = l,.,., n, (a, b) # (c, d). 
Proof. Assume there is an x0 E 0, some integers p and r between 1 and 
m, and some integers q and s between 1 and n such that (p, q) # (r, s) and 
A:%JA::W G @:Xx,))*. 
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Choose the rki as follows: Let all the rki be zero except for r,,, and <,,. Then 
in this context, 
By our assumption, the discriminant on the right side of (3) is nonnegative at 
x =xr,, and thus there are {,,, and r,, for which the right side of (3) is 
nonpositive, a contradiction of the very strong ellipticity. 
Remark. It will be shown in the Appendix that this is not a suffkient 
condition. We now give a pair of sufficient conditions. 
PROPOSITION 3. A sufficient condition that the functional a(u, v) as in 
(1) be very strongly elliptic is that each A:(x) can be written as a sum 
A f’;(x) = E,,(X) + s a?+>, p,r= l,..., m, q,s= l,..., n, 
(P.9) + (T.S) 
such that every function E,,(X) satisJes EJX) > y > 0 for some constant y, 
and each a::(x) is a function which is nonnegative throughout J? with 
a%(x) 6Xx) > (AAXx>)‘, vx E 6, 
for all a, c = l,..., m, b, d = l,..., n, (a, 6) # (c, d). 
- 
Proof: Consider the “cross terms” &,rcd and <,,<,, in the expansion of 
the left-hand side of inequality (2). The coefftcients of these two terms are 
equal by our assumptions on the matrices A,. Thus the sum of these two - 
terms is U:;(x) Re &,b<rd. Now consider 
4%) I iL,12 + ~E’Xx) Re tabtcd t 4%) I L12. 
This is greater than or equal to zero for all complex rub andscd and all 
x E fi if and only if the discriminant is nonpositive throughout R: 
4%) 4%) > (AiXx>>‘~ VXEL!, 
precisely our condition. Doing this for all nonzero cross terms, we get 
for all x in fi, which is very strong ellipticity. 
We now give a suffkient condition which is easier to visualize: 
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COROLLARY. The functional a(u, v) as in (1) is very strongly elliptic if 
there exists a positive constant y such that for all x E fin, 
A::(x)>.+ 1 IA %>I~ p,r=l,..., m, q,s=:l,..., n. (4) 
(PJ7)+(r,s) 
Proof. Set the a~~(~) of Proposition 3 equal to IAzi(x)l, and then 
4Xx) G(x) = IAiXx>l IATPb(x>I = ~A%>>‘~ 
by our assumptions on the A,, and thus Proposition 3 can be applied. 
Remark. From the condition (4), it can be seen that if the functional 
a(u, v) is not very strongly elliptic as it stands, it can be made so simply by 
increasing sufficiently the diagonal entries of the Aii. This is the same 
process which can be employed to make a(u, v) strongly elliptic, but in that 
case it may not be necessary to increase the diagonal entries of Aii as much 
as is needed to give very strong ellipticity. 
We now prove a Girding-type inequality: 
LEMMA 4. Let R be a bounded and simply connected domain contained 
in R” with a continuous boundary. Assume that the functional a(u, v) as in 
(1) is very strongly elliptic in fi. Then there exist positive constants y, and ,I, 
such that 
4h 4 > y1 Ilvllf -4 114~7 vu E H’(R). 
Proof From (1) and the assumption that Bi = CT, we have that 
+ I,, (Do) . v dx 
= I + II + III. 
By the very strong ellipticity, I > y Iv Ii, where 
We also have that 
1111<2 5 i j IBfk’l I$I~I dx. 
k.k’=l i=l ll I 
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(5) 
and the fact that the Bfk’ are bounded, we get that 
=Mm~Iu(:+Mmns-lIlull~, 
where M is the bound for the BFk’. 
Now pick 6 so small that Mm6 < 4~. Therefore, 
IM~fYI4:+CIl~ll~~ c > 0, 
and so 
Finally, 
where, for the last inequality, we have used (5) with 6 = 1. Continuing, we 
get that 
IIIII<M’m c j 
k?, D 
Iu~~‘~x=M’~I/~JI~=C’(I~II~, C’ > 0. 
Combining the results, we get that 
I+II+III~yju~:-~yIul:-CJlvll~-C’Il~ll~ 
=~~Iv~:-(c+c’)Ilull~. 
We set y, = By and A, = C + C’ + y,, thus proving Lemma 4. 
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We now obtain extensions of the other results. First, we replace a(u, V) by 
a(#, v) + In (A, I,,, u) . u dx, renaming it a(u, u), and then we have 
4G v) 2 Yl IIVIIL v v E H’(R). 
Using the Cauchy-Schwartz inequality we see that (a(~, u))“” and IIuIj, are 
equivalent norms. Next we have that Lemmas 2 and 3 are valid with H’(O) 
replacing HA(O). Also we obtain 
THEOREM 2. For any fixed fE Ho(O), the minimum ofJ(v) = a(~, u) - 
2(f, v) for v E H’(Q) exists and is unique, if the functional u(u, v) is very 
strongly elliptic. 
COROLLARY. For V, a closed subspace of H’(Q), the minimum of 
J(Vh) = U(Vh 9 v/J - xc v/J, v,, E V,,, exists and is unique, tf the functional 
a(u, v) is very strongly elliptic. 
Finally, we obtain the main result. 
THEOREM 3. For any fixed f E Ho(Q), and any Lugrangian j?nite 
element space of m-vector-valued functions, V,,, defined and continuous on 
0, the minimum of J(v,,) = a(~,,, v,,) - 2(f, v,,), vh E I/,,, exists and is unique, 
tf the functional a(u, v) is very strongly elliptic. 
Proof. From the previous corollary, we see that it suffices to show that 
Vh is a closed subspace of H’(Q). To this end we consider a sequence (f k } 
of functions in V,, which converge in the H’ norm: for any E > 0, there exists 
a number K such that if k’, k” > K, then ljfk' -f""lli < E. 
With each nodal point, Pi, 1 < i < N, we associate the corresponding 
“basis function” vi, which is the polynomial having the same form as the 
components of V, such that u/,(Pj) = 6,. (The nodal points are arranged so 
that unique basis functions exist.) If the pth component of f k, f:, has 
fi(Pi) = CfP, then fi = EYE, CFPy/,. We wish to show the convergence of the 
fi implies convergence of the CfP for each i. 
We suppose the contrary. Without loss of generality, we assume the coef- 
ficients C& do not converge: for sufficiently small E’ and any K’ > K there 
is a number k > K’ such that 1 CT; ’ - C& > E’. Now let 
IC;;’ - CfDl =dfp, i = 1, 2,.. ., N, 
4 = i=y,,“, N 4P’ 
j=l,...,,l 
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At P,, the value of If,““’ -fi/ is dtp. If a ball B of radius r is drawn about 
P,, then at each point of B, 
If;+’ -fil>dfp-M f dFpr>dfp-MNdir. 
k=l 
If we let r = d:p/2MNdi, then 1 fit ’ -fi[ > d:p/2 on B. Thus 
Ilf”” -f”ll:.. a Iif”” -f”IIL > Ilfk” -f”llL > vpk+ -.f;itcLI 
> (volume of B) 2 (dtp )* = W, ($!q2 i---c&$ (6) 
where w, is the volume constant for an n-dimensional ball (w, = z, w3 = In, 
etc.). 
Suppose the di, k = 1,2, 3 ,..., have an upper bound U. Then 
Ilfk” -f”llLl > wn (+)* (&)” > w, (;)* (&-J, 
which is greater than E for suffkiently small E, contradicting the assumption 
that IIJk’ ’ -f”ll: < E for k > K. 
In the case where the di are not bounded, there must then be an infinite 
number of the di that are bigger than each of the previous ones. Considering 
this subsequence, we recall that each one of these is equal to some dfp, and 
so there must be an i’, 1 < i’ ,< N, such that there are an infinite number of 
dfpp in the subsequence of the di. We can assume that i’ = 1 without loss of 
generality. If we treat only these terms as the full sequence, then di = dlfp for 
all k. Thus, from (6), 
(Ifk" -skII:,, > w, (*)* (-&)'> w, ($)'(&$ 
which is greater than E for sufficiently small E, again contradicting the 
convergence of the f”. 
Thus we have that the coefficients of the basis functions converge for each 
nodal point. Let Ci, = lim,,, Cfp, i = 1, 2 ,..., N. Next let fp = CT=, Cip I///* 
Then f, = lim,,,f~. Finally, let f be the m-vector-valued function with pth 
component f,, p = 1,2,..., m. Thus fE V,, and V, is therefore a closed 
subspace of H’(R) and the previous corollary yields the desired result. 
Remark. In Theorem 3 it is not necessary that the functions in V,, vanish 
at the nodal points on X?; the approximating functions will still form a 
closed subspace of H’(O). In fact, it is not even necessary to have nodal 
points exactly on aa. As is often done, an approximate boundary, 8R,, can 
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be introduced, with nodal points on LU2,,. The same existence and uniqueness 
result can be obtained just by considering the extension or restriction of the 
polynomials to 0. 
3. CONCLUDING REMARKS 
Since, as we have seen, strong ellipticity and very strong ellipticity 
coincide for a single equation, Girding’s inequality can be extended to 
H’(O) and the existence and uniqueness theorem for the finite element space 
can be obtained without introducing the concept of very strong ellipticity. It 
is when systems of equations are considered, however, that the very strong 
ellipticity is needed to obtain the extension of Girding’s inequality which 
leads to the existence and uniqueness theorem. 
4. APPENDIX 
Here we give an example of a strongly elliptic functional that is not very 
strongly elliptic. We consider the functional 
where u(x) = (u,(x), u*(x))~ and v(x) = (O,(X), v,(x))~, and 
We first show that the functional a(u, u) is strongly elliptic. If in the 
definition of strong ellipticity we let 
rl = (rl,, v2) = (x, + iyr, x2 + iy2), 
then we have that 
\” 
i.71 
Ai,i(X)<i<jqJ * 4=2Oc:(x: +y:) + 31r:(x: +Y:) 
+ 3 l&x: + 4’:) + 20(:(x: + y:, 
+ 24tXx,x, +Y, y2> + 245, C2(.vz + yI u2) 
- 245, r,(x: + ~3. (7) 
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We see from (5) with 6 = I that 
124r,r,x,x,l= 24 Ir,r21 I xI.qJ C 6(<: + t:)(x: +x:1, 
which implies that 
24~, r2x,x2 a -6~: + mx: + 4). 
Similarly we have that 
245, r2h Y, > 3: + G)(Y: + ~3~ 
245:x,x, > -12r;(x; +x;), 
24+,~, a -12r:(~: +Y:), 
-245,r,x: a -12(r: + r:)~:, 
-245,~: > -12(r: + &Y: . 
Substituting (8) and (9) into (7) we obtain 
(8) 
(9) 
which is strong ellipticity. 
We now show that the functionai is not very strongly elliptic. We have 
that 
(1 ” A~~‘(X)~~~j~=20~~~~/*$31~~~~12+31~~~~~*+20~~~~~* - - 
k.k’- 1 i,j=1 
- 
t 24 Re rllr2, + 24 Re Wz2 - 24 Re t2,522. 
If we let 
we get that 
which shows that the functional is not very strongly elliptic. It might be 
noted that this functional does satisfy the necessary condition for very strong 
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ellipticity given in Proposition 2, and thus demonstrates that this condition is 
not a sufficient condition. 
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