It is known that any k-uniform family with covering number t has at most k t t-covers. In this paper, we give better upper bounds for the number of t-covers in k-uniform intersecting families with covering number t.
Introduction
Let X be a nite set. The family of all k-element subsets of X is denoted by 0 X k 1 . We always assume that jXj is suciently large with respect to k. A Note that jC t (F)j k t was proved by Gy arf as [6] without the assumption of F being intersecting. In that inequality, equality is attained only if F consists of t pairwise disjoint sets, in particular, for t 2 if F is non-intersecting. The aim of the present paper is to attain better bounds for p t (k). It is shown in [2] (see also [3] and [5] ) that the maximum size of k-uniform intersecting families with covering number t is (p t01 (k) + o(1)) 0 n k0t 1 as the number of vertices n tends to innity. So, it is greatly important to determine the value p t (k). See [1] , [2] , [3] and [7] for the results on the maximum size of k-uniform intersecting families with covering number restrictions.
One can easily see that p 1 (k) = k. For t = 2 and 3, the value p t (k) is determined in [2] , [3] and [4] . For a xed t, the following conjecture is found in [4] .
The coecient of k t01 in this conjecture is best possible if it is true. Example 1 Let T be any tournament with its vertex set f1; 2; : : : ; tg, and let i be the outdegree of the vertex i of T . Preparing t sets of vertices X 1 , X 2 , : : :, X t such that jX i j = k 0 i for (1 i t), we dene a family F i for each i ( 
In view of this example, we give the following conjecture. Obviously, C 0 C = C t (F), and
Hence, in order to prove the lemma, it suces to show that jC 0 C 0 j = O(k t02 ). For each i (1 i t), let C i be the set of t-covers C of F such that C \ X i = ;. Fix i and A 2 F i . Since every t-cover C 2 C i contains some vertex in A 0 X i , there exists a vertex x 2 A 0 X i such that jC i (x)j 1 i jC i j. Now, there exists an edge B 2 F i such that x 6 2 B. Since every cover C 2 C i (x) must contain some vertex in B 0 X i , there exists a vertex y 2 B 0 X i such that jC i (xy)j In this section, we show that Conjecture 2, and hence Conjecture 1, is true for t = 4 and t = 5. We want to show that
We use the following notation. For I f1; 2; 3; 4g, dene F I = S i2I F i and X I = S i2I X i . If I = fi;j;: : :g, then we write F ij111 and X ij111 instead of F fi;j;:::g and X fi;j;:::g , respectively. Note that (F I ) = jIj, for otherwise, i.e., if (F I ) < jIj, then F can be covered by at most three vertices. Case 1. jX 1 j = k. If jX 2 j k 0 2, then P 4 i=1 (k 0 jX i j) 6 , and we are done. So, we may assume that jX 2 j = k 0 1. In this case, for any F 2 F 12 , F X 12 holds, i.e., F \ X 34 = ;. Since (F 12 ) = 2, every edge G 2 F 34 contains at least two vertices of X 12 , in order to intersect with all edges in F 12 . Hence, we have jX 3 j k 0 2. We may assume that jX 3 j = k 0 2. Then, V (F 123 ) = X 123 . In particular, for every edge F 2 F 123 , F \ X 4 = ;. Since (F 123 ) = 3, every edge G 2 F 4 must contain at least three vertices of X 123 . Hence, jX 4 j k 0 3. Thus, P 4 i=1 (k 0 jX i j) 6 has been proved. Case 2. jX 1 j k 0 1. We may assume that jX 1 j = jX 2 j = jX 3 j = k 0 1 and that jX 4 j = k 0 1 or k 0 2. Let H 2 F 4 . Since jH 0 X 4 j 2 and (F 123 ) = 3, H 0 X 4 does not cover F 123 . This implies that there exists an edge F 2 F 123 such that F \ H X 4 . We may assume that F 2 F 1 . In particular, F X 14 . Then, every edge G 2 F i (i = 2; 3) consists of X i and some vertex in F X 14 . In this situation, it is easy to see that some edge G 2 F 2 and G 0 2 F 3 do not intersect, or that (F 12 ) or (F 13 ) is one, a contradiction.
Our proof of Theorem 5 is lengthy and tedious. So, we give only a part of the proof. We use the same notation used in the proof of Theorem 4. Also, we use the following facts.
(1) For I f1; 2; 3; 4; 5g, (F I ) = jIj holds. (2) For F 2 F i and G 2 F j (i 6 = j), if F \ (G 0 X j ) = ;, then F \ X j 6 = ;. (3) Let I f1; 2; 3; 4; 5g. Suppose that V (F I )\ X j = ;. Then, for every F 2 F j , F 0X j covers F I . In particular, jF 0 X j j = k 0 jX j j jIj.
We may assume that jX 1 j jX 2 j jX 3 j jX 4 j jX 5 j. Now, we want to show that 
