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We show that initial conditions for small-field inflation can be determined quantum mechanically by
introducing a suitable flattened region in the scalar potential. The inflaton is then driven toward the slow-
roll attractor solution exponentially fast, desensitizing inflation from the initial velocity and partially
evading the so-called overshoot problem. We give an explicit example in the context of hilltop inflation by
introducing an ultra-slow-roll plateau around the maximum of the potential and analyze its effect on the
phase-space trajectories.
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I. INTRODUCTION
Inflation is the dominant solution to the shortcomings of
the standard cosmological model [1–5], providing us with a
theoretical explanation of the observed Gaussian, adiabatic,
and scale invariant cosmic microwave background (CMB)
temperature fluctuations. A fundamental aspect of the
inflationary dynamics is the problem of initial conditions
[6,7]: how possible is it for inflation to begin in a potential
landscape? Among the questions regarding the initial state
of the Universe lies the issue of fine-tuning the phase-space
patch from which a successful slow-roll trajectory begins.
If this patch is too small compared to the available phase-
space, then the model under consideration is plagued by the
so-called overshoot problem [8].
Inflationarymodels can be roughly divided into two broad
categories of large-field and small-field depending on the
distance in field space that the inflaton has to trace during its
slow-rolling from an initial value, associated with the period
when the modes responsible for the CMB anisotropies exit
the Hubble horizon, to a final value signaling the onset of
reheating; i.e., along the 60 e-folds required to solve the
horizon and flatness problems (or a bit less, up to 50, when
the scale of inflation is at lower energies, up to TeV). The
fine-tuning of the initial phase-space patch is then easy to
treat in large-field models like chaotic inflation: no matter
how rare a causally connected flat patch is, if there is one—
and there must be one, statistically speaking–then it will
inflate and result in our observable Universe.
Attracting as they might be from this perspective, large-
field models face other issues. For example, the framework
used to address inflation, general relativity (GR) itself,
should be viewed as an effective field theory, with the
Planck mass MPl ≃ 2.4 × 1018 GeV the ultraviolet (UV)
cutoff marking the quantum gravity regime. The fact that
the field has to trace a trans-Planckian distance has thus
implications on the validity of inflation as an effective
process. Recently, this has led to a quite active discussion
on the possibility of realizing inflation in a quantum gravity
framework (swampland program, for reviews see [9,10]).
On the other hand, in small-field inflation, where the
coarse graining of spacetime into causally connected
patches is less refined, it becomes less probable for the
right initial condition to be met and consequently for
inflation to begin [7]. A realization of this is the overshoot
problem in hilltop inflation (or in general, inflection point
inflation): if the kinetic energy is too large or the initial
inflaton value is slightly displaced from the maximum, then
inflation lasts for much less than the required 60 e-folds.
In this note, we focus on small-field models and consider
a flattened region of the potential around the point when
CMB scales exit the horizon. Along this ultraflat patch, the
classical dynamics is driven by the friction due to the
expanding spacetime, which eventually forces the field to a
halt, no matter how large the kinetic energy is. This shares
many features with the plateau models studied in [11,12].
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However, here we extend the idea and consider a plateau
region as a generic module of any small-field model. We
show that as the velocity diminishes, at some point the
contribution of the long wavelength quantum fluctuations
becomes dominant and one can set initial conditions
quantum mechanically.1 This is an initial condition in
the sense that, given a long enough plateau, all the previous
dynamics is rendered irrelevant, since the field eventually
becomes dominated by the fluctuations.
Restricting the initial field value to be close to the end of
this plateau allows us to compute the root-mean-square
values of the fluctuations via the standard quantization
procedure around de Sitter (dS) spacetime, which uniquely
fixes the initial velocity. Considering the phase-space from
this point onward, there is no overshoot. However, depend-
ing on the ratio of the kinetic to potential energy, the field
might have traveled a trans-Planckian distance until it
diminishes enough so that the long wave fluctuations take
over, which is where we set initial conditions for slow-roll
inflation. By adding such a plateau module, either far away
from the end of inflation or on the hilltop, we thus turn a
small-field model into a large-field one, trading the over-
shoot problem with a trans-Planckian displacement. There
are several mechanisms leading to asymptotic plateaux or
flattened hilltops, which we briefly outline. Alternatively, in
hilltop scenarios, starting at the maximum of the potential
with classically zero speed may be motivated by symmetry,
if at high temperatures this point is a symmetric minimum
which became a maximum after spontaneous symmetry
breaking occurring in a different field direction when
temperature cooled down. In this case, our calculation of
initial conditions is still valid.
Before passing to the main subject, let us first set the
notation that we will use in the rest of the paper by
discussing a few general points.
Preliminaries/notation.— The background Friedmann-
Lemaître-Robertson-Walker (FLRW) spacetime, sourced
by the homogeneous inflaton field ϕ̄ðtÞ, is described by a
line element given byffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ds2 ¼ aðτÞ2ð−dτ2 þ dx2
q
Þ; ð1:1Þ
where τ ∈ ð−∞; 0Þ is the conformal time, defined as
aðτÞdτ ¼ dt. The Hubble expansion rate is given by
H ¼ d ln a
dt
; ð1:2Þ
and the e-fold number is defined as
N ≡ ln a ¼
Z
dtH ≃Ht; ð1:3Þ
the last equality being exact for a constant Hubble rate, in
which case the metric (1.1) describes the flat slicing of dS
space, with
aðτÞ ¼ ð−HτÞ−1: ð1:4Þ
Depending on the situation, and since there is a one-to-one
map among them, we will use the cosmic (t), conformal (τ),
and e-fold number (N) as time variables interchangeably
(where there is no confusion). We denote cosmic time
derivatives with overdots ð_Þ and derivatives with respect to
e-fold with a prime ð0Þ. Moreover, when referring to
specific points in field space—corresponding to specific
moments—we will further replace the time variable with an
index; to summarize,
ϕ̄ðtiÞ≡ ϕ̄ðτiÞ≡ ϕ̄ðNiÞ≡ ϕ̄i:
Organization of the paper.—We begin in Sec. II by
describing the problem of initial conditions in small-field
hilltop inflation and discuss our proposal to compute the
initial conditions quantum mechanically around de Sitter
space (subsection II A). A possible implementation is by
introducing an extended flat region around the maximum
that could be a consequence of effective interactions of the
inflaton with other fields present in the underlying funda-
mental theory of gravity at high energies (subsection II B).
In Sec. III, we study the implications of such a flat region
resulting in an ultra-slow-roll (USR) phase (subsection III
A) and perform a quantum computation of the initial
conditions for inflation at the horizon exit that should be
somewhat earlier than the beginning of the usual classical
slow-roll trajectory (subsection III B). In Sec. IV, we
present an explicit example in the hilltop framework and
work out its implications and predictions. Finally, we
conclude in Sec. V.
II. OVERSHOOT IN SMALL-FIELD MODELS
In order to exemplify the problem, we will consider a
well-studied small-field model, hilltop inflation [14]. In this
scenario, the potential has a maximum Vm, located at
ϕ̄ ¼ ϕ̄m, around which we may expand the potential as
Vðϕ̄m þ Δϕ̄Þ ¼ Vm

1 −
jηj
2
Δϕ̄2
M2Pl
þ…

: ð2:1Þ
Focusing on the initial dynamics of the field, we may
neglect the higher order terms in the potential. We further
assume that jηj ≪ 1 so that the field slowly rolls down the
potential for at least 60 e-folds. The dynamics is thus
specified, in cosmic time, by
̈ϕ̄þ 3H _̄ϕ − jηj Vm
M2Pl
ϕ̄ ¼ 0 ð2:2Þ
and
1See also Ref. [13] for another way to set quantum initial
conditions in hilltop scenarios via tunneling of the initial field
value to a position in the neighborhood of the maximum.
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H2 ¼ 1
6M2Pl
ð _̄ϕ2 þ 2VÞ: ð2:3Þ
Being second order in derivatives, the system classically
requires two independent initial conditions ðϕ̄i; _̄ϕiÞ to
specify a solution. However, since the potential is such
that the field is slowly rolling and the expansion of
spacetime induces friction, via the term 3H _̄ϕ, the initial
velocity is irrelevant, or put in other words, the system
flows to an attractor solution for which j ̈ϕ̄j ≪ jH _̄ϕj and
H2 ∝ V. Nevertheless, if j _̄ϕij is large and/or ϕ̄i is slightly
displaced from the maximum, the systemmight never reach
this attractor within the 60 observable e-folds. This is the
so-called overshoot problem [8] which plagues small-field
inflation models. For instance, a numerical evaluation of
(2.2) and (2.3) with ðϕ̄i; _̄ϕiÞ ¼ ðϕ̄m; 10−4M2PlÞ reveals that
for this case the field spends only 25 e-folds in the slow-roll
phase, which is much less than the 60 e-folds required for
successful inflation.
A. Invoking symmetries
One way to evade this is to assume that the aforemen-
tioned symmetry at high energies classically selects the
initial condition ðϕ̄i; _̄ϕiÞ ¼ ðϕ̄m; 0Þ, i.e., the field is lying at
the symmetric point with vanishing initial velocity. This
configuration leads to a dS background with ϕ̄ðNÞ ¼ ϕ̄m
and 3M2PlH
2 ¼ Vm.
During inflation, the homogeneous field undergoes
quantum perturbations resulting in a weakly inhomo-
geneous field
ϕðt; xÞ ¼ ϕ̄ðtÞ þ δϕðt; xÞ; ð2:4Þ
which sources the observed CMB temperature anisotropies
and eventually the large-scale structure of the Universe. In
the case under consideration, the long wavelength Fourier
modes of these fluctuations will spontaneously destabilize
the initial background configuration. Since the only energy
scale in the problem is the dS radius, set by H, the average
position/velocity of the long modes will induce a quantum
initial condition for the background
ðϕ̄i; _̄ϕiÞ ≃ ðH;H2Þ; ð2:5Þ
where we neglected numerical factors.2 Since Vm ≫ H4,
the Friedmann equation reads 3M2PlH
2 ¼ Vm, and we
can solve (2.2) to obtain, to first order3 in η,
ϕ̄ðNÞ ¼ ϕ̄m þ
H
9
ð3þ ð3N − 2ÞjηjÞð1 − e−3NÞ: ð2:6Þ
Now ̈ϕ̄=ðH _̄ϕÞ ∼ e−3N, such that after a couple of e-folds we
have ̈ϕ̄=ðH _̄ϕÞ ≪ 1 and the attractor is reached. Solving the
system (2.2) and (2.3) numerically, we can verify that
indeed in this case the field spends around 60 e-folds slowly
rolling before it reaches the minimum of the potential at
zero energy, where the neglected terms become relevant
stabilizing the potential and triggering a reheating phase.
However, in the most general situation, where inflation is
embedded in some ultraviolet framework, there might be
more energy scales, and hence, from a bottom-up point of
view, the initial velocity should be considered as a free
parameter setting the UV cutoff of the effective field theory
description, with an upper bound given by the Planck scale.
As mentioned in the previous paragraph, this brings us back
to the overshoot problem.
B. Initial decelerating phase
In order to ameliorate this problem, we will consider a
situation where the field begins in a decelerating phase such
that whatever the initial velocity is, it (classically) gets
dissipated away rendering any previous dynamics irrel-
evant. At this point, when the background field lies nearly
frozen at some position, we can consider the long wave-
length modes of the quantum fluctuation as setting initial
conditions for the later evolution. There are a number of
ways to slow down the inflaton field, like particle pro-
duction [24,25], or the presence of a nearly flat region of
the potential, which can also be attributed to interactions
with heavy degrees of freedom [26] (see also [27] for recent
developments in a supergravity framework and [28] for a
string theoretic interpretation).
Here, we will consider the latter possibility: an extended
ultraflat region around the point where we set initial
conditions. A simple example of this sort, due to the
presence4 of a heavy field, is given in Ref. [26] (see also
[29]): consider a light inflaton φ and a heavy scalar χ
interacting via Vðφ;χÞ¼g2φ2χ2þM2χðχ−χ0Þ2. Assuming
Mχ ≫ H, minimizing along the heavy direction and con-
sidering the large-field region φ ≫ Mχ=g, results in
VðφÞ ≃M2χχ20

1 −
M2χ
g2φ2

; ð2:7Þ
which is quite flat around where one sets the initial
condition, far (at least 60 e-folds) from the point marking
the end of inflation. Such potentials arise typically in brane
inflation [30,31].2The exact values, which we compute in the next section, are
given in terms of the dS temperature TdS ¼ H=2π. Furthermore,
there is a time dependence in the both ϕ̄i and
_̄ϕi stemming from
well-known properties of field theory on dS space [15–23].
3The parameter jηj here is fixed by the spectral index of the
curvature power spectrum measured by Planck to jηj ∼ 0.02.
4As pointed out in [26] (see also [28]), a heavy field coupled to
the inflaton does not guarantee the flatness of the potential; in a
realistic case, details of the UV physics, such as, e.g., the
compactification mechanism, might spoil this feature.
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Asimilar effect of flattening the potential far away from the
minimum can be also obtained in the Palatini formulation of
GR where the metric and the connection are treated as
independent variables. Although pure gravity is equivalent
in both formulations, this is not the casewhen scalar fields are
present with nonminimal couplings, as well as in the presence
of an R2 term (see [32] for a review). In this case, it turns out
that the Palatini formulation of a model described by a
potential VðϕÞ leads to the creation of a plateau for the
Einstein-frame potential V̄ðϕÞ ¼ VðϕÞ=ð1þ 4αVðϕÞ=M4PlÞ
at large field-values where α is the R2 coupling, providing
new possibilities for slow-roll inflation [33,34]. Indeed,
whatever the origin of the plateau is, such models have been
shown to be free of fine-tuned initial conditions [12,35].
Another mechanism leading to the flattening of the
potential around extrema—hence, appropriate for hilltop
scenarios—is the running of the inflaton mass under
renormalization group flow [36,37]. This induces a depend-
ence of the curvature of the potential on the field value, and
according to the UVembedding of inflation, it can be made
small enough so that the dynamics around the maximum
exhibits a decelerating phase. Finally, the higher order
terms neglected in (2.1) may have a similar effect.
From a landscape perspective [38], all of the above cases
can be thought of as specific points in the moduli space of
the parent theory, wherein inflation operates, leading to
randomly distributed ultraflat regions of some multifield
potential arising from, e.g., string compactifications. Initial
conditions can then be understood as quantum tunneling
from such initial patches to the slow-roll regime [39–41].
Our purpose here is not to study a particular realization but
to argue that a decelerating phase as a module of an infla-
tionarymodel desensitizes inflation fromUV completions, in
the sense that the initial kinetic energy is dynamically set by
theHubble scale. Perturbation theory along such extended flat
regions in the inflaton potential has been considered in the
literature for several purposes, among which are the produc-
tion of primordial black holes [42–45], if this plateau lies
close to the end of inflation, as well as the study of USR
inflation [46,47], whose nonattractor nature serves as an
interesting single-field counterexample [48] to the local non-
Gaussianity consistency condition [49]. Here, wewill use the
friction-driven USR motion in order to dynamically set
quantum initial conditions for small-field models given by
Eq. (2.5). We thus trade the problem of a fine-tuned initial
phase-space patchwith the presence of a long and flat enough
region on the hilltop; in the latter case though, the flatness of
the potential might be justified from a UV point of view.
III. QUANTUM INITIAL CONDITIONS ON
ULTRA-SLOW-ROLL PLATEAUX
A. Background dynamics
We may define the USR motion along the ultraflat valley
by the following condition:
j ̈ϕ̄ðtÞj ≫
 dVdϕ̄
: ð3:1Þ
The width of this region may be determined by the
breakdown of this condition at ϕ̄ ¼ ϕ̄c,
̈ϕ̄ðtcÞ ¼
dV
dϕ̄

ϕ̄c
; ð3:2Þ
such that for N < Nc, the dynamics is governed approx-
imately by
̈ϕ̄þ 3HðtÞ _̄ϕ ¼ 0 ð3:3Þ
and the Friedmann equation (2.3), with Vm now specifying
the plateau’s height. Fixing ðϕ̄m; _̄ϕmÞ at some point along
this flat region, the system can be integrated exactly to yield
ϕ̄ðNÞ ¼ ϕ̄m þ
ffiffiffi
2
3
r
MPl
"
tanh−1
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2Vm
_̄ϕ
2
m
s !
− tanh−1
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2Vm
_̄ϕ
2
m
e6ðN−NmÞ
s !#
ð3:4Þ
and
H2ðNÞ ¼ 1
6M2Pl
ð _̄ϕ2ðNÞ þ 2VmÞ; with
_̄ϕðNÞ ¼ _̄ϕme−3ðN−NmÞ; ð3:5Þ
where we have switched to the e-fold time variable.
From the velocity in (3.5), we see that whatever value _̄ϕm
has, the Hubble friction will (asymptotically) force the field
to a halt [46], say at position ϕ̄0. The higher the initial
velocity, the longer it takes for this to happen. Moreover,
from the Friedmann equation, this implies that the space-
time approaches dS even faster. To quantify this, let us
parametrize the inflationary scale via the Lyth bound [50]
as H ≃ 10−5rMPl, with r the tensor-to-scalar ratio, and
assume that for most of the 60 observable e-folds the field is
slowly rolling down its potential. Since the potential will
eventually dominate the inflationary motion, from (3.5), we
have
Vm ¼ 10−10r2M4Pl: ð3:6Þ
Moreover, as already mentioned, the most conservative
upper bound we can impose on the initial velocity is the
Planck scale,
j _̄ϕmj ≤ M2Pl: ð3:7Þ
The interval ΔN0 ≡ jNm − N0j, during which the field
decelerates while the Hubble rate approaches a constant,
can be estimated by the condition
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_̄ϕ
2
me−6ΔN0 ¼ 2Vm; ð3:8Þ
yielding
ΔN0 ¼
1
6
ln
_̄ϕ
2
m
2Vm
; ð3:9Þ
during which the classical solution (3.4) will have traveled,
Δϕ̄0 ≡ jϕ̄0 − ϕ̄mj ≃
ffiffiffi
6
p
ΔN0MPl: ð3:10Þ
For the extremal case _̄ϕm ¼ M2Pl and for r ∼ 0.01, from
Eq. (3.9), we obtain ΔN0 ≃ 4 and Δϕ̄0 ∼ 10MPl. Alter-
natively, for _̄ϕ
2
m < 2Vm, this happens within ΔN0 ≲ 1, while
Δϕ̄0 ≲MPl. We thus see that such an extended plateau of at
least four e-folds is enough to dissipate away even a Planckian
kinetic energy. Due to the shift symmetry of the potential, we
may now choose this terminal point5 as the origin of the
inflationary trajectory, i.e., set N0 ¼ ϕ̄0 ¼ 0, such that, for
times 0 < N < Nc, the solutions (3.4) and (3.5) reduce to
ϕ̄ðNÞ ≃ 0 and H2 ≃ Vm
3M2Pl
: ð3:11Þ
As wewill show in the next section, the quantum fluctuations
then provide a natural initial condition for the slow-roll phase,
which removes the fine-tuning of the initial phase-space to an
adequate degree.
However, as already mentioned, the price to pay for
inserting such a decelerating plateau is that we have
effectively turned a small-field model into a large-field
one: even if during the 60 e-folds of slow-roll inflation—
which begins at some time Ni ≥ 0—the field variation
remains sub-Planckian (thus avoiding a large tensor back-
ground), we see that from ϕm till ϕ0 the field can traverse a
region of 10MPl. Even though, due to the flatness of this
region, the potential and kinetic energy differences remain
always bounded by MPl, a trans-Planckian field displace-
ment can be problematic [51]. This is an ongoing issue
affecting all large-field models which wewill not address in
this paper.
Before discussing the perturbations, let us summarize the
time scales involved in the problem (see also Fig. 1) which
are as follows:
Nm: Some arbitrary early time when the effective
description of the system becomes operative. We take
ϕm lying along a potential plateau with some velocity
j _ϕmj≲M2Pl setting the UV cutoff.
N0: The time when the initial kinetic energy becomes
smaller than the potential and the spacetime reaches dS.
ΔN0 ≡ jN0 − Nmj defines the interval duringwhich the
field is decelerating. Since a Planckian kinetic energy
takes around four e-folds to dissipate, in order to cover
all phase-space we impose that this region lasts at least
four e-folds. Exploiting the shift symmetry along the
nearly flat region we set ϕ0 ¼ N0 ¼ 0.
Nc: The time when the curvature of the potential
becomes relevant marking the end of the USR phase.
At this point, the dynamics transits to slow-roll.
Ni: The time when the observable CMB scales leave the
Hubble horizon. This is where we set the initial
conditions for the following approximate 60 e-folds
of inflation. Ni can, in principle, be anywhere after N0
(see however the discussion at the end of Sec. III).
B. Dynamics of fluctuations
The long wavelength k < aH modes of δϕ and its
conjugate momentum6 δ _ϕ can be treated as classical
Gaussian random fields, which may be identified with
their root-mean-square values,
FIG. 1. The relevant time scales, the inflaton potential exhibiting a flat region and the corresponding field values and velocities.
5Note that the field only freezes asymptotically. The point
defined as ϕ̄0 is when the potential energy starts dominating the
spacetime evolution.
6On an FLRW background, the conjugate momentum is a3 _ϕ.
However, the volume factor will not be relevant for our purposes.
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δϕðtÞ ∼ δϕrmsðtÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hδϕ2ðtÞi
q
and
δ _ϕðtÞ ∼ δ _ϕrmsðtÞ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hδ _ϕ2ðtÞi
q
: ð3:12Þ
As argued in the previous section, at any time Ni ∈ ½0; Nc,
when ϕ̄ ¼ ϕ̄i, the background inflaton, i.e., the collection
of long wavelength Fourier modes of the field (2.4), is
dominated by the fluctuations (3.12),
ϕi ¼ δϕrmsðtiÞ and _ϕi ¼ δ _ϕrmsðtiÞ: ð3:13Þ
Therefore, if we can compute these, we may set the field
and velocity values at time Ni. This is an initial condition in
the sense that, given the presence of the plateau, any field
value before N0 ¼ 0 is irrelevant; thus, the interval ½0; Nc
spans the initial patch of the phase-space. Ni can thus
be thought of as just a coordinate charting the one-
dimensional phase-space, such that for any Ni ∈ ½0; Nc
there is a fixed trajectory, which, as we show in the next
section, does not overshoot.
As already stressed, this rather trades the problem of a
finely tuned initial phase-space patch with that of a nearly
flat region around the maximum, than solving it. Doing so
though, allows one to argue that the latter situation can be
justifiable on theoretical grounds. For example, in the
context of the discussion around Eq. (2.7), one can ask
what particle masses and couplings would be necessary in
order to make inflation a generic outcome, i.e., in order to
sustain at least four e-folds of USR before the 60 e-folds of
slow-roll inflation.
In order to compute the rms values of (3.12), we may
notice that around N0, the fluctuation δϕðti; xÞ and thus
ϕðti; xÞ itself can be treated as a quantum field on de Sitter
space [52] sourced by Vm as in (3.11). We may then
consider the coincident limit of the two-point field and
velocity correlation functions at some time t0 ¼ 0when the
two fluctuations are in causal contact, as defining
the background rms values at some later time ti, when
the modes are well beyond the Hubble scale,
ϕi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lim
x→y
hϕðti; xÞϕðti; yÞi
q
and
_ϕi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lim
x→y
h _ϕðti; xÞ _ϕðti; yÞi
r
: ð3:14Þ
We may now proceed with the canonical quantization of
a scalar tachyon on a fixed dS spacetime obeying
ϕ̈þ 3H _ϕ −∇2ϕþ dV
dϕ
¼ 0; ð3:15Þ
with a potential of the form (2.1), in the standard way,
ϕðτ; xÞ ¼
Z
d3k
ð2πÞ3 e
ikxϕkðτÞ;
ϕkðτÞ ¼ aðkÞvkðτÞ þ a†ð−kÞvkðτÞ; ð3:16Þ
where the creation/annihilation operators satisfy canonical
commutation relations: ½aðkÞ; a†ðqÞ ¼ ð2πÞ3δ3ðk − qÞ,
while the amplitude vkðτÞ obeying a Bunch-Davies asymp-
totic condition reads
vkðτÞ ¼
ffiffiffi
π
p
2
Hð−τÞ3=2Hð1Þν ð−kτÞ: ð3:17Þ
Here, Hð1Þν is the Hankel function of the first kind and we
have defined
ν≡
ffiffiffiffiffiffiffiffiffiffiffiffiffi
9
4
þ μ2
r
with μ2 ≡ m
2
H2
; ð3:18Þ
with the tachyon mass m related to jηj in (2.1) as
m2 ¼ 6jηjH2. The coincident limit correlators defining
the rms values in (3.14) now read
hϕ2i i ¼
Z
d3k
ð2πÞ3 jvkðτiÞj
2 ð3:19Þ
and
h _ϕ2i i ¼
Z
d3k
ð2πÞ3H
2τ2i
 dvkdτi
2: ð3:20Þ
In the strictly massless limit, the field correlator is IR
divergent [15–23], while the velocity one is not. Indeed,
for any nonvanishing velocity, the field will reach an
infinite value at kτ → 0. For a nonvanishing mass, the
massive and tachyonic cases are distinct. Had we been
discussing a (nontachyonic) light field, the Bessel index ν
in Eq. (3.18) would have been ν → ν̄ ¼ 3=2 − μ2=3 and for
μ ≠ 0 the integral (3.19) could have been evaluated exactly
with the use of a UV cutoff. In other words, for a concave
potential, the field will travel only a finite distance before
it rolls back down toward zero. In our case though, a
tachyonic instability of the form (2.1) renders both corre-
lators IR divergent: a convex potential will eventually drive
the field and its velocity to infinity. Here, of course, the
potential is tachyonic locally around the maximum and at
some point higher order terms will regularize the correlator.
Nevertheless, for our purposes, the dS horizon and the finite
duration of the dS phase—see Fig. 1—provide a natural
cutoff which regularizes the divergence, even without
considering higher terms.
In order to see this, let us parametrize the physical
momentum range as
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ΛIR <
k
aðtÞ < ΛUV: ð3:21Þ
Now consider initial (UV) and final (IR) physical time
slices marked by t0 and ti and a time t ∈ ½t0; ti. These are to
be identified with the corresponding times summarized in
Fig. 1, so we can set t0 ¼ 0 and normalize the scale factor
to a0 ¼ 1. The smallest upper bound for the comoving
momentum in the interval ½0; ti is thus k < ΛUV, since
1 < a < ai. Similarly, the largest lower bound is given by
ΛIRai < k. Thus, the comoving momentum cutoffs read
kIR ¼ ΛIRai and kUV ¼ ΛUV: ð3:22Þ
Let us further refine these. Assuming that the Hubble rate
is constant for t ∈ ½0; ti, the size of the horizon is λH ∼ 1=H
throughout the whole evolution. The comoving wavelength
that reaches this scale at ti is given by λUV ¼ λH=ai, while
the one that is comparable to the horizon size at t0 ¼ 0 is
λIR ¼ aiλH. Then, the IR cutoff should be set such that
physical scales that are larger than the horizon during the
entire interval ½0; ti do not affect the Minkowski limit. That
is, we exclude scales that never were in causal contact for
t < ti. For the UV cutoff, the reasoning is similar; we are
interested in computing the two-point correlator at the final
time slice ti. The modes that contribute to the homogeneous
background are superhorizon at this point. Therefore, kUV
should be chosen such that the physical scales which are
always subhorizon during t ∈ ½0; ti do not contribute to the
background at time ti. Therefore,
ΛIR ¼
H
ai
and ΛUV ¼ Hai: ð3:23Þ
Plugging these into Eq. (3.22), the comoving cutoffs take
the form
kIR ¼ H and kUV ¼ Hai: ð3:24Þ
With proper cutoffs defined and the mode function (3.17)
at hand, we may now compute the coincident limit two-
point field and velocity correlators, at time ti. In the
massless limit—we discuss finite (tachyonic) mass correc-
tions right below—the Hankel function acquires a simple
form: i
ffiffiffiffiffiffiffi
πz3
p
Hð1Þ3=2ðzÞ ¼
ffiffiffi
2
p
eizð1 − izÞ, leading to [23]
hϕ2i i ¼
H2
8π
Z
1
e−Ni
dzz2jHð1Þ3=2ðzÞj2
¼

H
2π

2

Ni þ
1
2
ð1 − e−2NiÞ

ð3:25Þ
and
hϕ02i i ¼
H2
8π
Z
1
e−Ni
dzz
 ddz ðz3=2Hð1Þ3=2ðzÞÞ
2
¼ 1
4

H
2π

2
ð1 − e−4NiÞ; ð3:26Þ
where we have switched to the e-fold number as a time
variable.
For μ ¼ 0, the field correlator is indeed divergent in the
IR (defined by Ni → ∞), while the velocity is regular.
However, in our setup, the dS dynamics only holds as long
as the potential is flat enough such that the USR condition
(3.1) is met. Therefore, the time tc—defined in (3.2)—
provides a maximal IR cutoff. Also note that since the
cutoffs properly take into account the existence of the dS
horizon, we need to keep the low energy cutoff in the hϕ02i
correlator even if it is IR regular, which will also serve to
regularize the aforementioned divergence due to the finite
tachyonic mass corrections.
Equations (3.25) and (3.26) can be viewed as a para-
metric form of the phase-space curve given by
x2i ¼
1
2

1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 4q2i
q
− ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − 4q2i
q 
; ð3:27Þ
where
xi ≡
ffiffiffiffiffiffiffiffiffi
hϕ2i i
p
H=2π
and qi ≡
ffiffiffiffiffiffiffiffiffiffi
hϕ02i i
p
H=2π
; ð3:28Þ
with 0 ≤ qi ≤ 12
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−4Nc
p
.
Before passing to a specific example, where we draw
initial conditions from (3.27), a few comments are in order.
First, note that another way to obtain the qualitative form of
the correlators is the stochastic formalism7 introduced in
[21]. This approach captures correctly the cutoff depend-
ence of the two-point functions (3.25) and (3.26) but
disagrees in the numerical coefficients as a result of the
different treatment of short modes [23].
Second, in Ref. [23], the field and leading-order velocity
correlators (3.25), (3.26) were derived in the context of a
scalar field on an expanding spacetime for a general UV
cutoff. Here, we have placed the computation in the context
of initial conditions for inflation, via the argument pre-
sented in the previous section, while taking into account the
physical meaning of the cutoffs and the tachyonic nature of
the mass correction. By doing so, one can then view the IR
cutoff as a parameter running along the one-dimensional
phase-space (3.27) setting the initial point of the observable
inflationary trajectory.
7Indeed, in the Ni → 0 limit, the field two-point function
(3.25) can be considered as a solution to a Langevin equation of
the form _ϕ ¼ nðtÞ, where nðtÞ is a unit-normalized Gaussian
noise with variance σ2 ∝ t.
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Third, when the mass is nonvanishing, the time depend-
ence of the field and velocity correlators, (3.25) and (3.26),
gets modified and consequently the phase-space curve (3.27)
gets deformed, albeit by a small amount. One may compute
the corrections in μ order by order [23] upon using known
expressions for the derivatives of the Bessel functions with
respect to the index. Alternatively, one can choose values for
μ andNi and perform the integrals numerically. For example,
the value of the mass that we will use in the next section in
the context of hilltop inflation is μ2 ¼ 0.06, while Ni runs
from zero to its maximum value Nc, with Nc ¼ 4. The
corrections to the correlators in this case are less than 10%
of the leading μ ¼ 0 values, which induces a negligible
deformation of the phase-space curve as can be seen in
Fig. 2. Nevertheless, in what follows, we shall take the mass
corrections into account by preforming the integrals (3.19)
and (3.20) numerically.
Finally, note that our discussion is valid only when the
field lies in the plateau region, i.e., for initial time
0 < Ni < Nc. Moreover, Ni must be small (order 1 number)
since otherwise, as we comment in the next section, the
scalar metric fluctuations induced by δϕ dominate the
background spacetime and one has to resort to a quantum
treatment of gravitational dynamics. Therefore, our results
hold as long as Ni (the time when CMB scales exit the
horizon) is not far from N0 (where the potential becomes the
dominant contribution to the Hubble flow, which is where
we set our zero). Thus, the problem discussed here is the one
of the fine-tuned initial kinetic energies.
IV. QUADRATIC HILLTOP WITH QUANTUM
INITIAL CONDITIONS
As mentioned, our purpose is to argue that a USR plateau
as a module of a small-field model can ease the initial
condition problem by allowing sufficient time for the
friction to slow down the background so that the quantum
contributions (3.25) and (3.26) become dominant.
Indeed, as argued around Eq. (3.10), a plateau of at least
four e-folds (during which the field excursion is large) can
dissipate away initial kinetic energies of the order of the
Planck scale. As discussed in Sec. II, there are a few
mechanisms that lead to such a flattened region away from
the end of inflation, including interactions with massive
fields, quantum corrections, etc.
Let us note that in any case the USR dynamics must
eventually come to an end giving way to the slow-roll phase
[48,53]. The reason is that during the USR plateau the
Hubble slow-roll parameter is given by
ϵ≡ − _H
H2
¼
_ϕ2
2H2
∝ a−6: ð4:1Þ
Upon defining the curvature perturbation in the comoving
(δϕ ¼ 0) gauge via
ds2 ¼ −dt2 þ a2ðtÞe2Rðt;xÞdx2; ð4:2Þ
we may compute its dimensionless power spectrum as
PR ¼
k3
2π2
jRkj2 ¼
H2
8πϵ
ð4:3Þ
and observe that due to Eq. (4.1) it receives an expo-
nential enhancement of e6N . This stems from the expo-
nential growth of the would-be decaying superhorizon
modes. Indeed, solving the Mukhanov-Sasaki equation
[54–56] on the USR background, one finds on super-
horizon scales
R ¼ C1 þ C2
Z
dt
a3ϵ
: ð4:4Þ
In the slow-roll case where ϵ ≪ 1 is constant, the C2
mode would decay rapidly leaving the standard frozen
contribution C1 which sets the typical amplitude of a
fluctuation. On the USR background however, from (4.1),
we see that this would-be decaying contribution now
grows exponentially as e3N , leading to a strong enhance-
ment of the power spectrum. In order not to violate the
CMB normalization, we thus need to connect the USR
initial phase to a slow-roll one; if that is not the case, the
growth during the 60 e-folds would imply an inflationary
energy scale so low that would have been already ruled
out by surveys [48,53].
Let us thus denote the end of the USR phase by Nc,
defined in (3.2), such that ΔNc ≡ Nc − Ni characterizes
how many of the observable 60 e-folds are spent in this
phase. Since the modes freeze at the end of this period,
x
0.5
0.4
0.3
0.2
0.1
1 2 3
q
FIG. 2. The phase-space deformation induced by considering
μ2 ¼ 0.06 (blue), compared to the μ2 ¼ 0 case of Eq. (3.27)
(gray). We take 0 < Ni < 4.
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during the transition to the slow-roll regime, the final value
of the power spectrum reads
PR ¼
H2
8πϵc
e6ΔNc ; ð4:5Þ
where ϵc denotes the value of ϵ at the end of the USR
phase. The observed value of the power spectrum is
PR ≈ 2.2 × 10−9, while ϵc can be fixed by the tensor-to-
scalar ratio r. For ΔNc ∼ 60, (4.5) gives too small Hubble
rate. The non-attractor USR inflation thus can only last for
a limited number of e-folds [48,53]: ΔNc ≲ 4. In order to
study the transition to the slow-roll (SR) phase,8 we may
follow [57] and expand the potential around the transition
point ϕc, where we have to match with observations, fixing
ϵc and ηc.
In this note, however, we will assume the existence
of a plateau smoothly extending the maximum at the hilltop
into a region where (3.1) holds. Such a region may be the
result of a running mass due to quantum corrections or of
the higher order terms that stabilize the potential far from
the maximum. We may now observe that hilltop inflation,
by construction, begins in such a USR phase, i.e., there
always exists a finite region around the maximum for
which the condition (3.1) is satisfied; this region, however,
is too short to serve as a decelerating patch. Therefore,
we may set the point where the plateau is “glued” to the
hilltop to be ϕ0 ¼ 0 and expand the potential around there.
In other words, whatever the reason of an extended plateau
around the maximum is, at ϕ ¼ 0 we consider that the
theory is well described by the standard quadratic tachyonic
potential,
VðϕÞ ¼ 3H2M2Pl

1 − α2
ϕ
MPl
−
μ2
6
ϕ2
M2Pl
þ…

; ð4:6Þ
where we have assumed a small but nonvanishing gradient.
The dimensionless parameters α and μ are related to the
slow-roll parameters at the origin as
ϵV ≡M
2
Pl
2

V;ϕ
V

2
¼ α
4
2
; ð4:7Þ
ηV ≡M2Pl
V;ϕϕ
V
¼ − μ
2
3
: ð4:8Þ
Around the maximum of the scalar potential, where
VðϕÞ is given by (4.6), the Klein-Gordon equation can be
solved exactly to give
ϕðNÞ ¼ e−32ðN−NiÞ

3MPl
α2
μ2
þ ϕi

cosh½νðN − NiÞ
− 3MPl
α2
μ2
þ e
−3
2
ðN−NiÞ
2ν=3

3MPl
α2
μ2
þ ϕi þ
2
3
ϕ0i

× sinh½νðN − NiÞ: ð4:9Þ
This solution satisfies the initial condition ϕðNiÞ ¼ ϕi and
ϕ0ðNiÞ ¼ ϕ0i, with ðϕi;ϕ0iÞ given by (3.25) and (3.26). Note
that the classical solution is now uniquely determined by a
single parameter, the initial time Ni charting the curve
(3.27). Let us define the ratio βðNÞ≡ j ∂V=∂ϕ
ϕ̈ðtÞ j, such that the
USR condition (3.1) is satisfied for β ≪ 1. As the field
evolves, the curvature of the potential becomes more
important with the transition from ultra-slow-roll to
slow-roll happening when βðNcÞ ¼ 1. Upon using the
above classical solution, the transition time Nc can be
determined analytically,
ΔNc ≡ Nc − Ni ¼ 1
2ν
log

ϕ0iðνþ 3=2Þ − 3α2MPl − μ2ϕi
ϕ0iðν − 3=2Þ þ 3α2MPl þ μ2ϕi
	
:
ð4:10Þ
Since our quantum computation holds for 0 ≤ Ni ≤ Nc,
we have to imposeΔNc > 0. In Fig. 3 (left panel), we show
the allowed values for Ni and α that meet this condition
accommodating a possibly observed USR phase for fixed
μ2 ¼ 0.06 (or equivalently ηV ≈ −0.02). For each pair of
points ðNi; α2 MPlH Þ, the shading corresponds to the value of
ΔNc obtained by (4.10). As shown there, in order to have
ΔNc > 0, the slope α needs to satisfy the constraint
α2
MPl
H
≲ 0.0346: ð4:11Þ
By using (4.8) and r ¼ 16ϵV , the existence of an observable
USR phase gives the following constraint on the tensor-to-
scalar ratio:
r≲ 10−2

H
MPl

2
: ð4:12Þ
Hence, for H around the grand unified theory scale, the
tensor-to-scalar ratio must have a vanishingly small value.
We may thus consider the parameter space ðNi; μ2Þ in the
r ¼ 0 limit. We show the allowed values in the right panel
of Fig. 3. The shading corresponds to the value of ΔNc
obtained by (4.10). The maximum duration of the USR
phase for μ2 ¼ 0.06 can be determined by taking the limit
Ni → 0 in which we get ΔNmaxc ≈ 1.
In order to study the dynamics, we may introduce phase-
space variables
8The transition from the USR to the SR dynamics can also
generate non-Gaussianity [53,57].
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xðNÞ≡ ϕðNÞ
H=2π
and qðNÞ≡ ϕ
0ðNÞ
H=2π
; ð4:13Þ
such that xðNiÞ ¼ xi and qðNiÞ ¼ qi, with the latter defined
in (3.28). In Fig. 4, we plot the solution of the equation of
motion with initial conditions ðxi; qiÞ lying along the
(mass corrected) curve (3.27) as dictated by the quantum
fluctuations. As can be seen, the phase-space trajectories
begin in the nonattractor phase and rapidly (within four
e-folds) transit to the slow-roll profile q ∝ jηV jx, which lasts
for 60 e-folds, avoiding the overshoot issue [58] and hence
desensitizing hilltop inflation from the initial kinetic energy.
V. CONCLUSIONS
Hilltop models are attractive from an effective field
theory perspective but suffer from fine-tuning; for a
successful (60 e-folds long) phase of slow-roll inflation,
one has to begin inside a very small patch of the available
phase-space. The reason why this happens is easy to
understand: in small-field models, there is not enough time
for the Hubble friction to drive the dynamics toward the
slow-roll attractor, hence one has to set initial conditions
very close to it in order for this to happen within 60 e-folds.
In this work, we addressed the question of how one can
relax this problem from a bottom-up perspective. To this
end, we studied two solutions: one based on symmetries,
where the inflaton starts its slow-rolling at the hilltop due
to some putative internal symmetry which is subsequently
spontaneously broken; and another, encompassing an
ultraflat region around where one sets initial conditions
as a generic module of any small-field model. In the second
case, if the plateau is long enough, the classical field comes
to a halt exponentially fast at which point the superhorizon
quantum fluctuations dominate the background dynamics.
The latter can be treated as quantum fields on de Sitter
space whose correlators can be computed via the standard
quantization procedure. If CMB scales exit the Hubble
horizon shortly after the classical background has frozen,
the rms values of the quantum fluctuations provide initial
conditions for the field and its velocity in the sense that
FIG. 3. Left panel: contour plot for ΔNc showing the range of initial time Ni and slope of the potential α for which ΔNc > 0, with
μ2 ¼ 0.06. The red-dashed line corresponds to ΔNc ¼ 0, i.e., the initial time is taken in the slow-roll regime. Right panel: contour plot
for ΔNc showing the range of initial time Ni and the parameter μ2 satisfying ΔNc > 0. We consider the limit where r ¼ 0. The black
solid line corresponds to μ2 ¼ 0.06 (or ηV ¼ −0.02).
(a) (b) (c)
1 2 3 4
x
0.1
0.2
0.3
0.4
0.5
0.6
q
FIG. 4. The blue dashed line represents the one-dimensional
initial condition phase-space (3.27) with finite mass corrections
taken into account. Trajectories (a)–(c) correspond to the inflaton
dynamics for an initial time Ni ¼ ð0.1; 1; 3Þ, respectively. They
start by following nonattractor trajectories and then transit to the
slow-roll profile (blue solid line), which spans ∼60 e-folds. The
red solid lines depict the first four e-folds of each trajectory. We
have fixed α ¼ 0 and μ2 ¼ 0.06.
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whatever their values were before that becomes dynami-
cally irrelevant.
Setting initial conditions in this way reduces the phase-
space to one dimension and partially evades the overshoot
problem in the sense that once the initial position is chosen
close to the would-be maximum, the velocity is automati-
cally fixed. A plateau of around four e-folds is enough to
dissipate away even a Planckian initial kinetic energy at the
cost of a trans-Planckian field displacement during this
phase (although this takes place before the CMB scales exit
the horizon). We have thus recasted the initial velocity
problem in small-field models as a condition on the flatness
of the potential around the initial field value by considering
a “large-field” module, which is well motivated in embed-
dings of inflation in UV frameworks featuring a variety of
additional degrees of freedom.
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