The distributed temporal logic DTL is a logic for reasoning about temporal properties of distributed systems from the local point of view of the system's agents, which are assumed to execute sequentially and to interact by means of synchronous event sharing. Different versions of DTL have been provided over the years for a number of different applications, reflecting different perspectives on how non-local information can be accessed by each agent. In this paper, we propose a novel notion of distributed Büchi automaton envisaged to encompass DTL with a modelchecking mechanism.
Introduction
The distributed temporal logic DTL was introduced in [13] as a logic for specifying and reasoning about distributed information systems. DTL allows one to reason about temporal properties of distributed systems from the local point of view of the system's agents, which are assumed to execute sequentially and to interact by means of synchronous event sharing. In DTL, distribution is implicit and properties of entire systems are formulated in terms of the local properties of the agents and their interaction. The logic was shown to be decidable, as well as trace-consistent, which makes it suitable for model-checking tasks.
Different versions of distributed temporal logic have been given over the years for a number of different applications, reflecting different perspectives on how non-local information can be accessed by each agent. In particular, DTL has proved to be useful in the context of security protocol analysis in order to reason about the interplay between protocol models and security properties [8, 9, 5] . However, most of the results for security protocol analysis and for other case studies were obtained directly by semantic arguments. 1 To overcome this 1 DTL is closely related to the family of temporal logics whose semantics are based on the models of true concurrency introduced and developed in [17, 18, 21] . In particular, the problem, a labeled tableaux system for DTL was proposed in [3, 4] . The main goal was to have a usable deductive system in which deductions followed closely semantic arguments, also thanks to the labeling of the formulas along with a labeling algebra capturing the different semantic properties.
The labeled tableaux system was proved to be sound and complete, but decidability was not considered in [3, 4] and the system included an infinite closure rule to capture eventualities that are always delayed. Hence, the labeled system proved to be quite hard to use in practice although several properties can still be proved using only the tableaux system. For instance, the correctness of the two-phase commit protocol is one of such examples where a decision procedure is not needed. The DTL specification for a simplified version of the protocol as well as a proof of correctness using labelled tableaux can be found in [4] .
Nevertheless, DTL was shown to be decidable via a translation to linear temporal logic (LTL). However, when translating DTL specifications into LTL specifications, we lose one of the main advantages of DTL, namely the naturalness of the distributed nature of DTL, which allows for more natural and simpler specifications. Later, in [7] , a decidable tableaux system was proposed for DTL. The tableaux system was built on top of a tableaux system for LTL as presented in [15] . Similar systems for LTL have also been proposed, e.g., [16] . In the case of DTL, the tableaux system integrated in a smooth way both the usual rules for the temporal operators and rules for tackling the specific communication features of DTL.
In this paper, we take a first step towards empowering DTL with modelchecking tools. Nowadays, systems are becoming more and more complex which makes the task of verification such systems harder. Model-checking stands out as a tool well suited for automatic verification, which has been successfully used in industry with several well documented cases [19, 14, 2] . Depending on the temporal logic considered [20, 11] , the approach to model-checking is different [10, 12, 22] . In the case of DTL, we adopt an approach closer to the usual approaches in LTL, based on Büchi automata [22] . Our goal is to use Büchi automata to capture DTL models.
For the local component of our automata, we follow closely the ideas in [22, 1] . It is worth mentioning that, similar to [1] , in which an anchored version of LTL is considered, in this paper we consider an anchored version of DTL. This anchored version of DTL is less expressive in terms of global reasoning since DTL does not include global temporal operators and, thus, we cannot use the usual correspondence between anchored and floating semantics of temporal logic. However, it let us focus on the distributed nature and synchronization primitives of the logic.
We proceed as follows. In Section 2, we briefly introduce DTL, its syntax, semantics and some auxiliary notions that will be useful later. In Section 3, we present distributed Büchi automata for DTL and prove the correctness of the construction with respect to the semantics of DTL. In Section 4, we conclude and discuss future work.
semantics of these logics are based on a conflict-free version of Winskel's event structures [23] , enriched with information about sequential agents.
2 The Distributed Temporal Logic DTL ∅ As we mentioned above, a number of variants of DTL have been considered in the past, especially to adapt it to specific applications and case studies. In this paper, we consider an anchored variant of DTL that we call DTL ∅ and that has the following syntax and semantics.
Syntax
The logic is defined over a distributed signature
where Id is a finite non-empty set (of agent identifiers) and, for each agent i ∈ Id , Prop i is a set of local state propositions, which, intuitively characterize the current local states of the agents. We assume that
The local language L i of each agent i ∈ Id is defined by
with j ∈ Id . We will denote such local formulas by the letters ϕ and ψ. As the names suggests, local formulas hold locally for the different agents. For instance, locally for an agent i, the operators X and G are the usual next (tomorrow) and always in the future temporal operators, whereas the communication formula c j [ψ] means that agent i has just communicated (synchronized) with agent j, for whom ψ held. Other logical connectives (conjunction ∧, disjunction ∨, true ⊤, etc.) and temporal operators (sometime in the future F) can be defined as abbreviations as is standard.
The global language L is defined by
with i ∈ Id . We will denote the global formulas by α, β and δ. A global formula @ i [ϕ] means that the local formula ϕ holds for agent i.
In the sequel, we will need some auxiliary notions. The set of i-literals is the set of all state propositions and their negations:
Liti . Given i ∈ Id and ϕ, ψ ∈ L i , we say that ψ is an i-subformula of ϕ if ψ is ϕ or:
• ϕ is ¬ ϕ 1 and ψ is a subformula of ϕ 1 ;
• ϕ is ϕ 1 ⇒ ϕ 2 and ψ is a subformula of ϕ 1 or of ϕ 2 ;
• ϕ is X ϕ 1 and ψ is a subformula of ϕ 1 ;
• ϕ is G ϕ 1 and ψ is a subformula of ϕ 1 .
We denote by subf i (ϕ) the set of all i-subformulas of ϕ. When no confusion arises, we drop the reference to i and talk about subformulas. For instance, the set of subformulas of
Note that, from the point of view of agent i, formula c j [q 1 ⇒ q 2 ] has no further structure and is treated as atomic.
The i-closure of ϕ is the set of all its subformulas and their negations with the proviso that ¬ ¬ ψ is identified with ψ, that is,
Again, when no confusion arises, we will talk about the closure of a formula.
We also define similar concepts for the global language. Given α, β ∈ L, we say that β is a subformula of α if β is α or:
• α is ¬ α 1 and β is a subformula of α 1 ;
• α is α 1 ⇒ α 2 and β is a subformula of α 1 or of α 2 .
For instance, the set of subformulas of formula
The closure of α is the set of all its subformulas and their negations with the proviso that ¬ ¬ β is identified with β, that is,
Finally, given a set B ⊆ closure(α) and i ∈ Id we denote B↓ i the subset of B that contains all the global formulas of B and no local formulas other than those of agent i, that is, B↓ i satisfies the following conditions:
• B↓ i ⊆ B;
Semantics
The interpretation structures of L are labeled distributed life-cycles, built upon a simplified form of Winskel's event structures [23] .
A local life-cycle of an agent i ∈ Id is a countable infinite, discrete, and wellfounded total order λ i = Ev i , ≤ i , where Ev i is the set of local events and ≤ i the local order of causality. We define the corresponding local successor relation → i ⊆ Ev i × Ev i to be the relation such that e → i e ′ if e < i e ′ and there is no e ′′ such that e < i e ′′ < i e ′ . As a consequence, we have that ≤ i = → * i , i.e., ≤ i is the reflexive and transitive closure of → i .
A distributed life-cycle is a family λ = {λ i } i∈Id of local life-cycles such that ≤= ( i∈Id ≤ i )
* defines a partial order of global causality on the set of all events Ev = i∈Id Ev i .
Communication is modeled by event sharing, and thus for some event e we may have e ∈ Ev i ∩ Ev j , with i = j. In that case, requiring ≤ to be a partial order amounts to requiring that the local orders are globally compatible, thus excluding the existence of another e ′ ∈ Ev i ∩ Ev j such that e < i e ′ but e ′ < j e. We denote by Ids(e) the set {i ∈ Id | e ∈ Ev i }, for each e ∈ Ev .
We can check the progress of an agent by collecting all the local events that have occurred up to a given point. This yields the notion of the local state of agent i, which is a finite set ξ i ⊆ Ev i down-closed for local causality, i.e., if e ≤ i e ′ and e ′ ∈ ξ i then also e ∈ ξ i . The set Ξ i of all local states of an agent i is totally ordered by inclusion and has ∅ as the minimal element.
Each non-empty local state ξ i is reached, by the occurrence of an event that we call last (ξ i ), from the local state ξ i \ {last(ξ i )}. The local states of each agent are totally ordered, as a consequence of the total order on local events. Since they are discrete and well-founded, we can enumerate them as follows: ∅ is the 0 th state; {e}, where e is the minimum of Ev i , ≤ i , is the 1 st state; and if ξ i is the k th state of agent i and last (ξ i ) → i e, then ξ i ∪ {e} is agent i's (k + 1) th state. We will denote by ξ k i the k th state of agent i, so ξ 0 i = ∅ is the initial state and ξ k i is the state reached from the initial state after the occurrence of the first k events. In fact, ξ k i is the only state of agent i that contains k elements, i.e., where |ξ
We can also define the notion of a global state: a finite set ξ ⊆ Ev closed for global causality, i.e. if e ≤ e ′ and e ′ ∈ ξ, then also e ∈ ξ. The set Ξ of all global states constitutes a lattice under inclusion and has ∅ as the minimal element. Clearly, every global state ξ includes the local state ξ| i = ξ ∩ Ev i of each agent i. Given e ∈ Ev , e↓= {e ′ ∈ Ev | e ′ ≤ e} is always a global state. Figure 1 depicts a distributed life-cycle where each row comprises the local life-cycle of one agent. In particular, Ev i = {e 1 , e 4 , e 5 , e 8 , . . . } and → i corresponds to the arrows in i's row. We can think of the occurrence of event e 1 as leading agent i from its initial state ∅ to the state {e 1 }, and the the occurrence of event e 4 as leading to state {e 1 , e 4 }, and so on. Shared events at communication points are highlighted by the dotted vertical lines. Note that the numbers annotating the events are there only for convenience since, in general, no global total order on events is imposed. Figure 2 shows that corresponding lattice of global states.
An interpretation structure µ = λ, ϑ consists of a distributed life-cycle λ and a family ϑ = {ϑ i } i∈Id of local labeling functions, where, for each i ∈ Id , ϑ i : Ξ i → ℘(Prop i ) associates a set of local state propositions to each local state. We denote the tuple λ i , ϑ i also by µ i . We can the define a global satisfaction relation as follows. Given a global interpretation structure µ and a global state ξ then
The local satisfaction relations at local states are defined by
We say that µ (globally) satisfies α, or that µ is a model of α, written µ α, whenever µ, ∅ α. As expected, α is said to be satisfiable whenever there is µ such that µ α. We denote by Mod(α) the set of all models of α. We define similar notion for the local languages. We say that µ i (locally) satisfies ϕ, written
The following result will be useful in the future. It basically captures the traditional fixed-point characterization of the G temporal operator:
Lemma 2.1 Let µ i be a local interpretation structure and ξ i ∈ Ξ i any of its local states. Then
Distributed Büchi Automata
In this section we present Büchi automota for DTL. We start by presenting the traditional notion of nondeterministic Büchi automaton and generalized nondeterministic Büchi automaton. We use these notions to capture the local behaviour of the agents, given that each agent is essentially linear. In this case, we follow very closely the ideas presented in [1] . Then, we propose a novel notion of distributed Büchi automaton to capture the distributed nature of DTL.
A nondeterministic Büchi automation (NBA) is a tuple A = Q, Σ, δ, Q 0 , F where:
• Q is a nonempty finite set of states;
• Σ is a finite set alphabet symbols such that Q ∩ Σ = ∅;
Q is the transition function;
• Q 0 ⊆ Q is a set of initial states;
• F ⊆ Q is a set of acceptance states (also called final states).
When q ′ ∈ δ(q, a), we may write q a −→ q k ′ instead. Let Σ ω denote the set of all infinite words over Σ. A run for w = a 0 a 1 a 2 · · · ∈ Σ ω in A is an infinite sequence q 0 q 1 q 2 . . . of states in A such that q 0 ∈ Q 0 and q k a k −→ q k+1 , for k ∈ N:
ω | there exists an accepting run for w in A}.
A generalized nondeterministic Büchi automaton (GNBA) is a tuple G = Q, Σ, δ, Q 0 , F where Q, Σ, δ and Q 0 are defined just as for NBA and F is a (possibly empty) subset of 2 Q . The elements of F are called acceptance sets. A run for w = a 0 a 1 a 2 · · · ∈ Σ ω in G is defined as in the case of an NBA. A run q 0 q 1 q 2 . . . is accepting if for each acceptance set F ∈ F there are infinitely many indices k ∈ N such that q k ∈ F . The accepted language for a GNBA is defined just as for the case of an NBA.
The classes of NBA's and GNBA's are equivalent in the sense that they accept exactly the same languages. Every NBA is a particular case of a GNBA. Furthermore, for each GNBA G there exists an NBA A G such that L(A G ) = L(G). Details of this equivalence can be found in [1] .
In the sequel, we overload the ↓ i notation and use q↓ i to denote the projection of tuple q over component i.
Next, we present the novel notion of distributed Büchi automata for DTL. From now on, we assume fixed a distributed signature Σ = Id , {Prop} i∈Id .
such that:
is the set of all states q ′ satisfying:
The states of the DNBA are tuples of states from the local automata, one for each agent. Each symbol of the distributed alphabet is a nonempty set of symbols of the local automata with the proviso that in each global symbol there is at most one symbol from each agent. The transition from one state to the next at the global level is guided by the local behaviour of each component. If, for a particular global symbol a, agent i is not involved, that is, if a ∩ Σ i = ∅ then for this transition the agent's local state will not change. If, on the other hand, the agent is involved in a, that is, if a ∩ Σ i = ∅ then the agent's local state will change according to its local behaviour, which is dictated by δ i . Note that, in this case, we are abusing notation. If a ∩ Σ i = ∅ then a ∩ Σ i is a set, a singleton {a ′ } with a ′ ∈ Σ i , but nevertheless, a set. Hence, when we write δ i (q↓ i , a ∩ Σ i ) we obviously mean δ i (q↓ i , a ′ ). The language accepted by the distributed automaton will be as expected. It will accepted all the local words of the local automata. However, we need one additional proviso: we only consider fair words. A global word a 0 a 1 a 2 is fair if, for every i ∈ Id , a k ∩ Σ i = ∅, for infinitely many indices k ∈ N. We need to ensure that a global accepting run is locally accepting for each agent. So, we cannot simply promote a state q to accepting because one of its components is accepting in the local automaton. This would allow for the acceptance of other words from other local automata. A global run for a fair word w in D is a sequence of states q 0 q 1 q 2 . . . such that q k a k −→ q k+1 , just as for the local case. A global run a 0 a 1 a 2 . . . is accepting if, for each i ∈ Id , q k ∈ F i , for infinitely many indices k ∈ N.
Let w = a 0 a 1 a 2 · · · ∈ Σ ω be a fair global word. Then, we denote by w↓ i the local word obtained from w as follows:
• first, consider the projection
• then, let w↓ i be the local word obtained from w ′ by removing all the empty sets and replacing each nonempty set {a} by its element a.
Recall that |a k ∩ Σ i | ≤ 1 hence a k ∩ Σ i is either a singleton or the empty set.
Similarly, let τ = q 0 q 1 q 2 . . . be a global run for w = a 0 a 1 a 2 . . . . Then, we denote by τ↓ w,i the local run for w↓ i obtained from τ as follows:
• first, consider the projection τ ′ = q 0 ↓ i q 1 ↓ i q 2 ↓ i . . . over the states of A i ;
• then, let τ ↓ w,i be the local run obtained from τ ′ by removing
In
Furthermore, τ is accepting if and only if τ↓ w,i is accepting, for every i ∈ Id .
Proof: 1. Straightforward from the definition of w↓ i and the fact that w is fair. 2. We briefly sketch the intuition behind this result. Consider the situation:
. . . . . . , q k , . . . where q k+1 ↓ i was deleted. By definition of δ,
It is not very difficult to conclude that this leads to a run in A i . Furthermore, the fact that τ is accepting if and only if τ↓ w,i is accepting, for every i ∈ Id , is an immediate consequence of the definition of global acceptance.
Example 3.2 Consider the NBA's A 1 and A 2 depicted in Figure 3 , with Σ 1 = {0, 1} and Σ 2 = {a, b}. A 1 accepts all the infinite words over {0, 1} with infinitely many 0's, and A 2 accepts all the infinite words over {a, b} with finitely many a's. Now let us consider the DNBA D based on {A 1 , A 2 }. The alphabet is composed of sets with one symbol from one or from the two agents: Σ = {{0}, {1}, {a}, {b}, {0, a}, {0, b}, {1, a}, {1, b}}.
The set of states is Of these, only q 0 , p 0 is initial, and
The transition function δ is depicted is Figure 4 .
It is not very difficult to observe that words with an infinite number of 0's and a finite number of a's are accepted. For instance, the word {1}{a}{1, b}{0, b}{0}{b}{0, b}{0}{b} . . . is accepted given that state q 1 , p 1 is visited infinitely often, that is, a final state form A 1 and a final state from A 2 are visited infinitely often. However, if this was the only requirement for acceptance, then the word {1}{a}{1, b}{0, b}{0}{0}{0}{0} . . . would also be accepted given that state q 1 , p 1 , in this case, is also visited infinitely often. We don't want this word to be accepted because its projection on A 2 yields the finite word aba which is not part of the language of A 2 . But, this global word is not a fair word hence it will not be accepted by D.
Our goal now is to define a DNBA D α for a given formula α ∈ L that accepts all the models of α and only those. To this end, we start by defining some auxiliary notions.
From now on, assume fixed a global formula α. A set B ⊆ closure(α) is said to be consistent with respect to propositional logic if:
• γ 1 ⇒ γ 2 ∈ B if and only if ¬ γ 1 ∈ B or γ 2 ∈ B, for γ 1 ⇒ γ 2 ∈ closure(α);
• if ⊤ ∈ closure(α) then ⊤ ∈ B.
Herein, γ 1 , γ 2 denote either local or global formulas. A set B ⊆ closure(α) is said to be locally consistent with respect to the temporal operator G if:
A set B ⊆ closure(α) is said to be i-consistent with respect to global formulas if
A set B ⊆ closure(α) is said to be maximal if for all γ ∈ closure(α):
A set B ⊆ closure(α) is i-elementary if it is consistent with respect to propositional logic, maximal and locally consistent with respect to the temporal operator G and i-consistent with respect to global formulas. Elementary sets try to capture all the properties that can be asserted locally. When i is clear from context, we may write elementary instead of i-elementary.
Recall formula
is an example of an elementary sets. However, for instance, sets
are not elementary. Set B 2 is not consistent with propositional logic and set B 3 is not j-consistent with global formulas.
We have all we need to define the envisaged DNBA. We start by defining the local GNBA's G i for each agent i ∈ Id . The construction is similar the one presented in [1] . From these, we can then obtain equivalent NBAs A i that will be used to define the DNBA. Each GNBA G i = Q i , V i , δ i , Q 0i , F i is as follows:
and B is i-elementary};
Qi is such that:
is the set of all elementary sets B ′ such that:
2. G ϕ ∈ B iff ϕ ∈ B and G ϕ ∈ B ′ , for every G ϕ ∈ closure(α).
Recall that V i is the set of all i-valuations and that a valuation is a set of literals such that, for each propositional symbol either the symbol is in the valuation or its negation is. This is the alphabet of the automaton. The states of the automaton are all the elementary sets (restricted to the relevant formulas, that is, all the global formulas and all the local formulas for the agent at hand). Each state contains all the formulas that are intended to hold at that point. In particular, initial states characterize the initial set-up conditions. We want α to hold initially and, as imposed by the semantics of DTL, there can only by synchronizations after the first event occurs. Hence, there can be no communication formulas in any initial state. Regarding the transition function, given an alphabet symbol v and state B, the transition will only be enabled if the valuation v agrees with the information in B, i.e., if the state propositions in v are also present in B, meaning that they should be true, and the negation of state propositions in v are also present in B, meaning that they should be false. Additionaly, conditions (1) and (2) reflect the semantics of temporal operators. In particular, condition (2) is based on the fixed-point semantics of the G operator. The final states are defined in order to capture the temporal semantics of the G operator. They are basically used to exclude runs where, from a certain point on, a formula ϕ is always true (that is, it present in all the states) but G ϕ is not (that is, it is not present in the states of the run), for instance, as follows:
In this run, ϕ is present in all the states starting from k. Then, this means that G ϕ is true from that point on. In order for the run to be accepting, F G ϕ must be visited infinitely often. This means that after k and as ϕ ∈ B n for n ≥ k then G ϕ must be in infinitely of these states. Then, by condition (2) of the transition function, G ϕ must be in all of them, as intended. For each i ∈ Id , let A i be an NBA equivalent to the GNBA G i . Then D α = Q, Σ, δ, Q 0 , F is the DNBA based on {A i } i∈Id satisfying the following conditions, for every q, q ′ ∈ Q, a ∈ Σ and i, j ∈ Id :
Condition (LC) states that in a global state, if for agent i it holds c j [ϕ] then it must be the case that ϕ holds for agent j, as intended for the semantics of the communication primitive. Condition (SC1) states that in every state q ′ reached by a transition where i was an active participant (expressed by a ∩ V i = ∅), if c j [ϕ] holds for i then i and j must have just synchronized and so j must also have been an active participant in a (expressed by a ∩ V j = ∅). Finally, condition (SC1) states that if i and j were both active in the last transition and if ψ holds for agent j then, in the event that i wants to communicate with j, it will be able to infer that ψ holds for j, that is, c j [ψ] holds for i.
We now proceed to show the correctness of this construction. We aim at proving that any word accepted by the automaton is captured by a DTL model of α and that any DTL model of α is represented by words accepted by the automaton.
Let
Then, there is an accepting run τ = q 0 q 1 q 2 . . . in D α . We denote by µ τ = λ, ϑ the interpretation structure induced by τ (and consequently by w), defined as follows:
• λ = {λ i } i∈Id is the corresponding distributed life-cycle;
Prop i is such that, for every p ∈ Prop i and e k ∈ Ev i :
Note that each ϑ i is well defined because q k is elementary. In the sequel, we can consider the following enumeration of global events:
Proof: Let τ = q 0 q 1 q 2 . . . . Our goal is to prove that µ τ α. We start by establishing a preliminary result for the local level. We prove that µ
The proof is done by induction on the structure of ψ, simultaneously for all agents.
In the first case, this means that e k1 / ∈ Ev i , for k 1 < k and so ξ k | i = ∅ and, by definition of DNBA, it also follows that q 0
The proof then follows as in the case of k = 0. In case (ii), let k 1 be the greatest
Furthermore, let k 1 be the greatest index less that k such that a k1 ∩ V i = ∅. Then e k1+1 ∈ Ev i . We have to consider two cases: either (i) k 1 = k − 1; or (i) k 1 < k − 1. Let us consider case (i). Then, by condition (SC1), it follows that a k1 ∩V j = ∅ and thus e k ∈ Ev j . Furthermore, by condition (LC), it follows that ψ i ∈ q k ↓ j . Hence, by induction hypothesis, µ
. Consider now the case (ii). In this case, we know that last (ξ k | i ) = e k1+1 . We also know that q k1+1 ↓ i = · · · = q k ↓ i . Hence c j [ψ 1 ] ∈ q k1+1 ↓ i and, by condition (LC), it also follows that ψ 1 ∈ q k1+1 ↓ j . Additionally, by condition (SC1), a k1 ∩ V j = ∅, which implies that e k1+1 ∈ Ev j . Reasoning as in case (i), we can conclude that µ
To prove the converse, assume that µ
Again, we need to consider two cases: either (i) k 1 = k; or (ii) k 1 < k. In the first case, e k ∈ Ev i implies that a k−1 ∩ V i = ∅, e k ∈ Ev j implies that a k−1 ∩ V j = ∅ and, by induction hypothesis,
k1 ↓ j j ψ 1 and, by induction hypothesis, ψ 1 ∈ q k1 ↓ j . Furthermore, like in case (i), we also know that
Next, we prove a similar result for the global level. For each α 1 ∈ closure(α), α 1 ∈ q 0 iff µ τ , ξ 0 α 1 . We abuse notation and write α 1 ∈ q 0 to mean that α 1 ∈ q k ↓ i , for some i ∈ Id . Clearly, q 0 ↓ i ∩subf(α) = q 0 ↓ j ∩subf(α), that is, the initial states of all the local automata have exactly the same global subformulas of α. Again, the proof follows by induction in the structure of α. The propositional cases are immediate consequences of the properties of elementary sets. So, let
We now prove the converse, i.e, we prove that any DTL model of α can be captured by D α . Let µ = λ, ϑ be an interpretation structure and let Ev , ≤ Ev be the underlying global order on events. It is always possible to linearize Ev , ≤ Ev , i.e., it is always possible to define a bijection ℓ :
, where < N is the usual ordering on the natural numbers. See, e.g., [6] . From now on, we assume fixed a linearization function (or just linearization) ℓ, which induces an enumeration of the global states as follows
Consider the word w µ,ℓ = a 0 a 1 a 2 . . . where
This word represent one possible evolution of the system represented by µ. Our goal is to show that w µ,ℓ is captured by D α , that is, to show that w µ,ℓ ∈ L(D α ).
Proof: To show that w µ,ℓ ∈ L(A α ) we need to present an accepting run for w µ,ℓ . For each k ∈ N consider the sets of formulas induced by µ:
•
i has information about the global formulas and each y i has information about the local formulas of agent i. We start by establishing a structural result on the local component of the states. If, for i ∈ Id , ℓ(k + 1) / ∈ Ev i then y 
Next, we prove that q 0 q 1 q 2 . . . is a run for w µ,ℓ in D α , that is, we need to establish that q 0 ∈ Q 0 and q k a k −→ q k+1 , for every k ∈ N. The fact that q 0 ∈ Q 0 is straightforward. Indeed, q 0 ∈ Q 0 iff q 0 ↓ i ∈ Q 0i iff α ∈ q 0 ↓ i and q 0 ↓ i has no communication formulas. Observe that α ∈ x i 0 because µ, ξ 0 α given that µ ∈ Mod(α). And q 0 ↓ i has no communication formulas because ξ 0 = ∅ and so it does not satisfy any communication formula. To prove that q k a k −→ q k+1 we consider two cases:
• a k ∩ V i = q k ↓ i ∩V i : straightforward by construction of a k and q k ; Hence, from (i) and (ii), if follows that q k+1 ∈ δ(a k , q k ), as desired.
Finally, we just need to establish that the run is accepting. We start by showing that each local run is accepting. Let G ϕ ∈ closure(α) ∩ L i . We need to show that there are infinitely many indices k such that q k ↓ i ∈ F G ϕ . Assume that this is not the case, i.e., assume that there are only finitely many indices k such that q k ↓ i ∈ F G ϕ . Then, there is n ∈ N such that q k ↓ i / ∈ F G ϕ , for every k ≥ n. But, if q k ↓ i / ∈ F G ϕ then G ϕ / ∈ q k ↓ i and ϕ ∈ q k ↓ i , for k ≥ n. If G ϕ / ∈ q k ↓ i then G ϕ / ∈ y i k and so µ i , ξ k | i G ϕ. This implies that there is ξ ′ ⊇ ξ k | i such that µ i , ξ ∈ q m ↓ i . But, as m ≥ k ≥ n then ϕ ∈ q m ↓ i and we reach a contradiction. This means that each set F G ϕ is visited infinitely often and, thus, the local run is accepting. The fact that the global word w µ,ℓ is fair is a consequence of the linearization. Then, by Lemma 3.1, we can conclude that the global run is also accepting.
We now study the relationship between µ and µ τ where τ is an accepting run for w µ,ℓ , and between w and w Proof: Let w ∈ L(D α ) with accepting run τ and consider µ τ defined as above. Consider the linearization ℓ : N 1 → Ev such that ℓ(k) = e k . First, we observe that ξ 0 = ∅ and ξ k = {ℓ(1), . . . , ℓ(k)} = {e 1 , . . . , e k }. Let p ∈ Prop i . Then, for k ∈ N p ∈ w
(by definition of µ τ ) iff p ∈ w k ∩ V i (by definition of δ i ) iff p ∈ w k (because p ∈ Prop i ).
Hence, w µ τ ,ℓ k = w k , for every k ∈ N, and so w µ τ ,ℓ = w.
We can state a similar result for µ and µ w µ,ℓ . But in case, we cannot say that the two interpretation structures are equal but only isomorphic. We say that two distributed life-cycles λ 1 = { Ev 
