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Assume that there are multiple data streams (channels, sensors) and in
each stream the process of interest produces generally dependent and non-
identically distributed observations. When the process is in a normal mode
(in-control), the (pre-change) distribution is known, but when the process
becomes abnormal there is a parametric uncertainty, i.e., the post-change
(out-of-control) distribution is known only partially up to a parameter. Both
the change point and the post-change parameter are unknown. Moreover,
the change affects an unknown subset of streams, so that the number of af-
fected streams and their location are unknown in advance. A good change-
point detection procedure should detect the change as soon as possible af-
ter its occurrence while controlling for a risk of false alarms. We consider
a Bayesian setup with a given prior distribution of the change point and
propose two sequential mixture-based change detection rules, one mixes a
Shiryaev-type statistic over both the unknown subset of affected streams and
the unknown post-change parameter and another mixes a Shiryaev–Roberts-
type statistic. These rules generalize the mixture detection procedures studied
by Tartakovsky (2018) in a single-stream case. We provide sufficient condi-
tions under which the proposed multistream change detection procedures are
first-order asymptotically optimal with respect to moments of the delay to
detection as the probability of false alarm approaches zero.
1. Introduction. In most surveillance applications with unknown points of change, including the clas-
sical Statistical Process Control sphere, the baseline (pre-change, in-control) distribution of observed data
is known, but the post-change out-of-control distribution is not completely known. There are three conven-
tional approaches in this case: (i) to select a representative value of the post-change parameter and apply
efficient detection procedures tuned to this value such as the Shiryaev procedure, the Shiryaev–Roberts
procedure or CUSUM, (ii) to select a mixing measure over the parameter space and apply mixture-type
procedures, (iii) to estimate the parameter and apply adaptive schemes. In the present article, we consider a
more general case where the change occurs in multiple data streams and more general multi-stream double-
mixture-type change detection procedures, assuming that the number and location of affected data streams
are also unknown.
To be more specific, suppose there are N data streams {Xi(n)}n>1, i = 1, . . . , N , observed sequentially
in time subject to a change at an unknown time ν ∈ {0, 1, 2, . . . }, so that Xi(1), . . . ,Xi(ν) are generated
by one stochastic model andXi(ν +1),Xi(ν +2), . . . by another model when the change occurs in the ith
stream. The change in distributions happens at a subset of streams B ∈ {1, . . . , N} of a size (cardinality)
1 6 |B| 6 K 6 N , where K is an assumed maximal number of streams that can be affected, which can
be and often is substantially smaller than N . A sequential detection rule is a stopping time T with respect
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to an observed sequence {X(n)}n>1, X(n) = (X1(n), . . . ,XN (n)), i.e., T is an integer-valued random
variable, such that the event {T = n} belongs to the sigma-algebra Fn = σ(X
n) generated by observations
X(1), . . . ,X(n). A false alarm is raised when the detection is declared before the change occurs. We want
to detect the change with as small a delay as possible while controlling for a risk of false alarms.
To begin, assume for the sake of simplicity that the observations are independent across data streams,
but have a fairly general stochastic structure within streams. So if we let Xni = (Xi(1), . . . ,Xi(n)) denote
the sample of size n in the ith stream and if {fθi,n(Xi(n)|X
n−1
i )}n>1, θi ∈ Θi is a parametric family
of conditional densities of Xi(n) given X
n−1
i , then when ν = ∞ (there is no change) the parameter θi
is equal to the known value θ0,i, i.e., fθi,n(Xi(n)|X
n−1
i ) = fθi,0,n(Xi(n|X
n−1
i ) for all n > 1 and when
ν = k < ∞, then θi = θi,1 6= θi,0, i.e., fθi,n(Xi(n)|X
n−1
i ) = fθ0,i,n(Xi(n)|X
n−1
i ) for n 6 k and
fθ,n(Xi(n)|X
n−1
i ) = fθi,1,n(Xn|X
n−1) for n > k. Not only the point of change ν, but also the subset B,
its size |B|, and the post-change parameters θi,1 are unknown.
In the case where fθi,n(Xi(n)|X
n−1
i ) = fθi(Xi(n)), i.e., when the observations in the ith stream are
independent and identically distributed (i.i.d.) according to a distribution with density fθ0,i(Xi(n)) in the
pre-change mode and with density fθ1,i(Xn) in the post-change mode this problem was considered in [3, 7,
10, 14, 16, 19]. Specifically, in the case of a known post-change parameter and K = 1 (i.e., when only one
stream can be affected but it is unknown which one), Tartakovsky [10] proposed to use a multi-chart CUSUM
procedure that raises an alarm when one of the partial CUSUM statistics exceeds a threshold. This procedure
is very simple, but it is not optimal and performs poorly when many data streams are affected. To avoid this
drawback, Mei [7] suggested a SUM-CUSUM rule based on the sum of CUSUM statistics in streams and
evaluated its first-order performance, which shows that this detection scheme is first-order asymptotically
minimax minimizing the maximal expected delay to detection when the average run length (ARL) to false
alarm approaches infinity. Fellouris and Sokolov [3] suggested more efficient generalized and mixture-based
CUSUM rules that are second-order minimax. Xie and Siegmund [19] considered a particular Gaussian
model with an unknown post-change mean. They suggested a rule that combines mixture likelihood ratios
that incorporate an assumption about the proportion of affected data streams with the generalized CUSUM
statistics in streams and then add up the resulting local statistics. They also performed a detailed asymptotic
analysis of the proposed detection procedure in terms of the ALR to false alarm and the expected delay as
well as MC simulations. Chan [2] studied a version of the mixture likelihood ratio rule for detecting a change
in the mean of the normal population assuming independence of data streams and established its asymptotic
optimality in a minimax setting as well as dependence of operating characteristics on the fraction of affected
streams.
In the present paper, we consider a Bayesian problem with a general prior distribution of the change
point and we generalize the results of Tartakovsky [12] for a single data stream and a general stochastic
model to multiple data streams with an unknown pattern, i.e., when the size and location of the affected
streams are unknown. It is assumed that the observations can be dependent and non-identically distributed
in data streams and even across the streams. We introduce two double-mixture detection procedures – the
first one mixes the Shiryaev-type statistic over the distributions of the unknown pattern and unknown post-
change parameter; the second one is the double-mixture Shiryaev–Roberts statistic. The resulting statistics
are then compared to appropriate thresholds. The main contribution of the present article (Part 1), as well
as of the companion article (Part 2), is two-fold. In Part 1, we present a general theory for very general
stochastic models, providing sufficient conditions under which the suggested detection procedures are first-
order asymptotically optimal. In the companion article, we will consider the “i.i.d.” case, where data streams
are mutually independent and also data in each stream are independent, and we will provide higher-order
asymptotic approximations to the operating characteristics – the average detection delay and the probability
of false alarm. We will also examine the accuracy of these approximations and compare the performance of
several procedures by Monte Carlo simulations.
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The remainder of the paper is organized as follows. In Section 2, we introduce notation and describe a
general stochastic model and detection procedures. In Section 3, we formulate the asymptotic optimization
problems and assumptions on the prior distribution of the change point and on the model. In Section 4, we
provide asymptotic lower bounds for moments of the detection delay in the class of detection procedures
with the given weighted probability of false alarm, which are then used in Section 5 and in Section 6 for
establishing first-order asymptotic optimality property of the double-mixture detection rules with respect to
moments of detection delay as the probability of false alarm and cost of delay in change detection approach
zero. Section 7 provides a connection with the problem where the post-change parameter is either known or
pre-selected. In Section 8, the results are specified in the case of mutually independent data streams, which
was the basic assumption in all previous publications, but we still assume that the observations in streams
are non-i.i.d. Section 9 illustrates general results by examples that justify asymptotic optimality properties
of proposed detection procedures. Section 10 concludes the paper with remarks and a short discussion.
2. A multistream model and change detection procedures based on mixtures.
2.1. The general multistream model. Consider the multistream scenario where the observations X =
(X1, . . . ,XN ) are sequentially acquired inN streams (sources, channels), i.e., in the ith stream one observes
a sequence Xi = {Xi(n)}n>1, where i ∈ [N ] := {1, . . . , N}. Let P∞ denote the probability measure
corresponding to the sequence of observations {Xn}n>1 from all N streams when there is never a change
(ν = ∞) in any of the components and, for k = 0, 1, . . . and B ⊂ [N ], let Pk,B denote the measure
corresponding to the sequence {Xn}n>1 when ν = k <∞ and the change occurs in a subset B of the set P
(i.e., Xi(ν + 1), i ∈ B is the first post-change observation). It is convenient to parametrize the post-change
distribution Pk,η of X = (X1, . . . ,XN ) by an N -dimensional parameter vector, η = (η1, . . . , ηN ), where
each component ηi takes values in the binary set {0, 1}, i ∈ [N ]. Let H∞ denote the hypothesis that there
is no change, under which all components of η are equal to 0. For any subset of components, B ⊂ [N ],
let Hk,B be the hypothesis according to which only the components of η in B are non-zero after the change
point ν = k, i.e.,
ηi = 0, i ∈ [N ] under H∞
ηi =
{
1, i ∈ B,
0, i /∈ B,
under Hk,B.
(2.1)
The set P is a class of subsets of [N ] that incorporates available prior information regarding the subset of
non-zero components of η. For example, when it is known that exactly K streams can be affected after the
change occurs, then P = P˜K , and when it is known that at most K channels can be affected, then P = PK ,
where
P˜K = {B ⊂ [N ] : |B| = K},
PK = {B ⊂ [N ] : 1 6 |B| 6 K}.
(2.2)
Hereafter we denote by |B| the size of a subset B, i.e., the number of non-zero components under Hk,B
and |P| denotes the size of class P, i.e., the number of possible alternatives in P. Note that |P| takes
maximum value when there is no prior information regarding the subset of affected components of η, i.e.,
when P = PN , in which case |P| = 2
N − 1.
We will write Xni = (Xi(1), . . . ,Xi(n)) for the concatenation of the first n observations from the ith
data stream and Xn = (X(1), . . . ,X(n)) for the concatenation of the first n observations from all N data
streams. Let {g(X(n)|Xn−1)}n>1 and {fB(Xn|X
n−1)}n>1 be sequences of conditional densities of X(n)
given Xn−1, which may depend on n, i.e., g = gn and fB = fB,n. For the general non-i.i.d. changepoint
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model, which we are interested in, the joint density p(Xn|Hk,B) under hypothesis Hk,B can be written as
follows
p(Xn|Hk,B) = f∞(X
n) =
n∏
t=1
g(X(t)|Xt−1) for ν = k > n,(2.3)
p(Xn|Hk,B) =
k∏
t=1
g(X(t)|Xt−1)×
n∏
t=k+1
fB(X(t)|X
t−1) for ν = k < n,(2.4)
where B ⊂ P. Therefore, g(Xn|X
n−1) is the pre-change conditional density and fB(Xn|X
n−1) is the
post-change conditional density given that the change occurs in the subset B.
In most practical applications, the post-change distribution is not completely known – it depends on an
unknown (generally multi-dimensional) parameter θ ∈ Θ, so that the model (2.4) may be treated only as
a benchmark for a more practical case where the post-change densities fB(X(t)|X
t−1) are replaced by
fB,θ(X(t)|X
t−1), i.e.,
p(Xn|Hk,B, θ) =
k∏
t=1
g(X(t)|Xt−1)×
n∏
t=k+1
fB,θ(X(t)|X
t−1) for ν = k < n.(2.5)
In what follows we assume that the change point ν is a random variable independent of the observations
with prior distribution pik = P(ν = k), k = 0, 1, 2, . . . with pik > 0 for k ∈ {0, 1, 2, . . . } = Z+. We will
also assume that a change point may take negative values, which means that the change has occurred by
the time the observations became available. However, the detailed structure of the distribution P(ν = k) for
k = −1,−2, . . . is not important. The only value which matters is the total probability q = P(ν 6 −1) of
the change being in effect before the observations become available.
2.2. Double-mixture change detection procedures. We begin by considering the most general scenario
where the observations across streams are dependent and then go on tackling the scenario where the streams
are mutually independent.
2.2.1. The general case. Let LB,θ(n) = fB,θ(X(n)|X
n−1)/g(X(n)|Xn−1). Note that in the general
non-i.i.d. case the statistic LB,θ(n) = L
(k)
B,θ(n) depends on the change point ν = k since the post-change
density fB,θ(X(n)|X
n−1)may depend on k. The likelihood ratio (LR) of the hypothesis “Hk,B : ν = k, ηi =
1 for i ∈ B” that the change occurs at ν = k in the subset of streams B against the no-change hypothesis
“H∞ : ν =∞” based on the sample X
n = (X(1), . . . ,X(n)) is given by the product
LRB,θ(k, n) =
n∏
t=k+1
LB,θ(t), n > k
and we set LRB,θ(k, n) = 1 for n 6 k. For B ∈ P and θ ∈ Θ, where P is an arbitrary class of subsets of
[N ], define the statistic
(2.6) SπB,θ(n) =
1
P(ν > n)
[
qLRB,θ(0, n) +
n−1∑
k=0
pik
n∏
t=k+1
LRB,θ(k, n)
]
, n > 1, SπB,θ(0) = q/(1− q),
which is the Shiryaev-type statistic for detection of a change when it happens in a subset of streams B and
the post-change parameter is θ.
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Next, let
p = {pB,B ∈ P} , pB > 0 ∀ B ∈ P,
∑
B∈P
pB = 1
be the probability mass function on [N ] (mixing measure), and define the mixture statistic
(2.7) Sπ
p,θ(n) =
∑
B∈P
pBS
π
B,θ(n), S
π
p,θ(0) = q/(1− q).
This statistic can be also represented as
Sπ
p,θ(n) =
1
P(ν > n)
[
qΛp,θ(0, n) +
n−1∑
k=0
pikΛp,θ(k, n)
]
,(2.8)
where
Λp,θ(k, n) =
∑
B∈P
pBLRB,θ(k, n)
is the mixture LR.
When the parameter θ is unknown there are two conventional approaches – either to maximize or aver-
age (mix) over θ. Introduce a mixing measure W (θ),
∫
Θ dW(θ) = 1, which can be interpreted as a prior
distribution and define the double LR-mixture (average LR)
Λp,W (k, n) =
∫
Θ
∑
B∈P
pBLRB,θ(k, n) dW (θ)
=
∫
Θ
Λp,θ(k, n) dW (θ), k < n
(2.9)
and the double-mixture Shiryaev-type statistic
Sπ
p,W (n) =
∫
Θ
∑
B∈P
pBS
π
B,θ(n) dW (θ)
=
1
P(ν > n)
[
qΛp,W (0, n) +
n−1∑
k=0
pikΛp,W (k, n)
]
.
(2.10)
The corresponding double-mixture LR-based detection procedure is given by the stopping rule which is the
first time n > 1 such that the statistic Sπ
p,W (n) hits the level A > 0, i.e.,
(2.11) TWA = inf
{
n > 1 : Sπ
p,W (n) > A
}
.
Another popular statistic for detecting a change from {g(X(n)|Xn−1)} to {fB,θ(X(n)|X
n−1)}, which
has certain optimality properties [8, 9, 14, 15], is the generalized Shiryaev–Roberts (SR) statistic
(2.12) RB,θ(n) = ωLRB,θ(0, n) +
n−1∑
k=0
LRB,θ(k, n), n > 1, RB,θ(0) = ω
with a non-negative head-start ω > 0. For a fixed value of θ, introduce the mixture statistic
Rp,θ(n) =
∑
B∈P
pBRB,θ(n)
= ωΛp,θ(0, n) +
n−1∑
k=0
Λp,θ(k, n) n > 1, Rp,θ(0) = ω,
(2.13)
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and the generalized double-mixture SR statistic
Rp,W (n) =
∫
Θ
∑
B∈P
pBRB,θ(n) dW (θ)
= ωΛp,W (0, n) +
n−1∑
k=0
Λp,W (k, n), n > 1, Rp,W (0) = ω
(2.14)
(with a non-negative head-start ω) as well as the corresponding stopping rule
(2.15) T˜WA = inf {n > 1 : Rp,W (n) > A} , A > 0.
Note that we consider a very general stochastic model where not only the observations in streams may be
dependent and non-identically distributed, but also the streams may be mutually dependent. In this very gen-
eral case, computing statistics Sπ
p,W (n) and Rp,W (n) is problematic even when the statistics in data streams
Sπi (n) and Ri(n), i = 1, . . . , N , can be computed. The computational problem becomes manageable when
the data between data streams are independent, as discussed in the next subsection.
2.2.2. Independent streams. Consider now a special scenario where the data across streams are inde-
pendent. Note that in the case of independent streams the post-change parameters can be assumed different
in streams, i.e., θ = θi for the ith stream, i = 1, . . . , N . In contrast to the general case of dependent streams,
this does not lead to an additional complication. Thus, we have
p(Xn|Hk,B,θB) = f∞(X
n) =
n∏
t=1
N∏
i=1
gi(Xi(t)|X
t−1
i ) for ν = k > n,
p(Xn|Hk,B,θB) =
k∏
t=1
N∏
i=1
gi(Xi(t)|X
t−1
i )×
n∏
t=k+1
∏
i∈B
fi,θi(Xi(t)|X
t−1
i )
∏
i/∈B
gi(Xi(t)|X
t−1
i ) for ν = k < n,
(2.16)
where gi(Xi(t)|X
t−1
i ) and fi,θi(Xi(t)|X
t−1
i ) are conditional pre- and post-change densities in the ith data
stream, respectively, and θB = (θi, i ∈ B). So the LRs are
(2.17) LRB,θB(k, n) =
∏
i∈B
LRi,θi(k, n), LRi,θi(k, n) =
n∏
t=k+1
Li,θi(t), n > k,
where Li,θi(t) = fi,θi(Xi(t)|X
t
i)/gi(Xi(t)|X
t
i).
Assume in addition that the mixing measure is such that
pB = C(PK)
∏
i∈B
pi, C(PK) =
 ∑
B∈PK
∏
i∈B
pi
−1 .
Then the mixture LR is
Λp,θ(k, n) = C(PK)
K∑
i=1
∑
B∈P˜i
∏
j∈B
pjLRj,θi(k, n),
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and its computational complexity is polynomial in the number of data streams. Moreover, in the special,
perhaps most interesting and difficult case of K = N and pj = p, we obtain
(2.18) Λp,θ(k, n) = C(PN )
[
N∏
i=1
(1 + pLRi,θi(k, n))− 1
]
,
so its computational complexity is only O(N). The representation (2.18) corresponds to the case when each
stream is affected independently with probability p/(1 + p), the assumption that was made in [19].
3. Asymptotic optimality problems and assumptions. Let Ek,B,θ and E∞ denote expectations under
Pk,B,θ and P∞, respectively, where Pk,B,θ corresponds to model (2.5) with an unknown parameter θ ∈ Θ.
Define the probability measure PπB,θ(A × K) =
∑
k∈K pikPk,B,θ (A) under which the change point ν has
distribution pi = {pik} and the model for the observations is of the form (2.3),(2.5), i.e.,X(t) has conditional
density g(X(t)|Xt−1) if ν 6 k and conditional density fB,θ(X(t)|X
t−1) if ν > k and the change occurs in
the subset B with the parameter θ. Let EπB,θ denote the corresponding expectation.
For r > 1, ν = k ∈ Z+, B ∈ P, and θ ∈ Θ introduce the risk associated with the conditional rth moment
of the detection delayRrk,B,θ(T ) = Ek,B,θ [(T − k)
r |T > k]. In a Bayesian setting, the risk associated with
the moments of delay to detection is
(3.1) R
r
B,θ(T ) := E
π
B,θ[(T − ν)
r|T > ν] =
∞∑
k=0
pikR
r
k,B,θ(T )P∞(T > k)
1− PFA(T )
,
where
(3.2) PFA(T ) = PπB,θ(T 6 ν) =
∞∑
k=0
pikP∞(T 6 k)
is the weighted probability of false alarm (PFA) that corresponds to the risk associated with a false alarm.
Note that in (3.1) and (3.2) we used the fact that Pk,B,θ(T 6 k) = P∞(T 6 k) since the event {T 6 k}
depends on the observations X1, . . .Xk generated by the pre-change probability measure P∞ since by our
convention Xk is the last pre-change observation if ν = k.
In this article, we are interested in the Bayesian (constrained) optimization problem
(3.3) inf
{T :PFA(T )6α}
R
r
B,θ(T ) for all B ∈ P, θ ∈ Θ.
However, in general this problem is intractable for every value of the PFA α ∈ (0, 1). So we will focus
on the asymptotic problem assuming that the PFA α approaches zero. Specifically, we will be interested in
proving that the double-mixture detection procedure TWA is first-order uniformly asymptotically optimal for
all possible subsets B ∈ P where the change may occur and all parameter values θ ∈ Θ , i.e.,
(3.4) lim
α→0
inf
T∈C(α)
R
r
B,θ(T )
R
r
B,θ(T
W
A )
= 1 for all B ∈ P, θ ∈ Θ
and
(3.5) lim
α→0
inf
T∈C(α)
Rrk,B,θ(T )
Rrk,B,θ(T
W
A )
= 1 for all B ∈ P, θ ∈ Θ and all ν = k ∈ Z+,
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where C(α) = {T : PFA(T ) 6 α} is the class of detection procedures for which the PFA does not exceed
a prescribed number α ∈ (0, 1) and A = Aα is suitably selected.
First-order asymptotic optimality properties of the double-mixture SR-type detection procedure T˜WA un-
der certain conditions will be also established.
Instead of the constrained optimization problem (3.3) one may be also interested in the unconstrained
Bayes problem with the average (integrated) risk function
ρc,rπ,p,W (T ) = E
[
1l{T6ν} + c (T − ν)
r1l{T>ν}
]
= PFA(T ) + c
∑
B∈P
pB
∫
Θ
E
π
B,θ[(T − ν)
+]r dW (θ),
(3.6)
where c > 0 is the cost of delay per unit of time and r > 1. An unknown post-change parameter θ and an
unknown location of the change pattern B are now assumed random and the weight functionsW (θ) and pB
are interpreted as the prior distributions of θ and B, respectively. The first-order asymptotic problem is
(3.7) lim
c→0
inf
T>0
ρc,rπ,p,W (T )
ρc,rπ,p,W (T
W
A )
= 1,
where threshold A = Ac,r that depends on the cost c should be suitably selected.
While we consider a general prior and a very general stochastic model for the observations in streams and
between streams, to study asymptotic optimality properties we still need to impose certain constraints on the
prior distribution {pik} and on the general stochastic model (2.3)–(2.4) that guarantee asymptotic stability
of the detection statistics as the sample size increases.
In what follows, we assume that the prior distribution piα = {piαk } may depend on α and the following
condition is imposed:
CP1. For some 0 6 µα <∞ and 0 6 µ <∞,
(3.8) lim
n→∞
1
n
∣∣∣∣∣log
∞∑
k=n+1
piαk
∣∣∣∣∣ = µα and limα→0µα = µ.
The class of prior distributions satisfying condition CP1 will be denoted byC(µ).
For establishing asymptotic optimality properties of change detection procedures we will assume in ad-
dition that the following two condition hold:
CP2. If µα > 0 for all α and µ = 0, then µα approaches zero at such rate that for some r > 1
(3.9) lim
α→0
∑∞
k=0 pi
α
k | log pi
α
k |
r
| log α|r
= 0.
CP3. For all k ∈ Z+
(3.10) lim
α→0
| log piαk |
| log α|
= 0.
Note that if µ > 0, then the prior distribution has an exponential right tail (asymptotically) with the
positive parameter µ, in which case, condition (3.9) holds since limα→0
∑∞
k=0 pi
α
k | log pi
α
k |
r <∞ for all r >
0. If µ = 0, the distribution has a heavy tail (at least asymptotically) and we cannot allow this distribution to
have a too heavy tail, which will generate very large time intervals between change points. This is guaranteed
by condition CP2. Note that condition CP1 excludes light-tail distributions with unbounded hazard rates
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for which µ =∞ and the time-intervals with a change point are very short (e.g., Gaussian-type or Weibull-
type with the shape parameter κ > 1). In this case, prior information dominates information obtained from
the observations, the change can be easily detected at early stages, and the asymptotic analysis is impractical.
Note also that if the prior distribution does not depend on α, then in condition CP1 µα = µ andCP2 holds
when
∑∞
k=0 pik| log pik|
r <∞ for some r > 1. These conditions were used in [11].
For B ∈ P and θ ∈ Θ, introduce the log-likelihood ratio (LLR) process {λB,θ(k, n)}n>k+1 between the
hypotheses “Hk,B, θ” (k = 0, 1, . . . ) and H∞:
λB,θ(k, n) =
n∑
t=k+1
log
fB,θ(X(t)|X
t−1)
g(X(t)|Xt−1)
, n > k
(λB,θ(k, n) = 0 for n 6 k).
Define
βM,k(ε,B, θ) = Pk,B,θ
{
1
M
max
16n6M
λB,θ(k, k + n) > (1 + ε)IB,θ
}
and for δ > 0 define Γδ,θ = {ϑ ∈ Θ : |ϑ − θ| < δ} and
Υr(ε,B, θ) =
∞∑
n=1
nr−1 sup
k∈Z+
Pk,B,θ
{
1
n
inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) < IB,θ − ε
}
.
Regarding the general model for the observations (2.3), (2.5) we assume that the following two conditions
are satisfied:
C1. There exist positive and finite numbers IB,θ (B ∈ P, θ ∈ Θ) such that the LLR n
−1λB,θ(k, k+n)→ IB,θ
in Pk,B,θ-probability and for any ε > 0
(3.11) lim
M→∞
βM,k(ε,B, θ) = 0 for all k ∈ Z+,B ∈ P, θ ∈ Θ;
C2. For any ε > 0 there exists δ = δε > 0 such thatW (Γδ,θ) > 0 and for any ε > 0 and some r > 1
(3.12) Υr(ε,B, θ) <∞ for all B ∈ P, θ ∈ Θ.
4. Asymptotic lower bounds for moments of the detection delay and average risk function. In
order to establish asymptotic optimality of detection procedures we first obtain, under condition C1, asymp-
totic (as α → 0) lower bounds for moments of the detection delay R
r
B,θ(T ) = E
π
B,θ [(T − ν)
r |T > ν] and
Rrk,B,θ = Ek,B,θ [(T − k)
r |T > k] of any detection procedure T from class C(α). In the following sections,
we show that under condition C2 these bounds are attained for the double-mixture procedure T
W
A uniformly
for all B ∈ P and θ ∈ Θ and that the same is true for the double-mixture procedures T˜WA when the prior
distribution is either heavy-tailed or has an exponential tail with a small parameter µ. We also establish the
asymptotic lower bound for the integrated risk ρc,rπ,p,W (T ) as c → 0 in the class of all Markov times and
show that it is attained by the double-mixture procedures TWA and T˜
W
A .
Define
(4.1) R
r
p,W (T ) =
∑
B∈P
pB
∫
Θ
R
r
B,θ(T ) dW (θ)
and
(4.2) Dµ,r =
∑
B∈P
pB
∫
Θ
(
1
IB,θ + µ
)r
dW (θ).
Asymptotic lower bounds for all positive moments of the detection delay and the integrated risk are
specified in the following theorem.
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THEOREM 4.1. Let, for some µ > 0, the prior distribution belong to class C(µ). Assume that for some
positive and finite numbers IB,θ (B ∈ P, θ ∈ Θ) condition C1 holds. Then for all r > 0 and all B ∈ P,
θ ∈ Θ
(4.3) lim inf
α→0
inf
T∈C(α)
Rrk,B,θ(T )
| log α|r
>
1
(IB,θ + µ)r
, k ∈ Z+,
(4.4) lim inf
α→0
inf
T∈C(α)
R
r
B,θ(T )
| log α|r
>
1
(IB,θ + µ)r
,
and for all r > 0
(4.5) lim inf
c→0
inf
T>0
ρc,rπ,p,W (T )
c| log c|r
> Dµ,r.
PROOF. The methodology of the proof is essentially analogous to that used in the proofs of the lower
bounds in Tartakovsky [11,12] for a single stream change detection problem with slightly different assump-
tions on the prior distribution. In particular, since the vector (B, θ) = θ˜ is also an unknown parameter, the
lower bound (4.3) follows from Lemma 1 in [12] if µα = µ for all α (i.e., when pi
α
k does not depend on α)
and from Lemma 3 in [12] if µα → µ = 0 by simple replacing θ by θ˜. A generalization of the proof under
condition CP1 introduced in the present article has several technical details that are presented below. We
omit certain intermediate inequalities, which follow from the proofs given in [11, 12].
For ε ∈ (0, 1) and δ > 0, define
Nα = Nα(ε, δ,B, θ) =
(1− ε)| log α|
IB,θ + µ+ δ
and let Παk = P(ν > k) (Π
α
−1 = 1 − q
α). Using the fact Pk,B,θ(T > k) = P∞(T > k) and Chebyshev’s
inequality, as in (A.1) in [12], we obtain
inf
T∈C(α)
Rrk,B,θ(T )
> N rα
[
inf
T∈C(α)
P∞(T > k)− sup
T∈C(α)
Pk,B,θ(k < T 6 k +Nα)
]
> N rα
[
1− α/Παk−1 − sup
T∈C(α)
Pk,B,θ(k < T 6 k +Nα)
]
,
(4.6)
where we used the inequality
(4.7) inf
T∈C(α)
P∞(T > k) > 1− α/Π
α
k−1, k ∈ Z+,
which follows from the fact that for any stopping rule T ∈ C(α),
α >
∞∑
i=k
piαi P∞(T 6 i) > P∞(T 6 k)
∞∑
i=k
piαi .
Thus, to prove the lower bound (4.3) it suffices to show that for arbitrary small ε and δ and every fixed
k ∈ Z+
(4.8) sup
T∈C(α)
Pk,B,θ(k < T 6 k +Nα)→ 0 as α→ 0.
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Introduce
UNα,k(T ) = e
(1+ε)IB,θNαP∞ (k < T 6 k +Nα) ,
By inequality (3.6) in [17], for any stopping time T ,
(4.9) Pk,B,θ (k < T 6 k +Nα) 6 UNα,k(T ) + βNα,k(ε,B, θ).
Using inequality (4.7) and the fact that by condition (3.8), for all sufficiently large Nα (small α), there exists
a (small) δ such that
| log Παk−1+Nα |
k − 1 +Nα
6 µ+ δ,
we obtain that for all sufficiently small α
UNα,k(T ) 6 e
(1+ε)IB,θNαP∞(T 6 k +Nα)
6 α e(1+ε)IB,θNα/Παk−1+Nα
6 exp
{
(1 + ε)IB,θNα − | log α|+ (k − 1 +Nα)
| log Παk−1+Nα |
k − 1 +Nα
}
6 exp {(1 + ε)IB,θNα − | log α|+ (k − 1 +Nα)(µ + δ)}
= exp
{
−
IB,θε
2 + (µ+ δ)ε
IB,θ + µ+ δ
| log α|+ (µ + δ)(k − 1)
}
,
where the last term is less or equal to
exp
{
−ε2| log α|+ (µ+ δ)(k − 1)
}
:= Uα,k(ε, δ)
for all ε ∈ (0, 1). Thus, for all ε ∈ (0, 1),
(4.10) UNα,k(T ) 6 Uα,k(ε, δ).
Since Uα,k(ε, δ) does not depend on the stopping time T and the value of Uα,k(ε, δ) goes to 0 as α→ 0 for
any fixed k ∈ Z+ and any ε > 0 and δ > 0, it follows that
(4.11) sup
T∈C(α)
UNα,k(T )→ 0 as α→ 0 for any fixed k ∈ Z+.
Also, by condition C1, βNα,k(ε,B, θ)→ 0 for all ε > 0, k ∈ Z+, B ∈ P, θ ∈ Θ, and therefore, (4.8) holds.
This completes the proof of the lower bound (4.3).
We now prove the lower bound (4.4). Let Kα = Kα(ε) = 1 + ⌊ε
2 | log α|⌋. Using (4.9) and (4.10), we
obtain
sup
T∈C(α)
P
π
B,θ(ν < T 6 ν +Nα) =
∞∑
k=0
piαk sup
T∈C(α)
Pk,B,θ (k < T 6 k +Nα)
6 P(ν > Kα) +
Kα∑
k=0
piαk βNα,k(ε,B, θ) + max
06k6Kα
sup
T∈C(α)
UNα,k(T )
6 P(ν > Kα) +
Kα∑
k=0
piαk βNα,k(ε,B, θ) + Uα,Kα(ε, δ).(4.12)
If condition (3.8) holds with µ > 0, then log P(ν > Kα) ∼ −µ ε
2| logα| → −∞ as α → 0, so the
probability P(ν > Kα) goes to 0 as α → 0 and the same is true if µα > 0 for all α and µ = 0 since, in
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this case, log P(ν > Kα) ∼ −ε
3| log α| → −∞ for a sufficiently small ε. If µα = µ = 0 for all α, then
P(ν > Kα)→ 0 as well since
∞∑
k=Kα
pi0k −−−→
α→0
0.
By condition C1, the second term in (4.12) also goes to zero. Obviously, Uα,Kα(ε, δ) → 0 as α → 0, and
therefore, all three terms go to zero as α→ 0 for all ε, δ > 0, B ∈ P, θ ∈ Θ, so that
(4.13) sup
T∈C(α)
P
π
B,θ(ν < T 6 ν +Nα)→ 0 as α→ 0.
Using Chebyshev’s inequality, similarly to (4.6) we obtain that
inf
T∈C(α)
R
r
B,θ(T ) > N
r
α
[
1− α− sup
T∈C(α)
P
π
B,θ(ν < T 6 ν +Nα)
]
.(4.14)
By (4.13) and (4.14), asymptotically as α→ 0
inf
T∈C(α)
R
r
B,θ(T ) >
[
(1− ε)| log α|
IB,θ + µ+ δ
]r
(1 + o(1)),
where ε and δ can be arbitrarily small, so that the lower bound (4.4) follows.
In order to prove the lower bound (4.5) let us define the function
(4.15) Gc,r(A) =
1
A
+Dµ,rc(logA)
r.
It is easily seen that minA>0Gc,r(A) = Gc,r(Ac,r), where Ac,r satisfies the equation
rDµ,rA(logA)
r−1 − 1/c = 0,
and goes to infinity as c→ 0 so that logAc,r ∼ | log c| and that
lim
c→0
Gc,r(Ac,r)
Dµ,r c | log c|r
= 1.
Thus, it suffices to prove that
(4.16)
inf
T>0
ρc,r
p,W (T )
Gc,r(Ac,r)
> 1 + o(1) as c→ 0.
If (4.16) is wrong, then there is a stopping rule Tc such that
(4.17)
ρc,r
p,W (Tc)
Gc,r(Ac,r)
< 1 + o(1) as c→ 0.
Let αc = PFA(Tc). Since
αc 6 ρ
c,r
p,W (Tc) < Gc,r(Ac,r)(1 + o(1))→ 0 as c→ 0,
it follows that αc → 0 as c→ 0. Using inequality (4.4), we obtain that as αc → 0
R
r
p,W (Tc) > Dµ,r| log αc|
r(1 + o(1)),
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and hence, as c→ 0,
ρc,r
p,W (Tc) = αc + c (1 − αc)R
r
p,W (Tc)
> αc + cDµ,r| log αc|
r(1 + o(1)).
Thus,
ρc,r
p,W (Tc)
Gc,r(Ac,r)
>
Gc,r(1/αc) + cDµ,r| log αc|ro(1)
minA>0Gc,r(A)
> 1 + o(1),
which contradicts (4.17). Hence, (4.16) follows and the proof of (4.5) is complete.
5. First-order asymptotic optimality of the detection procedures TW
A
and T˜W
A
in class C(α). We
now proceed with establishing asymptotic optimality properties of the double-mixture detection procedures
TWA and T˜
W
A in class C(α) as α→ 0.
5.1. First-order asymptotic optimality of the procedure TWA . The following lemma provides the upper
bound for the PFA of the double-mixture procedure TWA defined in (2.11).
LEMMA 5.1. For all A > q/(1 − q) and any prior distribution of the change point, the PFA of the
procedure TWA satisfies the inequality
(5.1) PFA(TWA ) 6 1/(1 +A),
so that if A = Aα = (1− α)/α, then PFA(T
W
Aα
) 6 α for 0 < α < 1− q, i.e., TWAα ∈ C(α).
PROOF. Using the Bayes rule and the fact that Λp,W (k, n) = 1 for k > n, we obtain
P(ν = k|Fn) =∑
B∈P pBpik
∏k
t=1 g(X(t)|X
t−1)
∫
Θ
∏n
t=k+1 fB,θ(X(t)|X
t−1)dW (θ)∑∞
j=−∞
∑
B∈P pBpij
∏j
t=1 g(Xt|X
t−1)
∫
Θ
∏n
t=j+1 fB,θ(X(t)|X
t−1)dW (θ)
=
pikΛp,W (k, n)
qΛp,W (0, n) +
∑n−1
j=0 pijΛp,W (j, n) + P(ν > n)
.
It follows that
P(ν > n|Fn) =
∑∞
k=n pikΛp,W (k, n)
qΛp,W (0, n) +
∑n−1
j=0 pijΛp,W (j, n) + P(ν > n)
=
P(ν > n)
qΛp,W (0, n) +
∑n−1
j=0 pijΛp,W (j, n) + P(ν > n)
=
1
Sπ
p,W (n) + 1
.(5.2)
By the definition of the stopping time TWA , S
π
p,W (T
W
A ) > A on {T
W
A <∞} and PFA(T
W
A ) = E
π
B,θ[P(T
W
A 6
ν|FTW
A
);TWA <∞], so that
PFA(TWA ) = E
π
B,θ
[
(1 + Sπ
p,W (T
W
A ))
−1;TWA <∞
]
6 1/(1 +A),
which completes the proof of inequality (5.1).
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The following proposition, whose proof is given in the Appendix, provides asymptotic operating charac-
teristics of the double-mixture procedure TWA for large values of threshold A.
PROPOSITION 5.1. Let the prior distribution of the change point belong to class C(µ). Let r > 1 and
assume that for some 0 < IB,θ < ∞, B ∈ P, θ ∈ Θ, right-tail and left-tail conditions C1 and C2 are
satisfied.
(i) If condition CP3 holds, then, for all 0 < m 6 r and all B ∈ P, θ ∈ Θ as A→∞
(5.3) lim
A→∞
Rmk,B,θ(T
W
A )
| logA|m
=
1
(IB,θ + µ)m
for all k ∈ Z+.
(ii) If condition CP2 holds, then, for all 0 < m 6 r and all B ∈ P, θ ∈ Θ as A→∞
(5.4) lim
A→∞
R
m
B,θ(T
W
A )
| logA|m
=
1
(IB,θ + µ)m
.
The following theorem shows that the double-mixture detection procedure TWA attains the asymptotic
lower bounds (4.3)–(4.4) in Theorem 4.1 for the moments of the detection delay under conditions postulated
in Proposition 5.1, being therefore first-order asymptotically optimal in class C(α) as α→ 0 in the general
non-i.i.d. case.
THEOREM 5.1. Let the prior distribution of the change point belong to class C(µ). Let r > 1 and
assume that for some 0 < IB,θ < ∞, B ∈ P, θ ∈ Θ, right-tail and left-tail conditions C1 and C2 are
satisfied. Assume that A = Aα is so selected that PFA(T
W
Aα
) 6 α and logAα ∼ | log α| as α → 0, in
particular Aα = (1− α)/α.
(i) If condition CP3 holds, then TWAα is first-order asymptotically optimal as α → 0 in class C(α), mini-
mizing conditional moments of the detection delay Rmk,B,θ(T ) up to order r, i.e., for all 0 < m 6 r and all
B ∈ P, θ ∈ Θ as α→ 0
(5.5) inf
T∈C(α)
Rmk,B,θ(T ) ∼
(
| log α|
IB,θ + µ
)m
∼ Rmk,B,θ(T
W
Aα) for all k ∈ Z+.
(ii) If condition CP2 holds, then TWAα is first-order asymptotically optimal as α → 0 in class C(α), mini-
mizing moments of the detection delay R
m
B,θ(T ) up to order r, i.e., for all 0 < m 6 r and all B ∈ P, θ ∈ Θ
as α→ 0
(5.6) inf
T∈C(α)
R
m
B,θ(T ) ∼
(
| log α|
IB,θ + µ
)m
∼ R
m
B,θ(T
W
Aα).
PROOF. The proof of part (i). If threshold Aα is so selected that logAα ∼ | log α| as α → 0, it follows
from Proposition 5.1(i) that for 0 < m 6 r and all B ∈ P, θ ∈ Θ as α→ 0
Rmk,B,θ(T
W
Aα) ∼
(
| log α|
IB,θ + µ
)m
for all k ∈ Z+.
This asymptotic approximation shows that the asymptotic lower bound (4.3) in Theorem 4.1 is attained by
TWAα , proving the assertion (i) of the theorem.
The proof of part (ii). If threshold Aα is so selected that logAα ∼ | log α| as α → 0, it follows from
Proposition 5.1(ii) that for 0 < m 6 r and all B ∈ P , θ ∈ Θ as α→ 0
R
m
B,θ(TAα) ∼
(
| log α|
IB,θ + µ
)m
.
This asymptotic approximation along with the asymptotic lower bound (4.4) in Theorem 4.1 proves the
assertion (ii) of the theorem.
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5.2. Asymptotic optimality of the double-mixture procedure T˜WA . Consider now the double-mixture de-
tection procedure T˜WA defined in (2.14) and (2.15).
Note that
E∞[Rp,W (n)|Fn−1] =
∑
B∈P
pB
∫
Θ
dW (θ) +
∑
B∈P
pB
∫
Θ
RB,θ(n− 1) dW (θ) = 1 +Rp,W (n− 1),
and hence, {Rp,W (n)}n>1 is a (P∞,Fn)−submartingale with mean E∞[Rp,W (n) = ω + n. Therefore, by
Doob’s submartingale inequality,
(5.7) P∞(T˜
W
A 6 k) 6 (ω + k)/A, k = 1, 2, . . . ,
which implies the following lemma that establishes an upper bound for the PFA of the procedure T˜WA .
LEMMA 5.2. For all A > 0 and any prior distribution of ν with finite mean ν¯ =
∑∞
k=1 kpik, the PFA of
the procedure T˜WA satisfies the inequality
(5.8) PFA(T˜WA ) 6
ωb+ ν¯
A
,
where b =
∑∞
k=1 pik, so that if A = Aα = (ωb+ ν¯)/α, then PFA(T˜
W
Aα
) 6 α, i.e., T˜WAα ∈ C(α).
As before, the prior distribution may depend on the PFA α, so the mean ν¯α =
∑∞
k=0 k pi
α
k depends on
α. We also suppose that in general the head-start ω = ωα depends on α and may go to infinity as α → 0.
Throughout this subsection we assume that ωα → ∞ and ν¯α → ∞ with such rate that the following
condition holds:
(5.9) lim
α→0
log(ωα + ν¯α)
| log α|
= 0.
The following proposition, whose proof is given to the Appendix, establishes asymptotic operating char-
acteristics of the procedure T˜WA for large A.
PROPOSITION 5.2. Suppose that condition (5.9) holds and there exist positive and finite numbers IB,θ,
B ∈ P, θ ∈ Θ, such that right-tail and left-tail conditions C1 andC2 are satisfied. Then, for all 0 < m 6 r,
B ∈ P, and θ ∈ Θ
(5.10) lim
A→∞
Rmk,B,θ(T˜
W
A )
(logA)m
=
1
ImB,θ
for all k ∈ Z+
and
(5.11) lim
A→∞
R
m
B,θ(T˜
W
A )
(logA)m
=
1
ImB,θ
.
Using asymptotic approximations (5.10)–(5.11) in Proposition 5.2, we now can easily prove that the
double-mixture procedure T˜WA attains the asymptotic lower bounds (4.4)–(4.3) in Theorem 4.1 for moments
of the detection delay when µ = 0. This means that the procedure T˜WAα is first-order asymptotically optimal
as α→ 0 if the prior distribution of the change point belongs to class C(µ = 0).
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THEOREM 5.2. Assume that the head-start ω = ωα of the statistic Rp,W (n) and the mean value ν¯ = ν¯α
of the prior distribution {piαk } approach infinity as α → 0 with such rate that condition (5.9) is satisfied.
Suppose further that for some 0 < IB,θ <∞ and r > 1 conditions C1 andC2 are satisfied. If threshold Aα
is so selected that PFA(T˜WAα) 6 α and logAα ∼ | log α| as α → 0, in particular Aα = (ωαbα + ν¯α)/α,
then for all 0 < m 6 r, B ∈ P, and θ ∈ Θ as α→ 0
R
m
B,θ(T˜
W
Aα) ∼
(
| log α|
IB,θ
)m
,
Rmk,B,θ(T˜
W
Aα) ∼
(
| log α|
IB,θ
)m
for all k ∈ Z+.
(5.12)
If the prior distribution belongs to class C(µ = 0), then for all 0 < m 6 r, B ∈ P, and θ ∈ Θ as α→ 0
inf
T∈C(α)
R
m
B,θ(T ) ∼ R
m
B,θ(T˜
W
Aα),
inf
T∈C(α)
Rmk,B,θ(T ) ∼ R
m
k,B,θ(T˜
W
Aα) for all k ∈ Z+.
(5.13)
Therefore, the procedure T˜WAα is asymptotically optimal as α→ 0 in class C(α), minimizing moments of the
detection delay up to order r, if the prior distribution of the change point belongs to class C(µ) with µ = 0.
PROOF. If Aα is so selected that logAα ∼ | log α| as α → 0, then asymptotic approximations (5.12)
follow immediately from asymptotic approximations (5.10)–(5.11) in Proposition 5.2. Since these approxi-
mations are the same as the asymptotic lower bounds (4.4)–(4.3) in Theorem 4.1 for µ = 0, this shows that
these bounds are attained by the detection procedure T˜WAα whenever the prior distribution belongs to class
C(µ = 0), which completes the proof of assertions (5.13).
While the procedure T˜WAα is asymptotically optimal for heavy-tailed priors (when µ = 0 in (3.8)), com-
paring (5.12) with the assertion of Theorem 5.1 (see (5.5) and (5.6)) we can see that the procedure T˜WAα is
not asymptotically optimal when µ > 0, i.e., for the priors with asymptotic exponential tails. This can be
expected since the statistic Rp,W (n) uses the uniform prior distribution of the change point.
6. Asymptotic optimality with respect to the average risk. In this section, instead of the constrained
optimization problem (3.3) we are interested in the unconstrained Bayes problem (3.7) with the average
(integrated) risk function ρc,rπ,p,W (T ) defined in (3.6), where c > 0 is the cost of delay per time unit and
r > 1. Below we show that the double-mixture procedure TWA with a certain threshold A = Ac,r that
depends on the cost c is asymptotically optimal, minimizing the average risk ρc,rπ,p,W (T ) to first order over
all stopping times as the cost vanishes, c→ 0.
Recall that R
r
p,W (T ), Dµ,r, and Gc,r(A) are defined in (4.1), (4.2), and (4.15), respectively. Since
PFA(TWA ) ≈ 1/(1 + A) (ignoring an excess over the boundary), using the asymptotic formula (5.4) we
obtain that for a large A
R
r
p,W (TA) ≈
∑
B∈P
pB
∫
Θ
(
logA
IB,θ + µ
)r
dW (θ) = (logA)rDµ,r.
So for large A the average risk of the procedure TA is approximately equal to
ρc,rπ,p,W (T
W
A ) = PFA(T
W
A ) + c [1 − PFA(T
W
A )]R
r
p,W (T
W
A ) ≈ Gc,r(A).
The procedure TAc,r with the threshold value A = Ac,r that minimizes Gc,r(A), A > 0, which is a solution
of the equation (6.2) (see below), is a reasonable candidate for being asymptotically optimal in the Bayesian
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sense as c → 0, i.e., in the asymptotic problem (3.7). The next theorem shows that this is true under
conditions C1 and C2 when the set Θ is compact and that the same is true for the procedure T˜
W
Ac,r
with
certain threshold Ac,r in class of priors C(µ) with µ = 0.
THEOREM 6.1. Assume that for some 0 < IB,θ < ∞, B ∈ P, θ ∈ Θ, right-tail and left-tail conditions
C1 and C2 are satisfied and that Θ is a compact set.
(i) If the prior distribution of the change point pic = {pick} satisfies condition (3.8) with limc→0 µc = µ and
(6.1) lim
c→0
∑∞
k=0 pi
c
k| log pi
c
k|
r
| log c|r
= 0,
and if threshold A = Ac,r of the procedure T
W
A is the solution of the equation
(6.2) rDµ,rA(logA)
r−1 = 1/c,
then
(6.3) inf
T>0
ρc,rπ,p,W (T ) ∼ Dµ,r c | log c|
r ∼ ρc,rπ,p,W (TAc,r) as c→ 0,
i.e., TWAc,r is first-order asymptotically Bayes as c→ 0.
(ii) If the head-start ωc and the mean of the prior distribution ν¯c approach infinity at such rate that
(6.4) lim
c→0
log(ωc + ν¯c)
| log c|
= 0
and if threshold A = Ac,r of the procedure T˜
W
A is the solution of the equation
(6.5) rD0,rA(logA)
r−1 = (ωcbc + ν¯c)/c,
then
ρc,rπ,p,W (T˜Ac,r) ∼ D0,r c | log c|
r as c→ 0,(6.6)
i.e., T˜WAc,r is first-order asymptotically Bayes as c→ 0 in the class of priors C(µ = 0).
PROOF. The proof is based on the technique used by Tartakovsky for proving Theorems 5 and 6 in [12]
for the single stream problem with an unknown post-change parameter for the prior with the fixed µc = µ
for all c in condition (3.8) and with positive µc which vanishes when c→ 0. A more general prior considered
in this article is handled analogously.
The proof of part (i). Since Θ is compact it follows from Proposition 5.1(ii) (cf. the asymptotic approxi-
mation (5.4)) that under conditions C1,C2, and (6.1) as A→∞
R
r
p,W (TA) ∼
∑
B∈P
pB
∫
Θ
(
logA
IB,θ + µ
)r
dW (θ)
= Dµ,r(logA)
r.
By Lemma 5.1, PFA(TWA ) 6 1/(A+1). Obviously, if threshold Ac,r satisfies equation (6.2), then logAc,r ∼
| log c| and PFA(TWAc,r) = o(c| log c|
r) as c→ 0 (for any r > 1 and µ > 0). As a result,
ρc,rπ,p,W (TAc,r) ∼ Dµ,r c | log c|
r as c→ 0,
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which along with the lower bound (4.5) in Theorem 4.1 completes the proof of the assertion (i).
The proof of part (ii). Since Θ is compact it follows from the asymptotic approximation (5.11) in Propo-
sition 5.2 that under conditions C1, C2, and (6.4) as A→∞
R
r
p,W (T˜
W
A ) ∼
∑
B∈P
pB
∫
Θ
(
logA
IB,θ
)r
dW (θ)
= D0,r(logA)
r.
Define
G˜c,r(A) = (ωcbc + ν¯c)/A+ cD0,r(logA)
r.
By Lemma 5.2, PFA(T˜A) 6 (ωcbc + ν¯c)/A, so that for a sufficiently large A,
ρc,rπ,p,W (T˜
W
A ) ≈ G˜c,r(A).
Threshold Ac,r, which satisfies equation (6.5), minimizes G˜c,r(A). By assumption (6.4), ωcbc + ν¯c =
o(| log c|) as c → 0, so that logAc,r ∼ | log c| and PFA(T˜Ac,r) 6 (ωcbc + ν¯c)/Ac,r = o(c| log c|
r) as
c→ 0. Hence, it follows that
ρc,rπ,p,W (T˜
W
Ac,r) ∼ G˜c,r(Ac,r) ∼ D0,r c | log c|
r as c→ 0.
This implies the asymptotic approximation (6.6). Asymptotic optimality of T˜WAc,r in the class of priorsC(µ =
0) follows from (6.3) and (6.6).
7. A remark on asymptotic optimality for a putative value of the post-change parameter. If the
value of the post-change parameter θ = ϑ is known or its putative value ϑ is of special interest, representing
a nominal change, then it is reasonable to turn the double-mixture procedures TWA and T˜
W in single-mixture
procedures T ϑA and T˜
ϑ
A by taking the degenerate weight functionW concentrated at ϑ. These procedures are
of the form
T ϑA = inf
{
n > 1 : Sπ
p,ϑ(n) > A
}
, T˜ ϑA = inf {n > 1 : Rp,ϑ(n) > A} ,
and they have first-order asymptotic optimality properties at the point θ = ϑ (and only at this point) with
respect to Rk,B,ϑ(T ) and RB,ϑ(T ) when the right-tail condition C1 is satisfied for θ = ϑ and the following
left-tail condition holds:
C˜2. For every B ∈ P, ε > 0, and for some r > 1
(7.1)
∞∑
n=1
nr−1 sup
k∈Z+
Pk,B,ϑ
(
1
n
λB,ϑ(k, k + n) < IB,ϑ − ε
)
<∞.
The assertions of Theorem 6.1 also hold under conditions C1 and C˜2 for the average risk
ρc,rπ,p,ϑ(T ) = PFA(T ) + c
∑
B∈P
pBE
π
B,ϑ[(T − ν)
+]r
with
Dµ,r =
∑
B∈P
pB
(
1
IB,ϑ + µ
)r
.
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8. Asymptotic optimality in the case of independent streams. A particular, still very general scenario
is where the data streams are mutually independent (but still have a quite general statistical structure) is of
special interest for many applications. In this case, the model is given by (2.16) and, as discussed in Subsec-
tion 2.2.2, the implementation of detection procedures may be feasible since the LR process Λp,θ(k, n) can
be easily computed (see (2.18)). Moreover, in the case of independent data streams all the results obviously
hold for different values of the parameter θ = θi ∈ Θi in streams, which we will assume in this section.
Specifically, we will write θi for a post-change parameter in the ith stream and bold θB = (θi, i ∈ B) ∈ ΘB
for the vector of post-change parameters in the subset of streams B.
Since the data are independent across streams, for an assumed value of the change point ν = k, stream
i ∈ [N ], and the post-change parameter value in the ith stream θi, the LLR of observations accumulated by
time k + n is given by
λi,θi(k, k + n) =
k+n∑
t=k+1
log
fi,θi(Xi(t)|X
t−1
i )
gi(Xi(t)|X
t−1
i )
, n > 1.
Let
βM,k(ε, i, θi) = Pk,i,θi
{
1
M
max
16n6M
λi,θi(k, k + n) > (1 + ε)Ii,θi
}
,
Ur(ε, i, θi) =
∞∑
n=1
nr−1 sup
k∈Z+
Pk,i,θi
{
1
n
inf
ϑ∈Γδ,θi
λi,ϑ(k, k + n) < Ii,θi − ε
}
.
Assume that the following conditions are satisfied for local statistics in data streams:
C
(i)
1 . There exist positive and finite numbers Ii,θi , θi ∈ Θi, i ∈ [N ], such that for any ε > 0
(8.1) lim
M→∞
βM,k(ε, i, θi) = 0 for all k ∈ Z+, θi ∈ Θi, i ∈ [N ];
C
(i)
2 . For any ε > 0 there exists δ = δε > 0 such thatW (Γδ,θi) > 0 and for any ε > 0 and some r > 1
(8.2) Ur(ε, i, θi) <∞ for all θi ∈ Θi, i ∈ [N ].
Let IB,θB =
∑
i∈B Ii,θi . Since the LLR process λB,θB(k, k + n) is the sum of independent local LLRs,
λB,θB(k, k + n) =
∑
i∈B λi,θi(k, k + n) (see (2.17)), it is easy to show that
βM,k(ε,B,θB) 6
∑
i∈B
βM,k(ε, i, θi),
so that local conditions C
(i)
1 imply global right-tail conditionC1. This is true, in particular, if the normalized
local LLRs n−1λi,θi(k, k + n) converge Pk,i,θi-a.s. to Ii,θi , i = 1, . . . , N , in which case the SLLN for the
global LLR (10.1) holds with IB,θB =
∑
i∈B Ii,θi . Also,
Ur(ε,B,θB) 6
∑
i∈B
Ur(ε,B, θi),
which shows that local left-tail conditions C
(i)
2 imply global left-tail condition C2.
Thus, Theorem 5.1 and Theorem 5.2 imply the following results on asymptotic properties of the double-
mixture procedures TWA and T˜
W
A .
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COROLLARY 8.1. Let r > 1 and assume that for some positive and finite numbers Ii,θi , θi ∈ Θi,
i = 1 . . . , N , right-tail and left-tail conditions C
(i)
1 and C
(i)
2 for local data streams are satisfied.
(i) Let the prior distribution of the change point belong to class C(µ). If A = Aα is so selected that
PFA(TWAα) 6 α and logAα ∼ | log α| as α → 0, in particular Aα = (1 − α)/α, and if conditions CP2
and CP3 are satisfied, then asymptotic formulas (5.5) and (5.6) hold with IB,θ = IB,θB =
∑
i∈B Ii,θi , and
therefore, TWAα is first-order asymptotically optimal as α → 0 in class C(α), minimizing moments of the
detection delay up to order r uniformly for all B ∈ P and θB ∈ ΘB .
(ii) If threshold Aα is so selected that PFA(T˜
W
Aα
) 6 α and logAα ∼ | log α| as α → 0, in particular
Aα = (ωαbα + ν¯α)/α, and if condition (5.9) is satisfied, then asymptotic formulas (5.12) and (5.13) hold
with IB,θ = IB,θB =
∑
i∈B Ii,θi , and therefore, T˜
W
Aα
is first-order asymptotically optimal as α → 0 in class
C(α), minimizing moments of the detection delay up to order r uniformly for all B ∈ P and θB ∈ ΘB if the
prior distribution of the change point belongs to class C(µ) with µ = 0.
REMARK 8.1. Obviously, the following condition implies condition C
(i)
2 :
C
(i)
3 . For any ε > 0 there exists δ = δε > 0 such that W (Γδ,θi) > 0. Let the Θi → R+ functions
Ii(θi) = Ii,θi be continuous and assume that for every compact set Θc,i ⊆ Θi, every ε > 0, and some r > 1
(8.3) Υ∗r(ε, i,Θc,i) := sup
θ∈Θc,i
Υr(ε, i, θi) <∞ for all i ∈ [N ].
Note also that if there exists continuous Θi × Θi → R+ functions Ii(ϑi, θi) such that for any ε > 0, any
compact Θc,i ⊆ Θi and some r > 1
Υ∗∗r (ε,Θc,i) :=
∞∑
n=1
nr−1 sup
k∈Z+
sup
θi∈Θc,i
Pk,i,θi
(
sup
ϑi∈Θc,i
∣∣∣∣ 1nλi,ϑi(k, k + n)− Ii(ϑi, θi)
∣∣∣∣ > ε
)
<∞
for all i ∈ [N ],
(8.4)
then conditions C
(i)
3 , and hence, conditions C
(i)
2 are satisfied with IB,θB =
∑
i∈B Ii(θi, θi) since
Pk,i,θi
(
1
n
inf
|ϑi−θi|<δ
λi,ϑi(k, k + n) < Ii,θi − ε
)
6 Pk,i,θi
(
sup
ϑi∈Θc,i
∣∣∣∣ 1nλi,ϑi(k, k + n)− Ii(ϑi, θi)
∣∣∣∣ > ε
)
.
Conditions C
(i)
3 and (8.4) are useful for establishing asymptotic optimality of proposed detection proce-
dures in particular examples.
9. Examples.
9.1. Detection of signals with unknown amplitudes in a multichannel system. In this subsection, we
consider the N -channel quickest detection problem, which is an interesting real-world example, arising in
multichannel radar systems and electro-optic imaging systems where it is required to detect an unknown
number of randomly appearing signals from objects in clutter and noise (cf., e.g., [1, 13, 14]).
Specifically, we are interested in the quickest detection of deterministic signals θiSi,n with unknown
amplitudes θi > 0 that appear at an unknown time ν in additive noises ξi,n in an N -channel system, i.e.,
observations in the ith channel have the form
Xi,n = θiSi,n1l{n>ν} + ξi,n, n > 1, i = 1, . . . , N.
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Assume that mutually independent noise processes {ξi,n}n∈Z+ are pth order Gaussian autoregressive pro-
cesses AR(p) that obey recursions
(9.1) ξi,n =
p∑
j=1
βi,jξi,n−j +wi,n, n > 1,
where {wi,n}n>1, i = 1, . . . , N , are mutually independent i.i.d. normalN (0, σ
2
i ) sequences (σi > 0), so the
observations in channelsX1,n, . . . ,XN,n are independent of each other. The initial values ξi,1−p, ξi,2−p, . . . , ξi,0
are arbitrary random or deterministic numbers, in particular we may set zero initial conditions ξi,1−p =
ξi,2−p = · · · = ξi,0 = 0. The coefficients βi,1, . . . , βi,p and variances σ
2
i are known and all roots of the
equation zp − βi,1z
p−1 − · · · − βi,p = 0 are in the interior of the unit circle, so that the AR(p) processes are
stable.
Define the pn-th order residual
Y˜i,n = Yi,n −
pn∑
j=1
βi,jYi,n−j, n > 1,
where pn = p if n > p and pn = n if n 6 p. It is easy to see that the conditional pre-change and post-change
densities in the ith channel are
gi(Xi,n|X
n−1
i ) = f0,i(Xi,n|X
n−1
i ) =
1√
2piσ2i
exp
{
−
X˜2i,n
2σ2i
}
,
fθi(Xi,n|X
n−1
i ) =
1√
2piσ2i
exp
{
−
(X˜i,n − θiS˜i,n)
2
2σ2i
}
, θi ∈ Θ = (0,∞),
and that for all k ∈ Z+ and n > 1 the LLR in the ith channel has the form
λi,θi(k, k + n) =
θi
σ2i
k+n∑
j=k+1
S˜i,jX˜i,j −
θ2i
∑k+n
j=k+1 S˜
2
i,j
2σ2i
.
Since under measure Pk,i,ϑi the random variables {X˜i,n}n>k+1 are independent Gaussian random variables
N (ϑiS˜i,n, σ
2
i ), under Pk,i,ϑi the LLR λi,θi(k, k+n) is a Gaussian process (with independent non-identically
distributed increments) with mean and variance
(9.2) Ek,i,ϑ[λi,θi,ϑi(k, k + n)] =
2θiϑi − θ
2
i
2σ2i
k+n∑
j=k+1
S˜2i,j, Vark,i,ϑi[λi,θi,ϑi(k, k + n)] =
θ2i
σ2i
k+n∑
j=k+1
S˜2i,j.
Assume that
lim
n→∞
1
n
sup
k∈Z+
k+n∑
j=k+1
S˜2i,j = Qi,
where 0 < Qi <∞. This is typically the case in most signal processing applications, e.g., in radar applica-
tions where the signals θiSi,n are the sequences of harmonic pulses. Then for all k ∈ Z+ and θi ∈ (0,∞)
1
n
λi,θi(k, k + n)
Pk,i,θi
−a.s.
−−−−−−−→
n→∞
θ2iQi
2σ2i
= Ii,θi ,
so that condition C
(i)
1 holds. Furthermore, since all moments of the LLR are finite it can be shown (cf. [12])
that condition C˜
(i)
2 (and hence, condition C
(i)
2 ) holds for all r > 1.
Thus, by Corollary 8.1, the double-mixture procedure TWA minimizes as α → 0 all positive moments of
the detection delay and asymptotic formulas (5.5) and (5.6) hold with IB,θB =
∑
i∈B
θ2iQi
2σ2i
.
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9.2. Detection of non-additive changes in mixtures. Assume that the observations across streams are
independent. Let p1,i(Xi,n), p2,i(Xi,n), and fθi(Xi,n) be distinct densities, i = 1, . . . , N . Consider an
example with non-additive changes where the observations in the ith stream in the normal mode follow the
pre-change joint density
gi(X
n
i ) = βi
n∏
j=1
p1,i(Xi,j) + (1− βi)
n∏
j=1
p2,i(Xi,j),
which is the mixture density with a mixing probability 0 < βi < 1, and in the abnormal mode the observa-
tions follow the post-change joint density
fθi(X
n
i ) =
n∏
j=1
fθi(Xi,j), θi ∈ Θi.
Therefore, the observations {Xi,n}n>1 in the ith stream are dependent with the conditional probability
density
gi(Xi,n | X
n−1
i ) =
βi
∏n
j=1 p1,i(Xi,j) + (1− βi)
∏n
j=1 p2,i(Xi,j)
βi
∏n−1
j=1 p1,i(Xi,j) + (1− βi)
∏n−1
j=1 p2,i(Xi,j)
, ν > n
before the change occurs and i.i.d. with density fθi(Xi,n) after the change occurs (n > ν). Note that in
contrast to the previous example, pre-change densities gi do not belong to the same parametric family as
post-change densities fθi .
DefineL
(s)
i,n(θi) = log[fθi(Xi,n)/ps,i(Xi,n)]; I
(s)
θi
= E0,θi [L
(s)
i,1 (θi)], s = 1, 2;∆Gi,n = p1,i(Xi,n)/p2,i(Xi,n);
Gi,n =
∏n
j=1∆Gi,j; and vi = βi/(1 − βi). It is easily seen that
fθi(Xi,n)
gi(Xi,n | X
n−1
i )
= exp
{
L
(2)
i,n(θi)
} 1− βi + βiGi,n−1
1− βi + βiGi,n
.
Observing that
k+n∏
j=k+1
1− βi + βiGi,j−1
1− βi + βiGi,j
=
1 + viGi,k
1 + viGi,k+n
,
we obtain
k+n∏
j=k+1
fθi(Xi,j)
gi(Xi,j | X
j−1
i )
= exp

k+n∑
j=k+1
L
(2)
i,j (θi)
 1 + viGi,k1 + viGi,k+n ,
and therefore,
(9.3) λi,θi(k, k + n) =
k+n∑
j=k+1
L
(2)
i,j (θi) + log
1 + viGi,k
1 + viGi,k+n
.
Assume that I
(1)
θi
> I
(2)
θi
. Then Ek,i,θi [log ∆Gin] = I
(2)
θi
− I
(1)
θi
< 0 for k 6 n, and hence, for all k ∈ Z+
Gi,k+n = Gi,k
k+n∏
j=k+1
∆Gi,j
Pk,i,θi
-a.s.
−−−−−−−→
n→∞
0
and
1
n
log
1 + viGi,k
1 + viGi,k+n
Pk,i,θi
-a.s.
−−−−−−−→
n→∞
0.
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Since under Pk,i,θi the random variables L
(2)
i,n(θi), n = k + 1, k + 2, . . . are i.i.d. with mean I
(2)
θi
, we have
1
n
λi,θi(k, k + n)
Pk,i,θi
−a.s.
−−−−−−−→
n→∞
I
(2)
θi
,
and hence, condition C
(i)
1 holds with Ii,θi = I
(2)
θi
.
Now, under Pk,i,θi the LLR λi,ϑi(k, k + n) can be written as
λi,ϑi(k, k + n) =
k+n∑
j=k+1
L
(2)
i,j (ϑi, θi) + ψi(k, n),
where L
(2)
i,j (ϑi, θi) is the statistic L
(2)
i,j (ϑi) under Pk,i,θi and
ψi(k, n) = log
1 + viGi,k
1 + viGi,k+n
6 log(1 + viGi,k) = ψ
⋆
i,k
for any n > 1. Since ψ⋆i,k > 0 and {L
(2)
i,j (ϑi)}j>k are i.i.d. under Pk,i,θi , we have
Pk,i,θi
(
1
n
inf
ϑi∈Γδ,θi
λϑi(k, k + n) < Ii,θi − ε
)
6 Pk,i,θi
 1
n
inf
ϑi∈Γδ,θi
k+n∑
j=k+1
L
(2)
i,j (ϑi) < Ii,θi − ε−
1
n
ψ⋆i,k

6 Pk,i,θi
 1
n
inf
ϑi∈Γδ,θi
k+n∑
j=k+1
L
(2)
i,j (ϑi) < Ii,θi − ε

= P0,i,θi
 1
n
inf
ϑi∈Γδ,θi
n∑
j=1
L
(2)
i,j (ϑi) < Ii,θi − ε

and, consequently, conditions C
(i)
2 are satisfied as long as
(9.4)
∞∑
n=1
nr−1 sup
θi∈Θi,c
P0,i,θi
 1
n
inf
ϑi∈Γδ,θi
n∑
j=1
L
(2)
i,j (ϑi) < Ii,θi − ε
 <∞.
Typically condition (9.4) holds if the (r+1)th absolute moment of L
(2)
i,1 (ϑi) is finite, E0,i,θi |L
(2)
i,1 (ϑi)|
r+1 <
∞.
For example, let us consider the following Gaussian model:
fi,θi(x) =
1√
2piσ2i
exp
{
(x− θi)
2
2σ2i
}
, ps,i(x) =
1√
2piσ2i
exp
{
(x− µi,s)
2
2σ2i
}
, s = 1, 2,
where θi > 0, µi,1 > µi,2 = 0. Then
L
(s)
i,n(θi) =
θi − µi,s
σ2i
Xi,n −
(θi − µi,s)
2
2σ2i
,
I
(s)
i,θi
= (θi − µi,s)
2/2σ2i , I
(2)
i,θi
> I
(1)
i,θi
and
1
n
n∑
j=1
L
(2)
i,j (ϑi, θi) =
ϑiθi − ϑ
2
i /2
σ2i
+
ϑi
σin
n∑
j=1
ηi,j,
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where ηi,j ∼ N (0, 1), j = 1, 2, . . . are i.i.d. standard normal random variables. Since all moments of ηi,j
are finite, by the same argument as in the previous example, condition (9.4) holds for all r > 1, and hence,
the detection rule TWAα is asymptotically optimal as α→ 0, minimizing all positive moments of the detection
delay.
10. Discussion and remarks. 1. Note that condition C1 holds whenever λB,θ(k, k + n)/n converges
almost surely to IB,θ under Pk,B,θ,
(10.1)
1
n
λB,θ(k, k + n)
Pk,B,θ−a.s.
−−−−−−→
n→∞
IB,θ
(cf. Lemma A.1 in [4]). However, the a.s. convergence is not sufficient for asymptotic optimality of the
detection procedures with respect to moments of the detection delay. In fact, the average detection delay
may even be infinite under the a.s. convergence (10.1). The left-tail condition C2 guarantees finiteness
of first r moments of the detection delay and asymptotic optimality of the detection procedures in Theo-
rem 5.1, Theorem 5.2, and Theorem 6.1. Note also that the uniform r-complete convergence conditions for
n−1λB,θ(k, k + n) and n
−1 log Λp,W (k, k + n) to IB,θ under Pk,B,θ, i.e., when for all ε > 0, B ∈ P, and
θ ∈ Θ
∞∑
n=1
nr−1 sup
k∈Z+
Pk,B,θ
(∣∣∣∣ 1nλB,θ(k, k + n)− IB,θ
∣∣∣∣ > ε) <∞,
∞∑
n=1
nr−1 sup
k∈Z+
Pk,B,θ
(∣∣∣∣ 1n log Λp,W (k, k + n)− IB,θ
∣∣∣∣ > ε) <∞,
are sufficient for asymptotic optimality results presented in Theorems 5.1–6.1. However, on the one hand
these conditions are stronger than conditions C1 and C2, and on the other hand, verification of the r-
complete convergence conditions is more difficult than checking conditions C1 and C2 for the local val-
ues of the LLR in the vicinity of the true parameter value, which is especially true for the weighted LLR
log Λp,W (k, k + n). Still the r-complete convergence conditions are intuitively appealing since they define
the rate of convergence in the strong law of large numbers (10.1).
2. Even for independent streams the computational complexity and memory requirements of the proce-
dures TWA and T˜
W
A can be quite high. For this reason, in practice, it is reasonable to use window-limited
versions of double-mixture detection procedures where the summation over potential change points k is re-
stricted to the sliding window of sizem = m1−m0. The idea of using a window-limited generalized likeli-
hood ratio procedure for stochastic dynamic systems described by linear state-space models belongs to Will-
sky and Jones [18], and a general (mostly minimax) single-stream quickest changepoint detection theory for
window-limited CUSUM-type procedures based on the maximization over k restricted to n−m1 6 k 6 n
was developed by Lai [5, 6] who suggested a method of selection of m1 (depending on the given false
alarm rate) to make the detection procedures asymptotically optimal. The role ofm1 is to reduce the mem-
ory requirements and computational complexity of stopping rules. The values of m0 bigger than 0 can be
used to protect against outliers, but m0 = 0 looks reasonable in most cases. To be more specific, in the
window-limited versions of TWA and T˜
W
A , defined in (2.11) and (2.15), the statistics S
π
p,W (n) and Rp,W (n)
are replaced by the window-limited statistics
Ŝπ
p,W (n) = S
π
p,W (n) for n 6 m1;
Ŝπ
p,W (n) =
1
P(ν > n)
n−1∑
k=n−(m1+1)
pikΛp,W (k, n) for n > m1
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and
R̂p,W (n) = Rp,W (n) for n 6 m1;
R̂p,W (n) =
n−1∑
k=n−(m1+1)
Λp,W (k, n) for n > m1.
Following guidelines of Lai [6], it can be shown that these window-limited versions also have first-order
asymptotic optimality properties as long as the size of the window m1(A) approaches infinity as A → ∞
with m1(A)/ logA → ∞ but logm1(A)/ logA → 0. Since thresholds A = Aα in detection procedures
should be selected in such a way that logAα ∼ | log α| as α → 0, it follows that the value of the window
sizem1(α) should satisfy
lim
α→0
m1(α)
| log α|
=∞, lim
α→0
logm1(α)
| log α|
= 0.
3. It is expected that first-order approximations to the moments of the detection delay are inaccurate in
most cases, so higher-order approximations are in order. However, it is not feasible to obtain such approx-
imations in the general non-i.i.d. case considered in Part 1 of the article. The author is currently working
on the companion paper “Asymptotically Optimal Quickest Change Detection in Multistream Data—Part 2:
Higher-Order Approximations to Operating Characteristics in the i.i.d. Case,” where we will derive higher-
order approximations to the expected delay to detection and the probability of false alarm in the “i.i.d.”
scenario, assuming that the observations in streams are independent and also independent across streams.
The results of the renewal theory and nonlinear renewal theory will be used for this purpose. In the com-
panion paper, we will also study the accuracy of asymptotic approximations and compare several detection
schemes using MC simulations.
APPENDIX: AN AUXILIARY LEMMA AND PROOFS
The following lemma is extensively used for obtaining upper bounds for the moments of the detection
delay, which are needed for proving asymptotic optimality properties of the introduced detection procedures.
In this lemma, P is a generic probability measure and E is a corresponding expectation.
LEMMA A.1. Let τ (τ = 0, 1, . . . ) be a non-negative integer-valued random variable and let N (N >
1) be an integer number. Then, for any r > 1,
(A.1) E[τ ]r 6 N r + r2r−1
∞∑
n=N
nr−1P (τ > n) .
PROOF.
E [τ ]r =
∫ ∞
0
rtr−1P (τ > t) dt
6 N r +
∞∑
n=0
∫ N+n+1
N+n
rtr−1P (τ > t) dt
6 N r +
∞∑
n=0
∫ N+n+1
N+n
rtr−1P (τ > N + n) dt
= N r +
∞∑
n=0
[(N + n+ 1)r − (N + n)r]P (τ > N + n)
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= N r +
∞∑
n=N
[(n+ 1)r − nr]P (τ > n)
6 N r +
∞∑
n=N
r(n+ 1)r−1P (τ > n)
6 N r + r2r−1
∞∑
n=N
nr−1P (τ > n) .
PROOF OF PROPOSITION 5.1. To prove asymptotic approximations (5.3) and (5.4) note first that by (5.1)
the detection procedure TWA belongs to class C(1/(A+ 1)), so replacing α by 1/(A+ 1) in the asymptotic
lower bounds (4.3) and (4.4), we obtain that under the right-tail conditionC1 the following asymptotic lower
bounds hold for all r > 0, B ∈ P, and θ ∈ Θ:
lim inf
A→∞
Rrk,B,θ(T
W
A )
(logA)r
>
1
(IB,θ + µ)r
, k ∈ Z+,(A.2)
lim inf
A→∞
R
r
B,θ(T
W
A )
(logA)r
>
1
(IB,θ + µ)r
.(A.3)
Therefore, to prove the assertions of the proposition it suffices to show that, under the left-tail condition C2,
for all 0 < m 6 r, B ∈ P, and θ ∈ Θ
lim sup
A→∞
Rmk,B,θ(T
W
A )
(logA)m
6
1
(IB,θ + µ)m
, k ∈ Z+,(A.4)
lim sup
A→∞
R
m
B,θ(T
W
A )
(logA)m
6
1
(IB,θ + µ)m
.(A.5)
The proof of part (i). Let piA = {piAk }, pi
A
k = pi
α
k for α = αA = 1/(1 +A), and define
NA = NA(ε,B, θ) = 1 +
⌊
log(A/piAk )
IB,θ + µ− ε
⌋
.
Obviously, for any n > 1,
log Sπ
p,W (k + n) > log Λp,W (k, k + n) + log pi
A
k − log Π
A
k−1+n
> inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) + logW (Γδ,θ) + log pB + log pi
A
k − log Π
A
k−1+n,
where Γδ,θ = {ϑ ∈ Θ : |ϑ − θ| < δ}, so that for any B ∈ P, θ ∈ Θ, k ∈ Z+
Pk,B,θ
(
TWA − k > n
)
6 Pk,B,θ
{
1
n
log Sπ
p,W (k + n) <
1
n
logA
}
6 Pk,B,θ
{
1
n
inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) <
1
n
log
(
A
piAk
)
+
1
n
[
| log ΠAk−1+n|+ logW (Γδ,θ) + log pB
]}
.
It is easy to see that for n > NA the last probability does not exceed the probability
Pk,B,θ
{
1
n
inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) < IB,θ + µ− ε+
1
n
(
| log ΠAk−1+n|+ logW (Γδ,θ) + log pB
)}
.
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Since, by condition CP1, N−1A | log Π
A
k−1+NA
| → µ as A → ∞, for a sufficiently large value of A there
exists a small κ = κA (κA → 0 as A→∞) such that
(A.6)
∣∣∣∣∣µ− | log ΠAk−1+NA |NA
∣∣∣∣∣ < κ.
Hence, for ε1 > 0 and all sufficiently large A and n, we have
Pk,B,θ
(
TWA − k > n
)
6 Pk,B
{
1
n
inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) < IB,θ − ε− κ−
1
n
[log pB + logW (Γδ,θ)]
}
6 Pk,B,θ
{
1
n
inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) < IB,θ − ε1
}
.(A.7)
By Lemma A.1, for any k ∈ Z+, B ∈ P, and θ ∈ Θ we have the following inequality
Ek,B,θ
[
(TWA − k)
+
]r
6 N rA + r2
r−1
∞∑
n=NA
nr−1Pk,B,θ
(
TWA − k > n
)
,(A.8)
which along with (A.7) yields
Ek,B,θ
[(
TWA − k
)+]r
6
(
1 +
⌊
log(A/piAk )
IB,θ + µ− ε
⌋)r
+ r2r−1Υr(ε1,B, θ).(A.9)
Now, note that
PFA(TWA ) >
∞∑
i=k
piAi P∞(T
W
A 6 i) > P∞(T
W
A 6 k)
∞∑
i=k
piAi = P∞(T
W
A 6 k)Π
A
k−1,
and hence,
(A.10) P∞(T
W
A > k) > 1− PFA(T
W
A )/Π
A
k−1 > 1− [(A+ 1)Π
A
k−1]
−1, k ∈ Z+.
Recall that we set ΠAk = Π
α
k with α = αA = 1/(1 +A). It follows from (A.9) and (A.10) that
Rrk,B,θ(T
W
A ) =
Ek,B,θ
[(
TWA − k
)+]r
P∞(TWA > k)
6
(
1 +
⌊
log(A/πA
k
)
IB,θ+µ−ε
⌋)r
+ r2r−1Υr(ε1,B, θ)
1− 1/(AΠAk−1)
.(A.11)
Since by condition C2, Υr(ε1,B, θ) < ∞ for all B ∈ P, θ ∈ Θ, and ε1 > 0 and, by condition CP3,
(AΠAk−1)
−1 → 0, | log piAk |/ logA→ 0 as A→∞, inequality (A.11) implies the asymptotic inequality
R
r
k,B,θ(T
W
A ) 6
(
logA
IB,θ + µ− ε
)r
(1 + o(1)), A→∞.
Since ε can be arbitrarily small, this implies the asymptotic upper bound (A.4) (for all 0 < m 6 r, B ∈ P ,
and θ ∈ Θ). This upper bound and the lower bound (A.2) prove the asymptotic relation (5.3). The proof of
(i) is complete.
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The proof of part (ii). Using the inequalities (A.11) and 1− PFA(TWA ) > A/(1 +A), we obtain that for
any 0 < ε < IB,θ + µ
R
r
B,θ(T
W
A ) =
∑∞
k=0 pi
A
k Ek,B,θ
[
(TWA − k)
+
]r
1− PFA(TWA )
6
∞∑
k=0
piAk
(
1 +
⌊
log(A/πA
k
)
IB,θ+µ−ε
⌋)r
+ r2r−1Υr(ε1,B, θ)
A/(1 +A)
.
(A.12)
By condition C2, Υr(ε1,B, θ) < ∞ for any ε1 > 0, B ∈ P, and θ ∈ Θ and, by condition CP2,∑∞
k=0 pi
A
k | log pi
A
k |
r = o(| logA|r) as A→∞, which implies that for all B ∈ P and θ ∈ Θ
R
r
B,θ(T
W
A ) 6
(
logA
IB,θ + µ− ε
)r
(1 + o(1)), A→∞.
Since ε can be arbitrarily small, the asymptotic upper bound (A.5) follows and the proof of the asymptotic
approximation (5.4) is complete.
PROOF OF PROPOSITION 5.2. As before, piAk = pi
αA
k , so ν¯A = ν¯αA and ωA = ωαA , where | log αA| ∼
logA.
For ε ∈ (0, 1), let
MA =MA(ε,B, θ) = (1− ε)
logA
IB,θ
.
Recall that
Pk,B,θ(T˜
W
A > k) = P∞(T˜
W
A > k) > 1−
k + ωA
A
, k ∈ Z+
(see (5.7)), so using Chebyshev’s inequality, we obtain
Rrk,B,θ(T˜
W
A ) >M
r
APk,B,θ(T˜
W
A − k > MA)
>M rA
[
Pk,B,θ(T˜
W
A > k)− Pk,B,θ(k < T˜
W
A < k +MA)
]
>M rA
[
1−
ωA + k
A
− Pk,B,θ(k < T˜
W
A < k +MA)
]
.(A.13)
Analogously to (4.9),
(A.14) Pk,B,θ (k < T < k +MA) 6 UMA,k(T ) + βMA,k(ε,B, θ).
Since
P∞
(
0 < T˜WA − k < MA
)
6 P∞
(
T˜WA < k +MA
)
6 (k + ωA +MA)/A,
we have
(A.15) UMA,k(T˜
W
A ) 6
k + ωA + (1− ε)I
−1
B,θ logA
Aε2
.
By condition (5.9),
(A.16) lim
A→∞
log(ωA + ν¯A)
logA
= 0,
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which implies that ωA = o(A
γ) as A→∞ for any γ > 0. Therefore, UMA,k(T˜
W
A )→ 0 as A→∞ for any
fixed k. Also, βMA,k(ε,B, θ)→ 0 by condition C1, so that Pk,B,θ
(
0 < T˜WA − k < MA
)
→ 0 for any fixed
k. It follows from (A.13) that for an arbitrary ε ∈ (0, 1) as A→∞
Rrk,B,θ(T˜
W
A ) >
(
(1− ε) logA
IB,θ
)r
(1 + o(1)),
which yields the asymptotic lower bound (for any fixed k ∈ Z+, B ∈ P, and θ ∈ Θ)
(A.17) lim inf
A→∞
Rrk,B,θ(T˜
W
A )
(logA)r
>
1
IrB,θ
.
To prove (5.10) it suffices to show that this bound is attained by T˜WA , i.e.,
(A.18) lim sup
A→∞
Rrk,B,θ(T˜
W
A )
(logA)r
6
1
IrB,θ
.
Define
M˜A = M˜A(ε,B, θ) = 1 +
⌊
logA
IB,θ − ε
⌋
.
By Lemma A.1, for any k ∈ Z+, B ∈ P, and θ ∈ Θ,
Ek,B,θ
[
(T˜WA − k)
+
]r
6 M˜ rA + r2
r−1
∞∑
n=M˜A
nr−1Pk,B,θ
(
T˜WA > n
)
,(A.19)
and since for any n > 1,
logRπ
p,W (k + n) > log Λp,W (k, k + n) > inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) + logW (Γδ,θ) + log pB,
in just the same way as in the proof of Proposition 5.1 (setting piAk = 1) we obtain that for all n > M˜A
Pk,B,θ
(
T˜WA > n
)
6 Pk,B,θ
{
1
n
inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) < IB,θ − ε+
1
n
[logW (Γδ,θ) + log pB]
}
.
Hence, for all sufficiently large n and ε1 > 0,
Pk,B,θ
(
T˜WA − k > n
)
6 Pk,B,θ
(
1
n
inf
ϑ∈Γδ,θ
λB,ϑ(k, k + n) < IB,θ − ε1
)
.(A.20)
Using (A.19) and (A.20), we obtain
(A.21) Ek,B,θ
[(
T˜WA − k
)+]r
6
(
1 +
⌊
logA
IB,θ − ε
⌋)r
+ r2r−1Υr(ε1,B, θ),
which along with the inequality P∞(T˜
W
A > k) > 1− (ωA + k)/A (see (5.7)) implies the inequality
Rrk,B,θ(T˜
W
A ) =
Ek,B,θ
[(
T˜WA − k
)+]r
P∞(T˜WA > k)
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6
(
1 +
⌊
logA
IB,θ−ε
⌋)r
+ r2r−1Υr(ε1,B, θ)
1− (ωA + k)/A
.(A.22)
Since due to (A.16) ωA/A → 0 and, by condition C2, Υr(ε1,B, θ) < ∞ for all ε1 > 0, B ∈ P, θ ∈ Θ,
inequality (A.22) implies the asymptotic inequality
Rrk,B,θ(T˜
W
A ) 6
(
logA
IB,θ − ε
)r
(1 + o(1)), A→∞.
Since ε can be arbitrarily small the asymptotic upper bound (A.18) follows and the proof of the asymptotic
approximation (5.10) is complete.
In order to prove (5.11) note first that, using (A.13), yields the lower bound
R
r
B,θ(T˜A) >M
r
A
[
1−
ν¯A + ωA
A
− PπB,θ
(
0 < T˜A − ν < MA
)]
.(A.23)
Let KA be an integer number that approaches infinity as A → ∞ with rate O(A
γ), γ > 0. Now, using
(A.14) and (A.15), we obtain
P
π
B,θ(0 < T˜
W
A − ν < MA) =
∞∑
k=0
piAk Pk,B,θ
(
0 < T˜WA − k < MA
)
6 P(ν > KA) +
∞∑
k=0
piAk UMA,k(T˜
W
A ) +
KA∑
k=0
piAk βMA,k(ε,B, θ)
6 P(ν > KA) +
ν¯A + ωA + (1− ε)I
−1
B,θ logA
Aε2
+
KA∑
k=0
piAk βMA,k(ε,B, θ).(A.24)
Note that due to (A.16) (ωA + ν¯A)/A
γ → 0 as A → ∞ for any γ > 0. As a result, the first two terms in
(A.24) go to zero as A → ∞ (by Markov’s inequality P(ν > KA) 6 ν¯A/KA = ν¯A/O(A
γ) → 0) and the
last term also goes to zero by condition C1 and Lebesgue’s dominated convergence theorem. Thus, for all
0 < ε < 1, PπB(0 < T˜
W
A − ν < MA) approaches 0 as A →∞. Using inequality (A.23), we obtain that for
any 0 < ε < 1 as A→∞
R
r
B,θ(T˜
W
A ) > (1− ε)
r
(
logA
IB,θ
)r
(1 + o(1)),
which yields the asymptotic lower bound (for any r > 0, B ∈ P, and θ ∈ Θ)
(A.25) lim inf
A→∞
R
r
π,B,θ(T˜
W
A )
(logA)r
>
1
IrB,θ
.
To obtain the upper bound it suffices to use inequality (A.21), which along with the fact that PFA(T˜WA ) 6
(ν¯A + ωA)/A yields (for every 0 < ε < IB,θ)
R
r
B,θ(T˜
W
A ) =
∑∞
k=0 pi
A
k Ek,B,θ[(T˜
W
A − k)
+]r
1− PFA(T˜WA )
6
(
1 + logAIB,θ−ε
)r
+ r2r−1Υr(ε1,B, θ)
1− (ωA + ν¯A)/A
.
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Since (ωA + ν¯A)/A → 0 and, by condition C2, Υr(ε1,B, θ) < ∞ for any ε > 0, B ∈ P, and θ ∈ Θ we
obtain that, for every 0 < ε < IB,θ as A→∞,
R
r
B,θ(T˜
W
A ) 6
(
logA
IB,θ − ε
)r
(1 + o(1)),
which implies
(A.26) lim sup
A→∞
R
r
B,θ(T˜
W
A )
(logA)r
6
1
IrB,θ
since ε can be arbitrarily small.
Applying the bounds (A.25) and (A.26) together completes the proof of (5.11).
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