In this paper, based on an iterative procedure as in [56] , a sequence of local approximate stable manifolds for Hamiltonian system at some hyperbolic equilibrium is constructed. One of our main concerns is to prove a precise estimate for radius of convergence and the errors of local approximate stable manifolds. Furthermore, we extend the local approximate stable manifolds to larger ones by symplectic algorithms which have better long-time behaviors than general-purpose schemes. The approach constructed here is applicable in design of nonlinear optimal feedback control for nonlinear systems.
Introduction
In this paper, we are mainly concerned with symplectic algorithms for stable manifolds of the Hamiltonian systems from control theory.
In nonlinear control theory, an optimal feedback control can be given by solving a associated Hamilton-Jacobi equation (see e.g. [38] ) and H ∞ feedback control can be obtained from solutions of one or two Hamilton-Jacobi equations (see e.g. [7, 32, 62, 63] ). Unfortunately, the Hamilton-Jacobi equation in general can not be solved analytically. Hence numerical method becomes important. Seeking approximate solutions of Hamilton-Jacobi equations from control theory has been studied extensively. There are several approaches: Taylor series method, Galerkin method, state-dependent Riccati equation method, algebraic method, etc. See e.g. [3-6, 8-10, 30, 35, 41, 42, 45, 48-50] and the references therein. These methods may have good performance for concrete control systems. However, in general, they may have various disadvantages such as heavy computation cost for higher dimensional state spaces, restriction on simple nonlinearity of the systems, etc.
For the stationary Hamilton-Jacobi equations which are related to infinite horizon optimal control and H ∞ control problems, [56] developed an iterative procedure to construct an approximate sequence that converges to the exact solution of the associated Hamiltonian system on the stable manifold. It is based on the fact that the stabilizing solutions of stationary Hamilton-Jacobi equations correspond to the generating functions of the stable manifolds (Lagrangian) of the associated Hamiltonian systems at certain equilibriums (cf. e.g. [42, 54, 56] ). This approach has better performances for various nonlinear feedback control systems, especially for the ones with more complicated nonlinearities, see e.g. [28, 29, 55] .
We should note that the computation approach in [56] (as well as [28, 29, 55] ) depends essentially on the radius of convergence of the iterative procedure which is not estimated analytically. Moreover, since the errors of less iterative steps are tremendous especially when the time is negative, to obtain a stable manifold with proper size for applications, the number of iterative steps need to be large. This may make the computation time-consuming.
In this work, we shall combine an improved iterative procedure as in [56] with the symplecticity of the associated Hamiltonian system to construct a sequence of approximate stable manifolds.
Geometric aspects play an significant role in design of numerical methods for various ordinary and partial differential equations. This area is known as 'Geometric Numerical Integration' which has been developed by many researchers with different mathematical background. See e.g. [1, 11-14, 16-18, 21, 24, 25, 27, 31, 39, 40, 43, 46, 57, 58, 61, 65-67] and the references therein.
For Hamiltonian systems, the most important geometric feature is the symplecticity. To be more precise, let H(p, q) be a smooth Hamiltonian function on R 2n . Denote y = (p, q). Consideṙ
Let ϕ t be the flow of (1.1). It is well-known that the symplecticity of the flow ϕ t is the characteristic geometric property of Hamiltonian systems. A numerical one-step method y n+1 = Φ h (y n ) (with step size h) is called symplectic if Φ h is a symplectic map, that is,
where DΦ h (y) is the tangent map of Φ h at y. The first symplectic method found is the symplectic Euler method ( [15] ). More than 25 years later, higher-order symplectic integrators using generating functions of Hamilton-Jacobi equtions were constructed independently by Ruth [53] and Kang Feng [19, 20] . After that, Lasagni ( [37] ), Sanz-Serna ( [59] ) and Suris ( [60] ) independently constructed symplectic Runge-Kutta schemes by a quadratic relation of the method coefficients. For more history of symplectic methods, see for example [23] and the references therein.
For Hamiltonian systems, symplectic algorithm improves qualitative behaviours, and gives a more accurate long-time integration comparing with general-purpose methods such as Runge-Kutta schemes. See e.g. [21, 25] As a classical example, we shall use Störmer-Verlet method which is a 2-order symplectic algorithm (see Section 4 below) to illustrate the procedure of computation. This method are known in the literature under various names. In molecular dynamics, it was introduced by Verlet [64] , then became a widely used scheme in this field. Another name is Störmer method which was used by C. Störmer to compute the motion of ionized particles in the earth's magnetic field. See for example [26, Section III.10] . There are other names from different background of science. We refer the readers to [24] for more details.
The key steps of our computations are as follows. First we give a sufficient estimate of the radius of convergence of the iterative sequence, and construct a sequence of approximate solutions of the associated Hamiltonian system with some fixed boundary condition. Here the relative errors can be controlled as small as possible by the number of iterative steps k (Theorem 3.1 below). Then changing the boundary conditions from small sphere with the radius of convergence in the stable tangent space centered at the equilibrium generates a sequence of local approximate stable manifold near the equilibrium. The significant task is to give an precise estimate for the radius of convergence of the iterative sequences and compute the error of the local approximate stable manifold. Finally, we extend the local approximate stable manifold to a large one by symplectic algorithms for the associated Hamiltonian system (Section 4 below).
In this scheme, the relative error of local approximate stable manifolds can be precisely controlled as small as possible. Therefore the significant point becomes the algorithm for extension of the local stable manifold. It is natural to apply symplectic algorithms since this kind of method relies on the essential geometric property of the Hamiltonian systems and has better long-time behaviour than other numerical schemes such as Runge-Kutta. Remark 1.1. There are many methods for numerical computation of stable manifolds for various systems. A thorough review of the literature of various existing rigorous integrators is a task far beyond the scope of this paper. We refer the interested readers to, e.g., [33, 34, 47] and the references therein for more results in this direction. Since our main concern is the Hamiltonian systems from control theory, less serious comparison of various integrators from different research areas will be illustrated.
The paper is organized as follows. In Section 2, some preliminaries including basic notations in symplectic geometry, Hamiltonian systems and Hamilton-Jacobi equations in control theory are given. Section 3 is devoted to construct the iterative procedure, and proves the precise estimate of radius of convergence as well as the error of the approximate solutions. The symplectic scheme which extends the local proximate stable manifold is described in Section 4. In Section 5, two examples are illustrated. The final section includes some conclusion remarks.
Preliminaries
In this section, we recall some basic results which are useful in the following sections.
2.1. The symplectic structure of Hamiltonian systems. Symplectic geometry theory can be built in general on the frame work of manifold. For the application in our case, we restrict the notation on R 2n for simplicity. We refer the interested readers to, e.g., [2, 44] for a comprehensive discussion on symplectic geometry.
Let R 2n endow the standard symplectic structure, that is, for all ξ, η ∈ R 2n , define
where J = 0 I −I 0 is the standard symplectic matrix in which I is the identity matrix of dimension n. For the simplicity of notation, let y = (p, q). Then we can write the Hamiltonian system in the following formẏ
Let (p(t, p 0 , q 0 ), q(t, p 0 , q 0 )) be the solution of Hamiltonian system (2.4) with initial values p(0, p 0 , q 0 ) = p 0 , q(0, p 0 , q 0 ) = q 0 . Define
By a well known theorem of Poincaré, it holds that for each fixed t, the flow map ϕ t is a symplectic transformation wherever it is defined ( [51] ). Moreover, the symplecticity of the flow of systems is a characteristic property for Hamiltonian systems. That is, if the flow of a system is symplectic, then this system is a Hamiltonian system locally. See e.g. [25] .
Denote X H (y) = J −1 ∇H(y). We call X H the Hamiltonian vector field of H. Suppose that y 0 = (0, 0) is an equilibrium of X H . Then the derivative of the Hamiltonian vector field at point y 0 is a Hamiltonian matrix, that is, (JDX H (y 0 )) T = JDX H (y 0 ). In fact, direct computations yield that
Definition 2.2. Assume that y 0 is an equilibrium of X H . We say that the equilibrium y 0 is hyperbolic if DX H (y 0 ) has no imaginary eigenvalues.
It is well known that if DX H (y 0 ) is hyperbolic, then its eigenvalues are symmetric with respect to the imaginary axis. See e.g. [2] . From the Stable Manifold Theorem (see for example [2] ), there exists a global stable manifold S y0 of y 0 . Moreover, S y0 is a Lagrangian submanifold of (R 2n , ω) ( [62] ).
Near an equilibrium y 0 , the Hamiltonian system (2.4) can be rewritten aṡ 7) where N (y) is the high order nonlinear term. In general, the Hamiltonian matrix
where A, R and Q are n × n matrices, and R, Q are symmetric. The associated Riccati equation of (2.8) is given by
It is well known that the Riccati equation (2.9) has a stabilizing solution if and only if the following two conditions hold:
(1) DX H (y 0 ) has no eigenvalue on the imaginary axis;
(2) the generalized eigenspace E − for n stable eigenvalues satisfies the following complementary condition:
The proof of this result can be found in [22] , [52] , [36] . Consider the Lyapunov equation
where P is the stabilizing solution of the Riccati equation (2.9). Some direct computations yield the following result ( [56] ).
Lemma 2.1. Assume that S is a solution of (2.11). Then
Suppose the Hamiltonian matrix satisfies the condition in Proposition 2.1, then we have a coordinates transformation 
where p = ∇V for some unknown function V , f : Ω → R n , R : Ω → R n×n , q : Ω → R are C ∞ and R(x) is symmetric matrix for all x ∈ Ω. Furthermore, we assume that f (0) = 0 and q(0) = 0, ∂q ∂x (0) = 0. Hence for x near 0,
is the Hessian of q at 0. Definition 2.3. We say that a solution V of (2.16) is stabilizing if p(0) = 0 and 0 is an asymptotically stable equilibrium of the vector field f (
From the symplectic geometry point of view, a solution of (2.16) corresponds to a Lagrangian submanifold. To be more precise, let V be a solution of (2.16). Then
is a Lagrangian submanifold which is invariant under the flow of the associated Hamiltonian system of (2.16):
See e.g. [56] . Conversely, if an n-dimensional manifold Λ in (x, p)-space is invariant with respect to the flow (2.19) , and at some point (x 0 , p 0 ), the projection π of Λ to the x-space is surjective, then Λ is a Lagrangian submanifold in a neighborhood of (x 0 , p 0 ) and there is a solution V of (2.16) in a neighborhood of x 0 such that Λ V = Λ. A sufficient condition for the existence local stabilizing solution for (2.16) is obtained by van der Schaft [62] based on an observation on the Riccati equation. Without loss of generality, assume (x 0 , p 0 ) = (0, 0). Consider the Riccati equation
which is the linearization of (2.16) at the origin. A symmetric matrix P is said to be the stabilizing solution of (2.20) if it is a solution of (2.20) and A − R(0)P is stable. [56] proved that if (2.20) has a stabilizing solution P , there exists a local stabilizing solution V of (2.16) around the origin such that ∂ 2 V ∂x 2 (0) = P . That means that a local solution of Hamilton-Jacobi solution is found. In applications, this approach is usually realized by numerical methods ( [28, 55] ).
The local approximate stable manifolds: iteration
In this section, we shall give an iterative procedure to construct a sequence of local approximate stable manifold near equilibrium for general systems. Let us consider systems of form
where B, F are n × n and m × m real constant matrices respectively, n s (t, x, y) and n u (t, x, y) are high order nonlinear terms. Assumption 1: B and −F have eigenvalues with negative real parts. It follows that there exist positive constants a, b such that e Bt ≤ ae −bt and e −F t ≤ ae −bt for t ≥ 0.
is the set of eigenvalues of B (resp. F ) with negative (resp. positive) real parts. Note that b approximately equals tob.
Assumption 2: n s , n u : R × R n × R n → R n are continuous and satisfy the following conditions: For all t ∈ R, |x| + |y| ≤ l and |x | + |y | ≤ l,
and
Remark 3.2. In general, we can assume different δ(l) in (3.2) and (3.3) as in [56] . Since the results in the following still hold by a similar argument, we use the Assumption 2 just for simplicity of notations. For concrete examples, M (L) can be chosen explicitly for some L not large in the iterative procedure. See Section 5 below.
By Assumption 2, we have that for |x| + |y| ≤ L,
and if |x|, |x | ≤x and |y|, |y | ≤ȳ for some constantsx,ȳ withx +ȳ ≤ L, then
We now give some examples of such kind of nonlinear terms. Let n s (t, x, y) = x 4 , n u (t, x, y) = x 3 y. For |x| + |y| ≤ l and |x | + |y | ≤ l,
Hence choosing δ(l) = 4l 3 , we have that for l ∈ [0, L], δ(l) satisfies Assumption 2 with M (L) = 4L 2 . We will give more examples in Section 5 below.
3.1. The local stable manifold from iterative procedure. To solve equation (3.1), define the following iterative sequence with k = 0, 1, 2, · · · and x 0 = e Bt ξ, y 0 = 0 for an arbitrary ξ ∈ R n .
In [56] , the authors proved that under Assumption 1-2, for sufficiently small ξ, x k (t, ξ) → 0 and y k (t, ξ) → 0 as t → +∞ for all k = 1, 2, · · · . Moreover, x k (t, ξ) and y k (t, ξ) uniformly converge to some functions x(t, ξ) and y(t, ξ) respectively as k → ∞. Then x(t, ξ) and y(t, ξ) are solutions of the stable manifold of (3.1) near (0, 0).
Note that, equivalent to (3.9), we consider the following ODE:
with boundary conditions x k+1 (0) = ξ, y k+1 (+∞) = 0 and x 0 = e Bt ξ, y 0 = 0, t ≥ 0. This form is more convenient to apply numerical methods for ODEs. In the following, inspired by the proof of [56, Theorem 5], we will improve the result at two points: first, a sufficient estimate of |ξ| will be given; second, the error of iteration will be calculated precisely. To be more precise, we shall prove 
where α k and β k are given by
(3.15)
Proof. By Assumption 1, we have |x 0 (t)| ≤ a|ξ|e −bt , |y 0 (t)| = 0, ∀t ≥ 0. 
This completes the proof. whereᾱ,β are given by (3.13) .
Proof. Note first that α 1 > α 0 and
Therefore, α k+1 > α k and β k+1 > β k . Next solving
we have solution (3.13) . Remark that the solutionβ = g + g 2 − a 2 16 |ξ| 2 ,ᾱ = 3β + a|ξ| is omit since we want to find the solution near 0 for |ξ| sufficiently small. Furthermore, since α 0 <ᾱ and β 0 <β, it holds that α k <ᾱ, β k <β for all k ∈ N.
(3.23)
This completes the proof. Hence we obtain that 
30)
where
Moreover, {γ k } and {ε k } are decreasing and lim k→∞ γ k = 0, lim k→∞ ε k = 0. Consequently, it holds that
Proof. When k = 1, from (3.5) and (3.6), we have
and and
(3.36) Therefore, we have (3.30) and (3.31) . Compute
with k = 2, 3, · · · , and
Note that for |ξ| ≤ 3b 16a 2 M ,ᾱ +β ≤ 3b 8aM . From (3.13), we find that γ 1 − γ 2 > 0 and ε 1 − ε 2 > 0, so γ k − γ k+1 > 0 and ε k − ε k+1 > 0. Therefore, {γ k } and {ε k } are decreasing. Then lim k→∞ γ k = γ, lim k→∞ ε k = ε exist. By (3.31) and α +β ≤ 3b 8aM < 3b 4aM , it holds that γ = 0 and ε = 0, and 4 3
Therefore, we have (3.32) . This completes the proof.
Proof of Theorem 3.1. Let k ∈ N be any fixed number. From (3.30), (3.31) and (3.32) , for all j ∈ N, it holds that
Here we used the fact that 4 3 a(ᾱ+β)M b ≤ 1/2. Therefore the conclusions of this theorem hold since j is arbitrary. This completes the proof. 
Extension of the local stable Lagrangian submanifold by symplectic algorithm
In this section, the local stable Lagrangian submanifold will be enlarged by symplectic algorithms.
By Theorem 3.1, we obtain a sequence of local approximate stable manifold of (3.1) near equilibrium (0, 0). Let
(4.1)
Here ρ can be chosen by Theorem 3.1. Denote the local approximate stable manifold by
Letting k → ∞, Λ k tends to a manifold
In other words, we find an exact stable manifold near equilibrium (0, 0) which is parameterized by (t, ξ). Consider initial problem
Then by the invariance of the stable manifold,
is the global stable manifold for (0, 0). Hence we extend local stable manifold Λ to the global one. We consider ẋ = Bx + n s (t, x, y) y = −B T y + n u (t, x, y) , t ∈ (−∞, 0) with (x(0), y(0)) ∈ ∂Λ k . for properly chosen k. Letting (x k (t), y k (t)) be numerical solution of (4.5), we obtain an approximate stable manifold
There are various numerical method for general ODEs. For example, Runge-Kutta methods. For our applications in Hamiltonian systems, we will use symplectic algorithms.
There are lots of types of symplectic algorithms, e.g., symplectic Euler method, Störmer-Verlet method, symplectic Runge-Kutta methods of various orders. For a complete description, see e.g. [25] , [21] , [11] , etc.
In this paper, we illustrate the procedure of extension of the local stable manifold by the important example of the Stömer-Verlet method for simplicity. Other symplectic algorithms of high orders may have better numerical results. 
are symplectic methods of order 2.
A complete proof of this Theorem and more details of the Störmer-Verlet method can be found in [24, 25] .
Symplectic algorithms have favourable long term behaviours such as energy conservation. Assume a Hamiltonian system with Hamiltonian H : D → R (D ⊂ R 2d ) is analytic. Let Φ h (y) be the Stömer-Verlet method with step size h. If the numerical solution stays in some compact set K ⊂ D, then there exists h 0 such that H(q n , p n ) = H(q 0 , q 0 ) + O(h 2 ), 
The error can be controlled by k and ρ by Theorem 3.1.
Step 4. Extend the local approximate stable manifold by symplectic algorithm. Rewrite Λ k in the original coordinates byΛ k = T Λ k where T is given by (2.13) . Use symplectic algorithm, for example, the Störmer-Verlet method, symplectic Runge-Kutta method of various orders, to solve the following initial problem q = H p (q, p) p = −H q (q, p) , t ∈ (−∞, 0) with (q(0), p(0)) ∈ ∂Λ k . (4.10)
Then we find a larger approximate stable manifold. We should emphasize that the extension here does not need to iterate to solve equations of form (3.10).
Examples
In this section, we apply the computation procedure to two examples with comparison with non-symplectic numerical methods.
Throughout this section, we shall use the following notations in various numerical methods:
• k: the iterative times for local approximate stable manifolds as in (3.10),
• ξ: the initial condition given in Theorem 3.1, • h + : the step size for positive time in the iterative procedure (3.10),
• h − : the step size for extension of negative time by (4.5),
• t: the time variable.
5.1. Free pendulum. Our first example is the free pendulum. In this example, the stable Lagrangian submanifold can be described exactly.
The Hamiltonian of free pendulum is given by H(q, p) = 1 2 p 2 + cos q, (q, p) ∈ R 2 , (5.1) the associated Hamiltonian system is q = p, p = sin q.
It is clear that (0, 0) and (π, 0) are equilibriums. It is well known that (π, 0) is stable.
Next, we shall focus on (0, 0). The Hamiltonian matrix at (0, 0) is 0 1 1 0 . Hence 
, (5.9) where k = 1, 2, · · · , and x 0 = e −t ξ, y 0 = 0. The initial condition is Since dimension of the Lagrangian submanifold is one, it satisfies H(p, q) = 0. We now give a detailed numerical comparison of symplectic algorithms and the Runge-Kutta methods.
In Figure 1 method. It is obvious that the error of the Stömer-Verlet method is smaller and stable, whereas the error of the 2-order Runge-Kutta method is increasing and much larger. Figure 2 presents the numerical results of our approach and that of iterative by negative time directly in (3.10) as [55, 56] . Recall that the exact Lagrangian submanifolds can be computed by H(p, q) = 0.
5.2.
A 2-dimensional nonlinear optimal feedback control system. We shall illustrate a 2-dimensional example from control theory. Consider q 1 = e q2 − 1, q 2 = −(q 1 + 1 3 q 3 1 ).
(5.11)
It is clear that (q 1 , q 2 ) = (0, 0) is an unstable equilibrium.
By the method in Section 2.2, we will give a design of stabilizing this system. From (2.16 ), let
where p = (p 1 , p 2 ) T , q = (q 1 , q 2 ) T . The corresponding Hamiltonian system is
Then (q, p) = (0, 0) is an equilibrium and the Hamiltonian matrix is given by The eigenvalues of A − RΓ are −1 ± i. q p = T x y , (5.20)
The Hamiltonian system (5.14) becomes
where q = q(x, y), p = p(x, y) are defined by (5.20) . Define n s (t, x, y) n u (t, x, y)
Then we consider the following iterative procedure
where k = 1, 2, · · · , and x 0 = e (A−RΓ)t ξ, y 0 = 0. The initial condition is
x k (0) = ξ, y k (+∞) = 0, for k = 1, 2, 3, · · · . We compare the numerical results of the Stömer-Verlet method with that of the 2-order Runge-Kutta method. Figure 3 shows the values of the Hamiltonian function along the approximate curves in approximate stable manifold with ξ = 2 ) contained in sphere S 0.12 . It is clear that the Stömer-Verlet method is much better than the 2-order Runge-Kutta method. Figure 4 applies the Stömer-Verlet scheme to compute a approximate stable manifold projecting to q 1 -q 2 -p 1 and q 1 -q 2 -p 2 spaces with two hundred ξ in S 0.12 .
Conclusion
In this paper, we combine the iterative procedure in [56] with symplectic algorithms for Hamiltonian systems to construct a sequence of approximate stable manifolds. The main points in our approach are as follows:
(1) A precise estimate (sufficient but not necessary) for the radius of convergence is given, and the estimates of errors are also obtained. (2) For a numerical computation of local approximate stable manifolds at equilibrium, the relative error can be controlled as small as possible as k increases. Then we enlarge the local approximate stable manifolds by solving (4.10) for negative t with initial conditions in the boundary of the local approximate stable manifold. This avoids the possibility of the divergence of the iterative sequence constructed by Equation (3.10) for negative t, and also reduces the computation cost. (3) Apply symplectic algorithms to extend the solutions of the Hamiltonian systems to negative t. Such kind of methods has better long-time behaviours than usual numerical methods such as Runge-Kutta.
