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摘 要:首先对关联规则挖掘问题进行了简单的回顾,然后应用关系理论思想,引入了项目可辨
识向量及其 与  运算,设计了一种快速挖掘算法 SLIG, 将频繁项目集的产生过程转化为项目集的关
系矩阵中向量运算过程。算法只需扫描一遍数据库,克服了 A priori及其相关算法产生大量候选集和
需多次扫描数据库的缺点。实验证明, 与 Apriori算法相比, SL IG算法提高了挖掘效率。
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Abstract: After the introduction of famous Apr io ri a lgo rithm s, an efficient algo rithm SL IG ( S ing le leve l Large Item sets
Generation) learn ing from re lation theo ry and "AND" opera tion on recognizable vec to rs w as proposed. SL IG transform ed the
production process of frequent item se t to the vector ca lculation process in re la tionsh ip m a trix and on ly needed to scan the
da tabase once. Em pir ica l eva luation and exper im ents show that SL IG ism ore e fficien t than the algor ithm s that need to pass the
large da tabase m any tim es.
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0 引言







了许多有效算法 [ 2~ 6]。但绝大多数挖掘算法都是基于 Apriori
算法所提出的 自底向上 的思想,其不足之处在于需要对数
据库进行多次遍历, 即使进行了优化, Apr io ri算法的固有的缺
陷还是无法克服。
本文应用关系理论思想, 引入了项目可辨识向量及其运




缺点。首先, 算法只对数据库遍历一次, 削减了 I /O操作时
间; 其次,研究表明在生成和发现频繁 2项集上耗费时间十分
可观 [ 7]。算法 SL IG引入了项目可辨识向量的 与 运算, 对
于 m个项目, 只须进行 C 2m 次 与 运算, 即可得到满足最小
支持度的频繁 2 项集, 缩短了产生频繁 2 项集所耗费的时
间; 最后,只需要对 k个项目的向量进行 与 运算, 就可以容
易地求得频繁 k 项集的支持度, 不需要扫描整个事务数据
库,只需扫描小得多的向量。
1 关联规则描述
设 I = { i1, i2, ! , in } 是项集, 其中的元素称为项
( item )。记 DB为交易 ( transac tion) T的集合, 这里交易 T是项
的集合, 并且 T I。对应每一个交易有唯一的标识, 如交易
号, 记作 T ID。设X是一个 I中项的集合,如果X T, 那么称交
易 T包含 X。
一个关联规则是形如 X  Y的蕴含式, 这里X ! I, Y! I,
并且 X ∀ Y = ∀。
规则 X  Y在交易数据库 DB中的支持度 ( Suppo rt)是交
易集中包含 X 和 Y 的交易数与所有交易数之比, 记为
Support(X  Y ) = P (X # Y );
规则 X  Y在交易集中的可信度 ( Confidence)是指包含 X
和 Y 的 交 易 数 与 包 含 X 的 交 易 数 之 比, 记 为
Conf id ence(X Y ) = P ( Y X )。
给定一个交易集 DB,挖掘关联规则问题就是产生支持度
和可信度分别大于用户给定的最小支持度 ( m in_sup)和最小
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集, 这是关联规则挖掘的中心问题,也是衡量关联规则挖掘算
















其中 dj i =
0,如果项目 i # T j事务
1,如果项目 i ∃ T j事务
定义 2 项目 i的支持度 Sup (D i ) = %
m
j= 1
d j i,即 D i中 1的
个数。
很明显,向量 D i1 & D i2& ! & D ik仍然是一向量,其中 &  
是向量的 与 操作,假设D s = (d1s, d2s, !, dj s, !, dm s )
T,则向
量 D s的支持度 Sup ( D s ) = %
m
j = 1
dj s,即 D s中 1的个数。
定义 3 项目集 { i1, i2, !, ik }的支持度是向量 D i1 &













2. 2 SL IG算法思路
算法 SL IG分为三个阶段:





) ∋用户自定义的最小支持度阈值 m in_sup (为最小支
持度计数 ),则 { i} 为频繁 1 项集,依此可确定所有的频繁 1
项集。
2) 频繁 2项集产生阶段
定义 4 第 1阶段确定频繁 1 项集后,设频繁 1 项集集
合 L1为 { { s}, !, { t}, !, { p } } ,当中频繁 1 项集的总数目
为 q,则项目集的关系矩阵 R q(q定义为:
Rq( q =










1, 当 s) t且 Sup (D s & D t ) ∋ m in _sup时
0, 当 s) t且 Sup (D s & D t ) < m in _sup时
0, 当 s = t时
rst表示某个项目 s和项目 t一起出现的支持度,因此 rss, rt t,
rpp 不具有任何意义,全部设为 0。很明显的, Rq(q是对称矩阵。
如果 rst = 1,则项目集 { s, t} 为频繁 2 项集; 反之, 如果
rst = 0, 则项目集 { s, t}肯定不是频繁 2 项集。
3) 频繁 ( k+ 1) 项集 ( k∋ 2) 产生阶段
得到频繁 2项集后, 对于每一个频繁 k项集 ( k∋ 2), 其
最后的一个项目为 ik, 对于任意一个 u 从 ik + 1到 p, 如果
riku = 1, u ∃ ( ik + 1, !, p ) ,而且 Sup (D i1 & ! & D ik& Du )




, u} 为频繁 ( k + 1) 项集。直到没有
更长的频繁 ( k + 1) 项集产生,算法结束。
k = 2;
w h ileL k ) ∀
{ L k+ 1 = ∀ ;








for% u ∃ ( ik + 1, , p )
if r ik u = 1 then
if ( Sup ( D i1 & & D ik & Du ) ) > = m in_sup then
Lk+ 1 = Lk+ 1 # { { i1, , ik , u } }
k = k + 1; }
2. 3 SL IG算法具体示例
以表 1的交易数据库为例, 假设 m in _sup = 2。
表 1 给定的交易数据库 DB
T ID Item s in tran saction
T1 1, 3, 4, 5, 6
T2 1, 2, 5
T3 3, 6
T4 1, 3, 4, 6
T5 3, 6
D 1= ( 11010 )
T, D 2 = ( 01000 )
T, D3 = ( 10111 )
T,
D 4= ( 10010 )
T , D 5 = ( 11000 )
T, D6 = ( 10111 )
T;
sup (D 1 ) = 3, sup (D2 ) = 1, sup (D3 ) = 4, sup (D4 ) = 2,
sup (D
5
) = 2, sup (D
6
) = 4;得到频繁 1 项集集合 L
1
: { { 1},
{ 3}, { 4} , { 5}, { 6} }。
项目: R 5 (5 =
0 1 1 1 1




得到频繁 2项集集合 L2 : { { 1, 3}, { 1, 4}, { 1, 5 }, { 1,
6} , { 3, 4}, {3, 6}, { 4, 6} }。
对于频繁 2项集 { 1, 3 }, 其最后的项目为 3, 因为存在
r34 = 1, D1 & D 3 & D4 = ( 10010)
T, Sup (D1 & D3 & D 4 ) 为
2∋ m in _sup,所以得到频繁 3 项集 { 1, 3, 4}。
同理, 可得到频繁 3项集: { 1, 3, 6}, { 1, 4, 6} , { 3, 4, 6}。
对于频繁 2项集 { 1, 6}, 其最后的项目为 6, 因为并无以
项目 6开始的频繁项目集, 这一步到此为止,频繁 2项集 { 3,
6}同理。
综上, 得到频繁 3项集集合 L3 : { { 1, 3, 4}, { 1, 3, 6} , { 1,
4, 6} , { 3, 4, 6} }。
对于频繁 3项集 { 1, 3, 4}, 其最后的项目为 4, 因为存在
r46 = ( 10010)
T, D1 & D3 & D4 & D6 = (10010)
T , Sup (D1 & D3
& D4 & D6 )为 2∋m in_sup,所以得到频繁 4 项集 { 1, 3, 4, 6}。
而对于频繁 3项集 { 1, 3, 6}, { 1, 4, 6}, { 3, 4, 6}, 其最后
的项目为 6,因为并无以项目 6开始的频繁项目集, 这一步到
此为止。
综上, 得到频繁 4项集集合 L4 : { { 1, 3, 4, 6} }。





据库文件的程序的源代码由 IBM的 A lm aden研究中心提供。
在使用程序生成数据库文件的过程中, 使用的一些主要参数
如同文献 [ 2]所描述。本文性能测试的硬件平台是一台普通
的个人电脑 ( P4 1. 1GH z/SDRAM 256M )。
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3. 1 算法 SL IG和 Apr ior i的性能对比分析
假定事务数据库 DB中有 D 个事务, 每个事务平均
有 T 个项目。
在第 1趟中, Apr io ri和 SL IG都需要对事务数据库扫描一
遍以计算每个项目的支持度, Apriori和 SL IG花费的时间大致
相同。
在第 2趟中, Apr ior i算法需要产生
| L1 | ( L1 - 1)
2
个
候选频繁 2项集, 而且需要扫描事务数据库 DB一遍以产生
频繁 2项集; 而 SL IG 对向量执行





假设在第 k ( k∋ 2) 趟中产生 Lk 个频繁项目集。在
第 k趟中, Aprior i由频繁 ( k- 1) 项集 Lk- 1自身连接产生候选
k项集 Ck, 生成 Ck 之后,扫描事务数据库中的每个事务来计
算这些候选 k项集 的支持度。因此, Aprio ri算法的执行时间
主要依赖于产生的候选项目集的数量和数据库中数据量的大
小; 而 SL IG根据关系矩阵由 ( k- 1) 项集延伸并且执行逻辑
与 操作得到 k项集, 假设平均来说,在关系矩阵中, 每一行
有 q个 1, SL IG执行 ( k - 1) ( | Lk- 1 | ( q个逻辑 与  操作来
发现所有的频繁 k项集。每趟中, SL IG中逻辑 与 操作的数
量远小于 Apr io ri中产生的候选项目集的数量和事务数据库
的大小。
因此, 在大数据集下, SL IG算法产生频繁项集所使用的
时间大大少于 Apr io ri算法。
3. 2 测试过程及结果评估
设定 N = 1 000, L = 2 000, D = 100K, 选择
T 的两个值分别为 5和 10, 而对应的 MT 分别为 10和
20。 I 的值选择为: 3, 5, 对应的 M I 为: 5, 10。我们用
Ta. MTx. Ib. M Iy来表示数据集, 其中 a = T , x =
MT , b = I , y = M I 。产生如下 3个数据集: T5.
MT10. I3. M I5, T10. MT20. I3. M I5和 T10. MT20. I5. M I10。
图 1显示了在不同的最小支持度阈值条件下算法 Apriori
和算法 SL IG的时间对比情况, 比例大致从 4. 5到 21. 1, 同样
条件下最小支持度阈值越低,则比例越大。随着最小支持度
阈值的降低 , 算法 Apriori和算法 SL IG的时间性能差距增加,
因为 Aprior i中候选项目集的数量和扫描数据库的耗费增加
很多。
图 1 算法 Ap riori和 SL IG的时间对比
从图 1可以看出, SL IG算法产生频繁项集所使用的时间
大大少于 Apr ior i算法, 因为为了产生频繁项目集, 算法 SL IG
只需扫描一遍数据库, 而 Apr ior i算法则需要扫描多遍数据库,
SL IG算法访问数据库文件的次数比 Aprio ri算法要少得多。
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了闭合运算的计算量; 对于复杂的地形, 由于目标在 z方向分
布相对平均, 算法优化部分抛弃的数据较少, 闭合运算计算量
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