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Equivariant Schubert Calculus∗
Letterio Gatto, Ta´ıse Santiago
Abstract
Let T be a torus acting on Cn in such a way that, for all 1 ≤ k ≤ n, the induced
action on the grassmannian G(k, n) has only isolated fixed points. The T -equivariant
cohomology of G(k, n) can be realized, in this case, as the quotient of a ring generated
by derivations on the exterior algebra of a free module of rank n over the T -equivariant
cohomology of a point. This result allows a simple explicit description of T -equivariant
Schubert calculus on grassmannians.
1 Introduction
1.1 Equivariant Schubert Calculus. Let T be an algebraic or compact torus
acting on Cn is such a way that the following condition holds:
(∗) for each 1 ≤ k ≤ n, the induced action on G(k, n), the grassmannian variety
parametrizing k-dimensional vector subspaces of Cn, has only isolated fixed points.
In this case H∗T (G(k, n)), the T -equivariant cohomology ring of G(k, n), is a free A-
module of finite rank, where A := H∗T (pt) is the cohomology ring of a point. If the torus
T has dimension d, then A is the polynomial ring Z[y1, . . . , yd] in d-indeterminates.
Let {σI : I ∈ I
k
n} be any A-basis of H
∗
T (G(k, n)), where I
k
n is the set of all increasing
sequences of k positive integers not bigger than n (as in [4], §5, Section 1). One can
then speak of “equivariant Schubert calculus”, which concerns the structure constants
CKIJ ∈ A in the product expansion σI · σJ =
∑
K∈Ikn
CKIJσK .
1.2 The result. T -equivariant Schubert calculus on Pn−1 := G(1, n) is easy. In fact
H∗T (P
n−1) is a free A-module generated by 1, ξ, . . . , ξn−1, where ξ = cT1 (OPn−1(1)) is
the first equivariant Chern class of the hyperplane bundle over Pn−1. The product
structure is then the same as that of the ring A[X ]/p, where p (following [11], [12])
is the minimal polynomial of the “multiplying-by-ξ” endomorphism of H∗T (P
n−1). Let
(M(p), ) be a pair whereM(p) is a free A-module of rank n and  : H∗T (P
n−1)→M(p)
is an A-module isomorphism makingM(p) into a free H∗T (P
n−1)-module of rank 1. Let
(µ1, . . . , µn) be any A-basis of M(p) such that −1(µi) ∈ H2iT (P
n−1). Then µ1 gener-
ates M(p) as a module over H∗T (P
n−1). For each k ≥ 1, we construct an A-algebra
A∗(
∧k
M(p)) such that i) there is an A-module isomorphism Πk : A
∗(
∧k
M(p)) →
∗Work partially sponsored by PRIN “Geometria sulle Varieta` Algebriche” (Coordinatore Alessandro
Verra), INDAM-GNSAGA and Scuola di Dottorato (ScuDo) del Politecnico di Torino.
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∧kM(p) making∧kM(p) into a free A∗(∧kM(p))-module generated by µ1 ∧ . . . ∧ µk;
ii) there is a certain sequence D := (D0, D1, . . .) of derivations on
∧
M(p) (as in 2.4)
such that A∗(
∧k
M(p)) is a free A-module generated by {∆I(D) | I ∈ I
k
n}, where, if
I := (i1, . . . , ik) ∈ I
k
n, ∆I(D) is the Schur polynomial det((Dij−i)1≤i,j≤k). Our main
result, Theorem 3.7, shows that for each k ≥ 1 there is a canonical ring isomorphism
ιk : H
∗
T (G(k, n))→ A
∗(
∧k
M(p)). In particular k := ιk ◦Πk is an isomorphism, such
that 1 = , making
∧kM(p) into a free H∗T (G(k, n))-module of rank 1 generated by
µ1 ∧ . . . ∧ µk. The fact that H∗T (G(k, n)) can be seen as an A-algebra (finitely) gener-
ated by derivations of
∧
M(p) allows us to reduce (T -equivariant) Schubert calculus
on G(k, n) to that, much easier, on G(1, n) (in the same spirit of [5]; see also [6]).
1.3 Related Literature. Various authors have dealt with T -equivariant Schubert
calculus in the case when
(∗∗) T is a n-dimensional torus (either (C∗)n or (S1)n) acting diagonally on Cn.
In an important paper ([10]), Knutson and Tao apply the beautiful combinatorics of
puzzles to a natural basis S˜ of H∗T (G(k, n)), explicitly described via a list of polyno-
mials satisfying certain GKM conditions (after Goresky, Kottwitz and MacPherson;
[8]). Their main result is that puzzles compute equivariant cohomology ([10]; Theorem
2). They also prove a formula (the equivariant Pieri rule, Proposition 2) governing the
product of any element of S˜ with S˜div, the generator of H
2
T (G(k, n)). A quite different
approach is pursued in [9], whose aim is a description formally closer to classical Schu-
bert calculus. The authors propose there a very interesting extension of Giambelli’s
formula but leave open the question about how a full set of Pieri formulas should look
like. Knutson and Tao, however, remark that these can be deduced by specializing
those got by Robinson for complete flag varieties ([18]).
The quantum deformation of T -equivariant Schubert calculus in the case (∗∗) is
supplied by Mihalcea, in [16] and [17]. He gets a lot of important results, such as a
presentation of QH∗T (G(k, n)), in terms of generators and relations, as well as a very
satisfying (quantum) equivariant Giambelli’s type determinantal formula. Classical T -
equivariant Schubert Calculus is recovered by setting to zero the quantum deformation
parameter. In [11] and [12], Laksov and Thorup provide a very general description
of Schubert Calculus in terms of the action of the ring of symmetric functions on the
exterior power of a polynomial ring. Very general Giambelli’s and Pieri’s formulas are
already built in the theory. In [13], Laksov sets explicitly the connection between the
general Schubert calculus exposed in [11] and [12], and the work of Knutson and Tao,
and Mihalcea.
1.4 An Example. Our Theorem 3.7 holds for any action of a d-dimensional torus
(d not necessarily equal to n) on Cn, provided that (∗) of 1.1 is fulfilled. We devote
Section 4 to show how our methods cope with the situation (∗∗) of 1.3, too. Let
S˜1, . . . , S˜n be the basis of H
∗
T (G(1, n)) used in [10], or [16] and [17], and let µ
i =
1(S˜i) (Cf. Section 1.2). We shall compute very explicit “equivariant” Pieri’s formulas
(Theorem 4.5) for the basis {−1k (µ
1 ∧ . . . ∧ µk) | 1 ≤ i1 < . . . < ik ≤ n} ofH
∗
T (G(k, n)),
fully answering to the wishes of [9]. Such a basis (Cf. 4.7) will also allow us to recover the
divisorial Pieri formula as in [10], Proposition 2. Finally we revisit (4.9) the example
regarding the grassmannian G(2, 4) of [10], p. 231, showing that the GKM-conditions
come automatically into play into the matrix expression of −12 (µ
i ∧µj) ∈ H∗T (G(2, 4))
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with respect to the basis {µi ∧ µj} of
∧2M(p). See also [19] for more details and
examples.
1.5 About the proof of 3.7. Let Fk := OG(k,n) ⊗ C
n. Recall that all the bundles
occurring into the universal exact sequence over G(k, n), 0 → Sk → Fk → Qk → 0,
are T -equivariant. It makes sense, then, to speak of their T -equivariant Chern classes.
We first prove (Proposition 3.6) that H∗T (G(k, n)) is a free A-module generated by
{δI := ∆I(c
T (Qk − Fk)) | I ∈ I
k
n} where, if I = (i1, . . . , ik) ∈ I
k
n, ∆I(c
T (Qk − Fk)) =
det(cij−i(Qk −Fk)) is the corresponding Schur polynomial in the T -equivariant Chern
classes of Qk − Fk ∈ K
0(G(k, n)). This fact is surely well known to the experts
but we include a proof because we have not been able to find an explicit reference
in the literature. Since the equivariant cohomology of G(k, n) can be approximated
by the ordinary cohomology of a sequence of certain grassmann bundles G(k, Em)
over finite dimensional smooth projective varieties BmT (Cf. 3.2), the basis we use
for H∗T (G(k, n)) can be seen as the “limit” of the basis for H
∗(G(k, Em)) described
in [3], p. 266, and is, therefore, the closest to that used in the ordinary cohomology of
Grassmann bundles. With respect to such a canonical basis, in particular, equivariant
Schubert calculus comes already equipped with Giambelli’s and Pieri’s type formulas
([3], p. 266). Moreover, the coefficients CKIJ ∈ A occurring in the product expansion
δIδJ =
∑
I∈Ikn
CKIJδK are precisely the classical (integral!) Littlewood-Richardson
coefficients if wt(I)+wt(J) ≤ k(n−k) (where if I = (i1, . . . , ik) ∈ I
k
n, one sets wt(I) =∑k
j=1(ij − j)). The explicit module isomorphism ιk : H
∗
T (G(k, n)) → A
∗(
∧k
M(p))
given by ∆I(c
T (Qk − Fk)) 7→ ∆I(D) (3.7), turns out to be a ring isomorphism after
invoquing (our rephrasing of) the general Schubert calculus developed by Laksov and
Thorup in [11] and [12] (see Section 2 for details).
Acknowledgment. Part of this work is contained in the Doctoral thesis of the sec-
ond author, who wish to thanks all the supporting institutions, especially the Doctoral
School (ScuDo) of Politecnico of Torino. She wants especially thank Julianna Ty-
moczko for friendly and useful e-mail correspondence as well as hints by Prof. Knut-
son, Prof. Lakshmibai and Prof. Raghavan. Both authors are deeply indebted with
D. Laksov for substantial remarks and constant encouragement.
2 Preliminaries and Notation
The presentation of the material below, basically covered in [19], is strongly inspired
by [11] and [12], where we learned to use the polynomial p below.
2.1 Let A =
⊕
i≥0Ai be a graded ring such that A0 = Z, X an indeterminate over
A, M := XA[X ] and M(p) := M/pM , where p = Xn+ c1X
n−1 + . . .+ cn ∈ A[X ] is a
monic polynomial of degree n ≥ 1 such that ci ∈ Ai. For each i ≥ 1, let ǫ
i := X i+pM .
Then M(p) is a free A-module generated by ǫ = (ǫ1, . . . , ǫn).
2.2 As in [4] (§5, Section 1) and [5], we prefer to use finite increasing sequences of
integers instead of partitions. We shall indicate by Ik the set of all I = (i1, . . . , ik) ∈ N
k
such that 1 ≤ i1 < . . . < ik. The weight of I ∈ I
k is wt(I) =
∑k
j=1(ij − j) (it is the
weight of the corresponding partition (ik − k, ik−1 − (k − 1), . . . , i1 − 1)). If I ∈ I
k,
3
let P(I) := {H = (h1, . . . , hk) ∈ N
k | i1 ≤ i1 + h1 < i2 ≤ . . . ≤ ik−1 + hk−1 < ik} and
P(I, h) = {(h1, . . . , hk) ∈ P(I) |
∑k
i=1 hi = h}. Finally, let I
k
n = {I ∈ I
k | ik ≤ n}.
A routine check shows that if I = (i1, . . . , ik) ∈ I
k
n and H ∈ P(I, h) then I + H :=
(i1 + h1, . . . , ik + hk) ∈ I
k.
2.3 Let
∧
M(p) :=
⊕
k≥0
∧k
M(p) be the exterior algebra ofM(p). If I := (i1, . . . , ik) ∈
Ik, let ∧Iǫ denote ǫi1 ∧ . . .∧ ǫik . Each exterior power
∧k
M(p) is a free A-module with
basis
∧k
ǫ := {∧Iǫ : I ∈ Ikn}. If a ∈ Ah, the weight of a · ∧
I
ǫ is, by definition,
a + wt(I). Set (
∧k
M(p))w =
⊕
0≤h≤w
(⊕
wt(I)=hAw−h · ∧
I
ǫ
)
. Then
∧k
M(p) =⊕
w≥0(
∧k
M(p))w, a graded A-module via weight.
2.4 By [7] there is a unique sequence D := (D0, D1, . . .) (the canonical S-derivation)
of A-endomorphisms of
∧
M(p) such that i) the hth-order Leibniz’s rule
Dh(α ∧ β) =
∑
h1,h2∈N |h1+h2=h
Dh1α ∧Dh2β;
holds for each h ≥ 0 and each α, β ∈
∧k
M(p) and ii) satisfying the initial conditions
Dhǫ
i = ǫi+h, for each h ≥ 0 and each i ≥ 1.
2.5 If A[T] is the ring of polynomials in infinitely many indeterminates
T := (T1, T2, . . .), there is a natural evaluation map, evD : A[T] → EndA(
∧
M(p)),
sending P ∈ A[T] to P (D) (got by “substituting” Ti 7→ Di into P ). We denote by
A∗(
∧
M(p)) the image of evD in EndA(
∧
M(p)) and by A∗(
∧k
M(p)) the image of
the natural restriction map ρk : A
∗(
∧
M(p)) → EndA(
∧kM(p)), sending P (D) to
P (D)|Vk M(p) . The following is a key result:
2.6 Theorem. The natural evaluation map evǫ1∧...∧ǫk : A
∗(
∧
M(p)) →
∧kM(p),
mapping P (D) 7→ P (D)ǫ1 ∧ . . . ∧ ǫk is surjective.
Proof. The general determinantal formula by Laksov and Thorup ([11]) implies the
following Giambelli’s formula:
ǫi1 ∧ . . . ∧ ǫik = ∆I(D) · ǫ
1 ∧ . . . ∧ ǫk, (1)
where ∆I(D) := evD(∆I(T)) ∈ A
∗(
∧
M(p)) and, for each I = (i1, . . . , ik) ∈ N
k,
∆I(T) := ∆(i1,...,ik)(T) = det(Tij−i) ∈ A[T] is the usual Schur polynomial in (T1, T2, . . .)
(setting T0 = 1 and Tj = 0, if j < 0).
2.7 Theorem 2.6 easily implies that ker(ρk) = ker evǫ1∧...∧ǫk . The Poincare´ isomor-
phism Πk : A
∗(
∧k
M(p))→
∧k
M(p) is defined by ρk(P (D)) 7→ P (D)ǫ
1 ∧ . . . ∧ ǫk. In
particular A∗(
∧k
M(p)) is a free A-module generated by {Π−1k (∧
I
ǫ) = ∆I(D) : I ∈
Ikn}, and
∧kM(p) is a free A∗(∧kM(p))-module of rank 1 generated by ǫ1 ∧ . . . ∧ ǫk.
2.8 For each k ≥ 1, let Tk = (T1, . . . , Tk), so that A[Tk] ⊂ A[T]. Let D˜i(Tk) (i ≥ 0)
be defined as:
∑
i≥0 D˜i(Tk)t
i :=
(
1 + ∆(2)(T)t + . . . + ∆(2,...,k+1)(T)t
k
)−1
∈ A[[t]],
and set D˜i(Dk) = evD(D˜i(Tk)) = D˜i(D1, . . . , Dk). One has:
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2.9 Theorem. The following presentation holds:
A∗(
k∧
M(p)) =
A[D1, . . . , Dk]
(D˜n−k+1(Dk, p), . . . , D˜n(Dk, p))
. (2)
where, for each 1 ≤ j ≤ k, D˜n−k+j(Dk, p) = D˜n−k+j(Dk)+
∑n−k+j
i=1 ciD˜n−k+j−i(Dk),
Proof. [7], Theorem 4.8.
2.10 Due to the skew-symmetry of the exterior product, some cancellations occur
in the expansion of Dh(∧
I
ǫ) ∈
∧kM(p). The surviving summands are prescribed by
Pieri’s formula:
Dh(ǫ
i1 ∧ . . . ∧ ǫik) =
∑
(H)∈P(I,h)
ǫi1+h1 ∧ . . . ∧ ǫik+hk (3)
for each ǫi1 ∧ . . . ∧ ǫik ∈
∧k
M(p) (1 ≤ i1 < i2 < . . . < ik ≤ n). See [11] or, since
formula (3) is defined over the integers, use the same proof as in [5], Theorem 2.4.
2.11 Combining Pieri’s formula (3) with Giambelli’s-formula (1), one has, for each
I ∈ Ik and each h ≥ 0:
Dh∆I(D)ǫ
1 ∧ . . . ∧ ǫk = Dh · ∧
I
ǫ =
∑
H∈P(I,h)
∧I+Hǫ =
∑
H∈P(I,h)
∆I+H(D)ǫ
1 ∧ . . . ∧ ǫk,
proving the equality Dh∆I(D) =
∑
H∈P(I,h)∆I+H(D) in the ring A
∗(
∧kM(p)).
2.12 Let A∗(Y) and H∗(Y) := H∗(Y,Z) be, respectively, the Chow intersection
and the integral cohomology ring of a smooth complex projective variety Y. Let
pk : G(k,E) → Y be the Grassmann bundle of k-planes of a rank n vector bundle
p : E → Y. Assume that Y has a cellular decomposition (as in [3], p. 23). Then,
the natural cycle maps A∗(Y) → H∗(Y) and A∗(G(k,E)) → H∗(G(k,E)), doubling
degrees, are ring isomorphisms ([3], p. 378).
2.13 Let p : E → Y be a rank n-vector bundle as in 2.12. Let A := H∗(Y),
p := Xn + c1X
n−1 + . . . + cn, where ci ∈ Ai := H
2i(Y) is the ith Chern class
of E. The A-module structure of H∗(G(k,E)) is defined by a · α = p∗ka ∪ α, for
each a ∈ A and α ∈ H∗(G(k,E)), where ∪ is the product in H∗(G(k,E)). Let
0 → Sk → p
∗
kE → Qk → 0 be the tautological exact sequence over G(k,E). If
ξ = c1(OP(E)(1)), then p(ξ) = 0, by definition of Chern classes of E. By [3], p. 268,
the ring H∗(G(k,E)) is a free A-module with basis {∆I(c(Qk − p
∗
kE)) | I ∈ I
k
n}.
2.14 Theorem ([12]). The A-module isomorphism ιk : A
∗(G(k,E))→ A∗(
∧k
M(p))
defined by ∆I(c(Qk − p
∗
kE)) 7→ ∆I(D) is a ring isomorphism.
Proof. It is enough to check on products of the form ch(Qk− p
∗
kE)∪∆I(c(Qk− p
∗
kE).
ιk(ch(Qk − p
∗
kE) ∪∆I(c(Qk − p
∗
kE)) = ιk
( ∑
H∈P(I,h)
∆I+H(c(Qk − p
∗
kE))
)
=
=
∑
H∈P(I,h)
∆I+H(D) = Dh∆I(D) = ιk(ch(Qk − p
∗
kE) · ιk(∆I((c(Qk − p
∗
kE)),
by [3], Proposition 14.6.1, and 2.11.
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3 Equivariant Schubert Calculus
3.1 Notation. Let T be a d-dimensional torus (T may be either (C∗)d or (S1)d).
For each m ∈ N≥1 ∪ {∞}, let EmT → BmT denote a principal T -bundle such that
πi(EmT ) = 0, for each 1 ≤ i ≤ 2m. If m <∞, EmT may be taken in fact, as we shall
do, as the product of d-copies of Cm+1\{0} if T = (C∗)d and as the product of d-copies
of (S1)2m+1 if T = (S1)d ([4], [2]). In both cases, BmT is the product of d-copies of
a complex Pm, and then it admits a cellular decomposition, meeting the hypothesis
of 2.12. If m =∞, one shall simply write ET → BT instead of E∞T → B∞T . It is a
universal principal T -bundle, classifying principal T -bundles (up to homotopy) [1].
3.2 Consider a T -action on Cn as in 1.1, (∗). Let Em = EmT ×T C
n := Em ×C
n/T .
Then pm : Em → BmT is the associated vector bundle to EmT → BmT , with fibers
homeomorphic to Cn. For each 1 ≤ k ≤ n and each m ≥ 1, pk,m : G(k, Em)→ BmT is
precisely the associated bundle to EmT → BmT with fibers homeomorphic to G(k, n),
i.e. G(k, Em) := EmT×TG(k, n). Form =∞ we shall simply write pk : G(k, E)→ BT .
Let m ≥ m1 ≥ m2 ≥ 1 three integers. The natural inclusions Em2T →֒ Em1T →֒ EmT
and Bm2T →֒ Bm1T →֒ BmT induce the following diagram:
G(k, Em2)
fm2,m1−→ G(k, Em1)
fm1,m−→ G(k, Em)
↓ ↓ ↓
Bm2T
gm2,m1−→ Bm1T
gm1,m−→ BmT
with cartesian squares (Cf. [4], §3, Lemma 1.4), where fm1,m ◦ fm2,m1 = fm2,m and
gm1,m ◦ gm2,m1 = gm2,m and induces itself an arrow reversed diagram in cohomology:
H∗(G(k, Em))
φm,m1−→ H∗(G(k, Em1))
φm1,m2−→ H∗(G(k, Em2))
↑ ↑ ↑
A(m)
ψm,m1−→ A(m1)
ψm1,m2−→ A(m2)
(4)
where φ = f∗, ψ = g∗ and A(m) := H∗(BmT ). Then φm1,m2 ◦ φm,m2 = φm,m2 and
ψm1,m2 ◦ ψm,m1 = ψm,m2 .
3.3 If m1 > m2, the A(m2)-module H
∗(G(k, Em2)) is a 2m2-approximation of the
A-module H∗(G(k, Em1)) in the following sense: the diagram
A(m1)⊗H
∗(G(k, Em1)) −→ H
∗(G(k, Em1))
ψm1,m2 ⊗ φm1,m2
y ψm1,m2y
A(m2)⊗H
∗(G(k, Em2)) −→ H
∗(G(k, Em2))
(5)
commutes and the maps{
φm1,m2 |
Hi
T
(G(k,n)
: HiT (G(k, n)) −→ H
i(G(k, Em2))
ψm1,m2 |Ai
: A(m1)i −→ A(m2)i
are Z-module isomorphisms for each 1 ≤ i ≤ 2m2 ([1]). Here A(m)i := H
2i(BmT ).
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3.4 We shall write φm and ψm instead of ψ∞,m and φ∞,m. By definition,
H∗T (G(k, n)) := H
∗(G(k, E)) is the T -equivariant cohomology of the grassmannian
G(k, n). The T -equivariant cohomology H∗T (pt) of a point is A := A(∞) = H
∗(BT ).
Diagram (4) says that H∗T (G(k, n)) is an A-module which, by diagram (5), is 2m-
approximated by the A(m)-module H∗(G(k, Em)).
3.5 Let Fk := OG(k,n) ⊗ C
n. All the terms occurring in the universal exact sequence
over G(k, n), 0 → Tk → Fk → Qk → 0 (Sk is the universal subbundle and Qk is the
universal quotient bundle) are T -equivariant bundles ([4], §5, Section 2). Hence they
possess equivariant Chern classes ([1], [2]). If F is an equivariant vector bundle, let
cT (F ) :=
∑
i≥0 c
T
i (F )t
i be the T -equivariant Chern polynomial. Define cTt (Qk − Fk)
as ct(Qk)/c
T
t (Fk) (the ratio taken in the ring H
∗
T (G(k, n))[[t]]) and let c
T (Qk −Fk) :=
(cTi (Qk − Fk))i≥0 be the sequence of its coefficients. Let Qk,m := EmT ×T Qk and
notice that p∗k,mEm = EmT ×T Fk. General properties of equivariant Chern classes
say that they pull back to Chern classes of the approximating bundles (see e.g. [4], §4,
Section 3), namely ψm(c
T
i (Qk)) = ci(Qk,m) and ψm(c
T
i (Fk)) = ci(p
∗
k,mEk,m), for each
1 ≤ i ≤ 2m. Denote by ∪T the product structure of H
∗
T (G(k, n)).
3.6 Proposition. The ring H∗T (G(k, n)) is a free A-module generated by the classes
{δI := ∆I(c
T (Qk−Fk)) | I ∈ I
k
n}; in particular (c
T
1 (Qk−Fk), . . . , c
T
k (Qk−Fk)) generate
it as an A-algebra and Pieri’s formula holds:
cTh (Qk − Fk) ∪T δI =
∑
H∈P(I,h)
δI+H . (6)
Proof. Any α ∈ H∗T (G(k, n)) is a sum of homogeneous elements and then, without
loss of generality, we may assume that α ∈ H2iT (G(k, n)). Let m > i and consider
the 2m-approximation φm : H
∗
T (G(k, n)) −→ H
∗(G(k, Em)). For each I ∈ I
k
n, let
δI,m := ∆I(c(Qk − p
∗
k,mEm). It follows that αm := φm(α) is a unique H
∗(BmT )-linear
combination of δI,m, with wt(I) ≤ i ([3], p. 268, Proposition 14.6.5). Then:
α = φ−1m (αm) = φ
−1
m (
∑
wt(I)≤i
aI,mδI,m) = ψ
−1
m (aI,m)δI
with ψ−1m (aI,m) ∈ A. An easy check shows that if m1,m2 > i, then ψ
−1
m1
(aI,m1) =
ψ−1m2(aI,m2) (by 3.2 and 3.3). This proves that {δI} generate H
∗
T (G(k, n)) as A-module.
Moreover, let
∑
I∈Ikn
aIδI = 0 be any linear dependence relation. Without loss of
generality we may assume that all the summands have the same degree i = deg(aI) +
wt(I) (I ∈ Ikn, see Section 2.2). Then, for m > i,
0 = φm(
∑
I∈Ikn
aIδI) =
∑
I∈Ikn
ψm(aI)φm(δI) = ψm(aI)δI,m,
whence ψm(aI) = 0, for each I ∈ I
k
n, because {δI,m : I ∈ I
k
n} is an A(m)-basis of
H∗(G(k, Em)). Then aI = 0, for each I ∈ I
k
n, by 3.3. Similarly, for eachm > h+wt(I):
cTh (Qk − Fk) ∪T ∆I(c
T (Qk − Fk)) = φ
−1
m (φm(c
T
h (Qk − Fk) ∪T δI)) =
= φ−1m (ch(Qk,m − p
∗
k,mEm) ∪ δI,m) = φ
−1
m (
∑
H∈P(I,h)
δI+H,m) =
∑
H∈P(I,h)
δI+H .
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We can finally state the main result of this paper.
3.7 Theorem. The A-module isomorphism ιk : H
∗
T (G(k, n)) → A
∗(
∧k
M(p)) de-
fined by δI 7→ ∆I(D), is an A-algebras isomorphism.
Proof. The map ιk is trivially a module isomorphism. One is then left to check that
ιk is indeed a ring isomorphism, i.e. that for each I, J ∈ I
k
n, ιk(δJδI) = ιk(δJ )ιk(δI).
Since any δJ is a (Schur) polynomial in (c
T
i (Qk −Fk)), it is enough to prove the claim
for J = (1, 2, . . . , k − 1, k + h). One has:
ιk(c
T
h (Qk − Fk) ∪T δI) = ιk(
∑
H∈P (I,h)
δI+H) =
∑
H∈P(I,h)
∆I+H(D) =
= Dh∆I(D) = ιk(c
T
h (Qk − Fk))ιk(δI),
by 2.11, the definition of ιk and 3.6.
4 An Example
Let now T be an n-dimensional torus, so that A := H∗T (pt) = Z[y1, . . . , yn]. In this
final section we shall apply Theorem 3.7 to the situation that in [10] is studied through
puzzles. Very explicit equivariant Pieri’s formulas will be also supplied (Theorem 4.5).
4.1 Let A⊕n :=
⊕n
i=1H
∗
T (pt), with the A-algebra structure given by componentwise
multiplication of polynomials. Denote by Si the ith component of S ∈ A⊕n. If T
acts diagonally on Cn, then H∗T (P
n−1) can be thought of as the A-subalgebra of A⊕n,
generated, as A-module, by the classes 1,S1, . . . ,Sn−1, where 1
j = 1A and for all
1 ≤ i ≤ n− 1, Sji = (yj − y1) · . . . · (yj − yi) =
∏i
h=1(yj − yh) ∈ A, imposing, according
to the recipe of [10], p. 230, the GKM conditions ([8]) to the components of Si. For
1 ≤ i ≤ n, set Yi = yi − y1: in particular Y1 = 0. Let p =
∏n
j=1(X − Yj) ∈ A[X ],
p0 = 1 and pi =
∏
1≤j≤i(X −Yj) for 1 ≤ i ≤ n. Clearly pi divides p for each 1 ≤ i ≤ n
and pn = p. An easy verification shows that Si = pi(S1) :=
∏i
h=1(S1 − Yh1). It is
sufficient to check it for each component of Si:
(pi(S1))
j =
i∏
h=1
(Sj1 − (yh − y1)) =
i∏
h=1
(yj − y1 − yh + y1) =
i∏
h=1
(yj − yh) = S
j
i .
Indeed, the pi are a special case (for G(1, n)) of the factorial Schur functions (used
in [17] and [13]). Moreover p(S1) = 0: in fact, for each 1 ≤ j ≤ n, at least a zero
factor occurs into the product
∏n
h=1(yj−yh). We have hence checked that H
∗
T (P
n−1) =
A[X ]/(p) and thatS1 = X+p. IfM andM(p) are as in Section 2.1, there is a canonical
A-algebra isomorphism ι : H∗T (P
n−1)→ A∗(M(p)) sending S1 7→ D1. For each i ≥ 1,
let
µi = X · pi−1 + pM ∈M(p) (7)
Then µ = (µ1, . . . , µn) is an A-basis of M(p). If D := (D0, D1, D2, . . .) is the canonical
S-derivation on
∧
M(p) (Cf. 2.4) one concludes that
D1µ
j = X(Xpj−1) + pM = (X − Yj)Xpj−1 + YjXpj−1 + pM = µ
j+1 + Yjµ
j . (8)
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4.2 The isomorphism ιk between H
∗
T (G(k, n)) and A
∗(
∧k(M(p))) of Theorem 3.7
says that to study the former we can work on the latter. The ring A∗(
∧k
(M(p))) is
a free A-module generated by GI(D) = Π
−1
k (∧
I
µ) (Cf. 2.3 changing ǫ into µ), while
H∗T (G(k, n)) is generated by SI = ι
−1
k (GI(D)) = 
−1
k (∧
I
µ) (Cf. 1.2 for the notation).
A presentation of A∗(
∧kM(p)) ∼= H∗T (G(k, n)), in terms of generators and relations, is
given by (2), with p as in 4.1 (see also [7]). Moreover, since D1, . . . , Dk ∈ A
∗(
∧
M(p))
generate A∗(
∧k
M(p)) ∼= H∗T (G(k, n)) as a ring (Cf. (2)), an equivariant version of
classical Pieri’s formulas can be gotten by expressing Dl(∧
I
µ), for each l ≥ 0 and each
I ∈ Ikn, as an explicit A-linear combination of elements of
∧k
µ. To do that, we first
need the following:
4.3 Lemma. For all i > 0:
Di(µ
j) = Di1(µ
j) =
i∑
l=0
hi−l(Yj , . . . , Yj+l)µ
j+l, 1 ≤ j ≤ n (9)
where h0 = 1 and, for each m ≥ 1, hm(X1, . . . , Xk) is the complete homogeneous
symmetric polynomial in X1, . . . , Xk of degree m ([15]).
Proof. The proof is by induction on the integer i. If i = 1, one has, by (8)
D1µ
j = µj+1 + Yjµ
j = µj+1 + h1(Yj)µ
j . (10)
Suppose that the formula holds for i ≥ 1. Since Diµ
j = D1D
i−1
1 µ
j , by the inductive
hypothesis:
Di(µ
j) = D1
( i−1∑
l=0
hi−l−1(Yj , . . . , Yj+l)µ
j+l
)
=
i−1∑
l=0
hi−l−1(Yj , . . . , Yj+l)D1µ
j+l. (11)
Using (10), last member of (11) is thence equal to:
i−1∑
l=0
hi−l−1(Yj , . . . , Yj+l)(µ
j+1 + h1(Yj)µ
j) =
=
i−1∑
l=0
hi−l−1(Yj , . . . , Yj+l)µ
j+l+1 +
i−1∑
l=0
hi−l−1(Yj , . . . , Yj+l)h1(Yj+l)µ
j+l,
which may be rewritten as:
=
i∑
l′=1
hi−l′(Yj , . . . , Yj+l′−1)µ
j+l′ +
i−1∑
l=0
hi−l−1(Yj , . . . , Yj+l)h1(Yj+l)µ
j+l =
= h0(Yj , . . . , Yj+i−1)µ
j+i +
i−1∑
l′=1
hi−l′(Yj , . . . , Yj+l′−1)µ
j+l′ +
+hi−1(Yj)h1(Yj)µ
j +
i−1∑
l=1
hi−l−1(Yj , . . . , Yj+l)h1(Yj+l)µ
j+l.
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A further manipulation gives
= h0(Yj , . . . , Yj+i−1)µ
j+i + hi(Yj)µ
j +
+
i−1∑
l′=1
(
hi−l′(Yj , . . . , Yj+l′−1) + hi−l′−1(Yj , . . . , Yj+l′ )h1(Yj+l′ )
)
µj+l
′
=
= h0(Yj , . . . , Yj+i−1)µ
j+i + hi(Yj)µ
j +
i−1∑
l′=1
hi−l′(Yj , . . . , Yj+l′ )µ
j+l′ ,
i.e. Di(µ
j) =
∑i
l=0 hi−l(Yj , . . . , Yj+l)µ
j+l, 1 ≤ j ≤ n, as desired.
4.4 Let I ∈ Ikn, ∧
I
µ ∈
∧k
M(p) and l ≥ 0. Leibniz’s rule for Dl gives:
Dl(∧
I
µ) =
∑
l1+...+lk=l
Dl1µ
l1 ∧ . . . ∧ Dlkµ
lk (just by definition of Dl; see also [7],
Proposition 5.1, or [11]). Using equation (9):∑
l1+...+lk=l
Dl1µ
l1 ∧ . . . ∧Dlkµ
lk =
=
∑
l1+...+lk=l
[(
l1∑
m1=0
hl1−m1(Yi1 , Yi1+1, . . . , Yi1+m1)µ
i1+m1
)
∧ . . .
. . . ∧
(
lk∑
mk=0
hlk−mk(Yik , Yik+1, . . . , Yik+mk)µ
ik+mk
)]
.
Expanding the wedge products, last member can be written as:
=
∑
l1+...+lk=l
 l1+...+lk∑
m1+...+mk=0
 k∏
j=1
hlj−mj (Yij , Yij+1, . . . , Yij+mj )µ
i1+m1 ∧ . . . ∧ µik+mk
 =
=
l∑
m1+...+mk=0
 ∑
l1+...+lk=l
k∏
j=1
hlj−mj (Yij , Yij+1, . . . , Yij+mj )
µi1+m1 ∧ . . . ∧ µik+mk
 =
=
l∑
m1+...+mk=0
[
hl−
P
k
j=1 mj
(Yi1 , . . . , Yi1+m1 , . . . , Yik , . . . , Yik+mk)µ
i1+m1 ∧ . . . ∧ µik+mk
]
.
Last equation uses basic known properties of the complete symmetric polynomials (see
e.g. [15]). Putting u = l −
∑k
j=1mj , one finally has:
Dl(µ
i1 ∧ . . . ∧ µik) =
=
l∑
u=0
∑
m1+...+mk+u=l
hu(Yi1 , . . . , Yi1+m1 , . . . , Yik , . . . , Yik+mk)µ
i1+m1 ∧ . . . ∧ µik+mk .
(12)
The alternating feature of the ∧-product causes cancellations of terms, so that, finally:
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4.5 Theorem. (See also [13]) The following T -equivariant Pieri’s formula holds:
Dl(∧
I
µ) =
l∑
u=0
∑
M∈P(I,l−u)
hu(Yi1 , . . . , Yi1+h1 , . . . , Yik , . . . , Yik+hk) · ∧
I+M
µ, (13)
where M := (m1, . . . ,mk) ∈ P(I, l − u) is as in notation 2.2.
Proof. (Cf. [5], Theorem 2.4). By induction on the integer k. For k = 1, formula (13)
is trivially true. First we prove it directly for k = 2. For each l ≥ 0, let us split
sum (13) as:
Dl(µ
i1 ∧ µi2) =
l∑
u=0
∑
m1+m2=l−u
hu(Yi1 , . . . , Yi1+m1 , Yi1 , . . . , Yi2+m2)µ
i1+m1 ∧ µi2+m2 =
= U+ U
where U =
l∑
u=0
∑
m1 +m2 = l − u
i1 +m1 < i2
hu(Yi1 , . . . , Yi1+m1 , Yi2 , . . . , Yi2+m2)µ
i1+m1 ∧ µi2+m2
and U =
l∑
u=0
∑
m1 +m2 = l− u
i1 +m1 ≥ i2
hu(Yi1 , . . . , Yi1+m1 , Yi2 , . . . , Yi2+m2)µ
i1+m1 ∧ µi2+m2 .
One contends that U vanishes. In fact, on the finite set of all integers i2−i1 ≤ a ≤ l−u,
define the bijection γ(a) = i2 − i1 + l − u− a. Then:
2U =
l∑
u=0
l−u∑
m1=i2−i1
hu(Yi1 , . . . , Yi1+m1 , Yi2 , . . . , Yi2+l−u−m1)µ
i1+m1 ∧ µi2+l−u−m1 +
+
l∑
u=0
l−u∑
m1=i2−i1
hu(Yi1 , . . . , Yi1+γ(m1), Yi2 , . . . , Yi2+l−u−γ(m1))µ
i1+γ(m1) ∧ µi2+l−u−γ(m1) =
= −
l∑
u=0
l−u∑
m1=i2−i1
hu(Yi1 , . . . , Yi1+m1 , Yi2 , . . . , Yi2+l−u−m1)µ
i2+l−u−m1 ∧ µi2+m1 +
+
l∑
u=0
l−u∑
m1=i2−i1
hu(Yi1 , . . . , Yi1+m1 , Yi2 , . . . , Yi2+l−u−m1)µ
i2+l−u−m1 ∧ µi1+m1 = 0,
hence U = 0 and (13) holds for k = 2.
Suppose now that (13) holds for all 1 ≤ k′ ≤ k − 1. Then, for each l ≥ 0:
Dl(µ
i1 ∧ µi2 ∧ . . . ∧ µik) =
∑
l′
k
+lk=l
Dl′
k
(µi1 ∧ . . . ∧ µik−1) ∧Dlkµ
ik . (14)
By the inductive hypothesis, last member of (14) is equal to:
l′k∑
u=0
Hk−1(u) ∧
lk∑
mk=0
hlk−mk(Yik , Yik+1, . . . , Yik+mk)µ
ik+mk , (15)
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where for notational brevity we set I ′ := (i1, . . . , ik−1), M
′ = (m1, . . . ,mk−1) and:
Hk−1(u) =
∑
M ′∈P(I′,l′
k
−u)
hu(Yi1 , . . . , Yi1+m1 , . . . , Yik−1 , . . . , Yik−1+mk−1) ∧
I′+M ′
µ,
But now (15) can be equivalently written as:
l−l′′∑
u=0
Hk−2(u) ∧Dl′′(µ
ik−1 ∧ µik) (16)
where
Hk−2(u) =
∑
M ′′∈P(I′′,l−l”−u)
hu(Yi1 , . . . , Yi1+m1 , . . . , Yik−2 , . . . , Yik−2+mk−2)µ
i1+m1∧. . .∧µik−2+mk−2 ,
and where M ′′ = (m1, . . . ,mk−2). The inductive hypothesis implies that
Dl′′(µ
ik−1 ∧ µik) =
=
l′′∑
u=0
∑
mk−1 +mk = l
′′ − u
ik−1 +mk−1 < ik
hu(Yik−1 , . . . , Yik−1+mk−1 , Yik , . . . , Yik+mk)µ
ik−1+mk−1 ∧ µik+mk
which, substituted into (16), yields precisely (13).
4.6 Example. i) The coefficient of µ2∧µ3∧µ7, in the expansion of D3(µ
2∧µ3∧µ5),
is h1(Y2, Y3, Y5, Y6, Y7) = Y2 + Y3 + Y5 + Y6 + Y7 = y2 + y3 + y5 + y6 + y7 − 5y1; ii) for
l = 1, Pieri’s formula (13) reads:
D1(µ
i1 ∧ . . .∧µik ) =
k∑
j=1
µi1 ∧ . . .∧µij+1∧ . . .∧µik +(Yi1 + . . .+Yik)µ
i1 ∧ . . .∧µik . (17)
4.7 Let 1 ≤ k ≤ n be a fixed integer and
{
n
k
}
the set of all functions
ai1...ik : {1, . . . , n} → {0, 1} (1 ≤ i1 < . . . < ik ≤ n) such that ai1...ik(j) = 0 if
j ∈ {i1, . . . , ik} and ai1...ik(j) = 1 otherwise (see [10]). Each λ ∈
{
n
k
}
can be also
represented by a string λ(1)λ(2) . . . λ(n) of zeros and ones only. If λ = ai1...ik , write
S˜λ := Π
−1
k (µ
i1 ∧ . . . ∧ µik) ∈ A∗(
∧k
M(p)) and S˜div := S˜a12...k−1,k+1 = S˜0...010. It is
easily seen that S˜div(D) =
(
D1 −
∑k
r=1 Yr
)
and then, using (8) and (17):
S˜divS˜λµ
1 ∧ . . . ∧ µk = S˜divµ
i1 ∧ . . . ∧ µik =
(
D1 −
k∑
r=1
Yr
)
µi1 ∧ . . . ∧ µik =
= D1µ
i1 ∧ . . . ∧ µik −
k∑
r=1
Yrµ
i1 ∧ . . . ∧ µik =
=
k∑
j=1
µi1 ∧ . . . ∧ µij−1 ∧ µij+1 ∧ µij+1 ∧ . . . ∧ µik +
(
k∑
r=1
(Yir − Yr)
)
µi1 ∧ . . . ∧ µik =
=
k∑
j=1
µi1 ∧ . . . ∧ µij−1 ∧ µij+1 ∧ µij+1 ∧ . . . ∧ µik +
(
k∑
r=1
(yir − yr)
)
µi1 ∧ . . . ∧ µik .
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We have hence proven that, as in [10], S˜divS˜λ =
∑
λ′:λ′→λ S˜λ′ +
(
S˜div|λ
)
S˜λ. The
notation λ′ : λ′ → λ means that λ′ differs from λ in only two spots i, i + 1, where λ
has 01 and λ′ has 10 ([10], p. 236, Lemma 3), while the coefficient
(
S˜div|λ
)
is given
by
(
S˜div|λ
)
=
∑n
j=1(1− λ(j))yj −
∑k
i=1 yi. Thus, if λ = ai1,...,ik , one has, in fact:(
S˜div|λ
)
= (yi1 + yi2 + . . .+ yik)− (y1 + y2 + . . .+ yk) =
k∑
r=1
(yir − yr).
4.8 Remark. In [13] and [14] Laksov makes explicit the exact relationship between
the basis
∧k
µ and that of Knutson and Tao. Moreover, using the deformed polynomial
p(q) =
∏n
i=1(X − Yi) + q ∈ A[q], he recovers Mihalcea’s work ([16], [17]) within the
framework of [11] and [12]: the small (equivariant) quantum cohomology of G(1, n) is
well behaved with respect to “taking exterior powers” (in spite of its non functoriality)!
4.9 Example. (Cf. [10], p. 231). Let A := Z[y1, y2, y3, y4], Yi = yi − y1 (1 ≤ i ≤ 4),
p = X(X − Y2)(X − Y3)(X − Y4), M = XA[X ] and M(p) = M/pM . Let µ =
(µ1, µ2, µ3, µ4) as in (7). Then
2∧
µ = (µ1 ∧ µ2, µ1 ∧ µ3, µ1 ∧ µ4, µ2 ∧ µ3, µ2 ∧ µ4, µ3 ∧ µ4)
is the basis of
∧2
M(p) (degree and lexicographically (totally) ordered) induced by µ.
Let Gij(D) = Π
−1
2 (µ
i ∧ µj) ∈ A∗(
∧2M(p)). “Integration by parts” (as in [7]) or the
general determinantal formula due to Laksov and Thorup ([11]), yields:
G12(D) = 1; G13(D) = D1 − Y2D0;
G14(D) = D2 − e1(Y2, Y3)D1 + e2(Y2, Y3)D0; G23(D) = D
2
1 −D2;
G24(D) = (D1 − Y4)G14(D); G34(D) = (D2 − Y
2
4 )G
µ
14(D)− (Y2 + Y4)G24(D).
Let us write the matrices associated to Gij(D) in the basis ∧
2
µ. The matrix (G12(D))
is just the 6 × 6 identity matrix. We show, for instance, how the computation of
(G13(D)) goes on. Let us express G13(D) · ∧
I
µ as an A-linear combination of
∧2
µ.
One has, e.g.:(
D1 − Y2D0
)
µ1 ∧ µ2 = µ2 ∧ µ2 + µ1 ∧ (µ3 + Y2µ
2)− Y2µ
1 ∧ µ2 = µ1 ∧ µ3
and
G13(D)µ
1 ∧ µ3 =
(
D1 − Y2D0
)
µ1 ∧ µ3 = µ2 ∧ µ3 + µ1 ∧ (µ4 + Y3µ
2)− Y2µ
1 ∧ µ3 =
= µ2 ∧ µ3 + µ1 ∧ µ4 + (Y3 − Y2)µ
1 ∧ µ3.
Continuing in the same way, the matrix of G13(D) in the basis
∧2
µ is:
(G13(D)) =
0
BBBBBBB@
0 0 0 0 0 0
1 Y3 − Y2 0 0 0 0
0 1 Y4 − Y2 0 0 0
0 0 0 Y3 0 0
0 0 1 0 Y4 0
0 0 0 0 1 Y4 + Y3 − Y2
1
CCCCCCCA
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Similarly, one can compute (by hands) the matrices of the remaining Gij(D), getting
(G14(D)) =
0
BBBBBBB@
0 0 0 0 0 0
0 0 0 0 0 0
1 Y4 − Y2 (Y4 − Y2)(Y4 − Y3) 0 0 0
0 0 0 0 0 0
0 1 Y4 − Y3 Y4 Y4(Y4 − Y3) 0
0 0 1 0 Y4 Y4(Y4 − Y2)
1
CCCCCCCA
(G23(D)) =
0
BBBBBBB@
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 Y3 0 Y2Y3 0 0
0 1 Y4 Y2 Y2Y4 0
0 0 0 1 Y4 Y3Y4
1
CCCCCCCA
(G24(D)) =
0
BBBBBBB@
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 Y4 Y4(Y4 − Y3) Y2Y4 Y2Y4(Y4 − Y3) 0
0 1 Y4 Y4 Y 24 Y4Y3(Y4 − Y2)
1
CCCCCCCA
(G34(D)) =
0
BBBBBBB@
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 Y4 + Y3 − Y2 Y4(Y4 − Y2) Y4Y3 Y4Y3(Y4 − Y2) Y3(Y4 − Y2)Y4(Y3 − Y2)
1
CCCCCCCA
Let {S˜aij | (i, j) ∈ I
2
4} be the basis of H
∗
T (G(2, 4)) depicted in [10], p. 231, Fig. 7. Then
the inverse A∗(
∧2M(p)) → H∗T (G(2, 4)) of the ring isomorphism ι2 (as in 4.2, for
k = 2) is explicitly given by Gij(D) 7→ S˜aij . Notice that the boxed diagonal entries of
the matrices (Gij(D)) satisfy the GKM conditions ([10]).
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