Abstract
Introduction
There has been growing interest in the use of Bayesian methods for computer vision research [20] , with a trend away from maximum likelihood (ML) and maximum a posteriori (MAP) estimators towards the computation of full posterior probability distributions. By computing full probability distributions we can represent multimodal distributions, incorporate complex prior models, and exploit Bayesian belief propagation, both through space (with Markov random fields) and time (with Bayesian tracking). Towards this end, the computation of posterior distributions relies on the development of a generative image model (with noise), the derivation of likelihood functions, and the development (or learning) of prior distributions. This paper concerns the derivation of probability functions (e.g., likelihood functions) when the variables of interest are partially constrained by noisy measurements. In particular, we derive likelihood functions for linear constraints, like those that occur in line-fitting problems [12] , gradientbased optical flow estimation [7, 19, 22] , and in linear subspace methods for the estimation of 3D translation [10] .
By way of application domains, we are motivated by two problems in motion analysis, namely, the estimation of optical flow and the estimation of 3D camera translation. In gradient-based optical flow estimation, assuming brightness constancy, the velocity v´x Ø µ Ú Ü´x Ø µ Ú Ý´x Ø µµ, at position x and time Ø, is related to the spatio-temporal intensity gradient, ÖÁ´x Ø µ ´Á Ü´x Ø µ Á Ý´x Ø µ Á Ø´x Ø µµ ¼ , by the gradient constraint equation [8] :
ÖÁ ¼ v ¼ (1) where x ¼ denotes the transpose of x, and v Ú Ü Ú Ý ½µ ¼ denotes the unknown velocity vector in homogeneous coordinates. Uncertainty is caused by noise in measuring image derivatives and by violations of brightness constancy.
Linear constraint equations also arise in subspace methods for estimating the 3D direction of camera translation [9, 10] . In this case local optical flow vectors are combined linearly to obtain a set of constraints, , that satisfy
where T is the unknown camera translation. Because of uncertainty in optical flow, the subspace constraint measurements, , will be noisy.
Previous approaches to problems like these have either assumed simplified noise models, or they have avoided computing the full likelihood or posterior by formulating ML/MAP estimators instead. For example, with gradientbased optical flow estimation it is often assumed that measurements of spatial image derivatives in (1) are noiseless, while noise in temporal derivative measurements is additive and Gaussian. It is then straightforward to show that the likelihood function is Gaussian, from which one can derive linear ML estimator. Simoncelli et al. [19] used this noise model, with a constant velocity model incorporating additive noise (within an image region), and a Gaussian prior that prefers slow velocities, to derive a Gaussian posterior pdf and a MAP estimator. Luettgen et al. [14] used this noise model, with a multiscale, Gaussian Markov random field (MRF) prior, to formulate a posterior pdf over optical flow fields.
In many cases one cannot assume such simple measurement noise models. This is true in gradient-based optical flow if one considers noise in measurements of spatial image derivatives. It is certainly true with subspace translation constraints (2) , where uncertainty in optical flow affects all components of the 3D measurement vector, . In these cases, with linear constraints and noise in all components of the measurement vector, total-least-squares (TLS) [5] has been used as an estimator, both for optical flow [22, 1] and 3D translation direction [9, 15] .
The TLS estimator is a ML estimator for independent and identically distributed (IID) additive Gaussian noise [4, 21] . However, the TLS formulation does not provide a likelihood function. Previous approaches to obtain this likelihood function, like error-in-variables [4] , introduced the true (noiseless) values of the measurements as new parameters of the likelihood function. These parameters are often called nuisance parameters because we are typically not interested in estimating them. For example, the nuisance parameters in Eq. (1) are the noiseless values of the spatiotemporal derivatives and the nuisance parameters in Eq. (2) are the true values of the vectors. The problem with including nuisance parameters in the likelihood function is that the dimensionality of the likelihood function then increases with the number of equations (i.e., with the number of measurements), rather than with the number of unknowns we wish to estimate. This poses a serious problem for the practical application of the likelihood function in a Bayesian calculation, and for the derivation of confidence bounds on the estimates.
In this paper, we derive a likelihood function whose dimension is equal to the number of unknowns. This simplified, low-dimensional likelihood function is easier to use in practice (e.g., propagated using belief propagation, or in Bayesian tracking). In addition, we derive the Cramer-Rao lower bound -CRLB-(a bound on the covariance of the error in the estimates). Several approximations of the CRLB have been proposed to obtain a confidence measures for ML estimators in TLS problems. We propose a different approximation of the CRLB and we show, using Monte Carlo simulations, that our approximation compares favorably with the previous approximations.
Likelihood Function for Linear Constraints
Consider the problem of estimating an AE -dimensional variable, x, in an over-determined linear system, A ¼ x b ¼ , where our only observations A and b, are noisy measurements of A ¼ and b ¼ . This problem has been studied independently from a statistical perspective, called error-invariables (EIV) [4] , and from a numerical analysis perspective, called total-least-squares (TLS) [5] . Van Huffel and Vandewalle [21] linked the results obtained in the EIV analysis with the TLS solution, showing that TLS is a maximum likelihood estimator for IID Gaussian noise.
TLS has a direct geometrical interpretation. For notational convenience, we define c as a N+1 dimensional vector formed by taking the transpose of the i-th row of the matrix A, a ¼ , together with the i-th element of the column matrix b, , i.e., c ´a ¼ µ ¼ ; we also define x ´x ¼ ½µ ¼ .
Then, TLS can be interpreted as finding the characteristic vector x of a hyperplane passing through the origin, which minimizes the sum of squared orthogonal distances between the points c and the hyperplane, given generically by c ¼ x ¼ . Therefore, the TLS solution x Ì Ä Ë minimizes the following function:
where C A b so that the i-th row of C is c ¼ . Given the Singular Value Decomposition (SVD) of C U¦V ¼ , it has been shown [21] that the x Ì Ä Ë which minimizes Eq. (3) is given by taking the negative of the result of normalizing the first AE elements of the last column of V by the last element of V.
Our goal here is to obtain a simple expression for the likelihood function on x, given measurements and b. Our approach starts with the likelihood function formulated by the EIV analysis, which includes the nuisance parameters. Then we eliminate the nuisance parameters, resulting in a likelihood function defined only in the parameters of interest, x, and therefore having a much lower dimensionality than the original likelihood function. One interesting result is the need of a prior probability distribution on the true values underlying the noisy measurements [6] . We show that certain choices of the prior and noise distributions lead to a likelihood function that is maximized by the same values of the parameters x that maximize the full likelihood function given by the EIV approach, which are given by the TLS solution.
One Constraint
We start by considering one equation from the above over-determined linear system, a ¼ ¼ x ¼ , where a ¼ and ¼ are the true values for which the constraint holds exactly.
EIV Likelihood Function.
Following the EIV approach [4] , let the measurements be contaminated by additive noise: a (4) and the pdf of the noise, Ô n´n µ, it is straightforward to derive the EIV likelihood function [4] as follows:
where, from Eq. (4), n a a ¼ and Ò ¼ . (For the sake of notational simplicity, we omit the subscript on the probability functions when they are the same random variables as the arguments to the function.) In Eq. (5), a ¼ are the nuisance parameters.
The problem with the EIV formulation is that the dimension of the likelihood function grows with the number of nuisance parameters, and hence with the number of measurements. This a serious disadvantage if we are interested in estimating x only, in computing confidence bounds on a ML estimator for x, or in propagating a distribution over x as part of a larger Bayesian calculation.
Integration of the Nuisance Parameters.
To obtain a more compact expression for the likelihood function, our approach is to integrate over the nuisance parameters, a ¼ in Eq. (5). We formulate this using Bayes' rule as follows:
where the simplified likelihood function depends on the full likelihood function in Eq. (5), and on the conditional pdf Ô´a ¼ xµ, which is a conditional prior on the true values of the nuisance parameters a ¼ . As with any prior probability, this conditional prior has to be specified according to the knowledge that we have about the problem. The ease with which one can solve the integral in Eq. (6) depends on both the prior and the noise distribution.
Prior Distributions on the Nuisance Parameters.
If there is not enough a priori knowledge about the problem, several assumptions can be made. One idea might be to assume that a ¼ is independent of x, and therefore the conditional prior on a ¼ x is just a prior on a ¼ . However, this assumption is problematic, because it means that we do not impose any limit on the variance, or power, of ¼ x; yet all signals of practical interest have limited power. Indeed, because of the linear relationship that relates a ¼ In what follows, we use this second (constant power) prior. Moreover, we assume a Gaussian distribution for this prior, which yields an analytical solution for the integral in Eq (6) . Given x, we know that a ¼ ¼ 
where AE is the dimension of the parameter vector x. It turns out that ½ x (where ¡ denotes the modulus (2-norm) of a vector) to make the integral of the pdf equal to 1 (see Appendix I). Finally, to obtain the desired prior Ô´a ¼ xµ, we integrate the joint conditional prior in Eq. (7) over ¼ , resulting in:
where 
where ¾ AE ¾ ´¾ µ´AE
is related with the signal to noise ratio (SNR). If the SNR is high (
For non-Gaussian priors or non-Gaussian noise it may be necessary to use numerical integration to approximate the likelihood function.
Multiple Constraints
We now generalize to the case of Ä constraints, expressed in matrix form as If the Ä constraints are independent, we can express the complete likelihood as the product of the individual likelihoods:
In the case of IID Gaussian noise, and identical Gaussian conditional priors for every constraint, the pdf in (10) simplifies to
where C A b , and ØÖ´¡µ is the trace of a matrix. One important characteristic of this likelihood function is that, although it has been derived considering a particular form for the conditional prior distribution of the nuisance parameters, its maximum occurs at the estimate of x given by TLS [21] , independent of . This becomes clear by comparing the error function that minimizes the TLS solution in Eq. (3) with the likelihood function in Eq. (11) . In addition, this estimate also maximizes the original likelihood function in Eq. (5) of the EIV approach for IID Gaussian noise. The particular choice of the conditional joint prior in Eq. (7) has led to a likelihood function whose maximum is the same as the TLS estimator. However, different choices for this prior can lead to likelihood functions whose maxima are not the same as the TLS solution, and which, in principle, produce more accurate estimates than the TLS estimator, because of the introduction of prior knowledge.
Confidence Bounds
The likelihood function derived in the previous Section can be used in Bayesian computations. However, there are situations in which it is enough to give a ML estimate. In those cases, it is important to provide confidence bounds on the accuracy of the estimates. A standard procedure is to give the Cramer-Rao lower bound (CRLB) on the variance of the estimates. The CRLB is given by the inverse of the expected value of the Hessian of the negative log-likelihood function, evaluated at the true values of the parameters (for unbiased estimators). This lower bound is achieved by the Maximum Likelihood estimator.
One important consequence of having derived the likelihood in Eq. (11) is that we can derive the CRLB for the TLS solution easily. The first result towards this end is that the Hessian of the negative log-likelihood function in Eq. (11) can be shown to be
where M A ¼ A, and D C ¼ C. This Hessian is relevant because it will be used to approximate the CRLB, providing an accurate confidence bound (see below).
The CRLB is obtained by taking the expected value of H with respect to the noisy measurements, A and b, inverting the result, and evaluating it at the true value of the parameters x ¼ . It can be shown that this results in:
Although this CRLB corresponds to a likelihood function obtained using a specific prior for the true values, it is equivalent to the asymptotic (i.e., for a large number of equations) covariance matrix of the estimates found by Gallo [3, 21] . In addition, if the SNR is high ( ³ ½), the CRLB in Eq. (13) reduces to the approximations found by Koopmans [13] , and later by Kanatani [11] , that were derived without knowing the likelihood function.
Approximations of the CRLB
The CRLB depends on the true values, A ¼ and x ¼ , on the variance of the noise ¾ Ò , and on . However, in practical estimation problems we do not know these values, and therefore it is necessary to approximate the CRLB. Usually, the true value of x is approximated by its estimate, x. The power of the noise is estimated as the square of the smallest singular value of the augmented data matrix, A b , normalized by the number of equations [21] (we call this estimate ¾ Ò ). Because we have obtained the Hessian of the likelihood function, Eq. (12), we can use it directly to approximate the CRLB:
1. We propose here the direct use of the inverse of the Hessian in Eq. (12), C ½ H ½ , that depends only on the measurements. In doing so, we are effectively approximating the expected value in Eq. (13) by a single realization.
Interestingly, several different approximations of the CRLB in Eq. (13) have been proposed. We define here two of the approximations of the CRLB, which we compare with the proposed C ½ : 2. Ohta [18] proposes the direct use of M, composed by the noisy measurements, as an approximation of M ¼ in Eq. (13) C ¾ and C ¿ are high SNR approximations to the CRLB, taken as ½. Because the proposed approximation C ½ accounts for the factor , we also considered generalizations of the last two approximations, including the factor as in Eq. (13): 4. Generalized version of C ¾ , that is, C 1 µC ¾ .
Generalized version of
C ¿ , that is, C 1 µC ¿ .
Monte Carlo Evaluation
To determine which of these 5 approximations to the error bound is more accurate, we ran an extensive series of Monte Carlo simulations. We found that C ½ is the most accurate approximation to the CRLB.
We simulated a 2D estimation problem (i.e., AE =2). For each trial of the simulation, we drew a random set of Ä inde- For each trial we estimated x using the TLS estimator x. We then obtained an error e x x ¼ , and the five confidence bounds (C ½ ) defined above 1 . To obtain a measure of the accuracy of each confidence bound, we used C to whiten the error e, i.e., we obtain a normalized error e Û Q ½ e, such that Q is a matrix that satisfies C Q Q ¼ (e.g., the Cholesky decomposition, or the eigenvector matrix multiplied by the square root of the eigenvalue matrix). Therefore, if the confidence bound is equal the covariance of the error (C ee ¼ ), then the covariance of the whitened error has to be the identity matrix ( e Û e ¼ Û I AE ). We measured the accuracy of the different confidence bounds by running a large number of simulations, and computing the sample covariance of the whitened errors. Better bounds should yield sample covariances that are close to the identity matrix. To summarize the deviation of the sample covariances from the identity matrix, we have computed the norm of the singular values of the difference between the sample covariance and the identity matrix. This norm ( ) should be close to 0 when the sample covariance is close to the identity. We ran 10,000 simulations, for two different data set sample sizes (small, Ä ¾ ¼ , and large, Ä ¼ ¼ ) and two different condition numbers ( ) of A ¼ (a well-conditioned system of equations, ½ , and a poorly-conditioned system, ¿ ¿). The poorly-conditioned system was obtained by modifying the covariance matrix of the conditional prior on a ¼ x (i.e., in this case we were sampling from a different prior than that used to compute the likelihood), such that the condition number of the resulting systems was on average the desired one, and at the same time forcing the total signal power to be unchanged ( The graphs in Figure 3 plot the error of the CRLB approximations ( ) as a function of the signal-to-noise parameter (), for the two cases having a small sample size (Ä ¾ ¼ ). As expected, the high SNR approximations (C ¾ and C ¿ ), suffer a large degradation as diminishes, but even for close to 1, results are worse than the corrected versions (C and C ). Also as expected, C is generally better than C because M is corrected by the power of the noise (likewise, C ¿ is better than C ¾ ). One problem with the corrected version of M (used to compute both C ¿ and C ), however, is that as the SNR decreases, we found that the inverse of M Ä ¾ Ò I AE µ was not always positive definite, which is inconsistent with the definition of a covariance matrix (we have omitted those cases in the computation of the sample covariance matrices of the normalized errors).
The accuracy obtained using C ½ (the inverse of the Hessian) is similar or better than that obtained using any of the other confidence bounds. If is not known, one can still use a version of C ½ with ½ ; we found that this approximation was still better than C ¿ . In addition, the inverse of the Hessian is, by definition, positive definite, which is a great advantage with respect to bounds (C ¿ and C ) that use the corrected version of M.
Finally, for the large sample size (Ä ¼ ¼ , graphs not shown here), the accuracy of all 5 CRLB approximations improved dramatically, especially for C ½ and C , which in this case gave
¼ for all the conditions tested.
Application to Estimation of the 3D Direction of Translation
The approach that we have described can be applied to a number of problems in computer vision. In particular, it can be applied to optical flow estimation. Indeed, TLS has already been used in optical flow estimation [22, 1] , but without providing confidence bounds on the accuracy of the estimates, nor in a Bayesian framework.
Here we apply this method to derive likelihood functions for the direction of camera translation, from probability distributions of optical flow. We have extended the linear subspace method for recovering the direction of translation proposed by Jepson and Heeger [9, 10] , to accept, as input, probability distributions of optical flow.
The linear subspace algorithm linearly combines optical flow vectors from different locations to obtain a set of three dimensional vectors , that are orthogonal to the direction of camera translation:
where T is the direction of translation of the camera, and N the number of equations 2 . Because the vectors are a linear combination of a large number of optical flow vectors, it can be assumed that the noise affecting is Gaussian. Thus, we can use a generalized version of Eq. (9) for an arbitrary noise covariance, to formulate the likelihood function for each individual constraint. However, we can not use Eq. (11) because the covariance of the noise is different for each . Here we evaluate numerically the likelihood for each constraint, and then, assuming independence between constraints, we apply Eq. (10) to obtain the total likelihood.
Results
We tested this probabilistic formulation with the synthetic Yosemite fly-through image sequence, where the true translation velocity is known. For this purpose we have used the probability distributions of optical flow generated by an optical flow estimation method described in [16] , for the central frame of the sequence. This method gives an estimate of the optical flow and of its associated covariance matrix at every pixel.
We have selected a reduced number of pixels (about 1300 with the highest confidence, shown in white in the left image of Fig. 4 ) to avoid an excessive computational cost. From this set of selected pixels, we generated all the possible vectors (the number of pixels minus 6).
The resulting likelihood distribution is depicted in the right graph of Fig. 4 , as a function of the two first components of T. The maximum of this distribution is located at T Ñ Ü ´¼ ¼ ¼ ½ ¼ µ. The angular error with respect to the true translation velocity T ¼ ´¼ ¼ ½ ¼ µ (marked with an X) is Ó . We also used the original algorithm [10] to obtain a least squares estimate of the direction of translation from the same set of pixels, resulting in a T ×Ø ´¼ ½ ¼ ½¿ ¼ µ, whose angular error ( Ó ) is twice the error obtained with the probabilistic method. In addition, we have obtained a full likelihood function, from which confidence measures can be extracted.
Conclusion
We have presented a method for computing low dimensional likelihood functions in cases were the variables of interest are linearly constrained by noisy measurements. Such likelihood functions are highly valuable both as part of a Bayesian calculation, and as a means for establishing confidence bounds on ML estimators.
The simplified likelihood functions require the introduction of prior probabilities on the true values underlying the noisy measurements. Different prior models can lead to substantially different likelihood functions, and therefore, to different estimators that should be more accurate than the TLS solution, because of the introduction of some prior information.
In this paper we have used a Gaussian, constant power prior, which results in the simplified likelihood functions in Eq. (9) , in the case of a single constraint, and in Eq. (11), for multiple constraints. This last function has two interesting properties. First, its maximum is the same as the maximum found by TLS. Second, the Cramer-Rao lower bound for this simplified likelihood function is equivalent to previous approximations that were derived without knowing the likelihood function.
In addition, the simplified likelihood functions have two advantages with respect to previous results. (1) We can approximate the CRLB using the inverse of the Hessian of the negative log-likelihood, given in Eq. (12) . We have shown that this approximation is both more accurate and stable (it is always positive definite) than previous approximations. (2) The simplified likelihood function can be used as part of a larger Bayesian calculation very efficiently (without the need of including the nuisance parameters).
We have also applied the formulation to compute probability distributions for the direction of camera translation. Starting with the linear subspace method, we introduced full probability distributions for the estimated optical flow and we end up with a full pdf for the direction of translation. The estimate we obtained using this method is more accurate than the estimate given by the original method [10] , and the new method computes as additional information the full distribution of the likelihood function.
