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1. Introduction
Let X and Y be complex Banach spaces. Denote by B(X , Y) the set of all bounded linear operators
from X to Y . An element T ∈ B(X ) whose spectrum σ(T) consists of the set {0} is said to be quasi-
nilpotent [25]. It is clear that T is quasi-nilpotent if and only if the spectral radius γ (T) = sup{|λ| :
λ ∈ σ(T)} = 0. For T ∈ B(X ), the concept of the generalized Drazin inverse in a Banach algebra was
introduced by Koliha [22], which is the unique (if exists) element Td ∈ B(X ) such that
TTd = TdT , TdTTd = Td, T − T2Td is quasinilpotent. (1)
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If there exists an integer k such that (T − T2Td)k = 0, then least such k is the index of T , denoted
by ind(T) = k. Otherwise, we say ind(T) = ∞. If T is generalized Drazin invertible, then the spectral
idempotent Tπ of T corresponding to {0} is given by Tπ = I − TTd. The operator matrix form of T
with respect to the space decomposition X = N (Tπ ) ⊕ R(Tπ ) is given by T = T1 ⊕ T2, where T1 is
invertible and T2 is quasi-nilpotent.
The Drazin inverse of an operator or a matrix has various applications in singular differential
equations and singular difference equations, Markov chains, and iterative methods (see [2–5,6,8,9,15,
16,18,20,30–33]). In 1979, Campbell and Meyer proposed the problem of ﬁnding an explicit represen-
tation for the Drazin inverse of a 2 × 2 block matrixM =
(
A B
C D
)
in terms of its sub-blocks, where A
and D are required to be square matrices (see [2]). Several authors have considered the problem for
2 × 2 blockmatrices, under certain conditions on the individual blocks (see [9,11,15,18,21,23,29]). The
representation for the Drazin inverse of a triangular matrixM =
(
A B
0 D
)
has been given in [10,18,20].
However, there is no known representation for the Drazin inverse of a general anti-triangular operator
of the formM =
(
A B
C 0
)
and it was posed as a research problem by Campbell in 1983 (see [5]).
This paper is devoted to the generalized Drazin inverse of a 2 × 2 anti-triangular operator matrix
M =
(
A B
C 0
)
, (2)
where A ∈ B(X),B ∈ B(Y , X) and C ∈ B(X , Y). In [8], Castro-González and Dopazo presented an in-
teresting formula for the Drazin inverse of such an anti-triangular matrixM. They got representations
for the Drazin inverse of matricesM under two different conditions:
(a) A = I, B = I; (b) CAdA = C, AdBC = BCAd.
In the present paper we investigate some properties of the generalized Drazin inverse on an arbitrary
complex Banach space and ﬁnd explicit expressions for the generalized Drazin inverse of a 2 × 2
anti-triangular operator matrixM under other constraints:
(i) ABC = 0; (ii) BCAπ = 0, (I − Aπ )BC = 0; (iii) AπAB = 0, BC(I − Aπ ) = 0,
which are not equivalent to the conditions from [8], allowing the block expression for the generalized
Drazin inverse ofM in terms of Ad and (BC)d.
These cases maybe useful in several applications, such as, in the splitting of operators and iterative
methods, dealingwith differential equations, and reducing the sizes of thematrices involved in numer-
ical analysis [3,4,6].We introduce brieﬂy an application of the Drazin inverse of a 2 × 2 anti-triangular
matrix M. Recently, two-by-two block structure systems have arisen from generalized saddle-point
problems [24,26,28],(
A B
C 0
)(
x
y
)
=
(
f
g
)
, (3)
whereA ∈ Rn×n andBT , C ∈ Rm×nwithnm. IfA arises fromaconstrainedvariational or optimization
problem [1] (KKT linear systems), then it is usual that B = CT .
TheDrazin-inverse solution of the block structure system (3) solved by the Krylov subspacemethod
[27,34] or the semi-iterative method [7,19] is(
A B
C 0
)d (
f
g
)
+
(
A B
C 0
)π (
u
v
)
,
where
(
u
v
)
∈ R
((
A B
C 0
)k−1)+ N((A BC 0)) and k = ind((A BC 0)).
Campbell [5] considered a second-order system
Ex′′(t) + Fx′(t) + Gx(t) = 0, (4)
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where E is singular. It is natural to suppose that there is a λ such that λ2E + λF + G is nonsingular,
otherwise, the solution will not be uniquely determined by a consistent initial condition. Assume that
G is invertible. With x(t) = eλty(t), the second-order system (4) is equivalent to
(λ2E + λF + G)−1Ey′′(t) + (λ2E + λF + G)−1(F + 2λE)y′(t) + y(t) = 0.
Furthermore, let w(t) = y′(t). The above system is equivalent to the ﬁrst-order system(
0 −I
E˜ F˜
)(
w
y
)′
+
(
I 0
0 I
)(
w
y
)
=
(
0
0
)
,
where E˜ = (λ2E + λF + G)−1E and F˜ = (λ2E + λF + G)−1(F + 2λE). In order to express the so-
lutions of the above ﬁrst-order system explicitly in terms of E˜ and F˜ , we need to ﬁnd an explicit
representation for the Drazin inverse of a 2 × 2 anti-triangular matrix
(
0 −I
E˜ F˜
)
[5].
The objective of this paper is to derive formulae for the Drazin inverse of a 2 × 2 anti-triangular
operator matrix under some conditions. It is obvious that the Condition (i) ABC = 0 covers special
cases from [2, p. 142, Corollary 7.7.2] and bipartite digraphs [12,13]:(
A B
0 0
)
,
(
A 0
C 0
)
,
(
0 B
C 0
)
.
Conditions (ii) and (iii) are weaker than Condition (i). In particular, if A is invertible, then Conditions
(ii) and (iii) are equivalent. It is interesting to note that, if dim(X ), the dimension ofX , is ﬁnite, then all
matrices in B(X ) are Drazin invertible. If dim(X ) is inﬁnite, then there exist operators which are not
generalized Drazin invertible. In order to expressMd in terms of Ad and (BC)d, it is natural to suppose
that operators A and BC are generalized Drazin invertible.
2. Key lemmas
To prove the main results, some lemmas are needed. For a triangular matrix, the following result,
which is proved in [20] for matrices, has been extended to a bounded linear operator [18] and to
arbitrary elements in a Banach algebra [10].
Lemma 2.1 [18, Theorem 5.1]. If A ∈ B(X) and C ∈ B(Y) are generalized Drazin invertible, B ∈ B(Y , X),
then M =
(
A B
0 C
)
is generalized Drazin invertible and
Md =
(
Ad X
0 Cd
)
,
where X = (Ad)2
[∑∞
n=0(Ad)nBCn
]
(I − CCd) + (I − AAd)
[∑∞
n=0 AnB(Cd)n
]
(Cd)2 − AdBCd.
The following result is given in [12,13] for matrices. Using the deﬁnition of the generalized Drazin
inverse, the result is easily extended to operators in B(X ,Y).
Lemma2.2 [13, Theorem2.1]. LetM have the form (2)with A = 0. ThenM is generalized Drazin invertible
if and only if BC (or CB) is generalized Drazin invertible. In this case,(
0 B
C 0
)d
=
(
0 (BC)dB
C(BC)d 0
)
=
(
0 B(CB)d
(CB)dC 0
)
.
Next, we present an additive result for the generalized Drazin inverse of P + Q , which is closely
connected to the generalized Drazin inverse of a 2 × 2 operator matrix.
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Lemma 2.3 [17, Theorem 2.3]. Let P and Q ∈ B(X ) be generalized Drazin invertible such that PQ = 0.
Then
(P + Q)d = (I − QQd)
[ ∞∑
n=0
Qn(Pd)n+1
]
+
[ ∞∑
n=0
(Qd)n+1Pn
] (
I − PPd
)
.
If A and B are n × n matrices, Cline’s formula (see [14]) is (AB)d = A
[
(BA)d
]2
B. For A, B ∈ B(X ), if
BA is generalized Drazin invertible, it is easy to verify that the element T = A
[
(BA)d
]2
B satisﬁes the
deﬁnitions of the generalized Drazin inverse of AB.
Lemma2.4 [14]. Let A and B ∈ B(X). ThenAB is generalizedDrazin invertible if and only if BA is generalized
Drazin invertible. In this case, (AB)d = A
[
(BA)d
]2
B.
3. Main results
In this section,we give a newexpression for the generalizedDrazin inverse of an anti-triangularma-
trixM in termsofAd and (BC)d.ByLemma2.4 (orLemma2.2),weobserve that (BC)dB = B
[
(CB)d
]2
CB =
B(CB)d. First we state one particular case of our main results.
Theorem 3.1. Let M be deﬁned as (2) such that A and BC are generalized Drazin invertible. If AB = 0, then
Md =
(
XA (BC)dB
CX 0
)
,
where
X = (BC)π
∞∑
n=0
(BC)n
(
Ad
)2n+2 + ∞∑
n=0
[
(BC)d
]n+1
A2nAπ . (5)
Proof. Let
P =
(
A 0
0 0
)
and Q =
(
0 B
C 0
)
.
Then
Pd =
(
Ad 0
0 0
)
and Qd =
(
0 B(CB)d
(CB)dC 0
)
.
Moreover, we have, for n 1,
Q2n =
(
(BC)n 0
0 (CB)n
)
,
(
Qd
)2n =
⎛⎝[(BC)d]n 0
0
[
(CB)d
]n
⎞⎠ ,
Q2n+1 =
(
0 B(CB)n
(CB)nC 0
)
, (Qd)2n+1 =
⎛⎜⎝ 0 B
[
(CB)d
]n+1[
(CB)d
]n+1
C 0
⎞⎟⎠ .
It follows that
(I − QQd)
[ ∞∑
n=0
Qn(Pd)n+1
]
= (I − QQd)
[ ∞∑
n=0
Q2n(Pd)2n+1 +
∞∑
n=0
Q2n+1(Pd)2n+2
]
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=
(
(BC)π 0
0 (CB)π
)( ∑∞
n=0(BC)n(Ad)2n+1 0∑∞
n=0 C(BC)n(Ad)2n+2 0
)
=
(
(BC)π
∑∞
n=0(BC)n(Ad)2n+1 0
(CB)π
∑∞
n=0 C(BC)n(Ad)2n+2 0
)
.
Similarly, we have[ ∞∑
n=0
(Qd)n+1Pn
]
(I − PPd) =
[ ∞∑
n=0
(Qd)2n+1P2n +
∞∑
n=0
(Qd)2n+2P2n+1
]
(I − PPd)
=
⎛⎜⎝
∑∞
n=0
[
(BC)d
]n+1
A2n+1Aπ (BC)dB∑∞
n=0
[
(CB)d
]n+1
CA2nAπ 0
⎞⎟⎠ .
Since AB = 0, PQ = 0. By Lemma 2.3, we obtain
Md = (I − QQd)
[ ∞∑
n=0
Qn(Pd)n
]
Pd + Qd
[ ∞∑
n=0
(Qd)nPn
]
(I − PPd)
=
(
(BC)π
∑∞
n=0(BC)n(Ad)2n+1 0
(CB)π
∑∞
n=0 C(BC)n(Ad)2n+2 0
)
+
⎛⎜⎝∑∞n=0
[
(BC)d
]n+1
A2n+1Aπ (BC)dB∑∞
n=0
[
(CB)d
]n+1
CA2nAπ 0
⎞⎟⎠
=
(
XA (BC)dB
CX 0
)
,
with X = (BC)π ∑∞n=0(BC)n(Ad)2n+2 +∑∞n=0[(BC)d]n+1A2nAπ . 
If X is deﬁned as (5), then we can deduce the following results.
Lemma 3.2. Let X be deﬁned as (5). If ABC = 0, then we have the following results.
(1) X = (A2 + BC)d, AX = Ad, XBC = BC(BC)d, (BC)dXAd = 0;
(2) [XAd + (BC)d(XA − Ad)]BC = 0;
(3) XA2 + XBC = AXA + BCX;
(4) XAB = AXB + BC[XAd + (BC)d(XA − Ad)]B;
(5) XAAd + BC(BC)dX = X.
Proof. If ABC = 0, then items (1), (2) and (5) directly follow from the representation of X and Lemma
2.3.
(3) Note that (Ad)2A2 = AdA and (Ad)2n+2A2 = (Ad)2n ∀n≥ 1. It follows that
XA2 =
{
(BC)π
∞∑
n=0
(BC)n(Ad)2n+2 +
∞∑
n=0
[
(BC)d
]n+1
A2nAπ
}
A2
= (BC)πAAd + (BC)π
∞∑
n=1
(BC)n(Ad)2n +
∞∑
n=0
[
(BC)d
]n+1
A2n+2Aπ .
If ABC = 0, then AdBC = (Ad)2ABC = 0. So, by item (1), XBC = (BC)dBC = I − (BC)π . By computa-
tion, we obtain that
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XA2 + XBC = I − (BC)πAπ + (BC)π
∞∑
n=1
(BC)n(Ad)2n +
∞∑
n=1
[
(BC)d
]n
A2nAπ
= AXA + BCX.
(4) By item (1), we have
XAB =
[
(BC)π
∞∑
n=0
(BC)n(Ad)2n+2 +
∞∑
n=0
[
(BC)d
]n+1
A2nAπ
]
AB
= (BC)πAdB + (BC)π
∞∑
n=1
(BC)n(Ad)2n+1B +
∞∑
n=0
[
(BC)d
]n+1
A2n+1AπB
= AdB − BC(BC)dAdB + BCXAdB + BC(BC)dXAB
= AXB − BC(BC)dAdB + BCXAdB + BC(BC)dXAB
= AXB + BC
[
XAd + (BC)d(XA − Ad)
]
B. 
Using the result of Lemma 3.2 and the above notations, we can get the following result.
Theorem 3.3. Let M be deﬁned as (2) and X be deﬁned as (5) such that A and BC are generalized Drazin
invertible. If ABC = 0, then
Md =
⎛⎝XA XB
CX C
[
XAd + (BC)d(XA − Ad)
]
B
⎞⎠ . (6)
Proof. Denote the right side of (6) by Γ . If ABC = 0, the proofs of
ΓM = MΓ =
⎛⎝XA2 + XBC XAB
CXA CXB
⎞⎠ (7)
and ΓMΓ = Γ are directly from the relations given in Lemma 3.2. Now, we proveM − M2Γ is quasi-
nilpotent.
By Lemma 3.2, items (1) and (7),
Aπ − BCX = I − A2X − BCX = I − (A2 + BC)X = (A2 + BC)π
and
M2(I − MΓ ) = M(I − MΓ )M =
(
(A2 + BC)πA (A2 + BC)πB
C(A2 + BC)π −C(A2 + BC)dAB
)(
A B
C 0
)
=
(
(A2 + BC)π (A2 + BC) (A2 + BC)πAB
C(A2 + BC)πA C(A2 + BC)πB
)
.
Since the spectral radius
γ
[
C(A2 + BC)πB
]
= γ [(Aπ − BCX)BC] = γ [BC(BC)π ] = 0,
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C(A2 + BC)πB is quasi-nilpotent. Let
P =
(
(A2 + BC)π (A2 + BC) (A2 + BC)πAB
0 0
)
and
Q =
(
0 0
C(A2 + BC)πA C(A2 + BC)πB
)
.
Then P andQ are quasi-nilpotentwith P + Q = M2(I − MΓ ). IfABC = 0, then PQ = 0.HenceM2(I −
MΓ ) isquasi-nilpotentandγ [M2(I − MΓ )] = 0.Note that (M − M2Γ )2 = [M2(I − MΓ )](I − MΓ )
= (I − MΓ )[M2(I − MΓ )]. It follows easily from [25, Theorem 1.3.4] that
γ
[
(M − M2Γ )2
]
≤ γ [M2(I − MΓ )]γ (I − MΓ ) = 0.
So γ (M − M2Γ ) = 0, proving thatM − M2Γ is quasi-nilpotent. 
Similarly, we have the following result, which is a particular case of Theorem 4.4 or 4.5 in [11].
Theorem 3.4 (see [11, Theorem 4.5]). Let M be deﬁned as (2) such that A and BC are generalized Drazin
invertible. If BCA = 0, then
Md =
⎛⎝AY YB
CY C
[
AdY + (AY − Ad)(BC)d
]
B
⎞⎠ ,
where Y = Aπ ∑∞n=0 A2n[(BC)d]n+1 +∑∞n=0(Ad)2n+2(BC)n(BC)π .
Using the notations in Theorem 3.4, it is easy to get that
(1) Md =
⎛⎝ AY YB
C(BC)d 0
⎞⎠ if CA = 0;
(2) Md =
(
Ad (Ad)2B
0 0
)
if C = 0;
(3) Md =
(
Ad (BC)dB
C(BC)d 0
)
if CA = 0 and AB = 0.
By comparing above item (3) with the result in [13], we ﬁnd that item (3) extends [13, Theorem 2.1].
Moreover, by Theorems 3.3 and 3.4, the following results can be derived.
Corollary 3.5. LetM be deﬁned as (2) such that A is quasi-nilpotent andBC is generalizedDrazin invertible.
(1) If ABC = 0, then
Md =
(
ZA ZB
CZ C(BC)dZAB
)
, Z =
∞∑
n=0
[
(BC)d
]n+1
A2n. (8)
(2) If BCA = 0, then
Md =
(
AU UB
CU CAU(BC)dB
)
, U = ∑∞n=0 A2n [(BC)d]n+1 .
Next, we can prove the following main result, generalizing [8, Corollary 4.3 (b)].
C. Deng, Y. Wei / Linear Algebra and its Applications 431 (2009) 1910–1922 1917
Theorem 3.6. Let M be deﬁned as (2) such that A is generalized Drazin invertible. If
BCAπ = 0, (I − Aπ )BC = 0,
then
Md =
(
Ad + V (Ad)2B + VAdB
C(Ad)2 + CVAd C(Ad)3B + CV(Ad)2B
)
,
where V = ∑∞n=0 AnBC(Ad)n+3.
Proof. Deﬁne E and F as
E =
(
A(I − Aπ ) (I − Aπ )B
C(I − Aπ ) 0
)
and F =
(
AAπ AπB
CAπ 0
)
. (9)
ThenMd = (E + F)d and
Fn =
(
AnAπ An−1AπB
CAn−1Aπ CAn−2AπB
)
for n 2.
As to the generalized Drazin inverse Fd, if we denote
F1 =
(
AπA AπB
0 0
)
and F2 =
(
0 0
CAπ 0
)
,
then Fd = (F1 + F2)d, and F1F2 = 0 because BCAπ = 0. Hence F is quasi-nilpotent and Fd = 0. If
E1 =
(
I I
CAd 0
)
and E2 =
(
A(I − Aπ ) 0
0 (I − Aπ )B
)
,
then E = E1E2. Since (I − Aπ )BC = 0, by Lemma 2.4, we get
Ed = (E1E2)d = E1
(
(E2E1)
d
)2
E2
=
(
I I
CAd 0
)⎛⎝(AAdA AAdA
0 0
)d⎞⎠2 (A(I − Aπ ) 0
0 (I − Aπ )B
)
=
(
I I
CAd 0
)(
Ad Ad
0 0
)2 (
A(I − Aπ ) 0
0 (I − Aπ )B
)
=
(
Ad (Ad)2B
C(Ad)2 C(Ad)3B
)
and
(Ed)n =
(
(Ad)n (Ad)n+1B
C(Ad)n+1 C(Ad)n+2B
)
for n 1.
Note that EF = 0 and F is quasi-nilpotent if BCAπ = 0. By Lemma 2.3, we derive that
Md = (E + F)d =
∞∑
n=0
Fn(Ed)n+1
=
∞∑
n=0
(
AAπ AπB
CAπ 0
)n (
Ad (Ad)2B
C(Ad)2 C(Ad)3B
)n+1
=
(
Ad (Ad)2B
C(Ad)2 C(Ad)3B
)
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+
( ∑∞
n=0 AnBC(Ad)n+3
∑∞
n=0 AnBC(Ad)n+4B∑∞
n=0 CAnBC(Ad)n+4
∑∞
n=0 CAnBC(Ad)n+5B
)
(10)
=
(
Ad + V (Ad)2B + VAdB
C(Ad)2 + CVAd C(Ad)3B + CV(Ad)2B
)
,
where V = ∑∞n=0 AnBC(Ad)n+3. 
The following result is directly from Theorem 3.6.
Corollary 3.7 (see [8,18]). Let M be as in (2) such that A is generalized Drazin invertible. If BC = 0, then
Md =
(
Ad (Ad)2B
C(Ad)2 C(Ad)3B
)
.
Finally, we present the following main result.
Theorem 3.8. Let M be deﬁned as (2) such that A and BC are generalized Drazin invertible. If
AπAB = 0, BC(I − Aπ ) = 0,
then
Md =
⎛⎝ T [AdY(BC)π + Aπ (BC)d] B
CAdT + CAπX − CAdXA CAd
[
AdY(BC)π − (BC)d
]
B
⎞⎠ , (11)
where
X =
∞∑
n=0
[(BC)d]n+1A2n, Y =
∞∑
n=0
(Ad)2n+1(BC)n,
Z =
∞∑
n=1
n−1∑
k=0
(Ad)2n+2(BC)k+1A2n−2k−1 (12)
and
T = AπXA + Y(I − BCX) + Z + Ad(Z − YBCX)A. (13)
Proof. Deﬁne E and F as
E =
(
AAπ B
CAπ 0
)
and F =
(
A(I − Aπ ) 0
C(I − Aπ ) 0
)
. (14)
It is easy to get that
Fd =
(
Ad 0
C(Ad)2 0
)
, FFd =
(
AAd 0
CAd 0
)
and
(Fd)n =
(
(Ad)n 0
C(Ad)n+1 0
)
for n 1.
We split E as E = E1 + E2, where
E1 =
(
AAπ 0
0 0
)
and E2 =
(
0 B
CAπ 0
)
.
C. Deng, Y. Wei / Linear Algebra and its Applications 431 (2009) 1910–1922 1919
Then E1 is quasinilpotent, and E1E2 = 0 since AAπB = 0. By Lemma 2.2, if BC(I − Aπ ) = 0, we have
Ed2 =
(
0 B(CAπB)d
(CAπB)dCAπ 0
)
=
(
0 (BC)dB
CAπ (BC)d 0
)
.
A direct computation can show that, for n = 1, 2, . . . ,
(Ed2)
2n =
([(BC)d]n 0
0 [(CAπB)d]n
)
and
(Ed2)
2n+1 =
⎛⎝ 0 [(BC)d]n+1B
CAπ [(BC)d]n+1 0
⎞⎠ .
Hence, by Lemma 2.3, we have
Ed = (E1 + E2)d =
∞∑
n=0
(Ed2)
n+1En1 =
∞∑
n=0
(Ed2)
2n+2E2n+11 +
∞∑
n=0
(Ed2)
2n+1E2n1
=
(∑∞
n=0[(BC)d]n+1A2n+1Aπ 0
0 0
)
+
(
0 (BC)dB∑∞
n=0 CAπ [(BC)d]n+1A2nAπ 0
)
=
( ∑∞
n=0[(BC)d]n+1A2n+1 (BC)dB∑∞
n=0 CAπ [(BC)d]n+1A2n 0
)
=
(
XA (BC)dB
CAπX 0
)
,
where X = ∑∞n=0[(BC)d]n+1A2n.
Since AAπB = 0, we have AAπXA = AAπBC∑∞n=0[(BC)d]n+2A2n+1 = 0 and
EEd =
(
AAπ B
CAπ 0
)(
XA (BC)dB
CAπX 0
)
=
(
BCX 0
CAπXA CAπ (BC)dB
)
. (15)
Moreover, it is easy to check that, for every n 1,
E2n =
( ∑n
k=0(BC)kA2n−2kAπ 0∑n−1
k=0 CAπ (BC)kA2n−2k−1 CAπ (BC)n−1B
)
and
E2n+1 =
(∑n
k=0(BC)kA2n+1−2kAπ (BC)nB∑n
k=0 CAπ (BC)kA2n−2k 0
)
.
Since BC(I − Aπ ) = 0, it follows that EF = 0. Also, a direct calculation shows that (I − FFd)F = 0 and
(I − FFd)Ed =
(
AπXA Aπ (BC)dB
CAπX − CAdXA −CAd(BC)dB
)
. (16)
So, by Lemma 2.3, we get that
Md = (E + F)d = (I − FFd)Ed +
[ ∞∑
n=0
(Fd)2n+1E2n +
∞∑
n=0
(Fd)2n+2E2n+1
]
(I − EEd)
= (I − FFd)Ed +
[(
Ad +∑∞n=1∑n−1k=0(Ad)2n+1(BC)k+1A2n−2k−2 0
C(Ad)2 +∑∞n=1∑n−1k=0 C(Ad)2n+2(BC)k+1A2n−2k−2 0
)
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+
( ∑∞
n=1
∑n−1
k=0(Ad)2n+2(BC)k+1A2n−2k−1
∑∞
n=0(Ad)2n+2(BC)nB∑∞
n=1
∑n−1
k=0 C(Ad)2n+3(BC)k+1A2n−2k−1
∑∞
n=0 C(Ad)2n+3(BC)nB
)]
(I − EEd)
= (I − FFd)Ed +
[(
Y + AdZA 0
CAd(Y + AdZA) 0
)
+
(
Z AdYB
CAdZ C(Ad)2YB
)]
× (I − EEd),
where Y and Z are deﬁned as (12). Note that AdZAB = 0 and ZB = 0. By (15) and (16), the above
equation can be reduced as:
Md =
(
AπXA Aπ (BC)dB
CAπX − CAdXA −CAd(BC)dB
)
+
(
AdZA + Y(I − BCX) 0
C(Ad)2ZA + CAdY(I − BCX) 0
)
+
(
Z − AdYBCXA AdY(BC)πB
CAdZ − C(Ad)2YBCXA C(Ad)2Y(BC)πB
)
=
⎛⎝ T [AdY(BC)π + Aπ (BC)d] B
CAdT + CAπX − CAdXA CAd
[
AdY(BC)π − (BC)d
]
B
⎞⎠ ,
where T is deﬁned as (13). 
4. Special cases of Theorem 3.8
In this section,wealways suppose thatM has the form(2),AandBC aregeneralizedDrazin invertible.
Let us use Theorem 3.8 to analyze some interesting special cases. We use the notations from Section 3.
Corollary 4.1. Let M be deﬁned as (2) such that BC is generalized Drazin invertible. If
AB = 0, A is quasinilpotent,
then
Md =
(∑∞
n=0[(BC)d]n+1A2n+1 (BC)dB∑∞
n=0 C[(BC)d]n+1A2n 0
)
. (17)
Proof. This result follows from Theorem 3.8 by noting that Ad = 0. (It is clear that (17) can also be a
direct result of Theorems 3.1, 3.3 and Corollary 3.5, item (1)). 
The following result is a generalization of [13, Theorem 2.1].
Corollary 4.2. Let M be deﬁned as (2) such that BC is generalized Drazin invertible. If
BCA = 0, A2 = A,
then
Md =
( ∑∞
n=0 A(BC)n(BC)π
∑∞
n=0 A(BC)n(BC)πB + (I − A)(BC)dB∑∞
n=0 CA(BC)n(BC)π + C(I − A)(BC)d
∑∞
n=0 CA(BC)n(BC)πB − CA(BC)dB
)
.
Proof. This result follows from Theorem 3.8 by noting that Ad = A. 
Corollary 4.3. Let M be deﬁned as (2) such that BC = 0 and Ais invertible, then
Md =
(
A−1 A−2B
CA−2 CA−3B
)
.
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Corollary 4.4. Let M be deﬁned as (2) such that A is generalized Drazin invertible. If
AπB = 0, C(I − Aπ ) = 0,
then
Md =
(
Ad +∑∞n=0(Ad)n+3BCAn (Ad)2B
0 0
)
. (18)
Proof. If AπB = 0, C(I − Aπ ) = 0, then
(BC)2 = BCAπBC = 0, CB = 0, CAd = 0.
This implies that
X = 0, Y = Ad + (Ad)3BC, T = Ad +
∞∑
n=0
(Ad)n+3BCAn
in Theorem 3.8.
Now, by substituting these expressions in Theorem 3.8, we get the result. 
Corollary 4.5. Let M be deﬁned as (2) such that A and BC are generalized Drazin invertible. If
AπAB = 0, BCA = 0,
then
Md =
(
Y(BC)π AdY(BC)πB + Aπ (BC)dB
CAdY(BC)π + CAπ (BC)d C(Ad)2Y(BC)πB − CAd(BC)dB
)
, (19)
where Y is deﬁned as (12).
Proof. If BCA = 0, then X = (BC)d, T = Y(BC)π in Theorem 3.8. Therefore, (19) follows from (11). It
is worth pointing out that (19) can also be directly obtained from Theorem 3.4. 
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