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Resumo
A reconfiguração dinâmica parcial, presente nas Field-Programmable Gate Arrays (FPGAs),
permite elevadas densidades computacionais, não apenas devido à implementação de computa-
ções específicas, mas também à flexibilidade de reconfiguração. Em contrapartida, os tempos
envolvidos para as operações de reconfiguração e de transferências de dados provocam latências
na execução de tarefas, efetivamente reduzindo o ganho computacional. Assim, é necessária a cri-
ação de escalonadores, os quais exploram as capacidades do hardware reconfigurável, mapeando
as tarefas e sequenciando as operações, de modo a eliminar ou esconder as latências.
Neste trabalho, é proposto um modelo para o problema de escalonamento, focado na redução
das latências originadas pelas operações de reconfiguração e pelas transferências de dados. Devido
à natureza np-complexa do problema, é proposto e implementado um algoritmo genético para a
pesquisa das soluções ótimas.
O modelo é validado numa FPGA Virtex-5 da Xilinx com grafos de tarefas aleatórios, apresen-
tando erros de estimação abaixo de 0.7%. O modelo é explorado com múltiplos testes, observando-
se ganhos na rapidez, superiores a 2 vezes os escalonamentos sem otimização, e aumentos e dis-
tribuição de densidade computacional.
É apresentado o sistema de apoio à decisão, mostrando como este pode ser utilizado para
reduzir o tempo para o mercado de projetos com reconfiguração dinâmica parcial.
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Abstract
Partial dynamic reconfiguration, present in Field-Programmable Gate Arrays (FPGAs), allows
for high computational density, not only due to the application specific computations, but also to
the reconfigurable flexibility. However, the time it takes to perform the reconfiguration operations
and data transfers, results in task execution overheads, effectively reducing computational power.
Therefore, schedulers are needed to explore the reconfigurable hardware capabilities, mapping the
tasks and sequencing the operations, so to eliminate or mask the overheads.
In this work, a model for the scheduling problem is proposed, focusing on reducing the
overhead generated by reconfiguration operations and data transfers. Because of the np-hard
nature of the problem, a genetic algorithm to search for the optimal solution is proposed and
implemented.
The model is validated in a Xilinx Virtex-5 FPGA with random task graphs, showing estima-
tion errors under 0.7%. The model is explored with multiple tests, resulting in speed gains superior
to 2 times non-optimized schedules, and showing increases and distribution of computational den-
sity.
A decision support system is presented, showing how it can be used to reduce the time-to-
market of partial dynamic reconfiguration projects.
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Capítulo 1
Introdução
Nos circuitos integrados de aplicação específica (CIAEs1) existe uma elevada densidade com-
putacional a qual se deve ao seu desenho para uma computação específica e também ao paralelismo
inerente nas operações ao nível do bit. O desenvolvimento de sistemas implementados em CIAEs
passam por muitas etapas desde o seu desenho em linguagens de descrição de hardware (HDL2)
tais como Verilog ou VHDL até ao fabrico do chip passando pela síntese lógica, mapeamento
e encaminhamento das células e interconexões e ainda por simulações funcionais, pós-síntese e
pós-colocação.
Os processadores executam instruções de software e têm um fluxo de projeto mais simples.
Os programas escritos em linguagens de programação como C são compilados para instruções
em linguagem máquina. No entanto, devido à natureza genérica do hardware, estes têm menor
desempenho face aos CIAEs.
Em contrapartida, os CIAEs carecem da flexibilidade que existe nos processadores pois após
o fabrico não é possível alterar a lógica implementada. Assim torna-se impossível a atualização
de sistemas baseados em CIAEs com novos protocolos ou algoritmos. Nestas situações, os pro-
cessadores são mais vantajosos pois é facílimo alterar as instruções de software para modificar a
funcionalidade dos sistemas sem ter que intervir no hardware.
Esta falta de flexibilidade também poderá elevar bastante o custo de fabrico dos CIAEs face à
programação de processadores. Qualquer erro que o projetista tenha negligenciado poderá resultar
em chips sem utilidade e irreparáveis. Na utilização de processadores, erros de software podem
ser facilmente corrigidos com a devida programação e métodos de depuração.
Combinação de CIAEs e processadores
Hardware reconfigurável combina a vantagem do elevado desempenho computacional dos CI-
AEs com a flexibilidade de configuração dos processadores [1]. Um exemplo de hardware re-
configurável são as Field-Programmable Gate Arrays (FPGAs) que são circuitos integrados com
lógica programável [2]. As FPGAs foram inicialmente introduzidas para implementação de lógica
1Conhecidos em inglês como ASIC (Application-Specific Integrated Circuit)
2HDL - Hardware Description Language
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digital mas a sua utilização rapidamente evoluiu para emulação de processadores e posteriormente
para prototipagem de CIAEs com o objetivo de diminuir o tempo para o mercado. O fluxo de
projeto numa FPGA é semelhante ao de um CIAE exceto obviamente o fabrico do chip. Atual-
mente, as FPGAs são forte concorrência aos microprocessadores em sistemas embarcados devido
à agilidade na sua configuração.
Para além da lógica configurada na FPGA poder ser facilmente alterada, os modelos mais re-
centes têm a capacidade de reconfiguração dinâmica parcial, o que permite que partes da FPGA
possam ser reconfiguradas em tempo de execução sem que a restante lógica seja interrompida. É
possível assim, particionar tarefas com elevados requisitos de recursos em tarefas com menores re-
quisitos. Após a execução de um módulo da tarefa original, uma partição poderá ser reconfigurada
para executar outro módulo.
A utilização de processadores continua a ter vantagens face às FPGAs nomeadamente na faci-
lidade da programação destes e na utilização de muitos recursos pelas FPGAs na implementação
de sistemas. Assim, tornou-se bastante comum o emparelhamento de processadores com hardware
reconfigurável. Processadores podem executar as tarefas de baixo custo computacional enquanto
a FPGA executa as tarefas de maior custo computacional ou com maiores restrições temporais,
retornando os resultados das computações ao processador em alternativa à implementação do sis-
tema completo nesta.
Este tipo de arquitetura permite elevada densidade, capacidade e flexibilidade computacional
sendo portanto alvo de grande investigação. Áreas que beneficiam destas arquiteturas são por
exemplo criptografia [3] e processamento de imagem [4].
1.1 Motivação
O tempo necessário para o processo de reconfiguração dinâmica parcial (RDP) poderá ser na
ordem de alguns milissegundos. Isto deve-se, no caso das FPGAs da Xilinx R©, à passagem da
informação de configuração desde a memória onde esta reside, tipicamente externa à FPGA, até
ao porto de configuração interna da mesma. O processo de configuração apenas pode ser efetuado
para uma partição de cada vez, algo que pode originar uma grande latência nas reconfigurações.
Tudo isto gera um overhead de execução no sentido em que uma dada tarefa poderá estar pronta
para ser executada, mas terá primeiro de passar por uma operação de configuração do hardware.
Um outro overhead de execução origina da transferência de dados entre partições de hardware
na FPGA. As partições são geralmente integradas num periférico que terá acesso a uma memória.
Uma tarefa ao ser executada numa partição guardará os seus dados produzidos na memória respe-
tiva. Outras tarefas a serem executadas noutras partições apenas poderão ser iniciadas depois de
obterem os dados produzidos por tarefas que tenham executado anteriormente. Para tal, é necessá-
rio introduzir operações para transferências de dados entre as memórias dos periféricos. Tal como
na configuração, o barramento utilizado para estas operações poderá ser um recurso partilhado e a
concorrência de acessos poderá criar latências.
1.2 Objetivo 3
Admitindo que as razões para uma tarefa ser executada em hardware seriam para obter melhor
desempenho no tempo de execução face à alternativa em software ou para particionar uma tarefa
devido à sua grande utilização de recursos, o desempenho poderá ser reduzido drasticamente de-
vido aos overheads originados pelas operações de reconfiguração do hardware e de transferências
de dados.
Estes overheads de execução poderão ser reduzidos ou mesmo eliminados com o devido es-
calonamento de todas as operações. Assim, é necessário desenvolver escalonadores capazes de
otimizar o desempenho geral do sistema. Os escalonadores são geralmente de elevada complexi-
dade devido às operações de reconfiguração, às alocações de tarefas a partições, às operações de
transferências de dados e ao ordenamento dos acessos aos barramentos partilhados para a comu-
nicação da porta de configuração e para a realização de transferências.
A utilidade dos escalonadores vai para além da otimização e previsão do tempo de execução
e podem ser configurados para otimizar a utilização de recursos ou para aumentar a densidade
computacional.
O problema de escalonamento resulta no tipo np-complexo3 e portanto, para encontrar as
soluções ótimas, é geralmente necessário utilizar técnicas heurísticas e meta-heurísticas.
1.2 Objetivo
Esta investigação foca no aumento da eficiência de conjuntos de tarefas aceleradas em hard-
ware. Assim, o objetivo neste projeto será o desenvolvimento de um escalonador que visa a
redução ou eliminação dos overheads de execução referidos na secção 1.1.
Para atingir este objetivo, é necessário primeiramente explorar diversas arquiteturas de RDP e
desenvolver o problema de escalonamento resultando num modelo de escalonamento de comple-
xidade np-complexo.
Para explorar todo o modelo de escalonamento, será necessário desenvolver um programa
capaz de, para cada conjunto de tarefas com restrições conhecidas, avaliar o escalonamento e
calcular o tempo total de execução e utilização de recursos.
Será desenvolvida e implementada uma técnica heurística para rapidamente obter soluções
iniciais não ótimas e, para explorar a natureza combinatória do escalonamento, será implementada
uma técnica meta-heurística - o algoritmo genético.
Todo o processo de escalonamento será efetuado offline e resultará numa lista estática ordenada
com as operações de configuração e de transferências de dados.
O escalonador será testado e validado com conjuntos de tarefas aleatórias para diversos cená-
rios genéricos comuns em sistemas baseados em reconfiguração dinâmica. Além disso, o escalo-
nador deverá ser validado com a implementação de um conjunto de tarefas genéricas consumidoras
de tempo numa FPGA.
3NP-Complexo — NP-Hard
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1.3 Estrutura do Documento
Este documento está separado num total de sete capítulos, incluindo o presente capítulo in-
trodutório. No capítulo 2, é feito o estado da arte, apresentado a arquitetura e o desenvolvimento
de sistemas reconfiguráveis, referindo alguns trabalhos relacionados com o problema de escalona-
mento.
No capítulo 3, é apresentada a modelização do problema de escalonamento, efetuando a idea-
lização do problema, apresentando a forma de representação dos elementos envolvidos, exemplifi-
cando todos os cenários de escalonamento e otimização propostos e, finalmente, apresentando um
modelo matemático formal.
No capítulo 4, é apresentada a implementação e o funcionamento do programa criado para
efetuar o escalonamento, sendo explicados os funcionamentos da avaliação do escalonamento, o
método heurístico criado e o método meta-heurístico utilizado.
No capítulo 5, é feita a avaliação experimental do modelo criado, comparando o sistema de
simulação criado com o funcionamento real na FPGA.
No capítulo 6, as capacidades do escalonador são exploradas, discutindo os resultados obtidos
nos testes a múltiplos grafos de tarefas e apresentando o escalonador como um sistema de apoio à
decisão.
Por fim, no capítulo 7, é feita uma conclusão do trabalho realizado e é discutido o trabalho
futuro.
Capítulo 2
Estado da Arte
Este capítulo está dividido em 2 secções. Na primeira é detalhada a arquitetura e o desenvol-
vimento de sistemas reconfiguráveis e na segunda são apresentados alguns trabalhos relacionados
com o problema de escalonamento.
2.1 Arquitetura e Desenvolvimento de Sistemas Reconfiguráveis
Nesta secção é primeiramente apresentada a arquitetura da lógica reconfigurável das FPGAs
da família Virtex R©-5 da Xilinx. De seguida são apresentadas algumas ferramentas de software da
Xilinx assim como as suas utilizações no fluxo de projetos baseados em reconfiguração dinâmica
parcial.
2.1.1 Arquitetura Reconfigurável
As FPGAs da família Virtex-5 da Xilinx são principalmente constituídas por 4 tipos de ele-
mentos: blocos de entradas (IOBs1), blocos de lógica configurável (CLBs2), blocos de RAMs
(BRAMs) e uma matriz de encaminhamento com comutadores de interconexões [5]. O diagrama
na figura 2.1 apresenta a estrutura genérica de uma FPGA da família Virtex-5.
Os IOBs proporcionam a interface da lógica implementada com os pinos de entrada e de saída
da FPGA. Através das suas configurações são definidas as direções dos pinos e os níveis de tensão
de referência para os níveis lógicos.
Os CLBs são os elementos principais na implementação de lógica sequencial e combinatória
[2]. Cada CLB é constituído por dois slices que por sua vez são constituídos por quatro geradores
de funções, quatro flip-flops do tipo D, três multiplexadores e lógica de transporte [6]. Mais
especificamente, os geradores de funções são constituídos por tabelas de pesquisa (LUTs3) de
seis entradas e duas saídas. Independentemente da complexidade das funções lógicas, cada LUT
terá 64 células de memória para guardar todas as combinações possíveis. Os multiplexadores são
1IOB - Input/Output Block
2CLB - Configurable Logic Block
3LUT - Look-up Table
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Blocos de 
entradas e saídas
Bloco de RAM
Blocos configuráveis
Comutadores
Matriz de
Interconexões
Figura 2.1: Estrutura genérica de uma FPGA da família Virtex-5.
utilizados para efetuar ligações com as LUTs. A partir da configuração e escrita de todos estes
sub-elementos, é possível configurar funções complexas com conjuntos de CLBs. O diagrama na
figura 2.2 apresenta a estrutura genérica interna dos slices contidos nos CLBs da Virtex-5.
LUT
LUT
LUT
LUT
Transporte
FF
FF
FF
FF
MUX
MUX
MUX
Figura 2.2: Estrutura genérica interna dos slices na Virtex-5.
Cada BRAM na Virtex-5 pode armazenar até 36 Kb de dados e podem ser configurados como
uma memória de 36 Kb ou como duas memórias de 18 Kb. Múltiplas BRAMs podem ser con-
catenadas em cascata para formar blocos de memória maiores. As operações de leitura e escrita
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são independentes e síncronas tornando possível no mesmo mesmo ciclo de relógio ler e escrever
numa BRAM. Para além destas características, as BRAMs podem ser acedidas como true-dual
port (TDP). Este tipo de acesso permite a utilização simultânea de 2 portas nas BRAMs tanto para
escrita como para leitura.
A matriz de encaminhamento é constituída por conexões que estão por sua vez ligadas a comu-
tadores [2]. Estes são programados durante o processo de configuração da FPGA para implementar
todas as ligações dos CLBs e dos IOBs utilizados.
Nesta investigação foi utilizada a plataforma de desenvolvimento ML507 que contém a FPGA
Virtex-5 XC5VFX70T [7]. A tabela 2.1 apresenta as características dessa FPGA.
Modelo
CLBs BRAMs
Máx E/SLinhas x Colunas Slices 18 Kb 36 Kb Máx (Kb)
XC5VFX70T 160 x 38 11200 296 148 5328 640
Tabela 2.1: Características da FPGA Virtex-5 XC5VFX70T. Fonte: [5]
Processadores na Virtex-5
O emparelhamento com processadores é bastante comum em sistemas baseados em FPGAs.
Estes podem ser utilizados para executarem tarefas de baixo custo computacional, para iniciar a
execução de tarefas em hardware na própria FPGA, para efetuar transferências de dados e ainda
para configurar a FPGA [8]. Nas FPGAs da Xilinx, os processadores estão embarcados na própria
FPGA.
A Virtex-5 disponibiliza dois modelos de processadores: o MicroBlaze R© e o PowerPC R©. O
MicroBlaze é um processador soft core e é implementado na FPGA usando os elementos lógicos
da mesma. Em contraste, o PowerPC é um processador hard core e é implementado na FPGA uti-
lizando áreas dedicadas de silício [9]. A Virtex-5 XC5VFX70T contém área dedicada para apenas
um processador PowerPC mas contém recursos suficientes para dois processadores MicroBlaze
[5]. Assim sendo, é possível montar diversos tipos de sistemas: com um processador PowerPC;
com um processador MicroBlaze; com dois processadores MicroBlaze; com um processador Mi-
croBlaze e um processador PowerPC. Nesta investigação é utilizado apenas um processador do
tipo PowerPC.
As memórias para a stack e para a heap dos processadores podem ser alocadas em memória
SDRAM4 externa à FPGA ou em memória interna constituída por BRAMs. As diferenças princi-
pais nestas alocações de memória são principalmente nas velocidades de acesso e nas limitações
na memória, mais rápidas quando é interna mas limitada pelos recursos da FPGA.
A FPGA Virtex-5 comunica com a memória SDRAM a partir de um controlador dedicado
Multi-Purpose Memory Controller (MPMC) que lhe permite acessos rápidos. Por sua vez, o
PowerPC acede ao MPMC numa porta exclusiva permitindo acessos sem preempção.
4SDRAM - Synchronous Dynamic Random Access Memory
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A comunicação do PowerPC com outros periféricos na FPGA é feita através de um barra-
mento denominado Processor Local Bus (PLB) com topologia mestre-escravo com possibilidade
de acessos por múltiplos mestres [10].
Mecanismo de Configuração
A configuração de uma FPGA é feita com recurso a ficheiros com os dados de configuração
da aplicação denominados de bitstreams [11, 12]. Estes são constituídos por frames de configura-
ção que são os menores segmentos possíveis de endereçar. Estes frames podem conter múltiplos
elementos da FPGA e quando um destes elementos é configurado, todos os elementos da mesma
frame são configurados.
Os bitstreams podem ser totais, onde toda a FPGA é configurada, ou parciais, onde apenas
parte é configurada. Os bitstreams totais são utilizados em sistemas de configuração estática ou
para a configuração inicial em sistemas de reconfiguração dinâmica. Os bitstreams parciais são
necessários quando se pretende utilizar reconfiguração dinâmica.
A Xilinx fornece dois métodos para gerar bitstreams parciais: o método diferencial e o mé-
todo modular [13]. O método diferencial baseia-se na geração de bitstreams parciais olhando para
as diferenças entre duas bitstreams de netlists com pequenas diferenças [14]. O método utili-
zado nesta investigação é o modular e baseia-se na geração de bitstreams parciais para unidades
reconfiguráveis na FPGA [15].
A Virtex-5 disponibiliza múltiplas interfaces para a sua configuração tais como JTAG e Se-
lectMAP. Estas interfaces podem ser utilizadas para configurar a FPGA com bitstreams totais e
parciais.
Tipicamente, a transferência dos dados dos ficheiros de bitstreams totais é efetuada e contro-
lada a partir de um computador ou então por um processador emparelhado com a FPGA. Neste
último cenário, os ficheiros são armazenados em memória externa à FPGA como por exemplo
cartões de memória, e na inicialização do sistema uma rotina configura a FPGA. Como a memória
de configuração na FPGA é volátil, é necessário reconfigurá-la sempre que é reinicializada.
O ficheiros de bitstreams parciais podem ser armazenados num cartão de memória, mas no
interesse de obter maiores rendimentos no tempo de reconfiguração também podem ser armazena-
dos em memória SDRAM, sendo este o cenário mais típico. Ainda é também possível armazenar
os bitstreams parciais em memória interna da FPGA utilizando as BRAMs acelerando considera-
velmente o processo de configuração mas com grandes custos de recursos na FPGA.
A configuração da FPGA com bitstreams parciais não só permite configurar apenas parte desta
mas também fazê-lo sem afetar ou interromper a lógica restante. Com um processador empare-
lhado é possível efetuar reconfigurações em regiões inativas e iniciar os cálculos nas mesmas.
Para o processador ser capaz de efetuar esta configuração é necessário um periférico dedicado
na FPGA: Internal Configuration Access Port (ICAP). Este periférico permite grandes facilida-
des na reconfiguração dinâmica já que apenas é necessário ao processador transferir as frames de
configuração, através de um PLB, ao ICAP que este efetua a configuração das mesmas [12].
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Periféricos Configuráveis
Os periféricos configuráveis podem ser considerados como processadores de hardware. Estes
periféricos são constituídos por múltiplas unidades reconfiguráveis, múltiplos blocos de memória
e por um controlador PLB para os acessos aos registos das unidades e acessos às memórias. As
unidades são reconfiguradas a partir de bitstreams parciais modulares através do ICAP. A figura
2.3 apresenta um exemplo de um periférico configurável com apenas uma memória e um unidade
reconfigurável. O acesso do tipo TDP permite que a memória seja acedida pelo PLB e pela unidade
reconfigurável.
Unidade 
Reconfigurável
Memória 
TDP
PLB
Figura 2.3: Exemplo de um periférico configurável com uma unidade reconfigurável, uma memó-
ria e o controlador PLB.
Mecanismo para Transferências de Dados
As transferências de dados entre as memórias dos periféricos e memórias externas podem ser
feitas pelo processador através do PLB. Um senão deste tipo de transferência é o elevado overhead
imposto pela memória de dados do processador, isto é, as transferências nunca são diretas, tendo
o processador de copiar os dados da origem para a sua memória de dados e depois escrever no
destino. Existe uma forma de evitar este overhead usando o periférico Direct Memory Access
(DMA) que permite transferências diretas de dados entre as diversas memórias internas ou externas
à FPGA. O DMA tem acesso mestre e escravo ao PLB. Tem acesso escravo porque recebe as
informações para as operações transferências pelo processador e tem acesso mestre para poder ser
autónomo nas operações de transferência.
Resumo da Estrutura Geral de um Sistema Reconfigurável
• As FPGAs podem ser emparelhadas com processadores de software;
• As FPGAs acedem às memórias externas SDRAM via MPMC;
• Os processadores acedem ao MPMC via barramentos exclusivos e acede aos periféricos na
FPGA via PLBs;
• As FPGAs são configuradas a partir de bitstreams totais e parciais;
• Os ficheiros de bitstreams parciais podem ser armazenados em memória externa à FPGA ou
na memória interna com grandes custos de recursos;
10 Estado da Arte
• Os periféricos configuráveis são constituídos por blocos de memória e unidade reconfigurá-
veis com bitstreams parciais modulares;
• A reconfiguração em tempo de execução é permitida devido ao periférico ICAP;
• O periférico DMA permite transferências diretas de dados entre qualquer memória interna
ou externa à FPGA utilizando o PLB.
A figura 2.4 apresenta um exemplo de uma estrutura na FPGA com um processador de soft-
ware, dois periféricos configuráveis, um DMA, uma memória interna, uma memória externa e um
PLB.
FPGA – Área Configurável
Periférico Configurável 2
Unidade 
Reconfigurável
Bloco de 
Memória
Processador 
de Software
M
P
M
C
Memória 
Externa
DMA
P
LB
Memória 
Interna
ICAP
Mestre
Escravo
Periférico Configurável 1
Unidade 
Reconfigurável
Bloco de 
Memória
Figura 2.4: Exemplo de estrutura numa FPGA.
2.1.2 Software para Desenvolvimento de Sistemas Reconfiguráveis
Nesta subsecção e na seguinte, 2.1.3 são apresentadas, respetivamente, as ferramentas de
software da Xilinx e devidas utilizações para o desenvolvimento de sistemas reconfiguráveis.
Recomendam-se os estudos em [16, 17] para uma melhor familiarização destas e de outras fer-
ramentas e métodos.
Desenvolvimento de Sistemas Digitais
O pacote de ferramentas Xilinx Integrated Software Environment R© (ISE) permite o desenvol-
vimento de sistemas digitais para as FPGAs da Xilinx. Das diversas ferramentas disponibilizadas
por este pacote destacam-se as seguintes:
2.1 Arquitetura e Desenvolvimento de Sistemas Reconfiguráveis 11
Xilinx Synthesis Technology R© (XST) — Efetua a síntese RTL5 de módulos VHDL e Verilog
resultando em netlists que descrevem os circuitos. As netlists são posteriormente submetidas
a um processo de implementação que inclui quatro fases: a fase de tradução que gera as
restrições físicas do circuito, a fase de mapeamento que ajusta os recursos à plataforma alvo,
a fase de colocação e encaminhamento (PAR6) que coloca o circuito, efetua as ligações e
gera as restrições temporais e por fim a fase de geração do ficheiro de bitstream.
CORE Generator (COREGen) — Fornece uma vasta biblioteca de núcleos IP7 fornecidos pela
Xilinx como por exemplo blocos FFT8 e blocos de memória.
PlanAhead R© — Permite fazer o floorplanning9 dos diversos circuitos gerados pelo XST. O Pla-
nAhead simplifica a reconfiguração dinâmica por módulos [18] permitindo a seleção de
múltiplas netlists para o mesmo módulo e, através da execução dos processos de síntese e
implementação do XST para cada combinação de módulos, retorna o bitstream total para a
região estática e os bitstreams parciais para as regiões dinâmicas.
Desenvolvimento de Sistemas Embarcados
O pacote de ferramentas Embedded Development Kit R© (EDK) permite o desenvolvimento de
sistemas embarcados nas FPGAs da Xilinx. Este pacote inclui as ferramentas:
Xilinx Platform Studio R© (XPS) — Permite ao projetista facilmente construir um sistema base
com um ou dois processadores e configurá-lo com múltiplos núcleos IP fornecidos pela Xi-
linx. O catálogo de núcleos IP inclui, por exemplo, interfaces de comunicação UART ou
Ethernet, barramentos de comunicação como o PLB, a interface de configuração ICAP, o
controlador DMA, blocos de pinos de entradas e saídas e o controlador MPMC. O XPS
dispõe também de um wizard10 capaz de gerar templates de periféricos para lógica de uti-
lizador, sendo possível indicar o número de registos acessíveis assim como o tamanho de
memória de dados endereçada. Com a informação da estrutura definida pelo projetista, o
XPS pode utilizar a ferramenta XST para efetuar os processos de síntese e implementação
aos periféricos e ainda gerar o bitstream da região estática.
Xilinx Software Development Environment R© (SDK) — Permite o desenvolvimento de aplica-
ções para os processadores de software. Esta ferramenta gera e compila projetos nas lingua-
gens de programação C e C++ e permite a depuração dos programas a partir de interfaces
JTAG com o computador.
5RTL - Register Transfer Level
6PAR - Place and Route
7Núcleos IP - Intellectual Property Cores
8FFT - Fast Fourier Transform
9Floorplanning é o planeamento manual de circuitos na área (floor) da FPGA.
10Um wizard é uma ferramenta gráfica que assiste o utilizador facilitando o processo através de passos bem definidos
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2.1.3 Fluxo de Projetos com Reconfiguração Dinâmica Parcial
Nesta subsecção é apresentado o fluxo de projetos com reconfiguração dinâmica parcial utili-
zando as ferramentas apresentadas na subsecção 2.1.2. Assume-se que nesta fase já foi efetuada a
idealização da aplicação, a descrição dos módulos em HDL e respetivas verificações funcionais e
que já se geraram as netlists. Esta descrição do fluxo de projeto apenas foca nas componentes de
reconfiguração dinâmica e de sistema embarcado.
Os projetos passam por seis fases principais:
1. Definição e síntese RTL dos periféricos configuráveis e dos módulos reconfiguráveis;
2. Estruturação e síntese RTL do sistema embarcado;
3. Definição das regiões dinâmicas reconfiguráveis;
4. Implementação da região estática e das regiões dinâmicas;
5. Desenvolvimento do firmware para o processador de software;
6. Configuração da FPGA e programação do processador.
1. Definição e síntese RTL dos periféricos configuráveis e dos módulos reconfiguráveis
Utilizando o wizard de periféricos do XPS, o projetista cria os periféricos configuráveis com
as características necessárias dos módulos reconfiguráveis: quantidade de registos acessíveis pelo
PLB, lógica de interrupção e memória endereçável e acessível no PLB. De seguida, importam-
se os periféricos com o ISE e adiciona-se qualquer lógica estática necessária à aplicação e ainda
as black-boxes11 que instanciam os blocos de memória e os módulos reconfiguráveis. A síntese
RTL do periférico é feita a partir do ISE que identifica automaticamente as black-boxes. O novo
periférico resultante é depois importado pelo wizard do XPS e adicionado ao catálogo de núcleos
IP do mesmo.
As instâncias e as netlists dos blocos de memória são geradas a partir da ferramenta COREGen.
2. Estruturação e síntese RTL do sistema embarcado
Com o XPS, o projetista cria o sistema base com as características pretendidas:
• Quantidade de processadores da aplicação;
• Quantidade de periféricos configuráveis;
• Adição de periféricos DMA e ICAP;
• Adição de quaisquer outros núcleos IP necessários para aplicação como interfaces UART,
controladores de interrupção, processador de FPU12, etc;
• Configuração das frequências de relógio dos processadores e dos PLBs;
• Ligações mestre-escravo dos periféricos aos barramentos;
• Mapeamento das memórias de todos os periféricos pendurados nos barramentos;
11Black-boxes são caixas com entrada e saídas sem qualquer lógica implementada.
12FPU - Floating Point Unit
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Com todo o sistema embarcado estruturado, o XPS utiliza o XST para fazer a síntese RTL de
todos os núcleos e compila-os numa única netlist para ser importada pelo PlanAhead. Quaisquer
erros na estruturação são reportados pelo XST durante síntese.
3. Definição das regiões dinâmicas reconfiguráveis
A netlist do sistema embarcado é importada pelo PlanAhead, e este identifica imediatamente
as black-boxes existentes nos periféricos configuráveis como partições reconfiguráveis. Nestas
partições adicionam-se as netlists dos módulos previamente criados. De seguida, o projetista iden-
tifica, através do floorplanning, as regiões para a implementação das partições reconfiguráveis.
Utilizando a ferramenta DRC13, o PlanAhead valida as restrições físicas no planeamento das par-
tições.
4. Implementação das regiões estática e dinâmicas
É necessário agora fazer a implementação física das configurações na FPGA. Isto é, efetuar
a tradução, o mapeamento, o PAR e gerar os bitstreams. Primeiramente, cria-se uma configura-
ção onde todas as partições contêm módulos sem lógica e a implementação é feita para a região
estática. De seguida criam-se várias configurações, tipicamente uma configuração para cada vari-
ante de módulo existente, e efetuam-se as implementações destas aproveitando a região estática já
implementada. Assim, o PlanAhead retorna os ficheiros com extensão .bit referentes à bitstream
total da região estática com as regiões dinâmicas sem lógica e às bitstreams parciais dos módulos
reconfiguráveis para cada partição.
5. Desenvolvimento do firmware para o processador de software
Para além de gerar a netlist do sistema embarcado, o XPS têm a funcionalidade de exportar as
características do hardware para o SDK. Com estas características, o SDK gera automaticamente
um kernel14 com os drivers15 para aceder aos diversos periféricos no sistema como o ICAP e o
DMA e ainda um driver para o acesso ao cartão de memória.
O projetista cria um projeto em C ou C++ baseado nesse kernel que permite implementar todas
operações da aplicação como tarefas de software, reconfiguração das partições e transferências de
dados.
6. Configuração da FPGA e programação do processador
Com as bitstreams total e parciais geradas e o programa do processador completado, o projeto
está agora pronto para ser carregado na FPGA. Os bitstreams parciais são carregados para o cartão
de memória de forma a poderem ser acedidos pela FPGA. Esta é configurada via interfaces de
configuração como o JTAG através do qual também pode ser programado o processador.
13DRC - Design Rule Check
14O kernel é o núcleo gestor dos recursos dos processadores.
15Os drivers são os controladores dos dispositivos acessíveis pelos processadores
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2.2 Trabalhos Relacionados com o Problema de Escalonamento
Existem atualmente muitas investigações ao problema de escalonamento. Nesta secção são
apresentados alguns trabalhos nesta área. Muitos dos termos utilizados nesta secção como pré-
configuração e reutilização de hardware ou módulos são apenas brevemente explicados. Informa-
ções mais detalhadas são apresentadas posteriormente, na secção 3.3.
Na investigação feita em [19], os autores consideram o escalonamento de tarefas de hardware
em arquiteturas de reconfiguração dinâmica parcial. Os autores focam na redução das latências
originadas pela configuração das regiões reconfiguráveis, utilizando pré-configuração, isto é, a
configuração das regiões antes da tarefa estar pronta para executar. As tarefas são modeladas com
grafos direcionados acíclicos, e cada uma está associada a um tempo de execução, e a uma quan-
tidade de regiões reconfiguráveis utilizadas. A figura 2.5, apresenta o grafo de tarefas alargado,
para inclusão das regiões reconfiguráveis, utilizado pelos autores.
Figura 2.5: Grafo de tarefas normal (a) e alargado (b). Fonte: [19]
Apesar dos autores considerarem dependências entre tarefas, quaisquer comunicações são ig-
noradas ou incluídas nos tempos de execução. Para além disto, não consideram reutilização de
hardware, isto é, evitar reconfiguração de regiões já configuradas. O problema é formalizado ma-
tematicamente, onde apresentam as restrições das dependências entre tarefas e das dependências
das configurações das regiões utilizadas. A figura 2.6, apresenta as possibilidades de escalona-
mento das execuções de tarefas e das configurações das regiões.
Figura 2.6: Escalonamento de tarefas e reconfigurações. Fonte: [19]
2.2 Trabalhos Relacionados com o Problema de Escalonamento 15
Devido aos elevados custos computacionais necessários à resolução do modelo matemático
(até 25h em alguns casos de estudo), os autores utilizam um método heurístico, para a resolução
rápida do problema, e um algoritmo genético, para a pesquisa da solução ótima. Os autores efe-
tuam testes aos três métodos de resolução através de cinco casos de estudo: aplicação de filtro
Sobel; aplicação de filtro Sobel com redução de ruído; codificação JPEG; codificação MPEG;
detetor WCDMA. Os autores comparam os desempenhos entre os três métodos, notando que o
método heurístico é mais rápido mas não obtém soluções ótimas e que o algoritmo genético obtém
soluções ótimas rapidamente face à resolução do modelo matemático. Os autores não apresentam
resultados comparativos dos ganhos de rapidez obtidos com o seu modelo de escalonamento.
Na investigação feita em [20], os autores consideram um conjunto de unidades reconfigurá-
veis heterogéneas e um conjunto de tarefas dependentes. As tarefas podem ocupar mais do que
uma unidade reconfigurável e são configuradas em tempo de execução utilizando reconfiguração
dinâmica parcial. O objetivo dos autores é o aproveitamento de pré-configuração e a reutilização
de hardware. A figura 2.7 apresenta a comparação do escalonamento sem e com pré-configuração
para um grafo de tarefas genérico.
Figura 2.7: Escalonamento de um grafo de tarefas com pré-configuração. (a) Arquitetura divi-
dida em três regiões reconfiguráveis homogéneas, (b) o grafo de tarefas com a especificação, (c)
escalonamento temporal, (d) escalonamento otimizado. O tamanho das tarefas é representado ho-
rizontalmente, o tempo é representado verticalmente e as áreas cinzentas representam o tempo de
reconfiguração. Fonte: [20]
Os autores criam dois algoritmos de escalonamento: o primeiro é baseado na formulação mate-
mática de um modelo PLI enquanto que o segundo é baseado num método heurístico que chamam
de Napoleon. O algoritmo PLI é computacionalmente pesado devido à natureza matemática. O
algoritmo Napoleon teve o propósito de reduzir o peso computacional permitindo ser executado
mais rapidamente. Os testes aos algoritmos foram realizados através da simulação de uma FPGA
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não especificada e foram validados com conjuntos de tarefas aleatórias e, posteriormente, com
casos de estudo reais, encriptação e desencriptação AES e desencriptação DES. Ambos os algo-
ritmos apresentaram resultados positivos na redução dos tempos de reconfiguração, até 40% com
o algoritmo PLI e até 20% com o algoritmo Napoleon, ainda que o PLI não pôde ser testado para
conjuntos de tarefas de grandes dimensões devido aos tempos elevados de computação. Nesse
último caso, o método Napoleon obteve melhor utilidade.
Esta investigação explora bem os conceitos de pré-configuração e de reutilização de módulos
em conjuntos de tarefas dependentes, explicados com mais detalhe em 3.3.1 e 3.3.2, respetiva-
mente. No entanto, os autores parecem ignorar quaisquer transferências de dados entre as tarefas
não as referindo no artigo.
Os autores de [21] abordaram o problema dos overheads causados não só pelos tempo de
reconfiguração mas também pelas dependências de dados entre tarefas. As tarefas são modeladas
com grafos de fluxos de dados e a ideia do algoritmo é o particionamento temporal dos mesmos
em que cada partição refere-se à configuração total da FPGA para um agrupamento de tarefas.
Figura 2.8: Particionamento temporal de um grafo de tarefas. Cada nuvem colorida é referente a
uma configuração total da FPGA com as tarefas nelas contidas. Fonte: [21]
O algoritmo criado inicia com o menor número possível de partições e depois, através de ve-
tores próprios, procura o melhor escalonamento dos nós de forma a minimizar a latência total do
grafo satisfazendo os recursos da FPGA. A plataforma para os testes foi a simulação de uma FPGA
Virtex-II XC2V1000 e utilizaram como casos de estudo o codec H.264 ACV16 e a transformada
discreta de cosseno, DCT17. Os autores demonstraram que o método apresenta menores latên-
cias na ordem dos 20% relativamente ao escalonamento pré-otimizado. Um ponto negativo desta
investigação cai na falha do aproveitamento das vantagens da configuração parcial das FPGAs
modernas.
Em [22], os autores propõem escalonamento e colocação espacial de módulos para arquiteturas
reconfiguráveis modulares com acesso a processadores, assim incluindo tarefas de hardware e de
software. O objetivo do escalonador é a redução das latências originadas pelas reconfigurações
16ACV - Advanced Video Coding
17DCT - Discrete Cosine Tranform
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dos módulos e pelas comunicações inter-modulares. A arquitetura Erlangen Slot Machine (ESM),
desenvolvida pelos autores, é apresentada na figura 2.9.
Figura 2.9: Arquitetura ESM. Fonte: [22]
Esta arquitetura, permite a reconfiguração dinâmica parcial em tempo de execução dos mó-
dulos de hardware, os slots a vermelho. A matriz de ligações crossbar, permite as comunicações
entre as memórias internas nos módulos e a memória externa SDRAM. Através da implementação
desta arquitetura numa FPGA Virtex-II da Xilinx, os autores fazem uma extração de parâmetros,
os quais caracterizam, os tempos de reconfiguração dos módulos e os vários custos de comunica-
ção entre as diversas memórias. As tarefas podem ser executadas de três formas diferentes: por
software no PowerPC; por hardware na FPGA; por hardware com recursos especiais (e.g: multi-
plicadores). Assim, as tarefas têm diferentes tempos de execução e de configuração dependendo
de onde são alocadas.
Para a resolução do problema, os autores formalizam-no num modelo matemático, no qual
modelizam as características da arquitetura ESM e dos grafos de tarefas utilizados. Este modelo
explora otimizações como a pré-configuração de módulos e pré-transferência de dados. Este mo-
delo é resolvido através de programação linear inteira para grafos de tarefas aleatórios e também
para um caso de estudo, codificação JPEG. Os resultados apresentam ganhos nos tempos totais de
execução até 4 vezes as implementação totalmente em software.
Esta investigação explora a pré-configuração do hardware e as transferências de dados, mas
falha ao excluir a reutilização de módulos e de memórias.
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Capítulo 3
Modelização do Problema de
Escalonamento
Neste capítulo é modelizado o problema de escalonamento, idealizando o problema, apresen-
tando a forma de representação dos vários elementos envolvidos, exemplificando os cenários de
otimização do escalonamento e, por fim, apresentando um modelo matemático formal.
3.1 Idealização do Problema
Nesta secção são caracterizados os elementos e as operações principais presentes no problema
de escalonamento de forma a idealizá-lo.
Unidades reconfiguráveis e blocos de memórias
As unidades reconfiguráveis são heterogéneas, isto é, cada uma está associada a um tempo
de configuração diferente conhecido. Cada unidade tem acesso direto a um única memória. Para
além destas memórias, existem três outras de apoio: externa; interna; virtual. Transferências com
origem ou destino na memória virtual significam transferências diretas. Assume-se que a memória
externa tem tamanho infinito, e portanto pode armazenar os dados de todas as tarefas. Assume-
se que as memórias de acesso direto e a memória interna estão já dimensionadas com tamanho
suficiente para armazenar os dados escritos e lidos por qualquer tarefa
Módulos de hardware e execução de tarefas
Os módulos são as netlists onde as tarefas podem ser executadas. Devido à heterogeneidade
das unidades reconfiguráveis, alguns módulos podem não ser configuráveis em todas as unidades.
Um módulo só pode ser configurado se: o barramento de configuração estiver livre; a unidade
reconfigurável alocada estiver livre.
As tarefas são caracterizadas pelo tempo de execução diferente por cada módulo onde pode
executar, pelas quantidades de dados que transmite para, ou recebe de, tarefas descendentes, ou
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ascendentes. A execução de uma tarefa só pode inicializar quando: todas as tarefas precedentes
tiverem finalizado; o módulo atribuído estiver configurado numa unidade reconfigurável; os dados
das tarefas precedentes estiverem todos armazenados na memória acedida pela unidade reconfigu-
rável alocada.
Transferências de Dados
Todas as transferências são caracterizadas por: as tarefas de origem e de destino; as memórias
de origem e de destino; a quantidade de dados transferidos. Para a quantidade de operações de
transferência ser constante e conhecida, estas são separadas em duas partes: parte 1, transferência
da memória origem para memória de apoio; parte 2, transferência da memória de apoio para
memória destino. Para o cálculo dos tempos de transferência é necessário conhecer as larguras de
banda para transferências entre memórias internas e para transferências entre memória externa e
interna. Uma transferência só pode ocorrer quando: a tarefa de origem tiver acabado de executar;
a memória de destino estiver livre ou alocada à tarefa de destino.
3.2 Representação de Tarefas, Módulos e Unidades Reconfiguráveis
As tarefas e as ligações são representadas por grafos direcionados acíclicos compostos por nós
e arcos. Os nós têm índices únicos referentes ao código da tarefa e os arcos têm pesos referentes à
quantidade de dados transferidos. A figura 3.1 apresenta um grafo genérico com quatro tarefas e
quatro ligações.
Qd1,2 Qd1,3
Qd3,4Qd2,4
T1
T2
T4
T3
Figura 3.1: Grafo de tarefas genérico.
Os tempos de execução das tarefas não podem ser representados nos grafos porque podem
variar consoante o módulo onde são executados. Logo, esta informação é representada em duas
tabelas: possíveis atribuições de módulos a tarefas, tabela 3.1, e respetivos tempos de execução,
tabela 3.2.
As possíveis alocações de módulos a unidades reconfiguráveis e os tempos de configuração
destas são representados por outras duas tabelas, 3.3 e 3.4, respetivamente.
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Módulos
M1 M2 M3 M4 M5 M6
Ta
re
fa
s
T1 Ex1,1 Ex1,2 Ex1,3 Ex1,4 Ex1,5 Ex1,6
T2 Ex2,1 Ex2,2 Ex2,3 Ex2,4 Ex2,5 Ex2,6
T3 Ex3,1 Ex3,2 Ex3,3 Ex3,4 Ex3,5 Ex3,6
T4 Ex4,1 Ex4,2 Ex4,3 Ex4,4 Ex4,5 Ex4,6
Tabela 3.1: Possíveis atribuições de módulos a tarefas. Ext,m é binário e o valor 1 significa que a
tarefa t pode executada com o módulo m.
Tempos
Módulos
M1 M2 M3 M4 M5 M6
Ta
re
fa
s
T1 E1,1 E1,2 E1,3 E1,4 E1,5 E1,6
T2 E2,1 E2,2 E2,3 E2,4 E2,5 E2,6
T3 E3,1 E3,2 E3,3 E3,4 E3,5 E3,6
T4 E4,1 E4,2 E4,3 E4,4 E4,5 E4,6
Tabela 3.2: Tempos de execução tarefas por módulos. Et,m é o tempo de execução da tarefa t no
módulo m.
Unidades Reconfiguráveis
UR1 UR2 UR3
M
ód
ul
os
M1 C1,1 C1,2 C1,3
M2 C2,1 C2,2 C2,3
M3 C3,1 C3,2 C3,3
M4 C4,1 C4,2 C4,3
M5 C5,1 C5,2 C5,3
M6 C6,1 C6,2 C6,3
Tabela 3.3: Possíveis alocações de módulos
a unidades reconfiguráveis. Cm,u é binário e
o valor 1 significa que o módulo m pode ser
configurado na unidade reconfigurável u.
Tempos
Unidades
Reconfiguráveis
UR1 Ct1
UR2 Ct2
UR3 Ct3
Tabela 3.4: Tempos de configuração
de unidades reconfiguráveis. Ctu é o
tempo de configuração da unidade re-
configurável u.
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3.3 Cenários de Escalonamento e Otimização
Nesta secção são apresentados todos os cenários de escalonamento e otimização através de
alguns exemplos ilustrativos. Nestes exemplos, as unidades de tempo são abstratas, isto é, não
são unidades de tempo reais. Para simplificar, os valores nos arcos nos grafos representam os
tempos de transferências de dados entre as tarefas em vez da quantidade de dados. Simplificam-se
também as unidades reconfiguráveis como sendo homogéneas, ou seja, todas têm o mesmo tempo
de configuração e podem ser configuráveis com qualquer módulo.
3.3.1 Pré-configuração das Unidades Reconfiguráveis
Uma forma de esconder o overhead de configuração, é efetuando a configuração de uma uni-
dade previamente à prontidão de uma tarefa, ou seja, enquanto as tarefas precedentes estiverem a
executar. O termo é conhecido em inglês como configuration prefetching [23] e é comum a sua
inclusão nos escalonadores [20, 21]. A figura 3.2 ilustra um exemplo onde há otimização no tempo
total de execução de um grafo de tarefas devido à pré-configuração das unidades reconfiguráveis.
(a)
(b)
(c) (d) (e)
Figura 3.2: Exemplo de otimização por pré-configuração. (a) Grafo de tarefas. (b) Possíveis
atribuições de módulos a tarefas. (c) Tempos de execução dos módulos. (d) Escalonamento sem
otimização. (e) Escalonamento com otimização. Legenda: Azul escuro - Execução de tarefa; Azul
claro - Configuração de unidade. Nota: Os tempos de configuração são de 2 unidades de tempo.
Como se pode observar no escalonamento na figura 3.2(e), houve uma otimização do tempo
total de execução devido à pré-configuração das tarefas T2, T3 e T4.
3.3.2 Reutilização de Módulos
Grafos podem ser constituídos por algumas tarefas semelhantes, isto é, executáveis pelos mes-
mos módulos. Neste caso, pode ser vantajoso utilizar a mesma unidade reconfigurável para exe-
cutar esse módulo consecutivamente, evitando a configuração da mesma. A figura 3.3 ilustra um
exemplo onde há otimização no tempo total de execução de um grafo de tarefas devido à reutili-
zação de módulos.
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(a)
(b)
(c) (d) (e)
Figura 3.3: Exemplo de otimização por reutilização de módulos. (a) Grafo de tarefas. (b) Possíveis
atribuições de módulos a tarefas. (c) Tempos de execução dos módulos. (d) Escalonamento sem
otimização. (e) Escalonamento com otimização. Legenda: Azul escuro - Execução de tarefa; Azul
claro - Configuração de unidade. Nota: Os tempos de configuração são de 3 unidades de tempo.
O grafo apresentado na figura 3.3(a) tem as tarefas T1 e T5 com igual módulo M1, como
evidenciado pela tabela 3.3(b). Na figura 3.3(d), observa-se que o escalonamento foi guloso na
configuração do módulo referente à tarefa T4, isto é, a unidade foi reconfigurada assim que o bar-
ramento ficou livre. Na figura 3.3(e), observa-se uma espera na configuração do mesmo módulo,
configurando-o na unidade UR2. A unidade UR1 não foi alterada e portanto o módulo M1 pode
ser reutilizado para executar a tarefa T5, evitando a configuração e otimizando o tempo total de
execução.
3.3.3 Transferências Diretas
A utilização do DMA, não apenas permite maiores larguras de banda nas transferências, mas
também transferências diretas, entre as memórias acessíveis pelas unidade reconfiguráveis. Na
figura 3.4, é ilustrado um exemplo onde há otimização no tempo total de execução devido à utili-
zação de transferências diretas.
No escalonamento presente na figura 3.4(d), as transferências passam por duas fases: a transfe-
rência da memória origem para a memória externa, representada pela letra “e”, e depois a transfe-
rência da memória externa para a memória destino. No escalonamento presente na figura 3.4(e), as
transferências de dados são feitas diretamente da memória de origem para a de destino resultando
em diminuições das latências nas execuções das tarefas T2 e T3.
3.3.4 Eliminação de Transferências
Sabendo que as escritas e as leituras de dados são feitas na mesma memória, isto é, a tarefa lê
e escreve numa memória de dados já dimensionada para essa quantidade total de dados, é possível
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(a)
(b)
(c) (d) (e)
Figura 3.4: Exemplo de otimização através de transferências diretas. (a) Grafo de tarefas. (b) Pos-
síveis atribuições de módulos a tarefas. (c) Tempos de execução dos módulos. (d) Escalonamento
sem otimização. (e) Escalonamento com otimização. Legenda: Azul escuro - Execução de tarefa;
Azul claro - Configuração de unidade; Verde - Transferência de dados de tarefa origem para tarefa
destino. Nota: Os tempos de configuração são de 2 unidades de tempo.
uma nova tarefa executar na mesma unidade que a tarefa precedente executou, com a devida confi-
guração, evitando uma transferência de dados. A figura 3.5 ilustra um exemplo onde há otimização
no tempo total de execução de um grafo de tarefas devido à eliminação de transferências.
(a)
(b)
(c) (d) (e)
Figura 3.5: Exemplo de otimização por eliminação de transferências. (a) Grafo de tarefas. (b)
Possíveis atribuições de módulos a tarefas. (c) Tempos de execução dos módulos. (d) Escalona-
mento sem otimização. (e) Escalonamento com otimização. Legenda: Azul escuro - Execução
de tarefa; Azul claro - Configuração de unidade; Verde - Transferência de dados de tarefa origem
para tarefa destino. Nota: Os tempos de configuração são de 2 unidades de tempo.
Neste exemplo, admite-se a existência de apenas um barramento partilhado para efetuar as
transferências de dados e as configurações das unidades, ou seja, estas não podem ocorrer simulta-
neamente. Como se pode observar, comparando as figuras 3.5(d) e 3.5(e), a transferência de dados
da tarefa T1 para a tarefa T3 é evitada, pois a última é configurada e executada na mesma unidade
onde executou a primeira, originando uma melhoria no tempo total de execução.
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3.3.5 Utilização de Memória de Apoio
Uma tarefa só pode inicializar a sua execução se a memória a que tem acesso estiver livre para
escrita, mesmo que não transmita dados para outra tarefa, pois não é sabido se os seus cálculos
necessitarão da memória. Logo, deverá ser possível a libertação dos dados de uma memória para
uma outra memória que servirá de apoio, senão, existirá a possibilidade de um grafo de tarefas não
ser escalonável. A figura 3.6 apresenta uma exemplo desse mesmo cenário.
(a)
(b)
(c) (d) (e)
Figura 3.6: Exemplo de escalonamento por utilização de memória de apoio. (a) Grafo de tarefas.
(b) Possíveis atribuições de módulos a tarefas. (c) Tempos de execução dos módulos. (d) Escalo-
namento não possível. (e) Escalonamento possível. Legenda: Azul escuro - Execução de tarefa;
Azul claro - Configuração de unidade; Verde - Transferência de dados de tarefa origem para tarefa
destino. Nota: Os tempos de configuração são de 2 unidades de tempo.
Neste exemplo, evidencia-se a existência de apenas uma unidade reconfigurável. Na figura
3.6(d), verifica-se que não possível executar a tarefa T2 porque a memória acessível está bloqueada
pelos dados da tarefa T1. Na figura 3.6(e), observa-se que os dados da tarefa T1 são copiados para
a memória “i”, referente à memória interna de apoio, libertando a memória para a tarefa T2 e
tornando o sistema escalonável. Nota-se que o escalonamento é sempre possível porque haverá
sempre hipótese de utilizar a memória externa como apoio.
3.3.6 Utilização de Barramentos Dedicados
A utilização do periférico DMA para o acesso direto às memórias possibilita a utilização ex-
clusiva do processador para comunicação com o ICAP. No entanto, se o DMA e o processador
utilizarem o mesmo PLB para os seus objetivos, existirá concorrência de acessos que atrasa as
operações de ambos. Esta concorrência pode ser evitada se a arquitetura disponibilizar de um se-
gundo barramento, dedicado ao DMA, para efetuar as transferências de dados. A figura 3.7 ilustra
a otimização de um grafo de tarefas através da utilização de barramentos dedicados.
Através da comparação entre os escalonamentos apresentados nas figuras 3.7(d) e 3.7(e),
verifica-se que houve uma otimização do tempo de execução devido à possibilidade de transfe-
rir dados e de configurar unidades simultaneamente.
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(a)
(b)
(c) (d) (e)
Figura 3.7: Exemplo de otimização através da utilização de barramentos dedicados. (a) Grafo de
tarefas. (b) Possíveis atribuições de módulos a tarefas. (c) Tempos de execução dos módulos.
(d) Escalonamento sem otimização. (e) Escalonamento com otimização. Legenda: Azul escuro
- Execução de tarefa; Azul claro - Configuração de unidade; Verde - Transferência de dados de
tarefa origem para tarefa destino. Nota: Os tempos de configuração são de 2 unidades de tempo.
3.4 Modelo Matemático Formal
Para uma melhor compreensão dos elementos, variáveis e restrições envolvidas no modelo de
escalonamento e também para facilitar a sua implementação através de programação, foi criado
um modelo matemático formal.
Esta formalização foi desenvolvida com influência do programa criado para o resolver, pos-
teriormente apresentado no capítulo 4. Começa-se por apresentar todas as constantes e variáveis
envolvidas, antes de apresentar as restrições e, por fim, a função objetivo.
3.4.1 Constantes não binárias
• Nt - Quantidade de tarefas;
◦ Nt ∈ N+ (3.1)
• Nm - Quantidade de módulos;
◦ Nm ∈ N+ (3.2)
• Nd - Quantidade de ligações entre tarefas;
◦ Nd ∈ N+0 (3.3)
• Nu - Quantidade de unidades reconfiguráveis;
◦ Nu ∈ N+ (3.4)
• Ne - Quantidade total de eventos:
◦ Ne = Nt×4+Nd×4 (3.5)
◦ Início e fim de configuração e início e fim de execução para cada tarefa mais início e
fim de transferências partes 1 e 2 para cada ligação
• Et,m - Tempo de execução da tarefa t no módulo m;
◦ Et,m ∈ R+0 ,∀t ∈ [1 : Nt]∧∀m ∈ [1 : Nm] (3.6)
• Ctu - Tempo de configuração da unidade u;
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◦ Ctu ∈ R+0 ,∀u ∈ [1 : Nu] (3.7)
• Qdt ′,t ′′ - Quantidade de dados transferidos da tarefa t ′ para a tarefa t ′′;
◦ Qdt ′,t ′′ ∈ R+0 ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt] (3.8)
• Di - Memória de apoio interna;
◦ Di = 1 (3.9)
• De - Memória de apoio externa;
◦ De = 2 (3.10)
• Dv - Memória de apoio virtual;
◦ Dv = 3 (3.11)
• Bdi - Largura de banda para transferências de dados entre memórias internas;
◦ Bdi ∈ R+ (3.12)
• Bde - Largura de banda para transferências de dados entre memória externa e interna;
◦ Bdi ∈ R+ (3.13)
• Bdv - Largura de banda para transferências de dados diretas;
◦ Bdv = Bdi×2 (3.14)
3.4.2 Constantes binárias
• Pt ′,t ′′ - Tarefa t ′ é precedida pela tarefa t ′′;
◦ Pt ′,t ′′ ∈ {0,1} ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt] (3.15)
• Ext,m - Tarefa t é executável com o módulo m;
◦ Ext,m ∈ {0,1} ,∀t ∈ [1 : Nt]∧∀m ∈ [1 : Nm] (3.16)
• Cm,u - Módulo m é configurável na unidade u;
◦ Cm,u ∈ {0,1} ,∀m ∈ [1 : Nm]∧∀u ∈ [1 : Nu] (3.17)
• Bsec - Utilização de barramentos dedicados;
◦ Bdec ∈ {0,1} (3.18)
3.4.3 Variáveis de decisão
• At,m,u - Executa a tarefa t com o módulo m alocado na unidade u;
◦ At,m,u ∈ {0,1} ,∀t ∈ [1 : Nt]∧∀m ∈ [1 : Nm]∧∀u ∈ [1 : Nu] (3.19)
• Dt ′,t ′′,d - Transfere os dados da tarefa t ′ para a tarefa t ′′ com apoio na memória d;
◦ Dt ′,t ′′,d ∈ {0,1} ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt]∧∀d ∈ {Di,De,Dv} (3.20)
• Sct,e - Inicia a configuração da tarefa t no evento e;
◦ Sct,e ∈ {0,1} ,∀t ∈ [1 : Nt]∧∀e ∈ [1 : Ne] (3.21)
• Sd1t ′,t ′′,e - Inicia a transferência de dados parte 1 da tarefa t ′ para a tarefa t ′′;
◦ Sd1t ′,t ′′,e ∈ {0,1} ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt]∧∀e ∈ [1 : Ne] (3.22)
• Sd2t ′,t ′′,e - Inicia a transferência de dados parte 2 da tarefa t ′ para a tarefa t ′′;
◦ Sd2t ′,t ′′,e ∈ {0,1} ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt]∧∀e ∈ [1 : Ne] (3.23)
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3.4.4 Variáveis de apoio
• Set,e - Inicia a execução da tarefa t no evento e;
◦ Set,e ∈ {0,1} ,∀t ∈ [1 : Nt]∧∀e ∈ [1 : Ne] (3.24)
• Fet,e - Fim da execução da tarefa t no evento e;
◦ Fet,e ∈ {0,1} ,∀t ∈ [1 : Nt]∧∀e ∈ [1 : Ne] (3.25)
• Fct,e - Fim da configuração da tarefa t no evento e;
◦ Fct,e ∈ {0,1} ,∀t ∈ [1 : Nt]∧∀e ∈ [1 : Ne] (3.26)
• Fd1t ′,t ′′,e - Fim da transferência de dados parte 1 da tarefa t ′ para a tarefa t ′′;
◦ Fd1t ′,t ′′,e ∈ {0,1} ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt]∧∀e ∈ [1 : Ne] (3.27)
• Fd2t ′,t ′′,e - Fim da transferência de dados parte 2 da tarefa t ′ para a tarefa t ′′;
◦ Sd2t ′,t ′′,e ∈ {0,1} ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt]∧∀e ∈ [1 : Ne] (3.28)
• Te - Ocorrência temporal do evento e;
◦ Te ∈ R+0 ,∀e ∈ [1 : Ne] (3.29)
• B1e - Barramento principal está ocupado no evento e;
◦ B1e ∈ {0,1} ,∀e ∈ [1 : Ne] (3.30)
• B2e - Barramento secundário está ocupado no evento e;
◦ B2e ∈ {0,1} ,∀e ∈ [1 : Ne] (3.31)
• Uu,e - Unidade u está ocupada no evento e;
◦ Uu,e ∈ {0,1} ,∀u ∈ [1 : Nu]∧∀e ∈ [1 : Ne] (3.32)
• Ru,m,e - Unidade u está configurada com o módulo m evento e;
◦ Ru,m,e ∈ {0,1} ,∀u ∈ [1 : Nu]∧∀m ∈ [1 : Nm]∧∀e ∈ [1 : Ne] (3.33)
3.4.5 Restrições
• O grafo de tarefas deve ser direcionado acíclico;
◦ ∑t ′∑t ′′
(
Pt ′,t ′′×Pt ′′,t ′
)
= 0 (3.34)
• Todas as tarefas devem poder ser executadas com pelo menos um módulo;
◦ ∑m Ext,m ≥ 1,∀t ∈ [1 : Nt] (3.35)
• Todos os módulos devem poder ser configuráveis em pelo menos uma unidade reconfigurá-
vel;
◦ ∑uCm,u ≥ 1,∀m ∈ [1 : Nm] (3.36)
• Todas as tarefas devem ser executáveis pelo módulo atribuído que por sua vez deve ser
configurável na unidade reconfigurável alocada;
◦ ∑m∑u (At,m,u×Ext,m×Cm,u) = 1,∀t ∈ [1 : Nt] (3.37)
• Todas as ligações têm uma única transferência associada;
◦ ∑d Dt ′,t ′′,d = Pt ′,t ′′ ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt] (3.38)
• Os acessos aos barramentos são exclusivos;
◦ (1−Bded)× (∑t Sct,e+∑t Sdt,e)×B1e ≤ 1,∀e ∈ [1 : Ne] (3.39)
◦ Bded× (∑t Sct,e)×B1e ≤ 1,∀e ∈ [1 : Ne] (3.40)
◦ Bded× (∑t Sdt,e)×B2e ≤ 1,∀e ∈ [1 : Ne] (3.41)
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• Todos os eventos são obrigatórios para cada tarefa e para cada transferência;
◦ ∑e Sct,e = 1,∀t ∈ [1 : Nt]
◦ ∑e Set,e = 1,∀t ∈ [1 : Nt]
◦ ∑e Sd1t ′,t ′′,e = Pt ′,t ′′ ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt]
◦ ∑e Sd2t ′,t ′′,e = Pt ′,t ′′ ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt]
◦ ∑e Fct,e = 1,∀t ∈ [1 : Nt]
◦ ∑e Fet,e = 1,∀t ∈ [1 : Nt]
◦ ∑e Fd1t ′,t ′′,e = Pt ′,t ′′ ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt]
◦ ∑e Fd2t ′,t ′′,e = Pt ′,t ′′ ,∀t ′ ∈ [1 : Nt]∧∀t ′′ ∈ [1 : Nt] (3.42)
• Os eventos são exclusivos;
◦ ∑t Sct,e+∑t Fct,e+∑t Set,e+∑t Fet,e+∑t ′∑t ′′ Sd1t ′,t ′′,e+∑t ′∑t ′′ Fd1t ′,t ′′,e
+∑t ′∑t ′′ Sd2t ′,t ′′,e+∑t ′∑t ′′ Fd2t ′,t ′′,e = 1,∀e ∈ [1 : Ne] (3.43)
• Cada unidade reconfigurável apenas pode estar configurada com um módulo a cada evento;
◦ ∑m Ru,m,e ≤ 1,∀u ∈ [1 : Nu]∧∀e ∈ [1 : Ne] (3.44)
• A execução de cada tarefa apenas pode ser inicializada após a configuração do módulo
associado tiver finalizado:
◦ ∑e (Set,e×Te)≥ ∑e (Fct,e×Te),∀t ∈ [1 : Nt] (3.45)
• A execução de cada tarefa apenas pode ser inicializada após a finalização de todas as trans-
ferências de dados das tarefas precedentes:
◦ ∑e (Set,e×Te)≥max
(
∑t ′∑e
(
Fd2t,t ′,e×Pt,t ′×Te
)
,∀t ′ ∈ [1 : Nt]) ,∀t ∈ [1 : Nt] (3.46)
• A configuração do módulo associado a cada tarefa apenas pode ser feita se a unidade recon-
figurável alocada estiver livre nesse evento:
◦ ∑e (Sct,e×∑m∑u (At,m,u×Uu,e)) = 0,∀t ∈ [1 : Nt] (3.47)
• A parte 1 de cada transferência apenas pode ser inicializada após a finalização da tarefa de
origem:
◦ ∑e
(
Sd1t,t ′,e×Te
)≥ ∑e (Fet,e×Te),∀t ∈ [1 : Nt]∧∀t ′ ∈ [1 : Nt] (3.48)
• A parte 2 de cada transferência apenas pode ser inicializada após a finalização da parte 1:
◦ ∑e
(
Sd2t,t ′,e×Te
)≥ ∑e (Sd1t,t ′,e×Te),∀t ∈ [1 : Nt]∧∀t ′ ∈ [1 : Nt] (3.49)
3.4.6 Função Objetivo
• Minimizar o tempo total de execução:
◦ min(max(Te))
• O tempo total de execução é calculado com as seguintes equações de suporte:
– Tempo para as execuções de tarefas:
◦ T ee = ∑t
(
Fet,e×
(
∑m∑u At,m,u×Et,m+∑e′ Set,e′×Te′
))
,∀e ∈ [1 : Ne] (3.50)
– Tempo para as configurações das unidades reconfiguráveis:
◦ T ce = ∑t
(
Fct,e×∑m∑u
(
At,m,u×Ctu×
(
1−∑e′
(
Ru,m,e′×Sct,e′
)))
+∑′e
(
Sct,e′×Te′
))
,∀e ∈ [1 : Ne] (3.51)
– Tempo para as transferências de dados parte 1:
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◦ T d1e = ∑t∑t ′ Fd1t,t ′,e×
(
∑d Dt,t ′,d× Qdt,t′Bdd ×
(
1−∑u
(
∑m At,m,u×∑m′ At ′,m′,u
)
+∑e′ Sd1t,t ′,e′×Te′
))
,∀e ∈ [1 : Ne] (3.52)
– Tempo para as transferências de dados parte 2:
◦ T d2e = ∑t∑t ′ Fd2t,t ′,e×
(
∑d Dt,t ′,d× Qdt,t′Bdd ×
(
1−∑u
(
∑m At,m,u×∑m′ At ′,m′,u
)
+∑e′ Sd2t,t ′,e′×Te′
))
,∀e ∈ [1 : Ne] (3.53)
– Equação final:
◦ Te = T ee +T ce +T d1e +T d2e (3.54)
Capítulo 4
Implementação e Funcionamento do
Escalonador
O modelo apresentado no capítulo 3 não é resolúvel por ferramentas de resolução PLI1 devido
aos grandes tempos necessários para a computação. Logo, optou-se por desenvolver, num pro-
grama em C/C++, um escalonador específico para efetuar os cálculos das equações 3.50, 3.51, 3.52
e 3.53 e para pesquisar soluções ótimas. A figura 4.1 apresenta um diagrama com a estrutura e o
fluxo do algoritmo de escalonamento desenvolvido.
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Figura 4.1: Estrutura e fluxo do algoritmo de escalonamento
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Como se pode visualizar no diagrama, o algoritmo é composto por duas etapas: a aplicação de
um método heurístico para a pesquisa de soluções iniciais, explicado na secção 4.3, e a aplicação
de um método meta-heurístico de otimização combinatória, o algoritmo genético, para a pesquisa
da solução ótima, explicado na secção 4.4.
Sempre que uma solução nova é gerada, seja pelo método heurístico ou meta-heurístico, o seu
escalonamento é analisado por uma função de avaliação de aptidão, explicada na secção 4.2, são
extraídas as características de aptidão e é enviada para a gestão populacional que a aceitará ou
rejeitará.
De seguida, são detalhadas as implementações e os funcionamentos dos blocos principais do
escalonador.
4.1 Estrutura das Soluções
As soluções são divididas em três componentes: o mapeamento, o apoio e o sequenciamento.
A componente de mapeamento contém a atribuição de módulos a tarefas e as alocações a unidades
reconfiguráveis (3.19) a componente de apoio contém as escolhas das memórias de apoio (3.20)
e a componente de sequenciamento contém a ordem como as operações de configuração e de
transferência de dados irão ocorrer (3.21, 3.22, 3.23). A tabela 4.1 apresenta a solução referente
ao escalonamento apresentado na figura 3.4(e).
Mapeamento Apoio Sequenciamento
T1 T2 T3 D1,2 D1,3 C1 C2 C3 D11,2 D
2
1,2 D
1
1,3 D
2
1,3
M1 M2 M3 V V
UR1 UR2 UR3
Tabela 4.1: Exemplo da representação de uma solução. A componente de mapeamento contém
por coluna as atribuições de módulos Ma a tarefas Tb e correspondentes alocações de unidades
reconfiguráveis URc. A componente de apoio contém as escolhas das memórias de apoio para as
transferências de dados (“V” é a memória virtual, ou seja, a transferência é direta). A componente
de sequenciamento contém a ordem das operações de configuração e de transferências de dados
partes 1 e 2.
As soluções podem ser ou não escalonáveis e são caracterizadas pelo tempo total de execução
do grafo de tarefas e pelas taxas de utilização das unidades reconfiguráveis e das memórias. Estas
características são calculadas pela função de avaliação de aptidão.
4.2 Avaliação de Aptidão
Para a análise do escalonamento e extração das características das soluções, optou-se por criar
um simulador temporal orientado a eventos discretos. Para isso, foram definidos oito tipos de
eventos:
1. Início da operação de configuração de unidade reconfigurável (3.21);
2. Início da operação de transferência de dados parte 1 (3.22);
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3. Início da operação de transferência de dados parte 2 (3.23);
4. Início da execução de tarefa (3.24);
5. Fim da operação de configuração de unidade reconfigurável (3.26);
6. Fim da operação de transferência de dados parte 1 (3.27);
7. Fim da operação de transferência de dados parte 2 (3.28);
8. Fim da execução de tarefa (3.25).
Os eventos 1 e 5, referentes às configurações, e os eventos 4 e 8, referentes às execuções de
tarefas, são caracterizados pela tarefa a executar, pelo módulo atribuído e pela unidade reconfigu-
rável alocada. Os eventos 2, 3, 6, e 7, referentes às transferências de dados, são caracterizados
pela tarefa de origem, pela tarefa destino, pela memória de apoio e pela memória de origem ou de
destino para as partes 1 e 2, respetivamente.
As características dos eventos 1, 2 e 3, referentes às inicializações de operações, e a ordem
como irão ocorrer constituem as componentes de mapeamento, apoio e de sequenciamento das
soluções. O simulador começa por processar estes eventos, como se pode ver no diagrama da
figura 4.2, e, consoante as restrições impostas pela arquitetura definida pelo agente de deci-
são2 (3.7, 3.12, 3.13, 3.16, 3.17, 3.18) e as restrições impostas pelo grafo de tarefas (3.6, 3.8, 3.15),
os recursos irão serão ser devidamente ocupados (3.30, 3.31, 3.32, 3.33) e o evento de finalização
da operação correspondente será colocado numa lista ordenada pelo tempo de ocorrência. Esta
rotina de processamento é repetida enquanto houver recursos suficientes (3.39, 3.40, 3.41) e as
condições estiverem satisfeitas (3.44, 3.47, 3.48, 3.49) para processar mais eventos. Note-se que
os cenários 3.3.2 e 3.3.4, referentes respetivamente à reutilização de módulos e eliminação de
transferências, não ocupam todos os recursos. Assim que não for possível processar mais opera-
ções de inicialização, é processado o próximo evento de finalização e é atualizado o tempo atual
da simulação para a ocorrência desse evento. Após o processamento deste, são libertados os re-
cursos correspondentes e é verificado se já estão reunidas as condições para inicializar a execução
de alguma tarefa (3.45, 3.46).
A simulação acaba quando todas as tarefas tiverem terminado de executar, solução escalonável,
ou quando não for possível processar mais eventos de inicialização e a lista de finalizações estiver
vazia, solução não escalonável.
4.3 Método Heurístico para Pesquisa de Soluções Iniciais
O método utilizado para encontrar a solução ótima é baseado num método meta-heurístico, o
algoritmo genético. Este algoritmo será explicado com mais detalhe na secção 4.4, no entanto é
necessário admitir que este precisa sempre de pelo menos duas soluções iniciais para poder efetuar
a pesquisa de soluções ótimas [24]. Para tal, foi desenvolvido um método heurístico muito simples
para encontrar soluções iniciais.
A heurística é aleatória na componente de mapeamento, isto é, as atribuições de módulos a
tarefas e as alocações de unidades reconfiguráveis são aleatórias, mas, na componente de apoio, a
2O agente de decisão é o engenheiro ou designer do sistema embarcado
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Figura 4.2: Fluxo do simulador por eventos discretos
escolha da memória para as transferências de dados é fixa na memória externa, evitando sempre
o não sequenciamento das soluções. A ordenação das operações, na componente de sequencia-
mento, é feita consoante o grafo de tarefas, isto é, as tarefas de menor índice são configuradas e
executadas primeiro, posteriormente às transferências de dados das tarefas precedentes, e de se-
guida são efetuadas as transferências dos dados produzidos para a memória externa. A utilização
deste método heurístico resulta numa restrição nova no grafo: nenhuma tarefa pode ser precedida
por outra de maior índice, por exemplo uma tarefa T2 não pode ser precedida por uma tarefa T3.
Os cenários de otimização 3.3.3, 3.3.5 e 3.3.4, referentes respetivamente às transferências
diretas, eliminação de transferências e utilização de memória de apoio, não são considerados no
método heurístico e, portanto, as soluções iniciais poderão estar muito longe das soluções ótimas.
Os restantes cenários de otimização são considerados, todavia, como a ordem das operações segue
a ordem das tarefas, não são totalmente explorados.
4.4 Otimização Através de Técnicas Combinatórias
A pesquisa de soluções ótimas é feita através de uma meta-heurística com base em técnicas
combinatórias, o algoritmo genético (GA3). A analogia à genética vem da natureza do algoritmo
de combinar as informações de soluções pais para criar novas gerações de soluções, os filhos,
3GA - Genetic Algorithm
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possivelmente com melhor aptidão. O GA é bastante popular nos problemas de escalonamento
[24, 25] nomeadamente na sua facilidade de implementação face aos resultados obtidos. A otimi-
zação por GA dos problemas de escalonamento necessita muita vezes de alguns ajustes ao modelo
genérico [26] e portanto foi criado um GA específico para o modelo de escalonamento proposto.
Serão agora explicados alguns conceitos comuns nos GAs aplicados ao modelo de escalonamento
proposto.
Cromossomas e genes
Os cromossomas são exatamente as soluções que passam pela avaliação de aptidão. Estes são
constituídos por genes que por sua vez são os dados contidos nas componentes de mapeamento,
apoio e de sequenciamento. Os diferentes tipos de dados nas componentes são os diferentes tipos
de genes, logo há cinco destes: a tarefa a executar, o módulo atribuído, a unidade alocada, a
memória de apoio escolhida e a posição da operação na sequência (ver tabela 4.1).
Operações de crossover
Novas gerações de cromossomas são reproduzidas através do cruzamento, ou crossover, dos
genes de cromossomas de dois pais selecionados aleatoriamente de uma população. No GA apli-
cado a este modelo, a complexidade dos cromossomas leva a que o crossover seja diretamente
aplicado aos genes na componente de sequenciamento. Como esta componente tem por base as
operações caracterizadas pelas componentes de mapeamento e apoio, os genes destas são cruza-
dos indiretamente. De forma a entender melhor as etapas envolvidas nas operações de crossover,
segue-se um exemplo na figura 4.3.
Figura 4.3: Exemplo das etapas na operação de crossover. Tabelas (a) e (b): Cromossomas pais;
Tabelas (c) e (d): Cromossomas filhos resultantes do crossover; Tabelas (e) e (f): Cromossomas
filhos sem genes repetidos; Tabela (g): Cromossoma filho com sequenciamento corrigido.
As tabelas (a) e (b) do exemplo, representam os cromossomas de dois pais escolhidos ale-
atoriamente de uma população de cromossomas. Os genes selecionados a amarelo e a azul nas
componentes de sequenciamento são os genes que irão ser cruzados. Os genes selecionados nas
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componentes de mapeamento e de apoio são os genes cruzados indiretamente que caracterizam
as operações respetivas no sequenciamento. Esta selecão de genes é aleatória seguindo uma dis-
tribuição uniforme. Os cromossomas representados nas tabelas (c) e (d) são os filhos resultantes
da operação de crossover. Os filhos são cópias diretas dos pais imediatamente acima exceto nos
genes selecionados, sendo estes cópias do pai oposto.
Note-se que após a operação de crossover, alguns genes de sequenciamento da nova geração
podem estar repetidos, evidenciado pelos círculos vermelhos nas tabelas (c) e (d). Esta situação
não pode ocorrer, pois cada operação apenas pode e deve ser feita uma única vez (3.42). Logo,
houve necessidade de criar uma rotina que troque os genes repetidos pelo genes em falta. As
tabela (e) e (f), apresentam o resultado desta troca de genes, efetivamente removendo os genes
repetidos e adicionando os genes em falta. Esta operação de troca é feita aos genes que não
sofreram crossover, ou seja, os genes selecionados mantêm-se intactos.
A utilização de uma memória virtual referente às transferências diretas, para a facilitação da
programação, obriga as partes 1 e 2 das operações de transferências de dados com apoio nessa
memória a serem consecutivas e nessa ordem. Logo, é necessário corrigir a ordem dos genes de
sequenciamento sempre que esta restrição não seja satisfeita. Esta correção é evidenciada pelos
círculos verdes presentes na tabela (g).
Operações de mutação
As mutações são alterações espontâneas aleatórias que ocorrem nos genes das novas gerações
de cromossomas. No GA aplicado a este modelo, existem quatro tipos de mutações para os cinco
tipos de genes: alteração do módulo atribuído a uma tarefa, alteração da unidade reconfigurável
alocada, alteração da memória de apoio e troca entre duas operações no sequenciamento. O gene
referente à tarefa é imutável.
O número de mutações que ocorre por cromossoma é aleatório com distribuição uniforme e
limitado à quantidade de genes. Cada uma das mutações tem ainda uma probabilidade baixa de
ocorrência, definida pelo agente de decisão. A escolha do gene a ser submetido a uma mutação
não segue uma distribuição uniforme, optou-se por dar mais peso, 50%, à probabilidade de mu-
tação de genes no sequenciamento, tendo os restantes genes igual probabilidade de mutação. Na
mutação destes últimos genes é forçado o cumprimento das restrições de módulo atribuído e uni-
dade alocada (3.37), isto é, uma tarefa não pode ser atribuída com um módulo que não a possa
executar e uma unidade reconfigurável não pode ser alocada com um módulo que não possa con-
figurar. A mutação nos genes de sequenciamento, obriga à correção da ordem das operações de
transferências com apoio na memória virtual tal como nas operações de crossover.
Vizinhanças e ótimos locais
Cada cromossoma tem uma vizinhança de cromossomas com genes semelhantes. Um cromos-
soma pode pertencer a múltiplas vizinhanças, ou seja, pode ter genes comuns a múltiplos outros
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cromossomas. Por sua vez, cromossomas podem ter vizinhos em comum e não serem neces-
sariamente vizinhos entre si. A quantidade de vizinhanças possíveis dependem da quantidade e
variedade das soluções iniciais. Cada vizinhança tem uma solução ótima local, não necessaria-
mente a solução ótima para o sistema, que pode ser encontrada através de operações de crossover
de cromossomas nessa vizinhança. Novas vizinhanças, as quais poderão conter a solução ótima
para o sistema, são criadas através das operações de mutação.
4.5 Gestão Populacional
As soluções consideradas escalonáveis pela avaliação de aptidão são submetidas a uma se-
gunda avaliação de forma a serem inseridas numa população limitada, essencialmente uma base
de dados. Esta avaliação tem o propósito de reduzir o tamanho das vizinhanças e de aumentar a
variedade de ótimos locais. Todas as soluções presentes na população devem ter características
diferentes, isto é, o par tempo total de execução e número de unidades efetivamente utilizadas deve
ser único para cada uma. Assim, as soluções para além de serem conhecidas como cromossomas
no GA, também são conhecidas como indivíduos na população. Para além da restrição de indivi-
dualidade, quando a população estiver cheia, as novas soluções apenas serão adicionadas se forem
melhores do que a pior das soluções na população.
Existem dois critérios para definir a melhor e a pior solução. O objetivo principal na oti-
mização é a redução do tempo total de execução do grafo de tarefas, sendo a melhor e a pior
solução aquela que tiver, respetivamente, o menor ou maior tempo total de execução. No entanto,
a gestão populacional proporciona, ao agente de decisão, a definição de um alvo no tempo total de
execução, um deadline. Assim que este seja atingido, a melhor e a pior solução passam a ser aque-
las que tiverem, respetivamente, menor ou maior quantidade de unidades efetivamente utilizadas,
mantendo o tempo abaixo do alvo.
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Capítulo 5
Avaliação Experimental do Modelo
Neste capítulo é apresentada a avaliação do escalonador na FPGA, comparando a simulação
por eventos com a respetiva implementação. Antes da apresentação e discussão dos resultados
da avaliação na secção 5.4, são apresentadas a arquitetura de reconfiguração dinâmica parcial
utilizada e os seus parâmetros na secção 5.1, a geração dos grafos de tarefas na secção 5.2 e a
forma como as soluções são estruturadas e implementadas na secção 5.3.
5.1 Arquitetura de Testes e Extração dos Parâmetros Físicos
A arquitetura alvo para a avaliação experimental, apresentada na figura 5.1, consiste em: três
periféricos configuráveis, cada um constituído por uma memória e uma unidade reconfigurável;
um processador de software do tipo PowerPC; uma memória interna de apoio; uma memória
externa DDR2; um periférico DMA; um periférico MPMC; dois barramentos PLB; uma ponte de
conexão.
Considerou-se, para esta avaliação, heterogeneidade nas unidades reconfiguráveis, isto é, es-
tas têm diferentes áreas e, consequentemente, diferentes tempos de configuração. Em contrapar-
tida, para simplificação do processo de escalonamento, os módulos são configuráveis em todas
as unidades. O planeamento, com a ferramenta PlanAhead, das três unidades reconfiguráveis é
apresentado na figura 5.2. Os periféricos configuráveis estão pendurados no PLB2 e o periférico
ICAP está pendurado no PLB1, tornando possível a simultaneidade nas operações de configuração
e de transferências. A ponte de conexão é necessária para a comunicação direta do processador
PowerPC com os periféricos, sem utilização do DMA, para o envio dos sinais de inicialização de
execuções.
Desta arquitetura base são facilmente caracterizados os seguintes parâmetros: quantidade de
unidades (3.4); possíveis alocações de módulos a unidades (3.17); utilização de barramentos de-
dicados (3.18). Para além destes parâmetros, é necessário fornecer ao escalonador os tempos de
configuração das unidades (3.7) e as larguras de banda para transferências de dados entre memó-
rias interna (3.12) e entre memória interna e externa (3.13). Estes últimos são extraídos medindo,
no processador PowerPC, a quantidade de ciclos de relógio necessárias para a finalização das
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Figura 5.1: Arquitetura alvo para a avaliação experimental.
Figura 5.2: Planeamento das unidades reconfiguráveis. Esta imagem foi retirada com a ferramenta
PlanAhead e está rodada de 90o. As áreas coloridas a amarelo, verde e azul claro representam o
conjunto de CLBs de cada unidade.
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operações de configuração e a largura de banda, em quilo-bytes por ciclo de relógio, para as trans-
ferências de dados. Conhecendo a frequência de relógio de operação do PowerPC (400 MHz),
facilmente é feita a conversão de ciclos para tempo com a equação 5.1, onde c e t são, respetiva-
mente, a quantidade de ciclos e o tempo em milissegundos.
t =
c
400×106 ×1000 (5.1)
De seguida, são apresentados os parâmetros extraídos das unidades reconfiguráveis, na ta-
bela 5.1, e as larguras de banda para as transferências de dados, na tabela 5.2.
Unidade Cor Tamanho de bitstream (bytes) Número de frames Tempo (ms)
UR1 Amarelo 94136 14 5.745
UR2 Verde 44608 8 2.744
UR3 Azul claro 89216 16 5.448
Tabela 5.1: Extração dos tempos de configuração.
Larguras de banda (MB/s)
Interna 74.25
Externa 54.69
Tabela 5.2: Extração das larguras de banda para transferências.
Os módulos utilizados para a execução de tarefas e para a configuração das unidades são
genéricos, com o propósito de apenas consumirem tempo. Logo, apenas existe um tipo de módulo,
embora simbolicamente possam existir múltiplos tipos de módulos. Este módulo tem o nome de
burner1 e tem o registo de entrada, para além dos sinais de entrada de relógio, de reset e de início
de execução, a quantidade de ciclos de relógio que vai consumir e um sinal de saída de finalização.
A frequência de relógio de operação do módulo é imposta pelo barramento PLB e é de 100 MHz.
A quantidade de ciclos para a execução das tarefas é facilmente obtido com a equação 5.2, onde c
é o número de ciclos e t é o tempo de execução.
c =
t×100×106
1000
(5.2)
5.2 Geração Automática de Grafos
Para a facilitação dos testes ao escalonador, foi necessário utilizar uma ferramenta capaz de
gerar automaticamente grafos de tarefas direcionados acíclicos com fluxo de dados. A ferramenta
escolhida foi o programa Task Graphs For Free (TGFF) [27]. Este programa possibilita a defini-
ção de vários parâmetros para a geração aleatória de grafos [28]: quantidade mínima de tarefas;
1burner: Analogia a queimar tempo.
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quantidade de tipos de tarefas; quantidade de tipos de arcos; quantidade mínima e máxima de nós
iniciais; quantidade máxima de arcos de entrada e de saída por nó. Para complemento da informa-
ção necessária nos grafos (ver secção 3.2), o TGFF dispõe de uma funcionalidade para a geração
de tabelas com valores aleatórios para cada tipo de tarefa e de arco, sendo possível a definição de
mínimos e máximos. Os valores nos arcos referem-se à quantidade de dados a serem transferidos
entre as tarefas e são gerados em quilo-bytes. Para os tempos de execução, é gerada uma tabela
onde cada tipo de tarefa terá uma quantidade aleatória de módulos atribuíveis, cada um destes
associado a um valor em milissegundos. Esta tabela é equivalente à união das tabelas 3.1 e 3.2.
O programa TGFF gera um ficheiro com toda a informação dos grafos de tarefas e tabelas
associadas [28]. Devido à estrutura do programa de escalonamento criado, é necessário efetuar
uma formatação desta informação para ficheiros com estruturas vetoriais em linguagem C. A for-
matação manual desta informação é um processo demorado e portanto foi criado um programa
em linguagem Java para rapidamente efetuar uma formatação automática. Este programa serve
de interface entre o TGFF e o escalonador. A escolha da linguagem Java deveu-se à sua grande
facilidade na manipulação de ficheiros.
Com utilização da ferramenta TGFF e da interface Java, tornou-se muito fácil a configuração
e a geração de grafos aleatórios para efetuar múltiplos testes ao escalonador.
5.3 Estrutura e Implementação da Solução de Escalonamento
A solução de escalonamento é apresentada ao agente de decisão na forma de uma lista filtrada
dos eventos de inicialização e finalização das operações de configuração e de transferências e
das execuções de tarefas, ordenados pelo tempo de ocorrência. As operações de configuração
e de transferências instantâneas, ou seja, as operações otimizadas pelo cenários 3.3.2 e 3.3.4,
referentes respetivamente à reutilização de módulos e eliminação de transferências, são removidas
da lista. A tabela 5.3 apresenta um exemplo com os primeiros nove eventos de uma solução de
escalonamento.
Evento Ocorrência (ms) Descrição textual
1 0 Inicio da configuração de T1 na UR3 com M7
2 5.503 Fim da configuração de T1 na UR3 com M7
3 5.503 Inicio da execução de T1 na UR3 com M7
4 5.503 Inicio da configuração de T3 na UR2 com M2
5 8.273 Fim da configuração de T3 na UR2 com M2
6 8.273 Inicio da configuração de T5 na UR1 com M2
7 9.27471 Fim da execução de T1 na UR3 com M7
8 9.27471 Inicio da transferência direta de T1 para T3 de UR3 para UR2
9 9.42694 Fim da transferência direta de T1 para T3 de UR3 para UR2
Tabela 5.3: Exemplo da estrutura de uma solução de escalonamento.
A partir desta lista, o agente de decisão, neste caso para efetuar a validação, tem toda a informa-
ção necessária para implementar as operações de configuração e de transferências e as execuções
5.4 Comparação do Escalonamento na FPGA 43
de tarefas aquando os eventos de finalização. Existem dois métodos para determinar as finaliza-
ções: o método polling e o método por interrupções. O primeiro consiste em amostrar um sinal
de finalização continuadamente e o segundo consiste em “ouvir” um sinal de interrupção de fina-
lização. Na validação do modelo foi utilizado o método polling, para facilitação do processo de
implementação, e foi criada uma máquina de estados, onde cada um deles refere-se a um evento de
finalização. A figura 5.3 apresenta a máquina de estados referente à lista de eventos na tabela 5.3.
Início
Polling 
evento 2
Polling 
evento 5
Polling 
evento 7
Polling 
evento 9
Inicia evento 1
Inicia eventos 3 e 4
Inicia evento 6
Inicia evento 8
Figura 5.3: Exemplo de máquina de estados para implementação na FPGA.
5.4 Comparação do Escalonamento na FPGA
Em cada estado da implementação, explicada na secção 5.3, é retirada uma amostra da quan-
tidade de ciclos contados pelo processador PowerPC, desde o início do escalonamento, para pos-
terior comparação com a ocorrência temporal estimada pelo simulador por eventos. Desta compa-
ração resulta um erro da estimação dos tempos de ocorrência dos eventos.
Os testes foram realizados a dois grafos de tarefas, TGFF7 e TGFF9, pequenos, com apenas 6
e 5 tarefas cada um, para a arquitetura definida na secção 5.1. Cada grafo foi submetido duas vezes
ao algoritmo de escalonamento, com e sem a utilização de barramentos dedicados, resultando um
total de quatro listas de eventos. Para cada lista, foram feitos três ensaios experimentais na FPGA
Virtex-5, presente na plataforma ML507. O gráfico na figura 5.4 apresenta a evolução do erro
médio nos ensaios para cada lista de escalonamento. Os detalhes dos ensaios e dos grafos de
tarefas utilizados são apresentados no anexo A.
O erro máximo obtido foi de 0.69%, um valor razoavelmente baixo e aceitável para um mo-
delo. Ainda assim, estes erros podem ser reduzidos na implementação na FPGA e compensados
no simulador por eventos explicado na secção 4.2. De seguida apresentam-se duas razões para os
erros obtidos e os métodos para os corrigir. Estas correções não foram implementadas pois o erro
obtido é suficientemente baixo para validar o escalonador.
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Figura 5.4: Evolução do erro médio dos ensaios experimentais.
O polling às finalizações das operações de transferência e de execução de tarefas são feitos
pelo processador PowerPC através do barramento PLB1, logo, quando um processo de polling é
efetuado, as transferências de frames para o periférico ICAP poderão ser atrasadas, efetivamente,
aumentando o tempo de configuração das unidades. O polling às finalizações de execução de
tarefas utilizam, adicionalmente, o barramento PLB2, através da ponte entre PLBs (5.1), causando
atrasos nas operações de transferências de dados. Uma forma de reduzir ou evitar estes atrasos, é
utilizando o método por interrupções em vez de polling, o qual resulta em menor competição de
acessos aos barramentos.
Os comandos enviados pelo processador para o periférico DMA, para inicializar as operações
de transferências, demoram cerca de duzentos ciclos de relógio, medidos pelo processador, os
quais equivalem a meio micro-segundo. Apesar de este tempo parecer pequeno, poderá ter um
impacto considerável quando o tamanho dos dados é pequeno. Os parâmetros para as larguras de
banda, apresentados na secção 5.1, não consideram este pequeno offset, resultando num cálculo
errado dos tempos de transferências de dados. A equação 5.3 apresenta o cálculo efetuado pelo
escalonador onde t é o tempo de transferência, D é a quantidade de dados e L1 é a largura de banda
incorretamente calculada.
t =
D
L1
(5.3)
Esta forma de cálculo resulta em maiores erros quanto menores forem as quantidades de da-
dos, pois o offset terá maior impacto. Este erro é evidente na evolução de erro representada a
vermelho na figura 5.4, onde ocorre uma transferência de dados, na qual o offset corresponde a
cerca de 0.3%. Uma forma mais correta de calcular os tempos para as transferências de dados seria
considerando a influência do offset na medição pelo PowerPC e, posteriormente, compensá-lo no
modelo.
t =
D
L2
+O (5.4)
A equação 5.4 apresenta uma forma correta de calcular o tempo de transferência, onde O é o
offset e L2 é a largura de banda considerando o impacto do offset na medição do PowerPC.
Capítulo 6
Exploração do Modelo Proposto
Neste capítulo, são apresentados os ganhos obtidos com o escalonamento das operações, na
secção 6.1, e é apresentado o sistema de apoio à decisão, visto pelo agente de decisão, na sec-
ção 6.2.
6.1 Ganhos Obtidos com o Escalonamento
Foram realizados testes ao algoritmo de escalonamento com quatro diferentes grafos de ta-
refas, TGFF3, TGFF4, TGFF5 e TGFF8. Cada um dos grafos tem características únicas para
testar alguns cenários de otimização específicos e o desempenho do algoritmo de escalonamento:
o grafo TGFF3 é uma grafo comum com algumas tarefas e ligações; o grafo TGFF4 é menor com
poucas tarefas e ligações; o grafo TGFF5 é maior com muitas tarefas e ligações; o grafo TGFF8
tem vários ramos paralelos independentes. Os detalhes destes grafos são apresentados no anexo B.
Os grafos foram submetidos ao algoritmo de escalonamento com duas opções diferentes: com
ou sem utilização de transferências diretas e com ou sem utilização de barramentos dedicados. O
objetivo, com estes testes, foi o de avaliar o impacto, nos tempos totais de execução, da otimiza-
ção com os cenários 3.3.3 e 3.3.6. Também são avaliados os ganhos de rapidez e as densidades
computacionais, obtidos com o aumento o número de unidades reconfiguráveis, logo, estas são to-
talmente homogéneas, isto é, todas têm o mesmo tempo de configuração e podem ser configuradas
com qualquer módulo.
As tabelas 6.1, 6.2, 6.3 e 6.4 apresentam os tempos totais de execução obtidos em todos os
testes realizados a cada grafo.
Como era de esperar, os tempos totais de execução diminuem com o aumento de unidades
disponíveis e quando se introduzem as otimizações através de transferências diretas e barramentos
dedicados. Passemos agora a discutir os resultados obtidos com mais detalhe.
6.1.1 Utilização de Transferências Diretas
O cenário de otimização 3.3.3 introduz o conceito de separar os tempos de transferências de
dados da execução de tarefas. De forma a avaliar este cenário, adicionou-se, no programa de
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Tempos totais de execução (ms)
Cenários de otimização # Unidades
Transferências Diretas Barramentos Dedicados 1 2 3 4
Não Não 99.4929 65.3237 61.7577 58.8306
Sim Não 70.9404 48.8398 38.6926 35.6234
Sim Sim 67.3208 43.4619 33.9497 30.4122
Tabela 6.1: Tempos totais de execução (Grafo TGFF3).
Tempos totais de execução (ms)
Cenários de otimização # Unidades
Transferências Diretas Barramentos Dedicados 1 2 3 4
Não Não 64.5618 45.7253 44.3555 44.3555
Sim Não 50.6474 33.1427 30.0601 30.0601
Sim Sim 46.4832 30.0549 28.3675 28.3675
Tabela 6.2: Tempos totais de execução (Grafo TGFF4).
Tempos totais de execução (ms)
Cenários de otimização # Unidades
Transferências Diretas Barramentos Dedicados 1 2 3 4
Não Não 144.727 113.852 110.286 108.719
Sim Não 110.904 78.6944 64.8756 59.6512
Sim Sim 99.0051 60.9122 51.8145 49.4464
Tabela 6.3: Tempos totais de execução (Grafo TGFF5).
Tempos totais de execução (ms)
Cenários de otimização # Unidades
Transferências Diretas Barramentos Dedicados 1 2 3 4
Não Não 82.7452 53.4827 53.0364 52.029
Sim Não 73.8869 42.7342 39.6377 39.6377
Sim Sim 70.9958 40.3348 38.4929 38.4929
Tabela 6.4: Tempos totais de execução (Grafo TGFF8).
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escalonamento, uma opção de efetuar as transferências de dados sempre com apoio na memória
externa, impedindo as mutações, na componente de apoio GA, de a alterarem, e forçando, na
componente de sequenciamento, a parte 1 a ocorrer imediatamente após o fim da execução da
tarefa origem e a parte 2 a ocorrer imediatamente antes do início da execução da tarefa destino.
Note-se que, consequentemente, o cenário 3.3.4, referente à eliminação de transferências também
não é considerado, isto é, mesmo que as tarefas origem e destino executem na mesma unidade, os
dados passam pela memória externa.
A utilização de transferências diretas tem um impacto óbvio, a quantidade de transferências de
dados é, possivelmente, reduzida para metade e, consequentemente, os tempos para as transferên-
cias poderão ser reduzidos para menos de metade, visto que a largura de banda para transferência
interna é maior do que para transferências externas (ver tabela 5.2).
Os gráficos de barras 6.1, 6.2, 6.3 e 6.4, apresentam, para cada grafo de testes, a redução nos
tempos totais de execução obtidos através de transferências diretas, variando o número de unidades
reconfiguráveis. O gráfico 6.5 apresenta os ganhos obtidos, para todos os grafos. Os ganhos são
calculados segundo a equação 6.1, onde Ts e Tc são, respetivamente, os tempos totais de execução
sem e com a utilização de transferências diretas.
G =
Ts
Tc
(6.1)
Figura 6.1: Gráfico de tempos com transferências diretas (grafo TGFF3).
Todos os grafos apresentam consideráveis reduções nos tempos totais de execuções, dos quais
resultam em aumentos de rapidez de execução até 1.8 vezes a situação sem transferências diretas.
Como seria de esperar, o grafo TGFF5, tendo grande quantidade de transferências de dados face
à quantidade de tarefas, apresenta maiores ganhos na rapidez. Os grafos com menos transferên-
cias de dados continuam a beneficiar das transferências diretas, apesar de apresentarem menores
ganhos.
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Figura 6.2: Gráfico de tempos com transferências diretas (grafo TGFF4).
Figura 6.3: Gráfico de tempos com transferências diretas (grafo TGFF5).
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Figura 6.4: Gráfico de tempos com transferências diretas (grafo TGFF8).
Figura 6.5: Ganhos com otimização através de transferências diretas.
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6.1.2 Utilização de Barramentos Dedicados
Um cenário novo, introduzido no modelo de escalonamento idealizado, é a possibilidade de
transferir dados e de realizar as configurações em barramentos dedicados, como explicado na
secção 3.3.6. Deste modo, as operações de transferência podem ocorrer sem sofrerem de quaisquer
latências causadas pelas operações de configuração, originando numa melhor exploração de pré-
transferências de dados, isto é, transferir os dados para uma tarefa previamente à finalização da
sua configuração.
Os gráficos de barras 6.6, 6.7, 6.8 e 6.9, apresentam, para cada grafo de testes, a redução
nos tempos totais de execução obtidos através de barramentos dedicados, variando o número de
unidades reconfiguráveis. O gráfico 6.10 apresenta os ganhos obtidos, para todos os grafos.
Figura 6.6: Gráfico de tempos com barramentos dedicados (grafo TGFF3).
As reduções nos tempos de execução são, novamente, evidentes, havendo ganhos na rapidez
até 1.3 vezes a situação sem barramentos dedicados. Estes ganhos poderão significar a diferença
na redução do número de unidades reconfiguráveis, efetivamente, utilizadas. Por exemplo, admi-
tindo um alvo de 31 ms, no tempo total de execução do grafo TGFF4, verifica-se, no gráfico 6.7
com a otimização através barramentos dedicados, que apenas são necessárias duas unidades re-
configuráveis para o atingir.
6.1.3 Impacto da Quantidade de Unidades Reconfiguráveis
O escalonador oferece, ao utilizador, a possibilidade de alterar o número de unidades reconfi-
guráveis disponíveis, na arquitetura do sistema. Assim, torna-se fácil avaliar o impacto nos ganhos
de rapidez para os testes mencionados nas secções anteriores.
Os ganhos de rapidez com o aumento de unidades reconfiguráveis são calculados sempre com
referência ao tempo total de execução com apenas uma unidade. As figuras 6.11, 6.12, 6.13
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Figura 6.7: Gráfico de tempos com barramentos dedicados (grafo TGFF4).
Figura 6.8: Gráfico de tempos com barramentos dedicados (grafo TGFF5).
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Figura 6.9: Gráfico de tempos com barramentos dedicados (grafo TGFF8).
Figura 6.10: Ganhos com otimização através de barramentos dedicados.
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e 6.14 apresentam os ganhos obtidos nos grafos testados. As siglas ST, CT, SB e CB significam,
respetivamente, sem ou com transferências diretas e sem ou com barramentos dedicados.
Figura 6.11: Gráfico de ganhos com aumento de unidades (grafo TGFF3).
Figura 6.12: Gráfico de ganhos com aumento de unidades (grafo TGFF4).
Os resultados são bastante esclarecedores, os ganhos na rapidez aumentam consoante o au-
mento de unidades disponíveis, até a um limite, onde o número de unidades, efetivamente uti-
lizadas, atinge o ótimo, verificável no gráfico 6.12, onde o aumento em três unidades não faz
diferença. Deste modo, o escalonador pode ser utilizado para obter uma referência do número
máximo de unidades, a disponibilizar na arquitetura reconfigurável.
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Figura 6.13: Gráfico de ganhos com aumento de unidades (grafo TGFF5).
Figura 6.14: Gráfico de ganhos com aumento de unidades (grafo TGFF8).
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6.1.4 Aumento da Densidade Computacional
Uma das vantagens na utilização de reconfiguração dinâmica parcial é a elevada densidade
computacional fornecida [1]. Como referido na secção 4.1, uma das características das soluções
de escalonamento é a percentagem de tempo, efetivamente utilizada em cada unidade, para a
execução de tarefas. Admite-se esta característica como sendo a densidade computacional das
unidades reconfiguráveis.
Esta densidade pode ser avaliada de duas formas: comparando o seu aumento à medida que se
adicionam as otimizações por transferências diretas e por barramentos dedicados; comparando a
carga computacional distribuída pela unidades à medida que mais são disponibilizadas.
As figuras 6.15, 6.16, 6.17 e 6.18 apresentam as densidades computacionais obtidas, pela
introdução dos cenários de otimização, com três unidades reconfiguráveis, onde os resultados são
melhor observáveis.
Figura 6.15: Gráfico de densidade computacional obtidos por otimização (grafo TGFF3).
Figura 6.16: Gráfico de densidade computacional obtidos por otimização (grafo TGFF4).
O impacto na densidade computacional é evidente na introdução de transferências diretas,
aumentando a utilização geral das unidades desde 10% a 25%. Na introdução de barramentos
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Figura 6.17: Gráfico de densidade computacional obtidos por otimização (grafo TGFF5).
Figura 6.18: Gráfico de densidade computacional obtidos por otimização (grafo TGFF8).
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dedicados, observa-se uma melhor distribuição da carga computacional pelas unidades reconfi-
guráveis, assim como uns aumentos ligeiros das densidades computacionais. No gráfico 6.16,
referente ao diagrama TGFF4, não se nota esta distribuição. Tal deve-se ao baixo número de tare-
fas presentes no grafo, nos quais, a utilização de três unidades, não introduz melhorias evidentes,
face à utilização de duas (ver gráfico 6.12).
Os gráficos de barras 6.19, 6.20, 6.21 e 6.22, apresentam as distribuições de carga computaci-
onal com o aumento de unidades disponíveis.
Figura 6.19: Gráfico de distribuição de carga computacional (grafo TGFF3).
Figura 6.20: Gráfico de distribuição de carga computacional (grafo TGFF4).
Como seria de esperar, a disponibilização de mais unidades reconfiguráveis distribui a carga
computacional pelas mesmas. Com esta informação, é possível prever quando o sistema poderá,
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Figura 6.21: Gráfico de distribuição de carga computacional (grafo TGFF5).
Figura 6.22: Gráfico de distribuição de carga computacional (grafo TGFF8).
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ou não, beneficiar de mais unidades reconfiguráveis. Por exemplo, em todos os grafos, na dis-
ponibilização de duas unidades, estas têm elevada densidade computacional, entre 40% a 50%, e
a rapidez de execução é melhorada quando se aumenta para três unidades, como se observa nos
gráficos correspondentes 6.11, 6.12, 6.13 e 6.14.
6.2 Sistema de Apoio à Decisão
Nesta secção é apresentada a forma como o escalonador é visto pelo agente de decisão, na
forma de um sistema de apoio à decisão (SAD), apresentando a sua estrutura geral, e respetiva
utilização, e uma nota de aplicação para estender o alcance do escalonador para a inclusão de
tarefas por software.
6.2.1 Estrutura e Utilização do SAD
A figura 6.23 apresenta a estrutura geral do SAD. O agente de decisão começa por fornecer os
dados necessários, na forma de restrições, acerca do grafo de tarefas e da arquitetura do sistema
reconfigurável. Esta informação é vista como uma base de dados. Posteriormente, o agente de
decisão pode efetuar quaisquer alterações, as quais considere necessárias, às restrições, na forma
de entradas ao escalonador. O algoritmo retorna as características do escalonamento, no bloco de
saídas, e guarda-as na base de dados. A partir destes dados, o agente de decisão pode executar
o algoritmo as vezes necessárias, efetuando ajustes às restrições, de forma a obter estatísticas
comparativas. Através destas, o agente obtém a informação necessária para poder efetuar uma
decisão ponderada sobre várias alternativas de implementação, reduzindo o tempo para o mercado
do projeto. Por exemplo, o agente pode:
• Verificar se obtém ganhos significativos com o aumento de unidades reconfiguráveis;
• Verificar se obtém ganhos significativos na introdução de um barramento dedicado;
• Dimensionar com precisão a área reconfigurável de cada unidade;
• Dimensionar com precisão os tamanhos das memórias nos periféricos;
• Decidir sobre a aquisição de uma FPGA com mais CLBs e BRAMs.
6.2.2 Nota de Aplicação: Escalonamento de Tarefas por Software
O processador embarcado na FPGA pode, para além de efetuar as operações de configuração
e de transferências, executar as tarefas numa versão por software, no entanto, no modelo de es-
calonamento criado, não foi considerada a inclusão de tarefas por software e focou-se apenas nas
tarefas de hardware.
Apesar disto, é possível manipular as informações das restrições, no bloco de entradas, de
forma a escalonar versões de software para as tarefas. O agente de decisão, conhecendo os tempos
de execução das tarefas, pode adicionar novos módulos, referentes à versão de software, e alocá-las
a uma única unidade reconfigurável nova com tempo de configuração nula, simulando o software
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Escalonador
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Lista de eventos
Tempo total de execução
Recursos utilizadosRestrições
Fluxo de tarefas e de dados
Associações entre tarefas e módulos
Tempos de configuração
Alocações de unidades a módulo 
Larguras de banda
Entradas
Quantidade de unidades
Afinações às restrições
Base de Dados Grafo de 
tarefas
Arquitetura 
do sistema
Estatísticas
Figura 6.23: Estrutura geral do sistema de apoio à decisão
que não necessita de configuração. Deste modo, qualquer tarefa alocada a essa unidade, destina-se
a ser executada em software no processador embarcado.
Capítulo 7
Conclusões e Trabalho Futuro
Neste documento, foi proposto um modelo de escalonamento de grafos de tarefas e de fluxos
de dados, com alvo em arquiteturas de RDP. Este modelo foi conseguido, não apenas através de
um estudo de modelos apresentados em trabalhos anteriores, mas também através da investigação
das latências introduzidas pelos sistemas embarcados com RDP.
O modelo proposto focou em esconder as latências causadas pelas operações de reconfiguração
e de transferências de dados na execução de tarefas.
Foi criado um algoritmo de escalonamento com o objetivo de explorar os cenários de otimiza-
ção presentes no modelo proposto, utilizando técnicas meta-heurísticas de pesquisa combinatória.
Os resultados foram testados e validados através da implementação direta numa FPGA Virtex-
5, tendo sido obtidos erros abaixo de 0.7%.
O alcance do escalonador foi explorado com múltiplos testes em grafos aleatórios, sendo ob-
servados ganhos de rapidez significativos até 2 vezes, face à eliminação de algumas otimizações.
Mostrou-se também ser possível, utilizar o escalonador para aumentar e distribuir a densidade
computacional presente na FPGA.
Foi apresentado um sistema de apoio à decisão, mostrando as capacidades do escalonador em
reduzir o tempo para o mercado de um projeto de RDP.
Trabalho Futuro
De seguida apresentam-se algumas ideias para trabalho futuro de forma a melhorar o modelo,
o algoritmo e o programa de escalonamento.
• Implementar e comparar o escalonamento em casos de estudos reais;
• Utilizar etiquetas de distinção nos dados produzidos pelas tarefas, com o objetivo de redu-
zir redundância nas transferências de dados. Por exemplo, uma tarefa pode produzir dados
iguais ou diferentes para outras tarefas, e no primeiro caso, é possível evitar múltiplas trans-
ferências redundantes;
• Introduzir o escalonamento de tarefas por software;
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• Adicionar e explorar a otimização dos tempos de configuração com reconfiguração parcial
diferencial;
• Efetuar cálculos mais precisos dos tempos de configuração, em função do tamanho do bits-
tream e do número de frames;
• Efetuar cálculos mais precisos dos tempos de transferências de dados (ver equação 5.4);
• Implementar o algoritmo de escalonamento num sistema multi-core ou numa FPGA, com o
objetivo de reduzir consideravelmente o tempo de pesquisa de soluções ótimas.
Anexo A
Ensaios Experimentais na FPGA
Neste anexo, são incluídos os grafos de tarefas TGFF7 e TGFF9 e respetivos resultados nos
ensaios experimentais apresentados no capítulo 5.
Os grafos apresentados neste anexo, e no anexo B, foram gerados automaticamente através da
ferramenta aiSee [29], como sugerido pelos autores do programa TGFF [28].
As descrições dos eventos nas tabelas A.3, A.4, A.7 e A.8, estão em inglês pois esse era o
retorno programado no escalonador na altura dos testes.
A.1 Grafo de Tarefas TGFF7 e Ensaios
Figura A.1: Grafo de tarefas TGFF7
63
64 Ensaios Experimentais na FPGA
Módulos
1 2 3 4 7
Ta
re
fa
s
1 0 0 0 0 1
2 0 0 0 0 1
3 1 1 0 0 0
4 1 1 0 0 0
5 1 1 0 0 0
6 0 0 1 1 0
Tabela A.1: Associações de tarefas a módulos (Grafo TGFF7).
Tempos (ms)
Módulos
1 2 3 4 7
Ta
re
fa
s
1 — — — — 3.77
2 — — — — 3.77
3 4.04 3.66 — — —
4 4.04 3.66 — — —
5 4.04 3.66 — — —
6 — — 1.42 1.04 —
Tabela A.2: Tempos de execução de tarefas por módulo (Grafo TGFF7).
Tabela A.3: Ensaios experimentais do grafo TGFF7 sem barramentos dedicados.
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Tabela A.4: Ensaios experimentais do grafo TGFF7 com barramentos dedicados.
A.2 Grafo de Tarefas TGFF9 e Ensaios
Figura A.2: Grafo de tarefas TGFF9
Módulos
7 10 11 15 18 19 27 28 29
Ta
re
fa
s
1 0 1 1 0 0 0 0 0 0
2 0 0 0 0 0 0 1 1 1
3 1 0 0 0 0 0 0 0 0
4 0 0 0 0 1 1 0 0 0
5 0 0 0 1 0 0 0 0 0
Tabela A.5: Associações de tarefas a módulos (Grafo TGFF9)
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Tempos (ms)
Módulos
7 10 11 15 18 19 27 28 29
Ta
re
fa
s
1 — 2.553 2.308 — — — — — —
2 — — — — — — 3.811 3.566 3.321
3 2.382 — — — — — — — —
4 — — — — 4.080 3.835 — — —
5 — — — 4.338 — — — — —
Tabela A.6: Tempos de execução de tarefas por módulo (Grafo TGFF7).
Tabela A.7: Ensaios experimentais do grafo TGFF9 sem barramentos dedicados.
Tabela A.8: Ensaios experimentais do grafo TGFF9 com barramentos dedicados.
Anexo B
Grafos de Tarefas Utilizados na
Exploração do Modelo
Neste anexo, são incluídos os grafos de tarefas TGFF3, TGFF4, TGFF5, e TGFF8 utilizados
nos testes apresentados no capítulo 6.
B.1 Grafo de Tarefas TGFF3
Figura B.1: Grafo de tarefas TGFF3
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Módulos
1 2 3 4 5 7 8 12 13 14 15 16 17 21 22
Tarefas
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
4 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
6 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
9 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
11 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0
Tabela B.1: Associações de tarefas a módulos (Grafo TGFF3)
B.2 Grafo de Tarefas TGFF4
Figura B.2: Grafo de tarefas TGFF4
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B.3 Grafo de Tarefas TGFF5
Figura B.3: Grafo de tarefas TGFF5
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B.4 Grafo de Tarefas TGFF8
Figura B.4: Grafo de tarefas TGFF8
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