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摘 要 
採用蟻群最佳化 ( A n t Colony Optimization, AGO)的問題解決模式，本硏究 











連續的實驗結果顯示M A C O比A C O在解決平衡網絡負荷的問題上更爲有效° 
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Abstract 
Adopting the problem-solving paradigm of Ant Colony Optimization (ACO), this work 
presents a Multiple Ant Colony Optimization (MACO) approach for call routing over 
circuit-switched networks with the aims of reducing congestion in nodes, and minimizing 
failure of call establishment. Based on the problem-solving approach of ants in nature, 
ACO has been applied to solve problems in optimization and computer networking (routing 
and load balancing) by modeling ants as a society of mobile agents. While traditional 
ACO approaches employed one ant colony for routing, MACO uses multiple ant colonies to 
search for alternatives to an optimal path. One of the impetuses of MACO is to optimize 
the performance of a congested network by routing calls over several alternative paths to 
prevent possible congestion along an optimal path. The advantage of MACO is that it 
searches for alternative paths without significantly increasing routing overheads. 
Theoretical analysis of performance comparison between MACO and ACO using fairness 
ratio was examined. Moreover, Ideas of applying MACO for load-balancing in 
circuit-switched networks have been implemented in a testbed with two ant colonies, and 
three new types of ants. Using fairness ratio as a performance measure, favorable results 
obtained from a series of experiments show that MACO is (1) effective in balancing the 
load, and (2) more effective than traditional ACO for load balancing. 
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1. Introduction 
With the increasing demand for providing QoS in ATM networks, effective 
resource allocation and load-balancing have become essential considerations in 
circuit-switched network designs. Inefficient bandwidth allocation and heavy (or 
over) loading some (lower capacity) nodes may lead to failure in establishing some 
connections and increasing the number of unsuccessful calls. Adopting the 
problem-solving paradigm of Ant Colony Optimization (AGO) [1][2][3][4][5] 
(section 2), this work presents a Multiple Ant Colony Optimization (MACO) 
approach (section 3) for call routing over circuit-switched networks with the aims of 
reducing the probability of having fully (or heavily) loaded nodes, and minimizing 
failure of call placements. ACO (see section 2) is based on the coordination of 
swarms (or colonies) of ants in their problem-solving activities. Modeled using a 
- society of mobile agents, ACO has been applied to solving many optimization 
_ problems [1][2][3][4][5]. However, this research focuses on the application of ACO 
in solving problems in computer networking, particularly routing and load-balancing 
in circuit switched network (see section 2.1 for a comparison of ACO and traditional 
routing and [6] and section 2.2 for a detail survey and discussion of the issue of 
stagnation [6][7] — a major weakness of most ACO approaches). While traditional 
ACO approaches (such as Schoonderwoerd et al [8][9][10][11][12], Bonabeau et al 
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[13], Subramanian et al [14], Heusse et al [15]) employed one ant colony for routing 
(these related research is surveyed and compared in section 2.3), MACO uses 
multiple ant colonies to search for alternatives to an optimal path (see section 4). 
The impetus of MACO is to optimize the performance of a congested network by 
routing calls over several alternative paths to prevent possible congestion along the 
optimal Pa. If all calls are routed to p � , degradation of network performance due to 
unregulated traffic along p � m a y result. The idea of the MACO approach is to 
prevent every call from being 'selfishly' [16] routed along p„ by providing 
alternatives for some of the calls to be routed. Theoretical analysis (see section 4.1) 
was examined and showed that using MACO, favorable results can be obtained 
under certain constraints of network topology. Ideas of MACO have been 
implemented in a testbed (see section 5), and its application to load-balancing for 
circuit-switched networks has been demonstrated in a series of experiments (section 
6) using the testbed. Section 7 concludes this work of MACO and suggests future 
extensions of MACO. 
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2. Ant Colony Optimization (ACO) 
This section describes the problem-solving paradigm of ACO in finding an 
optimal path. Suppose that there are 4 ants and 2 routes leading to the food source: 
Ri and R2 (Fig. 1) such that Rj > R2. Along the 2 routes, there are 4 nodes: Nj, N2, 
Ns and N4 (food source). Initially, all ants (Ay, A2, A3 and A4) are at the decision 
point Nj and they have to select between Rj and R2 to reach N4. 
1. At N], all ants have no knowledge about the location of food {N4). Hence, they 
randomly select from {Rj, R2}. Suppose that A； and A2 choose R! and A^and A4 
choose R2. 
* 2. As A] and A2 move along Rj and As and A4 move along R2, they leave a certain 
amount of pheromone along their paths Tri and T尺2 respectively. 
3. Since R2<R], A3 and A4 reach N4 before Ay and A2. When A3 and A4 pass R2 to 
To Nest  
Ns 
Fig. 1. Problem-solving of Ants. 
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reach N4, TR2=2, but Ay and A2 have yet to reach N4 and TRI=0. TO return to N! 
• from N4, A3 and A4 have to choose between Rj and R2. At N4, A3 and A4 detect 
that TR2>TRh hence they select R2. 
4. As Ai and A4 pass R2 for the second time to reach Nj, Tr2 is incremented to 4. The 
increase in Tr2 further consolidates R2 as the shorter path. When A； and A2 reach 
N4, TR2=4 and TRI=2. Hence, A7 and A2 select R2 to Nj. 
In this example, any ant at N4 (respectively Nj) will be able to determine the 
shorter path once A3 and A4 reach N4 (respectively Nj). 
2.1 ACO vs. Traditional Routing 
In this section, the differences between ACO routing and traditional routing 
algorithms such as the Distance vector routing or RIP and Link State Routing or 
OSPF are discussed. Of particular interest are the issues of: (1) routing information, 
(2) routing overhead, (3) adaptivity, and (4) stagnation. 
2.1.1 Routing information 
In both the RIP and OSPF, a node tii depends on the routing information 
nj\ 卜 ) 
^  
Fig. 2. A simple network. 
10 
furnished by all its neighboring nodes to construct a complete routing table. 
Furthermore, the neighboring nodes of n, in turn depend on the routing information 
of their neighboring nodes which in turn depend on other neighboring nodes. As 
an example, consider the network shown in Fig. 2. Using RIP, m depends on the 
routing table sent by �a n d �t o construct a complete .routing table (e.g., to 
determine the distances between tij and nj, and nj and /15, rij needs information about 
the distances between n? and rij, and between ru and ns). 122 and ru in turn depend on 
the routing table from n j and n^. Furthermore, ns and depend on the routing table 
from n6 (e.g., to determine the distances between ns and n^, and between ns and n^). 
Using OSPF, ni needs to know the link-state information (up or down) of all the 
links in every path leading to n^ before it can compute the shortest path to n6. For 
example, routing from nj to depends on the information supplied by all other 
nodes about the link-state information and costs to their neighbors. 
In ACO, the paths from a source to a destination are explored independently and 
in parallel. For instance, in Fig. 1, four ants travel independently from Nj to N4 via 
R] and R2 respectively. When the two ants A3 and A4 reach N4 first, it can be 
determined that R2 is the shortest path without having to wait for A/ and A2 to arrive 
at N4. As soon as an ant arrives at a node, the corresponding pheromone value for a 
path is updated, hence, each entry of the pheromone table in a node can be updated 
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independently. In the network in Fig. 2 (which corresponds to the problem-solving 
situation of Fig. 1), n6 can immediately use the information in its pheromone table to 
route data packets to ni when any ant from either path arrives (and updates its 
pheromone table). 
2.1.2 Routing overhead 
Routing in RIP involves the transmission of routing tables of each node ni to 
every of its neighbors. For a large network N, the routing table of n, (which consists 
of a list of cost vectors to all other nodes in N) is large. Since each n, needs to 
transmit its routing table to every of its neighbors, the routing overhead can be very 
large. 
In OSPF, routing is achieved by having each node transmit a link-state-packet 
(LSP) to every other node in a network N through 3. flooding processing. Although 
an LSP (which carries information about the costs to only all the neighbors of a node) 
is generally smaller than a routing table, the flooding process ensures that every 
node in N receives a copy of the LSP. Since an LSP from a node can be 
disseminated via different paths to other nodes, multiple identical copies of the same 
LSP may be transmitted to the same node. 
Routing in ACO is achieved by transmitting ants rather than routing tables or by 
flooding LSPs. Even though it is noted that the size of an ant may vary in different 
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systems/implementations, depending on their functions and applications, in general, 
the size of ants is relatively small, in the order of 6 bytes ([14], p.2). This is because 
ants are generally very simple agents. 
In the case of continuous node failures (i.e., node 1 fails, then node 2 fails etc), 
triggered updates [17] in RIP and OSPF will incur substantial increase in routing 
overhead. In RIP, each triggered update will involve routing tables transmissions. 
In OSPF, each triggered update will involve flooding LSP. If triggered updates are 
successively, routing overhead of these two protocols will increase a lot. On the 
other hand, under the same situation, routing overhead of ACO will not increase 
substantially. Table 1 summarizes the differences between ACO and traditional 
routing algorithms. 
Table 1. ACO algorithms vs Traditional routing algorithms 
RIP / OSPF ACO algorithms 
Routing preference Based on transmission time / Based on pheromone 
delay concentration  
. Exchange of routing Routing information and data Can be piggybacked in 
information packet are transmitted separately data packets 
Adapting to topology Transmit routing table or Flood Frequent Transmission 
change . LSPs at regular intervals; of ants 
Triggered updates for changes  
Routing Control Less load sensitive Load sensitive  




2.1.3 Adaptivity and Stagnation 
In dynamic networks, transmitting large routing table (in RIP) or flooding 
multiple copies of LSPs (in OSPF) in short or regular intervals may incur large 
routing overhead. However, flooding LSPs and transmitting routing table in longer 
intervals may result in slower responses to changes in network topology. Since ants 
are relatively small they can be piggybacked in data packets, more frequent 
transmission of ants to provide updates of routing information may be possible. 
Hence, using ACO for routing in dynamic network seems to be appropriate. 
Related to the issue of adaptivity is stagnation. Stagnation occurs when a 
network reaches its convergence (or equilibrium state); an optimal path p() is chosen 
• by all ants and this recursively increases an ant's preference for p„. This may lead 
to: 1) congestion of p(>, 2) dramatically reducing the probability of selecting other 
paths. (1) and (2) are undesirable for a dynamic network since: i) Po may become 
.non-op t imal if it is congested; ii) p„ may be disconnected due to network failure; iii) 
other non-optimal paths may become optimal due to changes in network topology; 
iv) new or better paths may be discovered. While Sim and Sun [6] surveyed existing 
approaches for mitigating stagnation, this research introduces a Multiple Ant Colony 
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Optimization Sim and Sun [18] for finding multiple alternate paths from a source to 
a destination. 
2.2 Approaches to Mitigate Stagnation 
The approaches to alleviate stagnation are categorized as follows: pheromone 
control (section 2.2.1), pheromone-heuristic control (section 2.2.2) and privileged 
pheromone laying (section 2.2.3). Critique and comparison of these approaches are 
given in section 2.2.4. 
2.2.7 Pheromone control 
Pheromone control adopts several approaches to reduce the influences from past 
experience and encourages the exploration of new paths or paths that were 
previously non-optimal. 
2.2.7.7 Evaporation: 
To reduce the effect of past experience, an approach called evaporation [1] is 
- typically used in conjunction with ACO. Evaporation prevents pheromone 
concentration in optimal paths from being excessively high and preventing ants from 
exploring other (new or better) alternatives. In each iteration, the pheromone 
values Tij in all edges are discounted by a factor p such that: Ty <- Tij x {\-p). An 
example of evaporation is shown in Fig. 3. Suppose that at some iteration all ants 
converge to a path Ri, and deposit a very high concentration of pheromone 
(represented with larger triangles). In the next iteration f , + /， t h e pheromone 
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Fig. 3. Evaporation. 
concentration along Ri is reduced by some factor (represented by smaller triangle), 
and at the pheromone concentration is further reduced. 
2.2.7.2 Aging: 
Additionally, past experience can also be reduced by controlling the amount of 
pheromone deposited for each ant according to its age. This approach is known as 
' aging [8]. In aging, an ant deposits lesser and lesser pheromone as it moves from 
, node to node (see Fig. 4). Aging is based on the rationale that "old" ants are less 
successful in locating optimal paths since they may have taken longer time to reach 
their destinations. Both aging and evaporation include recency as a factor of routing 
preference, hence, if a favorable path is not chosen recently, its preference will be 
gradually eliminated. By making existing pheromone trail less significant than the 
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Fig. 4. Aging. 
recent pheromone updates, both aging and evaporation encourage discoveries of 
new paths that were previously non-optimal. 
2.2.1.3 Limiting and smoothing pheromone: 
Stuzle and Hoos [7] mitigate stagnation by limiting the amount of pheromone in 
every path. By placing an upper bound f 腿 on the amount of pheromone for every 
edge (ij), the preference of an ant for optimal paths over non-optimal paths is 
reduced. This approach prevents the situation of generating a dominant path. A 
variant of such an approach is pheromone smoothing [7]. Using pheromone 
smoothing, the amount of pheromone along an edge (ij) is reinforced as follows: 
. where (5 is a constant between 0 and 1. It can be seen that as Tij{t)-^ T疆，a 
smaller amount of pheromone is reinforced along an edge {ij). Although not totally 
identical, pheromone smoothing also bears some resemblance to evaporation. 
While evaporation adopts a uniform discount rate for every path, pheromone 
smoothing places a relatively greater reduction in the reinforcement of pheromone 
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concentration on the optimal path(s). Consequently, pheromone smoothing seems 
to be more effective in preventing the generation of dominant paths. 
2.2.2 Pheromone-Heuristic Control 
Another approach to mitigate stagnation is to configure ants so that they do not 
solely rely on sensing pheromone for their routing preferences. This can be 
accomplished by configuring the probability function for an ant to choose an 
edge (/，j) using a combination of both pheromone concentration Zij and heuristic 
function rjij- As noted in [19] [20], an ant selects an edge probabilistically using t,j 
and rjij as a functional composition for 尸 I n network routing, r],) is a function of the 
cost of edge (i, j) (which may include factors such as queue length, distance, and 
delay). While r/y is a function of the arc length djj in [7], in [19], 7]y is determined by 
. the queue length qij (in terms of bits) along edge ( i j ) and r],) is given as follows: 
leNi 
In [21], Pij at time t is given as follows: 
, �[ T „ ( O f •[77,/]^  
p,i (0 = — J 
a and p represent the respective adjustable weights of Tij and r],). 
Consequently, the routing preferences of ants can be altered by selecting 
different values of a and P. If a > /3, ants favor paths with higher pheromone 
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concentrations, and a higher value of directs ants to paths with more optimistic 
heuristic values. In general, different values of a and p are suitable to be applied at 
different states of a network. A lower value of a is generally preferred when 
pheromone concentration along paths may not necessarily reflect their optimality. 
Examples of such situations include the initial stage after a network reboots (before 
the network stabilizes), and when there are frequent and abrupt changes in network 
status due to either link (or node) failure or introduction of new paths (nodes). 
However, as a network stabilizes, a higher value of a is preferred. Furthermore, 
recent research [7] demonstrated that dynamically altering the values of a and /3 in 
response to changes in network status may increase the performance of ACO. 
2.2.3 Privileged Pheromone Laying 
. One of the early enhancements of the ACO algorithm is to mitigate stagnation by 
adopting the policy of privileged pheromone laying [21][22]. Experiments in 
[21][22] demonstrated that by permitting a selected subset of ants to have the 
. .privilege to deposit extra or more pheromone, the time for ants to converge to a 
solution reduces significantly. In this approach, two issues are of interest: (1) the 
assessment of the quality of the solution of ants, and (2) the number of ants to be 
selected to deposit extra pheromone and the amount of pheromone that ants are 
permitted to deposit. One of the simplest (and intuitive) approaches to assess the 
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Rs Rs 
Fig. 5. (a) Three ants arrived at N2 via different paths. 
(b) Ants deposit pheromone on the return trips. 
quality of the solutions of ants is to compare their forward-trip times. Alternatively, 
employing an FDC (fitness-landscape) approach, Stuzle and Hoos [7] compared the 
• forward-trip time of each ant with the optimal forward-trip time. In FDC, the 
destination node records the optimal forward-trip time Top (based on statistics), and 
the fitness of the solution of an ant is determined by a non-linear function of how 
. c l o s e the forward-trip time of an ant is compared to Top. A simple example is 
shown in Fig. 5. In Fig. 5(a), originating from the same source, three ants A/, A〗， 
and A3, arrive at the destination Nj, each via a different path. Using the FDC 
approach, at N2 the optimal forward-trip time T叩 is recorded (previously based on 
statistics), and all the forward-trip times of A；, A2, and A3 are compared with T - . In 
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this example, since A； arrives first at N2 it is closest to 丁叩(or perhaps better than 丁叩’ 
in which case its forward-trip time will replace Top). Consequently, A/ will deposit 
the most pheromone on its return trip via the same path it came from. Since A2 
arrives after A/, and A3 arrives after A2, on their return trips via the same paths they 
came from, A2 will deposit more pheromone than A3, but less than A； (see Fig. 5(b)). 
In summary, the FDC function evaluates the fitness of a solution by comparing the 
solution of each ant to the optimal solution. Since the solutions are compared (the 
fitness of each path is evaluated) before ants deposit their pheromone, Stuzle and 
Hoos [7] found that using FDC analysis, more accurate results were obtained. In this 
approach, since the amount of pheromone deposited corresponds to the time delay of 
the trip, an ant will deposit lesser pheromone along a path that is longer or congested. 
• Consequently, this reduces the chance of ants reinforcing a stagnant path that is 
non-optimal or congested. In the above example, all three ants deposit pheromone 
(albeit, with different amounts) on their return trips. In other approaches, such as 
‘ [ 2 3 ] , only a sub-set of ants deposits pheromone, and in [7], only the best ant deposits 
pheromone on its return trip. Restricting the number of ants to make their return 
trips and deposit pheromone reduces network traffic. 
2.2.4 Critique and Comparison 
21 
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Fig. 6. Problem of Aging. 
In general, the approaches discussed in sections 2.2.1 through 2.2.3 do alleviate 
the problem of stagnation. However, some of their strengths and weaknesses are 
discussed below. 
2.2.4.1 Aging 
While aging is designed to discourage ants from following the trail of an ant that 
has traveled a longer path to some destination, it seems to be a less effective 
approach when ants have to travel a very long path. Consider the example shown in 
‘ Fig. 6. The best path from Nj to N3 is {Ri,尺2)，selected by A/. However, with the 
, effect of aging, the amount of pheromone deposited by Ay decreases as it moves 
along R2. As A； travels along R2, another ant A2 moves from N2 to N3 along R3 - a 
non-optimal path. Since R3<R!+R2, the amount of pheromone deposited by A2 
along R3 is greater than that deposited by A； along R2. Consequently, subsequent 
ants will interpret Rs as the better path from N2 to N3. 
2.2.4.2 Limiting pheromone 
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Placing limits (%丽 and T,„,N) on the pheromone concentration on every path 
coerces the probability of ants choosing a particular path to a certain range. 
Although doing so prevents ants from always preferring the dominant path, 
pheromone limiting must be used in conjunction with evaporation. If pheromone 
limiting is used alone, the pheromone in every path will have no effect on ants when 
the pheromone of every path reaches T隱 eventually through continuous 
reinforcement. 
2.2.4.3 Pheromone smoothing 
In general, pheromone smoothing seems to be effective in preventing the 
u 
^ � R2 (b) 
R2 (C) R2 
Fig. 7. (a) Before the application of pheromone smoothing. 
(b) Pheromone smoothing is applied. 
(c) The ant arrives N2. 
(d) The ant returns to Nj 
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generation of dominant paths because paths with very high pheromone 
concentrations will be reinforced will lesser pheromone. However if pheromone 
smoothing is applied while an ant is traveling, a non-optimal path may be 
misinterpreted as optimal. Consider the example in Fig. 7. As shown in Fig. 7(a), 
before the application of pheromone smoothing, the pheromone concentrations in Rj 
and R2 (from the perspective of N2) are r =2 and T =3，respectively. In Fig. 7(b), 
pheromone smoothing is applied while an ant is still on its way to N2. Consequently, 
because R2 has a higher pheromone concentration than Rj, the pheromone 
concentration along Rj is reinforced with an amount (the pheromone value along Rj 
is increased by 1.5) greater than that along R2 (the pheromone value along R2 is 
increased by 1). Hence, even though the amount of pheromone along R2 is higher, 
• the difference between the pheromone concentrations of Rj and R2 is reduced (from 
1 to 0.5). However, while pheromone smoothing is being applied, an ant is 
depositing 1 unit of pheromone along Rj as it travels from Nj to N2 via Rj (see Fig. 
7(b)). When the ant arrives at N2, pheromone in R2 (from the perspective of N2) is 
‘ increased to 4.5 (see Fig. 7(c)). Consequently, if the ant needs to return to N!, it 
will select Rj (because Rj now has a higher pheromone concentration) even though 
R j is longer than R2 (see Fig. 7(d)). When the ant returns to Nj via R“ the 
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pheromone concentrations along Rj and R2 become T=5.5 and T=4, respectively, as 
shown in Fig. 7(d). This will further reinforce Rj, which is a non-optimal path. 
2,2.4.4 Evaporation 
Evaporation generally does not suffer from any of the weaknesses mentioned 
above. However, evaporation together with pheromone limiting and pheromone 
smoothing may not be suitable to be used with ACO for routing in a static network 
or a network that has already stabilized. In a static (or stabilized) network, optimal 
paths are rarely changed. Hence, the application of evaporation, and pheromone 
limiting or smoothing may direct ants to non-optimal paths leading to possible 
degradation of network performance. Consequently, it seems prudent to apply 
evaporation, and pheromone limiting or smoothing on selective intervals (or 
occasions) rather than on a frequent basis. Even in dynamic networks, one of the 
design considerations is to determine the frequency of applying evaporation (and 
pheromone limiting and smoothing). While too frequent applications of these 
’ techniques may de-stabilize a network, infrequent applications may reduce the 
adaptiveness of the system. However, unlike evaporation, and pheromone smoothing 
and limiting, aging is generally suitable for applications in both static and dynamic 
networks. 
.2.2.4.5 Privileged Pheromone Laying 
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Although the privileged pheromone laying approach may generate more accurate 
results and reduces the probability of ants reinforcing stagnant paths that are 
non-optimal or congested, the need for ants to make return trips increases network 
traffic. Some approaches such as [7] and [23] minimize network traffic by enabling 
only one ant or a sub-set of ants to make return trips to deposit pheromone. However, 
such restriction seems to be inconsistent with the parallel problem-solving paradigm 
of ACO. Additionally, in the example of Fig 5, even though A；, A2, and A3 arrive at 
N2, they do not provide any routing information for outgoing ants in the source node 
they originated from because no pheromone is deposited in their forward trips. 
Furthermore, it is noted that aging also can be used to achieve the effect of reducing 
the chances of ants reinforcing stagnant paths that are non-optimal or congested. 
‘ This is because older ants deposit lesser pheromone with the rationale that solutions 
of old ants are less likely to be optimal since they have taken longer paths. In 
general, aging seems to produce similar effect as privileged pheromone laying 
‘ w i t h o u t increasing network traffic since ants do not need to make backward trips. 
: However, as mentioned above, aging is less effective when ants have to travel very 
long paths. 
2.2.4.6 Pheromone-heuristic control 
While placing less emphasis on pheromone concentration (by setting a low value 
of a) may mitigate stagnation, placing too much reliance on heuristic values (by 
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setting too high a value of jJ) may transform an ACO algorithm into a classical 
algorithm. Although pheromone-heuristic control does not generally suffer from the 
weaknesses mentioned above, when the values of a and p are altered, ants need time 
to adapt to changes in the emphasis of pheromone concentration and heuristic values. 
Hence, unlike evaporation, pheromone smoothing and limiting as well as aging, in 
both the pheromone-heuristic control and the privileged pheromone laying 
approaches, the system needs time to stabilize. In the case of privileged pheromone 
laying, time is needed to gather the statistics before an optimal solution can be 
determined. 
2.3 ACO in Routing and Load Balancing 
This section surveys three major groups of research in applying ACO in routing 
. and/or load-balancing. While section 2.3.1 reviews Ant-based Control (ABQ and 
some of its ramifications, AntNet and its extensions are discussed in section 2.3.2 
Section 2.3.3 surveys the work of Tony White under the systems of Ant System with 
• Genetic Algorithm (ASGA) and Synthetic Ecology of Chemical Agents (SynthECA). 
2.3.1 Ant-based Control and Its Ramifications 
Schoonderwoerd et aPs [8][9][10][11][12] Ant Based Control System (ABC) 
was designed to solve the load-balancing problem in circuit-switched networks 
much like Appleby and Steward's load management agents [24]. (Since load 
management agents were not based on ACO, they will not be discussed here and 
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readers are referred to [24] for details). Similar to Appleby and Steward [24], 
Schoonderwoerd et al [8][9][10][11][12] conducted experiments to simulate a 
30-node British Telecom SDH network. Each node in the network was configured 
with: (1) a capacity C that accommodates a certain number of calls, (2) a probability 
of being a destination (for generating random calls), and (3) a pheromone (or 
probabilistic routing) table. Each row in the pheromone table represents the 
routing preference for each destination, and each column represents the probability 
of choosing a neighbor as the next hop. Ants are launched from a node Ns with a 
random destination Nd. In Schoonderwoerd et aV s approach, incoming ants update 
the entries in the pheromone table of a node. For instance, an ant traveling from Ns 
(source) to Nd (destination) will update the corresponding entry in the pheromone 
• table in Nd. Consequently, the updated routing information in Nd can only influence 
the routing ants and calls that have their destination. However, for asymmetric 
networks, the costs from N^ to Nd and from Nd to Ns may be different. Hence, 
Schoonderwoerd et aVs approach for updating pheromone is only appropriate for 
routing in symmetric networks. 
Schoonderwoerd et al adopted 3 approaches to mitigate stagnation: (1) aging, (2) 
delaying, and (3) noise. Aging (see section 2.2.1.2) is designed to discourage ants 
from following the trails of an ant that has traveled a longer path to some destination. 
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In contrast to evaporation (see section 2.2.1.1), aging may unintentionally induce an 
i 
ant to select a non-optimal link, if the path from a node to its destination is very long 
(see Fig. 6 and the example in section 2.2.4). 
Used in conjunction with aging, delaying is designed to reduce the flow rates of 
ants from a congested node to its neighbors. By slowing down the ants originating 
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from a congested node, the amount of pheromone they deposit reduced with time 
because of the aging process. Consequently, delayed ants have lesser influence on 
the outgoing ants in the nodes that they will reach. However, delaying may not 
reduce the influence of those nodes that are not reached by ants. 
Noise or exploration enables ants to choose a path randomly not taking into 
consideration the influence of the pheromone table. This enhances the chances of 
ants exploring new and better routes, particularly in dynamic networks. 
Experimental results showed that the number of dropped calls in the ABC 
systems were on average less than Appleby and Steward's [24] system. Additionally, 
ABC required less time to adapt to changes in topology and call probability of 
nodes. 
• One of the ramifications of the ABC system is the adaptation of Guerin's [25] 
smart ants to solve the problems of routing and load-balancing in circuit-switched 
networks by Bonabeau et al [13]. While an ant in ABC updates only the entry 
‘corresponding to the source node Ns in the pheromone table of each node it passes, 
Bonabeau et aVs [13] smart ants update the pheromone table at each node, all 
entries corresponding to every node they pass [13]. Consider the example in Fig. 8. 
When an ABC ant travels from Ns to Nd via Ni and N2, it will only update the entry 
that corresponds to N^ in the pheromone tables of Nj, N2, and Nd. In the same 
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example, if a smart ant travels from N^ to Nd via Ni and N2, it will update (1) the 
entry corresponding to Ng in the pheromone table of Ni, (2) the entries 
corresponding to Ns and Ni in the pheromone table of N2, and (3) the entries 
corresponding to Ns, Nj, and N2 in the pheromone table of Nd. Similar to ants in 
ABC, pheromone updates in each node are carried out by incoming (smart) ants 
according to their age. Consequently, smart ants also inherit the same disadvantages 
of ants in ABC as discussed above. Additionally, by performing more pheromone 
updates at every intermediate node, smart ants are more complex (and perform more 
computations) than ants in ABC, but lesser smart ants are needed for achieving the 
same routing purpose. Using the same testbed as in ABC but augmented with 
smart ants, Bonabeau et al achieved more favorable results than wSchoonderwoerd et 
al both in terms of the number of dropped calls and the time to adapt network status 
where there were sudden node failures. 
Two other ramifications of the ABC system are the work of Subramanian et al 
[14] and Heusse et al [15]. Although some of their ideas were based on the ABC 
approach,' Subramanian et al [14] focused on routing in packet-switched networks. 
In their approach, Subramanian et al [14] devised 2 kinds of ants: regular ant and 
uniform ant. Regular ants are based on ants in ABC, but rather than using the age of 
an ant, a regular ant uses the accumulated cost of a path to determine the amount of 
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pheromone to deposit. A regular ant that travels a higher cost path to reach a 
destination node deposits lesser pheromone. Unlike regular ants, uniform ants 
choose their next nodes randomly (or uniformly). Additionally, while regular ants 
use the accumulated cost in the forward direction (i.e., the direction they travel), 
uniform ants use the accumulated cost in the reverse direction (i.e., the reverse 
direction that they travel) to determine the amount of pheromone to deposit. In the 
example shown in Fig. 9, the accumulated costs of a regular ant traveling from Ns to 
Nd via N j and N2 is the sum of the costs of Ns to Ni, N] to N2, and N2 to Nd. For the 
same example, the accumulated cost of a uniform ant is the sum of the costs of Nd to 
N2, N2 to NJ, and N] to Ns. For a network with asymmetric cost, the costs from Ns to 
Nd, and from Nd to Ns are different. When a regular ant reaches Nd, the cost from Ns 
• to Nd is used to update the pheromone table in Nd, This may not provide accurate 
routing information for ants traveling from Nd to N .^ On the contrary, when a 
uniform ant reaches Nd, the cost from Nd to Ns is used to update the pheromone table 
in Nd. Hence, this method of pheromone update does not assume symmetry in link 
costs, which appears to be a disadvantage of ants in the ABC system. However, 
since Subramanian et al focused only on the problem of routing, issues of 
load-balancing is not addressed. Furthermore, the approach of the uniform ants 
assumes that a node has the knowledge of the distances to its immediate neighbors. 
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In the example in Fig. 9’ when the uniform ant reaches Nj, it gathers the cost of Nj to 
Ns from N] and the amount of pheromone it deposits in the pheromone table of Nj is 
based on that cost. As the uniform ant travels to N2, it also carries with it the cost of 
NJ to Ns. At N2, it gathers the cost of N2 to N] and the amount of pheromone it 
deposits at N2 is based on the accumulated costs of N2 to N i � a n d Ni to Ns. Similarly, 
the uniform ant carries the accumulated cost (so far) as it travels to Nd and the 
amount pheromone it deposits at Nd is based on the total accumulated cost. 
Also based on ideas in the ABC system, Heusse et al [15] proposed a 
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Fig. 10. Pheromone update policy of Heusse et al. 
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cooperative asymmetric forward (CAF) for routing in packet-switched networks 
with asymmetric path costs. CAF ants update pheromone table much like ants in the 
ABC system. What discerns CAF ants from ABC ants is that a CAF ant updates an 
entry in a pheromone table using the cost in the reverse direction (that it travels) 
recorded by a data packet. For the example shown in Fig. 10, at N ,^ the CAF ant 
obtains the cost from Nj to Ng previously recorded and piggybacked to Ns by some 
data packets moving from Ni to Ns. As it travels to Ni, it also carries the cost from 
Ni to Ns with it, and when it reaches Ni, it updates the pheromone table of Ni using 
that cost. At Ni, it acquires the cost from N2 to Ni (previously piggybacked to Ni by 
data packets moving from N2 to Ni and recorded in the reverse distance table in Nj). 
As it travels to N2, it carries with it the accumulated costs of N2 to N! and N! to Ns, 
. and when it reaches N2 it deposits pheromone in N2 according to that cost. Similarly 
when it finally reaches Nd, it uses the accumulated costs of N^to N2, N2io A^ y, and Ni 
to Ns to update the pheromone table in Nd. Consequently, CAF ants are not restricted 
to routing applications in packet-switched networks with symmetric costs only. 
However, since CAF ants rely on data packets to carry (by piggybacked) and record 
cost from the opposite direction, this approach may not be appropriate when there is 
no frequent data packet arriving from the opposite direction. Furthermore, each node 
needs to maintain a reverse routing table (that records the costs of links in the 
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opposite direction). In addition, like Subramanian et al, the CAF approach [15] 
focused only on routing problems and did not address the issue of load-balancing. 
2.3.2 AntNet and Its Extensions 
Caro and Dorigo's AntNet [21][22][26][27][28] was originally designed for routing 
in packet-switched networks. Unlike traditional routing algorithms (such as OSPF 
and RIP) which focused on minimal or shortest path routing, routing in AntNet was 
carried out with the aim of optimizing the performance of the entire network. In 
AntNet, routing was achieved by launching forward ants at regular intervals from a 
source node N^ to a destination node Nd to discover a feasible low-cost path and by 
backward ants that travels from Nd to Ns to update pheromone tables at each 
intermediate node. At Ns, Nd is selected based on the data traffic pattern (in terms of 
. the number of packets traveling from Ns to Nd). From Ns to Nd, a forward ant selects 
the next hop Ni using a random scheme that take into consideration both (1) the 
probability Pid of choosing Ni, and (2) a heuristic correction factor /„,. While /„, is 
based the queue length at Ni, Pid is a selection probability which can be viewed as a 
� pheromone concentration which can either be reinforced by other ants. As a forward 
ant travels from Ns to Nd, it gathers statistics such as the local data traffic condition 
on each intermediate node M and the trip time to Ni. When a forward ant arrives at 
Nd, a backward ant will be activated. Traveling from Nd to Ns via the same path as a 
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forward ant, a backward ant updates (1) the probabilistic routing (or pheromone) 
table at each intermediate node Ni, and (2) the estimated trip time from Ns to Ni 
(gathered by the forward ant). Backward ants reinforce the selection probability by 
determining (1) the 'goodness' of the trip times of forward ants, and (2) the amount 
of reinforcement using a squash function. Goodness [21] is a relative measure that is 
determined comparing the current trip time to (1) the current statistical estimates of 
the best trip time and (2) the confidence interval of the best trip time. Although in 
[22] [26], every trip time was recorded, in [21][27] [28], only trip times that were 
within some window time frame were recorded. While more accurate measures may 
be obtained in the former case, the amount of computation for determining goodness 
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is higher. A squash function is a non-linear function that is more sensitive in 
rewarding solutions with higher goodness values while having a lower tendency of 
reinforcing solutions with lower values of goodness. 
Since the goodness of a path is reinforced according to the trip times of forward 
ants, the selection probabilities updated by backward ants can influence ants 
traveling in the forward direction from N^ to Nd, rather than from Nd to Ns (like in the 
cases of both ABC and smart ants). Consequently, AntNet is not restricted to routing 
application in networks with symmetric costs only. Using the same four nodes 
example, Fig. 11 shows that in AntNet, as the forward ant travels from Ns to Nd via 
N] and N2, it gathers the local traffic at each node and trip time to each node. In Fig. 
11, the backward ant uses the statistics gathered by the forward ants to compute and 
update the selection probabilities in those entries marked with “*’，. Using the 
privileged pheromone laying approach (section 2.2.3)，backward ants reinforce a 
selection probability based on the goodness of the corresponding solution. Hence, 
it also alleviates the problem of stagnation. However, using both forward and 
’ backward ants generally doubles the routing overhead. 
Using both throughput and average delay as performance measures, Caro and 
Dorigo [21][22][26][27][28] conducted experiments on the SimpleNet, simulated 
NSFNET and NTTnet. The experimental settings include different traffic patterns 
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such as temporal and spatial conditions [21] [27] [28] and uniformly random 
distribution [22] [26]. The same simulations carried out using AntNet on the above 
networks were also conducted using Distance Vector, Link State, Bellmand-Ford, 
Shortest Path First and Q-routing. Favorable results in terms of higher throughput 
and lower average delay were achieved in AntNet as compared to other routing 
approaches, mentioned above. 
In [29], a variant of AntNet was devised, where forward ants travel from a 
source to a destination in high priority queues, and backward ants estimate the trip 
time (by size of queueing data, links' bandwidth and delay), update local traffic 
statistics, and determine and deposit the amount of probability to reinforce. Since 
backward ants determine the amount of reinforcement using real time statistics, the 
‘ routing information is comparatively more accurate and up-to-date. Experimental 
results from [29] demonstrated that the performance of this approach is 
comparatively better than the original AntNet. 
‘ Another ramification of AntNet was the work of Baran and Sosa [30]. Baran and 
- Sosa's system has five distinguishing features from AntNet: (1) intelligent 
initialization of AntNet, (2) Intelligent pheromone updates after link or node failures, 
(3) the use of noise to mitigate stagnation, (4) deterministic rather than probabilistic 
selection of a node, and (5) restricting the number of ants inside a network. (1) was 
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generally included to regulate the exploration ants in the initial stage. In the original 
entries in a routing table consist of a uniform distribution of probabilities which may 
not reflect the states of the network. Taking into consideration the a-priori 
knowledge of the network, Baran and Sosa's ants are configured to select 
neighboring nodes with a higher initial probability. This seems to lead to a saving 
of network resources since neighboring nodes can typically be reached at lower 
costs. While AntNet did not consider situations of link failures, (2) suggests that in 
case of link failures, the corresponding probability P,) of a link (i,j) that fails will be 
set to zero and P^ will be distributed evenly among the remaining neighboring nodes. 
This enhancement has the advantage of retaining some of the knowledge of the 
nodes (such as network traffic) before the failure occurs. (3) is similar to 
• Schoonderwoerd et al’s [8][9][10][11] noise where some ants select paths uniformly 
without taking into consideration the influence of pheromone concentration to 
reduce the chances of having a non-optimal path that is stagnant. However, since 
‘ A n t N e t adopted the privileged pheromone laying approach, the chance of ants 
reinforcing a stagnant path that is non-optimal or congested is low. Hence, such 
enhancement may not be significant. (4) adopts a deterministic approach for 
selecting the next hop. However, this approach may lead to a possible infinite 
looping. Consider an example of choosing between two nodes Nj and N2 to reach a 
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destination Nd- Suppose that in the pheromone table in Nj, the entry for reaching Nd 
via N2 as the next hop records the highest pheromone concentration. Similarly, in N2, 
the entry for reaching Nd via Ni as the next hop records the highest pheromone 
concentration. If an ant selects the next hop deterministically between Nj and N2, a 
recursive situation will result (i.e., N] directs the ant to N2 and N2 in turns directs the 
ant to N]). In addition, if a next hop is selected deterministically, all ants will be 
directed to the optimal path and this may lead to possible congestion. (5) suggests 
that the number of ants inside a network should not exceed four times the number of 
links. It is unclear whether placing such an upper bound is appropriate since no 
mathematical proof or empirical result was supplied. Although restricting the 
number of ants may reduce routing overhead and possible congestion, it also places 
. a restriction on the frequency of launching ants which may lead to possible 
reduction in the adaptiveness of the routing algorithm. 
2.3,3 ASGA and SynthECA 
Augmenting AntNet，s with Genetic Algorithm (GA) [31], Tony White 
[32][33][34] designed ASGA (Ant System with Genetic Algorithm) to solve problems 
of point-to-point, point to multipoint and cycle (multi-path) routing in 
circuit-switched networks. Routing in ASGA is achieved by using explorer ants to 
update pheromone tables. Although similar to AntNet, explorers travel in a round 
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trip, but unlike backward ants in AntNet, explorers deposit the same amount of 
pheromones in their return trips [33][34]. In addition, evaporation agents and 
pheromone heuristic control were used to mitigate stagnation. The addition of GA 
was to increase the adaptivity of ants. For instance, if the best path is congested, it 
increases the likelihood of ants to find an alternative path. However, unlike the 
ABC system, ASGA was not designed to solve the load-balancing problem in 
circuit-switched networks. 
Subsequently, ASGA was generalized to a framework called SynthECA 
{Synthetic Ecology of Chemical Agents) [35][36]. In addition to those problems 
addressed by ASGA [37][38], SynthECA was also designed to solve other problems 
such as fault location detection [39][40][41] in circuit-switched networks. 
• Although SynthECA [35][36] was not designed with any specific type of ants, all 
ants in SynthECA are characterized with a combination of the followings: (1) 
emitters, (2) receptors, (3) chemistry, (4) a migration decision function and (5) 
.memory. 
‘ Emitters are used to generate different types of pheromone (called chemical 
[35]). Using the encoding scheme of GA, pheromones are represented by strings 
such as '1100' or 'lOttr. While each type of pheromone corresponds to a genotype, 
each string corresponds to a chromosome in GA. An EDF (Emitter Decision 
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Function) is used to generate pheromone. Similar to GA, the operations of 
crossover and mutation are applied in the EDF to evolve the pheromone types. 
With different and more pheromone types and pheromone reactions, ants can be 
designed to send and sense more types of signals in their stigmergic communication 
without enlarging their sizes. 
A Receptor is used to sense local pheromone changes generated by emitters. 
Using RDF (Receptor Detection Function), a receptor senses different types of 
pheromone. 
By configuring ants with different EDFs (that produce (different) pheromone at 
different rate) and RDFs (that are sensible to different pheromone types), more 
sophisticated pheromone manipulation techniques such as privileged pheromone 
‘ laying and pheromone heuristic control can be realized. 
Chemistry is a set of rules (inspired by GA) that specifies pheromone reactions. 
4-
In the set of rules, five types of pheromone reactions are specified as follows: 
1) X->'nothing': this is similar to evaporation; 
‘ 2) X+Y->Y: this is applied when two ants compete for priority in data traffic; 
3) X+Y->Z: this is used when two ants jointly communicate the status of 
network resources to others; 
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4) X+Y->X+Z: this is used when a state change depends on certain 
conditions; 
5) X+Y->W+Z: this is similar to crossover in GA and it provides stimuli for 
ants in upper layers. Although each rule involves the reaction of only 
two pheromone types, pheromone reactions with multiple types can be 
achieved by the execution of a series of the interaction rules. 
While a migration decision function is a set of rules that determines the next hop 
of an ant, pheromones (i.e., labels and concentrations) and the state of an ant are 
stored in the ant's memory. 
Using a combination of the above five components, several types of ants such as 
(1) route finding agent (RFA) [37][38], (2) connection monitoring agent (CMA) and 
‘ (3) fault detection agent (FDA) [35] can be configured to solve different networking 
problems. In [37][38], (1) was constructed by augmenting ants in ASGA with 
privileged pheromone laying. In [39] [40] [41] [42], (2) and (3) were designed to 
address the issues of fault location detections [40][41], fault tolerance [39] and QoS 
‘ [ 4 2 ] . . 
RFAs include explorers, allocators and deallocators. An explorer is used to 
find a path from a source Ns to a destination Nd. It is configured with an emitter for a 
single type of pheromone and three receptors for sensing pheromone, measuring link 
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costs and detecting quality of links [35][42]. Using a probability function, an 
explorer [37][38][39] [40][41 ][42] chooses a path taking into account the pheromone 
and the cost of the path. As it travels Ns to Nd, it records all the nodes it passed. 
When it reaches Nd, it returns to Ns via the same path and deposits pheromone along 
the way, which may influence the pheromone concentration of other types. The 
functions of explorers bear some resemblance to the combined functions of both 
forward and backward ants in AntNet. Subsequently, to address the issue of QoS, 
explorers are programmed to also take into consideration the quality/reliability of 
the link [35] [36]. While an allocator is used to acquire link resources, a deal locator 
performs the function of releasing resources that have been previously acquired by 
an allocator. 
• CMAs are activated if the quality of service changes. Traversing from node to 
node, a CMA evaluates the quality of a link using local traffic statistics and it 
deposits a special type of pheromone (called q-chemical [35]) to indicate the quality 
‘ o f the associated link. Consequently, this may be sensed by other ants so that they 
'' can take appropriate actions. In particular, CMAs use q-chemical to indirectly 
communicate the quality of links to PDAs while they circulate the network for 
diagnostics purposes. 
44 
A distinguishing feature of SynthECA from ABC and AntNet is the introduction 
of chemistry. Through the interaction of different pheromone types, communication 
and cooperation among different types of ants are possible. In addition, it also 
provides a framework where different types of ants can be configured to solve 
several kinds of problems in networking. In general, since there were many types 
of ants that deposit different pheromone types, the interactions of pheromone and 
their influences on other types of ants may be difficult to predict. For instance, if 
evaporation is applied on one type of pheromone that can be sensed by several kinds 
of ants, the consequences may not be simple to predict. 
3. Multiple Ant Colony Optimization (MACO) 
In Multiple Ant Colony Optimization (MACO), more than one colony of ants 
are used to search for optimal paths, and each colony of ants deposits a different 
type of pheromone represented by a different color. An example to illustrate the 
‘ MACO approach for network routing is given as follows: 
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Fig. 12. Initially, all four ants have no knowledge. 
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, Fig. 13. All ants start to move. 
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Fig. 14. A � r e a c h e s N2 before all other ants. 
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Fig. 15. is selecting its return path while the others move 
. toward "2. 
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Fig. 16. A"/ chooses N2 again, and A � i s electing its return path. 
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Fig. 18. A''2 chooses Rj and A �c h o o s e s R2. 
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Fig. 19. A � c h o o s e s Rj, and and A'2 are selecting their return 
paths. 
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Fig. 20. A'2 chooses Rj and chooses R2. 
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Fig. 21. All ants have returned fi N!. 
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Suppose that there are 4 ants: A。，A�A� ’ and A〜；where A"；, and k \ are red colony 
ants and A〜，and are blue colony ants. There are 3 routes R� ,R2, and Rj leading 
to a food source N2, such that Rj > R2 > R3. Initially, all ants are in the nest Nj, and 
they have to select from among {Rj, R2, R3] to reach N2 (see Fig. 12). 
1. At Nj, A'j, a''2, A〜，and A^ have no knowledge about the location of N4. 
Hence, they randomly select from {Rj, R2, Rj}. Suppose that A �a n d A^ 
choose R2 and Rj respectively while A � a n d A'2 select R3 and Rj respectively. 
As they move along their chosen paths, they deposit a certain amount of 
pheromone. While A �a n d A �e a c h deposits one unit of blue color 
pheromone along R2 and Rj respectively, A � a n d A''2 each deposits one 
unit of red color pheromone T^  along Rj and Rj respectively (see Fig. 13). 
2. As shown in Fig. 14’ since Rj > Rj> R2, A^j reaches N2 before A^, A〜，and 
A � . To return from N2 to Nj, discovers that and 
. (there is one unit of blue pheromone along R2, but there is no trace of blue 
pheromone along Rj and Rj). See Fig. 15. 
‘ 3. Since %尺丨 and A"/ will choose R2. As A^j moves along 尺2, 
T严 is increased to 2. See Fig. 16. 
‘ 4. Subsequently, since Rj>R3, A'j reaches N2 before and A'2. To return from 
N2 to Ni, A'I discovers that T/"=1 and (it is reminded that A : 
cannot sense the blue pheromones, i.e., or Since 
D y D I p 5 py y. 
V > V and !：「〉％• , A j selects Rs again. See Fig. 17. As it moves 
along Rj, T / " is increased to 2. 
• 1 
5. When A 2 and A'2 finally reach N2 and need to return to Nj, they select their 
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return paths by sensing Tb and respectively. Since discovers that tJ^^ 
• > T /^ and T /2 > it selects R2. In addition, discovers that T"/"�T严 
and T / " > T严’ it selects R3, as shown in Fig. 18. 
6. When all 4 ants have returned to N,, R2 has the heaviest concentration of Th, while R3 has 
the heaviest concentration of T>(see Fig. 19). Consequently, ants from the blue colony will 
prefer to select R2 if they need to travel to N2, while ants from the red colony will tend to 
select R3. 
4. MACO vs. ACO 
Adopting multiple colonies of ants to search for optimal paths enhances 
adaptiveness and reduces the chance of stagnation because it increases the 
probability of allowing new or better paths to be explored especially in a dynamic 
network where links and nodes can change. Using the same number of ants, the 
conventional Ant Colony Optimization (also referred as Single Ant Colony 
Optimization or SACO) approach searches for the optimal path po whereas MACO 
searches both p(, and alternatives to Although the use of an additional ant colony 
requires an additional pheromone table to be maintained in every node, none of the 
pheromone tables needs to be transmitted. Hence, in comparison to the SACO, 
alternative path can be found using MACO without increasing the routing overhead 
if the same number of ants are used in both cases. 
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To this end, one of the possible applications of MACO is solving the 
load-balancing problem in circuit-switched network (details are given in sections 5 
and 6). Although R2 (in the example described in section 3) is the shortest path, it 
may become congested if all ants travel along it to reach N2. Using an additional 
colony of ants increases the probability of exploring alternative(s) to R2 (e.g., R3). 
To achieve load balancing in a circuit-switched network, call connections can be 
distributed over 2 different routes. For the example given in section 3, the two routes 
used by ants R2 and R3 were optimal or "near" optimal. In addition, since MACO is 
designed to find more than 1 path from a source to a destination, routing via an 
alternative path is possible in case of link or node failure. 
Furthermore, the problem of stagnation seems to be less acute in MACO. When 
stagnation occurs, ants in SACO is more likely to prefer the path with the highest 
, pheromone concentration (regardless of its optimality), and will more likely neglect 
other new and better paths. In MACO, since different colonies react according to 
their own pheromone type, a path with high concentration of a particular pheromone 
r. 
type will not affect the routing preference of ants in other colonies, and hence, 
enable them to explore other alternatives. Although it is noted that there are several 
approaches for mitigating stagnation such as aging and evaporation, (see Sim and 
Sun [5] for a summary), the essence of these approaches is to reduce the effect of 
52 
pheromone concentration on a single path so that ants may explore other alternative 
paths. While it takes sometimes to reduce the effect of pheromone concentration 
using aging or evaporation, MACO is inherently designed with the aim of exploring 
several paths in parallel. 
4.1 Analysis of MACO vs. ACO 
This section uses global (path) fairness ratios' to compare the performances 
between MACO and SACO for a given graph G {V, E} and analyzes conditions for 
G such that the application of MACO will obtain favorable results over the 
application of SACO. The analysis is organized as follows. Lemma 1.1 and 
Lemma 1.2 are individual case analysis for G that contains two paths leading from a 
fixed source to a fixed destination, followed by the summary in Theorem 1. 
. Lemma 2.1 through Lemma 2.4 are individual case analysis for G that contains three 
paths leading from a fixed source to a fixed destination, followed by the summary in 
Theorem 2. Lemmas 3.1 through Lemma 3.4 are individual case analysis for G 
• that contains e paths (where e>2>), followed by the generalization in Lemma 3.5 and 
‘ Lemma 3.6 and the summary in Theorem 3^. 
Definition: 
‘ T h e fairness ratio is different from the fairness ratio in section 5 and 6 but has similar meaning. 
The analysis is limited since only two ants are involved. Analyses of dynamic conditions such as 
the movement of many ants (probabilistically) and varying network traffic patterns are carried out by 
simulations as repeated in section 5 & 6. 
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Z): the average deviation of the all (path) fairness ratio over a period from tj to tk 
to the optimal value 1. Hence, a smaller value of D is preferable. 
Dm: D for MACO; D,: D for SACO 
D (respectively Dm, D,) is determined as follows: 
D 1 � 
D(t): the deviation of the all local path fairness ratio {Fpj(t), Fp2(t) ..., Fpe(t)) at 
time t {DM be the D(t) for MACO and D,(t) be the D(t) for SACO). D(t) is 
determined as follows. 
。⑴ 丨(M+k/^ 2(M+k/)“M+…命/,，H � 
e 
In equation (1), each individual term \Fpi(t}-\\, \Fp2(t)-\\, \Fp3{t)-\\, ...’ \Fpe{t)-\l 
represents the deviation of the local path fairness ratio, respectively, determined by 
the absolute differences to the optimal value, 1. 
„ Fpiit), Fp2(t) ...，F,,e(t): the local path fairness ratios of all feasible paths pi. 
Pi, ••.，Pe, where pj, p2, Pe each consists of one or more edges and at least two 
nodes, the source node s and the destination node d where 5, de V for G, 
‘ For any Fpi(t) in {Fpj(t), Fp2(t) ...’ Fpe(t)}, it is defined as the local path fairness 
ratio for a path p] , p2, ps, ...’ Pe, respectively, at time t, Fpi(t) is determined as 
follows: 
RL,Jt) 
FP 州 ( 3 ) 
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In contrast to the fairness ratio used in section 5 and 6, Fp,(t) is determined by 
RLpi(t)and RCpi, the relative load of path pi (rather than node at time t and relative 
capacity for /?/. This section tries to find the conditions for G such that DM < 
for all t, denoted as Dm < D,. For simplicity, two assumptions are made: (1) there 
are only two ants, (2) each ant is acquiring the same capacity Ca. 
Lemma 1.1 and Lemma 1.2 are analyses for G with exactly two paths from node 
s to node d. Let the capacity of p, be C and the capacity of p2 be KC where K>\. 
Lemma 1.1. Given a graph G {V, with exactly two paths pi, p2 from a source 
5 to a destination d, if both ants in both system (MACO and SACO) choose the same 
path (either pi or p2) at then D,„=D,. 
Proof: 
If both ants (either MACO or SACO) choose pj (respectively p2) at r=l, when 
, they move back to s from d at t=2, they have no information (pheromone) in p2 
(respectively pj). Hence, both ants will move along p； to s. 
In this graph, since there are only two paths, D,„(0 (respectively Z),(0)can be 
calculated as follows: 
丨 ⑴ - 他 2 �- l | 
An � = 2 
‘ At t=\, from equation (3), assuming pi is chosen at t=\, Fpj(l) and Fp2� for 
MACO can be calculated as: 
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{\ + K)C 
/： + !-! + 0-1 K + \ 
眷 2 " " " " ~ 
At t=2, since both ants choosepj again, D,„(2)=D^(1). Hence D爪=DU2)=Dm(i). 
However, ants in SACO choose pj both at t=\ and t=2. Hence, D爪=Ds. 
• 
Lemma 1.2. Given a graph G [y,E] with exactly two paths pi, p2 from a source 
s io cL destination d, if one ant chooses /?； (respectively p2) and another ant chooses 
P2 (respectively pi) at t=\ and A:<3, then D,n<D,. 
Proof: 
t=\ t:l 
Fig. 22. Ants in MACO choose between two paths. 
As shown in Figure 22, at t=\, ants in SACO and MACO will choose path in a 
similar way，i.e., each ant chooses its own path. However, at t=2, ants in MACO 
will choose path differently from SACO. For example, if the red ant chooses p j 
and the blue ant chooses p2 at t=\, they will move into the same respective path as 
they move back at t=2. In contrast, ants in SACO will choose the p2 at t=2. 
AU=1, from equation (2), Fpi(l) and F p 2 � for MACO can be determined as: 
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J, ,1�_ K + 1 2C, K + l 
^ i ( l ) — — and ^2(1) = - ^ - — 
(1 + K)C (1 + K)C 
Then, DJ1) will be determined as follows: 
n m + 1 1 丄 欠 + 1 1 � 1,欠一i 火一 1 � 
= — - ! ) = - ( — + S i n c e / . . I 
At t=\, ants in MACO and SACO move the same way, Ds(])=DJl). 
At t=2, from equation (2), Fpj(2) and Fp2(2) for MACO can be calculated as: • 
Ca C, 
{\ + K)C {\ + K)C 
T h e n , 耻 汁 + 
However, Fpi(2�and Fp2(2) for SACO At t=2, both ants (in SACO) will move 
into p2, which has higher capacity, as shown in Figure 23. 
Hence, Fpj(2) and Fp2(2) are determined as follows: 
= 0 and � =K C  
• (l + K)C 
Then, will be determined as follows: 
t=\ t=2 
Fig. 23. Ants in SACO choose between two paths. 
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n , 9 � l / n 1 丄 m 1 � 1 / 1 1 � m 
• 叫 = + = i since/：.! 
To compare D, and D,n, it is only necessary to compare D,(2j and D^(2) since 
D,(])=DJ]), 
If D,n(2)<D,(2), it is equivalent to say that MACO has favorable results over 
SACO. 
To have DJ2)<Ds(2), it is equivalent to have the following: 
K-l K-1 K + l + < 
4 4K 2K 
K^-K + K-l K + l 
< IK 
AK < IK 
K^-l K + l . y 1 
< since K > 1 
2 1 
K'^-\-2K-2<Q) 
, Since K > 1 
K<3 
Therefore, if the capacity of p2 does not exceed the capacity of p! over a multiple 
of 3, then DJ2)<Ds(2). Hence, 
Other cases are similar and the analysis is analogous and is omitted. 
• 
Theorem 1. Given a graph G {V, E] with exactly two paths from a source 5 to a 
destination d, if K<3, 
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Proof: From Lemma 1.1, D,„=D, in all conditions. From Lemma 1.2’ if K<3, 
D,n<Ds. Since Lemma 1.1 and Lemma 1.2 include all the possibilities that two ants 
choosing path in G (with only two paths leading from d to s) and under the condition 
that if K<3, Dm<D,. Hence, it can be concluded that if K<3, for G that contains 
only two paths from s to d, Dm<Ds. 
• 
Lemma 2.1 through Lemma 2.4 are analyses for G {V, E] with exactly three 
paths Pi, p2 and ps from a source 5 to a destination d. 
Definition. Let the capacities of pj, p2 and pj be C, K2C and K3C, respectively 
where K3>K2>\. 
Since there are two ants and three paths pi, p2 and ps, at t=\, for MACO, there 
are nine cases ( 3 ^ X 3 ^ ) in ants choosing paths (listed in appendix A) and there are 
- six cases (3C2) for SACO (because there is no difference between the two ants). 
Because some cases are similar (e.g., case 1 and case 4 are similar) and the result 
can be obtained by symmetry. Hence, only one case out of similar cases will be 
analyzed. 
The preference of ants choosing path will be generally as follows: at t=\, ants in 
SACO and MACO will choose path in a similar way, i.e., each ant chooses its own 
path. However, at t=2, ants in MACO will choose path differently, following their . 
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previous chosen path. That is, if the red ant chooses p j and blue ant choose p2 at 
^=1, they will move into the same respective path as they move back at t=2. On the 
other hand, at t=2, ants in SACO will choose the optimal path out of the two 
previously chosen paths. That is, if two ants (in SACO) move along p j and p2 at 
^=1, both ants will move into p2 at t=2 since K2C>C. 
Lemmas 2.1 through 2.4 are analyses for each representing case: 
Lemma 2.1. Given a graph G {V,E] with exactly three paths, /?；, p2 and ps from 
a source s to a destination d if both ants choose the same path aU=l ’ 
Proof: 
t=\ t:l 
- Fig. 24. Ants in MACO and SACO choose among three paths. 
For case 1 (Appendix A), both ants choose the same path p! at t=\. Hence, 
both ants in MACO and ants in SACO will choose the same path pi again at r=2, as 
shown in Fig. 24. 
Since ants in both systems move along exactly the same path all the time, it can 
be concluded that D,n(t)=Ds(t) for all t. Thus, The calculation of D爪 and D, 
are as follows: 
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• 二 3 
2C 
But, Fpi � = ^ — — = 1 + ^ 2 + ^ 3 
(1 + K2+K^)C 
and Fp2(I) = F 丨 � = 0 
Hence, 
+ +欠3- l | + | 0 - l | + | 0 - l | K2 + K, + 2 ^ … 
^ ⑴ 二 3 = = An(2) = D^= D, : D,{\) = Z),(2) 
Similar results can be obtained for case 2 and case 3. 
For case 2, 
„ , , � 1 + 2,Kr, + Kl „ 
)=3K：^ = Dm�=D爪=D, = D,{\) = D,(2) 
For case 3， 
1 I K 
= — f ^ = Dm �= D 爪二 = D,(2) 
In all these cases (case 1 to case 3), 
• 
Lemma 2.2. Given a graph G {V, E] with exactly three paths, pi, p2 and ps from 
a source 5 to a destination d, if one ant chooses p； and another one chooses ps and 
T 
if 欠3 < where T=K]+K2+K3, then 
I — 4 
Proof: 
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For case 4, at t=\, from equation (2), Fpj(l) and Fp2(l) and Fpjil) for MACO 
can be determined as: 
i 
F m - “ l + K^+K, 
{1 + K2+K^)C 
f - 冗CI _ 1 +尤2+欠3 
(1 + K2+K^)C 
and Fp2�=0 
Therefore, DJt) can be determined as: 
n “ �- k 尸 1 ⑴ - 他 2 �+ k 身 1 
"m � 
Hence, for DJ1), 
3 2 2K, 3 2 2K, ) 
一 K2 + K^-\ 1 + K2 + K^ 
. 一 6 + ^ ^ 
Since ants in SACO will move exactly the same as ants in MACO at r=l, = 
run. 
At t=2, ants in MACO will move along their previous paths pi, ps, respectively. 
Hence, DJ2)=DJ!). 
On the other hand, Ds(2) is determined as follows: 
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At t=2, from equation (2), F]"(2), Fp2(2) and Fp3(2) for SACO can be determined 
as: 
+ + 厂 3)C 
明 ) 二 去 i | + M ) = 去 ( ， + 1 + i ) 
3 A.3 
To compare D, and D肌，it is only necessary to compare D,(2) and Dm(2) since 
D,(l)=D,n(l). 
Therefore, if DJ2)<D,(2), it is equivalent to say that MACO has favorable 
results over SACO. 
To have D爪(2)<D/2), it is equivalent to have: 
K2 + KJ-I 1 + K2+K^ ^ + 
6 ^ < sF^ 
The inequality is equivalent to 
K2+K^-1 I + K2+2K2 ^ + + K^ 
6 ^ ^ 
/：2 + ^ 3 - 1 2 + +4/：3 X + K ^ + K ^ 
•6 6/^3 ^ 
K^'rK^-X I + K 2 + 双 3 
/ ^ 2 +欠 3 + 1 - 2 < 1 +欠 2 +火 3 + 2 
(1 +欠 2 +火 0 - 4 < 1 +欠 2 +欠 3 




K. < Since 
3 T-4 3 
Note that TC is the total capacities of pi, p2 and pj. The result suggests that if 
the capacity of ps does not exceeds some limits, which is determined by the total 
capacities of all paths, then DJ2)<Ds(2). Hence, under this condition, 
Since case 7 is similar, the analysis is analogous and is omitted. 
• 
Lemma 2.3. Given a graph G {V, E} with exactly three paths pi, p2 and ps 
from a source 5 to a destination d, if one ant chooses pi and another one chooses p2 
T 
and 欠2 < - ~ 7 where T=Kj+K2+K3, then 
I — 4 
Proof: 
For case 5, the calculation of Dm is as follows: 
, At t=\, from equation (2), Fpi(l) and Fp2(l) and F p j � for MACO can be 
determined as: 
• ^ 
: � 一 C - 2 , 
F � - 2C“ —1 + /：2+尤 3 
"2 � - KiC - 2K, 
{\ + K2+K^)C 
mdFp3(])=0. 
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Therefore, for DJ]): 
3 2 2K2 3 2 2K2 
— K 2 + K ^ - \ 1 + K2 + K^ 
6 6K2 
Since ants in SACO will move exactly the same as ants in MACO, D,(]) = DJl). 
At t=2, ants in MACO will move along their previous paths pj, p2, respectively. 
Hence, DJ2)=D,n(l). 
On the other hand, D / 2 ) is determined as follows: 
At t=2, from equation (2), F丨"(2) and F 1)2(2) and F^M) for SACO can be 
determined as: 
� - K,C _ and F„(2) = F,s{2) = 0. 
Hence, Ds{2) is determined as follows: 
3 K^ 3 K^ 3K2 
To compare Z), and it is only necessary to compare D,(2) and DJ2) since 
； Ds(J)=DJJ). 
Therefore, if DJ2)<D/2), it is equivalent to say that MACO has favorable 
results over SACO. 
To have D,n(2)<D/2), it is equivalent to have: 
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K^+K^-X X + K^+K^ 1 + 尤2 + 2《3 
6 ^ < 
The inequality is equivalent to 
/：2 + 欠3 - 1 1 + K 2 + 2 K j I + K2 + K^ 
6 3/：2 ^ 
K ^ ^ K ^ - X 2 + 2/：2 +4/：3 1 + + 
6 ^ ^ 
+ 欠 3) — 4 < 1 + 欠2+欠 3 
K! 
Now let 
( ” - 4 < t 
T 
K, < Since K^ >0 
^ T-4 2 
Note that TC is the total capacities of pi, p2 and pj. The result suggests that if 
the capacity of p2 does not exceeds some limits, which is determined by the total 
capacities of all paths, then D,n(2)<Ds(2). Hence, under this condition, Dm<Ds. 
Since case 8 is similar, the analysis is analogous and is omitted. 
• 
Lemma 2.4. Given a graph G {V,E] with exactly three paths pi, pz and p j from 
a source 5 to a destination d, if one ant chooses p2 and another one chooses ps and 
- „ 3+-Vl3 ^ 
< - ， t h e n Z),„<D,. 
Proof: 
For case 6, the calculation of D,n is as follows: 
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At r=l, from equation (2), Fpi(l) and Fp2(l) and Fpsil) for MACO can be 
determined as: 
身 KiC - 2K， ’ 
i\ + K2+K^)C 
尸"3 ⑴ - K ^ C — 2K, 
andFpy(7;=0. 
Therefore, for DJJ)： 
D , “ 1 ) = V I | + 1 + � 2 + � 3 _ 1 + 1 +欠 2+欠 3 - 1 ) 
3 2K2 I K � 
= - ( 1 + ^ ^  
3 2/^2 I K � 
- I Z - ^ i l ^ 1 + 欠2 + 欠 3 
— 6/：2 ^ 
Since ants in SACO will move exactly the same as ants in MACO, D ^ � = 
An") . 
At t=2, ants in MACO will move along their previous paths p2, ps, respectively. 
Hence, D^(2)=DJJ). 
J 
On the other hand, Ds(2) is determined as follows: 
At t=2, from equation (2)，Fp!(2) and Fp2(2) and Fpj(2) for SACO can be 
determined as: 
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P�( ) _ K,C _ and Fpi�:F,2(2} = 0. 
(1 + /<：2 
Ds(2) is then determined as: 
" “ 2 ) = 丄 ( l l ^ l l ^ 一 1+ |0 -1 | + | 0 - 1 | ) = 丄 + l + = 
‘ 3 K^ 3 /^3 3/^3 
To compare D‘�and Z)„„ it is only necessary to compare and D丨„(2) since 
D,(1)=DJ1). 
Therefore, if D,n(2)<Ds(2), it is equivalent to say that MACO has favorable 
results over SACO. 
To have D„i(2)<D,(2), it is equivalent to have: 
1 - / ^ 2 + ^ 3 l + Kj-^K^ i + K2+2K^ 
6K2 ^ < 
The inequality is equivalent to 
‘ ^ ^ ^ 
I-K2 + K3 ^ 2 + 2K2+4K^ 1 + + 
6K2 
\-K2 + K^ ^ \ + K2 + 3K^ 
6K2 6K3 
欠2 
l + K. l + K . , 1 ^ < 4 
K2 
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~ + 一 ‘ 4 
厂2欠3 
K2K3 
K _ K 
Sinct Ks > K2 >1, Q< 2 <1， 
KiK� 
— — < 3 
K-> — Kl — Kn^ 
By quadratic equation, 
• ( 欠 3 - 宇 宇 火 2 ) < 0 
3 _ J 9 + 4 
. Since Ks > K2 >1, { K ^ — — - ) > 0. Hence, 
3 2 2 
. r 3 + Vi"3 ^ 
Thus, if K^ < - 欠 2 , D^(2)<D,(2) • 
The result suggests that if K3 does not exceed K2 at a multiple of about 3.3, 
Dm{2)<Ds{2). Hence, under this condition, Dm<Ds-
Since case 9 is similar, the analysis is analogous and is omitted. 
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• 
Theorem 2. Given a graph G [V,E] with exactly three paths pi, p2 and ps from a 
source 5 to a destination d, D,n<Ds, 
(1) Dm=Ds if both ants move into the same path at t=\ or, 
(2) Dm<Ds subject to exactly one of the following constraints: 
T 
I. one ant chooses pi and another one choose ps at and 火3 < — ~ -
T 
II. one ant chooses pi and another one chooses /?2 at and 欠2 < ~ ~ “ 
III. one ant chooses p2 and another one choose ps at t=\ and 
2 2 
Proof: 
The conditions of all paths in G such that the application of MACO will achieve 
results not worse than SACO (Z),„ < D,) are analyzed in Lemma 2.1，2.2, 2.3 and 
2.4 for case 1 to 9 (where Lemma 2.1 for D^ = D,, Lemmas 2.2 through 2.4 for 
D,). In general, Lemma 2.1, 2.2, 2.3 and 2.4 suggest that the value of K2 and K3 
cannot exceed some limits. These limits are determined from K2 or Kj. Hence, the 
‘ condition is related to the total capacities. Generally speaking, it can be concluded 
that if the capacities of p2 and p j does not exceed some multiple of p；, the 
application of MACO will produce results not worse than SACO {Dm < Ds). 
• 
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Lemma 3.1 through Lemma 3.4 are analyses for graph G {V, E} with e paths 
(where e>3), pi,p2,p3 …，Pe, from a source 5 to a destination d. 
Definition. Let the capacities of pi, p2, ps, ...’ Pe be C, K2C, KjC ’ ...’ KeC, 
respectively where Ke > Kg—j > . . .>K3>K2>\. 
Since there are two ants and e paths pi, p2, ps,…，Pe, at t=\, there are many cases 
(^C, x^ C,) in ants choosing paths. However, these cases are strictly an extension 
of the nine cases in Appendix A. Similar to the analysis of Theorem 2，some cases 
are similar (e.g., case 1 and case 4 are similar) and the result can be obtained by 
symmetry. Hence, only one case out of similar cases will be analyzed. 
Lemmas 3.1 through 3.4 are analyses for each representing case: 
Lemma 3.1. Given a graph G {V, E) with e paths (where e>3), p,, p2, ps ..., pe, 
from a source 5 to a destination d, if both ants choose the same path, either p!, p2,..., 




Fig. 25. Ants in MACO and SACO choose among e paths. 
For case 1, both ants choose the same path p! at t=\. Hence, both ants in 
MACO and ants in SACO will choose the same path pj again at t=2, as shown in Fig. 
25. 
Since ants in both systems move along exactly the same path all the time, it can 
be concluded that DJt)=Ds(t) for all t. Thus, 0^=0,. The calculation of D爪 and 
Ds are as follows: 




“ But, � = ^ = 1 + 7^2+火 3+".+《， 
andF,2(J) = F,j(J)..=F,JJ) = 0 
Hence, 
1 + K2 + K.+. . .+ K - 1 + 0 - 1 + 0 - 1 +...+ 0 - 1 
" . � =   
e 
Since there are e-\ terms of 10-11, 
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• 如 《 3 + . . . + 欠 」 + 卜 1 
• e 
- H + & = D , ” � .D 爪=D, = Z)“l) = D “ 2 ) 
Similar results can be obtained for case 2 and others. 
For case 2， 
DJV = — ~ = An �= D^ = D, = D,{\) = D,{2) 
For case 3, 
〜 ⑴ = 1 +欠 2 + = = = = z ^ , � 一 - • 
Other cases are similar and the analyses are analogous and are omitted. 
• 
Lemma 3.2. Given a graph G {V, E) with e paths (where e>3), pi, p2, Ps Pe, 
from a source 5 to a destination d, if one ant chooses pi and another ant chooses ps 
and 
丁 
< - , where T=\+Kj+K2+...+Ke, then D,„<D,. 
- / - 4 ‘ 
Proof: 
For case 4，at t=\, from equation (2), Fpj(l), Fpsil) and FjJ 1) for MACO can be 
determined as: 
� � - 2 ’ � � ― 2K, 
Sind F,2(J)= F,4(1 F,e(])=0 
Therefore, DJ1) can be determined as: 
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• = 丄 ( 1 +《2 +《 3 + . . . +、 + 1 + 欠2 + & + . . - +欠 4 + 0-1+..+ 0-1) 
• e 2 IK� 
There are {e-2) terms of 10-11. 
Hence, D,n( 1 )= 
1 K2+K.+...+ K-I 1 + K2-K.+.,.+ K, ^ 
- ( — + - + e-2) 
e 2 
— 2e “ 
Since ants in SACO will move exactly the same as ants in MACO at t=\, Ds(l) = 
DJJ). 
At t=2, ants in MACO will move along their previous paths p；, pj, respectively. 
Hence, DJ2)=DJ1). 
On the other hand, Ds(2) is determined as follows: 
At t=2, from equation (2), Fpj(2), Fp2(2), ... Fpe(2) for SACO can be determined 
as: 
Fpi(2) = F丨)2(2) = F丨)4(2) : Fp5(2) ... = F,J2) 
But, V � - K,C - ^ 
D “ 2 ) 二 V +欠2 +欠3+... + 欠 M + 0 - 1 +•..+ 0 - 1 ) 
1 A + K.+K.+...+ K-K. 1� \ + K2 + {e-\)K. + K,,.,+ K, 
=—( +e-\)= 
e K, eK, 
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To compare D., and Dm, it is only necessary to compare D / 2 ) and DJ2) since 
D/J)=DJJ). 
Therefore, if DJ2)<Ds(2), it is equivalent to say that MACO has favorable 
results over SACO. 
To have DJ2)<Ds(2), it is equivalent to have: 
/1：2+欠3+-+欠6-1 I l + + I + K2 + (e-l)K3 + K4...+K^ 
2e leK� ^ 
� 3 
(1 + + + ... + � 一 4 < 1 + � 2 + 6 + …+ I 
K� 
‘ Now let r = l . . . + K e 
77^3 <T 
- T 
7 - 4 
Since K2, K3, ... Ke>l, and e>3, T-4>0. 
Note that TC is the total capacities of pi, p2, pe. The result suggests that if 
the capacity of ps does not exceeds some limits, which is determined by the total 
capacities of all paths, then Dm(2}<Ds(2). Hence, under this condition, Dm<Ds. 
• This result is similar to the one obtained in Theorem 2. 
> 
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Since ants in different colonies have no particular difference. The same result 
will be obtained in case 7. Hence, the derivation is omitted. 
• 
Lemma 3.3. Given a graph G [V,E] with e paths (where 己>3)，p；, p2, ps pe, 
from a source 5 to a destination d, if one ant chooses /?； and another ant chooses p2 
T 
and K^ <：;— where T=\+Ki+K2-^...+Ke, then D,„<D,. 
/ — 4 
Proof: 
For case 5, the calculation of Dm is as follows: 
At t=\, from equation (2), F,,j(]), Fp2(l), for MACO can be determined 
as: 
/ ^ 1 ) - 2 , F 身 ^  
• ^nd F,3(1 )= F,,4(1 )=...= F,J])=0 
Therefore, for DJ1 j： 
眷 V +欠2 + 火 欠 M + 1 +欠2 + … �M +|0-l| + .. + |0-l|) 
e l 2K2 
There are {e-2) terms of 10-11. 
Hence, D^{\) = -(—^——^ ^ + ^——^ ^ + e-2) 
e l 2K2 
Since ants in SACO will move exactly the same as ants in MACO at t=\,Ds(l)= 
Dmd). 
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At r=2, ants in MACO will move along their previous paths pj, ps, respectively. 
Hence, DJ2)=D’n�. 
On the other hand, D/2) is calculated as follows: 
At t=2, from equation (2), Fp丨(2), Fp2(2), ... Fpe(2) for SACO can be determined 
as: 
Fpi(2) 二 Fp3(2) = Fp4(2) = Fp5(2) ... = fp“2)=0 
B u t，F p i � - ^  
(1 + /：2 + 欠3 + . . . +火 J C 
D“2) = V + A +尤 欠 M + 0_1 +..•+ 0-1) 
e Kj 
=丄 1 + 广 S H ) 
^ K2 
= 丄 + 卜 2) 
e K2 
To compare D, and it is only necessary to compare D / 2 ) and D J 2 ) since 
‘ D,(1)=DJ1). 
Therefore, if D’n(2)<D‘“2), it is equivalent to say that MACO has favorable 
results over SACO. 
J 
To have Dm(2)<Ds(2), it is equivalent to have: 
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9 ^ + 卜 2)< — ( ^ ^ - + ^-2) 
e 丄 2A.2 e K2 
厂 2 + / ^ 3 + … I 1-/^2 +厂3 + …+ 欠e 1 + ^2 +A:3 + � . . . + � 
2 < F2 
K2 + - 1 \ + + 
2 
Now let T=\+K2+K3+...+Ke 
T + 2K2 >{T-2)K2 
T-4K2<T 
T 
7 - 4 • 
Note that TC is the total capacities of pi, p2 and pj. The result suggests that if 
the capacity of p2 does not exceeds some limits, which is determined by the total 
capacities of all paths, then DJ2)<D,(2}. Hence, under this condition, 
This result is similar to the one obtained for Lemma 2 (Theorem 2). However, the 
limitation is for ps instead of p2. 
By symmetry, it is obvious to see similar limitations will apply to p4, ps, ... p^ 
for similar cases. Hence, those cases where p! and either p2, ps, ... pe is selected at 
t=\ will not be analyzed. 
• 
Lemma 3.4. Given a graph G [V,E] with e paths (where e>3), pi, p2, ps pe, 
from a source 5 to a destination d, if one ant chooses p2 and another ant chooses ps 
K 
• and 欠3 > Trr ！1 ^ ^ �w h e r e r=l+A：汁/^2+...+/^e’ then 
W — 4八 2) 
Proof: 
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For case 6, the calculation of Dm is as follows: 
At t=\, from equation (2), Fpi(I), Fp2�,...F丨for MACO can be determined 
as: 
and F„j(])= Fi)4⑴二 F丨)5(I)=...= F]J”=0 
Therefore, for DJ1): 
n M� 1 , 1 +欠2 + 尤3 + …+ 尤e 1 I + K 2 + K . . . . + K , 
發 ^ - 1 + | 0 - 1 | + "+|0-1丨） 
There are (e-2) terms of 10-11. 
Hence, = -( ^ ^ ^ + ^——^——^ ^ + e-2) 
Since ants in SACO will move exactly the same as ants in MACO at r=l, D,{1)= 
‘ Dmd). 
At t=2, ants in MACO will move along their previous paths 尸2，Ps, respectively. ^ » 
Hence, DJ2)=Dm(l) . 
On the other hand, Ds(2) is calculated as follows: 
At t=2, from equation (2), F,,](2), Fp2(2), ... Fpe(2) for SACO can be determined 
as: 
Fp](2) = F„2(2) = F丨)4(2) = Fp5(2) ...= 
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. But 厂 � = ^ 二 l + � 2 + A + . " +火 e 
But，尸3 k 乂 ^ K� 
(1 + /：2 + ^ 3 
= ——1~^ +|0_1| +…+ |0 - l | ) 
€ 八3 




To compare D, and D^’ it is only necessary to compare D / 2 j and Dm(2) since 
D,(])=D,n(l). 
Therefore, if DJ2}<Ds(2), it is equivalent to say that MACO has favorable 
results over SACO. 
To have Dm(2)<Ds(2), it is equivalent to have: 
/ ， 十 — + e-Z)<-{ + e-2) 
. e 2八2 2 A. 3 e K� 
- ^ + ^^ < ^ 
Now let T=\+K2+K3+...+Ke 
r 
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丁 � T � 
1 < + 1 
2K2 IK� 
T T ^ 
< + 2 




Consider this condition, it is necessary to have TMK2 which is a common case 
since T= 1+K2+KS+... +Ke, since e>3 and Kj, K4..., Ke >K2 
Therefore, T(T-4K2)>0. 
Since Kj > K2, it is very common to have 
> ^ �e x c e p t when e=4 and either \+K2+Ks+ K4<AK2 or l+Kj+K-I U -4A 2) 
<3K2 
By symmetry, it is obvious to see similar limitations will apply to p4, ps, ... p^ 
for similar cases. Hence, those cases where pi and either p2, ps, ... Pe is selected at 
^=1 will not be analyzed. 
• 
Lemma 3.5 and Lemma 3.6 are generalized from Lemma 3.2, 3.3 and 3.4. 
r： 
Lemma 3.5. Given a graph G {V, E] with e paths (where e>3), /?；,尸2’ Ps Pe, 
from a source ^ to a destination d, if one ant chooses /?； and another ant chooses /?, 
J 
• (for \<i<e) and K- < , where T=\+Ki+K2+...+Ke, then 
T — 4 
Proof: 
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Similar to Lemma 3.2 and 3.3，from equation (2), at t=\, Fp!(�),Fp2�,...and 
Fpe( 1) for MACO can be determined as: 
〜 ⑴ - 2 ’尸“‘⑴ ^  
and Fp2( 1)= F^si])=...= FjJI)=0 (paths other than p； and /?,) 
Therefore, DJ1) can be determined as: 
A n ( l ) = - ( — — - ^ - - 1 + ——^― + | 0 - 1 +. .+ 0 - 1 ) 
e 1 2K i 
There are {e-2) terms of 10-11. 
Hence, DJ1 )= 
1 A：�+欠3 +…+欠e 1 +欠2 +欠3 +…一欠/+...+欠e 
V “ I € — 1) 
e 2 2Ki 
一 欠3+…+ 欠 I 1 + + …+ + … 
2e ^ 
Since ants in SACO will move exactly the same as ants in MACO at t=\,D,(l) = 
Dmdh 
At t=2, ants in MACO will move along their previous paths pi, ps, respectively. 
Hence, Dm(2)=DJl). 
On the other hand, Z)乂2) is determined as follows: 
i 
At t=2, from equation (2), Fp](2), Fp2(2), ... F]J2) for SACO can be determined 
as: 
Fp�(2) = Fp2(2) = Fp3(2) ... = Fpe(2) (paths other than p,) 
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. 厂 r o � 1 +厂2 +欠3 +…+欠松 
B u t , 厂 身 KiC = ~  
= ——^^ ' - - I + | 0 - l | +…+ |0 -1|) 
^ Ki 
_ 1,1 + /：2+欠 3+…+ 欠e 一欠/ . 1� 1 + …+ (它一 1)欠…十^：右 
-一（ + 卜 1) = ^ 
^ Ki eKi 
To compare D, and D爪, i t is only necessary to compare and since 
D,(])=DJJ). . 
Therefore, if DJ2)<D,(2), it is equivalent to say that MACO has favorable 
results over SACO. 
To have DJ2)<DJ2), it is equivalent to have: 
+ 欠3 + …+ 欠e —1 I l + …+ (2g-5)/i：, + … \ + K2 +... + ie-\)K^ 
^ ^ < ^ 
^2 + ^3 + … 1 ^ 2 + 2/i:2 + …+ 2(卜 1)/^ ,. + …+ 卜厂2 -…_(2e-5)/^, -."-K, 
Ki 
Ki 
(1 + + A + …+ J - 4 < 1 + 厂2 +... + & +... + K, 
Ki 
• + +厂3 + …+ 欠 + + + + 
Now let T=\+K2+K3+...+Ke 
TK^ — 4Ki < T 
T 
7 - 4 
SinceK2, K3,... Ke>\, ande>3, T-4>0. 
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Note that TC is the total capacities of p,, p2,…,pe. The result suggests that if 
the capacity of ps does not exceeds some limits, which is determined by the total 
capacities of all paths, then D,„(2)<D‘“2). Hence, under this condition, 
This result generalized from Lemma 3.2 and 3.3. 
• 
Lemma 3.6. Given a graph G {V, E} with e paths (where g>3), pi, p2, ps 
from a source ^ to a destination d, if one ant chooses pi and another ant chooses pj 
K 
(where 0<i<j<e) and K丨 > 二尺)where T=l+Kj+K2+. then 
Proof: 
Similar to Lemma 3.4, the calculation o f i s as follows: 
At t=\, from equation (2), Fp�(]),Fp2�,…F)J�) for MACO can be determined 
as: 
and Fpj(])= Fp2�=F] )5 (� )= . . .=Fpe ( l )=0 (not i n c l u d i n g a n d p � � 
Therefore, for DJ1 )： 
J. 
n ,1、 1 ,1 + + 欠3 + …+ 欠e 1 I + K 2 + K . . . . + K, 
吸 ^ ^ - 中 - 1 | + .. + | 0 - 1 | ) 
There are (e-2) terms of 10-11. 
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u n ,1、 1 1 + /5：2 +...-A：； +...+ K, 1 + + …—欠,+•••+欠 e Hence, D^{\)=-(——^ ^ + �- ^ + 卜 2 ) 
• e 2Ki 2Kj 
Since ants in SACO will move exactly the same as ants in MACO at r=l, = 
Dmil). 
At t=2, ants in MACO will move along their previous paths 尸2’ Ps, respectively. 
Hence, DJ2)=Dm(l). . 
On the other hand, D,f2j is calculated as follows: 
At t=2, from equation (2), FjM), F丨)2(2), ... Fpe(2) for SACO can be determined 
as: 
Ppi{2) = Fp2(2) =... = Fpe(2)=0 (not including pi and pj) 
But, Fpj � Y Z T  
I ] 
(1 +/«：2 +/：3 + ...+ /： J C 
= ——^""“ + 0 - 1 + …+ 0 - 1 ) 
^ Kj 
1 I + K 2 + … 
‘ Kj 
‘ -一( + e-2) 
‘ Kj 
To compare D, and Dm, it is only necessary to compare D,f2) and since 
D,(])=DJI). 
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Therefore, if D,n(2)<Ds(2), it is equivalent to say that MACO has favorable 
results over SACO. 
To have D,n(2)<Ds(2), it is equivalent to have: 
1 l + /i：2+…一《,+…+( 1 + — �� 1 + … ’ � 
-( ‘ + + e-2)<-( + e-2) 
e 2K- 2Kj e K^ 
\ + K2+...-K, +...+ A：, I + K2+…-Kj +…+ ( l + A：； + +A：, 
1 + — +...+A：, l + + 3 � + … +  ^ < ^ 
Now let T=\ 欠计 
T � T � 
1< + 1 
2K- 2K i 
丄〈丄+ 2 
2Ki 2K J 
T T ^ 
> 2 
IKj 2Ki 
1 T(T-4K 丨)  
^ 
K , Ki  
‘T(T-4K 丨) 
Similar to Lemma 3.4’ Since Kj > /(,, it is very common to have 
K 
‘ K, > except when e=4 and either 1+K2+KJ+ K4+... +Ke<4Ki 
• 
Theorem 3. Given a graph G {V, E] with e paths (where e>3), pi, p2, P3 …,Pe, 
from a source 5 to a destination d, 
(1) Dm=Ds if both ants move into the same path at t=\ or, 
(2) Dm<Ds subject to exactly one of the following constraints: 
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I. one ant chooses /?； and another one choose p, (1 <i<e) at r=l and 
Ki < ^ ― where T=\-^Ki+K2+...+Ke 
T — 4-
II. one ant chooses pi and another one choose pj {0<i<j<e) at t=\ and 
K,> 
‘T{T-AKi) 
Proof: The conditions of all paths in G such that the application of MACO 
will achieve results not worse than SACO are analyzed in Lemma 3.1 through 
Lemma 3.6 for case 1 to 9 (where Lemma 3.1 for Ds, Lemmas 3.2 through 3.6 
for Dm < A?)- Similar to Theorem 2, similar results can be obtained by symmetry. 
Thus, those analyses are omitted. 
The above results for all cases generally suggest that the value of K2 K3 , Ke 
cannot exceeding some limits. These limits are determined from K2 or K3 , Kg 
or \+K2+K3+,..+Ke. Hence, it is related to the total capacities. In general, it can 
be concluded if the capacities of p2, ps, ..., Pe does not exceed some multiple of p], 
the application of MACO will produce results not worse than SACO (Dm < Ds). 
• 
, From Theorem 1, 2 and 3，it can be concluded for e paths, favorable results can 
be obtained by using MACO if capacities of these paths do not up to some multiple 
of other paths. This is the situation where the path contains unbalanced capacities, 
i.e., there exists some p, such that the capacity of p, is much higher than other paths. 
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The analysis concludes that using MACO in a network with balanced capacities, a 
better solution is more likely to be found than using SACO. 
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5. Applying MACO in Load Balancing 
This section provides explanations of applying MACO in a testbed to solve the 
load-balancing problem circuit-switched network, and discusses the parameters used 
to measure the performance of the load-balancing technique realized using MACO. 
5.1 Applying MACO in Load-balancing 
Adopting the problem-solving paradigm of MACO, this example illustrates the use 
of two sets of mobile agents (that act as routing packets) for establishing call 
connections in a circuit-switched network (see Fig. 26). To establish connections 
between gateways 1 and 3，the two groups of mobile agents construct, manipulate 
n-mn ff-rm 
J EO 0 
II uil ^ ^ ^ I I [ I I o .kw.y 10 
Omcway 6 / 
C'tjileway 9 ^^^ ^^  •.• • / 
“ frTa G.tcw.y 4 
(•aleway I 
y M A G I • 
MAG2 ^ 
© 
DaU) packcts altur call set up by M A G I 
Daia packcLs a Her call scl up by MAG2 A 
Optimal paUi p； lo Gateway 3 • 
*Ncar optimar path pi lo Gateway 3 ^ ^ ^ ^ ^ ^ 
Fig. 26. Connection Establishment by Mobile Agents. 
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and consult their own routing tables. In MACO, each group of mobile agents 
corresponds to a colony of ants, and the routing table of each group corresponds to a 
pheromone table of each colony. Since the two groups of mobile agents (MAGI and 
MAG2) have their own routing preferences, two different connections between 
gateways 1 and 3 are established. (While the routing preferences of ants are recorded 
in their pheromone tables, the routing preferences of mobile agents are stored in 
their routing tables). Consequently, data traffic between gateways 1 and 3 can be 
distributed between the two connections /?； and p2 (see Fig. 26). In Fig. 18, for the 
same destination Gateway3，MAGI will move along pi whereas MAG2 will move 
along p2. The MACO approach prevents all mobile agents from establishing 
connections using only the optimal path. While MAG2 selects the optimal path p2, 
MAGI selects an alternative to p2, (e.g., pi, a "near optimal path"). The advantage of 
using MACO in circuit-switched routing is that it establishes connections through 
multiple paths to help to balance the load but does not increase the routing overhead. 
‘ This is because using the same number of mobile agents (routing packets), it is more 
likely that MACO will establish connections through multiple paths while traditional 
ACO is more likely to establish connections through the optimal path. However, 
using MACO, an additional routing table is needed at each gateway. 
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Fig. 22. MAGI and MAG2 establish 
connections differently. 
5.2 Problem Formulation 
In this work, a circuit-switched network is represented as a weighed graph G {V, 
E] where V is the set of vertices representing nodes and E is the set of edges 
representing links. For each vertex ie V, there is an associated set of neighbors, 
Ni={ni, «2，nj, ..., nic} where k is the number of adjacent vertices. Fairness ratio 
. [43] [44] is used as a performance measure for solving the load-balancing problem in 
circuit-s.witched networks. It is the ratio of a node's relative load over its relative 
capacity to the entire network. Fairness is based on the idea that, given a set of 
call requests, more bandwidths should be allocated to nodes with relatively higher 
capacities, to allow low-capacity nodes to handle smaller or lesser requests. To 
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accommodate more connections, a load-balancing technique should generally 
allocate lesser bandwidth to nodes with lower available capacities when there are 
other nodes with higher available capacities. Two fairness ratios: global fairness 
ratio and local fairness ratio are used to measure a "fair" bandwidth allocation. 
The global fairness ratio fair(t) at time t, is the mean of all local fairness of each 
node in a circuit-switched network, fair(t) represents the degree of evenness of 
bandwidths allocation in all the nodes taking into consideration their available 
capacities. Lei fairi(t) be the local fairness of a node ie V. Hence, global fairness is 
expressed as follows: 
^fairi(t) 
The optimal value of fair(t) is 1. This represents a desirable situation that (more) 
bandwidths are allocated to nodes with relatively more available capacities than to 
nodes with lesser available capacities. 
‘ The local fairness vaiio fairi(t) of each node ie V at time t is determined by the 
‘ ratio of the relative network load RLi(t) of i at time t, and its relative capacity RQ, 
given as follows: 
f • 丨RL丨⑴ 
M � = ^ 
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RLi(t) is the relative network load of node i at time t measure in comparison with 
the load of the entire network, determined as follows: 
CT. — C . it) 
k=\ 
where cn is the total capacity of node i, and CAiit) is the current available 
capacity of node i at time t. Hence, the current load of i is cn-CAiit). 
RCi is the relative capacity of node i compared to the total capacities of all the 
nodes in the network, determined as follows: 
zl Cn 
k=\ 
5.3 Types of ant in MACO 
While an optimal path p � c a n be found by a single colony of ants, alternatives to 
p„ can be explored in parallel if multiple colonies of ants are used. Adopting the 
problem-solving paradigm of MACO, two sets of mobile agents (that act as routing 
packets) are used to established call connections in a circuit-switched network. The 
two groups of mobile agents correspond to two colonies of ants (e.g., the red colony 
‘ and the blue colony), and each colony establishes its own routing preferences, 
deposits its own type of pheromone, and maintains and consults its own pheromone 
table. Although ants in a colony manipulate and respond to their own pheromone 
tables, interactions between pheromone types are also incorporated into the design 
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of the MACO system to enable indirection exchange of information on network 
status between the colonies (details are given below). To formulate a MACO system 
for solving the load-balancing problem in circuit-switched networks, three kinds of 
ants: allocator, deallocator, and destagnator are implemented in each colony. 
5.3.1 Allocator. 
An allocator A^ responds to call requests by allocating bandwidths, and 
depositing pheromone. In addition, it also detects congestion. To allocate 
bandwidth for a call request, an allocator acquires the necessary bandwidths in all 
the intermediate links and nodes from the requesting station to the destination. At a 
node i, A^ selects the edge to move to next by consulting the pheromone table of its 
colony in i. Each entry in the pheromone table in i is defined by a probability 
function as follows: 
“ �[ 训 ] 
keN丨 
where Tij(t) is the amount of pheromone in edge �a t time t, and TV, represents the 
set of neighbors of i. As A众 travels from a source 5 to a destination d, deposits 
pheromone along every intermediate nodes between s and d. This is achieved by 
updating its corresponding pheromone tables in the intermediate nodes. Whenever 
Ak travels along a path R, it increases the pheromone concentration Tr along R as 
follows: rR(t+J) f - TR(t)+AT. This will reinforce the preference of other allocators 
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in the same colony for R. However, continuous reinforcement of pheromone may 
result in a very dramatic increase in pheromone concentration along R, and this may 
lead to the problem of stagnation (see section 2.1.3). Consequently, many allocators 
will likely travel along R, and ignoring other paths, resulting in possible congestion 
of nodes and links along R. To resolve this problem, many ACO approaches 
employed the technique of evaporation to reduce pheromone concentration along a 
path as time passes. Evaporation is realized using the following pheromone 
transformation rule: T<— pT where 0<p<\. However, since evaporation can only 
be applied at some regular intervals, it can only prevent but not eradicate stagnation. 
There is still a possibility that some path p is dramatically reinforced by many 
allocators traversing along p during the intervals. To resolve stagnation, this research 
devises a destagnation procedure. When Ak detects a congested node c (i.e., the load 
in c approaches its total capacity), it activates a destagnator to reduce the pheromone 
concentration along the edge it takes to travel to c. 
5.3.2 Destagnator. 
A destagnator DSk reduces the pheromone concentration in a path p leading to a 
congested node c. DSk achieves pheromone reduction by depositing 
"anti-pheromone" Zif. Consequently, this reduces the probability that allocators in 




�D S i 
(b) ^ 
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Fig. 27. Destagnation. 
Consider the example in Fig. 27(a), when an allocator A； reaches a congested 
node N2, a destagnator DSj will be activated (see Fig. 27(b)). DSj travels towards Nj 
along R], where Aj has come from, and deposits anti-pheromone to reduce the 
. pheromone along Rj according the following pheromone transformation rule: 
T+ q T where r �i s the anti-pheromone of rand 0<<5<1 
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Before DSi reaches N], allocators coming from Nj (e.g., A2) will not be 
influenced by DSj and will continue to travel along Rj. Subsequently, when DS] 
reaches Nj (see Fig 27(c)), other allocators (e.g., A3) will select R2 instead of Rj. 
It is noted that destagnation is only applied to paths that leads to a (nearly) 
congested node. It differs from existing techniques to mitigate stagnation, such as 
evaporation. Evaporation is applied in every path. 
While the routing preference of allocators in the same colony can be influenced 
Tb = 1 0 
/ T 尸=1 
\ , = 7 
Fig. 28. Pheromone re-distribution. 
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by stagnation, allocators from the other colony are insensitive to the pheromone 
reduction, since they are only influenced by their own pheromone type. To exchange 
the information that a node or a path is congested, a technique called pheromone 
redistribution is employed. 
Pheromone redistribution facilitates inter-colony communication through the 
exchange of pheromones. Consider the example in Fig. 28(a) with 2 colonies of 
ants: red and blue, each colony depositing and manipulating its own pheromone: red 
pheromone Tr and blue pheromone Tb respectively. As shown in Fig. 28(a), the 
original concentration of and Zh along Rj is 10 and 0 respectively, and Xr and Tb 
along R2 is 0 and 10 respectively. In Fig. 28(b) pheromone redistribution is applied 
using the following pheromone transformation rule: 
ax^t) +lhbi\.) -^TXt+l) where a+P = 1 
Ihrii) 办⑴ , ( t + l ) 
Consequently, the pheromone values are altered as follows: T,。，T广=3 and 
T / 2 = 3 ， T h e condition in the pheromone redistribution ensures that no 
additional data traffic is directed to either R! or R2 since the total pheromone 
concentration for both red and blue pheromones remains unchanged in both Ri and 
R2. In this example, redistribution provides a form of indirect communications 
between the red and the blue colonies. The pheromone exchange indirectly 
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communicates information of network status (e.g., congestion or link failure) to the 
other colony. This is illustrated in Fig. 29. In Fig. 29(a) and (b), a destagnator in the 
blue colony reduces the blue pheromone concentration from to T广=1 along a 
congested path Rj. However, the reduction of the blue pheromone will only 
influence allocators in blue colony. To also discourage allocators in the red colony 
from not traveling along Rj, pheromone redistribution should be applied in 
conjunction with destagnation. In Fig. 29(c), the red pheromone along Rj is also 
blue pheromone trait  
red pheromone trail ^ 
^ tR! Q 
_ — . ' ( • . ‘ . ) • . , - • … �••… ‘ 
Destagnator 
(a) 
blue pheromone trail 二一‘ 
red pheromone trail 
Rl n , 
- ~ ^ _ T 尸：9 
.•”  
— —...— ，… D, 
— X : 丁 
\ (b) 
Destagnator I  
blue pheromone trail  
red pheromone trail 一，—-
Ri — ？ 
一 — . 一 — ...-s'!^-. .<• • • ‘ �* • 
......•”"、..•.,' ‘ 
— 一 ^ ^ A 
, lb =4 
(C) 
Fig 29. Advantage of Pheromone Re-distribution. 
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reduced from %R丨=9 to 
Furthermore, redistribution prevents allocators from being blocked from a 
previously congested path when the path is no longer congested. In the example in 
Fig. 29(b), the blue pheromone concentration is reduced to after destagnation 
has been applied along Rj. When the congestion along Rj dissolves, allocators in the 
blue colony may have very low preference for R]. When redistribution is applied, 
the concentration of the blue pheromone is increased to (see Fig. 29(c)), 
hence, increasing the probability that the allocator will prefer R] again. 
5.3.3 Deallocator. 
When the duration of a call expires, a deallocator Dk is activated to release the 
reserved bandwidth. D^ travels from the call destination to the source. At every node 
it passes, it releases the bandwidth that was previously acquired for the call. 
5.4 Global Algorithm 
To simulate the executions of allocators, destagnators and deallocators, the 
stages of operations of the MACO system are given as follows: 
1. Call generation: To simulate call requests in a circuit-switched network, 
‘ MACO uses a traffic generator to generate a set of new call requests. Each 
call request (carrying the required capacity and call duration) is generated 
with random source and destination. 
2. Call setup: For each call request, select at random an allocator from either 
the red or the blue colony to establish call connection from the requesting 
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station to its destination. 
. 3. Destagnation: In establishing call connection, if an allocator detects 
congestion in a node c, it will activate a destagnator (of the same colony) to 
reduce the pheromone concentration (of it own pheromone type) as 
described in section 5.3.2. This in turns reduces the probability of other 
allocators in the same colony traveling to c. 
4. Evaporation: To prevent stagnation from occurring while allocators deposit 
their pheromones as they travel from node to node establishing call 
connections, evaporation is applied at this stage. 
5. Redistribution: To allow allocators in the two colonies to exchange 
information about network status, pheromone redistribution may be applied 
at this stage. The probability of applying redistribution at this stage is 1/3. 
6. Fairness computation: This stage determines both the local and global 
fairness ratios. However, since allocators initially select their paths at 
random (similar to other ACO approaches such as [8][9][10][11][12], this 
stage will not be applied before an adaptation period. Similar to 
[8][9][10][11][12], the adaptation period allows some time for allocators to 
converge to optimal paths. 
7. Call expiration: At this stage, the duration of a call is decremented. This 
stage also checks if a call has used up its duration. When a call has used up 
‘ ’ its call duration, a deallocator will be activated to releases all the reserved 
capacities in the path p one by one. 
The global algorithm is shown in Fig. 30. 
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Fig. 30. Global algorithm. 
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5.5 Discussion of the number of ant colonies 
The number of colonies is suggested to be small. The reasons are as follows: 
1. If ants are grouped into too many colonies, ants will deviate from optimal 
solutions. 
2. Additional computation resources (memory) are required in every node since a 
separate pheromone table must be maintained for each colony. 
3. Since there will be pheromone transformations (b) among two pheromone 
* 
tables, using more colonies will increase the complexity of the calculation of 
pheromone transformations. 
4. The strategy of resolving stagnation in this work is to use destagnators to block 
one colony of ants. This resolving will be slowed down if ants are grouped 
into more colonies because the 'anti-pheromone' is going to affect only its 
- corresponding colony. A counter example is illustrated as follows: 
i 
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二^ j^ljp®  
Fig. 31. Disadvantages of using more than two colonies of 
ants. 
Assume that there are n ants at this instant, each consumes capacity C (totally 
consume n x C capacities) and congestion occurs at a path pj, as shown in Fig. 31. 
If two colonies are used, when the congestion is detected by red ants, a red 
destagnator will move back, preventing subsequent red ants to move along pi (red 
ants may move along /?2). Hence, the load of p j will be reduced by 1/2. In contrast, 
if three colonies are used, a red destagnator can still prevent red ants to move along 
Pi but the load of pi will be reduced by only 1/3 (the colonies of yellow and blue 
will still move along pj). As shown by this example, as the number of colonies 
increases, the effectiveness of destagnator will be reduced. 
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6. Experimental Results 
A series of 30 experiments has been carried out to demonstrate the effectiveness 
of applying MACO in load balancing in circuit-switched networks. A 30-node 
circuit-switched network is used for each experiment. In each experiment, a 
different topology was used. Additionally, for every experiment, four sets of 
simulations were carried out to measure the performance of (1) a single ACO colony 
augmented with evaporation, (2) MACO augmented with only evaporation, (3) 
MACO augmented with only evaporation and destagnation, and (4) MACO 
augmented with evaporation, destagnation and pheromone redistribution. 
Consequently, the four sets of simulations in each experiment (labeled as ACOl, 
AC02, AC03 and AC04 respectively) were designed to compare: (1) the 
performance of MACO and single ACO colony (SACO), and (2) the effectiveness 
of using evaporation, destagnation and redistribution to refine the MACO approach^. 
For comparisons, all parameters (e.g., evaporation rate, the re-distribution rate and 
the amount of pheromone increase etc) of MACO and ACO are constant. 
i 
Each of the experiments took four hours (on average) to run on a Sun 
Microsystem Enterprise 6500 Server with 12 CPUs and 10Gb memories. On the 
3 The experiments were designed to compare the performance between M A C O and SACO since 
traditional load balancing approaches vs ACO were compared in previous study (e.g., 
Schoonderwoerd et al [8]). Since the experiments were carried out a centralized station, experiments 
under a real network protocols in a distributed environment are among the list of objectives for future 
work. 
105 
average, 20 call requests were generated for each iteration of the global algorithm 
(section 5.4). Each of the four simulations in every experiment executed 10,000 
iterations of the global algorithm. Hence, each experiment was carried out with a 
total loading of 800,000 call requests in the circuit-switched network. In the entire 
experimental process, a total of 24,000,000 call requests were generated for 30 
circuit-switched networks. A total of two months were spent on conducting the 
experiments and data collection. 
In each of the experiments, global fairness (see section 5.4) is used as a 
performance measure for load balancing. This differs from the approach of 
Schoonderwoerd et al [8][9][10][11][12] and Bonabeau et al [13], who adopted 
dropped calls as a performance measure. While fairness ratio takes into 
consideration the relative loads and relative capacities, measuring the number of 
dropped calls may not necessarily distinguish two systems with the same number of 
dropped calls but different degrees of load distributions. For example, if the call 
requests do not exceed some capacity limit, no dropped calls will be recorded for 
‘ both sykerns. On this account, considering the relative loads and relative capacities 
of nodes, provides a more effective approach for measuring the degree of load 
distribution in a network. However, it is noted that determining fairness ratios may 
be difficult in practice, since it may be difficult to collect real time traffic load of 
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every distributed switching station at a given time t. Nevertheless, it does serve the 
experimental purpose of this research for measuring the degree of load balancing. 
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TABLE 3. IFaiitt)-H 
Topology ACOl AC02 AC03 AC04 
1 0 . 1 3 7 5 8 9 2 9 2 ^ 0 . 0 7 6 2 1 7 4 3 8 0 . 0 6 2 8 0 3 6 6 4 0 . 0 7 7 1 8 5 5 1 7 
2 0 . 1 3 6 2 3 8 2 9 2 . 0 . 1 0 2 7 6 1 0 8 6 0 . 0 0 9 8 0 7 3 2 4 0 . 0 5 8 5 0 2 2 0 5 
3 0 . 1 0 3 2 6 9 1 9 4 0 . 0 4 3 2 4 3 5 0 3 0 . 0 1 8 7 6 9 5 7 4 0 . 0 6 8 2 2 8 6 5 5 
4 0 . 1 0 3 9 9 1 0 4 9 1 0 . 0 8 4 9 2 2 1 8 1 0 . 1 1 0 9 2 3 5 7 1 0 . 0 2 0 9 8 7 9 7 5 
5 0 . 0 9 9 0 2 2 0 9 8 0 . 0 0 5 6 2 1 0 8 2 0 . 0 1 0 4 2 2 0 9 8 0 . 0 0 1 0 8 0 2 7 4 
6 0 . 1 5 8 8 0 7 5 6 9 0 . 0 8 5 6 6 2 6 2 1 0 . 1 2 7 9 4 5 7 3 2 0 . 1 0 1 7 7 7 4 1 3 
7 0 . 2 0 5 3 3 3 8 5 5 彳 0 . 2 3 2 1 0 2 2 6 5 0.236756478 0 . 2 1 1 3 8 7 7 1 5 
8 0 . 1 9 0 6 4 3 0 7 9 0 . 1 0 4 3 7 8 5 3 9 0 . 1 4 7 8 6 8 8 4 7 0 . 1 7 8 6 2 3 5 3 5 
9 0 . 0 5 4 4 5 7 0 0 0 ! 0 . 0 2 9 5 0 0 0 0 0 0 . 0 3 8 9 4 0 0 0 0 0 . 0 3 7 8 8 5 0 0 0 
1 0 0 . 2 7 0 4 6 4 4 1 0 0 . 1 7 5 4 2 5 4 8 6 0 . 1 2 9 3 8 2 6 0 2 0 . 1 4 4 7 1 2 4 3 4 
1 1 0 . 0 3 1 2 6 5 7 2 2 . 0 . 0 5 5 7 0 4 5 6 2 0 . 0 5 9 7 8 4 3 8 7 0 . 0 3 3 2 6 8 3 7 1 
1 2 0 . 2 7 0 4 6 4 4 1 0 i 0 . 1 7 5 4 2 5 4 8 6 0 . 1 2 9 3 8 2 6 0 2 0 . 1 4 4 7 1 2 4 3 4 
1 3 0 . 1 6 7 5 0 7 3 2 9 ; 0 . 1 5 3 6 6 7 7 0 4 0 . 1 5 8 8 2 8 1 5 2 0 . 1 3 1 0 7 0 5 6 7 
1 4 0.130601687丨 0 . 0 5 2 3 6 0 6 7 9 0 . 1 0 0 4 0 9 8 2 6 0 . 0 9 9 1 2 4 2 0 3 
“ 1 5 0 . 1 1 2 5 4 4 1 0 5 - 0 . 0 6 1 6 1 3 1 5 1 0 . 0 8 7 3 7 1 8 5 8 0 . 0 8 7 2 8 3 1 1 6 
1 6 0 . 2 1 7 7 8 8 7 4 6 0 . 2 7 2 7 4 6 7 7 0 0 . 1 3 3 6 1 2 7 2 3 0 . 1 7 9 0 6 2 8 0 0 
1 7 0 . 2 3 1 0 1 5 6 5 1 0 . 2 1 4 6 7 6 3 2 4 0 . 2 0 1 4 7 3 9 1 7 0 . 1 1 2 9 3 7 2 9 8 
1 8 0 . 1 1 6 3 7 8 0 5 8 ; 0 . 1 6 1 9 7 5 7 6 9 0 . 1 1 1 1 2 0 8 7 1 0 . 1 2 0 8 1 3 1 5 6 
‘ 又 1 9 0 . 0 4 2 8 1 4 6 7 2 0 . ^ 3 6 5 6 1 4 2 0 . 0 1 8 7 3 6 6 0 8 0 . 0 0 5 3 4 9 4 3 0 
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2 1 0 . 1 9 5 1 l 6 3 ' i 4 0 ^ 1 3 7 0 0 1 9 1 7 0 . 1 8 1 6 9 3 3 4 3 0 . 0 9 7 1 8 2 8 0 9 
22 0 . 0 1 8 7 4 0 1 9 5 0 . 0 2 8 3 6 3 8 2 4 0 . 0 M 5 2 9 1 3 2 0 . 0 2 0 9 6 9 7 3 6 
2 3 0 . 0 1 5 3 0 2 5 4 5 0 . 0 3 9 9 2 3 7 8 2 0 . 0 2 0 7 8 4 1 2 8 0 . 0 0 5 8 1 8 2 4 9 
2 4 0.125385915含 0 . 1 2 3 2 4 2 5 9 3 0 . 1 2 7 8 1 1 7 2 6 0 . 1 3 0 9 2 3 3 8 9 
2 5 0 . 0 W 8 8 2 2 7 4 i 0 . 0 1 4 8 5 1 8 0 5 0 . 0 0 1 4 1 9 5 6 9 0 . 0 1 3 0 7 2 6 0 0 
2 6 0 . 1 4 1 1 6 8 2 5 1 1 0 . 1 4 4 5 7 4 7 8 9 0 . 1 5 3 3 8 2 7 1 6 0 . 0 6 6 9 0 2 4 7 0 
2 7 0 . 1 2 2 6 6 9 8 3 0 ; 0 . 0 7 5 4 9 1 9 6 0 0 . 0 6 4 6 7 7 9 8 8 0 . 0 4 6 0 9 8 6 5 3 
2 8 0 . 0 5 6 8 4 3 2 1 6 , 0 . 0 3 4 5 8 3 7 4 3 0 . 0 4 6 3 2 2 2 5 7 0 . 0 4 1 7 2 9 0 7 0 
2 9 0 . 1 2 6 0 3 5 2 1 3 : 0 . 1 1 4 1 8 3 8 4 9 0 . 0 9 5 5 9 8 9 2 8 0 . 1 2 3 8 8 4 8 2 1 
3 0 0 . 1 6 9 2 9 6 8 9 3 0 . 1 6 4 5 0 0 0 5 9 0 . 1 6 3 8 8 9 2 5 7 0 . 1 3 6 9 3 2 6 7 6 
A v e r a g e Q. 1 2 6 0 5 4 2 9 4 Q.09988(X)36 0 . 0 9 3 0 9 2 7 3 6 0 . 0 8 3 7 8 9 4 5 0 
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Results from the experiments are tabulated in Tables 2, 3, 4 and 5. While Table 2 
shows the mean, and the 95% confidence interval of the global fairness ratio, the 
absolute difference (Ifair(t)-ll) between both the measured and the ideal global 
fairness ratio is presented in Table 3. Table 4 shows the number of experiments that 
achieved fairness ratios that are cumulatively from 1% to 30% of the ideal fairness. 
Table 5 shows the number of experiments that achieved 95% confidence interval of 
fairness ratios that are cumulatively from 2% to 30% of the ideal fairness. 
The results presented in Tables 2, 3, and 4 show that MACO is generally an 
TABLE 4. THE DISTRIBUTION OF FAIRNESS 
Number of experiemsnts that achieved fairness ratios 
within the range 
Range AGOl A 0 0 2 A 0 0 3 A C 0 4 
0 . 9 9 1 . 0 1 1 2 3 3 
0 . 9 5 1 . 0 5 6 9 9 11 
0 . 9 0 . — U O 9 1 6 1 5 1 8 
0 . 8 5 1 . 1 5 2 0 2 2 2 4 2 7 
0 . 8 0 1 . 2 0 2 5 2 7 2 8 2 9 
0 . 7 0 ^ ^ ^ TO 3 0 
TABLES. THE 95% CONFIDENCE INTERVAL OF FAIRNESS  
Number of experiments that achieved 95% confidene 
interval of fairness ratio within the range 
Range ACOl A C 0 2 A 0 0 3 A C 0 4 
0 . 9 8 1 . 0 2 2 5 3 3 
0 . 9 6 1 . 0 4 5 8 9 7 
0 . 9 4 1 . 0 6 8 11 1 2 11 
0 . 9 2 1 . 0 8 8 1 4 1 5 1 2 
. 0 . 9 0 1 . 1 0 8 1 6 1 8 1 6 
'' 0 . 8 8 1 . 1 2 1 3 1 9 1 9 1 9 
0 . 8 6 1 . 1 4 1 7 2 1 2 2 2 0 
0 . 8 4 1 . 1 6 2 0 2 3 2 3 2 2 
0 . 8 2 1 . 1 8 2 3 2 7 2 7 2 5 
0 . 8 0 1 . 2 0 2 4 2 7 2 7 2 7 
0 . 7 0 ^ W W 3 0 
effective approach in load balancing. As shown in Table 4，AC04 (respectively 
AC02, and AC03) achieved fairness ratios that were within 20% of the ideal 
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‘ fairness' for 29 (respectively 27 and 28) out of the 30 sets of experiments. AC04 
(respectively AC02 and AC03) achieved fairness ratios within 10% of the ideal 
fairness for 18 (respectively 16 and 15) of the experiments. In addition, from Table 
3, on the average, AC04 achieved lfair(t)-ll = 0.084, i.e. an average fairness ratio of 
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within only 8.4% of the ideal fairness. Both AC02 and A C 0 3 achieved an average 
fairness ratio of within 10% of the ideal fairness. Furthermore, from Table 5, it can 
be seen that in 27 out of 30 experiments, AC02, AC03, and AC04 achieved 95% 
confidence interval of fairness ratios that were within 20% of the ideal fairness. 
The results also show that (1) MACO generally achieved better fairness ratios 
than SACO, and (2) MACO is more likely to achieve fairness ratios that are closer to 
the ideal fairness than SACO. From Table 3, it can be seen that on average the 
fairness ratios of AC02, AC03, and A C 0 4 were closer to the ideal fairness ratio 
than ACOl . Table 4 shows that in 18 (respectively 16 and 15) out of the 30 sets of 
experiments, A C 0 4 (respectively A C 0 2 and AC03) achieved fairness ratios that 
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Fig. 32 (c). Absolute difference b e t w e e n / a / r � and 1 of ACOl vs 
ACOl network topology 4 
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are within 10% of the ideal fairness. ACOl achieved similar results only in 9 sets of 
experiments. In Table 5, there were 16 (respectively 18 and 16) out of 30 sets of 
experiments where the 95% confidence interval of AC04 (respectively AC02 and 
AC03) was within [0.9，1.1]. 
Additionally, the results also show the effectiveness of augmenting MACO with 
both destagnation and pheromone redistribution. For Table 2, the average fairness 
ratio of A C 0 4 was better than AC03 and that of AC03 was more favorable than 
AC02. Using results from the set of experiments, the performance (in terms of 
Ifair(t)-ll) of A C 0 2 vs ACOl, AC03 vs ACOl and AC04 vs ACOl were plotted 
over 10,000 iterations of the global algorithm in Fig. 32(a), Fig. 32(b) and Fig. 32(c), 
respectively. Fig. 32(a) - (c) show that unlike AC04, the performances of AC02 
and A C 0 3 were not significantly better than ACOl. From Table 1，it can be seen 
that the 95% confidence interval for AC04 was [1.01714，1.02484] which was 
significantly better than that of ACOl which was [1.10018，1.10780]. What 
distinguishes AC04 from A C 0 2 and AC03 is that in AC04, both destagnation and 
redistribution are applied in conjunction with MACO. The advantages of applying 
destagnation for reducing pheromone in a congested path and re-redistribution for 
the colonies to exchange information about network status are discussed in section 
5.3. However, it is noted that in experiments numbers 7，11, 18，22, and 25，the 
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fairness ratios of ACOl was slightly more favorable than those of AC04. This can 
be explicated as follows. Due to the probabilistic behavior of ACO-based algorithms, 
if a large proportion of ants (from both colonies) initially travel into some path p 
with lesser resource, they may induce other (subsequent) ants to choose p. In 
experiments 7, 11, 18, 22, and 25, while ants in ACOl have chosen other path with 
more resources initially, allocators in AC04 have chosen a path pk with lesser 
resources. This will quickly lead to heavy loading, or even congestion along pk. 
Consequently, the fairness ratio of AC04 in the nodes along pk will be less 
optimistic for the initial iterations, until a destagnator is activated to reduce the 
pheromone concentration and prevent congestion. Even though in AC04, the initial 
deficiency of selecting a path with lower resource-level can be rectified with 
destagnation (together with redistribution) in later iterations, its overall average 
fairness ratio computed over 10,000 iterations may appear to be less favorable than 
the overall average of ACOl. Another reason, as indicated in section 4，that using 
‘ MACO in networks with more balanced capacities will more likely to achieve 
‘ results better than using ACO, these results may also due to network topologies that 
have a very unbalanced capacities. A balanced network may be one of the 




The main contributions of this research are listed as follows: 
1. a new ACO approach using Multiple Ant Colony Optimization (MACO) has 
been devised (section 3); 
2. through theoretical analysis, MACO was found to have favorable result over 
ACO under some constraints in network topology (section 4.1) 
3. ideas of MACO were augmented with new approaches of mitigating 
stagnation such as destagnation and pheromone redistribution (section 5.3); 
4. a testbed with two colonies of ants each with three new types of ants were 
implemented (section 5) 
5. through experimentation carried out using the testbed, it was shown that 
MACO can be applied for load balancing in circuit-switched networks 
(section 6) 
Favorable experimental results from section 6 demonstrated that MACO is an 
effective approach for load balancing in circuit-switched networks. The results 
also show that MACO generally achieved better fairness ratios than SACO. Hence, 
it can be concluded that in general, MACO is more effective in balancing the loads 
in circuit-switched networks than SACO. Furthermore, the results also show the 
i： 
effectiveness of augmenting MACO with both destagnation and pheromone 
redistribution. In summary, the major advantage of MACO is that it achieves load 
‘ balancing without significantly increasing the routing overhead. 
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However, this research does not suggest that MACO is a panacea, and some of 
its limitations are discussed as follows. Although most of the empirical results are 
favorable, it was noted in section 6 that in some of the experiments, the fairness ratio 
of AC04 was slightly less favorable than ACOl due to the probabilistic behavior of 
ACO-based algorithms in the initial stages. It is also conjectured that a balanced 
network topology is another condition for MACO to more likely to achieve a stable 
solution. If many ants from both colonies select the same path initially, possible 
congestion may result in the initial iterations. To ensure that the routing 
preferences of the two ant colonies are exclusive in the initial stage, two possible 
solutions are suggested here: 
1. By designing ants to be repelled from other pheromone types, it is 
hypothesized that ants for the two colonies will more likely select different 
and exclusive paths in initial stage. Hence, a more stable solution may 
result. 
2. An inverse pheromone redistribution procedure may be designed to enable 
nodes to transform pheromones by reducing the concentration of one 
pheromone type while reinforcing another to discourage ants from two 
'' colonies from preferring the same path. 
However, further research is needed to verify the above claims and both the 
authors are currently investigating the issues. Finally, it is hope that the MACO 
approach presented in this paper can shed new light in ACO research. 
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Appendix A. Ants in MACO 
Case 1 Case 2 
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Case 3 Case 4 
c ^ - ^ W ^ ；^；；^  
t=\ t=2 t=\ t=2 
Case 5 Case 6 
c^^ 
t=\ t=2 t=\ t=2 
Case 7 Case 8 





Appendix B. Ants in SACO. 
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