Abstract-The world has entered into a "smart" era. One area becoming smart is the place where we live-homes. Smart homes are expected to be equipped with numerous sensors to continually monitor, sense, and actuate the space. The data from these sensors can be used to provide various types of services by automating common tasks while causing minimal disruption to daily life. In order to provide these services, a system must have sufficient intelligence to predict future events based on its observations. This paper first examines the requirements for smart home predictions. It then comprehensively reviews prediction algorithms and variations that have been proposed and investigated in smart environments, such as smart homes. It is these prediction algorithms that provide the intelligence required by a smart home. Comparisons are also made upon these prediction algorithms on their features and models.
Survey on Prediction Algorithms in Smart Homes
is an intelligent control, or an interface that allows for management of the system. The final component is home automation, where any product contained in the home is connected in some way to a service or system from an outside source [2] . In this type of smart home, the main point of emphasis is the use of remote access to activate or control a part of the smart home. However, what about having a smart home that can act on its own? This is the direction that researchers have been leaning toward, so there must be some way to allow the smart home to think for itself in order to complete certain tasks.
When smart homes were first introduced, the idea was to have a system in place for a resident to interact with the system through an interface to change some aspect according to their own preference. Though this is still a key component for a smart home, progress continues to be made to make the system more automated. This has led to researchers trying to implement an artificial intelligence into the environment to make decisions based on previously gathered information or prior inputs from the resident [3] . With artificial intelligence in play, this should allow a smart home to act on its own. This all seems ideal, but there still needs to be a way for the smart home to make suitable decisions. To do so, prediction algorithms have been introduced in many smart home systems to analyze information and make a choice that is appropriate for situation at hand.
One example of a smart home that has been developed to act more or less independently is the managing an adaptive versatile home (MavHome) [1] , [4] . The researchers at the University of Texas at Arlington created this smart home project to have the home act as a "rational agent," meaning that the MavHome wants to make the resident as comfortable as possible while operating at maximally efficiency. The MavHome architecture is similar to many other smart homes in that it employs four layers: decision, information, communication, and physical layers. The decision layer uses knowledge given to it from the information layer to select what action needs to take place. The information layer gathers and stores all data pertinent to any decision making process. The communication layer enables the flow of information or request between any two parts of the system. Lastly, the physical layer is all the hardware that is included within the smart home environment. MavHome uses this structure, along with prediction algorithms, to enable the smart home to be a more automated space. Some other work on this interest can be found in [5] - [14] .
This paper is a survey on several different prediction algorithms that have been or are being used at smart homes. It will discuss the different areas within the home environment that use prediction algorithms. It will also compare the merits and flaws of the algorithms presented and possible adaptations to enhance the overall quality of the prediction algorithms used in smart homes. This paper is organized as follows. We first introduce the background of prediction algorithms, including system models and data in Section II. Then, Section III extensively reviews the literature prediction algorithms, compares them upon their features and models. Next, Section IV discusses the enhancements and variants of the prediction algorithms. Finally, this paper is concluded by Section V.
II. BACKGROUND

A. System Models
In order to better understand how prediction algorithms function, one must first understand the context in which they are used. The idea of predicting how a person will interact with an environment is a hard concept to grasp directly. This is why certain statistical models are typically used within prediction algorithms to better show how different tasks may predict future events within a system. A major benefit to modeling the system is that based any all data collected by sensors, it is not likely that this will provide the exhaustive set of activity sequences that can possibly occur within the smart home [15] . Similarly, probabilistic models tend to be even better than pure statistical models since they allow for some randomness, time complexity, and dependency on other variables, and are therefore, more fitting to how human behavior within a home can and should be modeled [16] . The main purpose of using models is to more accurately predict possible outcomes based on previous events occurring, and the most commonly referred to models used by prediction algorithms within smart homes are the Markov model and Bayesian networks (BNs).
The Markov model has been a well-established model for many years. The model says that at any given point in time of a system, the state at which the system is just depends upon the direct previous state and independent of all other states beforehand [17] . This has led many to describe a Markov model as a way to determine what is the "most probable event sequence" for any given system [18] . This basically means the state of the system is recorded and then a sequence of states is developed over a certain time interval. From this, a probability can be estimated of what is most likely to occur next. This type of general Markov model leads to many different submodels that are also useful in prediction analysis. The most referenced Markov model in smart home prediction algorithms is the hidden Markov model (HMM) [19] . This specialized model is used to model human behavior and maintains the Markov property. However, HMM works on observations where the states of the system is unknown or hidden [17] . The idea behind this is that even if a system is missing a piece of data at any given time, it can use previous knowledge to make an educated decision on how to continue processing. HMM could also be considered to consist of three parameters: 1) the initial probability of the beginning state; 2) the transition matrix that shows the probability to change between states; and 3) the observational model which gives the relation between two states [20] . A variation of HMM is known as the task-based Markov model (TMM). In TMM, actions or observations form a cluster of data that can be treated as hidden [21] . So, the prediction analysis is still done in a similar fashion in TMM as in HMM, but with a different way of gathering initial states.
Similar to Markov models, BN are also used to represent the probability of an event occurring based on previous observations. In fact, HMM is a model that is contained within the dynamic BN class, where the BN contains a time constraint [17] . Therefore, there must be some way to differentiate the BN structure from the original Markov model. Note that a BN is defined as a graphical model that demonstrates the joint distribution for any given set of random variables. So in any BN, the system can be expressed as a directed acyclic graph to demonstrate how different processes are connected and where dependencies exist [22] . It can be seen here how, if certain data has been collected to describe a sequence of events, a BN can be used (similar to Markov models) to find out what is the next likely event that will occur.
Though both HMM and BN are useful in modeling a system with missing information, there are potential problems in either model that can cause an error in the prediction of future events. For example, in HMM, there is no hierarchical structure and has trouble to process through a large amount of data [16] . This just means that HMM cannot determine what process or state is most important or what process must come first without being given the information explicitly. As noted before, a BN is a more general way of predicting human behavior than a Markov model, but a BN still has its own pitfalls. A major dilemma in using a BN is that it is rigid and has trouble adapting the "exact probabilistic inference" [16] . This refers to the inability of BN to determine what type of distribution is being used in the system. So when a prediction algorithm uses either of these types of models, there is a potential for error, though the error should be minimal as long as the model meets its required specifications.
B. System Data
1) Activities of Daily Living:
Prediction algorithms work on historical data to calculate potential future events. Each user's actions within a smart home environment provide the data for the prediction algorithm to operate to its full capability. In general, these actions conducted by a user fall into the category known as activities of daily living (ADLs).
An ADL can be one of many different activities, though gathering the information from these actions is typically performed by using a sensor network. The sensors that are used can be either wearable that go directly on a person, also known as wireless body sensor area network, or nonwearable that remain stationary in the environment. These sensors can collect the information that could include a user's location, movements, or activities [23] . The use of ADLs at a smart home has its own challenges. One potential flaw is that though ADLs represent a sequence of events, some activities can occur in different orders or together with a set of other activities [24] . This means that any ADL, though beneficial to use in predicting inhabitant activities, could lead to complexity since they are not necessarily identical for the same activity. Another possible problem is the issue of intersubject variability, which refers to the situation that both inhabitant and noninhabitant activities can happen and affect how the ADL is recorded, resulting in a potential error [25] .
When a sensor gathers information on an ADL, not only does it get data related to the activity but will also record the timestamps of events occurring within the activity. So, although any given ADL occurs as a sequence of events, the use of the duration of each step along with the sequence will allow for better activity prediction [26] . Since there are times when sensors can malfunction or inhabitants can adjust their routine, the use of duration can help better compare an activity history. All of the ADLs can then be used by a prediction algorithm to allow the smart home to both help the user and make the house more comfortable. This also can help reduce the cost of certain activities by being better prepared. One example of this would be to reduce energy consumption. An experiment done by Zhuang and Liang [27] demonstrated how the use of ADLs can benefit the smart home in its energy use.
Overall, an ADL is a resource that, when used, allows prediction algorithms to be extremely accurate in foreseeing when and where future activities could occur within a smart environment.
2) Location: The ability to predict the current location or the next location of inhabitants in a smart environment is important to the functionality of the system as a whole. It is generally not desirable to manipulate a portion of the environment based on a prediction if the inhabitants are not currently interested in that part of the environment.
One example of location prediction is performed by Petzold et al. [28] in the context of an office building. Two major applications of next location prediction within an office are proposed. First, a device could be placed outside each office in the building to display the predicted location of a person when he is away from his office. This would enable any visitors to decide if they should go to the predicted location or return at a later time. The second application is call forwarding. It could prevent a missed call by forwarding the call to the predicted location when a person is away from his or her desk. Petzold et al. [28] have investigated Neural networks, BNs, Markov, and state predictors for creating a system with the described functionality. In addition to location, a prediction of length of stay is necessary for these applications. Petzold et al. [28] claimed that this could be easily predicted with the same techniques that they have already investigated. In this scenario, it is also important to understand when no prediction is better than an incorrect prediction. Too many incorrect predictions could annoy users no longer interested in the predictions [28] .
Weiser [29] investigated the location prediction in a smart home environment. He envisions a smart environment with a high concentration of computing and communication capabilities and seamlessly integrated with its human users. In order to provide information to the user, the system must be aware of the user's location. The information needed by the user is strongly related to the current or future location of the user [30] . Also, information must be communicated to the user by a device that is close enough for the user to notice it.
Roy et al. [30] analyzed daily routines of inhabitants to reveal that patterns exist in daily routines. They also realize that routines likely change over time; however, this change can be classified as infrequent and random. Additionally, Roy et al. [30] noted that a smart home usually contains multiple paths between two locations, but they observe that inhabitants usually exhibit a most likely path. With these observations, they assume inhabitant location to be a piece-wise stationary, ergodic, and stochastic process. Based on this assumption, the previously discussed LeZi update algorithm is reasonable to be used for a prediction algorithm for this domain.
III. ALGORITHMS
The architecture of smart homes is often represented as a layered model. A four-layered model is proposed by [31] . The top layer of this model is the "decision layer," which bears the responsibility of determining actions for the smart home to perform by using the data from other layers. The other layers generate data for the decision layer through communication with physical hardware and storing the information obtained.
In order to select actions, the decision layer implements one or more prediction algorithms, which will infer inhabitant actions to occur next with a large probability. Using the result of the prediction algorithms, the decision layer can choose to take one or more actions. One possible choice is to automate the predicted action. Another possibility is to deliver notifications or reminders if the predicted action is not performed within a specified time threshold. This section reviews some well-know prediction algorithms used in the literature of smart environments.
A. Active LeZi
Although Active LeZi has been a widely accepted compression algorithm, it is used in prediction the context of smart homes. One application of Active LeZi is in the MavHome project at the University of Texas at Arlington [32] .
Active LeZi is an improvement on the LZ78 algorithm [34] as proposed by Ziv and Lempel [33] . By parsing an input string into one symbol at one time, LZ78 calculates the probabilities for the next symbol at each context in the data. LZ78 will generate probabilities for the contexts that it sees from the beginning of the data through the current symbol. The algorithm parses the input string into substrings "w 1 , w 2 , . . . , w n " such that for any j > 0, the prefix (consists of all characters of w j except the last character) of w j is equal to some w i . As of this prefix property, the substrings can be stored in a trie structure. Since LZ78 was designed as a compression algorithm, it has both an encoder and a decoder. For the purpose of prediction, only the encoder is required because there is no need to produce the original data string from the trie structure which approximates a Markov model. An example of the results of LZ78 parsing can be found in [35] .
LZ78 cannot be used in practice for two main reasons. First, data that crosses phrase boundaries is lost.
This limits the usefulness of LZ78 for prediction because potential patterns often occur across phrase boundaries. Second, previous work has shown that LZ78 does converge to optimal predictability, however, the convergence does not occur quickly enough. LeZi update [36] was proposed, but did not completely solve the issues presented by LZ78. It marginally improves the slow convergence problem, but it does not address the loss of information across phrase boundaries.
In order to overcome these limitations, Gopalratnam and Cook [35] introduced the Active LeZi to be used in smart environments. Active LeZi improves on LZ78 and LeZi update by including a window that varies in length as the algorithm runs. The window holds previously observed symbols. The length of the window is determined by the longest phrase observed in traditional LZ78 parsing. The window makes it possible to gather information for all possible context and approximate an order-k Markov model where k is the length of the longest LZ78 string observed so far. As discovered, the Active LeZi trie contains more nodes than the LZ78 trie and thus produces a more complete Markov model. The amount of information stored will grow with the length of the maximum LZ78 string, saying that algorithm performance will improve as the experience grows. Active LeZi converges faster than LZ78 because it gathers more data. The trie output of Active LeZi can be then used with prediction by partial match (PPM) predictors. PPM predictors take the different order Markov models into consideration and weight them accordingly. They build a probability distribution for the next symbol at a given context. Then, they predict the symbol with the highest probability. Gopalratnam and Cook [35] performed experiments on Active LeZi using two data sets. One data set was synthetically generated without noise. The other data set was typical scenarios from a smart home with noise. As the number of training instances increased, the performance on the noiseless data converged to 100% accuracy. For the noisy data, accuracy converged to 86%.
Fang and Ruan [37] proposed an enhancement to Active LeZi termed time-varyingLeZi (TALZ). The enhancement is based on the observation that human activity tends to occur on a periodic basis. For example, a person may wake up at 7:00 A.M. each morning, go to work at 8:00 A.M., and return for dinner at 6:00 P.M. These three actions are repeated on a daily basis. Additionally, distinct behaviors could appear similar but occur at different times. For example, going to work and walking the dog could both involve turning off the lights and locking the door but occur at different times of the day. In order to improve Active LeZi, TALZ creates subtrees from the null context based on the time of day. TALZ subdivides a day into 24 one-hour intervals, but this could be easily modified for any desired size of interval. Active LeZi parsing is used, but the output is placed into a subtree based on the hour of the day that the event occurred. The output is essentially that each subtree has a parent node corresponding to the hour of the day, and all of the hour nodes share the null context as a parent. Thus, the output is actually a single tree.
B. Flocking
Flocking is a term that is most commonly associated with animal species, more specifically birds. Flocking mainly consists of making groups of objects that share similar characteristics, and it has been used in the computer science to describe an algorithm that acts on a set of objects to group them according to their features [38] . To implement a flock, computer scientists have developed certain rules to govern what constitutes a flock or not. Reynolds came up with three specific rules that describe the behaviors of a flock, which he refers to as a boid [39] . His first rule is collision avoidance, or the chance to evade nearby obstacles or other members of a flock. The second rule is flock centering, or the need for all flock mates to remain close together. The final rule is the velocity of any flock member should be the same or close to the others around it. In other words, the whole flock must be moving toward the same direction [39] . In simpler terms, these rules are alignment, separation, and cohesion. These rules have been used and adapted to software, especially in robotics and artificial intelligence for the ability to model not only the architecture of the environment, but the adaptability for a "flock" (or actions) to enhance the system.
Within a smart home, flocking algorithms are useful tools in analyzing the ADLs of an occupant, especially when said occupant may be suffering from a cognitive disability like dementia. Any given set of ADLs can act as a cluster, and then a flocking algorithm can be used to parse through copious amounts of information quickly and effectively. It should be noted that there are some other clustering algorithms that can work, such as the K-mean. However, K-mean clustering is not ideal for the smart home since it requires human validation and a given initial number of clusters to evaluate. Therefore, K-mean is not effective when trying to allow a smart home to run independently of human involvement with the system. This is partly what led to the idea of using a flocking algorithm as a clustering approach to the smart home since it does not require any initial number of clusters and will partition objects itself based upon previous knowledge gathered. Also, a flocking algorithm can adapt easily to the environment by either adding new cluster points or combining new data with its appropriate partition [40] .
In a study conducted by Lapalu et al. [40] , they attempted to validate the use of a flocking algorithm within the smart home environment with some extra rules. As stated earlier, the basis for any flocking algorithm is the set of three rules established by Reynolds. After following these rules, they find that the attempt to cluster objects could result in just one single cluster. So, they adapt the flocking algorithm by adding two new rules: 1) similarity and 2) dissimilarity. Similarity will bring similar objects together. Likewise, dissimilarity will attempt to keep all dissimilar objects away from one another. In following all five of these rules, the study demonstrates that the adapted flocking algorithm will develop a good clustering since it will break apart large clusters into smaller, more similar clusters [24] . This allows the algorithm to more easily identify ADLs that are alike and get relevant information that the system can use to adapt to make the home environment more suited to the occupants need.
C. SPEED
In order to predict how inhabitants interact with a smart home, the algorithm called sequence prediction via enhanced episode discovery (SPEED) was used. The main purpose of the SPEED algorithm is to learn from the periodic tendencies of the user of a smart home and attempt to make appropriate decisions based upon the data it has gathered. SPEED develops a finite-order Markov model to describe the usr activities and exploits the PPM algorithm to make predictions [41] . Namely, SPEED takes a sequence of events or occurrences from an inhabitant's interaction with the smart home to predict future events within the environment.
The SPEED algorithm employs decision trees to form a data structure where it is able to view previously learned information in order to make an appropriate decision. At certain points throughout the cycle, SPEED will discard any immediately unnecessary information in order to make a decision tree that contains at most k levels, which in turn represents a kth order Markov model [41] . It should be noted that in using PPM to help make decisions, a weighted branch system is put in place which can even predict event sequences which have never been present in the system [42] . The SPEED algorithm is continuously calculating the weighted probability distribution after each successive decrease in the overall length of any given sequence in the decision tree [41] . This is fairly exhaustive and is expected to make a more accurate prediction of future events. Now, although the SPEED algorithm is able to form sequences of events to help predict what is to occur, one problem is that it does not take into account the time of events. So, further study was performed to include time into SPEED, and the modified SPEED (m-SPEED) algorithm was therefore developed. The motivation was to make the algorithm more accurate, since, in many home environments, most tasks or jobs are done in the same time period. Also, m-SPEED tried to get rid of all false episodes that showed up in the original SPEED algorithm [42] .
D. Nash H-Learning
Many learning algorithms can be useful in addressing how a smart home will learn and adapt to the changes that occur within its environment. If the system is able to learn habits of an occupant more effectively, then the more productive a smart home can function. One such learning algorithm that has been looked at as a potential solution to predict certain behaviors within a smart home is a method known as Nash H-learning. In order to understand how the Nash H-learning algorithm or framework functions, a small amount of background information must be given first.
Nash H-learning was developed from an algorithm called Q-learning, which uses a Markov process in order to come to a decision that is best utilized within a stationary environment. Although the Markov process is well-established as being useful within a smart home context, Q-learning itself has its flaws. The most important downfall of Q-learning is that it does not function properly on multiagent systems since the environment is constantly changing due to outside objects as opposed to an initial stochastic process [43] . This leads to the idea of Nash equilibrium, which is viewed within a smart home as a balance between all preferences from users of the system, where no person leaves [44] . Expanding upon this, the Nash Q-learning takes the basic Q-learning method into a multiagent system with the assumption that all choices lead to a Nash equilibrium [43] . It is from this Nash Q-learning idea that the Nash H-learning technique was developed.
The Nash H-learning framework (H stands for entropy) is mainly used to predict the location of multiple occupants of a smart home. Note that entropy, in this context, is referring to location uncertainty of any number of residents within the smart home. To predict the location, it looks at the correlation between all people's movements. This leads to the Nash H-learning algorithm to attempt to conserve energy by continuing to use the data extracted from the environment to a lower entropy. The lower the entropy, the more accurate the Nash H-learning algorithm is in predicting the correct location. Overall, this algorithm attempts to provide maximum comfort for the smart home users while also keeping the energy consumption to a minimum [44] . So the Nash H-learning technique just expands on the previous known learning processes to predict locations of multiple users, which then helps the smart home to better manage its own resources.
E. Apriori Algorithm
The Apriori algorithm is a classic data mining algorithm for mining association rules. As described by Schweizer and Wache [45] , it traditionally runs on a set of database transactions in order to detect recurring patterns. The output of the Apriori Algorithm are association rules of the form "{X} → {Y}" where "X" and "Y" are subsets of the set of all items from the input transactions. A rule where X and Y are both the null set is not a valid output. The rule is interpreted as follows: the occurrence of the items in X implies the occurrence of the items in Y.
Running the traditional Apriori algorithm is a two-step process. First, the raw data is processed into subsets termed as itemsets and "frequent" itemsets are identified. Second, the collection of frequent itemsets is pruned. The output, which is a set of association rules, is created from the remaining frequent itemsets after the pruning is completed.
In the first step of the Apriori algorithm, itemsets are generated starting with a size of 1 item and increasing until no larger subsets can be found. Each itemset's support is calculated, and the itemset is considered frequent if the support meets a predetermined support threshold. An itemset's support is defined as the percentage of the total input transaction that contains the given itemset. In the second step of the algorithm, association rules are created using the frequent itemsets as determined in the first step of the algorithm. Rules must meet a predetermined confidence threshold in order to be included in the algorithm output. Confidence is defined as the percentage of transactions containing X that also contain Y.
The Apriori algorithm was proposed before smart home environments were heavily researched. As a result, smart home researchers have determined that its traditional implementation is not suitable for smart homes and proposed improvements. One of these proposals is made by Zhang and Qi [46] who observed that this algorithm takes too long to run in order to be practical for a smart environment. In order to overcome this problem, they propose optimizations. First, Zhang and Qi [46] observed that the standard implementation of the Apriori algorithm requires multiple scans of the database in order to obtain the required information. To address this, they propose scanning the database once and storing the pertinent data in memory. Then the algorithm can run on data in memory instead of taking the extra time to access a database. A second improvement is proposed based on the idea that a frequent itemset cannot be obtained by adding an additional item to a nonfrequent itemset. This reduces the number of iterations that the support must be calculated for an itemset. Zhang and Qi [46] included experimental data that shows the execution time for their enhanced Apriori algorithm is only a fraction of the execution time of the standard Apriori algorithm. Their results also show that as the size of the problem grows, execution time grows less quickly for their enhanced algorithm than the standard algorithm.
Rashidi and Cook [47] discovered another problem with the Apriori algorithm within a smart environment. The algorithm was originally designed to discover frequent itemsets, but a smart home environment also requires the ability to discover periodic itemsets. In order to address this problem, Rashidi and Cook [47] designed a variant of the Apriori algorithm that is called frequent and periodic activity miner (FPAM). It defines one hour and one day granules of time in order to recognize periodic activities. After FPAM determines its candidate itemsets, it classifies them as periodic or frequent. It is possible for an itemset to be both periodic and frequent; however, FPAM will report it as frequent only.
F. Summary of Algorithms
All prediction algorithms that are used within a smart home environment have a common goal, which is to allow the system to make an educated prediction based on previous information in order to make the users life easier and more comfortable. Even though this is the main role for every prediction algorithm, they differ in their approaches to storing, interpreting, and mining data for the system. The following sums up these five algorithms presented above in both similarity and difference in many aspects, which is highlighted in Table I .
1) Information Presentation:
The most widely cited prediction algorithm used in a smart home is the Active LeZi. This algorithm, as previously stated, is an adaptation of the LZ78 compression algorithm. As it parses the data, the Active LeZi generates a trie structure to hold the information. In a similar fashion, the SPEED algorithm also uses a tree structure that contains the information to predict future events. The other algorithms, however, do not share this same structure. In the flocking algorithm, all the data is stored in individual clusters that share common characteristics. On the other hand, the Apriori algorithm operates on transactions stored within a database. An optimization of the Apriori algorithm loads the database transactions into a matrix structure in the memory to avoid the time required for disk access. As for the Nash H-learning algorithm, it is also unique in how it retains information. Instead of centralizing all the data into a single source, this algorithm keeps all the preferences and information on the individual users themselves before going through to find what is most likely to occur.
2) Model: One major commonality among any prediction algorithms is whether any of them relies on a Markov model or BN to function. Of the algorithms discussed in this paper, both the SPEED and Active LeZi algorithms are based on Markov models and use a PPM approach to generate predictions. However, they determine the size and order of these models in a slightly different manner. For Active LeZi, the order of the Markov model is determined by the length of the longest LZ78 string observed. However, for SPEED, the order is determined by the number of levels in the decision tree. Also, note that the Nash H-learning relies on a Markov model since the Q-learning technique is adapted from a Markov model and Nash H-learning is itself an adaptation of Q-learning. The other two mentioned algorithms operate without a Markov model or BN and rather work on rules. In order to determine its results, the Apriori algorithm evaluates the candidate rules that it generates two metrics, namely support and confidence which are defined above. The flocking algorithm uses three rules in order group similar objects together: 1) alignment; 2) separation; and 3) cohesion.
3) Data Type: Just as the algorithms structures differ at times, so does the information that they are gathering. They all retrieve data in order to predict future events, but they most definitely do not all get the same data. For the Nash H-learning algorithm, it is mainly concerned with getting the location of all users, and then uses this to try and conserve energy. Going a slightly different route, the flocking algorithm instead tries to get all information pertaining to each users' daily activities (or ADLs). This can allow the smart environment to adapt to fit the users' needs. The SPEED algorithm instead takes data in terms of sequences of events. From this, it attempts to predict potential events that will occur in the future. However, the SPEED algorithm does not take time into consideration when doing this. Yet, note that the Apriori algorithm is often used in looking at temporal relations. Now, the Active LeZi algorithm does not focus on only one area to gather data from. Instead, it can be used to get information on location and time that certain activities occur. As can be observed, although there is some overlap, these five algorithms gather data that pertains to various aspects of the environment.
4) Genealogy:
It seems common for a prediction algorithm to be a modification or improvement of an existing algorithm. For example, Active LeZi is an improvement to LeZi Update which is an improvement to LZ78. Extensions exist for Active LeZi and SPEED in order to take time into consideration. Along a similar line of thought, both the flocking and Nash H-learning algorithms are also adapted slightly from previously known works. Flocking is a clustering algorithm, though it does not require knowing the number of clusters up front, unlike other known clustering algorithms. Also, Nash Hlearning, as pointed out earlier, is adapted from the Q-learning technique to work on multiagent systems or environments. The Apriori algorithm has shortcomings that prevent it from being used in its native form in a smart home environment; however, it becomes practical with certain optimizations.
IV. ALGORITHM ENHANCEMENTS
Some ideas and concepts have been introduced, which, however, cannot stand alone as complete prediction algorithms. They are designed to be used in conjunction with a prediction algorithm. While these enhancements do not fall into the category of prediction algorithms, they aim to increase performance when paired with a prediction algorithm. This section reviews these enhancements.
A. Episode Discovery
Episode discovery is a data-mining algorithm that searches for behavioral patterns in a string of data [48] . Heierman and Cook [49] have proposed a framework for smart homes based on this algorithm. The collected raw data does not indicate where periods of device interaction, or episodes, begin and end. The framework searches for the beginning and end of episodes while balancing episode length with frequency and regularity. This approach discovers significant episodes that occur on a recurring basis such as a daily wake-up routine or weekly lawn watering.
The episode discovery algorithm begins by partitioning the input stream of events into maximal episodes. An episode window is used to enforce the rule that all events in a maximal episode must occur within a specified time period. From the maximal episodes, itemsets are created. These itemsets include the maximal episodes themselves as well as subsets of the maximal episodes. Next, the itemset space is pruned. After pruning, the remaining itemsets are considered significant episode candidates. A significance value is computed for each candidate, and significant episodes are chosen using a greedy approach with a minimum compression threshold.
This method improves prediction algorithms by filtering the input stream before it is provided to the prediction algorithm as training data. Heierman and Cook [49] identified two algorithms that expect to perform slowly in smart home environments due to the noisy training data: incremental probabilistic action modeling (IPAM) and back-propagation neural network (BPNN). Episode discovery was evaluated in a case study upon these two prediction algorithms. IPAM improved from 41.0% accuracy to 73.6% accuracy with the addition of episode discovery in the case study. Similarly, the accuracy of BPNN improved from 63.6% to 85.6%.
B. Temporal Relations
One potential flaw in smart home prediction is the modeling of an activity occurrence as a single point in time. In actuality, an activity spans an interval of time with a starting point and an ending point. For example, an activity may start when the living room light is turned on. As the activity progresses, the TV is powered on and later powered off. The living room light is powered off which ends the activity [50] . Jakkula and Cook [51] proposed a framework for smart homes based on temporal logic. They base their framework on the 13 temporal relations included in Allen's temporal logic: 1) before; 2) after; 3) meets; 4) meet-by; 5) overlaps; 6) overlapped-by; 7) starts; 8) started-by; 9) finishes; 10) finished-by; 11) during; 12) contains; and 13) equals. This provides additional insight into the timing of events than a stream of symbols which represent individual events which can enhance prediction algorithms. With this information, an algorithm is able to create predictions with temporal constraints resulting in better detection of anomalies. For example, if event A usually overlaps event B, event B occurring after event A would be considered an anomaly. Also, temporal relations allow for the calculation of the probability of event X based on the occurrence of events temporally related to X [51] . In the knowledge discovery and pattern recognition of smart homes, this approach faces some challenges as noted by Jakkula and Cook [52] . One challenge is the ambiguity of Allen's relations that it is possible to have two events that can be correctly described by more than one temporal relation. Allen did not define a method of choosing a single "best" relation for a given set of events. In order to address the ambiguity problem, Jakkula and Cook [52] defined boundary conditions involving the start and end times of the related events for each of the thirteen temporal relation. Their proposed algorithm relies on these boundary definitions in order to identify the relationship of two events.
Another problem is about the highly detailed time data, which is common in smart environments. In order to solve this problem, Jakkula and Cook [42] used an application of the Apriori algorithm to identify associations between events. The Apriori algorithm mines the data for sets of events that happen together frequently. It returns sets of events that meet a minimum support threshold. In many cases, the returned frequent sets of events will have multiple temporal relations. In this case, the relation that occurs at the highest number of times is chosen.
In another work, Jakkula and Cook [42] proposed an algorithm for prediction enhanced by temporal rules which operates on the output of the Active LeZi predictor. In experiments with small datasets, the prediction accuracy with temporal rules is marginally better than that without temporal rules. It is expected that with larger datasets, the accuracy of the enhanced prediction will see a large improvement.
Many prediction algorithms actually fall into machine learning and many new learning algorithms have been proposed [53] , [53] - [57] , which can be used to enhance the prediction as well. More recent prediction algorithms have been proposed and they are mostly based on those reviewed above [58] - [62] .
V. CONCLUSION
The prediction algorithms play key role in providing the intelligence for a smart home by mining the sensed environmental and human activity data. This paper comprehensively reviews prediction algorithms proposed for smart environments in literature. This paper first presents the system models and data that are generally used in prediction algorithms for smart homes. The prediction algorithms are then discussed in details on their features, strengths and weakness. They are also compared and summarized on the models and data types used in prediction. Some enhancements to these algorithms are also reviewed.
