An approach to parallel solution of an Eulerian-Lagrangian model of dilute gas-solid flows is presented. Using Lagrangian treatments for the dispersed phase, one of the principal computational challenges arises in models in which inter-particle interactions are taken into account. Deterministic treatment of particleparticle collisions in the present work pose the most computationally intensive aspect of the simulation. Simple searches lead to algorithms whose cost is O´N 2 p µ where N p is the particle population. The approach developed in the current effort is based on localizing collision detection neighborhoods using a cell-index method and spatially distributing those neighborhoods for parallel solution.
INTRODUCTION
Numerical simulation continues to evolve as a useful tool for prediction and study of the complex interactions governing multiphase flows. Computations form a strong complement to experimental measurements and often enable relatively efficient parametric studies. The present focus is on Eulerian-Lagrangian models of dilute gas-solid flows. In these approaches, properties of the dispersed phase are obtained via discrete particle tracking.
Typically, particle properties are obtained from O´10 5 10 6 µ trajectories. The fluid flow can be computed using a variety of techniques. The main interest of the type of modeling described in this manuscript are concerned with calculations using eddy-resolving techniques such as Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES) of the carrier-phase flow.
Eulerian-Lagrangian models of two-phase flows have been widely used to study particle dispersion, turbulence modulation by particles, and inter-particle collisions (e.g., see Squires and Eaton 1990 , Elghobashi and Truesdell 1993 , Wang and Maxey 1993 , Sundaram and Collins 1997 , Boivin et al. 1998 . As the complexities of the fluid-particle interactions increase, e.g., through higher flow Reynolds numbers, complex geometries, and/or inclusion of additional physical effects, efficient solution approaches of the model system becomes increasingly crucial.
The choice of computational approach used to solve large systems often represents the primary obstacle to efficient solution and assessment of a model. Parallel processing has emerged as probably the most efficient approach for solution of large-scale systems. The high costs of hardware and software for parallel supercomputers (e.g., Cray T3E) are being replaced by the relatively modest expense of off-the-shelf processors and opensource operating systems. These "commodity supercomputers" are comprised of several distinct desktop processors clustered by network connections. The use of such high performance clusters continues to grow and such systems comprise the main platform used for the present work.
The most intensive aspect of the present computations arises from treatment of inter-particle collisions. A deterministic treatment is used in this study in which all inter-particle collisions occurring in a timestep are searched within the domain. Some of the aspects of the approach to collisions detection are analogous to those encountered in N-body problems in astrophysics or in molecular dynamics, though particle interactions are more tractable in the turbulent channel flow considered here since properties of the particulate phase are altered only by direct contact. As is well known, simple collision detection via a search of the entire domain leads to a computational cost proportional to N 2 p where N p is the number of particles. To efficiently extend the current model to large-scale applications and to take advantage of the cost-effective performance of commodity clusters, a parallel solution of the system, in this case to offset the otherwise high cost of the collision modeling, is essential. Therefore, the aim of the current effort is development, implementation, and assessment of a parallel approach to solution of Eulerian-Lagrangian models appropriate for distributed-memory architectures and efficient implementation on high-performance clusters.
APPROACH
The computations performed in this work are of the fully developed particle-laden flow in a vertical channel. The gasphase carrier flow is computed using Large Eddy Simulation, Lagrangian particle tracking is employed to model the dispersed phase. In the next subsection, a summary of the LES approach is provided. Following, a description of the particle treatment is described.
LES of turbulent channel flow
The gas-phase carrier flow is driven by a fixed pressure gradient. The filtered Navier-Stokes equations governing the evolution of the resolved scales of motion can be written,
In (1) and (2), u 1 i is the fluid velocity, p 1 is the pressure, ρ 1 is the density of the fluid, and δ i j is the Kronecker delta. The indices i 1 2 3 refer to the x (streamwise), y (wall-normal), and z (spanwise) axes, respectively (repeated italic indices imply summation and an overbar, ¡ , denotes application of a filter). The governing equations have been made dimensionless using the channel half-width δ and friction velocity u 1 τ , yielding a mean pressure gradient of 1; the Reynolds number in (2) is then Re τ u 1 τ δ ν 1 where ν 1 is the fluid kinematic viscosity. For fully-developed channel flow, periodic boundary conditions for the dependent variables are applied in the streamwise and spanwise directions whereas the no-slip condition is applied on the channel walls. Note that there is no coupling force in (2), i.e., only one-way coupling from fluid to particles is considered in this study. The effect of the subgrid scales on the resolved eddies in (2) is represented by the SGS stress, τ 1 i j u 1 i u 1 j u 1 i u 1 j , which is parameterized using an eddy viscosity hypothesis,
where the eddy viscosity and resolved-scale strain rate tensor are
and S 1 Õ 2S 1 i j S 1 i j is the magnitude of S 1 i j . The filter width ∆ is defined as ∆ ∆ 1 ∆ 2 ∆ 3 ¡ 1 3 where ∆ 1 , ∆ 2 , and ∆ 3 are the grid spacings in the x, y, and z directions, respectively. The eddy viscosity or, equivalently, the model coefficient C appearing in (4) requires specification in order to close the system (1) and (2). The particular approach used to compute C is the dynamic eddy viscosity model developed by Germano et al. (1991) The governing equations are solved on a staggered grid using the fractional step method (e.g., see . Secondorder Adams-Bashforth was used for advancement of the convective terms and part of the SGS term while the Crank-Nicholson method was applied for update of the viscous terms and a portion of the SGS stress. The Poisson equation for pressure was solved using Fourier series expansions in the streamwise and spanwise directions together with tridiagonal matrix inversion. The calculations were performed at Re τ 180, corresponding to a Reynolds number of 3200 based on centerline velocity and channel half-width. The flow was resolved using 64 ¢ 65 ¢ 64 grid points in the x, y, and z directions, respectively. The channel domain was 4πδ ¢2δ¢4πδ 3 in the x, y, and z dimensions, respectively. The grid spacings parallel to the surface measured in wall units were ∆x · 35 and ∆z · 12. A stretched grid was used in the wall-normal direction such that the first grid point was at y · 1. For the present investigations, calculation of the fluid velocity field is performed sequentially, i.e., on a single processor. The fluid velocity field is communicated to distinct processes related to the particulate phase at each iteration.
Calculation of particle motion
Particle motion is determined through solution of the equation of motion for a sphere in an unsteady, nonuniform velocity field. For particles with density ρ 2 much larger than that of the fluid ρ 1 the force on the sphere reduces to the drag term and gravity,
where u 2 i is the particle velocity, d the particle diameter, v r i u 2 i u 1 i the relative velocity between particle and fluid, v r v r i v r i is the magnitude of the slip velocity, and the acceleration of gravity is g i . For the results shown in this paper, the influence of gravity is neglected. The drag coefficient C D is expressed in terms of the particle Reynolds number Re p as
From computation of the fluid velocity field u 1 i , (5) is integrated in time using second-order Adams-Bashforth. Since it is only by chance that a particle is located at a grid point where the Eulerian velocity field is available, fourth-order Lagrange polynomials are used to interpolate the fluid velocity to the particle position (see Wang et al. 1995) . Particle displacements are also integrated using the second-order Adams-Bashforth method. For particles that moved out of the channel in the streamwise or spanwise directions periodic boundary conditions are used to reintroduce it in the computational domain. The channel walls are perfectly smooth and a particle is assumed to collide elastically with the wall when their center is one radius from the surface. Particle-particle collisions are computed by accounting within each timestep for all particle pairs that have undergone a collision. Only binary collisions without energy dissipation and inter-particle friction are considered. To avoid the full quadratic expense of naive collision detection by checking the entire population for each particle, the physical domain is divided into a three-dimensional array of cells (see Alder & Wainwright 1959 , Sundaram & Collins 1996 , Sigurgeirsson et al. 2001 . The list of possible collision partners for a given particle is then restricted to only those particles residing within the same cell as the particle under consideration and the 26 adjacent cells (c.f., Figure 1 ). The collection of the 27 cells comprises a "collision detection neighborhood". The entire domain is then redefined by several overlapping collision detection neighborhoods, each constructed of a 3¢3 set of cells as shown in Figure 1 . Note that the volume of the collision detection neighborhood must be large enough to include all possible collision partners for any particle within the center cell. The condition on the volume is required so that no binary collision occurring within a timestep be undetected. The size of the individual cells and consequently the collision detection neighborhoods are fixed by parameters of the simulations -principally the timestep and maximum velocity of any particle -that affect the maximum relative displacement of any particle pair between successive timesteps.
In Large Eddy Simulation, aside from the necessity to model the SGS stress in the fluid momentum equations, in an LES calculation of particle-laden turbulence, transport by the SGS velocity field should, in principal, be modeled. However, since the bulk of fluid turbulence kinetic energy is carried by the large eddies, the fraction of kinetic energy and, hence, the magnitude of SGS velocity fluctuations is small compared to the large scale velocity. Thus, neglecting the influence of particle transport by SGS motions is justifiable, especially on the given grid and at the moderate Reynolds numbers for which the LES is being performed. For gas-solid flows the small-scale, high-frequency motions not resolved in LES are strongly filtered by particle inertia, ρ ρ 2 ρ 1 2118 8471
468 Table 1 . Particle parameters.
further limiting their influence on particle transport. Dispersed-phase statistics are computed by averaging over the trajectories of a large ensemble of particles. A large particle sample size is required in order to present statistics for the dispersed phase in the same manner as for the fluid, i.e., by averaging over homogeneous planes. Numerical experiments have demonstrated adequate statistical convergence is obtained using this sample size (see for further discussion). The particle response time and density ratio ρ ρ 2 ρ 1 are shown in Table 1 (the response time τ p ρd 2 ´18νµ shown in the table is the value corresponding to Stokes flow around the particle, τ · p represents the timescale in wall units). All particles have the same radius with a δ 0 00277 and a · 0 5 while the density ratio and, thus, the response time for the heavier particle is four times larger than for the lighter particle.
From an arbitrary initial condition the Eulerian velocity field was first time advanced to a statistically stationary state. The particles were then assigned random locations throughout the channel. The initial particle velocity was assumed to be the same as the fluid velocity at the particle location. Particles were then time advanced in the flow field to a new equilibrium condition in which particle motion was independent of initial conditions. Similar to the fluid flow, statistics of the particle velocity were averaged over the two homogeneous directions, both channel halves, and time. The main computational expense for the current calculations is the collision detection step, requiring significantly more cpu resources than solution of (1) and (2) Figure 2 are profiles of the streamwise mean velocity. Dispersed-phase properties were obtained from the trajectories of two groups, each comprised of 100,000 particles. There are two profiles shown for the fluid velocity (lines in the figure), depicting the mean fluid velocity sampled along the particle trajectories. Apparent from the figure is that there is negligible statistical bias in the mean fluid velocity for the two particle response times. Figure 2 shows that in the core of the channel the particles lag the fluid with the opposite behavior occurring close to the wall. For the finer particle (τ p 0 65), the cross-over in the lagging/leading behavior of the particle streamwise mean compared to the fluid occurs around 20 wall units. For the coarser particle (τ p 2 60), the cross-over occurs further from the wall. For both particle response times, the role of inter-particle collisions is relatively strong, especially for the coarser particles where the mean slip velocity is large close to the wall. Though not shown here, the main effect of inter-particle collisions is to flatten the mean profiles compared to simulations without inter-particle collisions. For τ p 2 60, the variation in the mean profile across the channel is rather small.
PARALLEL TREATMENT OF THE PARTICLES
Parallel implementation is currently focused on efficient treatment of the particulate phase. The solution of (1) and (2) for the fluid velocity field is carried out serially within a single process on the "master" node. The updated velocity field solution is transmitted to the multiple "slave" nodes. The slaves execute identical instructions (integration of Eqn. 5 and collision detection) on different data sets (fluid and particle fields) in parallel.
The main factor motivating efficient numerical solution in this work and most of the research in related areas (e.g., simulations in molecular dynamics and of N-body problems) is the need to reduce the population of participating species N p in a computation with inherent quadratic complexity (i.e., O´N 2 p µ).
The quadratic cost for the particle-laden channel flow considered here arises from the deterministic treatment of inter-particle collisions. Decomposing the total particle sample size into smaller sub-populations and concurrently executing the same instruction set on separate processors will obviously reduce the computational time required to complete a given task. A simple approach to static domain decomposition is employed in this work, the specific method being guided by aspects of the physical problem. Three key issues in developing or adapting algorithms for distributed computing are communication overhead, load balance, and granularity.
Channel flow solutions are statistically homogeneous with respect to the streamwise and spanwise dimensions. For a general spatial decomposition, the channel is divided into n x ¢n y ¢ n z rectangular subdomains where n x n y n z P, the total number of slave processors (Figure 3 ). Approaches to ensuring reasonable load homogeneity across the particle computing slave processors can be developed considering this feature. The statistical features of the particle concentrations in x-z planes should not show a statistical bias with respect to spatial coordinates and uniform decompositions of the domain in x and z would then ensure appropriate initial load balancing. On the other hand, in the wall-normal direction particle distributions may be nonuniform. However, in the present investigations the orientation of the flow is vertical and particle distributions are not biased towards one wall by a deterministic settling. The load balance is properly maintained if the numbers of particles entering and leaving a subdomain are the same.
The flux of particles into and out of the subdomains also plays an important role in the communication costs of the spatial decomposition. For each slave, it is possible to approximate the communication costs by summing all of the send and receive commands that are executed at each timestep. The magnitude of this communication for the ith slave is then expressed as,
In (7), N is the number of grid points used for the solution of the Navier-Stokes equations, P is the number of slave processors, T in i is the number of particles that transfer into the subdomain owned by the ith slave, and T out i the number of particles that transfer out. While the number of grid points contained within each subdomain need not be consistent for all slaves, it is held constant for this analysis of the static decomposition. Similarly, the number of processors in a given simulation is assumed constant throughout the run, and therefore the first term in (7) is independent of the domain decomposition. The remaining contributions on the right hand side of (7) can be expressed in terms of the averages flux across the six faces of the rectangular subdomains. It is here that some discretion about the spatial decomposition can yield higher performance of the parallel treatment. Choosing a decomposition scheme that minimizes the particle transfer events between subdomains will result in lower point-to-point communication needs. An analysis of the time averaged values of the particle transfers is possible utilizing again the mean flow properties of the channel. In the channel, bulk motion is along the streamwise direction and the particle flux arising from the mean motion will occur along x. The absence of mean motion in the y and z directions allows the particle flux of the individual subdomains to be minimized by selecting a decomposition that minimizes the number of divisions along x, n x . Partitioning the channel into subdomains only in the z or y direction is a plausible approach to minimizing particle flux and, consequently, the communication costs represented by (7). Subdomains in the form of x-y slabs also produce preferred load balancing, as the particle concentrations are statistically uniform along z but not necessarily along y. It is therefore reasonable to assume that maintaining favorable computation-tocommunication ratios and balanced load distributions can be accomplished by setting n x n y 1 and n z P. As discussed below, however, n z cannot be arbitrarily large. The remaining decomposition issue is that of granularity. As described in the previous section, collision detection neighborhoods may not be subdivided beyond limits imposed by simulation parameters (timestep and maximum particle velocity) and, therefore, the neighborhoods dictate the decomposition granularity of the parallel algorithm. For the flow parameters of the current simulations, there are roughly 10 5 collision detection neighborhoods in the channel. While this relatively large upper bound on the number of processors that may be used is not itself a limiting constraint, the imposed granularity does remain an issue in the spatial decomposition. In particular, the finest resolution of a subdivision along any dimension is limited by the number of (indivisable) neighborhoods along that direction. Specifically for the channel considered in this effort, this is a limiting constraint on n z . Finally, it should be noted that collision detection cells on subdomain boundaries are in the collision detection neighborhood of the nearest neighbor cell within the next subdomain. Eulerian fluid velocity field and particle data are overlapped between neighboring subdomains by one collision detection cell in order to check all possible collision partners, while also ensuring there are no redundancies in the particle calculation and processing of statistical quantities.
PARALLEL PERFORMANCE
To date, the approach summarized above has been implemented and tested on smaller clusters comprised of 4 -32 processors. The domain decomposition possesses the finest resolution along the z axis, i.e., n z L z n y Ly, n z L z n x L x where L x , L y , and L z are the channel lengths along the x, y, and z axes. As described in the previous section, such a subdivision yields lower point-to-point communication between processors by minimizing the average particle flux between subdomains. In quantitative terms, particle exchange events per processor per unit area of subdomain interface differ by more than an order of magnitude between x and z partitioning schemes. In addition, particle populations are statistically balanced across the z-partitioned subdomains. AE collision detection time t cd ; full simulation time T . Figure 4 shows the average compute time per timestep for a single-processor calculation. Two sets of results are shown in the figure, the timings for completion of the collision-detection step and the timings for completion of a single timestep. Tests were performed for several particle sample sizes and illustrate the unfavorable quadratic computational complexity of the overall approach -inherent to any deterministic treatment of inter-particle collisions. Importantly, the figure shows that the N 2 dependence inhabits only the collision detection treatment and, consequently, collision detection accounts for increasingly larger fractions of the simulation time as the particle population is increased. For a sample size of 0 2 ¢10 6 , for example, the collision detection time accounts for roughly 50% of the time required for completion of a single timestep. For a particle sample size of 0 5 ¢10 6 , the fraction of the simulation time devoted to collision detection increases to about 75% of the time required for completion of one timestep. Figure 4 can also be used to estimate limitations in the potential speedup (defined as the ratio of the time required using a single processor to that using P processors) of the calculation when the collision detection is computed in parallel. The total time T for completion of one timestep is the sum of t cd , the time required for collision detection and t, the time for other operations, e.g., solution of the fluid equations, treatment of the particulate phase not related to collision detection, etc. For a particle sample size of 0 5 ¢10 6 , Figure 4 shows that T t 4 4 and, if t cd becomes negligibly small via parallel treatment, the time required for the entire simulation would decrease by a factor of 4.4, i.e. a speedup of 4.4. Similarly, for a smaller sample size of 0 2 ¢10 6 in which collision detection constitutes a lower fraction of the total simulation time, Figure 4 shows that T t 2 6. The simulation time then could only be reduced by a factor of 2.6 with a hypothetical parallel treatment of the collision detection that would reduce t cd effectively to zero. As shown below, this reduction would be achieved using a small number of processors, a consequence of the relatively small particle population. Obviously, the quadratic dependence of the collision detection increases the computational cost, accounting for larger fractions of the overall simulation time with larger particle populations. Greater gains in efficiency can be achieved via parallel treatments of the collision detection. Figure 5 shows actual speedups for both the collision detection time and simulation time. Albeit the current tests have been performed over only a few processors, the figure shows encouraging scaling of the collision detection step with the small number of processors. An accurate estimate of the maximum possible speedup can be obtained by assuming that it is possible to distribute all of the operations of the serial collision detection to P processors without adding any overhead. In this case, the timings for the collision detection and other operations can be related to an ideal simulation time (neglecting parallelization overhead) as,
where t 1´Np µ represents the collision detection time using one processor (serial calculation) for a population of N p particles. The asymptotic speedup of the full simulation can then be defined as S´N p Pµ T´N p µ T ideal´Np Pµ. Using Figure 4 , for N p 0 25 ¢10 6 and P 4, the maximum speedup is estimated as S´0 25 ¢10 6 4µ 1 8, which is nearly obtained in the current calculations (c.f., Figure 5 ). It is also possible to use the current results to determine the number of processors P for a specified speedup,
Thus, to merely double the speed of the calculation for N p 0 25 ¢10 6 six processors are required. Eqn. (9) also shows that favorable speedups are realizable only for particle populations large enough such that the time required for collision detection operations effectively dominates T .
SUMMARY
Particle-laden turbulent channel flow was predicted using an Eulerian-Lagrangian model. The continuous-phase turbulent carrier flow was computed using Large Eddy Simulation. Lagrangian particle tracking was employed for the dispersed phase. Particle motion was governed by the drag force and inter-particle collisions. A deterministic treatment was used to account for all binary collisions occurring within a timestep. A computational approach was developed in which partitioned Eulerian fluid flow data is made available to multiple processors, each of which has ownership of the correspondingly partitioned Lagrangian information for the particles. Flow field updates and particle boundary transfers are communicated via message passing. Using the primary basis of the the Message Passing Interface (MPI), only point-to-point sends and receives are used.
The parallel implementation outlined in this manuscript is efficient for application to Eulerian-Lagrangian models of gassolid flows. The advantage of the present approach is that all of the forces acting on a particle can be localized. This in turn enables a simpler method than in other areas in which particles may interact at a distance (e.g., as in N-body or molecular dynamics simulations). In the particle-laden channel flow, the entire influence of the fluid on an individual particle is derived from the instantaneous fluid velocity at the position of the particle and interpolated from the surrounding grid. Based on a predetermined cut off distance dependent upon simulation parameters, the collision detection scheme searches for possible partners within a relatively small neighborhood encompassing a particle. Such dependence on strictly localized information results in an algorithm that is embarrassingly parallel and is an ideal candidate for efficient performance on a "commodity supercomputer".
To date, the algorithm has been applied on "mini clusters", i.e., up to 32 processors. For the parameter range used in these studies (64 ¢65¢64 grid points and O´0 2 ¢10 6 µ particles), numerical solution of the particulate phase distributed over half as many processors is as efficient as for the fluid on a single processor. Subsequent reductions in simulation compute times cannot, therefore, occur without accelerating the fluid solver. It is also worth noting that, independent of the fluid solution time, parallel performance for the current approach eventually saturates as the computation-to-communication ratio approaches a lower limit. This limit will be achieved considering a fixed particle population on sufficiently small subdomains since the compute time for the particles in subdomains becomes insignificant compared to the time need to communicate the fluid field data to the processors. This limit, which affects the scalabilty of the method, however, is avoided through continued addition of processors that will enable large particle sample sizes, the use of several particle groups for studies of polydisperse mixtures, etc. Such numerical experiments that could not be serially computed in a reasonable time frame will then be practically possible at rates given by the wall-clock time for execution of a single-phase channel simulation.
The next step in evolution of the method is examination of differing static decomposition strategies for large particle popu-lations and the use of more processors. The one-dimensional domain decomposition utilized to date cannot be applied for more than 40 processors given the number of collision detection neighborhoods governed by this specific channel geometry. Even as the number of spanwise subdomains approaches the maximum number of collision detection neighborhoods, there are growing inefficiencies in the redundant communication and storage of the overlapping portions of the subdomains. Further decomposition along one or both of the other dimensions is not as easily optimized as the partitioning results discussed in this manuscript. Particle fluxes and distributions are not entirely predictable along both the streamwise and wall-normal directions. Optimally efficient results of more complex static spatial decomposition are yielded, for the most part, by simply benchmarking the particular code and set parameters while varying the partitioning strategy.
Further extensions of static spatial decomposition for other simulation geometries (e.g., flow in a circular pipe) or even different channel parameters (e.g., increases Reynolds number) would require more time benchmarking. The work and results described in optimizing the static decomposition of the channel can be used as the initiation and validation of dynamic decomposition methods that adaptively minimize particle transfers and maintain balanced populations between subdomains. The investigation of such algorithms comprises the main motivation for future efforts.
