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Non-orientable quasi-trees
for the Bolloba´s-Riordan polynomial
Fabien Vignes-Tourneretk
Abstract
We extend the quasi-tree expansion of A. Champanerkar, I. Kofman, and N. Stoltz-
fus to not necessarily orientable ribbon graphs. We study the duality properties of
the Bolloba´s-Riordan polynomial in terms of this expansion. As a corollary, we get
a “connected state” expansion of the Kauffman bracket of virtual link diagrams.
Our proofs use extensively the partial duality of S. Chmutov.
Keywords: ribbon graph, quasi-tree, partial duality, Bolloba´s-Riordan polynomial,
Kauffman bracket.
1 Introduction
Ribbon graphs are a topological generalization of graphs. They can be described in (at
least) three different ways: as embedded graphs, as possibly non-orientable surfaces with
boundary or as triples of permutations describing the vertices, the edges and their possible
twists (see fig. 1(a)). In the following, we will mainly adopt the surface point of view.
In 1954, W. Tutte defined a graph invariant [17], now named Tutte polynomial, which
is a generalization of many other invariants such as the chromatic and flow polynomials.
The Tutte polynomial may be described either via a spanning subgraph expansion, a
spanning tree expansion, or, recursively, by reduction relations. More recently, B. Bolloba´s
and O. Riordan defined a ribbon graph invariant which generalizes the Tutte polynomial.
The Bolloba´s-Riordan polynomial also has three different possible definitions. The present
article focuses on one of them.
It turns out that, for ribbon graphs, the right topological generalization of a spanning
tree is a quasi-tree. A quasi-tree is a spanning subribbon graph with only one boundary
component (or face). A. Champanerkar, I. Kofman, and N. Stoltzfus proved that the
Bolloba´s-Riordan polynomial has a quasi-tree expansion [2]. Their work was restricted
to orientable ribbon graphs. Our article aims at extending their expansion to the non-
orientable case.
Very recently, S. Chmutov defined a generalization of the usual Euler-Poincare´ (here-
after natural) duality for ribbon graphs [3]. His partial duality consists in forming the
natural dual but only with respect to a spanning sub(ribbon)graph. We find that this
new duality is an interesting, fruitful and promising framework for the study of ribbon
graphs and their invariants. In our opinion, the use of the partial duality simplifies the
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formulation of the proofs presented in this article a lot.
The paper is organized as follows. In section 2, we recall the basic definitions of a rib-
bon graph and the partial duality. The spanning tree expansion of the Tutte polynomial
relies on a notion of activity of an edge with respect to a spanning tree. Section 3 defines
the generalization of Tutte’s activities to adapt them to non-plane ribbon graphs and
quasi-trees. The spanning tree expansion of the Tutte polynomial consists in a factoriza-
tion of the monomials of the spanning subgraph expansion. To this end, the subgraphs are
grouped into packets, each of which is labelled by a spanning tree. In section 4, we group
the subribbon graph of a ribbon graph into packets, naturally associated with quasi-trees.
Section 5 is devoted to the statement and proof of our main theorem, namely a quasi-tree
expansion of the Bolloba´s-Riordan polynomial of not necessarily orientable ribbon graphs.
We also give the corresponding expansion for the multivariate version of this polynomial
[12, 18]. In section 6, we recover the duality property of the Bolloba´s-Riordan polynomial,
namely its invariance under partial duality at q := xyz2 = 1 [3, 18], but in terms of its
quasi-tree expansion. This allows us to get an alternative expression for this polynomial
at q = 1.
The Kauffman bracket of a virtual link diagram and the Bolloba´s-Riordan polynomial
of ribbon graphs have been proven to be related to each other [3–5, 7]. As a consequence,
the quasi-tree expansion of the Bolloba´s-Riordan polynomial allows to get such an ex-
pansion for the Kauffman bracket. In section 7, we translate this expansion into pure
“knot theoretical” terms to get a connected state (ie a one-component state) expansion
of the Kauffman bracket of a virtual link diagram. Finally, an appendix exemplifies the
quasi-tree (resp. connected state) expansion of the Bolloba´s-Riordan polynomial (resp.
Kauffman bracket).
Note. During the publishing process, the author discovered that a quasi-tree expansion
for the (unsigned) Bolloba´s-Riordan polynomial of non-orientable ribbon graphs has been
derived by Ed Dewey [8]. His expansion is true for any w but does not make use of
Chmutov’s partial duality.
2 Partial duality of a ribbon graph
2.1 Ribbon graphs
A ribbon graph G is a (not necessarily orientable) surface with boundary represented as
the union of two sets of closed topological discs called vertices V (G) and edges E(G).
These sets satisfy the following:
• vertices and edges intersect by disjoint line segment,
• each such line segment lies on the boundary of precisely one vertex and one edge,
• every edge contains exactly two such line segments.
Figure 1(a) shows an example of a ribbon graph. Note that we allow the edges to
twist (giving the possibility for the surfaces associated with the ribbon graphs to be
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non-orientable). A priori an edge may twist more than once but the Bolloba´s-Riordan
polynomial only depends on the parity of the number of twists (this is indeed the relevant
information for counting the boundary components of a ribbon graph), so that we will
only consider edges with at most one twist.
e1 +
e3 +
e2 −
(a) A signed ribbon graph
e1 +
e2 −
e3 +e3
e1
e2
(b) The combinatorial
representation
Figure 1: Two representations of a ribbon graph
Definition 2.1 (Notations). Let G be a ribbon graph. In the rest of this article, we will
use the following notation:
• v(G) = cardV (G) is the number of vertices of G,
• e(G) = cardE(G) is the number of edges of G,
• k(G) is its number of components,
• r(G) = v(G)− k(G) is its rank,
• n(G) = e(G)− r(G) is its nullity,
• f(G) is its number of boundary components (faces),
• for all E ′ ⊆ E(G), FE′ is the spanning sub(ribbon) graph of G the edge-set of which
is E ′ and
• for all E ′ ⊆ E(G), E ′c := E(G) \ E ′.
For the construction of partial dual graphs, another (equivalent) representation of
ribbon graphs will be useful. It has been introduced in [3] and will be referred to hereafter
as the “combinatorial representation”. It can be described as follows: for any ribbon graph
G, pick out an orientation of each vertex-disc and each edge-disc. The orientation of the
edges induces an orientation of the line segments along which they intersect the vertices.
Then draw all vertex-discs as disjoint circles in the plane oriented counterclockwise (say)
but for the edges, draw only the arrows corresponding to the orientation of the line
segments. Figure 1(b) gives the combinatorial representation of the graph of fig. 1(a).
Each edge e ∈ E(G) is represented as a pair of arrows which share the same label e.
Given a combinatorial representation, one reconstructs the corresponding ribbon graph
as follows. Each circle of the representation is filled: this gives the vertex-discs. Let us
consider a couple ce of arrows with the same label (i.e. corresponding to the same edge).
These two arrows belong to the boundaries of vertices v1 and v2, which may be equal. One
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draws an edge which intersects v1 and v2 along the arrows of ce. We now have to decide
whether this edge twists or not. This depends on the relative direction of the two arrows.
Actually there is a unique choice (twist or not) such that there exists an orientation of
the edge which reproduces the couple of arrows under consideration. So we proceed as
explained for each couple of arrows with a common label.
Loops Unlike the graphs, the ribbon graphs may contain four different kinds of loops.
A loop may be orientable or not, a non-orientable loop being a twisting edge. Let us
consider the general situations of fig. 2. The boxes A and B represent any ribbon graph
such that the picture 2(a) (resp. 2(b)) describes any ribbon graph G with an orientable
(resp. non-orientable) loop e at vertex v. A loop is said to be nontrivial if there is a
path in G from A to B which does not contain v. If not the loop is called trivial [1].
A Bv
e
(a) An ori-
entable loop
A Bv
e
(b) A non-
orientable
loop
Figure 2: Loops in ribbon graphs
A ribbon graph G is said to be signed if an element of {+,−} is assigned to each
edge. This is achieved via a function εG : E(G)→ {−1, 1}.
2.2 Partial duality
S. Chmutov introduced a new “generalized duality” for ribbon graphs which generalizes
the usual notion of duality (see [3]). In [13], I. Moffatt renamed this new duality as “par-
tial duality”. We adopt this designation here. We now describe the construction of a
partial dual graph and give a few properties of the partial duality.
Let G be a ribbon graph and E ′ ⊆ E(G). Let FE′ be the spanning subribbon graph
of G whose edge-set is E ′. We will construct the dual GE
′
of G with respect to the
edge-set E ′; see fig. 3(a) for an example. The general idea is the following. We consider
the spanning subribbon graph FE′ and mark it with arrows to keep track of the edges in
E(G) \ E ′. Then we take the natural dual F ?E′ of the arrow-marked ribbon graph FE′ .
Finally we use the arrows on F ?E′ to redraw the edges in E(G) \ E ′ [14].
We now describe the partial duality more precisely. Recall that each edge of G in-
tersects one or two vertex-discs along two line segments. In the following, each time we
write “line segment”, we mean the intersection of an edge and a vertex.
We actually construct the combinatorial representation of the partial dual GE
′
of G.
We first choose an orientation for each edge of G. It induces an orientation of the bound-
aries of the edges. For each edge in E(G)\E ′, and as was explained for the combinatorial
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representation, we draw one arrow per oriented line segment at the boundary of that
edge and in the direction of the orientation. For the edges in E ′, we proceed differently.
Considering them as rectangles, they have two opposite sides that they share with one or
two disc-vertices: these are the line segments defined above. But they also have two other
opposite sides that we call “long sides”. The chosen orientation induces an orientation
of the long sides of the edges in E ′; see fig. 3(c) for an example. We draw an arrow on
each long side of each edge in E ′ according to the chosen orientation. Now draw each
boundary component of FE′ as a circle with arrows corresponding to the edges of G.
The result is the combinatorial representation of GE
′
; see figs. 3(d) and 3(e). Note that
G and GE
′
are generally embedded into different surfaces (they may have different genera).
As in the case of the natural duality, and for any E ′ ⊆ E(G), there is a bijection
between the edges of G and the edges of its partial dual GE
′
. Let φ : E(G) → E(GE′)
denote this bijection. We explain now how it is defined from the construction of the
partial dual graph. As explained above, on each edge e ∈ E(G), we draw two arrows
compatible with an arbitrarily chosen orientation of this edge. If e ∈ E ′, these arrows
are drawn on the long sides of e. If e ∈ E(G) \ E ′, they belong to the line segments
along which e intersects its end-vertices. Anyway we label this couple of arrows with
φ(e). Proceeding like that for all edges of G, we build the combinatorial representation
of the dual GE
′
namely we get one circle per boundary component of the spanning sub-
ribbon graph FE′ of G. On each of these circles, there are arrows which represent the
edges of GE
′
. For each couple ce′ of arrows that is for each edge e
′ of GE
′
, there exists
a unique e ∈ E(G) such that ce′ bears the label φ(e). The map φ is then clearly a bijection.
For signed graphs, the partial duality comes with a change of the sign function. The
function εGE′ is defined by the following equations: for all e ∈ E \ E ′, εGE′ (e) = εG(e)
and for all e ∈ E ′, εGE′ (e) = −εG(e).
S. Chmutov proved among other things the following basic properties of the partial
duality:
Lemma 2.1 ([3]) For any ribbon graph G and any subset of edges E ′ ⊆ E(G), we have
• (GE′)E′ = G,
• GE(G) = G? and
• let e /∈ E ′; then GE′∪{e} = (GE′){e}.
The partial duality allows an interesting and fruitful definition of the contraction of
an edge:
Definition 2.1 (Contraction of an edge [1]).
Let G be a ribbon graph and e ∈ E(G) any of its edges. We define the contraction of e by
G/e :=G{e} − e. (1)
5
e2 −
e1 +
(a) A ribbon graph G
with E′ = {e1}
e2 −
e1 +
e2
e1
(b) The combinatorial
representation of G
e′2 e
′
2
e′1
e′1
(c) The boundary
component of FE′
e′2 −
e′2
e′1 −e′1
(d) The combina-
torial representa-
tion of GE
′
e′1 − e′2 −
(e) The dual GE
′
Figure 3: Construction of a partial dual
From the definition of the partial duality, one easily checks that, for an edge incident with
two different vertices, the definition 2.1 coincides with the usual intuitive contraction of
an edge. The contraction of a loop depends on its orientability; see figs. 4 and 5.
Different definitions of the contraction of a loop have been used in the literature. One
can define G/e := G− e. In [10], S. Huggett and I. Moffatt give a definition which leads
to surfaces which are no longer ribbon graphs. The definition 2.1 maintains the duality
between contraction and deletion.
A B
e
A ribbon graph G with an
orientable loop e
−→
A Be
G{e}
−→ A B
G/e = G{e} − e
Figure 4: Contraction of an orientable loop
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A B
e
A ribbon graph G with a
non-orientable loop e
−→
A
B
e
G{e}
−→
A
B
G/e = G{e} − e
Figure 5: Contraction of a non-orientable loop
3 Activities with respect to a quasi-tree
Definition 3.1 (Quasi-tree [2, 6]). A quasi-tree Q is a ribbon graph with f(Q) = 1.
Let G be a ribbon graph that is not necessarily orientable. The set of spanning subribbon
graphs of G which are quasi-trees is denoted by QG.
A quasi-tree is a generalization of a spanning tree in the following sense. If G is a plane
ribbon graph, then QG is the set of spanning trees of G. For a non-plane ribbon graph
G, QG contains the spanning trees of G and each quasi-tree contains a spanning tree.
Definition 3.2 (Crossing edges). Let G be a one-vertex ribbon graph. Let e, e′ ∈ E(G)
be two edges of G. They intersect the vertex of G along line segments s1(e), s2(e), s1(e
′)
and s2(e
′). The edges e and e′ cross each other (written enoe′) if, turning around the
vertex of G (in any direction), one meets the line segments of e and e′ alternately, say
s1(e), s1(e
′), s2(e), s2(e′).
For example, in fig. 6(a), e1noe2, e1noe3 but e2 and e3 do not cross each other.
e2
e1
e3
(a) A ribbon graph G
e2
e1
e3
(b) Its dual G{e1}
Figure 6: Crossing and linking edges
If Q is a quasi-tree of a ribbon graph G, the partial dual GE(Q) of G is a one-vertex
ribbon graph.
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Definition 3.3 (Linking edges). Let G be a ribbon graph and e, e′ ∈ E(G) be two of
its edges. Let Q be a quasi-tree in G. We say that e and e′ link each other (with respect
to Q) if they cross each other in GE(Q).
One of the quasi-trees of the ribbon graph of figure fig. 6(a) is F{e1}. The edges e2 and e3
link each other with respect to F{e1}: they cross each other in G
{e1}; see fig. 6(b).
Remark. In [2] the authors associated a chord diagram with any ribbon graph G and
quasi-tree Q ∈ QG. They defined two edges to link each other if their corresponding
chords cross each other. This definition is actually the same as definition 3.3 as the circle
of the chord diagram in [2] is the boundary of the unique vertex in GE(Q).
Definition 3.4 (Activities with respect to a quasi-tree). Let G be a ribbon graph
and Q ∈ QG one of its quasi-trees. Let ≺ be a total order on the set E(G) of edges of G.
An edge e ∈ E(G) is said to be live if it does not link any lower-ordered edge; otherwise
it is dead. Moreover e is internal if it belongs to E(Q) and external otherwise.
We let I(Q) be the set of internally live edges of G (with respect to ≺). Let Io(Q)
(resp. In(Q)) be the set of internally live edges that form orientable (resp. non-orientablea)
loops in GE(Q). Obviously Io(Q) ∩ In(Q) = ∅ and I(Q) = Io(Q) ∪ In(Q). We define
similarly E(Q), Eo(Q) and En(Q) for the externally live edges.
Finally we let D(Q) be the set of internally dead edges of G with respect to Q and ≺.
One easily checks that for plane ribbon graphs, definition 3.4 of live (resp. dead) edges
coincides with the definition of active (resp. inactive) edges in the spanning tree expansion
of the Tutte polynomial [17]. In contrast, for non-plane ribbon graphs, those definitions
are different. First of all there are more quasi-trees than spanning trees but even with
respect to a spanning tree the activities are different. Let us once more consider the
example of fig. 6(a) with e1 ≺ e2 ≺ e3. The only spanning tree in G is F∅ (and G∅ = G).
All edges are externally active but I = D = ∅, E = En = {e1} and e2, e3 are externally
dead. With respect to the quasi-tree F{e1}, we have I = In = {e1}, D = ∅ and e2, e3 are
externally dead.
aAs v(GE(Q)) = 1, any edge of GE(Q) is a loop. In the following, when we write that an edge is
orientable (or not) it always means “as a loop in a certain GE(Q)”.
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4 Binary tree of partial resolutions
Following [2], we construct a rooted binary tree which allows us to group the spanning
subribbon graphs of a given connected ribbon graph into packets labelled by the quasi-
trees of G. The members of these packets are in one-to-one correspondence with the
subsets of orientable internally and externally live edges; see lemma 4.4.
4.1 Partial resolutions and duality
In this section, we prove two lemmas about resolutions and quasi-trees. These lemmas
will be useful for the proof of lemma 4.4. The proofs below use Chmutov’s partial duality.
Definition 4.1 (Resolutions). Let G be a ribbon graph. A resolution s of G is a map
from E(G) into {0, 1}. Each resolution determines a spanning subribbon graph Hs such
that E(Hs) := {e ∈ E(G) : s(e) = 1}.
A partial resolution ρ of G is a map from E(G) into {0, 1, ∗}. We define Hρ to
be the spanning subribbon graph of G whose edge-set is {e ∈ E(G) : ρ(e) = 1}. We let
U(ρ) := {e ∈ E(G) : ρ(e) = ∗} be the set of unresolved edges. Each partial resolution
determines a subset of the spanning subribbon graphs of G:
[ρ] := {resolutions s of G : s(e) = ρ(e) if ρ(e) ∈ {0, 1}}.
Let F ⊆ G be a spanning subribbon graph of G. The number of faces of F equals the
number of vertices of its natural dual F ?. But in the following it will be necessary to
express this number in terms of the partial dual of G with respect to E(F ), namely
f(F ) =v(F ?) = v(GE(F )). (2)
Proposition 4.1 Let G be a ribbon graph and F, F ′ ⊆ G two spanning subribbon graphs
of G. Let ∆ := ∆(F, F ′) = (E(F ) ∪ E(F ′)) \ (E(F ) ∩ E(F ′)). Then we have
f(F ′) = v
(
(GE(F ) −∆c)/∆). (3)
Proof. As in eq. (2), f(F ′) = v(GE(F
′)). ButGE(F
′) =
(
GE(F )
)∆
so f(F ′) = v
((
GE(F )
)∆)
=
v
((
GE(F )
)∆ − E(G)). Using E(G) = ∆ ∪ ∆c and for any ribbon graph G and any
E ′, E ′′ ⊆ E(G) such that E ′ ∩ E ′′ = ∅, GE′ − E ′′ = (G − E ′′)E′ , we have f(F ′) =
v
((
GE(F ) −∆c)∆ −∆) = v((GE(F ) −∆c)/∆) by definition 2.1. 
Lemma 4.2 Let G be a ribbon graph and s a resolution of G such that Hs is a quasi-tree.
Let e be an edge of G, not necessarily in E(Hs). Let s
′ be defined by
s′ =
{
s on E(G) \ {e},
1− s on {e}. (4)
If e is a non-orientable loop in GE(Hs), then Hs′ is also a quasi-tree.
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Proof. We are going to use proposition 4.1 with F = Hs and F
′ = Hs′ . As e ∈ Hs ⇐⇒
e /∈ Hs′ , ∆ = {e}. F being a quasi-tree, GE(F ) is a one-vertex ribbon graph and GE(F ) −
∆c =: H ′ consists of the unique vertex of GE(F ) and the loop e. By proposition 4.1
the number of faces of F ′ equals the number of vertices of H ′/∆. Proving that F ′ is a
quasi-tree amounts to proving that H ′/{e} is a one-vertex graph. By assumption e is
non-orientable in GE(Hs). It is then non-orientable in H ′. Thanks to the definition 2.1,
its contraction leads to a one-vertex ribbon graph. 
Lemma 4.3 Let G be a ribbon graph and s a resolution of G such that Hs is a quasi-tree.
Let e, e′ be two edges of G, not necessarily in E(Hs). Let s′ be defined by
s′ =
{
s on E(G) \ {e, e′},
1− s on {e, e′}. (5)
If e and e′ link each other with respect to Hs and at most one of them is a non-orientable
loop in GE(Hs), then Hs′ is also a quasi-tree.
Proof. We distinguish between three cases: 1. e, e′ ∈ E(Hs), 2. neither e nor e′ belongs
to E(Hs) and 3. e ∈ E(Hs) and e′ /∈ E(Hs) (or the converse). We are now going to use
proposition 4.1 with F = Hs and F
′ = Hs′ . In the three cases, ∆ = {e, e′}. Hs = F being
a quasi-tree, GE(F ) is a one-vertex ribbon graph. Then GE(F ) −∆c consists of the vertex
of GE(F ) and the two loops e and e′. By assumption these link each other which means
that they cross each other in GE(F ).
We have to consider two cases: 1. both e and e′ are orientable in GE(Hs), 2. one of
them is non-orientable, say e and the other one (e′) is orientable.
1. The contraction of e gives two vertices linked by a bridge e′. The contraction of e′
is a single vertex.
2. The contraction of e leads to a one-vertex ribbon graph with a single non-orientable
loop e′. The contraction of e′ leads to a single vertex and f(F ′) = 1. 
4.2 Binary tree
Definition 4.2 (Nugatory edges). Let G be a ribbon graph and ρ one of its partial
resolutions. Let e ∈ E(G) and ρe0 (resp. ρe1) be the partial resolution of G obtained from
ρ by resolving e to be 0 (resp. 1). The edge e is called nugatory if [ρe0] or [ρ
e
1] does not
contain any quasi-tree of G.
For any connected ribbon graph G and any total order on E(G), we now describe the
construction of the binary tree T (G). Each of its nodes is a partial resolution of G. The
construction essentially follows [2]. Let the root of T (G) be the totally unresolved par-
tial resolution of G: for all e ∈ E(G), ρ(e) = ∗. We resolve edges, in the reverse order
(starting with the highest edge), by changing ∗ to 0 or 1. If an edge is nugatory, it is
left unresolved and we proceed to the next edge. For a given node ρ in T (G), if e is not
nugatory then the left child is ρe0 and the right child is ρ
e
1. We terminate this process at
a leaf when all subsequent edges are nugatory or all edges have been resolved.
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Let us now give an example of such a binary tree. We consider the ribbon graph of
fig. 6(a) with e1 ≺ e2 ≺ e3. The associated binary tree is represented in fig. 7. Each node
of the tree is a partial resolution; for instance ∗10 corresponds to ρ(e1) = ∗, ρ(e2) = 1 and
ρ(e3) = 0.
∗ ∗ 1
∗10
100000
∗ ∗ ∗
∗ ∗ 0
∗00
Figure 7: A binary tree of partial resolutions
By construction, each leaf ρ of such a binary tree T (G) is a partial resolution of G
all the unresolved edges of which are nugatory. Therefore there exists a unique resolution
s ∈ [ρ] such that Hs is a quasi-tree. Indeed, let us consider a node of the binary tree
T (G) i.e. a partial resolution σ of G. Let e be the edge to be tested at this node. If e is
nugatory, either [σe0] or [σ
e
1] contains a quasi-tree. If e is not nugatory, they both contain a
quasi-tree. Thus, by induction, for each leaf ρ of T (G), [ρ] contains at least one quasi-tree.
Let us assume that it contains more than one quasi-tree. This would mean that there
exists an unresolved edge e in ρ such that both [ρe0] and [ρ
e
1] contain a quasi-tree. But this
is in contradiction with the fact that all unresolved edges of a leaf are nugatory.
We let Qρ be the unique quasi-tree in [ρ]. For each spanning subribbon graph Hs, s ∈
[ρ] we define QHs to be Qρ.
Lemma 4.4 Let G be a connected ribbon graph. Let ρ be a leaf of T (G), and let Qρ
be the corresponding quasi-tree. If e is unresolved in ρ then e is orientable in GE(Qρ)
and live with respect to Qρ. If e is resolved in ρ, it is either dead with respect to Qρ or
non-orientable in GE(Qρ) and live.
Proof. Let e be an unresolved edge of a leaf ρ of T (G). If e is non-orientable in GE(Qρ)
then by lemma 4.2 there exist two different resolutions in [ρ] corresponding to quasi-trees.
This contradicts the fact that e is nugatory. As a conclusion, nugatory edges are ori-
entable in GE(Qρ).
Let ei and ej be two unresolved edges in ρ, which are therefore nugatory and orientable in
GE(Qρ). If einoej, by lemma 4.3, there exists two different resolutions in [ρ] corresponding
to quasi-trees. This contradicts the fact that ei and ej are nugatory. Thus unresolved
edges can only link resolved ones.
Suppose ei is unresolved in ρ and links a resolved edge ej with j ≺ i. Let s ∈ [ρ] be
the resolution such that Hs = Qρ. The edge ei being unresolved in ρ, is orientable in
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GE(Qρ), so we can apply lemma 4.3. Thus there exists another partial resolution s′ such
that f(Hs′) = 1. s
′ is obtained from s by changing only s(ei) and s(ej).
Now there exists a unique closest parent ρ˜ of ρ in T (G) such that ej is a non-nugatory
unresolved edge in ρ˜. If s ∈ [ρ˜ej0 ] (say) then s′ ∈ [ρ˜ej1 ]. This implies that ei is not nugatory
in ρ˜ and contradicts the assumption that j ≺ i because if that were the case and since
edges are resolved in the reverse order, ei should be nugatory in ρ˜. Thus if einoej, i ≺ j
and ei is live.
Finally, let ei be a resolved edge in ρ. If ei links an unresolved edge ej then by the
previous argument j ≺ i and ei is dead. So let us assume that ei only links resolved
edges {ej}j∈R, R ⊂ {1, . . . , |E(G)|}. If there exists one j ∈ R such that j ≺ i, ei is dead.
Suppose therefore that for all j ∈ R, i ≺ j. There exists a unique closest parent ρ˜ of
ρ in T (G) such that ei is a non-nugatory unresolved edge in ρ˜. Edges are resolved in
reverse order, so the ej’s, j ∈ R are resolved in ρ˜. Moreover both [ρ˜ei0 ] and [ρ˜ei1 ] contain
a quasi-tree. If ei is orientable and does not link an unresolved edge, it is an orientable
trivial loop in GE(Qρ) − {ej}j∈R. Suppose that ρ ∈ [ρ˜ei0 ] (resp. [ρ˜ei1 ]). Then by proposition
proposition 4.1, and since ∆ and ∆c being disjoint, we can change the order of contraction
and deletion, for all s ∈ [ρ˜ei1 ] (resp. [ρ˜ei0 ]), and f(Hs) = v(GE(Qρ)/∆−∆c) > 2 with ei ∈ ∆
and for all j ∈ R, ej /∈ ∆. Thus either [ρ˜ei0 ] or [ρ˜ei1 ] does not contain any quasi-tree which
contradicts the fact that ei is resolved. Therefore ei links an unresolved edge and is dead.
Note finally that if R = ∅ i.e. if ei does not link any edge, exactly the same reasoning
applies as well. Namely, if ei ∈ [ρ˜ei0 ] (resp. ei ∈ [ρ˜ei1 ]), [ρ˜ei1 ] (resp. [ρ˜ei0 ]) does not contain
any quasi-tree. This contradicts the fact that ei is resolved in ρ and proves that ei links
an unresolved edge. 
Remark. Concerning the last part of the preceding proof, if ei is non-orientable and only
links higher-ordered edges, it does not need to link an unresolved edge to ensure that both
[ρ˜ei0 ] and [ρ˜
ei
1 ] contain a quasi-tree. Thus non-orientable (resolved) edges may be live. For
example, in the leaf 100 of the binary tree in fig. 7 (which corresponds to the graph of
fig. 6(a)), the edge e1 is non-orientable, resolved and live.
To sum up this section, we have proven the following
Corollary 4.5 Let G be a connected ribbon graph and SG its set of spanning subrib-
bon graphs. Given a total order on E(G), SG is in one-to-one correspondence with⋃
Q∈QG Io(Q) × Eo(Q). Namely to each spanning subribbon graph F there corresponds
a unique quasi-tree QF . Then, there exists S ⊆ Io(QF ) ∪ Eo(QF ) such that E(F ) =
D(QF ) ∪ In(QF ) ∪ S.
12
5 Non-orientable quasi-tree expansions
5.1 The (signed) Bolloba´s-Riordan polynomial
This section is devoted to the statement and proof of our main theorem, namely a quasi-
tree expansion of the signed Bolloba´s-Riordan polynomial of not necessarily orientable
ribbon graphs. For any subribbon graph F of G, we let t(F ) be 0 if F is orientable
and 1 otherwise. Recall that for any ribbon graph G, the (unsigned) Bolloba´s-Riordan
polynomial is defined by [1]
R(G;x, y, z, w) =
∑
F⊆G
(x− 1)r(G)−r(F )yn(F )z(k−f+n)(F )wt(F ) (6)
considered as an element of the quotient of Z[x, y, z, w] by the ideal generated by w2−w.
S. Chmutov and I. Pak introduced an extension of the Bolloba´s-Riordan polynomial at
w = 1 [4]. It is a three-variable polynomial Rs defined on signed ribbon graphs. Recall
that a graph is said to be signed if to each of its edges, an element of {+,−} is assigned.
For any signed ribbon graph G, let E+(G) (resp. E−(G)) be the set of positive (resp.
negative) edges of G, and let e±(G) be their respective cardinalities. For any spanning
subribbon graph F of G, let F denote the spanning subribbon graph of G with edge-set
E(F )c. Let us finally define s(F ) := 1
2
(e−(F ) − e−(F )). The signed Bolloba´s-Riordan
polynomial is
Rs(G;x+ 1, y, z) =
∑
F⊆G
xk(F )−k(G)+s(F )yn(F )−s(F )z(k−f+n)(F ). (7)
If all the edges of G are positive, Rs(G;x, y, z) = R(G˜;x, y, z, 1) where G˜ is the underlying
unsigned ribbon graph in G.
Before stating our main theorem, we need to recall the definition of the rank polynomial
of C. Godsil and G. Royle [9]. It is a four-variable polynomial defined on matroids.
Nevertheless, restricting ourselves to graphic matroids, we can easily deduce a version of
this polynomial for graphs.
Definition 5.1 (The Rank polynomial [9]). Let G be a graph (not a ribbon graph).
The rank polynomial is defined as follows:
Ra(G;α, β, γ, δ) =
∑
F⊆G
αe+(F )+e−(F )βe+(F )+e−(F )γk(F )−k(G)δn(F ) (8)
where the sum runs over the spanning subgraphs of G.
Note that the rank polynomial is homogeneous in α, β: the sum of the exponents of α
and β is constant and equals e(G). Thus we have
Ra(G;α, β, γ, δ) =αe(G)Ra(G; 1, β/α, γ, δ). (9)
The rank polynomial is a generalization of the Tutte polynomial:
T (G;x, y) :=
∑
F⊆G
(x− 1)k(F )−k(G)(y − 1)n(F ) = Ra(G; 1, 1, x− 1, y − 1). (10)
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The signed and unsigned Bolloba´s-Riordan polynomial s are multiplicative on disjoint
unions of ribbon graphs, so we can restrict ourselves to connected ribbon graphs, without
loss of generality.
Definition 5.2. Let G be a connected ribbon graph. For any total order on E(G) and
any quasi-tree Q ∈ QG, let GQ be the graph (not the ribbon graph) whose vertices are
the components of FD(Q)∪In(Q) and whose edges are the internally live orientable edges
(namely the elements of Io(Q)). In other words, consider the graph G˜ underlying G.
There is obviously a bijection f between E(G) and E(G˜). Then GQ := G˜/f(D(Q)∪In(Q))
(remember that, in a graph, the contraction of a loop consists in its deletion).
Theorem 5.1 (Quasi-tree expansion) Let G be a connected signed ribbon graph. For
any total order on E(G), the signed Bolloba´s-Riordan polynomial is given by
Rs(G;x+ 1, y, z) =(x
−1/2y1/2) e−(G)
∑
Q∈QG
xe−(D(Q)∪In(Q))yn(FD(Q)∪In(Q))−e−(D(Q)∪In(Q))
z(k−f+n)(FD(Q)∪In(Q))(1 + x)e−(Eo(Q))(1 + y)e+(Eo(Q))
(x1/2y−1/2)r(GQ)+e−(Io(Q))Ra(GQ; 1, x−1/2y1/2, x1/2y1/2, x1/2y1/2z2)
(11)
where, for all E ′ ⊆ E(G), E±(E ′) := E±(G) ∩ E ′, and e±(E ′) := |E±(G) ∩ E ′|.
Corollary 5.2 Let G be a connected ribbon graph. For any total order on E(G), the
Bolloba´s-Riordan polynomial at w = 1 is given by
R(G;x, y, z, 1) =
∑
Q∈QG
yn(FD(Q)∪In(Q))z(k−f+n)(FD(Q)∪In(Q))(1 + y)|Eo(Q)|T (GQ;x, yz2 + 1)
where T (GQ) is the Tutte polynomial of GQ.
Before proving theorem 5.1, let us comment on the fact that, in corollary 5.2, we get a
quasi-tree expansion only at w = 1. To extend our expansion to the full Bolloba´s-Riordan
polynomial (namely for any w), we would need in particular to relate the orientability of
any subgraph to the orientability of FD∪In . This has been done in [8].
The proof of theorem 5.1 relies on the following lemma:
Lemma 5.3 Let G be a connected ribbon graph. Let Q ∈ QG be a quasi-tree in G. Given
a total order on E(G), and for any S = S1 ∪ S2 with S1 ⊂ Io(Q) and S2 ⊂ Eo(Q), we
have
• k(FD(Q)∪In(Q)∪S) = k(FD(Q)∪In(Q)∪S1) = k(W ), where W is the spanning subgraph of
GQ, the edge-set of which is S1,
• f(FD(Q)∪In(Q)∪S) = f(FD(Q)∪In(Q))− |S1|+ |S2|.
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Proof. The edges in S being orientable, the proof follows the one given in [2]. But we
reformulate it in terms of S. Chmutov’s duality.
Let e ∈ S2. We want to prove that k(FD(Q)∪In(Q)∪S) = k(FD(Q)∪In(Q)∪S\{e}) that is
to say that e intersects only one component of FD(Q)∪In(Q)∪S\{e}. Clearly if e intersects
only one component of FD(Q)∪In(Q)∪S1 , it does so a fortiori in FD(Q)∪In(Q)∪S\{e}. Then it is
enough to prove that k(FD(Q)∪In(Q)∪S1∪{e}) = k(FD(Q)∪In(Q)∪S1). Actually we are going to
prove an even stronger statement, namely that e only intersects one boundary component
of FD(Q)∪In(Q)∪S1 . This would obviously imply the desired result.
The boundary components of a ribbon graph are the vertices of its natural dual. We
will therefore prove that e is a loop in (FD(Q)∪In(Q)∪S1∪{e})
D(Q)∪In(Q)∪S1 .
(FD(Q)∪In(Q)∪S1∪{e})
D(Q)∪In(Q)∪S1 =GE(Q)/S1 −
(
(Eo(Q) \ {e}) ∪ En(Q) ∪D(Q)
)
(12)
=:GE(Q)/S1 − A (13)
with S1 := Io(Q) \ S1, D(Q) the set of externally dead edges and where we used E(Q) =
D(Q)∪In(Q)∪Io(Q) and definition 2.1. Q being a quasi-tree, GE(Q)−A is a one-vertex
ribbon graph with edges in D(Q) ∪ In(Q) ∪ Io(Q) ∪ {e}. The edges in S1 ∪ {e} are all
unresolved in the partial resolution ρ of T (G) such that Qρ = Q. Therefore they do not
cross each other in GE(Q); see the proof of lemma 4.4. As a consequence the edge e is still
a loop in GE(Q)/S1 and the first equality of the first item follows.
The proof that k(FD(Q)∪In(Q)∪S1) = k(W ) is obvious from the definition 5.2 of GQ.
Let us now prove the second statement of the lemma:
f(FD(Q)∪In(Q)∪S) =v(F
?
D(Q)∪In(Q)∪S) = v(G
D(Q)∪In(Q)∪S) = v
(
GE(Q)/(S1 ∪ S2)
)
(14)
f(FD(Q)∪In(Q)) =v
(
GE(Q)/Io(Q)
)
(15)
But the edges in Io(Q) ∪ Eo(Q) do not cross each other in GE(Q) (see the proof of
lemma 4.4). Thus, given the definition 2.1 of the contraction of a loop, we have
f(FD(Q)∪In(Q)∪S) =v(G
E(Q)) + |S1|+ |S2|, (16)
f(FD(Q)∪In(Q)) =v(G
E(Q)) + |S1|+ |S1| (17)
which implies f(FD(Q)∪In(Q)∪S) = f(FD(Q)∪In(Q))− |S1|+ |S2|. 
Corollary 5.4 Let G be a connected ribbon graph. Let Q ∈ QG be a quasi-tree in G.
Given a total order on E(G) and for any S = S1 ∪ S2 with S1 ⊂ Io(Q) and S2 ⊂ Eo(Q),
we have
• n(FD(Q)∪In(Q)∪S) = n(FD(Q)∪In(Q)) + n(W ) + |S2|,
• (k − f + n)(FD(Q)∪In(Q)∪S) = (k − f + n)(FD(Q)∪In(Q)) + 2n(W ).
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Proof. Using now lemma 5.3, we have
n(FD(Q)∪In(Q)∪S) =(e− v + k)(FD(Q)∪In(Q)∪S) (18)
=e(FD(Q)∪In(Q)∪S1) + |S2| − v(G) + k(FD(Q)∪In(Q)∪S1) (19)
=n(FD(Q)∪In(Q)∪S1) + |S2|, (20)
n(W ) =e(W )− v(W ) + k(W ) (21)
=|S1| − k(FD(Q)∪In(Q)) + k(FD(Q)∪In(Q)∪S1), (22)
n(FD(Q)∪In(Q)∪S1) =e(FD(Q)∪In(Q)) + |S1| − v(G) + k(FD(Q)∪In(Q)∪S1) (23)
=e(FD(Q)∪In(Q))− v(G) + k(FD(Q)∪In(Q))
+ |S1| − k(FD(Q)∪In(Q)) + k(FD(Q)∪In(Q)∪S1) (24)
=n(FD(Q)∪In(Q)) + n(W ) (25)
Equations (eq. (20)) and (eq. (25)) imply n(FD(Q)∪In(Q)∪S) = n(FD(Q)∪In(Q))+n(W )+|S2|.
(k − f + n)(FD(Q)∪In(Q)∪S) =k(FD(Q)∪In(Q)∪S1)− f(FD(Q)∪In(Q)) + |S1| − |S2|
+ n(FD(Q)∪In(Q)) + n(W ) + |S2| (26)
=(k − f + n)(FD(Q)∪In(Q)) + k(FD(Q)∪In(Q)∪S1)
− k(FD(Q)∪In(Q)) + |S1|+ n(W ) (27)
=(k − f + n)(FD(Q)∪In(Q)) + 2n(W ) (28)
which proves corollary 5.4. 
Proof of theorem 5.1. Thanks to corollary 4.5, the signed Bolloba´s-Riordan polynomial
can be written as follows
Rs(G;x+ 1, y, z) =(x
−1/2y1/2)e−(G)
∑
Q∈QG
∑
S1⊂Io(Q)
∑
S2⊂Eo(Q)
xk(FD(Q)∪In(Q)∪S)−k(G)+e−(D(Q)∪In(Q)∪S)
yn(FD(Q)∪In(Q)∪S)−e−(D(Q)∪In(Q)∪S)z(k−f+n)(FD(Q)∪In(Q)∪S) (29)
where S = S1 ∪ S2. Using now lemma 5.3 and corollary 5.4, we have
Rs(G;x+ 1, y, z) =(x
−1/2y1/2)e−(G)
∑
Q∈QG
xe−(D(Q)∪In(Q))yn(FD(Q)∪In(Q))−e−(D(Q)∪In(Q))
z(k−f+n)(FD(Q)∪In(Q))
∑
S2⊆Eo(Q)
xe−(S2)ye+(S2)
∑
W⊆GQ
xk(W )−k(GQ)+e−(W )(yz2)n(W )y−e−(W ) (30)
=(x−1/2y1/2)e−(G)
∑
Q∈QG
xe−(D(Q)∪In(Q))yn(FD(Q)∪In(Q))−e−(D(Q)∪In(Q))
z(k−f+n)(FD(Q)∪In(Q))(1 + x)e−(Eo(Q))(1 + y)e+(Eo(Q))∑
W⊆GQ
xk(W )−k(GQ)+e−(W )(yz2)n(W )y−e−(W ) (31)
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where we used k(G) = k(GQ) = 1. To conclude, it remains to prove that∑
W⊆GQ
xk(W )−k(GQ)+e−(W )(yz2)n(W )y−e−(W )
=(x1/2y−1/2)r(GQ)+e−(Io(Q))Ra(GQ; 1, x−1/2y1/2, x1/2y1/2, x1/2y1/2z2) (32)
which is easily checked from definition 5.1 of the rank polynomial. 
corollary 5.2 is a direct consequence of theorem theorem 5.1. It is indeed easily verified
that, if G is a signed ribbon graph with only positive edges, the right hand side of (eq. (11))
reduces to the desired expression of corollary 5.2.
5.2 The multivariate Bolloba´s-Riordan polynomial
Multivariate versions of (ribbon) graph polynomials consist in attaching a different in-
determinate to each edge. The multivariate Bolloba´s-Riordan polynomial is defined as
follows [12]: let G be a ribbon graph,
Z(G; q,β, c) :=
∑
F⊆G
qk(F )
( ∏
e∈E(F )
βe
)
cf(F ) (33)
where β = {βe : e ∈ E(G)}. Let G be a graph; the multivariate Tutte polynomial is
defined as [16]
ZT (G; q,β) :=
∑
F⊆G
qk(F )
( ∏
e∈E(F )
βe
)
. (34)
Lemma 5.5 Let G be a connected ribbon graph. For any total order on E(G), the mul-
tivariate Bolloba´s-Riordan polynomial Z is given by
Z(G; q,β, c) =
∑
Q∈QG
( ∏
e∈D(Q)∪In(Q)
βe
)
cf(FD(Q)∪In(Q))
( ∏
e∈Eo(Q)
(1 + cβe)
)
ZT (GQ; q,β/c).
Proof. Thanks to corollary 4.5, the multivariate Bolloba´s-Riordan polynomial can be
written as follows
Z(G; q,β, c) =
∑
Q∈QG
∑
S1⊂Io(Q)
∑
S2⊂Eo(Q)
qk(FD(Q)∪In(Q)∪S)
( ∏
e∈D(Q)∪In(Q)∪S
βe
)
cf(FD(Q)∪In(Q)∪S)
(35)
where S = S1 ∪ S2. Using now lemma 5.3, we have
Z(G; q,β, c) =
∑
Q∈QG
( ∏
e∈D(Q)∪In(Q)∪S
βe
)
cf(FD(Q)∪In(Q))
∑
S2
( ∏
e∈S2
cβe
)
×
∑
S1
qk(FD(Q)∪In(Q)∪S1 )
( ∏
e∈S1
βe/c
)
(36)
=
∑
Q∈QG
( ∏
e∈D(Q)∪In(Q)∪S
βe
)
cf(FD(Q)∪In(Q))
( ∏
e∈Eo(Q)
(1 + cβe)
)
×
∑
W⊆GQ
qk(W )
( ∏
e∈E(W )
βe/c
)
(37)
and the lemma follows. 
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In [18] a multivariate extension of this signed polynomial has been defined and studied.
Its invariance under the partial duality has also been proven in [18]. The multivariate
signed Bolloba´s-Riordan polynomial is defined as follows:
Zs(G; q,α, c) :=
∑
F⊆G
qk(F )+s(F )
( ∏
e∈E+(F )
∪E−(F )
αe
)
cf(F ). (38)
It is a multivariate generalization of Rs. Indeed if for any e ∈ E(G), αe = yz and if we
let yz be the corresponding set, we have
Rs(G;x+ 1, y, z) =x
−k(G)(yz)−v(G)Zs(G;xyz2,yz, z−1). (39)
The multivariate polynomial Zs is actually related to the (unsigned) multivariate Bolloba´s-
Riordan polynomial by
Zs(G; q,α, c) =
( ∏
e∈E−(G)
q−1/2αe
)
Z(G; q,β, c) (40)
with βe =
{
αe if e is positive,
qα−1e if e is negative.
(41)
It is then an easy exercise to get a quasi-tree expansion for the signed multivariate Bol-
loba´s-Riordan polynomial from lemma 5.5.
6 Duality properties
In this section, we first recover the duality property of the Bolloba´s-Riordan polynomial,
namely its invariance at q = xyz2 = 1 [3, 18], but via its quasi-tree expansion. As a
consequence, we get another expression for the Bolloba´s-Riordan polynomial at q = 1.
In [3, 18], it has been proven that, for any signed ribbon graph G and any subset
E ′ ⊆ E(G) of edges,
Zs(G; 1,α, c) =Zs(G
E′ ; 1,α, c), (42a)
where Zs(G;xyz
2,yz, z−1) :=xk(G)(yz)v(G)Rs(G;x+ 1, y, z). (42b)
To prove equation (eq. (42a)), S. Chmutov first exhibited a bijection between the sub-
ribbon graphs of G and those of GE
′
. Let us write SG for the set of spanning subribbon
graphs of G. The bijection is the following map:
ϕ : SG →SGE′
F 7→F ′ s.t. E(F ′) = E ′∆E(F ), (43)
where ∆ stands for the symmetric difference. Then, defining
Zs(G; q,α, c) =:
∑
F∈SG
MG(F ; q,α, c), (44)
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he proved that MG(F ; 1, α, c) = MGE′ (ϕ(F ); 1, α, c).
The quasi-tree expansion (eq. (11)) (or lemma 5.5) is a way to factorize some of the
monomials MG(F ), naturally associated with a single quasi-tree Q of G. Defining
Zs(G; q,α, c) =:
∑
Q∈QG
NG(Q; q,α, c), (45)
each monomial NG(Q) is the sum of several MG(F )s. In the following, we prove that the
bijection (eq. (43)) also preserves the NG(Q)s:
Lemma 6.1 For any signed ribbon graph G and any subset E ′ ⊆ E(G),
NG(Q; 1,α, c) = NGE′ (ϕ(Q); 1,α, c).
In the following, if P is a rational function in one variable, and for all A ⊆ E(G), we
abbreviate
∏
e∈A P (αe) as P (α)
A.
Proof. First, note that, from lemma 5.5 and equation (eq. (40)),
NG(Q; q,α, c) =:(α/
√
q)E−(G)αE+(D∪In(Q))(q/α)E−(D∪In(Q))cf(FD∪In(Q))
(1 + αc)E+(Eo)(1 + qc/α)E−(Eo) ZR(GQ; q,β/c), (46)
where β is given by equation (eq. (41)), so that
ZR(GQ; q,β/c) :=
∑
F⊆GQ
qk(F )+e−(F )(α/c)E+(F )(αc)−E−(F ). (47)
For q = 1, we can explicitly perform the summation over the spanning subgraphs of GQ
to get
NG(Q; 1,α, c) =α
E−(G)+E+(D∪In(Q))−E−(D∪In(Q))−E−(Io∪Eo(Q))cf(FD∪In(Q))−|Io(Q)|
(1 + αc)E+(Eo(Q))+E−(Io(Q))(α + c)E−(Eo(Q))+E+(Io(Q)). (48)
To prove the lemma, let us first prove that the bijection ϕ conserves the number of
faces:
f(F ′) =v(F ′?) = v((GE
′
)E(F
′)) = v((GE
′
)E
′∆E(F )) = v(GE(F )) = f(F ). (49)
This implies that, if Q is a quasi-tree of G, then ϕ(Q) is a quasi-tree of GE
′
. Moreover,
as defined in section section 3, an edge e ∈ E(G) is live (resp. orientable) with respect
to Q if it does not cross any lower-ordered edge (resp. if it is an orientable loop) in
GE(Q). Then, an edge e ∈ E(GE′) is live (resp. orientable) with respect to ϕ(Q) if it
does not cross any lower-ordered edge (resp. if it is an orientable loop) in (GE
′
)E(ϕ(Q)) =
(GE
′
)E
′∆E(Q) = GE(Q). Thus, the sets of orientable (resp. non-orientable) live (and dead)
edges with respect to Q in G and with respect to ϕ(Q) in GE
′
are the same. Nevertheless,
as E(Q) and E(ϕ(Q)) = E ′∆E(Q) are different, some internal edges with respect to Q
may be external with respect to ϕ(Q), and vice versa. For example, the (internal) edges of
GE
′
with respect to Fϕ(Q) (i.e. ϕ(Q)) contain both internal edges (the ones in E(Q) \E ′)
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and external edges (the ones in E ′ \E(Q)) of G with respect to Q. In other words, having
E(G) =(D ∪ Io ∪ In)(Q) ∪ (D ∪ Eo ∪ En)(Q), (50a)
E(Q) =(D ∪ Io ∪ In)(Q) (50b)
where D(Q) is the set of externally dead edges, we have
(D ∪D)(Q) =(D ∪D)(ϕ(Q)), (51a)
(Io ∪ Eo)(Q) =(Io ∪ Eo)(ϕ(Q)), (51b)
(In ∪ En)(Q) =(In ∪ En)(ϕ(Q)). (51c)
And more precisely,
(D ∪ In)(ϕ(Q)) =
[
(D ∪ In)(Q) \ E ′
] ∪ [(D ∪ En)(Q) ∩ E ′]. (52)
Also remember that if G is a signed ribbon graph, and E ′ ⊆ E(G), for all e ∈ E ′, the sign
of e in GE
′
is opposite to the sign of e in G; see section section 2.2. Thus
E±
[
(D ∪ In)(ϕ(Q))
]
=E±
[
(D ∪ In)(Q) \ E ′
] ∪ E∓[(D ∪ En)(Q) ∩ E ′]. (53)
Similarly,
Eo(ϕ(Q)) =
[Eo(Q) \ E ′] ∪ [Io(Q) ∩ E ′] (54)
E±
[Eo(ϕ(Q))] =E±[Eo(Q) \ E ′] ∪ E∓[Io(Q) ∩ E ′], (55)
Io(ϕ(Q)) =
[Io(Q) \ E ′] ∪ [Eo(Q) ∩ E ′] (56)
E±
[Io(ϕ(Q))] =E±[Io(Q) \ E ′] ∪ E∓[Eo(Q) ∩ E ′]. (57)
Before concluding our proof, we need to relate the number of faces of FD∪In(ϕ(Q)) ∈ SGE′
to the number of faces of FD∪In(Q) ∈ SG.
f(FD∪In(ϕ(Q))) =v(F
?
D∪In(ϕ(Q))) = v
(
(GE
′
)D∪In(ϕ(Q))
)
(58)
But D∪In(ϕ(Q)) =
(
E ′∆E(Q)
) \ ((Io(Q) \E ′)∪ (Eo(Q)∩E ′)), using E(Q) = (D∪Io ∪
In)(Q), so
f(FD∪In(ϕ(Q))) =v
(
(GE
′
)(E
′∆E(Q))\((Io(Q)\E′)∪(Eo(Q)∩E′)))
=v
(
(GE(Q))((Io(Q)\E
′)∪(Eo(Q)∩E′))) = 1 + |Io(Q) \ E ′|+ |Eo(Q) ∩ E ′|, (59)
thanks to the fact that the edges in Io(Q)∪Eo(Q) do not cross each other in GE(Q). With
the same kind of reasoning, we get
f(FD∪In(Q)) =v
(
(GE(Q))Io(Q)
)
= 1 + |Io(Q)| = 1 + |Io(Q) \ E ′|+ |Io(Q) ∩ E ′| (60)
and obtain
f(FD∪In(ϕ(Q))) =f(FD∪In(Q))− |Io(Q) ∩ E ′|+ |Eo(Q) ∩ E ′|. (61)
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We are now ready to perform the last computation of this proof. We define Q′ := ϕ(Q)
and NGE′ (Q
′; 1,α, c) =: αDαcdc(1 + αc)D1(α + c)D2 with
Dα =E−(GE
′
) ∪ E+(D ∪ In(Q′)) \
(
E−(D ∪ In(Q′)) ∪ E−(Io ∪ Eo(Q′))
)
, (62a)
dc =f(FD∪In(Q′))− |Io(Q′)|, (62b)
D1 =E+(Eo(Q′)) ∪ E−(Io(Q′)), (62c)
D2 =E−(Eo(Q′)) ∪ E+(Io(Q′)). (62d)
Now, using equations (55) and (57),
Dα =
(
E−(G) ∪ E+(E ′)
) \ E−(E ′) ∪ E+[(D ∪ In)(Q) \ E ′] ∪ E−[(D ∪ En)(Q) ∩ E ′]
\ (E−[(D ∪ In)(Q) \ E ′] ∪ E+[(D ∪ En)(Q) ∩ E ′]
∪ E−
[
(Io ∪ Eo)(Q) \ E ′
] ∪ E+[(Io ∪ Eo)(Q) ∩ E ′]). (63)
As E ′ = E ′ ∩E(G) = E ′ ∩ [(D ∪ In ∪ Io ∪ Eo ∪D∪ En)(Q)], we have (D∪ En)(Q)∩E ′ =[
E ′ \ (D ∪ In)(Q)
] \ [(Io ∪ Eo)(Q) ∩ E ′], and
Dα =E−(G) ∪ E+(E ′) ∪ E+
[
(D ∪ In)(Q) \ E ′
] ∪ E−[E ′ \ (D ∪ In)(Q)]
\ (E+[E ′ \ (D ∪ In)(Q)] ∪ E−(E ′) ∪ E−[(Io ∪ Eo)(Q) ∩ E ′]
∪ E−
[
(D ∪ In)(Q) \ E ′
] ∪ E−[(Io ∪ Eo)(Q) \ E ′]) (64)
=E−(G) ∪ E+(D ∪ In(Q)) \
(
E−(D ∪ In(Q)) ∪ E−(Io ∪ Eo(Q))
)
. (65)
Using eqs. (55) to (57) and (61),
dc =f(FD∪In(Q))− |Io(Q) ∩ E ′|+ |Eo(Q) ∩ E ′| − |Io(Q) \ E ′| − |Eo(Q) ∩ E ′| (66)
=f(FD∪In(Q))− |Io(Q)|, (67)
D1 =E+
[Eo(Q) \ E ′] ∪ E−[Io(Q) ∩ E ′] ∪ E−[Io(Q) \ E ′] ∪ E+[Eo(Q) ∩ E ′] (68)
=E+(Eo(Q)) ∪ E−(Io(Q)), (69)
D2 =E−
[Eo(Q) \ E ′] ∪ E+[Io(Q) ∩ E ′] ∪ E+[Io(Q) \ E ′] ∪ E−[Eo(Q) ∩ E ′] (70)
=E−(Eo(Q)) ∪ E+(Io(Q)). (71)
This proves thatNG(Q; 1,α, c) = NGE′ (ϕ(Q); 1,α, c), meaning that the bijection (eq. (43))
conserves independently each of the terms (i.e. the N(Q)′s) of the quasi-tree expansion.
This implies, of course, Z(G; 1,α, c) = Z(GE
′
; 1,α, c). 
The preceding lemma shows that, given a ribbon graph G, a subset of edges E ′ and
a quasi-tree Q ∈ QG, there exists a quasi-tree Q′ ∈ QGE′ such that NG(Q; 1,α, c) =
NGE′ (Q
′; 1,α, c). The subribbon graph Q′ is such that E(Q′) = ϕ(Q). But we can also
invert the logic: given a ribbon graph G, a quasi-tree Q ∈ QG and a subset of edges
A ⊆ E(G), there exists a subset E ′ such that the spanning subribbon graph Q′ with the
property that E(Q′) = A is a quasi-tree in GE
′
and NG(Q; 1,α, c) = NGE′ (Q
′; 1,α, c).
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Whatever subset A we choose, the bijection ensures that Q′ is a quasi-tree in GE
′
. This
means that we can fix A and deduce the set E ′. A very simple case is A = ∅: given
Q ∈ QG, in which partial dual of G is the empty set a quasi-tree? The answer is given by
the bijection ϕ:
E ′∆E(Q) = ∅ ⇐⇒ E ′ = E(Q). (72)
And we get: for any quasi-tree Q ∈ QG, NG(Q; 1,α, c) = NGE(Q)(F∅; 1,α, c). In that
case, Q′ having no edge, the live (or dead) edges are necessarily external. Let us define
Lo(Q) :=
{
orientable live edges of GE(Q) with respect to F∅
}
.
Lemma 6.2 For any ribbon graph G, the quasi-tree expansion for Zs at q = 1 can be
rewritten as follows:
Zs(G; 1,α, c) =c
∑
Q∈QG
αe−(G
E(Q))(1 + αc)e+(Lo(Q))(1 + c/α)e−(Lo(Q)). (73)
7 The Kauffman bracket of a virtual link diagram
In [3], S. Chmutov unified several Thistlethwaite like theorems [4, 5, 7, 11, 15] (that is
theorems relating link and (ribbon) graph polynomials). He proved that the Kauffman
bracket of a virtual link diagram L equals (an evaluation of) the signed Bolloba´s-Riordan
polynomial of a certain ribbon graph GsL; see eq. (74). The latter is constructed from a
state s of L; see below and/or [3]. The equality is true for any state s.
[L](A,B, d) = An(GL)Br(GL)dk(GL)−1Rs(GsL;
Ad
B
+ 1,
Bd
A
,
1
d
). (74)
The new partial duality of S. Chmutov ensures the independence of the right hand side
of (74) with respect to the state s.
In the previous sections, we obtained a quasi-tree expansion for the Bolloba´s-Riordan
polynomial. Thanks to equation (74), we can obviously get such an expansion for the
Kauffman bracket. Nevertheless, this expansion would be expressed in terms of param-
eters (number of vertices, edges etc) of the (subribbon graphs of the) ribbon graph GsL
associated with the state s of L. Here we would like to get a new expansion for the
Kauffman bracket, directly expressed in terms of the parameters of the states of L.
Combining equations (eq. (74)) and (eq. (42b)), we get
[L](A,B, d) =Ae(G
s
L)d−1Z(GsL; 1, B/A, d). (75)
Now, using the expansion (eq. (73)),
[L](A,B, d) = Ae(G
s
L)
∑
Q∈QGs
L
(
B/A
)
e−((GsL)
E(Q))
(
1 +Bd/A
)e+(Lo(Q))(1 + Ad/B)e−(Lo(Q)). (76)
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Let us now translate this expression into pure “knot theoretical” terms. For this, we need
to recall how the ribbon graph GsL is built, out of the state s of the virtual link diagram
L. The state s consists in a set of (possibly nested) circles, called state circles, which
writhe at the virtual crossings; see fig. 9(b) for an example. For each state of L, each
classical crossing is resolved i.e. at each classical crossing, one performs either an A- or
a B-splitting; see fig. 8. Now each resolved crossing consists of two parallel strands. In
the vicinity of each former classical crossing, place one arrow on each of these strands,
pointing in opposite directions, figure fig. 9(c). Label these two arrows with a common
name and a sign: + if the former crossing has been resolved by an A-splitting and −
otherwise. Then pull the state circles apart, untwisting them if needed. The result is the
combinatorial representation of the ribbon graph GsL, fig. 9(d).
(a) An A-splitting (b) A B-splitting
Figure 8: A- and B-splittings
(a) A virtual version of
the Whitehead link
(b) A state s of the link
of fig. 9(a)
1 +
2 +
3 +
(c) Placing the edge-
arrows
3 +
2 +
1 +
3
2
1
(d) Combinatorial repre-
sentation of GsL
1 +
2 +
3 +
(e) The ribbon graph GsL
Figure 9: Construction of a GsL
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The Kauffman bracket and the Bolloba´s-Riordan polynomial being related by equation
(eq. (74)), there is a one-to-one correspondence between the states of a virtual link diagram
L and the spanning subribbon graphs of GsL. First of all, given the construction of G
s
L,
there is a bijection κ between the crossings of L and the edges of GsL. Then, writing Cs′ 6=s
for the set of crossings which are resolved differently in s and s′, the bijection between
the states of L and the subribbon graphs of GsL is
σ : s′ 7→ σ(s′) = F ∈ SGsL s.t. E(F ) = κ(Cs′ 6=s). (77)
Another crucial point, noticed by S. Chmutov [3], is the fact that, given two states s and
s′, the ribbon graphs GsL and G
s′
L are dual to each other with respect to κ(Cs6=s′):
Gs
′
L =(G
s
L)
κ(Cs6=s′ ). (78)
This allows us to understand to which state a quasi-tree corresponds. Let us consider a
state s′ with only one state circle, hereafter called a connected state. The ribbon graph
Gs
′
L has only one vertex. But, by equation (eq. (78)), the partial dual of G
s
L with respect
to κ(Cs6=s′) has only one vertex, meaning that the subribbon graph of GsL, the edge-set of
which is κ(Cs6=s′), is a quasi-tree. In contrast, a quasi-tree Q defines a unique connected
state s′ by the equation E(Q) = κ(Cs6=s′). Then the set of quasi-trees of GsL corresponds
to the set of connected states of L.
To complete our translation of the expansion (eq. (76)), we now explain to which
crossings the orientable live edges correspond. Given a quasi-tree Q of GsL, Lo(Q) is the
set of orientable live edges of (GsL)
E(Q) with respect to F∅. But there exists a unique
connected state s′ = σ−1(Q) such that (GsL)
E(Q) = Gs
′
L. The state circle of s
′ is the
boundary of the vertex of Gs
′
L. Then, to determine whether a crossing is live with respect
to s′, we mark the resolved crossings in s′, as in the example of fig. 9(c). What we get is
a (possibly twisting) circle with 2n marks (n = number of crossings of L), labelled with n
different names. To decide whether a crossing c is live or not, turn around the state circle
of s′, starting at one of the two marks corresponding to c. Before reaching the second
mark of c, we meet other labels. A label met twice, called paired, corresponds to an edge
in GsL which does not cross κ(c) in G
s′
L. In contrast, a label met only once, called single,
corresponds to an edge crossing κ(c). Then c is live if, from one mark of c to the other,
we meet no single lower-ordered label. Otherwise, it is dead.
Finally, a crossing c is orientable with respect to a connected state s′ if, from one
mark of c to the other, we pass through virtual crossings an even number of times. For
example, with respect to the connected state of fig. 10, crossings 1 and 3 are orientable,
whereas crossing 2 is non-orientable.
1 −
2 +
3 +
Figure 10: A connected state
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To sum up, we have:
• each quasi-tree Q ∈ SGsL corresponds to a connected state s′ = σ−1(Q),
• e(GsL) = n(L) is the number of crossings of L,
• e+((GsL)E(Q)) = aL(s′) is the number of A-splittings of s′,
• e−((GsL)E(Q)) = bL(s′) is the number of B-splittings of s′,
• e+(Lo(Q)) =: |Lao(s′)| is the number of live orientable crossings resolved by A-
splittings in s′,
• e−(Lo(Q)) =: |Lbo(s′)| is the number of live orientable crossings resolved by B-
splittings in s′.
So we get:
Lemma 7.1 (Connected state expansion) Let L be a virtual link diagram. For any
order for the crossings of L, the Kauffman bracket can be rewritten as
[L](A,B, d) =
∑
connected
states s′ of L
AaL(s
′)BbL(s
′)(1 +Bd/A)|Lao(s′)|(1 + Ad/B)|Lbo(s′)|. (79)
Acknowledgements I thank A. Champanerkar, I. Kofman and N. Stoltzfus for having
explained to me some details of their inspiring work [2]. I also acknowledge the anonymous
referee’s work that led to this improved version.
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A Examples
A.1 The Bolloba´s-Riordan polynomial
We give here an example of our quasi-tree expansion of the signed Bolloba´s-Riordan
polynomial of not necessarily orientable ribbon graphs. We choose the non-orientable
signed ribbon graph G of fig. 11. According to equation (eq. (7)), the signed Bolloba´s-
e4 −
e3 +
e1 +
e2 −
Figure 11: A non-orientable signed ribbon graph
Riordan polynomial of G is
Rs(G;x+ 1, y, z) = 1 + 3y + y
2 + xz + yz + 2xyz + y2z
+ xy2z + xyz2 + y2z2 + xy2z3 + x−1y + x−1y2. (80)
We now check that the quasi-tree expansion (eq. (11)) gives the same polynomial. To this
aim, according to theorem 5.1, we define
P (G;x, y, z) :=
∑
Q∈QG
N(G,Q)S(GQ), (81a)
N(G,Q) :=(x−1/2y1/2) e−(G)xe−(D(Q)∪In(Q))yn(FD(Q)∪In(Q))−e−(D(Q)∪In(Q))
z(k−f+n)(FD(Q)∪In(Q))(1 + x)e−(Eo(Q))(1 + y)e+(Eo(Q)), (81b)
S(GQ) :=(x
1/2y−1/2)r(GQ)+e−(Io(Q))Ra(GQ; 1, x−1/2y1/2, x1/2y1/2, x1/2y1/2z2). (81c)
We want to check that P (G;x, y, z) = Rs(G;x+1, y, z). Table table 1 lists the information
necessary for computing the polynomial P . We get
P (G;x, y, z) = (1 + x−1)y(1 + y) + 1 + y + (1 + x)y(1 + y)z
+ x(1 + y)z + y(1 + yz2) + xyz2 + xy2z3. (82)
We easily see that the right hand sides of equations (eq. (80)) and (eq. (82)) are equal.
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A.2 The Kauffman bracket
We exemplify here the connected state expansion of the virtual version of the Whitehead
link of fig. 9(a). We label the crossings 1, 2 and 3 as in figures fig. 9(c) and fig. 10. We
choose the following order: 1 ≺ 2 ≺ 3. On one hand,
[L](A,B, d) =
∑
states s of L
AaL(s)BbL(s)dcL(s)−1 (83)
=A3d+ 3A2B + 2AB2 + AB2d+B3. (84)
On the other hand,∑
connected
states s′ of L
AaL(s
′)BbL(s
′)(1 +Bd/A)|Lao(s′)|(1 + Ad/B)|Lbo(s′)| (85)
=A2B(1 +Bd/A) + A2B + AB2 + A2B(1 + Ad/B) + AB2 +B3, (86)
which is easily checked to be equal to (eq. (84)).
Table 2: States of L
State s (aL(s), bL(s), cL(s))
Lao(s),Lbo(s)
(if cL(s) = 1)
+
+
+
(3, 0, 2)
+
+
−
(2, 1, 1) {1} ,∅
+
−
+
(2, 1, 1) ∅,∅
+
−
−
(1, 2, 1) ∅,∅
−
+
+
(2, 1, 1) ∅, {1}
−
+
−
(1, 2, 2)
−
−
+
(1, 2, 1) ∅,∅
−
−
−
(0, 3, 1) ∅,∅
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