Affiliation, or two-mode, networks, such as actor-movie, document-keyword, or user-product are prevalent in a lot of applications. The networks can be most naturally modeled as bipartite graphs, but most graph mining algorithms and implementations are designed to work on the classic, unipartite graphs. Subsequently, studies on affiliation networks are conducted on the co-occurrence graphs (e.g., co-authors and co-purchase networks), which projects the bipartite structure to a unipartite structure by connecting two entities if they share an affiliation. Despite their convenience, cooccurrence networks come at a cost of loss of information and an explosion in graph sizes. In this paper, we study the dense subgraph discovery problem on bipartite graphs. We propose peeling algorithms to find many dense substructures and a hierarchy among them. Our peeling algorithms are based on the butterfly subgraphs (2,2-bicliques). Experiments show that we can identify much denser structures compared to the state-of-the-art techniques on co-occurrence graphs. Our algorithms are also memory efficient, since they do not suffer from the explosion in the number of edges of the co-occurrence graph. An in-depth analysis on the authorpaper network of the top database conferences highlights the richer structure that can be identified by working on bipartite graphs, which is otherwise lost in a co-occurrence network.
INTRODUCTION
Many real-world systems are naturally modeled as affiliation, two-mode or bipartite networks [12, 31] . In a bipartite network, nodes can be divided into two partitions, and the edges connect only pairs from different partitions. For example authors and papers can be two vertex partitions and an edge representing authorship. Or actors and movies for two partitions where an edge means the actor played in the corresponding movie. The vertex partition that drives the network formation is the primary set, and the other partition is the secondary set. For instance the authors set ACM ISBN 978-1-4503-2138-9.
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is primary, and the papers set is secondary in the authorship networks. Despite their representation power, bipartite graphs are underutilized in many applications of network analysis, since most network problems are studied on traditional unipartite co-occurrence graphs. Instead of exploiting the accurate bipartite representation, co-occurrence graphs are constructed, such that two nodes are connected by an edge if they share an affiliation. For instance, an authorpaper network can be transformed into a co-authorship network, where two authors are connected if they co-authored paper. However, this transformation comes at a cost of information loss and increased graph sizes, as we will discuss in more detail later. Therefore, designing algorithms that can work directly on the bipartite data, which provides an accurate representation of underlying system, is necessary.
In this paper, we study the problem of finding dense structures in a bipartite graph. Finding dense subgraphs in realworld networks, and relating them to each other has been shown to be useful across different domains. Literature is rich with the benefits: spam group detection in web [22] , migration pattern discovery in stock market [19] , gene coexpression network analysis [50] , real-time story identification in microblogging websites [6] , and throughput improvement of social-networking sites [23] are just a few examples. k-core [47, 35] and k-truss [44, 17] decompositions are peeling algorithms and have been shown to be a simple way to extract the structure of unipartite graphs in a regularized way. When applied on higher-order structures (triangles or small size cliques), many high-quality dense subgraphs can be obtained with detailed hierarchical relations [46, 28] .
Problem and Challenges
We focus on simple undirected bipartite graphs. Our aim is to find many dense regions and determine the relations among them by using a higher-order peeling algorithm.
Why bipartite?: In order to work on bipartite networks, a common practice in the literature has been creating the c-ooccurrence graph, which is also known as the projection. There also exists weighted projections that assigns weights on the edges to better reflect the bipartite nature of the data [38, 39] . Although the projection enables the use of well-studied unipartite graph mining algorithms [12] , it has some drawbacks:
• Information loss and distortion: Bipartite network has the information on one-to-many relationships, but it is reduced to pairwise ties when projected to a weighted or unweighted unipartite form. Furthermore, those pairwise ties are independently represented and processed which distorts the original information.
• Ambiguity: Projections are not bijective irrespective of the conversion technique being used. For instance, any two bicliques with equal number of primary vertices result in the same unweighted projection.
• Edge inflation: Each secondary vertex in the bipartite network with degree di results in a di-clique in the projected graph. Thus, the number of edges in the projected graph can be as many as v∈V dv 2
, whereas it is only v∈V dv in the bipartite network, where V is the set of secondary vertices. Increasing size reduces the performance and also artificially boosts the clustering coefficients and local density measures in the projected graph. Motivated by the incapability and inefficiency of projection approaches, we work directly on the bipartite graph to discover the dense structures in a regularized way.
Why peeling?: k-core and k-truss decomposition algorithms have been shown to be effective to find the dense regions and determining relations among them [28, 51, 24] . Furthermore, they are used as a building block to efficiently solve NP-Hard problems like maximal clique finding [7, 26] . However, they are not directly applicable for bipartite networks. k-core decomposition assumes that all the vertices in the graph represent the same kind of entity, but it is not the case in the bipartite graphs. Main focus is always on one of the vertex sets (mostly primary) and there are no edges among them. Regarding the k-truss, the problem is that there is no triangle. It has been shown that the higher-order structures offer deeper insights for analyzing real-world networks and detecting the dense regions in a better way [46, 10, 28] . Thus, it is essential to define new higher-order structures that capture the triangle-like semantic in bipartite graphs, which would enable the peeling adaptations.
Contributions
We introduce higher-order peeling algorithms for bipartite graphs. Our contributions can be summarized as follows:
• Higher-order bipartite structures: We survey the existing attempts to define higher-order structures in bipartite graphs, and select the butterfly structure (2,2-biclique) as the simplest super-edge motif. Building on that, we define the k-tip and k-wing subgraphs based on the involvements of vertices and edges in butterflies, respectively.
• Butterfly peeling algorithms: In order to efficiently find all the k-tips and k-wings, we introduce butterfly peeling algorithms. Our algorithms are iterative in nature, and inspired by the degeneracy based decompositions for unipartite graphs. We also analyze their complexity, and compare with the alternatives.
• Experimental evaluation: We evaluate our new definitions and algorithms on real-world networks. We first find the dense subgraph profiles for our contributions as well as the alternatives in the literature. Figure 1 gives a glance of results on the movie-actor network from IMDb. Our algorithms are able to extract denser subgraphs of different sizes. We also apply our algorithms on the author-paper network of top database conferences, and highlight the interesting subgraphs and hierarchies we detect. Lastly, we present the runtime performance of our peeling algorithms and compare with the existing alternatives.
BACKGROUND
This section reminds the existing definitions about bipartite networks and the peeling algorithms, and presents our notations. Let G = (U, V, E) be an undirected unweighted simple (no loop, no multi-edge) bipartite graph. U is the set of primary vertices, V is the set of secondary vertices, and E is the set of edges s.t.
is an (a,b)-biclique if ∀u ∈ U and ∀v ∈ V, ∃(u, v) ∈ E and |U | = a, |V | = b. Here, we give two ways to convert the bipartite graph to the unipartite graph, both of which are also illustrated in Figure 2b :
k-core [47, 35] and (2, 3)-nucleus [46, 28] definitions are as follows: Definition 3. A connected and maximal subgraph H is k-core if every vertex in H has at least degree k.
2) any pair of edges in E is connected by series of triangles, (3) it is maximal (no other edge can be added). Figure 2a gives an example. Entire graph is a 3-core since the minimum degree is 3. There is no other k-core. However, there exists two 2-(2, 3) nuclei, which are also 4-cliques. Note that each edge in the 2-(2, 3) nucleus is contained in two triangles. We do not combine two 2-(2, 3) nuclei, because there is no triangle that binds those two structures, violating the connectivity condition (2) in Definition 4. More details about nucleus decompositions can be found in [46] .
HIGHER-ORDER BIPARTITE STRUCTURES
Capturing the smallest unit of cohesion provides a structural way to find the dense regions. In the literature, different triangle-like structures [12, 43, 42] and density measures [31] have been proposed for bipartite graphs, which are also illustrated in Figure 3 . Borgatti and Everett considered that (3, 3)-biclique is the best smallest structure to represent cohesiveness [12] . Their reasoning is that it is the smallest subgraph that results in a triangle when projected to the unipartite graph. Opsahl had the same motivation [42] , but he proposed to use the closed 4-path in a bipartite graph to create a triangle in its projection. He defines the 4-path as a four connected edges between three primary and two secondary vertices, and it is closed if there is a third secondary vertex that is connected to the two primary vertices which had only one neighbor in the 4-path. Density is regarded as the ratio of the closed 4-paths to all 4-paths. This is more relaxed than the (3, 3)-biclique of [12] , and is able to create a triangle in the projection with less number of edges. Robins and Alexander considered the problem without any projections [43] . They suggested to use the (2, 2)-biclique to model the cohesion, since it is the simplest and most local form of cycle. Similar to the Opsahl's work, they looked for a 3-path, which consists of three edges with two primary and two secondary vertices, and defines the density as the ratio of closed 3-paths ((2, 2)-bicliques) to the all 3-paths. This approach is also embraced in a recent work by Aksoy et al. [3] to generate bipartite graphs with community structure. They named the 3-path as a caterpillar, and the (2, 2)-biclique as a butterfly. Latapy et al. [31] approached the problem from a different angle and proposed to look at the Jaccard similarities of the neighbor lists of a primary vertex pair to measure the density. Alternatively, they also suggested to use the Overlap similarity to capture the vertices that resides in the overlap of multiple dense regions, where the denominator is the smaller set size. We use the butterfly as the higher-order structure since it is the smallest unit of cohesion in bipartite graphs. It is the smallest structure with multiple vertices at each side, and also cheaper to enumerate than the larger bicliques.
k -tip
Inspired by the k-core and nucleus decomposition concepts, we focus on the involvements of the vertices and edges in the higher-order structures of bipartite graphs. For this purpose, we first define the k-tip bipartite subgraph: 
H is a k-tip if
• every vertex u ∈ U takes part in at least k butterflies,
• each vertex pair u1, u2 ∈ U are connected by a set of butterflies, • it is maximal, i.e., there is no H ⊃ H where H' is a k-tip.
Involvement of vertices in butterflies is achieved by the number of incidences (1), and the connectivity condition (2), where two vertices are connected if they share a butterfly directly, or transitively by some other intermediate vertices.
In addition, we define the tip number of a vertex as follows:
Definition 6. Tip number of u ∈ U , denoted as θ(u), is t if there is a t-tip that includes u, and there is no t -tip that contains u s.
Figure 4a illustrates some k-tips on a toy graph. Vertices on the left are primary (U ) (1-6), and the others are secondary (V ) (a-f). In total there are 9 butterflies: 1a2b, 2a3b, 2a3c, 2b3c, 3c4d, 4d5e, 4d5f, 4e5f, and 5e6f. Vertices 1 and 6 take part in only one butterfly. All the others in U are involved in more than one butterfly. Thus, the entire graph is a 1-tip, shown with blue. If we only take the subgraph induced by vertices 2, 3, 4 and 5, we see a different picture. Butterfly count of vertices 2 and 5 are three and 3 and 4 are four. So, this subgraph is a 3-tip and shown in red region. Note that all the vertices in the 3-tip are connected to each other by butterflies. We say θ(1)=θ(6)=1 (blue nodes) since they are only contained in the 1-tip, and other vertices have θ=3 (red nodes). Algorithm to find the tip number of vertices, and all the k-tips is given in Section 4. 
k -wing
When finding the dense regions, or detecting the communities, high degree vertices cannot be in a single subgraph. Multiple dense regions overlap on those vertices. Given the importance of overlaps, we focus on the relations between edge and butterfly structures. We define k-wing and wing number as follows:
• every edge (u, v) ∈ E takes part in at least k butterflies,
• each edge pair (u1, v1), (u2, v2) ∈ E is connected by series of butterflies, • it is maximal (no other edge can be added).
Definition 8. Wing number of (u, v) ∈ E, denoted as ψ(u, v), is w if there is a w-wing that includes (u, v), and there is no w -wing that contains
A simple example is given in Figure 4b . Each edge has only one butterfly. However, there is not one, but two separate 1-wings, because there is no butterfly that contains both (2, b) and (2, c). k-wing is able to distinguish the (2, 2)-biclique (1, 2, a, b) from the other (2, 2)-biclique (2, 3, c, d). Also entire graph is a 1-tip, and there is no denser k-tip.
We also find the k-wings in the toy graph given in Figure 4a . Edges with the minimum number of butterflies are (1, a), (1, b), (3, d), (4, c), (6, e) and (6, f ), shown in gold. Each has only one butterfly, so the entire graph is a 1-wing. There are also two (2,3)-bicliques; (2, 3, a, b, c) and (4, 5, d, e, f ), denoted by black. Each of them is a 2-wing because all their edges have two butterflies, for example (2, a) has 2a3b and 2a3c. Thus the wing numbers of the edges in the 2-wings are 2, and others are 1.
Note that, k-wing definition is able to find the subgraphs with high pairwise overlap similarities, as suggested by Latapy et al. [31] . If we measure the density of a k-wing which contains a high degree vertex, it is likely to have low pairwise Jaccard similarities, but the overlap similarities will be high.
PEELING BUTTERFLIES
In this section, we give algorithms to find all the k-tips and k-wings in a bipartite graph. Our algorithms finds the θ(·) and ψ(·) numbers of vertices and edges, respectively, and also builds the k-tip and k-wing subgraphs on-the-fly with the hierarchical relations among them.
Tip Decomposition
We leverage the degeneracy-like pattern to find the tip numbers of vertices. We aim to detect how much each vertex is involved in butterflies. Our algorithm is similar to the kcore decomposition. We start with counting the number 
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of butterflies that each vertex resides in. Then, we apply the peeling process; decrementing the butterfly count of the neighbor primary vertex at each step. Note that, there is only one such vertex in each butterfly. Algorithm 1 finds the tip numbers of all the primary vertices. To find the k-tips and constructing the hierarchy onthe-fly, we use the disjoint-set forest and traversal avoidance heuristics that we introduced in a recent work [45] . Their application to the tip decomposition is straightforward and we do not give the details for brevity.
We aim to find the tip numbers of primary vertices, denoted as β(·) in line 1. Lines 2 to 5 determine the number of butterflies for each u ∈ U . To do that, we combine the distance-2 neighbors of u in list D (line 3), and detect the counts of duplicates for each d ∈ D, except u since it is already in the butterflies we are looking for (line 4). This can be done in linear time by using a hashmap. Number of duplicates, c, for a vertex d ∈ D tells that how many secondary vertices in N (u) are connected to that vertex. Thus, we find the butterflies consisting u, d ∈ U and vi, vj ∈ V (i, j ≤ c), where v1, v2, ..., vc ∈ N (u) are connected to d, as shown in Figure 5 . Since there are In the peeling process (lines 7 to 12), we assign the tip number of vertices in the nondecreasing order of their butterfly counts. We leverage the bucket data structure to efficiently retrieve the vertex with the minimum number of butterflies. At each step, we first assign the current butterfly number of u as its tip number (line 8). Then, we find the butterflies that contains u, and in each butterfly we check the other primary vertex x ∈ U . If current butterfly number of x is greater than the current butterfly number of u, we decrement it since that butterfly will not contribute to the tip number of x.
The runtime of TipDecomposition algorithm is defined by the time of the butterfly counting phase. The peeling phase takes only linear time, which is a lower bound for the first phase. Thus, time complexity is O(| G |), where G is the set of butterflies in G. Butterfly counting can be speed up by using various algorithmic tricks, which are beyond the scope of this paper. Regarding the space complexity, all of the data structures are in at most O(|U |) size.
Wing Decomposition
We follow a similar path for the wing decomposition. Instead of looking at vertex-butterfly relations, we investigate the involvements of edges in butterflies. There are again two phases; counting the butterflies for each edge, and the peeling process to find wing numbers of edges. Just like the tip decomposition, we do not give the details about constructing k-wings and building the hierarchy for brevity. Algorithms in [45] are applicable for k-wings as well.
Algorithm 2 outlines the wing decomposition. Lines 2 to 6 counts the butterflies for each edge. Here, we utilize the ordering of vertices in U for efficient computation. All the vertices u ∈ U are processed in order (line 2), and in each intersection operation, we only take the vertices that succeed u (line 4). This way, each butterfly in G is visited only once.
In the peeling phase, wing numbers of edges are assigned in the nondecreasing order of their butterfly counts. There are four edges in a butterfly, and we need to check those three neighbors. In order to ensure that the butterfly that contains e is not examined before, we check if any of those three neighbor edges has been assigned a wing number yet (line 13). If they are all unassigned, we decrement their butterfly numbers if greater than the wing number we assigned in that step.
WingDecomposition has O(| G |) time complexity, but expected to take more time than TipDecomposition due to constant factors in peeling phase. Additional space complexity of wing decomposition is O(|E|), since we store butterfly numbers and wing numbers for each edge.
RELATED WORK
Bipartite graphs have been used to model the real-world networks with two different types of entities. There are many studies that showed the benefit of working on the bipartite model over the projected unipartite structure, and also some others advocating that the projections do not lose information and easier to analyze. The very first work that analyzed a bipartite network is introduced by Davis et al. [18] where they study a small network of women and their affiliations with clubs. Borgatti and Everett [12] redefined centrality and density metrics for bipartite graphs. They proposed to use bicliques to model dense regions. Robins and Alexander [43] analyzed the structure of interlocking directorates on raw bipartite data, and defined the clustering coefficients for bipartite networks. They proposed to use the ratio of 4-cycles in all 3-paths,
, which is analogous to the ratio of triangles to wedges in unipartite networks (
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). Latapy et al. [31] presented a comprehensive summary of the literature on bipartite networks. They evaluated the previously defined statistics on real-world large bipartite networks with millions of edges. Their work is the first one to analyze large networks in contrast to the previous studies that focused on a few hundred nodes. Working on the bipartite network, instead of projection, is also useful for matrix partitioning [14] and clustering [49] algorithms. Despite all the attempts to redefine graph metrics and algorithms for bipartite networks, there are still some studies that propose to use projections for certain domains. Newman introduced the weighted projection for scientific collaboration networks [38] . Everett and Borgatti proposed to use dual projections [20] . The idea is to create projections for both set of nodes, and
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use the resulting one-mode networks for analysis. We focus on using the actual bipartite data (without projection) to find many dense subgraphs and their relations to each other, which have not been explored thoroughly.
Applications: Dense subgraphs in bipartite networks have valuable information that can be utilized for various application domains. Newman [38, 39] studied author and paper relations on coauthorship networks. He applied different projections to convert the bipartite network to a unipartite network. Giatsidis et al. [21] worked on the same problem by using the same projection technique. In addition to finding dense regions, they also focused on detecting the hierarchy and adapted the k-core decomposition for weighted networks. They defined the fractional k-core as a maximal subgraph where every vertex has at least weight k. Another domain that bipartite dense subgraphs are useful for is fraud detection. Fake likes, ratings and reviews are prevalent in online social networks where users interact with pages, posts etc. Those interactions can be modeled as a bipartite network. Beutel et al. [11] studied the Facebook network to detect fake likes. They model this problem as finding the nearly complete temporal bicliques. More recently, Hooi et al. [27] worked on userproduct and follower-followee networks to detect fraudulent behavior. They used average bipartite degree optimization to find fake reviews/follows even when the fraudsters camouflage themselves by liking/reviewing random pages.
Bipartite dense subgraphs: Borgatti and Everett proposed biclique to model dense subgraphs [12] which is a fully connected subgraph between two set of nodes. Kumar et al. used bicliques of various sizes to analyze web graphs [29] . Enumerating all the maximal bicliques and quasi-cliques is studied by Sim et al. [48] , and Mukherjee and Tirthapura [37] .
However, biclique definition is too strict that does not tolerate even a single missing edge. More recently, Tsourakakis et al. [36] used sampling to find (p, q)-biclique densest subgraph in bipartite networks. They used yet another definition of density which considers the number of (p, q)-bicliques over all possible ones, and find the densest subgraph accordingly. Our algorithms do not focus on finding only a single subgraph that is perfectly dense. Instead, main motivation is to find a detailed hierarchy that consists of many dense subgraphs.
Bipartite community detection: Literature is quite rich on community detection for unipartite networks. Certain metrics are adapted for bipartite networks to find high quality communities. Guimera et al. [25] refined the modularity, inspired from Newman's influential paper [41] . Barber and Clark [8] adapted the label propagation algorithm for bipartite networks to optimize the modularity, which has linear complexity in the number of edges, but gives communities with moderate quality. On a related direction, Larremore et al. [30] proposed a bipartite stochastic block model for community detection in bipartite networks, which needs the resulting number of communities a priori. More information can be found in [5] where Alzahrani and Horadam survey the community detection works on bipartite networks. Main difference of our work is that we do not optimize any metric to find the best region. Our peeling algorithms are deterministic, provide many dense subgraphs with hierarchical relations, and only take the graph as input.
Peeling on bipartite networks: There have been some attempts to adapt peeling algorithms or k-core [47] like subgraphs to the bipartite networks. Cerinsek and Batagelj [15] adapted the generalized core idea [9] to bipartite networks. They define the (p, q)-core with monotonic f and g functions as a maximal union of the set of vertices u ∈ U s.t. f (u) ≥ p and v ∈ V s.t. g(v) ≥ q. However, their definition is not suitable to construct a hierarchy among (p, q)-cores since it is not clear how to define comparison function for (p, q) pairs. Another related work is done by Li et al. [34] where they adapt the k-truss like definition for bipartite networks. They insert artificial edges between vertex pairs that are in the same side and sharing a neighbor. Then they apply peeling algorithm on those artificial edges and their triangle counts. This is actually identical to creating the projection, and applying the k-truss decomposition using the triangle counts [17] .
EXPERIMENTS
We evaluate our algorithms and existing previous alternatives on different kinds of real-world bipartite networks, obtained from SNAP [32] and ICON [2] . condmat is the authorpaper network for the arXiv preprints in condensed matter physics between 1995 and 1999 [40] . dbconf is another author-paper network that we constructed with the papers and the authors from three top database conferences; VLDB, SIGMOD, and ICDE [33] . github is the network between users and repositories in the GitHub, released in the 2009 GitHub Contest [16] . marvel is occurrence relations between the Marvel characters and the comic books [4] . IMDb links actors and the movies they played in [1] , and lastfm is the network of users and the artists they listened in Last.fm online music system [13] . Table 1 gives some important statistics. In second to fourth columns, we show the number of primary vertices, secondary vertices, and edges in each network. We assume that the primary vertices are the ones that drive the connections. In the fifth column, number of edges in the projected graph (Ep) with respect to the primary vertices are given (Definition 1). Last two columns show the butterfly ( ) counts in each bipartite network and the triangle ( p) counts in the projected unipartite graph. Algorithms are implemented in C++ and compiled using gcc 5.2.0 at -O2 optimization level. All experiments are performed on a Linux operating system running on a machine with Intel Xeon Haswell E5-2698 2.30 GHz processor with 128 GB of RAM. We compared the TipDecomposition (Algorithm 1) and WingDecomposition (Algorithm 2) with the previous works that find many dense subgraphs with an hierarchy on the bipartite graph or its unipartite (un)weighted projection:
• For the unweighted projection, we use two nucleus decomposition algorithms which find the k-cores and (2, 3)-nuclei (Definition 3 and 4). (2, 3)-nuclei has been shown to be quite effective to find dense regions [28, 46] with hierarchical relations.
• On the weighted projection, we find the fractional k-cores [21] . It is the only peeling adaptation for weighted networks, to the best of our knowledge.
• Regarding the bipartite data, Li et al. [34] proposed a k-truss adaptation for bipartite networks, as explained in the last part of previous section. Although the focus is on the bipartite connections, their algorithm relies on inserting edges between the vertices in the same set, and compute the k-trusses on those new edges and new triangles, which is essentially same as the (2, 3) nucleus decomposition.
We report the bipartite subgraphs by their sizes in primary and secondary vertex sets, and the edge density, i.e.
|E| |U |.|V |
. For the nucleus decomposition and fractional k-core algorithms, we find the nuclei/cores in the unipartite graph (Gp), and then report the induced bipartite subgraphs using (primary) vertices in those nuclei/cores.
We first compare the dense subgraph profiles, then introduce some use cases that highlight some interesting findings in the dbconf network, and finish by checking the runtime results.
Dense subgraph profiles
We compare the size and density of bipartite subgraphs obtained by k-wings, k-tips, k-cores, (2, 3)-nuclei, and fractional k-cores. Figures 6 (condmat) , 7 (dbconf), 8 (github), 9 (marvel), and also 1 (IMDb) (in Section 1) summarize the results with informational captions where each dot is a bipartite subgraph with at least 0.1 density and at most 10,000 vertices in either side. Primary and secondary vertex set sizes are given on the x-and y-axis, respectively, and the density is color coded. We omit the results for k-cores since they are consistently worse than the (2, 3)-nuclei. Overall, we observe that dense bipartite subgraphs with nontrivial sizes on both sides can be obtained with k-wings. k-tips also perform well on a few instances compared to the others, but not as good as the k-wings. In particular, 33% of the k-wing subgraphs in IMDb, for instance, have ≥ 5 vertices on each side with ≥ 0.5 density. On lastfm network, only k-wings can output subgraphs with > 0.1 density that has less than 10,000 vertices. Furthermore, 117 of them have ≥ 20 vertices on each side with at least 0.5 density.
We also observe dense structures in (2, 3)-nuclei and fractional k-cores where the secondary vertex size is just 1 (red dots along x-axes). Those represent the involvements of multiple (primary) entities in the same (secondary) event for only one time. In dbconf, those are mostly the product papers authored by a group of researchers in a company, and for the most cases this is the only paper authors have written, not implying a significance. For example "Comdb2 Bloomberg's Highly Available Relational Database System" paper in ICDE'10 is written by a group of researchers in Bloomberg LP. On the other hand, there are also instances where the red dots appear along y-axis in fractional k-core cases. Again in dbconf network, for instance, those are the prolific authors that are actually very close to many dense structures, but isolated due to the strict stepping semantic in the fractional k-core computation. Divesh Srivastava is one such example with 144 papers who is not reported in any other subgraph with more than 0.5 density.
Peeling the top database conferences
In this section, we highlight some interesting subgraphs and hierarchical structures in the dbconf network. We focus on what our algorithms can find that cannot be obtained with other algorithms, and vice versa.
DB and Games at Cornell: One of the leaf subgraphs in the hierarchy tree given by k-wings contains some professors and students from Cornell University and the papers they published. It has 6 authors and 11 papers with 0.7 den- 
H. Ishikawa and coauthors:
On the other side, we checked the densest non-trivial bipartite subgraphs given by (2, 3)-nuclei. One of those has 10 authors, 5 papers, and 0.42 density. However, most authors have only one paper in the subgraph. H. Ishikawa is the author with most papers among them, and we checked his subgraphs in k-wings. We found a biclique with 4 authors and 3 papers, and also a fifth author is included with the same papers in a subgraph with 0.93 density.
Philip Yu in leaves: Lastly, we checked the densest subgraphs at the bottom of the hierarchy (leaves) that contain Philip Yu, a prolific researcher. Tracing the paths from those leaves to the upper levels gives interesting insights, illustrated in Figure 10 . Leaves are on the right (in red), and upper levels are going to left with decreasing densities. Tree on the bottom has researchers from IBM Research Streams group, and their close collaborators. In the bottom branch, K. L. Wu (manager) and P. Yu (ex-manager) is shown as a leaf which is a biclique with their 13 papers. Then B. Gedik joins them in a 0.82 density subgraph, who used to be a staff member in the same group. B. Gedik's PhD advisor, Ling Liu, appears on the upper levels, and also the other ex-IBM researchers H. Andrade and G. Jacques-Silva. Regarding the other branch, C. Aggarwal (staff member) forms another biclique with 14 papers. People on its upper levels are also (ex) IBM researchers. Root of the bottom tree has 76 researchers and interns from the same group with 0.16 density.
The other tree on the top shows other connections with other prolific researchers Jiawei Han, Xifeng Yan, Haixun Wang, and Wei Wang, some of whom also had worked in the same group at IBM.
Runtime performances
At the end, we check the runtime results. As explained in Section 4, TipDecomposition and WingDecomposition has O(| |) complexity, where the latter is expected to be slower due to hidden constants. (2, 3)-nucleus has O(| |), and fractional k-core has O(|E|) time complexities. Table 2 shows the total runtimes for all algorithms. Results verify the complexities; k-wing is orders of magnitude faster than (2, 3)-nuclei on github, IMDb, and lastfm networks, where (2, 3)-nucleus on github is not finished in two days. Note that those three networks have more triangles in their projections than the butterflies in their bipartite forms (Table 1). On the other hand, marvel network has more butterflies, and WingDecomposition takes more time. Table 2 : Runtime performances of the algorithms. k-wing is orders of magnitude faster than (2, 3)-nucleus decomposition on the large networks.
SUMMARY AND OPEN QUESTIONS
We proposed peeling algorithms for bipartite networks to find many dense substructures and a hierarchy among them. Our peeling algorithms are based on the butterfly subgraphs, and works on the involvements of vertices (k-tip) and edges (k-wing) in butterfly structures. Experiments and use case analyses verify the quality and runtime performance of our contributions with respect to previous works. As a future work, we plan to speed up the computation by shared-memory parallelism, especially for the cases when the graph has too many butterflies. We also want to explore further higher-order structures in bipartite networks that can give more insights about the network and also easy to compute.
