Abstract-A simple and effective dual channel speech enhancement algorithm is presented for robust speech recognition in automobile environments.
I. INTRODUCTION
For the safety and convenience when operating an automobile, it is essential for the driver to use voice commands through an Automatic Speech Recognition (ASR) system for enabling telematics or navigation services, instead of resorting it to hand operations. However, the performance of the ASR system is degraded severely in real-life conditions such as the car environment. The performance degradation is mainly caused by various and unexpected noise sources. Particularly in car environments, noise sources such as engine, fan, road conditions, body rattle, and etc. can be detrimental to the otherwise acceptable ASR operations. The aim of speech enhancement is to improve the quality of the speech signal in order to achieve reliable voice communication or ASR in environments in which speech tends to become corrupted. Over the past three decades, several studies have been conducted on the subject of single channel speech enhancement [1] .
However, these technologies have encountered performance limitations under real operational scenarios, due to their inadvertent creation of musical noise and signal distortion. They tend to produce good performance only under stationary noise conditions. Therefore, further investigations are under way to remedy these shortcomings.
Recently, new approaches were introduced that reduce the background noise as compared with the conventional single channel scheme by using multiple sources; namely, multichannel based techniques using multiple microphones [2] . Adaptive beamforming techniques [3] , such as the GSC are representative schemes employing a multi-channel structure.
This paper addresses dual channel GSC and its problems. Then, how novelty filter scheme remedies these problems and improves GSC is described.
II. DUAL CHANNEL GSC WITH NOVELTY FILTERING

A. Dual channel GSC
The GSC consists of a delay-and-sum beamformer part, a signal-blocking part and an adaptive filter part [2] [3] (see Fig.  1 ). Let s(n) and n(n) denote the speech and background noise, respectively and H(·), G(·) is unknown transfer function due to channel distortion. In addition, let s'(n) = H(s(n)) and n'(n) = G(s(n)). Let us also assume that s'(n) is delay compensated with respect to s(n). Then, the primary signal, p(n), and the reference signal, r(n), are represented as follows (for convenience, we ignore the index term n):
Following the treatment by the signal blocking part of the GSC, the reference signal contains all of the signal components that are less than the primary signal. Following this procedure, the noise signal is subtracted adaptively using the classical Adaptive Noise Canceling (ANC) algorithm [4] .
However, a problem arises from the unknown transfer function G (see Fig. 1 ). Due to this function, the signalblocking part does not work. Thus, a weak speech signal leaks into the reference channel. This violates the basic assumption of the ANC that the speech signal should be uncorrelated with the reference noise [4] . In this case, speech distortion would occur.
Moreover, it is difficult to ensure the other important assumption of the ANC that the noise between the primary signal and the reference signal presents correlations [4] . This is due to the type of noise field being used [2] . If this condition is not satisfied, in the worst case where there is no correlation between the primary and reference signals, the filter will "turn itself off". In other words, the adaptive filter does not lead to noise cancellation.
B. Dual channel GSC with novelty filter scheme
The novelty filter is essentially comprised of a feed-forward neural network, which effectively functions as an autoassociative memory [5] . In auto-associative memory, the desired output vector is equal to the input vector. Furthermore, this type of memory stores a set of patterns and then recalls these patterns, even when corrupted patterns are provided as an input [6] . A variety of known patterns are used to train the algorithm. After the training process, when a signal which contains anomalies (or novelties), which is atypical of the training set, is received, it filters out these novelty components by subtracting the network output from the input.
In our approach, we incorporate novelty filter with GSC to fit the ANC assumptions discussed in the previous section. To accomplish this, we train the associative memory network using the log-spectrums of the reference noise and primary noise signals as the input and target, respectively, under the assumption that the reference noise is a slightly changed version of the primary noise signal. Then, the output of the associative memory is a log-spectrum similar to the noise logspectrum of primary channel. Note that any two signals are highly correlated when those have similar shape. Also, in frequency domain this similarity can be represented by the magnitude and phase of each signal. So, we synthesize the reference signal with the magnitude which is the output of associative network and phase of primary signal.
In addition, we define the novelty components as a logspectrum, which is obtained by subtracting the network output from the input log-spectrum. Consequently, the subtracted log-spectrum contains speech components. However, this component should be larger than certain constants, because in theory the log-spectrum of the speech components always has a positive value and the noise component cannot be mistaken for the speech components. In this case, when synthesizing the reference signal, we use the phase of reference signal instead of the phase of primary signal. It is because the speech signal should be uncorrelated with the reference noise.
III. EXPERIMENTS
We used the Speech Information TEChnology & Industry Promotion Center (SiTEC) CARS01 as the speech Database (DB) and CarNoise01 noise DB [7] . These DB's are recorded under real automobile noisy environments and CARS01 is composed of telematics command tasks. In each experiment, 5,480 utterances are used for the experiments, in which 75 males and 25 females uttered in the presence of noise generated by automobiles driven at 80 Km/h. The location of the microphones is placed indicated in Fig. 2 . In Table 1 , the performance of the proposed algorithm (Proposed) is compared with those of the single channel spectral subtraction (SS) and conventional dual channel GSC (GSC). 'Baseline' indicates speech recognition rate when no other processing is applied and 'Clean' indicates speech recognition rate when the speech is not corrupted by noise.
The neural network for the associative memory consists of input and output layers with 129 units and one hidden layer with 65 units. The activation function is the sigmoid function and the weight-training is conducted by the backpropagation method. To realize the adaptive filter, the Normalized Least Mean Square (NLMS) algorithm [8] is used with a step size of 0.1 and 512 taps. Table I shows that the proposed method achieves 93.34% recognition rate, over 1% greater than the best known one (GJ: 92.19%) to date.
IV. CONCLUSIONS
A novelty filter scheme was applied to the conventional GSC for the purpose of improving its performance in the case of speech enhancement. In order to ensure the performance of the GSC, the two assumptions which need to be satisfied by this algorithm are addressed. The first is the uncorrelated relationship between the speech and noise signals and the second is the correlated relationship between the noise sources received by each microphone.
The proposed method enhances the reference signal, in order to satisfy these two assumptions, by judiciously controlling the log-spectrum magnitude and phase. Representative experiments confirm the superior performance of the proposed method compared to that of the conventional methods. Fig. 1 . Illustration of the proposed method using the novelty filter. 'Exp' means exponential function.
Fig. 2. Location of microphones
