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flow (Lee et al., 2010), other studies have reported that input to and 
activity within local neuronal circuits are both better predictors of 
the hemodynamic response than output from pyramidal cells (e.g., 
Logothetis et al., 2001; Goense and Logothetis, 2008), suggesting 
that the hemodynamic response does not simply reflect the level of 
spiking activity. Indeed, in some cases the hemodynamic response 
has been observed in the absence of spiking output (Logothetis 
et al., 2001; Thomsen et al., 2004; Goense and Logothetis, 2008). 
A further complication is that both excitatory and inhibitory input 
create metabolic demands (Buzsáki et al., 2007), making it even 
harder to interpret the concomitant vascular response as a simple 
measure of neural firing rate (Logothetis, 2008; although in some 
cases, neuronal inhibition may produce metabolic and hemody-
namic down-regulation; Stefanovic et al., 2004). Overall, the hemo-
dynamic response is likely to reflect an average response to a range 
of metabolic demands imposed by neural activity, including both 
excitatory and inhibitory post-synaptic processing, neuronal spik-
ing, as well as neuromodulation (Logothetis, 2008; Palmer, 2010).
Bearing these caveats in mind, the reminder of the paper will 
focus on statistical methods for separating noise from systematic 
fluctuations of the BOLD signal induced by experimental stimula-
tion. Following a brief review of the general linear model (GLM) 
framework, the paper will focus on the degree by which single-
subject fMRI time-series conform to the assumptions of the frame-
work, and on the approaches used to mitigate infringements of 
these assumptions. Finally, the paper will also discuss methods 
to combine datasets from multiple subjects, with respect to their 
inferential scope and validity.
For clarity, the rest of the manuscript will use the term “volume” 
to refer to an individual data acquisition point, typically a three 
dimensional image of the MRI signal at multiple points throughout 
IntroductIon
Over the past 20 years the study of human cognition has benefited 
greatly from innovations in magnetic resonance imaging, in partic-
ular the development of techniques to detect physiological markers 
of neural activity. The most widely used of these techniques capital-
izes on the changes in blood flow and oxygenation associated with 
neural activity (the hemodynamic response), and on the differing 
magnetic properties of oxygenated and deoxygenated blood. The 
paramagnetic properties of deoxyhemoglobin (dHb) create local 
field inhomogeneities, leading to reduced transverse (T2) relaxation 
times and therefore to a reduction in image intensity. Conversely, 
increased concentrations of oxyhemoglobin produce increased T2 
relaxation times and a relative increase in image intensity. This 
blood oxygen level-dependent (BOLD) contrast mechanism forms 
the basis of functional magnetic resonance imaging (fMRI; Ogawa 
et al., 1990, 1992; Kwong et al., 1992).
While the idea of a hemodynamic response spatially local-
ized to sites of neural activity dates back to Roy and Sherington 
(1890), the mechanisms by which neural activity triggers changes 
in cerebral blood volume, flow, and oxygenation are still not fully 
understood (c.f., Logothetis et al., 2001; Logothetis, 2002) posing 
a significant constraint on the interpretation of fMRI studies of 
cognition (Logothetis and Wandell, 2004; Logothetis, 2008). At 
the level of measurement, the degree to which changes in BOLD 
signal co-localize with neural activity depends on various imaging 
parameters, including the magnetic field strength and the imaging 
sequence used (Ugurbil et al., 2003; Logothetis, 2008). On a more 
fundamental physiological level, it is also unclear which aspects of 
neural activity are most closely linked to the hemodynamic response 
(see Logothetis, 2008, for an excellent overview). While activation of 
excitatory neurons has been shown to trigger changes in local blood 
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volumes acquired as one continuous stream of data are referred to 
as a “run” or “scan.” Each subject usually undergoes multiple runs, 
sometimes with brief interruptions in between, but usually whilst 
remaining inside the bore of the magnet. A set of multiple runs is 
referred to as a “session.” A standard fMRI dataset for a complete 
experiment usually consists of one (or more) session from each of 
a number of subjects.
SIngle-Subject AnAlySIS (I): the generAl lIneAr Model 
ApproAch
An fMRI dataset, can be seen as a set of cuboid elements (i.e., voxels) 
of variable dimension, each of which has an associated time-series 
of as many time-points as volumes acquired per session. The aim 
of a (conventional) statistical analysis is to determine which voxels 
have a time-course that correlates with some known pattern of 
stimulation or experimental manipulation. The first step in fMRI 
data analysis is to apply a series of “pre-processing” transformations 
with the aim of correcting for several potential artifacts introduced 
at data acquisition. Each transformation can be applied as required 
depending on the specific experimental design or acquisition pro-
tocol. The most typical steps include adjusting for differences in the 
acquisition time of individual image slices, correction for subject 
motion, warping individual subjects data into a common space 
(“normalization”), and temporal and spatial smoothing (see Jezzard 
et al., 2002). Following pre-processing, data analysis is often car-
ried in two steps: a separate first-level analysis of data from each 
individual subject, followed by a second-level analysis in which 
results from multiple subjects are combined.
In the GLM approach, the time-course associated with each 
voxel is modeled as a weighted sum of one or more known predictor 
variables (e.g., the onset and offset of an experimental condition) 
plus an error term. The aim of the analysis is to estimate if, and to 
what extent, each predictor contributes to the variability observed 
in the voxel’s time-course. Consider, for example, an experiment 
in which the BOLD response, y, is sampled n times (i.e., volumes). 
The intensity of the BOLD signal at each observation (yi) can be 
modeled as the sum of a number of known predictor variables 
(x1…xp) each scaled by a parameter (b):
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The aim of the first-level statistical analysis is to determine how 
large the contribution of each predictor variable xi is to the observed 
values of y. That is to say, how large each scaling parameter bi is, 
and whether it is significantly different from zero. Using the more 
compact matrix notation, the GLM can be re-expressed, in its sim-
plest formulation, as:
Y = Xb + e  (1)
Where Y is an n × 1 column vector (i.e., n rows, 1 column) 
representing the BOLD signal time-series associated with a sin-
gle voxel. X is the n × p design matrix, with each column repre-
senting a different predictor variable. Of interest are the columns 
  representing manipulations or experimental conditions, although 
the matrix typically also includes regressors of non-interest, mod-
eling nuisance variables such as low-frequency drifts and motion. b 
is the p × 1 vector of unknown weights setting the magnitude and 
direction of the (unique) association between each given predic-
tor variable and the data Y. Finally, e is an n × 1 vector containing 
the error values associated with each observation (i.e., the value 
of each observation that is not explained by the weighted sum of 
predictor variables).
Figure 1 depicts the GLM model for an imaginary voxel with 
associated time-series Y, as the linear combination of three regres-
sors of interest (e.g., tasks A,B,C) and a number of nuisance vari-
ables (here six motion regressors and a linear drift), each scaled by 
a vector of unknown amplitudes (b), plus an error term e.
The standard approach to fMRI analysis is to fit the same model 
independently to the time-course of each voxel. Spatial covariance 
between neighboring voxels is thus typically ignored at the model 
fitting stage. The presence of more response variables (i.e., voxels) 
than observations (i.e., volumes), together with the aim of making 
topographically specific claims about BOLD activity, has tradition-
ally motivated this “massive-univariate” approach. Recently, how-
ever, a lot of effort has gone into developing multivariate techniques 
to address the question of what information specific brain areas 
represent (as opposed to the “localizationalist” approach typical of 
univariate analysis; c.f., Kriegeskorte et al., 2006, 2008; Bowman, 
2007; Bowman et al., 2007).
Several methods are available to estimate the value of the 
unknown parameter b, and therefore assess whether a given pre-
dictor variable significantly explains some portion of the vari-
ance observed in a voxel’s time-course, including the ordinary 
least squares (OLS), (feasible) generalized least squares (GLS), 
and the so-called Smoothing and “Sandwich” approaches (see 
Waldorp, 2009, for a clear overview of these methods). In its 
simplest OLS form, the optimal parameters are defined as those 
Figure 1 | Depiction of the gLM model for an imaginary voxel with 
time-series Y predicted by a design matrix X including 10 effects (three 
regressors of interest – e.g., tasks A,B,C – and seven nuisance 
regressors – e.g., six motion parameters and one linear drift) of unknown 
amplitude bi, and an error term.
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statistics (e.g., t or F values), and affect statistical inferences based 
on those statistics.
In fMRI data, the problem is typically one of systematically 
over-estimating the error degrees of freedom, since the presence 
of serial correlations means that the true number of independ-
ent observations (the effective degrees of freedom) will be lower 
than the apparent number of observations. In turn, this produces 
an underestimate of the error variance and thus an inflated test 
statistics (since the error variance is included in its denominator). 
The artificially liberal nature of inferences drawn in the absence of 
correction for autocorrelation was demonstrated by Purdon and 
Weisskoff (1998) who found false positive rates as high as 0.16 could 
occur for a nominal a-level of 0.05. Several different approaches 
have been suggested to minimize this problem.
Temporal smoothing (“pre-coloring”)
Friston et al. (1995) and Worsley and Friston (1995) suggest an 
extension of the GLM to accommodate serial correlation via “tem-
poral smoothing.” Their proposal is to re-frame (1) as:
Y = Xb + Σe  (4)
where Σ represents some process hidden in the residual character-
izing the serial correlation, and e represents a “well-behaved” error 
term ∼N(0, s2I). By then imposing a linear transformation S to (4) 
the idea is to “swamp” and thereby minimize the endogenous – 
unknown – correlation structure with some exogenously imposed, 
therefore known, correlation structure S, obtaining:
SY = SXb + SΣe  (5)
The assumption underlying this method is that the S trans-
formation is robust enough so that SΣST∼SST, thereby effectively 
“swamping” the unknown endogenous serial correlation. If this 
assumption holds, the “colored” noise is identically distributed 
∼N(0, s2ST) (Friston et al., 1995). The derived b-estimates remain 
unbiased but do not retain maximal efficiency, thus degrading 
power, as a function of how (in)effectively the endogenous correla-
tion is swamped. In addition, the pre-coloring smoothing function 
acts as a low-pass filter, and may risk attenuating experimentally 
induced signals of interest (Marchini and Ripley, 2000; Woolrich 
et al., 2001). Partly as a response to these problems, the pre-coloring 
approach has now been largely superseded by the pre-whitening 
approach.
Pre-whitening
Rather than attempting to mask an unknown covariance structure 
with a known one, the pre-whitening strategy attempts to esti-
mate and remove the autocorrelation prior to estimating the model 
parameters (Bullmore et al., 1996). This technique makes use of a 
two-pass procedure. In the first pass, a GLM is fit to the data under 
the infringed i.i.d. error assumption. The residuals derived from 
this model are then used to estimate the autocorrelation structure 
actually present. The autocorrelation is then modeled with a simple 
Auto-Regressive model of order 1 [AR(1)], in which the error at 
each time-point is assumed to be a combination of the error at the 
previous time-point and some “fresh” error. Once the parameters 
for this model have been estimated, the raw data is “pre-whitened” 
that minimize the sum of squared residuals1:  ∑ − × ( ) = i
n
i i Y X 1
2 ˆ b  
(i.e., the squared difference between the observed signal Y and 
the expected signal as specified by the X matrix scaled by the b 
parameters). The unknown parameter and its variance are thus 
estimated as follows2:
ˆ b = ( )
−
X X X Y
T T 1
 
(2)
var ˆ b s ( )= ( )
− 2 1
X X
T
 
(3)
According to the Gauss–Markov (GM) theorem, the OLS will 
correspond to the best linear unbiased estimator (BLUE) of the 
population parameters, in the class of unbiased estimators, pro-
vided the following assumptions relating to the properties of the 
error term and the parameters hold true3:
(A1)    Errors are independently and identically distributed (i.i.d.) 
∼N(0, s2I)
(A2)    he  regressors  in  the  X  matrix  are  independent  of  error 
[i.e., E(e,X) = 0], non-stochastic (i.e., deterministic), and 
known.
(A3)    No regressor is a linear transformation of one (or more) 
other regressors.
It should be noted that (A1) is in fact a three-part assumption 
requiring that (A1a) the errors for different observations (time-
points) are not correlated [i.e., Cov(ei,ej) = 0]; (A1b) the expected 
value of the error term is zero [i.e., E(e) = 0]; and (A1c) the variance 
of the error is s2 at all observations.
Crucially, a statistical model is only valid inasmuch as its assump-
tions are met. When this is not the case, inferences drawn from it 
will be biased and can even be rendered invalid. The reminder of 
this paper focuses on the degree to which fMRI data abide by the 
above assumptions, the consequences of their infringement, and 
describes the main methods currently available to adjust for such 
situations.
SIngle-Subject AnAlySIS (II): the GM ASSuMptIonS 
And fMrI tIMe-SerIeS
AutocorrelAtIon
One major potential violation of the model’s assumptions arises 
from the fact that fMRI data represent a time-series. In particu-
lar, correlations between residuals at successive time-points can 
violate the i.i.d. assumption (A1a). Common sources of noise 
that can introduce serial correlations include hardware related 
low-frequency drifts, oscillatory noise related to respiration and 
cardiac pulsation, and residual movement artifacts not accounted 
for by image registration (c.f., Weisskoff et al., 1993; Friston et al., 
1994; Boynton et al., 1996). The presence of serial correlation does 
not directly affect unbiasedness of the ˆ b, but can produce biased 
1As we will discuss in the remainder of the paper, several sophistications on top of 
this simple approach are necessary to compensate for specific features of BOLD 
time-series.
2Where the superscript “T” denotes the transposed matrix.
3In addition to the unbiasedness and maximal efficiency, the BLUE is asymptotical-
ly normal, a desirable property for subsequent parametric testing.
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in negative correlations. The best performance was obtained with 
non-regularized  non-parametric  and AR(2)  algorithms,  which 
decreased the number of non-white residuals to an average of 1.6 
and 0.5%, respectively. Overall, this supports the idea that the major 
source of autocorrelation in BOLD time-series is successfully cap-
tured by an AR(2) model.
Explicit noise modeling
Finally, an alternative approach to the data driven estimation of 
serial correlation has been proposed by Lund et al. (2006). In their 
interpretation,  autocorrelation  amongst  residuals  can  often  be 
taken as evidence of unmodeled, but potentially known, sources 
of variance. In their “nuisance variable regression” (NVR) approach 
they attempt to explicitly model within the design matrix several 
factors believed to induce autocorrelation, including hardware 
related low-frequency drift, residual movement effects, and aliased 
physiological noise (i.e., cardiac pulsation and respiration; see also 
Lund et al., 2006). Empirical tests suggested that the approach is 
effective in capturing the modeled sources of noise such as cardiac 
and respiratory effects (see also Razavi et al., 2003). Indeed, the 
NVR approach resulted superior to both the AR(1) and the simple 
high-pass filtering approaches for dealing with serial correlation. 
However, despite the potential appeal of this approach, it is highly 
dependent on the sources of noise being well characterized, and will 
still require some form of data cleaning to account for additional 
unmodeled sources of temporal correlation.
heteroScedAStIcIty
Assumption (A1c) requires the variance of residuals to be constant 
across observations (i.e., time-points), and the covariances (i.e., 
the off-diagonal elements of the variance–covariance matrix) to be 
all equal to zero [i.e., var(e) = s2I]. Violation of such assumption 
is referred to as heteroscedasticity. When this assumption is not 
upheld the estimator (ˆ b) is still unbiased, but no longer efficient, 
usually resulting in confidence intervals that are either too wide 
or too narrow. As for the case of autocorrelation, if the variance is 
biased subsequent parametric testing will yield incorrect statistics. 
In the fMRI literature heteroscedasticity has received relatively little 
attention. As a notable exception, Luo and Nichols (2002, 2003) dis-
cuss the possibility of heteroscedasticity in fMRI data, for example 
due to a dependency of the variances on the response, or because 
of other factors such as time or physical ordering (in Luo and 
Nichols, 2002, violations of homoschedasticity are indeed found, 
mostly due to artifacts).4
MultIcollIneArIty And X MAtrIx MIS-SpecIfIcAtIon
Multicollinearity
Assumption (A3) requires that none of the explanatory vari-
ables (i.e., columns of the X matrix) is perfectly correlated with 
any other explanatory variable, or any linear combination of. In 
the presence of perfect multicollinearity the X matrix is rank- 
deficient, the inverse of (XTX) does not exist, and infinite solutions 
by removing the estimated covariance structure. Finally, a second 
pass of the GLM estimation is carried out on the whitened data. The 
intuition underlying such an approach is that if a good estimate of 
the autocorrelation structure can be obtained and removed from 
the data, the i.i.d. assumption (A1a) will hold. As a parallel to (5), 
this approach can be expressed as:
K−1Y = K−1Xb + K−1Σe  (6)
where K ≈ Σ. Thus, instead of the convolution with a temporal 
smoothing matrix S as in Friston et al. (1995), the pre-whitening 
approach uses a de-convolution matrix obtained by data driven 
estimation of the Σ structure. Unlike the pre-coloring approach, 
pre-whitening also has the advantage that the resulting parameter 
estimates will be the BLUEs. Thus, equations (2) and (3) can be 
re-written as:
ˆ ( ) b =
− − − X K X X K Y
T T 1 1 1
var ˆ b s ( )= ( )
− − 2 1 1
X K X
T
If the process Σ is exactly characterized by K, then in the trans-
formed data the error variance is equal to s2I again. Compared with 
pre-coloring, pre-whitening has the advantage of being more effi-
cient (Woolrich et al., 2001) across different experimental designs, 
and particularly for rapid event-related designs where much of the 
experimentally induced signal is concentrated in high temporal fre-
quencies. The approach, however, relies heavily on accurately char-
acterizing the endogenous correlation structure and non-  optimal 
modeling can reduce efficiency and induce significant bias, affecting 
the magnitude of test statistics (Friston et al., 2000a). In response 
to these problems, several authors have suggested the use of more 
complex models allowing for serial correlations over longer periods 
of time (Worsley et al., 2002), greater flexibility in the local noise 
modeling (e.g., Locascio et al., 1997; Purdon et al., 2001), and non-
parametric approaches (Woolrich et al., 2001).
Lenoski et al. (2008) compared the performance of several 
different strategies for whitening residuals, including the global 
linearized AR(1) algorithm implemented in SPM2/5 (Frackowiak 
et al., 2004), a regularized non-parametric correction (Woolrich 
et al., 2001) similar to the one implemented in FSL (Smith et al., 
2004), and a voxel-wise, regularized AR(m) autocorrelation algo-
rithm (Worsley et al., 2002) as implemented in fMRIStat. Across 
six algorithms, the global linearized AR(1) model proved to be 
the least effective, decreasing the count of non-white residuals to 
about 47%. Notably, the algorithm was effective at eliminating 
positive autocorrelation structures. Due to the inflexibility of the 
global approach, in which the same, positive correlation structure 
is assumed to exist at every voxel, white and negative autocor-
relations were poorly modeled. As a consequence, this approach 
induced negative correlations that were not originally in the data 
(the practical implications of this remain debatable however, as 
Lenoski et al. (2008) also report that positive autocorrelations are 
present in the overwhelming majority of voxels; see also Woolrich 
et al., 2001; Worsley et al., 2002). Regularized algorithms, including 
AR(1) and non-parametric methods, successfully reduced non-
whitened residuals to about 41 and 37% of the total voxels. As 
with the global linearized AR(1) approach, positive correlations 
4Consequently, Luo and Nichols (2003) include a specific diagnostic test to as-
sess the homoschedasticity assumption in their diagnostic package (see Luo and 
  Nichols, 2003, p. 1016).
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can result in severe loss of statistical power and inflation of the false 
positive rate far beyond the nominal a-level (Loh et al., 2008). Along 
similar lines, Razavi et al. (2003) analyze the importance of model 
building with respect to the impact of model mis-specification 
(by either excluding appropriate effects or including inappropriate 
effects) on its goodness of fit and validity. Using a forward selection 
approach, inclusion of appropriate regressors (e.g., task and several 
noise sources) increased both statistics. Inclusion of an inappropri-
ate term, on the other hand, increased the model goodness of fit, but 
strongly decreased the model validity. Finally, the authors also point 
out that the sheer number of activated voxels under each model, a 
heuristic often used for model selection, was often in conflict with 
model validity and goodness of fit statistics. In particular, inclu-
sion of an inappropriate effect in the model reduced its validity, 
but increased the number of active voxels.
X matrix mis-specification (II): the hemodynamic response function
Once the X matrix is properly specified, the regressors are typi-
cally convolved with a hemodynamic response function (HRF), in 
order to transform neural responses to on–off stimulation into an 
expected vascular signal (see Boynton et al., 1996). The HRF thus 
characterizes the input–output behavior of the system (Stephan 
et al., 2004), imposing an expectation on how the BOLD signal 
in a voxel should vary in response to a stimulus. Even for a well 
specified X matrix, incorrect modeling of the HRF might cause sig-
nificant discrepancy between the expected and the observed BOLD 
signal, increasing the variance of the GLM coefficients, degrading 
power, and decreasing the model validity (c.f., Aguirre et al., 1998; 
Loh et al., 2008; Waldorp, 2009). Indeed, even minor model mis-
specification can result in substantial power loss and bias, possibly 
inflating Type I errors (Lindquist et al., 2009). It is then all the 
more problematic that the HRF is known to be highly variable 
across individuals, and, within individuals, across tasks, regions 
of the brain, and different days (Aguirre et al., 1998; Handwerker 
et al., 2004). The input–output relationship between stimulation 
and BOLD response can be modeled in one of several ways. The 
most typical approach is to assume a linear time-invariant sys-
tem, where the HRF is modeled by a set of smooth functions that, 
when overlapping, add up linearly (Friston et al., 1994; Boynton 
et al., 1996). In this approach, many models have been proposed, 
with various degrees of flexibility. At the low end of the spectrum, 
the HRF is considered to have a fixed shape (e.g., the difference 
between two gamma functions) except for its amplitude (Worsley 
and Friston, 1995). A popular alternative is to employ a canonical 
HRF together with two derivatives, to allow for (small) variations in 
latency and dispersion (Friston et al., 1998). Even greater flexibility 
can be afforded by using a larger set of basis functions, typically 
constrained to the space of plausible HRF shapes (Woolrich et al., 
2004; Penny and Holmes, 2007) and its relevant parameters (Liao 
et al., 2002). At the top end of the flexibility spectrum, finite impulse 
response (FIR) basis sets allow estimation of the height of the BOLD 
response at each time-point (Glover, 1999; Ollinger et al., 2001).
In general, inclusion of multiple parameters has the advantage 
of acknowledging and allowing for known HRF variability, thus 
increasing sensitivity (Woolrich et al., 2004). At the same time, 
however, the increased flexibility comes at the cost of potentially 
equally satisfy the GLM system of equations. In reality, however, 
the problem with multicollinearity is one of degree. The impact 
of multicollinearity on the b-estimates of the correlated columns 
is to reduce their efficiency (i.e., increase var ˆ b ( )) as a positive 
function of the degree of collinearity present. The fundamental 
problem is that as two columns become more and more corre-
lated it becomes impossible to disentangle the unique impact of 
each on the dependent measure. The confidence intervals for the 
coefficients thus become wide, possibly including zero, making 
it difficult to assess whether an increase in a regressors is associ-
ated with a positive or negative change in the dependent measure 
(i.e., Y). The consequence of this issue is then a strong bias in the 
inferential statistics (e.g., t-test – which can be either positive or 
negative). It should be noted, however, that multicollinearity only 
affects the repartition of variance among the individual regressors. 
Overall model statistics such as R2 and the significance of the model 
remain unaffected, possibly leading to the seemingly paradoxical 
situation where individual bs have low significance but the overall 
model fit is high. A clear example of the impact of multicollinearity 
in functional neuroimaging experiments is provided in Andrade 
et al. (1999), where, in a PET experiment, the activations associated 
with a given regressor in the presence, or absence, of a strongly 
covarying second effect are qualitatively different. As the authors 
remark, the results obtained from the correlated and uncorrelated 
models could lead to qualitatively different conclusions (Andrade 
et al., 1999). Overall, this example shows that in the presence of 
multicollinearity functional neuroimaging results can be mislead-
ing and misinterpreted.
As for the homoscedasticity assumption, the multicollinear-
ity issue did not find, so far, much space in the fMRI methodol-
ogy literature. There may be at least two reasons for this: first, the 
standard use of the pseudo-inverse method; second, this problem 
is typically dealt with at the creation of the experimental design 
(i.e., the X matrix). Indeed, much more energy has been spent on 
the issue of design efficiency (including multicollinearity mini-
mization; c.f., Dale, 1999; Wager and Smith, 2003; Henson, 2007; 
Smith et al., 2007).
X matrix mis-specification (I): model building
Mis-characterizing the expected BOLD signal, by mis-modeling 
the X matrix, can be an important source of error. According to 
Petersson et al. (1999), the specification of the X matrix faces 
two connected trade-offs related to the cases of over- and under- 
specification. On the one hand, inclusion of a maximum number 
of effects in the model would be desirable to increase fit, though 
at the cost of reducing power (by consuming one df for each addi-
tional effect), while the marginal increase of explained variance 
decreases with each additional factor. Further, over-modeling of the 
signal may degrade the generalizability of the results. On the other 
hand, exclusion of relevant factors from the model may have the 
effect of inflating the error variance, reducing power, and possibly 
introducing serial dependencies in the error term, thus infringing 
assumption (A1a). At the same time, however, exclusion of irrel-
evant effects from the model has the (positive) consequence of 
increasing power via increase of the dfmodel (one per each excluded 
variable; see Petersson et al., 1999, pp. 1246–1247 for a complete 
discussion on the point).
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amplitude at longer durations, as a positive function of the time 
difference between the predictor and the predicted stimulus length 
(see Robson et al., 1998, Figure 4, p. 191). The authors thus suggest 
including in the model an adaptive component that may discount 
the response amplitude for short stimulations specified as:
E(t) = (1 − A) + Ae−ta  (7)
Equation (7) essentially represents a scaling factor to be applied 
to the amplitudes of short latency stimuli in order to correct for 
“transient” non-linearity. In Robson et al. (1998), this approach 
reduced the discrepancy between the observed response at the 
longest latency (25.5 s) and the predicted one (from the shortest 
latency – 100 ms) from 11.09% signal change to only 0.88%.5
Friston et al. (1998) used parametric variations in the rate of 
word presentation to assess the presence of non-linear BOLD 
effects. The observed departure from linearity was interpreted 
in terms of a hemodynamic “refractoriness,” according to which 
a prior stimulus interacts with a following – temporally con-
tiguous – stimulus by modulating its response amplitude. As 
a solution, the authors proposed “linearizing the problem,” by 
employing Volterra series to overtly characterize the non-linear 
component of the response. The observed BOLD signal Y(t) can 
then be modeled as:
Y t g g X t g X t X t e t i i
i
P
ij i j
j
P
i
P
( ) ( ) ( ) ( ) ( ) = + + ⋅ +
= = = ∑ ∑ ∑
0 1
1
2
1 1  
(8)
The second term of the equation represents the change in 
output (i.e., Y) for a given change in input. The third term is 
the part of the model that describes the effect of the response 
at one time-point on a temporally contiguous time-point, with 
the parameters g0, g1, g2 representing the scaling factor of a series 
of P basis functions approximating the zeroth, first, and second 
Volterra smoothing kernels (see Friston et al., 1998, p. 42). One 
criticism to this approach raised in Calvisi et al. (2004) and Friston 
et al. (2000b) is that while data driven computation of Volterra 
series parameters may allow for a better input–output mapping, 
it does so in a black-box fashion without being informative on 
what are the processes generating the non-linearities. In response 
to these criticisms Friston et al. (2000b) present evidence for the 
non-linearities expressed in the Balloon model of hemodynamic 
signal transduction (see Buxton et al., 1998) being compatible with 
a second order Volterra characterization, thus adding biological 
plausibility to the model.
A different approach has been proposed by Wager et al. (2005) 
who report substantial non-linearities in the magnitude, peak delay, 
and dispersion of the response for a stimulus presentation rate 
of 1 s. Noting the consistency of such non-linearities across the 
brain they suggest empirically deriving the functional form of each 
of these characteristics of the response as a function of stimulus 
history. The authors approximate the non-linearities with a biex-
ponential model:
y = Ae−aX + Be−bX
fitting physiologically ambiguous or implausible shapes (Calhoun 
et al., 2004; Woolrich et al., 2004), fewer degrees of freedom, and 
decreased power (Lindquist et al., 2009). Furthermore, when multi-
ple HRF shapes are tested, it is not clear how to aggregate the results 
for group-level analysis (c.f., Calhoun et al., 2004; Steffener et al., 
2010), nor it is clear how to interpret differences between tasks 
when spread over a multitude of parameters (Lindquist et al., 2009). 
A different approach is to adopt physiologically informed models 
of BOLD response, such as the Balloon model (Buxton et al., 1998; 
Friston et al., 2000b). In this model, a set of differential equations 
specifies a dynamic link between neuronal activity and transient 
increases in the rate of cerebral blood flow, in terms of volume and 
dHb content. The elicited BOLD signal is then considered to be pro-
portional to the ratio of these two quantities (Friston et al., 2000b). 
While more biologically plausible, this approach face several dif-
ficulties relating to estimation of a large number of parameters, 
unreliability of estimates in the presence of noisy data, and the 
lack of a direct framework for inference-making (Lindquist, 2008).
Overall, most cognitive fMRI research to date appears to be 
exclusively focused on estimating the magnitude of evoked activa-
tions (Lindquist and Wager, 2007; Lindquist et al., 2009), and does 
not pay much attention to HRF variability. Indeed, as revealed by 
a recent survey of 170 fMRI studies, 96% of experiments adopting 
an event-related design used a canonical HRF model, thus ignor-
ing differences in shape between individuals or areas of the brain 
(Grinband et al., 2008). As noted by Lindquist (2008), building of 
more sophisticated HRF models is likely to be, in the coming years, 
one of the areas of great multidisciplinary focus.
lIneArIty
The GLM approach also assumes effects to add linearly to com-
pose the response measurements. Boynton et al. (1996) tested this 
assumption by parametrically varying a visual stimulus’ duration 
and contrast. Investigating the additivity of the noise in V1, they 
concluded that although deviations from linearity were measur-
able, these were not strong enough to reject the GLM. Support 
for the use of a linear approach was also offered in Cohen (1997), 
where response amplitudes to parametric variations of the stimuli 
were well modeled by a piecewise linear approximation. Despite 
this initial evidence, it has now been extensively shown that there 
are at least two sources of non-linearities in the BOLD signal: the 
vascular response, especially the vasoelastic properties of the blood 
vessels (see Buxton et al., 1998), and adaptive behavior in neuronal-
response (e.g., Logothetis, 2003).
Vazquez  and  Noll  (1998)  tested  the  linearity  of  the  BOLD 
response to (visual) stimulation of varying length. Under the lin-
earity assumption, it should be possible to predict the amplitude 
of the response at a given duration by multiplying the amplitude of 
the response at a shorter duration an appropriate number of times. 
When stimuli of at least 5 s were used to predict the BOLD response 
amplitude at longer intervals, this expectation was met. However, 
when stimuli of 4 s or less were used to predict the response at longer 
durations, these were found to greatly overestimate the observed 
amplitudes. A similar result was reported, using auditory stimuli, 
by Robson et al. (1998). Consistently with the results in Vazquez 
and Noll (1998), it was possible to predict the BOLD response 
amplitude at long durations with stimuli of at least 6 s. Stimuli 
5The values of parameters A and a were computed empirically by minimizing the 
discrepancy between predicted and actual signal.
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to exploring interactions among multiple stimuli. Finally, most 
proposed solutions (e.g., Volterra series; see Friston et al., 1998, 
2000a) require fitting of a large number of parameters which may 
cause severe degradation of power.
MultIple SubjectS AnAlySIS
Once single-subject data has been analyzed for a set of participants, 
individual results are aggregated to assess commonality and sta-
bility of effects within or across groups of interest (Holmes and 
Friston, 1998; Worsley et al., 2002). Prior to group analysis, how-
ever, for datasets to be comparable across subject, individual results 
are warped into a common reference space (typically either the 
Talairach, Talairach and Tournoux, 1988, or the MNI152, Evans 
et al., 1997), in order to “align” corresponding cerebral structures 
across subjects with differing brain anatomy. This normalization 
procedure is all but uncontroversial, especially in relation to its 
effectiveness (see Brett et al., 2002), however, a discussion of the 
issue extends beyond the scope of this review.
One of the central issues in group analysis concerns the scope 
of the inferences one may validly draw from aggregate statistics. As 
will be discussed below, some group analysis strategies only afford 
making valid inferences about the specific sample (i.e., participants) 
one has tested. Other strategies, however, afford making valid, and 
typically more interesting, inferences about the population from 
which the sample was drawn.
fIxed effectS
As  Holmes  and  Friston  (1998)  nicely  put,  classical  statistical 
hypothesis testing proceeds by comparing the difference between 
the observed and hypothesized effect against the “yardstick” of 
variance (p. S745). The scope of an inference is then bound by the 
yardstick employed. In a fixed effects (FFX) analysis, the variance 
considered is that derived from scan-to-scan measurement error, 
and represents the within-subject variability (sw
2). This variability 
may include physiological task-related (e.g., adaptation, learning, 
and strategic changes in cognitive or sensory-motor processing) 
and task non-related effects (e.g., changes in global perfusion sec-
ondary to vasopressin secretion in the supine position), as well as 
non-physiological noise, such as gradient instabilities (c.f., Friston 
et al., 1999a). In this approach statistical testing assesses whether a 
response is significant with respect to the precision with which it can 
be measured (Friston et al., 2005). Paraphrasing the very intuitive 
example offered in Mumford and Nichols (2009), if one were to 
measure the length of hair from the same set of participants twice, 
it is reasonable to assume that the only difference across the two 
measurements should relate to small variation around the aver-
age hair length of each participant. In this sense, for each subject 
the magnitude of the effect is considered to be fixed. FFX analyses 
thus represent the population variance as being a sole function of 
within-subject variability divided by the product of subjects (N) and 
number of observations per subject (n) (c.f., Penny and Holmes, 
2007). For a given subject i, the observed response in trial j (i.e., 
yij) is modeled as varying around the subject’s mean effect di plus 
a within-error component eij (with mean zero and variance sw
2):
yij = di + eij  (9)
By fitting the parameters A and a, B and b, the scaling and 
exponent of two exponential curves, the authors empirically char-
acterize the non-linear changes in BOLD magnitude, onset time, 
and peak delay. The idea is to first run an experiment from which 
to derive the fixed parameters estimates and then use the non-
linear characterizations as scaling factors for individual responses – 
according to the history of stimulation up to each response – in 
following experiments.
The issue of non-linearity is particularly relevant to fast event-
related designs. When short intervals separate periods of stimu-
lation, the response to the individual stimuli will superpose, and 
will do so sub-additively, reducing the observed signal, presumably 
as a consequence of neuronal and vascular factors (e.g., Birn and 
Bandettini, 2005; Heckman et al., 2007; Zhang et al., 2008). Several 
studies have now documented the decrease in the estimated response 
amplitude at short inter-stimulus intervals (ISI). In Miezin et al. 
(2000), for example, average ISIs of about 5 s (with a minimum 
of 2.5 s) resulted in a decrease of 17–25% of the signal obtained 
in widely spaced trials (e.g., 20 s). Similarly, Zhang et al. (2008) 
reported significant decreases in response amplitude for ISIs of 1 
and 2 s, as compared to longer spacing (i.e., 4, 6, and 8 s). At the 
lower end of stimulus spacing, Heckman et al. (2007) compared 
BOLD response in visual cortex to stimuli of varying contrast under 
a “spaced” (3 s ISI) and a rapid (1 s ISI) presentation. Qualitatively, 
the patterns of response across designs were similar. Quantitatively, 
however, the rapid presentation had the effect of scaling the strength 
of the response. In particular, the response reduction observed when 
switching from a spaced to a rapid presentation was found to be 
similar to the reduction observed when decreasing the stimulus 
contrast (under the same presentation condition). In primary visual 
cortex, for example, switching to a rapid design induced a response 
reduction equivalent to that observed when decreasing the stimulus 
contrast by 84%. Finally, while the response non-linearity appears 
stable within a given region (Miezin et al., 2000), it may vary greatly 
across different primary cortices (e.g., Miezin et al., 2000; Soltysik 
et al., 2004) and may increase in associative areas (Huettel and 
McCarthy, 2001; Boynton and Finney, 2003; Heckman et al., 2007).
Overall, as noted by Wager et al. (2005) non-linearities are 
largely ignored in the neuroscientific and psychological BOLD-
fMRI literature. Several reasons may underlie this observation. First, 
there exists an “envelope” within which the linearity assumption 
holds (e.g., ISIs ≥ ∼4 s). An informal PubMed survey of 20 papers 
published in 2010 mentioning the words “rapid/fast event-related 
fMRI” in the abstract revealed that half the designs used an average 
ISI of at least 4 s. Of the remaining, half the designs made use of an 
ISI between 3.5 and 4 s, and the remaining employed even shorter 
intervals. The large majority of studies thus falls at the boundary 
of the envelop, or well within it. No single study mentioned non-
linearities in BOLD response at short ISIs. All studies except for one, 
however, made use of stimuli (pseudo-)randomization and/or ISI 
random jittering, with the aim of maximizing power and mitigating 
non-linear effects by making each stimulus category equiprobable 
at each trial (c.f., Dale, 1999; Henson, 2007). Second, the increased 
statistical power conferred by a greater number of trials, under 
fast designs, may well outweigh the amplitude reduction induced 
by overlapping BOLD responses (calculated to be about 20% in 
Miezin et al., 2000). Third, the bulk of the work has been devoted 
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differences in neural or hemodynamic response to stimulation, 
and/or differing underlying anatomy (c.f., Friston et al., 1999a). 
Further, any of the above-mentioned within-subject variations may 
be of different magnitude across subjects and, finally, many non-
physiological noise sources could affect the way in which a BOLD 
effect (even assuming this was actually the same across several sub-
jects) could give rise to different data (e.g., radio-frequency and 
gradient instabilities, re-calibration of the scanner, repositioning 
effects or differential shimming effects). It should be noted, how-
ever, that unless the true vector of (single subject) bs is known, it 
is not possible to draw pure random effects inferences (Bianciardi 
et al., 2004). The standard approach (often incorrectly referred to 
as a RFX nonetheless; see Smith et al., 2005) is then to include a 
mixture of within-session fixed effects and across-session random 
effect, thus generating a so-called mixed effect model (MFX; c.f., 
Beckmann et al., 2003; Smith et al., 2005). In this approach, the sin-
gle observation for each individual (i.e., yij) is still centered around 
the subject’s true mean di plus a within-subject error component 
eij, as in equation (9). The subject’s mean di itself, however, is now 
characterized as a random variable that is centered around the real 
population mean dpop plus a between-subjects error component zi 
(with zero mean and variance sb
2). If we restate di in equation (9) 
as dpop + zi we obtain the “all-in-one” model:
yij = dpop + zi + eij  (14)
The group effect estimate, and its associated variance, are now 
equal to (see Penny and Holmes, 2007, for the full derivation):
ˆ d
Nn
d pop
j
n
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It is immediately clear from (16) that in MFX analyses the 
yardstick used for statistical testing results from a mixture of the 
“within” (sw
2 ) and “across” (sb
2) sources of variability. It is also 
important to notice that, in equation (16), both sources of vari-
ance are scaled by the total number of subjects (N), while only the 
within-subject variance is scaled by the number of observations per 
subject (n). Thus, as a general rule, more subjects may be better 
than more observations per subject (Penny and Holmes, 2007).
Summary statistics: the hierarchical approach
A straight-forward strategy to perform group analysis is to formu-
late a “single-level” GLM in which various parameters of interest at 
the group level are estimated directly from all of the original single 
sessions’ time-series data (Beckmann et al., 2003). This all-in-one 
model can be specified as:
YG = XXGbG + g  (17)
where YG is now the full data vector [composed of all the individual 
subjects’ time-series Yi from equation (1)], X is the single-subject 
design matrix, XG is a group-level matrix specifying how the indi-
vidual subjects’ data are to be related (e.g., all averaged in a sin-
gle group, divided into two groups of interest), and g is the error 
For a single subject i, then, the (maximum likelihood) parameter 
estimate and its variance are:
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As shown in equation (11), the variance of the effect for each 
subject i is the within-error divided by the number of observations 
n. To compute the group-level analysis of the population effect 
(dpop), then, it suffices to aggregate the individuals’ effects ( ˆ di ) for 
all N subjects, yielding (see Penny and Holmes, 2007, Section 3 for 
the full derivation):
ˆ ˆ d
N
d pop i
i
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The crucial point shown in (13) is that the group estimate’s 
variance in an FFX approach is a function of the scan-to-scan (i.e., 
within-subject) variability sw
2 only. This group analysis is thus con-
ceptually equivalent to concatenating all data and performing a 
single GLM on a “super-subject” with N × n observations.
Importantly, the inferences drawn from a FFX analysis are not 
invalid, rather they are only valid with respect to the yardstick 
employed (i.e., sw
2). Inferences are thus supported at the level of 
the sample analyzed, but not at the level of the population from 
which the sample is drawn (given that there is no consideration of 
“sampling variability”). As noted by Friston et al. (1999a), a FFX 
approach makes the assumptions that each subject makes the same 
contribution to the observed activation thus discounting random 
variation from subject to subject (see the data presented in Penny 
and Holmes, 2007, Figure 2 for a dramatic example of subject-to-
subject variability). This type of analysis can thus be seen as relevant 
in “single case” studies (Penny and Holmes, 2007), but seems unac-
ceptable for “standard” fMRI experiments of healthy volunteers, 
and their (desired) inferential scope.
rAndoM effectS, MIxed effectS, And SuMMAry StAtIStIcS
Random and mixed effects
For inferences to apply at the population level it is necessary to 
account for the fact that individual subjects themselves are sam-
pled from the population and thus random quantities with asso-
ciated variances (c.f., Mumford and Nichols, 2006; Mumford and 
Poldrack, 2007, for a very clear explanation and examples). The 
yardstick of variance must thus account for the subject-to-subject 
variation (sb
2). In the random effects (RFX) approach, the mag-
nitude of the effect in each subject is no longer considered fixed, 
as in FFX analyses, but rather is a random variable itself. In this 
approach, statistical testing assesses whether the magnitude of an 
effect is significant with respect to the variability across subjects. 
There are several reasons for assuming that across-subject variation 
is present in fMRI data. In particular, this variation can be due to 
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post hoc classification of trials in “remembered” or “forgotten”), 
or when one or more subjects exhibit particularly high variance, 
compared to the rest of the sample. Friston et al. (2005) thus 
propose a summary statistics model formally identical to that 
described by Penny and Holmes (2007), except for the use of a 
restricted maximum likelihood (ReML) approach to estimate, 
from the first level, the amount of non-spehricity induced by the 
individual subjects’ variance components. The ReML estimates of 
non-sphericity (over responsive voxels only) can then be entered 
in the group-level parameter estimation as a known quantity (see 
Friston et al., 2005, p. 247, for a schematic representation of this 
approach) removing the dependence on the sphericity assump-
tion. The authors then address in real data the performance of 
the Holmes and Friston (1998) summary statistic approach under 
the violation of group-level sphericity, and the performance of 
the ReML approach under the same conditions. Interestingly, the 
Holmes and Friston (1998) approach appeared to be robust to 
heterogeneity in first-level design matrices and unequal first-level 
variance. However, the ReML approach did perform marginally 
better, in terms of group-level statistics and associated p-values.
In  contrast  to  the  Friston  et  al.  (2005)  results,  numerical 
simulations conducted by Beckmann et al. (2003) show that the 
conventional Holmes and Friston (1998) approach can indeed 
yield suboptimal group-level statistics across a wide variety of 
designs (e.g., mean group activation, paired t-tests, F-tests) when 
the second-level assumption of sphericity is not met. Beckmann 
et al. (2003) thus propose a generalization of the summary statistic 
approach that retains mathematical equivalence with the all-in-one 
analysis also when group-level sphericity is violated. In particular, 
they show that the summary statistic approach described in (19) 
can be made equivalent to the all-in-one approach [equation (17)] 
if the group-level variance is set equal to the sum of the estimated 
between-subjects variance and the first-level parameter variance 
structures (c.f., Beckmann et al., 2003, Section II.C). According 
to this approach, it suffices to carry forward to the group-level 
analysis both the first-level estimates (i.e.,  ˆ b or c ˆ b) and their 
(co)variance structures to correctly implement the hierarchical 
equivalent of the all-in-one model. The mathematical argument 
is empirically supported by a substantial increase in group-level 
Z-scores in the generalized model, as compared to the Holmes and 
Friston (1998) approach, under different violations of the group-
level sphericity. More importantly, as Beckmann et al. (2003) point 
out, the increase in Z-scores is about typical threshold values (i.e., 
from values of 2.0 to ∼3.0), thus likely to affect inferences made 
on thresholded images.
In a more recent study, Mumford and Nichols (2009) compared, 
with respect to power and specificity (i.e., Type I error rates), the 
performance of the Holmes and Friston (1998) approach with 
models that include first-level variances. Over a range of sample 
sizes and non-sphericity (induced by outlier variance), their sim-
ulated data shows that while the weighted approaches are more 
optimal in ensuring outlier down-weighting, in the case of a one-
sample t-test, the conventional summary statistics model is robust 
to group-level sphericity violations. In particular, while this latter 
strategy does suffer some power loss (up to about 9% at the lower 
end of the simulated sample sizes), it still correctly controls (if 
term (comprised of within-subject and across-subject variance; 
see below). This approach, though simple, is computationally very 
inefficient because of the size of matrices for datasets of more than 
100 time-points (i.e., volumes) for more than 100,000 voxels, for 
one or more sessions, for each of 15 (or more) subjects (Mumford 
and Poldrack, 2007). For this reason, Holmes and Friston (1998) 
first proposed a computationally simpler hierarchical model of 
group analysis. This approach, typically referred to as the Summary 
Statistics approach, is based on a two-level strategy. First, a single 
GLM is carried out for each subject individually (i.e., first-level 
analysis). Following, the single-subject estimates (e.g., the  ˆ bs or 
a contrast of interest c ˆ b), and not the time-series themselves, are 
carried forward to the second step where a group-level test is per-
formed (these ideas are further developed in Penny and Holmes, 
2007, and in Beckmann et al., 2003, though with some important 
differences, as discussed below).
A hierarchical two-level linear model of (fMRI) data analysis 
can be written as follows (c.f., Bianciardi et al., 2004):
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As mentioned above, however, the true vector of effect size b 
is not known, hence, in the summary statistics approach it is the 
estimated parameters (i.e., ˆ b, or c ˆ b) that are brought forward from 
the first-level analysis to the second. The hierarchical model in (18) 
can thus be restated as:
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where the error term h is not equal to the random effect com-
ponent eG, but contains a mixture of both the within (i.e., fixed) 
and between (i.e., random) variability (hence the characterization 
as a MFX).
It is important to notice that the summary statistics strat-
egy is equivalent to the all-in-one model described by equation 
(17) only under the assumption that the first-level variances are 
homoschedastic, and can thus be assumed to be equal across sub-
jects (Beckmann et al., 2003; Penny and Holmes, 2007). More in 
general, the concern is whether sphericity can be assumed (i.e., 
error terms are identically and independently distributed). When 
this assumption is not met, the error term will no longer be a 
scalar multiple of the identity matrix (i.e., s2I), which will reduce 
efficiency of the estimators. As discussed in Friston et al. (2005), 
three main factors determine whether the sphericity assumption 
is tenable in group analysis. First, the within-session error (co)
variance must be the same for all subjects (i.e., subjects must 
exhibit the same amount of measurement error). Second, the 
first-level X matrix must be the same for all subjects (i.e., the 
design must be “balanced”). Third, a one-dimensional contrast 
is brought forward from the first-level to the group-level analysis. 
Under these circumstances, non-sphericity at the second level 
induced by differences in first-level variances can be ignored (and 
the group-level effect can be computed using the efficient hierar-
chical summary statistic approach). These conditions, however, 
cannot always be met, as in the case where the specification of 

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such  as  homoschedasticity,  have  received  little  attention,  also 
because they have not been found to be overly problematic (e.g., 
Razavi et al., 2003; Mumford and Nichols, 2009). With respect to 
second-level analysis, the most discussed issue is whether subjects 
can be assumed to have similar variance or not, and the possibility 
of unbalanced designs (Holmes and Friston, 1998; Beckmann et al., 
2003). While there still is debate concerning the extent and sever-
ity of sphericity violations, some analyses show that it is generally 
not a problem in the context of 1-sample t-tests (Mumford and 
Nichols, 2009), although it may well be in other designs. Finally, it 
should be noted that there are many other important issues that 
could not be reviewed here (e.g., gaussianity of the BOLD signal, 
Hanson and Bly, 2001, and correction for multiple comparison, 
e.g., Thirion et al., 2007).
WhAt IS the AlternAtIve?
One last question relates to what alternatives to the GLM are avail-
able. Exploratory approaches (e.g., ICA) notwithstanding, there are 
at least three alternatives that, while making use of the GLM for 
the purposes of estimation, do not rely on it for inference-making. 
Non-parametric approaches, for example, can be employed to this 
end under the main constraint of exchangeability of observations 
(Holmes et al., 1996; Nichols and Holmes, 2001). This strategy 
has been recently argued to be generally preferable to parametric 
testing (Thirion et al., 2007). Bayesian methods have also been 
proposed, where “posterior probability maps” (i.e., images of the 
probability that an activation exceeds some specific threshold, given 
the data) can be used for inference-making (Friston and Penny, 
2003). Posterior inference also has the advantage (among others) 
of not suffering from the multiple comparison problem since, as 
false positives cannot occur, the probability that activation has 
occurred, given the data, at any particular voxel is the same, irre-
spective of the number of analyzed voxels (see Friston et al., 2002, 
for an overview of advantages of Bayesian inference over classical 
one). Finally, a different approach is to derive b-estimates from a 
GLM but then assess significance of spatial distribution of acti-
vations, rather than individual voxels (Kriegeskorte et al., 2006). 
This strategy, by switching from a massive-univariate to a (local) 
multivariate approach has the promising advantage of assessing 
patterns of information representation, rather than localization 
of information, something that may be of great interest from a 
cognitive neuroscience point of view.
concluSIon
Overall, the GLM approach to fMRI time-series remains a relatively 
intuitive and highly flexible tool, especially in light of the many 
sophistications that have been introduced to resolve assumption 
infringements. Nonetheless, it is also clear that in the current lit-
erature some problems are almost entirely ignored (e.g., HRF mis-
specification; see Grinband et al., 2008), while others, because of 
different approaches to correction, can still lead to substantially 
different results (e.g., autocorrelation; see Lenoski et al., 2008). 
The main problem, however, is typically not one of bias, but rather 
one of variance of the estimators, power, and false positive rate. 
Furthermore, even though the first-level assumptions are typically 
the most problematic, assumption infringement in single-subject 
slightly conservatively) for Type I errors. It is important to stress, 
however, that these results are unlikely to replicate in other cases 
(e.g., simple linear regression).
Finally, a last issue relates to the sensitivity of R/MFX analyses. 
Indeed, while this approach has the desirable property of allowing 
valid inference at the population level, comparing the magnitude 
of an effect of interest to both the within- and the across-subject 
variability may result in significantly less sensitivity, as compared to 
FFX approaches (Friston et al., 1999b). To achieve sufficient power 
and acceptable reliability, it might thus be necessary to obtain a 
sample of 25–27 participants (Desmond and Glover, 2002; Thirion 
et al., 2007), which is about 30% more than the current typical 
sample size of 15–20.
dIScuSSIon
Throughout the past 20 years, the GLM has arguably become the 
most widely employed approach to analyzing fMRI data. One 
of the main advantages of this framework is its great flexibility, 
which allows for a multitude of testing strategies (e.g., t/F-test, 
ANOVA, ANCOVA). However, for the statistical model to be valid 
the assumptions on which it relies must be met.
hoW Well do fMrI tIMe-SerIeS conforM to the Model’S 
ASSuMptIonS?
Overall, some of the GM assumptions appear to be particularly 
problematic for fMRI datasets; however, the increased (but vari-
ously  implemented)  sophistication  of  fMRI  analysis  strategies 
mitigates  this  issue. At  the  first-level  analysis,  the  presence  of 
autocorrelation in the residuals, its biasing effects on the preci-
sion of the estimates, and its (possibly severe) inflation of Type I 
errors, has been long discussed and addressed in a variety of ways. 
Currently, the pre-whitening approach seems to be the standard 
choice. However, even within the domain of pre-whitening strate-
gies, different algorithms can yield substantially different results 
in terms of power and false positives rate, possibly leading to very 
different inferences (Lenoski et al., 2008). Furthermore, it should 
also be stressed that results produced assuming white residuals (as 
done by some fMRI analysis software) should be interpreted with 
great caution due to the inflated effective a-level. This is particularly 
true for studies conducted at the single-subject level, as in single-
patient reports. The specification of the X matrix also appears to 
be problematic. Correlation among the columns, for example, can 
lead to entirely erroneous qualitative interpretation of the data (see 
Andrade et al., 1999), stressing the importance of employing tools 
to assess and build experimental designs as efficiently as possible 
(see Dale, 1999; Wager et al., 2005; Smith et al., 2007). In addition, 
even for well specified and efficient designs, mis-specification of 
the HRF, something that – simply stated – occurs regularly in the 
cognitive fMRI literature (c.f., Grinband et al., 2008), can also result 
in substantial power loss and bias (Lindquist et al., 2009). The lin-
earity assumption appears to be only partially problematic since it 
is only really violated in a specific subspace of experimental designs 
(e.g., stimuli spacing < ∼4 s), and even when violated it does not 
result in excessive amplitude reduction (c.f., Miezin et al., 2000). 
Furthermore, the increase in power obtained by including a greater 
number of trials (at shorter ISIs), in conjunction with condition 
randomization and ISI jittering, may well outweigh the response 
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