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INTRODUÇÃO 
O objetivo deste trabalho é desenvolver a teoria dos operado-
res integrais singulares, com núcleos variáveis e à valores num es-
paço de operadores, no contexto dos corpos locais, bem como aprese~ 
tar algumas aplicações. 
·As referências básicas foram o trabalho recente de J. L. Rubio 
de Francia - F. J. Ruiz - J. L. Torrea [13], pelo lado dos operado-
res integrais singulares, e o livro de M. H. Taibleson [18], pelo 
lado da análise de Fourier sobre corpos locais. 
Procuramos fazer uma redação auto-suficiente. Desta forma al-
guns Capítulos ou Seções de Capítulos são expositórios e nao apre-
sentam resultados originais. 
Passemos a fazer uma descrição do conteúdo dos diversos Capí-
tulos. 
No Capítulo 1 relembramos os conceitos e resultados sobre cor 
pos locais que são usados no trabalho. 
O Capítulo 2 tem como objetivo fixar para referência posterior 
as propriedades básicas da função maximal de Hardy-Littlewood, o teo 
rema de diferenciação de Lebesgue e o lema de decomposição de Cal-
derón-Zygmund no contexto dos corpos locais. A única novidade e a 
consideração de funções à valores vetoriais, mas a passagem aqui, do 
caso escalar para o caso vetorial, é absolutamente trivial. Os re-
sultados deste Capítulo foram tomados de [18]. 
Nossa contribuição original começa no Capítulo 3. Estudamos 
os espaços BMO(E) (Bounded Mean Oscilation) das funções de oscila-
ção média limitada definidas num produto finito de _corpos locais. 
Apresentamos com detalhes as propriedades básicas. Os principais r~ 
sultados são uma desigualdade relacionando a função maximal aguda 
com a função maximal de Hardy-Littlewood e o teorema de interpola-
çao de Marcinkiewicz-Ri viere que interpela Lp entre L r e BMO, 
r < p < ~. Estes resultados são fundamentais na teoria dos operado-
res integrais singulares. 
i i 
o Capítulo principal do trabalho é o Capítulo 4 onde desenvol 
vemos a teoria dos operadores integrais singulares. Os núcleos K(x,y} 
dos operadores considerados serão à valores num espaçode aplicações 
lineares L(E,F}. Aqui, mesmo no caso em que E= F= JR, os opera-
dores que consideramos são mais gerais dos que os considerados por 
M. H. Taibleson em [11]. 
No Capítulo 5 começamos a fazer as aplicações da teoria dos 
operadores integrais singulares com núcleos à valores em espaços de 
operadores. o objetivo é estabelecer, no contexto dos corpos Ux2ds, 
. uma desigualdade do tipo Fefferman-Stein para a funÇão maximal de 
Hardy-Littlewood. Acreditamos que esta desigualdade é nova (em cor-
pos locais ! ) ou pelo menos não temos referências. 
Voltamos.no Capítulo 6 a ter um capítulo expositório sem re-
sultados originais. Apresentamos os resultados básicos das teorias 
L 1 (]Kn) e L 2 ( JKn} da transformada de Fourier e das distribuições 52 
bre JKn que necessitaremos nos capítulos posteriores. 
O Capítulo 7 tem como objetivo, utilizando as técnicas do Ca-
pítulo 5, recuperar os resultados de K. Phill:ips - M. H. Taibleson 
[11] sobre integrais singulares com núcleos .clássicos do tipo 
Calderón-Zygmund. Em particular estudamos a transformada de Hilbert 
em corpos locais (já estudada por K. Phill:ips em [ 10] sobre os cor-
pos dos números p-ádicos e das p-séries). Aqui ficou uma frustração: 
não conseguimos "instrumentalizar" a transformada qe Hilbert como 
acontece no caso real. Entretanto acreditamos que seja possível e 
fica um problema em aberto. Por enquanto a transformada de Hilbert 
é um mero exemplo de operador integral singular. Ainda neste Capítu 
lo apresentamos dois resultados de caracter geral: a desigualdade 
de Fefferman-Stein e a desigualdade de Cotlar envolvendo maximais. 
Acreditamos que no contexto dos corpos locais estes resultados sao 
novos. Vale salientar que os resultados "clássicos" foram recupera-
dos de forma sistemática e mais simples que a "clássica". 
Os multiplicadores de Fourier são tratados no Capítulo 8. A 
versão do teorema de multiplicadores de Hormander-Mihlin para fun-
ções escalares foi obtida por M. H. Taibleson ([18] e [17]) sem a 
teoria dos operadores integrais singulares. Nós consideramos aqui 
iii 
multiplicadores diagonais de LP(mn, tq) e a demonstração é baseada 
nos resultados do Capítulo 4, ou seja, ria teoria dos operadores in-
tegrais singulares com núcleos à valores num espaço de operadores. 
Damos também uma demonstração bastante simplificada de um teorema 
do tipo Littlewood-Paley obtido por M. H. Taibleson ([18] e [16]). 
Finalmente no Capítulo 9 introduzimos os espaços 
Bs e os espaços de Hardy-Sobolev Hs no contexto p,r p,r 






zidos respectivamente por M. L. Saloff Coste [14] eM. H. Taibleson 
[18]. Não objetivamos neste Capítulo desenvolver a teoria completa 
desses espaços, que será objeto de um trabalho posterior, mas mos-
trar aplicações de teoremas obtidos no Capítulo anterior. 
CAPITULO 1 
CORPOS LOCAIS 
Neste Capítulo daremos dois exemplos de corpos locais e alguns 
resultados sobre os corpos locais que serão utilizados nos Capítulos 
posteriores. 
Um tratamento cuidadoso do desenvolvimento dos números p-ádi-
cos pode ser encontrado em [ 8 .] e [ 1 ] • Os resultados da Seção 
1.2 podem ser verificados facilmente e por isso não damos uma refe-
rência. As demais seções fazem parte do Capítulo 1 do livro de M. 
H. Taibleson [ 18 ] • 
1.1. O CORPO DOS NOMEROS p-ADICOS 
O desenvolvimento dos números p-ádicos que aqui apresentamos 
é baseado no livro de N. Koblitz [ 8 ]. A demonstração de ·cada um 
dos resultados desta seção pode ser encontrada em [ 8 ]. 
1.1.1. DEFINIÇÃO. Seja p um númelto p!t.i.mo po-6-<.t.<.vo. Se n E :li: e 
n = pra onde (a,p) = 1 (.<..óto e, p f a), d.<.zemo-6 que r ê a o!tdem de 
n e e.6cltevemo.6 ordp(n) =r. Se x = n/m E Ql, de6.<.n.<.mo.6 ordp(x)= 
ord (n) - ord (m) . p p 
1.1.2. TEOREMA. Palta todo x e y em (D temo-6: 
(1) ord -- (xy) - ord (x) + ord (y) p - p p 
e 
( 2-) ord (x + y) > min {ord (x) , ord (y) }. 
p - p p 
1.1.3. DEFINIÇÃO. Palta x E Ql, de6.i.n.i.mo.6 
e lxl = O .6e x = O. p 
1.1.4. DEFINIÇÃO. Um valo!t ab.6oluto não-aJtqu.<.med.<.ano .6oblte um co!tpo 
2 
( lF, +, • ) , ê uma. a.pt...t.ca.ç.ã.o 
1Le.6 m., :ta.t que: 
lxl > o pa.ILa. -(1) 
(2) lxl·· = o .6 e e 
lxl, de6~n~da. .sobiLe 
:todo x e lF; 
.6 om ente .6 e X = O; 
(3) lx • Yl = lxiiYI pa.ILa. :todo x,y e lF; 
(4) lx + yj < max lxl, IYI} pa.ILa. :todo x, y e 
lF e com va.to-
lF. 
1.1. 5. TEOREMA. A a.pt~ca.ç.ã.o x "* I x I P ê um va.toiL a.b.s o tu:to .sobiLe 42. 
1.1.6. TEOREMA. O compte:ta.men:to de 42 com 1Le.6pe~:to a.o va.loiL a.b.sotu 
:to 1·1 , po.s.su~ uma. e.6t1Lutu1La. de coll.po, que :tem (2 como .subcoll.po. 
p 
1.1.7. DEFINIÇÃO. O compteta.mento de 42 com Jte.spe~to a.o va.toJt a.b-
.soluto 1·1 ê denotado poll. 'OP e ê. cha.ma.do de coll.po do.s numell.o.6 
- p 
p-a.d~co.s. 
1.1.8. OBSERVAÇÃO. Os elementos de 42p são definidos como :classes 
de equivalência de sequências de Cauchy. Os elementos de (} são. iden 
tificados com as classes de equivalência, que têm como representan-
te, uma sequência constante. 
1.1.9. TEOREMA. O coll.po 42P e.stã mun~do de um va.toJt a.b.sotuto na.o-
a.Jtqu~med~a.no, que e.6:tende a.quete con.s~deJta.do .6obJte ~-
1.1.10. NOTAÇÃO. O valor absoluto não-arquimediano sobre Qlp , que 
estende I • I p , também será denotado por I • I p • Vamos considerar 
t>p munido da métrica dp (x,y) = I x - y lp induzida pela norma 1·1 p" 
1.1.11. TEOREMA. O coJtpo tlp ê um coJtpo nã.o-a.Jtqu...t.med~a.no, compteto, 
.6epa.Jtâvet, toca.tmen:te compacto e to:ta.tmente de.sconexo. 
1.1.12. TEOREMA. Pa.Jta. ca.da. x e (2p, ex-i..6:te uma. ÚMCa. .6'é!úe 
com t, ak e z e O ~ ak < p, :ta.t que a. .6 equênc~a. da..6 .6 oma..6 pa.1tc..ia.i.6 
3 
~eja um ~ep~e~en~an~e de x. 
1.1.13. OBSERVAÇÃO. A série de 1.1.12 converge para X 
em ~ e é chamada de desenvolvimento de Hensel de x. p . 
1.1.14. NOTAÇÃO. Denotaremos por A o conjunto formado por todos 
p 
os desenvolvimentos de Hensel de elementos de ~p 1 isto é, 
1.1.15. OBSERVAÇÃO. ~ natural o corpo não-arquimediano 
tificado com o conjunto Ap , que consideramos munido de 
tura de corpo e do valor absoluto não-arquimediano 1·1 
p 
co 
-i. 1; k E A o < ai. < p, então temos lxl = akp p I que = p 
k=l 
co 
~ seriden p -
uma estru-
• Se x = 
• O conjunto 
1l = {x E ~p lxl < 1} = { 1; a pk : ak E 1l, o < ak < p} p - k=O k -
é um sub-anel compacto de ~p 1 conhecido como anel dos 
p-ádicos. 
1.2. O CORPO DAS p-S~RIES 
inteiros 
Definiremos sobre o conjunto 
raçoes da seguinte forma. 
Ap de 1.1.14 1 duas novas ope-
1.2.1. DEFINIÇÃO. X = e y = 
a A p , de.6.i.n.i.mo~: 
co 














E A p 
e r > l, zoma.mo.6 b =O k 
pa.Jta. l < k < r, e.6 c.Jte v emo.6 ~ 
k y = bkp e de6.ln.lmo.6 x E9 y e x ® y 
k=l 
~.6a.ndo (1) e ( 2) • 
1.2.2. TEOREMA. O c.onjunzo AP mun.ldo da..6 opelta.çÕe.6 de6.ln.lda..6 em 
1.2.1 -e um c.oltpo. 
1.2.3. DEFINIÇÃO • 
. e ê denoza.do polt 
O c.oltpo (AP, ED, 0) e c.ha.ma.do de c.oltpo da..6 p-.6éiu.U 
sP 
1.2.4. TEOREMA. A a.pl.lc.a.ção x ~ lxlp de 1.1.15 e um va.~olt a.b.6olu 
zo não-a.Jtqu.lmed.la.no .60blte sp 
. 1. 2. 5. OBSERVAÇÃO. 
d'(x,y) = lx e Yl p p 
1.2.6. TEOREMA. 
sp .6ão .lgua..l.6. 
Consideramos sempre S munido p 
induzida pela norma I • I p • 
d 
p e d' p 
da métrica 
Qlp e 
1.2.7. COROL!RIO. O c.oltpo Sp ê um c.oltpo não-a.Jtqu.lmed.la.no, c.omple 
zo, .6epa.Jtãvel, loc.a.lmenze c.ompa.c.zo e zoza.lmenze de.6c.onexo. 
1.2.8. NOTAÇÃO. O subgrupo aditivo compacto 
co 
: lxl ~ 1} = { ~ ak2k : ak = O 
k=O 
ou 1} 
do corpo das 2-séries, é conhecido como grupo de Walsh-Paley. 
1.3. CLASSIFICAÇÃO DOS CORPOS LOCAIS 
Seja E um corpo munido de uma topologia. Se o grupo aditivo 
E+ e o grupo multiplicativo E* de E forem grupos abelianos lo-
calmente compactos, então dizemos que E é um corpo localmente com 
pacto. 
5 
1.3.1. NOTAÇÃO. Seja p um número primo positivo e c E lN*. Como 
quaisquer dois corpos finitos com mesmo número de elementos são iso 
morfos, usaremos a notação GF(pc) para designar um corpo qualquer 
c que tenha p elementos. 
1.3.2. TEOREMA. Seja E um co4po localmente compacto, não-d~~c4e­
to e topolog~camente completo. Então: 
(i) 'Se l< e conexo, então l< = lR ou a=-. 
(i i) Se l< ê de~ conexo, então l< ê totalmente de~ conexo. 
(iii) Se l< ê de~conexo e .tem ca4ac.te4Z~.t~ca 
E ê um co4po de ~ê4~e~ 6o4ma~~ ~ob4e um co4po 6~n~:to 
p 'F O, então 
GF (pc). Se 
c = 1, E ê o co4po da~ p-~ê4~e~ e ~e c ;i 1, E ê uma ex:ten~ão al-
g êb4~ca 6~n~ta de g4au c do co4po da~ p-~ ê4~e~. 
(iv) Se l< ê de~conexo e tem ca4acte4Z~t~ca ze4o, então ~ 
e um co4po de núme4o~ p-âd~co~, ou uma ex:ten~ão algêb4~ca 6~n~:ta de 
um tal co4po. 
DEMONSTRAÇÃO. Ver [21·1, pg. 11. 
1. 3. 2. DEFINIÇÃO. Um co4po local ê qualque4 co4po localmente '.com-
pacto, não-d~~c4eto, topolog~camente completo e totalmente de~cone­
xo. 
+ . 
1. 3. 3. NOTAÇÃO. Escolhemos uma medida de Haar dx sobre E , a qual 
posteriormente será normalizada. Denotamos por IAI a medida .do sub 
conjunto mensurável A de E, com respeito a medida de Haar dx. 
* . Se À E lK, então denotaremos por d(Ãx), a medida de Haar 
b ~+ 'f' so re  que ver~ ~ca 
para todo A c lK, A mensurável. 
6 
1.3.4. OBSERVAÇÃO. Se À E lK*, então d(Àx) é urna medida de Haar 
sobre lK+ e portanto existe um único número mod + (À) E m+, cha-
+ lK 
ma do de módulo de À em relação a lK , tal que I ÀA I = mod + (À) I A I 
lK para todo A C lK, A mensurável. 
1. 3. 5. DEFINIÇÃO. PaJLa À E lK, de6-in.imo.6 I À I = mod + (À) .6 e À #- O 
lK 
e À = o. 
1.3.6. TEOREMA. A apl.icação À~ IÀI de6.in.Lda em 1.3.5, e um valoJL 
ab.6olu~o não-aJLqu.Lmed.iano .6obJLe E. 
DEMONSTRAÇÃO. Ver [21]. 
1.4. PROPRIEDADES DOS CORPOS LOCAIS 
As demonstrações dos resultados desta Seção e das Seções pos-
teriores deste Capítulo estão em [18]. 
1.4.1. TEOREMA. Se lx·l '1- IYI en~ão lx + Yl = max{ lxl, IYI}. 
1.4.2. DEFINIÇÃO. -e o conjun~o 
JD = {x E lK : lxl ~ 1}. 
1. 4. 3. EXEMPLO. . Se lK for o corpo dos números p-ádicos, então ID 
será o anel dos inteiros p-ádicos, e se lK for o corpo das 2-sé-
ries, então ID será o grupo de Walsh-Paley. 
1.1.4. TEOREMA. O anel D do.6 .Ln~e-i.Jr.o-6 de lK~ e o ún-ico .6ub-anel 
max-imal compac~o do coJLpo E. 
1.4.5. DEFINIÇÃO. O .ideal plL.imo de lK ê o conjun~o 
lB = {x E lK lxl < 1}. 
1. 4. 6. EXEMPLO. Se lK for o corpo dos números p-ádicos ou das 
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p-séries, então 
é o ideal primo de lK. 
1.4.7. TEOREMA. O -i.dea.l piL.-i.mo de lK ê o Ün-i.c.o -i.dea.l ma.x-<.ma.l de ID 
e e piL.-i.nc.-i.pa.l. 
1.4.8. DEFINIÇÃO. V-i.zemo.6 qu.e a E lK e u.m elemen-to piL.-i.mo de lK .6e 
a E :iB e a e u.m elemen-to de va.loiL. a.b.6olu..to ma.x-i.mo em lB. 
De agora em diante consideramos fixo um elemento primo TI de 
JK. Temos que TI :é um gerador do ideal principal lB, isto é, TIID= B. 
1.4.9. EXEMPLO. Se lK for o corpo dos números p-âdicos oudas p-sé 
ries, então o número primo p é um elemento primo de lK. 
1.4.10. TEOREMA. 0 c.oiL.pO ID/IB e u.m C.OIL.po.6-i.n-i..to c.om pc elemen-
.to.6, pa.IL.a. a.lgu.m nü.meiL.o piL.-i.mo po-6-i..t-i.vo p e a..f.gu.m c E JN*. 
1. 4 .11. OBSERVAÇÃO. A medida de Haar dx é normalizada de forma que 
IIDI = 1. 
1.4.12. TEOREMA. A med-ida. jxj-1dx e u.ma. med-ida. de Ha.a.IL. . .6obiL.e o 
giL.u.po mu.l.t-i.pl-i.c.a..t-i.vo E*. Em pa.IL..t-i.c.u.la.IL. IÀBI = IÀI IBI pa.IL.a. .tada 
À E lK e .todo .6u.bc.onju.n.to men.6u.IL.ável B de JK. 
1.4.13. OBSERVAÇÃO. 
elementos de ID/B. 
De agora em diante c q = p será .o número de 
1.4.14. TEOREMA. Temo.6 qu.e jm I = ITII = q-l 
1.4.15. COROIJ\.RIO. Pa.IL.a. .todo x E lK* ex-i..6.te u.m j E~ 
lxl = qj. 
1.4.16. DEFINIÇÃO. O c.onju.n.to 
.ta.l qu.e 
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k E 2Z, 
ê chamado de ~deal 6~acionã~io de ~-
1.4.17. OBSERVAÇÃO. O ideal francionário mk é compacto, aberto, 
é um subgrupo de lK+ para todo k E 2Z e é um ideal primo de lD 
para k > O. Além disso, a coleção {mk : k E 2Z} constitui um sis 
tema fundamental de vizinhanças de o e 1 mk 1 = q -k ~ 
1. 4 .18 • NOTAÇÃO. Denotaremos por U uma parte {a 1 , a 2 , •.. , aq} de 
lD tal que a
1 
Em, lail = 1, 1 <i~ q e lO/E= {a1 ,a2 , ••• ,aq}. 
1.4.19. TEOREMA. Todo element.o x E lK pode .6e ex.p~e.6.6a~ de mane.i 
~a Ún-ica na 6o~ma 
onde k E 2Z e b. E U. 
J 
1.5. O ESPAÇO VETORIAL ~n 








1.5.2. TEOREMA. A apl-icação x ~ lxl 
no~a que ve~.i6ica a.& .&egu.int.e.& p~op~iedade.&: 
(1) lx + Yl < max{jxj,lyl} pa~a n x,y E.JK; 
de6inimo.& 
lKn -'· e 
(2) I x + Y I = max{ I x I, I y I} pa~a x, y E lKn, x ~ y. 
uma 
1.5.3. OBSERVAÇÃO. Vamos considerar sempre En munido da norma d~ 
finida em 1. 5. 2 e da medida produto dx = dx1 dx2 ••• dxn • A medida 
de um conjunto mensurável B de lKn com respeito a dx será denota 
da por jBj. Como lxi l-1 dx1 é uma medida de .. Haar sobre o grupo 
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lK* então I -n 1 n multiplicativo para 1 < i < nl se . f (X) X I E L ( lK ) e - -
a E lK* temos .·~ .. 
. Jl<n f(ax) 
dx 






Por um abuso de notação1denotaremos a bola de raio 
q e centro em O de lKn por lBk 1 k E 1l 1 sendo que lB = m
1 e 
- o lD-:B. 
k n k -1. 5. 5. OBSERVAÇÃO. Denotando a bola lB de lK por lBn 1 entao 
k k k k 
podemos escrever mn como o produto cartesiano :s1 x m 1 x ••• x :s1 
de n bolas de lK. Portanto as bolas de lK0 são cubos e l:sk I = 
-kn = q 
1.5.6. TEOREMA. Se B e R .6ao dua.6 bola.6 de l<n ta.i.-6 que B n R# <I> 
e IBI ~ IRI, então B c R. 
1.5.7. OBSERVAÇÃO. 
B n R ;i <I> e IBI 
Se lx - Yl < q-k~ 
= y + lBk. 
Se B e R são duas bolas de lKn tais 
= IRI1 então o ~eorema 1.5.6 implica que B = 




1.5.8. TEOREMA. SeJa lK um c.oJr.po loc.al. En-tão, paJr.a c.ada k E ?l, 
ex.i.-6-te uma ún.<.c.a .6equênc..i.a de bola.6 (Bj)j EN c.om Jr.a.i.o qk, que de-
teJr.m.i.na uma paJr.t~~ão de J<~ Em paJr.t.i.c.ulaJL, o c.onjunto de toda.6 a.6 
bola.6 de lKn ê enumeJr.âvel. 
1. 6 • O DUAL DE ]{ + E O DUAL DE lKn 
- ~+ 1.6.1. NOTAÇAO. Denotaremos por lK 
e por mn o grupo dos caracteres de 
+ o grupo dos caracteres de l< 
lKn. 
1.6.2. EXEMPLOS. Se X = X + o 
-1 k 
l; akp E S 1 x 0 E lD, então k=l p 
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-1 
x<x) = exp(2~ip a_1> 
é um caracter sobre S , trivial sobre lD 
-1 p m . 
-mas nao 
Se E 4) 1 X E p o lD, então 
X(X) 
-1 
= exp(2~i :E 
k=t 
trivial sobre 
é um caracter sobre Qp, trivial sobre lD mas nao trivial sobre 
-1 m . 
1.6.3. OBSERVAÇÃO. Se ~ é um corpo local, então existe um carac-
ter não trivial sobre ~+. De fato, se :fi<+ = · {l}, então segue pelo 
+ "+ ,... {" teorema de dualidade de Pontryagin que J< s::::s ( ~ ) = 1} s::::s { 1} , o 




de6.C.n.imo.6 xy po4 
Se então 
Se X ê um c.a4ac.te4 .60b4e J<+ e y E I<n, então 
Xy (x) = X (x • y) pa4a ~o do x E ~n. 
n "n · 1.6.6. TEOREMA. 0.6 g4upo.6 topo.f.Õg-t.c.o-6 J< e ~ .6ão .i.6omo46o.6. O 
.i.6omo4n-i..6mo topo.f.Õg.ic.o ê dado pela ap.f...tc.aç.ão y ++- x , ·onde x ê um 
- '1U+. y c.a4ac.~e4 nao t4-i.v.ia.f. .6ob4e ~ 
CAPITULO 2 
A FUNCAO MAXIMAL DE HARDY-LITTLEWOOD 
I 
E A DECOMPOSICAO DE CALDERON-ZYGMUND 
Neste Capitulo definiremos e enunciaremos as propriedades bá-
sicas da função maximal de Hardy-Littlewood , o teorema de diferen-
ciação de Lebesgue e a decomposição de Calderón-Zygmund no contexto 
dos corpos locais. Nosso objetivo é ter uma referência explícita de 
resultados que serão aplicados nos capítulos posteriores. 
Um espaço de Banach arbitrário será denotado aqui pela letra E. 
2.1. A FUNÇÃO MAXIMAL DE HARDY-LITTLEWOOD 
2.1.1. DEFINIÇÃO. Seja f E L11 (lKn,E). A 6un~ão max~mal de Ha~dy­oc 
-L~:t:tlewood de f e den~n~da pa~a :todo x E lKn po~ 
Mf(x) = sup __!._ f
8
11f(y)IIE dy = sup qkn f llf(y)IIE dy 
X E B I B I J, k E 1h k 
ly-xl ~ q-
onde 0-6 c.onjun:to-6 B .6ao bola-6 de lKn. 
2.1.2. TEOREMA. Seja 
f e ~n:teg~ãvel :tem0-6 
1 n f E Ll (lK , E). Então Mf (x) o c é men.6uJtâvei. Se 
(1) J{x:Mf(x) > Ã}l ~ À-1 11f.ll 1 . ,À> O. L (E) 
Ma~-6 a~nda, .6e 1 < p ~~,então ex~.6:te uma c.on.6:tan:te CP, depende~ 
do .6omen:te de p, :tal que 
(2) 11 M f li p ~ CP 11 f 11 p , f E Lp ( lKn, E) • 
L (E) 
DEMONSTRAÇÃO. Ver [18), pag. 29 e 173 • 
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2.2. O TEOREMA DE DIFERENCIAÇÃO DE LEBESGUE 
2·.2.1 •. DEFINIÇÃO. Seja. f E Lioc (lKn) • Um ponto x E lKn ê c.ha.ma.do 
ponto ~egu!a.~ de f ~e 
onde 
f (x) = lim fk (x) , 
k+QO 
fk (x) 
kn = q J f(y)dy 
1 n - d 2.2.2. TEOREMA. Se f E L10c(IK ,E), enta.o qua.~e to o 
ponto ~egu!a.~ de f • 
DEMONSTRAÇÃO. Ver [18], pag. 29. 
-e um 
2.2.3. COROLÂRIO. Se 
temo~ 





11 f (x) 11 E = lim q 
k + (X) 
llf{x)IIE ~ Mf(x). 
J llf(y)IIE dy 
ly- xl ~ q-k 
DEMONSTRAÇÃO. Consequência imediata da aplicação de 2.2.2. à função 
x·'* llf(x)IIE. 
2.2.4. TEOREMA. Seja. f E Li
0
c(lK0 ). Então todo ponto de c.ont~nu~da. 
de de f ê um ponto ~egu!a.~ de f. 
DEMONSTRAÇÃO. Imediata. 
2.3. O LEMA DE DECOMPOSIÇÃO DE CALDERON-ZYGMUND 
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2.3.1. TEOREMA. Se f e L1 (IKn, E) e À > O, en:tã.o ex.i..6.te uma .6e-
quênc..i.a. de bola.6 d.i..6jun:ta.6 (Bj)jEJN e uma. dec.ompo.6.i.ç.ã.o 
f = g + b 
00 
= g + }; b. 
j=l J 
















supp b. c B. 
J J 




~ llb. 11 1 ~ 2llfll 1 i 
j=l J L. (E) L (E) . 
DEMONSTRAÇÃO. o caso real é dado pelos resultados 7.6 e 7.9 do Ca-
pitulo III de [18]. A demonstração do caso vetorial é obtida quan-
do trocamos valor absoluto por norma na demonstração do caso real. 
· 2.3.2. OBSERVAÇÃO. Se f pertence a L~(IKn, E) 1 então as funções g 
- oo n e b de 2. 3.1, tambem pertencem a Lc (IK 1 E) • 
CAPÍTULO 3 
O ESPAÇO BMO<E) 
Neste Capítulo introduzimos os conceitos de função maximal ag~ 
da e de espaço das funções de oscilação média limitada com valores 
num espaço de Banach E, que denotamos por BMO(E), no contexto dos 
espaços IKn. Demonstramos algumas propriedades da função maximal 
aguda e do espaço BMO(E) que coincidem com aquelas verificadas no 
caso do lRn. 
A desigualdade de Fefferman-Stein, relacionando a função maxi 
mal de Hardy-Littlewood com a função maximal aguda, e o teorema de 
interpolação de Marcinkiewicz-Riviere, são também demonstrados nos 
espaços IKn, pois serão utilizados posteriormente. 
Os trabalhos [ 5.1 , [ 19.1 e [ · 9 1 são referências para o caso do 
Um espaço de Banach arbitrário será denotado aqui pela letra E. 
3 .1. A FUNÇÃO MAXIMAL AGUDA 
3.1.1. DEFINIÇÃO. O opell.a.do!z. de .tJr.a.n.6!a.ç.ã.o Th ê de6-in-ido pa.Jr.a. .to-
do h E 1Kn poll. (Thf) (x) =f (x-h), onde f ê uma. 6unç.ã.o .60b!z.e IKn • 
3.1.2. NOTAÇÃO. Para cada k E~' ~k será a funçã.o característica 
k k" da bola lB de IKn. Assim, a função característica da bola x + E 
é dada por Tx~k . 
3 .1. 3. DEFINIÇÃO. A 6unç.ã.o ma.x..ima.! aguda. de uma. 6unç.ã.o 









kn J q 11 f (y) - fk (x) 11 Edy 
jy-xj~q-k 
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onde o-6 c.onjun.to-6 B -õa.o bola.-6 de lKn e 
. 1 f f·.· = - f(y)dy, 
B IBI B 
,3 .1. 4 • TEOREMA. 1 n Se f E Lloc (lK ,E), en.tã.o: 
(1) M# f (x) < 2 sup inf qkn J 11 f (y) -a IIE dy ~2M#f(x); 
- k E 7l a E E I I < -k 
(2) 
(3) 
M# (11 f (x) 11 E) ~ 2M# f (x) ; 
# 
M f(x) ~ 2Mf(x). 
DEMONSTRAÇÃO. PARTE 1: Temos que 
< 
y-x _q 
1 r llf(y) _ a IIEdy + llf8 - aliE =-IBI B 
= __!_f llf(y)- a IIEdy + 
IBI B 
< __!_ f llf(y) 
- IBI B 
- a IIEdy + 
= 2 _L J 11 f (y) - a 11 Edy, 
IBI B 
u-L JB (f (y) 
IBI 
1 f 11 f (y) -IBI B 
para toda bola B de lKn e todo a E E, e portanto 
- ~)dyiiE 
a 11 dy 
E 
Segue então que 
M#f(x) 2 sup in f 
1 f llf(y)- a IIEdy. < -- xE B a E_ E IBI B 
Por outro lado, para toda bola B, temos 
inf _!_f flf(y) aiiEdy ~ IBll JBIIf(y)- fBIIEdy 
aEE IBI B 
e assim 
sup inf 1 J llf(y)- aiiEdy ~ M#f(x). 
xE B a e E IBI B 




2 sup inf 
xE B a E E 
1 f lllf(y)IIE- ajdy 
IBI B 
PARTE 3. Para todo x e lKn, temos que 
M# f (x) = sup _!_ J 11 f (y) .:_ fB 11 Edy 
xEB IBI B 
< sup _L JB (llf(y)IIE + llfBIIE)dy 







= Mf (x) + sup llf8 11 E ., xE B 
= Mf (x) + sup 11 _L I f ( y )dy 11 E 
xEB IBI B 
< Mf(x) + 
= 2Mf(x). 
sup _L I llf(y)IIEdy 
xEB IBI B 
1 n 3.1.5. TEOREMA. Seja. f E L10c (lK ,E). En:tã.o f e c.on.6:ta.n:te .6.e e 
..6omen:te .6 e M# f (x) = O pa.Jta. algum x E lKn. 
DEMONSTRAÇÃO. PARTE 1. Suponhamos que . M#f(x) = O para algum 
X E lKn. 
Se lxl 
x·+ mk = Bk 
! k . 
= q , então x E m para k ~ - ! , e consequentemente 
para k <-! (ver 1.5.7). Então para k <-!,temos 
fk(x) = qkn J f(y)dy = 
ly-xJ<q-k 
qkn J k f(y)dy 
x+m 
= qkn I mk f (y) dy = fk <o> , 
e como M#f(x) = O, vamos ter 
O= J llf(y) - fk(x)IIEdy =I kllf(y)- fk(O)IIEdy 
Jy-xJ~q-k x+JB 
= JJBkllf(y) -fk(O)IIEdy = JlKnllf(y)~k(y) -fk(O)~k(y)IIEdy. 
Consequentemente 
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(1) f(y)~k(y) = fk(O)~k(y), q.t.y e k < - R.. 
:-~--
Agora, para t < k < - R., ternos por (1) que 
para quase todo y, donde podemos concluir que fk(O) = ft(O). Corno 
. n ... - d k k 11 - d f( ) lK e reuni ao as bolas lB para < - IV, entao evernos ter y 
= f_R.(O), q.t.y. 
Se M#f(O) = O, usando o procedimento acima obtemos (1) para 
todo k E 7l e da mesma forma vemos que f é constante quase sempre. 
PARTE 2. Suponhamos que 
para todo k E 7l e todo 
f(y) =C para quase todo 
n x E lK , ternos 
kn f k k = q k f (y) dy = q n I x + lB I C = C 
x+lB 
e portanto 
knf sup q k 11 f (y) - fk (x) IIEdy 
k E 7l x+lB 
kn J sup q k 11 C - c 11 Edy = O • 
k E 7l x+lB 
= 
3.2. O ESPAÇO BMO(E) 
n -y E lK • Entao 
3.2.1. DEFINIÇÃO. O e~paço BMO(E) da~ 6unçõe~ de o~cilação média 
limitada com valoJt.e~ no e~ paço de Banach E, ê 6 oJt.mado pela~ 6unçõu 
1 n # oo n 
f E Lloc (lK , E) tai~ que M f E L (lK ) • 
Se f E BMO(E) então de6inimo~ 
(1) 
3.2.2. LEMA. A aplicação f~ llfll* e uma ~em~-noJt.ma em BMO(E) e 
llf 11* =O ~e e ~omente ~e f ê con~tante. 
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DEMONSTRAÇÃO. PARTE 1. :e claro que 11 f 11 * ~ O para toda f E BM:>(E). 
Agora, se À E~ e f E BMO(E), vamos ter 
(Àf)k(x) = f Àf(y)dy =À J f(y)dy = Àfk(x). 
I -k I I -k y-x .::_q y-x .::_q 
Consequentemente 
# 
M (Àf) (x) = sup qkn J II(Àf)(y)- (Àf)k(x)IIEdy 
k E 7l I I -k y-x .::_q 
= sup qkn J IIÀf(y) - Àfk(x)IIEdy 
k E 7l I I -k y-x .::_q 
e 
Por outro lado, se f, g E BMO (E) , temos também 
e portanto 
M#(f + g) (x) = sup qkn J 11 (f(y) + g(y)) 
k E 7l I I -k y-x .::_q 
Assim 
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M# f (x) 
é constante, então pela demonstração de 3.1.5, se-
= O para todo x E JKn e portanto 11 f 11 * = IIM#fllco = 
Agora, se # 11 f 11 * = IlM f 11 co = O, então q.t.x e as-
sim por 3 .1. 5 f deve ser constante. 
3.2.3. OBSERVAÇÃO. O espaço Lco(JKn,E) está contido em BMO(E). De 
fato, se f E Lco(JKn,E), existe C> O tal que llf(x)IIE <C q.t.x 
e por 3.1.4 (3), temos que 
M#f(x) < 2Mf(x) = 2 sup qkn J llf(y)IIEdy 
k E ?l I I -k y-x <q 
< 2 sup qkn f k Cdy 
kE?l x+lB 
< 2 sup qknc I x + lBk I = 2C, 
kE ?l 
# co n 
implicando assim que M f E L (JK ) , isto é, f E BMO (E). 
3.2.4. EXEMPLO. A função f : JK--. R 
se x F O e f(O) = O não pertence a 
definida por f (x) = log I x I 
co .. 
L (JK), mas esta em BMO(R). 
Com efeito, como 
co 
f não é limita da, então f ~ L ( JK) • 




~ jq-j. Portanto 
j=O 
f loglyldy = i 
IYI~q-r k=r 
para todo r E ?l, temos 
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co 
= l; I Ak llog q -k 
k=r 
co 
= }; ( 1 - q -l) q-k (- k) log q 
k=r 
co co 
=- (1- q -l) (log q) l; kq-k 
k=r 
= - (1- q -l) (log q) l; (j + r)q- (j+r) 
k=O 
co co 
(1 - q-1 lq-r (log q) ( 1; jq-j + r 1; q-j) =-
j=O j=O 
=- (1- q-1)q-r(logq)[ R+ r(l- q-l)-l] 
= - q -r ( log q )[ R ( 1 - q -l) + r ] • 
Vamos ter então que 
fr(O) = qr J loglyldy = 
IYI ~q-r 
-1 




= qr 1; I k log q + f r (O) I q -k ( 1 - q -l) 
k=r 
co 
=qr(l-q-l) l; lklogq+fr(O)Iq-k · 
k=r 
co 
= qr(l-q-l)(logq) 1; l<k-r) -R(l-q-1 >lq-k. 
k=r 
co co 
q-1) 1; jq-j > (1 .... q-1) 1; q-j 
j=O j=O 
= (1 - q-1) (1 - q-1)-1 = 1, 
-1 
então existe um número natural t tal que t~ 2 e t-1 < R(l-q ) <t. 
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Logo, se k ~r+ t, temos (k- r)- t ~O e assim (k-r)-R(l-q-1) 
> O; agora, se k < r+ t, então k- r< t- 1 e assim R(l-q-1 )-
- (k - r) > O. Consequentemente 
(k - r) - R(l -
-1 
q ) I se k > r + t; 
I (k - r) -1 I - R(l- q ) = 
-1 (k -r), k < r + t. R(l - q ) - se 
Portanto 
r+t+l r+t+l 




-1 J' ) q-jq-r -r = ~ [R(l- q ) - = q B 
j=O 
~ ~ 
~ I (k - r) - R(l - q-l) Jq-k = ~ -1 -k [ (k -r) -R(l-q ))q 
k=r+t k=r+t 
~ ~ 
= ~ kq-k- [r+ R(l- q-1 >1 ~ 
k=r+t k=r+t 
-k q 
onde B e C sao constantes que independem de r pois as constantes 
R e t independem de r. Logo segue por ( 1) que 
(2) qrJ -rlf(y) -fr(O)Idy = (1- q-l)(logq) (B +C)= D 
l.yl~q 
implicando assim que M#f(O) ~ D. 
Se x t- O e I x I ~ q -r, então x + mr = :Br, assim 
- qr J f(y)dy = 
Jy-xl <q -r 
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e portanto por (2) temos 
(3) qr f -rlf(y) - fr(x) ldy 
ly-x I <q 
= qrJ lf(y) - fr(O)Idy = D. 
:Br 
Agora, se x "i O e lxl > q-r, então lx + zl =max{jxj,lzl}= lxl 
para lzl ~ q-r, assim 
fr(x) = qr f -r logjyjdy - qr 
jy-xj~q 




(4} qr f lf(y} - fr(x} ldy = 
ly-xl~q-r 
qr J llog I y I - log I x I I dy 
ly-xl<q-r 
= qr J lloglx + zl - loglxl jdy = O. 
lzl<q-r 
Podemos então concluir por (~) e (4) que 
qr J lf(y) - fr(x) ldy ~ D 
ly-x I <q -r 
para todo x "i O e r E~. Consequentemente M#f(x} < D para todo 
x "i O e portanto f E BMO(lR). 
· 3. 2. 5. OBERVAÇÃO. A aplicação f ~ 11 f 11 * é apenas uma semi - norma 
.em BMO(E). Consideramos então BMO(E) como um espaço quociente em 
relação as funções constantes e assim por 3. 2. 2 a aplicação f ~ 11 f li* 
passará a ser uma norma em BMO(E). 
3.2.6. TEOREMA. O e.6paç.o BMO(E) ê u.m e.6paç.o de Banach. 
DEMONSTRAÇÃO. Seja (fj) uma sequência de Cauchy em BMO(E) e seja 
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E > O dado. Então existe N E lN tal que 
llfj- fill* <E 
para todo j, i > N. Em outras palavras 
(1) qknll{fJ.- (fJ.)k(x)}(-rxtk)- {fi..:. (fi)k(x)}{T tk)ll 1 
X L (E) 
- qkn f 11 {f. {y) -fi {y)) - {f. -fi) k (x) 11 Edy < E 
I .. I -k J J y-x <q 
n para todo x E lK , k E 7l e j, i _:: N. Como estamos trabalhando com 
classes de funções módulo constantes, então podemos supor sem perda 
de generalidade que (f.) (O) =O para todo j E JN. 
J o 
Para todo x E lKn e k E ?l, a sequência ({f. - (f. )k (x)} (T <I>k)) . 
J J X J 
é uma sequência de Cauchy em L 1 (JKn,E) e portanto. converge em 
1 n 
L ( lK , E) para uma função g k • Tomemos x, e h = g -k 
11 ( gk) 
0 
(O) - (f j) k (O) 11 E = 11 ( g k) 
0 
(O) - (f j - (f j) k (O) ) 
0 
(O) 11 E 
= 11 JJD[gk(y)- {fj (y)- (fj)k(O) }]dyiiE 
< ~llgk(y) - {fj(y) - (fj)k(O)}IIEdy 
<f llgk(y) - {fj(y) - (fj)k(O)}IIEdy 
]3k 
= llg -{f.- (f.)k(O)}<I>kll, 
k J J L•(E) 
e portanto (fj)k(O) ~ {gk)
0
(0) quando j ~ =. Logo 1fj)k(O)<I>k con-
verge em L 1 (JKn,E) para (gk)
0





onde o limite é tomado em L 1 (IKn, E). 
lim 
j-+-OO 
Seja h a função que satisfaz htk = hk para todo k E 11:, 
n 1 n 
k <O. Então h está bem definida em IK por (2) e_.hEL10c(IK ,E). 
Se x E IKn; k,R. E 11:, R. < O e max{ lxl ,q-k} < q-R., então segue por 
(2) que 
lim f . ( T tk) = 
j-+-oo J X 
= 
= 
onde o limite é tomado em L 1 (IKn,E). Temosentão que (fj)k(x)-+-(h)k(x) 
e assim (fj)k(x) (Txtk) converge em L 1 (IKn,E) para (h)k(x) (Txtk) 
e {(f. - f.) - (f. - f. )k(x)} (T tk) converge em L 1 (IKn ,E) para 
J l. J l. X 
{(h- fi) -(h- fi)k(x)}(Txtk) quando j-+- co. Portanto fazendo j 
tender a infinito em (1) obtemos 
para todo i > N, x E IKn e k E 11:. Consequentemente 
llh-fill*<e: 
para i > N e assim (fj) converge para h em BMO(E). 
27 
3. A DESIGUALDADE DE FEFFERMAN-STEIN 
O seguinte resultado é uma decomposição do tipo Calderón-
Zygmund. 
3. 3 .1. LEMA. Seja f E Lioc ( lKn 1 E) t:ai. que Mf E L r ( lKn) palta algum 
O < r < oo. Ent:ão palta cada t > O, ex~~t:e uma ~equênc~a de bo~ ~ 
junt:a~ (Bt . ) . E lN , t:al que: 
I] J 
(1) 
palta t:oda bola B t:al que Bt 
1 
j ~ B; 





Et = {x E lKn . Mf(x) > t} = u Bt , ; . I] j E JN (3) 
(4) q.t. X f1 U Bt .• 
jElN ,J 
DEMONSTRAÇÃO. Podemos assumir f real e positiva pois 
= M("f(y)"E) (x). 
Mf(x) = 
PARTE 1. Fixemos t > O. Se B é uma bola verificando fB > t, en 






t <f = _JL_ J f(y)dy ~ Mf(x), 
B IBI B 
I B I < t- r "Mf" r • 
- r 
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Seja B uma bola tal que fB > t. Se não existir uma bola ma-
ximal B 1 com B c B 1 , isto é, uma bola 
qual não existe outra bola B" tal que 
B 1 com 
B 1 c B" e 
e para a 
fB" > t, então 
satisfazendo poderemos construir uma sequência de bolas (Bi)iEm 
·para todo i E m. Assim teremos 
i E m, o que contradiz (5). Logo tem que existir uma bola maximal 




O Teorema 1.5.8 implica que o conjunto de todas as bolas maxi 
é uma sequência (Bt,j)jEm • 
Se Bt . n Bt . # ~' então pelo Teorema 1.5.6 ,J ,l. Bt . : ,] 
c Bt,j , o que nos permite concluir que Bt . = Bt . ,J ,l. 
C Bt,i ou 
, pois as 
Bt . e Bt . sao maximais. ,J ,l. Logo a sequência (Bt,j)jEm é 
formada por bolas disjuntas. 
Se B é uma bola e Bt,j ~ B, então pelo fato de 
ximal, temos que fB ~ t, o que demonstra (1). 
Bt . ser ma ,J 
PARTE 2. Sejam Bt,j = x + lBk e B 1 = x + lBk-l. Então Bt,j )i B 1 
e portanto por (1) temos 
t < 1 f f(y)dy 
qn i f(y)dy = 
IBt ·I I B I I ,J Bt . Bt . ,J ,J 
qn 
n < i f(y)dY < q t, - IB I I Bl -
o que demonstra (2) • 
PARTE 3. Se X E Et, existe uma bola B contendo X tal que fB > 
> t. Logo existe também uma bola maximal Bt . ,J com B C Bt . ,J e as 
sim X E Bt .• Agora, se x E Bt . para algum j E JN, então ,J ,J 
1 
Mf(x) = sup k 




f f(y)dy > t 
Bt . 
I] 
e assim x E Et 1 o que demonstra (3) • 
PARTE 4. Corno f(x) ~ Mf(x) q.t.x (ver 2.2.3(2)) e 
{x : Mf(x) 
c < t} = ( (') Bt . ) 
jElN 1 ) 
por (3) 1 então para quase todo X f! U Bt . 
jElN 1 ) 
~ Mf(x) < t 1 o que demonstra (4). 
temos 
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que f (x) < 
3.3.2. TEOREMA. Seja. f E Li
0
c(JKn 1 E) .tal. que Mf E Lr(JKn) pa.ILa. 
algum O < r < oo. En.tio pa.ILa. .todo r ~ p < 00 1 exi~.te urna. eon~.tan.te 
CP dependendo ~ orn en.te de p, .tal. que 
(1) JlKn (Mf (x)) pdx ~ CP ~n (M# f (x)) Pdx. 
DEMONSTRAÇÃO. Podemos assumir f real e _positiva pois 
= M (li f (y) 11 E) (x) e M# (li f (y) 11 E) (x) ~ M# f (x) • 
Mf(x) = 
Para cada t > O consideremos urna sequência de bolas disjun-
tas (Bt .).EJN como no Lema 3.3.1. Então por 3.3.1_(~) .a função a(t) 
I] J 
definida para todo t > O por 
00 
a (t) = :t I Bt . I 
j=l I] 
verifica a(t) = IEtl• 
Fixemos urna bola B = B 1 tomenos A > O e seja o q-n-lt . 
l]o 
o conjunto formado pelos j E lN tais que Bt . c B 
1 
. Se 







então existe x E B
0 
tal que M#f(x) < tA-l e assim 
lf(y) - fB ldy ~ M#f(x) < tA-l. 
o 
Por 3.3.1(2) temos que 
n -n-1 f(y)dy ~ q q t 
e novamente por 3.3.1(2), segue que para todo j Em, 
-1 1 I - q t < f(y)dy -. fB 
IBt ·I Bt . o 
I) I) 
-1 (1 - q )t = t 
=--- I (f(y) -fB )dy ~ 1 I _lf(y) -fB ldy. 
IBt,j I o IBt,j I Bt,j o 
1 
Logo para todo j e m temos 
e portanto 
(3) I 
Bt . ,] 
lf(y) - fB ldy 
o 
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f lf(y) - f 8 ldy) s
0 
. o 
Vamos considerar os seguintes conjuntos: 
A
1 
= {k E JN : B. -n-l C {x : M# f (x) > tA-l}} 
q· t,k 
e 
A {k E JN B rl { •• M#f (x) > tA-l}}. 2 = : -n-1 ,.. x 
q t,k 
-n-1 Como q t < t, então pela construção 
(B para cada J' E JN, deve existir um -n-1 ' 
da sequência 
k E JN tal 
q t,i iEJN 
que Bt . c B 1 , isto é, para cada j E JN existe um k E JN ,J q-n- t,k 
tal que j E 0k . Logo por (2) e (3) temos que 
CIO 
(4) 
1: IBt .I 
jE0k ,] 
M#f(x) > tA-l} I + A-l(l-q-1)-1 
CIO 
< I {x . 1: IB I - . -n-1 k=l q t,k 
= l!x . M#f(x) > tA-l}j + A-l(l _ q-1)-la(q-n-lt). . 














~ pr -1Np-r f rtr-11 {x : 
. o 
co 
-1 p-r J r-1
1 
{ ~ pr N rt x 
o 
= pr - 1Np-r 11 Mf 11 r < co 
r 
Mf(x) ~ t}jdt 
Mf (X) ~ t} I d t 








< tptP-1 j{x :M#f(x) >tA-1 }jdt+A-1 (1-q-1 )-1 tptP-1a(q-n-1t)dt 
N -n-1 





ptP-1 j{x : M#f(x) > tA-1 }jdt + CA-1IN, 
Tomando A = 2C temos que 
N 




(5) IN~ 2 f ptP-1 j{x: M#f(x) > tA-1 }jdt 
o 
. -1 
= 2Ap JNA ptP-1 j{x: M#f(x) > t}jdt 
o 
NA-l 
< 2Ap I . ptp-ll {X 
o 
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Se M#f ~ LP(mn), então a desigualdade (1) é trivialmente vá 
lida. Suponhamos então que M#f E LP(mn). Pelo Teorema da Conver-
gência Monótona, quando fazemos N tender a infinito :em ambos os 
membros de (5), obtemos que 
00 00 
Ia ptp-la. (t) dt ~ 2Ap I 
0 
ptp-ll {x : M# f (x) > t} I dt 
e pelo Teorema 20 _ do Apêndice, 
onde 
I (Mf(x))Pdx2_CPI (M#f(x))Pdx, 
mn mn 
2 = 2p+l(l _ q-1)-pq(n+l)p 
3.3.3. OBSERVAÇÃO. A desigualdade 3.3.2(1) nao é verdadeira quando 
p = 00 • Com efeito, a função f : m -+ 1R definida por f (x) = log I X I 
- 00 -se x t- O e f (O) = O nao pertence a L (lli), mas esta em BMO (R) 
(ver 3. 2. 4) ; logo 11 Mf 11
00 
= oo pois I f (x) I 2_ Mf (x) q. t. x e 11M# f 11 oo 
= llf IIBMO(lR) < 00 • Consequentemente a desigualdade 3.3.2 (1) nao é 
satisfeita para essa função quando p = oo. 
3.4. O TEOREMA DE INTERPOLAÇÃO DE MARCINKIEWICZ-RIVIERE 
3.4.1. DEFINIÇÃO. Sejam E, F e.&pa.ç.o.& de Ba.na.c.h e T um apeJtacloJt U-
nea.Jt de0-<.n-<.do em L~ (llin, E) c.om va.loJte.& em M(mn, F). V-i.Jtemo.& que T 
é do :t-ipo 6oJt:te 
00 
(L ,BMO) .6e ex-i..&:t-i.Jt uma. c.on.&:ta.n:te c > O, :ta.l que 
(1) IITfiiBMO(F) < Cllfll 00 
L (E) 
pa.Jta :toda. 
3.4.2. TEOREMA. Sejam E, F e.&pa.ç.o.& de Ba.na.c.h e T um opeJta.doJt UneaJL 
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de L00 (lKn, E) em M(IKn, F), do t...i.po 6oJt.t.e (r ,r) palt.a algum 1 <r< oo 
e do t...i.po 6oJt.t.e (L
00
,BMO). E'nt.ã.o T ê do t...i.po 6oJt.t.e (p,p) palt.a ;todo 
r ~ P < oo. 
DEMONSTRAÇÃO. Por T ser um operador do tipo forte (r,r), do tipo 
00 






< c1 llg 11 r , L (F) 
IITf 11 r ~ c2 llf 11 r L (F) L (E) 
11 Tf 11 BMO (F) ~ C 3 11 f 11 00 L (E) 
r n g E L (IK ,F). Logo por 3.1.4(3) 
< 2C1 11Tfll r L (F) 
< 2 c1 c2 11 f 11 r L (E) 
< c3 11 f 11 oo L (E) 
temos 
para toda f E L~ ( IKn, E) , isto é, o operador M# o T é do tipo for-
te ( r , r) e ( oo , oo ) • 
# .. oo n n 
Como M o T e um operador sublinear de Lc(IK ,E) em M(JK ,lR) 
que é do tipo forte (r,r) e (oo,oo), então o teorema de interpolação 
de Marcinkiewicz permite-nos concluir que, para todo r~ p<oo, exi~ 
te uma constante Dp dependendo somente de p, tal que 




Por outro lado, temos 
11M {Tf) 11 ~ c1 11 Tf 11 r r L {F) 
co n 
para toda f E Lc {JK , E). Assim, por 3. 3.2, para cada r < p < co, 
existe uma constante CP dependendo somente de p, tal que 
11 M {Tf) 1J < C 11 M# {Tf) 11 
p- p p 
para toda 
co n 
f E Lc(JK ,E). Logo por 2.2.3(2) e (1), temos que 
IITfll p < IIM{Tf)ll <C 11 M#(Tf)ll 
L (F) - p - p P 
< C D llf 11 p 
p p L {E) 
para toda 
oo n ... 
f E Lc(JK ,E), isto é, T e do tipo forte (p,p). 
. I . 
CAPITULO 4 
OPERADORES INTEGRAIS SINGULARES VETORIAIS 
Este Capítulo é o capítulo central deste trabalho. Nele estu-
damos operadores integrais singulares, cujos núcleos são aplicações 
definidas em ~n x ~n\~ e tomando valores no espaço de operadores 
lineares L(E,F), onde E e F são espaços de Banach. No Teorema 
4.1.4, damos condições sobre o núcleo, suficientes para que o oper~ 
00 
dor seja do tipo fraco ( 1 1 1) , tipo forte (L ,BMO) e tipo forte (p, p) 
1 < p < 00 • Em seguida, no Teorema 4.2.3, damos condições sobre a se 
quência de núcleos (Kj), associada a uma sequência de operadores in 
tegrais singulares (T.) 1 uniformemente limitados de Lr(~n,E) em 
J 
Lr (~n 1 F) para algum 1 <·r < «> 1 suficientes para que o operador dia 
gonal (f.) # (T.f.) seja do tipo fraco (L1 (iq(E)) 1L
1 (iq(F))) e do 
J J J 
tipo forte (Lp(iq(E)) 1Lp(ip(F))) 1 para todo 1 < p < oo e 1 < q < «> 
Finalmente no Teorema 4.2.5, demonstramos que a extensão sequencial· 
(fj) # (Tfj) de um operador T satisfazendo as condições do Teorema 
4.1.41 é do tipo fraco (L1 (iq(E) ), L1 (iq(F))) e do tipo forte 
(Lp(iq(E)),Lp(iq(F))), para todo 1 < p < «> e 1 < q < «> 
Os trabalhos [ 5 1 , [ 19] 1 [ 12] , [ 13] e [ 6 ] sao referências 
para o caso do JRn • 
4.1. OPERADORES INTEGRAIS SINGULARES VETORIAIS 
4.1.1. DEFINIÇÃO. Sejam E, F e~pa~o~ de Banach. Um ope~ado~ li-
nea~ T de6inido em L~ (~n 1 E) com valo~ e~ em M (~n 1 F) ê um opeJr..a-
do~ in.teg~al ~ingula~ (de núcleo va~iãvelJ ~e a~ ~eguin.te~ condi~õe~ 
e~.tive~em ~a.ti~óei.ta~: 
(IS1) O ope~ado~ T ê limi.tado de Lr(~n 1 E) em Lr(~n 1 F), pa~a 
algum 1 < r < «>; 
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(IS2} e.x.,i,t,;te. um nú.c.f.e.o f.oc.aime.nte .inte.gJr..á.vef. K, de6búdo em lKn x, JKn \6 
c.om vaf.oJz.e.6 em L (E ,F), :tal que 
(1} Tf(x) = J K(x,y)f(y)dy 
]{n 
paJLa :toda f e L~(lKn,E) e paJLa qua.6e :todo x f/. suppf. 
4.1.2. DEFINIÇÃO. Seja T um opeJLadoJL .in:tegJLaf. .6-Lnguf.aJL c.om nú.c.f.eo 
K. V.iJLemo.6 que K ve.Jz..i_6.ic.a CH
1
) .6e 
(1) f IIK(x,y) - K(x,y 1 )IIL(E,F)dx ~C 
l·x-y f I > t y-y 1 I 
. pall.a :todo y ;iy 1 , e d.iJLemo.6 que K veJz..i6..i.c.a (H
00
) .6e 
IY - Y1 I 
(2} IIK(x,y} - K(x,y 1 )11L(E F) ~C n+l 
' lx-yll 
pa.Jta I x - y 1 I > I y - y 1 I· Mai.6 ainda, d..i.Jz.emo-6 que K v eJz...i.ó..i.c.a (H;> , 
paJta r =.1 ou r= oo, .6e K1 (x,y) = K(y,x) veJz...i.6..i.c.a (Hr). 
4.1.3. OBSERVAÇÃO. A condição (H
00
) implica a condição (H1 ). De fa-
to, se IY- Y1 I = qi e lx- Y1 I > IY- Y1 1, então 
f f 
ly-yll 
. IIK(x,y) - K(x,y 1 )IIL(E,F)dx ~C f n+ldx 
I x-y' I > I y-y 1 I I x-y 1 I > I y-y 1 I lx -y I 
= cly - y' I f 




~ dz = Cq 
lzln+l k=i+l lzl=q 
dx i f dz I 1 ln+l = Cq lzln+l x-y lzl>qi+l 
QO 







-1 -n -1 J = Cq ( 1 - q ) ~ (q ) 
j=O 
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Analogamente (H!) implica (Hi>· 
4·.1.4. TEOREMA. Seja. T um ope.ILa.doiL ..i.n.:te.giLa.l. .6-i.ngul.a.IL c.om nú.c.l.e.o K. 
(i) Se. -K .6a..:t..i..66a.z (H
1
) 1 e.n.:tã.o T ê do .:t..i.po 61La.ç.o (1,1) e do .:t..i.po 
óoiL.:te. (p,p) 1 pa.ILa. 1 < p ~r. 
co 
(ii) Se. K .6a..:t..i..66a.z (Hi> 1 e.n.:tã.o T e do .:t..i.po 6oiL.:te. (L ,BMO) ·e do 
.:t..i.po 6oiL.:te. (p,p), pa.ILa. r ~ p < co. 
(iii) Se. K .6a..:t..i..66a.z (H
1
) e (Hi> 1 e.n.:tão T e do .tipo 6oJL.:te. (p,p), 
pa.ILa. 1 < p < co. 
DEMONSTRAÇÃO. PARTE 1.. Se K satisfaz (H1 ) então T é do tipo fra:-
co (1,1). Com efeito, dada f E Lco(lKn,E) e À> O queremos estrnar c 
a medida do conjunto 
{x : IITf(x)IIF > À}. 
co 
Seja f = g + b = g + l: bJ. uma decomposição de ~Ca1derón - Zygmund 
j=l 
de f associada a À e (Bj )j EJN uma sequência de bolas disjuntas co 
mo em 2.3.1. Vamos então obter estimativas para as medidas de 
{x : 11 Tg (x) 11 F > À/2} e {x : IITb(x)IIF > À/2}. 
Suponhamos inicialmente que 1 <r< co. Pela condição (ISl), existe 
uma constante c1 > O, tal que 
11 Th 11 r < C 1 11 h 11 L (F) - Lr(E) 
para toda co n h E L c ( lK , E) • Como 
co n 
g E Lc(lK , E) (ver 2.3.2), então 
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( 1) I { x : 11 Tg ( x) 11 F > À I 2 } I = I { x : 11 Tg ( x) 11 ~ > À r 2-r} I 
< ÍrÀ -r f IKnll Tg (x) ll~dx 
Por outro lado, como lb (x) I = :tj lbj (x) I para todo x E IKn: e 
b = f - g E L r (IKn, E) pois f, g E L CIO (IKn, E), então segue pelo Teore c -
ma da Convergência Dominada que b = :tj bj em L r (IKn, E). Mas, T é 
. por (ISl) um operador contínuo de L r (IKn, E) em L r (IKn, F) e assim 
Tb = :t. Tb. em Lr (IKn, F) • Consequentemente Tb (x) = :t. Tb. (x) e 
J J . J J 
ITb (x) I < :t .1 Tb. (x) I, em quase todo ponto x. - J J 
Tomando agora 
CIO 
EÀ = {x ; IITb(x)IIF > À/2} e DÀ = U B. , 
j=l J 
vamos ter 
{2) IEÀI = IEÀ n D~l + IEÀ n DÀI 
< j{x E D~ : IITb(x)IIF > À/2}1 + 1DÀI 
< 2 À -l f c 11 Tb (X) 11 Fdx + À -l 11 f 11 l 
DÀ L (E) 
< 2À -l i i ll Tb. (x) 11 Fdx + À -l 11 f 11 
1 
• 
· j=l D~ J L (E) 
Suponhamos que 
k B. = y. + lB 
J .J 
Se 
c X E B. 
J 
então x ~ supp bj 
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pois 
suppb. c B .• Como b. tem integral nula, então por 5.1.1(1), temos 
J J J . 
Tb.(x) =f K(x,y)b.(y)dy 
J lKn J 
=f K(x,y)b. (y)dy- K(x,y.)f b. (y)dy 
lKn J J lKn J 
= JB~{K(x,y) - K(x,yj)}bj(y)dy 
J 
e portanto pelo Corolário ·s: do Apêndice, temos 
= uJ {K(x,y) 
Bj 
< J II{K(x,y) 
B. 
J 
< J IIK(x,y) 
Bj 
K(x,y.) }b. (y) dy IIF 
. J J 
- K (x,y.) }b. (y) IIFdy 
J J 
c 
Se X E Bj e y E Bj então I x - y. I > qk ~ I y - y. I ; portanto se 
J J 
gue por (H1 ) que 
JBC:IITbj(x)IIFdx 2_ fB<? JB.IIK(x,y) - K(x,yj}IIL(E,F}IIbj(y)IIEdydx 
J J J 








j=l f IITb. (x)IIFdx < ; f IITb. (x)IIFdx De J ' - '-1 Bc J À J- j 




=C :E llb.ll 1 j=l J L (E) 
= C 11 b 11 l < 2C 11 f 11 l • 
L (E) L (E) 
De (2) e (3) segue então que 
< (4C + l)À-lllfll l 
L (E) 
e consequentemente 
~ C'À-lllfll l 
L (E) 
isto é, T é do tipo fraco (1,1). 
Suponhamos agora que r = co e seja c1 > O, tal que 
11Th 11 co ~ c1 11 h 11 co L (F) L· (E) 
para toda h e L~(lKn, E). Como llg(x)IIE ~ qnÀ q.t.x, então 
n 
11 Tg 11 co ~ c1 11 g 11 co ~ c1 q À. L (F) L (E) 
Além disso, a desigualdade (3) permanece verdadeira no caso r = co 
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e assim 
l{x: IITf(x)IIF > 2c1qnÀ}I_ 
< I { x : 11 Tb ( x) 11 F > C 
1 
qn À } I + I { x : 11 Tg ( x) 11 F > C 1 qn À } I 
= l{x: IITb(x)IIF > c1qnÀ}I 
< l{x e D~ : IITb(x)ll~ > c1qnÀ}I + IDÀI 
< (C
1
qn)-lÀ-l f IITb(x)IIFdx + À-lllfll 1 
. D~ L (E) 
< (C qn) -l À -l ; f 11 Tb . (X) 11 F dx + À -l 11 f 11 l 
l j=l D~ J L (E) 
+À-1 11flll 
L (E) 
isto é, T é do tipo fraco (1,1). 
PARTE 2. Se K satisfaz (H1 ) então T é do tipo forte (p,p) para 
1 < p < r. De fato, como já vimos que T é do tipo fraco (1,1), e 
por hipótese, T é do tipo forte (r,r), então pelo teorema de inter 
polação de Marcinkiewicz (ver Apêndice, Teorema 19).: segue que T 
é do tipo forte (p,p), para 1 < p ~r. 
00 
PARTE 3. Se K satisfaz (H i) então T é do tipo forte (L ,BMO) • De 
fato, se r = oo então existe uma constante c1 > O, tal que 
para toda 
que 
11 Th 11 00 ~ C l 11 h 11 00 
L (F) L (E) 
oo n 
h E Lc(~ ,E). Portanto por 2.1.2(2) e 3.1.2(3), _ .temos 
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~ 2 11 Tf 11 co ~ 2C1 11 f 11 co L (F) L (E) 
co n ... co 
para toda f E L
0 
(IK , E), isto e, T é do tipo forte (L ,BMO). 
Suponhamos agora 1 < r < co e seja c 1 > O tal que 
11 Th 11 r < c 1 11 h 11 , L (F) - Lr(E) 
Fixamos f E L~ ( IKn, E) • Se B é a bola 
tão tornamos 
Logo 
(4) l JBIITf (x) - ~li F dx = 
IBI 
= fi c ~ 
B 
x + JBk de 
o 
= ~~~ fB11Tf1 (x) + Tf2 (x) - aBIIFdx 
n lK , en-
~ ~~~ fBIITfl (x) IIFdx + ~~~ fB I!Tf2 (x) - aB IIFdll 
e pela desigualdade de Holder 
(5) l f IITf1 (x)IIFdx =_L fB11Tf1 (x)IIFIB(x)dx IBI B . IBI 
< _L 11Tf
1 
11 r 11 IBII , ~ cl llf
1
11 IBil/r' 
- la I L (E) r .IBI Lr (E) 
=C IBI-1/r <J llf(x)llr)l/r 
1 . B E 
~C IBI-1/r (11 fllrco jBj)l/r = 
l L (E) 
c1 11 f 11 co L (E) 
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c Se x E B, então x
0
, x ~ supp f 2 c B a portanto por 5.1.1(1), se 
gue que 
Porém, se y E BC e X E B então ternos 
assim por (Hi>' segue que 
(6) 1 JB 11Tf2 (x) - a8 IIFdx < -
IBI 
-
11 f 11 co 
JB J8 ciiK(x,y) 
< L (E) - K(x0 ,y)IIL(E,F)dydx -
IBI 
llfll co 
J J IIK(x,y) < L (E) - K(x0 ,y)IIL(E,F)dyd:x - IBI 
B I y-~ o I > ~ x-xo I 
11 f 11 co 
< L (E) CIBI =C llf 11 co - IBI L (E) 
Logo, pelas estimativas (4), (5) e (6), ternos que 
__!_ f 11 Tf (x) - aB 11 Fdx ~ cl 11 f 11 co + c 11 f 11 Loo (E) = c I 11 f 11 co 
I B I B L (E) L (E) 
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para toda bola B de JKn e para todo x E B. Portanto por 3.1.4(1), 
temos 
M#(Tf) (x) = 2 sup 
xE B 
< 2 sup 
xE B 
inf l JB Í1 Tf (y) - a IIFdy 
a E F IBI 
1 -
IBI 
< 2C I 11 f 11 00 
L (E) 
e consequentemente 
IITf IIBMO(F) 2C I 11 f 11 00 
L (E) 
PARTE 4. Se K satisfaz (Hi> então T é do tipo forte (p,p) 
00 
r ~ p < 00 • De fato, como já vimos que T é do tipo (L ,BMO), e 
hipóte~e T é do tipo forte (r, r) , então segue por 3. 4. 2 que 




4.1.5. COROL!RIO. Seja. T u.m opeJta.doJt integJz.a.i .6ingu.ia.Jt c.om nÜ.c.ieo 
K. Se K .6a.ti.6na.z (Hoo) I então T ê do tipo 6Jta.c.o (1,1) e do .tipo noJt 
te (p,p), pa.Jta. 1 < p ~r. Se K .6a.ti.6na.z (Hc!,), então T ê do tipo 
00 
noJtte (L ,BMO) e do tipo noJtte (p,p), pa.Jta. r< p < 00 • Em p~~~ 
..6e K .6a.t.i.6na.z (H
00
) e (Hc!,), então T ê do tipo noJz.te (p,p), pa.Jz.a. 
1 < p < oo. 
DEMONSTRAÇÃO. Consequência imediata de 4.1.3 e 4.1.4. 
4 .1. 6. DEFINIÇÃO. S ej a.m E, F e.6 pa.ç.o-6 de Ba.na.c.h. Um o peJz.a.doJL UneaJL 
T deninido em L
00
(JKn,E) c.om va.ioJte.6 em M(JKn,F) ê u.m opeJz.a.doJt in c -
tegJta.i .6ingu.ia.Jt do tipo c.onvoiu.ç.ã.o .6e a..6 .6egu.inte.6 c.ondiç.Õe-6 e.6tive 
Jtem .6a.ti.6neita..6: 
(ISCl) O opeJz.a.doJL T ê limitado de Lr(JKn,E) em Lr(JKn,F), pa.Jta. 
a.igu.m 1 < r < oo; 
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(ISC2) ex .. U,:te u.m núc.leo loc.a.lmen:te in:tegJtâ.vel K, deóin.ido em Jil\ {O} 
c.om va.loJte~ em· L(E,F), :tal qu.e 
(1) Tf (x) = I IKn K (x - y) f (y) dy 
pa.Jta. :toda. f E L~(IKn,E) e pa.Jta. qu.a.~e :todo x Sl suppf. 
4 .1. 7. COROLARIO. Seja. T u.m o peJta.doJt in:tegJta.l ~ing u.la.Jt do 
c.onvolu.ç.ã.o c.om nÜc.leo K. Se K .6a.:ti~6a.z 
:tipo 
(1) f IIK(x - y) - K(x)IIL(E,F)dx < C, 
lxi>IYI 
y ~ o, 
00 
en:tã.o T ê do :tipo 6Jta.c.o (1,1), do :tipo 6oJt:te (L ,BMO) e do :tipo 
6oJt:te (p,p) pa.Jta. 1 < p < oo. 
DEMONSTRAÇÃO. PARTE 1. O núcleo K(x,y) = K(x - y) é localmente in 






) E IKn x lKn \ 1:!.. Como 1:!. é fechado, então · existe 
uma bola B = (x
0 
+ lBr) x (y
0 
+ lBr) de IKn x lKn tal que Bn 1:!.= <j>. 
Se X E X o + lBr' então X + lBr = X o + lBr e portanto x+ 
+ lBr = X + y + lBr. Se 0 E xo + Yo o o + 
lBr, então X +y o o 
+ lBr 
= lBr e portanto X + lBr = Yo + o 
lBr. Assim B () 1:!. ~ <j>, o que 
uma contradição. Logo ·devemos ter 0 Sl X + y + o o 
lBr. 
Como K (z) é localmente integrável e a bola X + y + lBr o o 
compacta e está contida em lKn \{O} 1 então 
ff IIK(x,y)IIL(E;F)dxdy = 
B 





= I f IIK(z)IIL(E,F)dzdx = 
x +lBr x+y +lBr 
f f riiK(z)IIL(E,F)dzdx 
X + lBr X +y + lB . o o o o o 
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q-rn f r IIK(z)IIL(E,F)dz 
x +y +m o o 
< oo, 
e assim podemos concluir que K(x,y) é localmente integrável. 
PARTE 2. O núcleo K(x,y) satisfaz (H1 ) e (Hi). De fato, se y ~ y' 
tomamos u = x- y', v= y- y' e temos então por (1) que 
f IIK(x,y) - K(x,y')IIL(E,F)dx = 
I x-y 1 I > I y-y 1 I 
= · f IIK(x- y) - K(x -y 1 )IIL(E,F)dx 
I x-y ' I > I y-y ' I 
= f IIK(u- v) - K(u)IIL(E,F)du 
lul>lvl 
< c. 
Portanto o núcleo K(x,y) satisfaz (H1 ). Da mesma forma mostramos 
que K(x,y) satisfaz (Hi>· 
PARTE 3. Como o núcleo K(x,y) satisfaz (H1 ) e (Hi), 
4 .1. 4 temos que T é do tipo fraco ( 1, 1) , do tipo forte 
do tipo forte (p,p) para 1 < p < oo. 
então por 
00 
(L ,BMO) e 
4 .1. 8. COROLARIO. Seja. T ·um opeJta.doJt ..é..n:tegJta.l. .6..é..ngula.Jt do :t..é..po 
c.onvoluç.ã.o c.om nú.c.leo K. Se K .6a.:t..é...66a.z 
(1) IIK(x - y) - K(x)IIL(E,F) < C 
IYI , lxl > IYI, 
00 
en.tã.o T e do :t..é..po 6Jta.c.o (1,1) I do :t..é..po 6oJt:te (L ,BMO) e do :t..é..po 6oJt 
.te (p,p) pa.Jta. 1 < p < oo. 
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DEMONSTRAÇÃO. PARTE 1. O núcleo K(x,y) = K(x - y) é localmente in 
tegrável (ver a primeira parte da demonstração de 4.1.7). 
PARTE 2. O núcleo K(x,y) satisfaz (H
00
) e (H!>· De fato, se lx-y 1 l 
> IY - Y1 I então temos por (1) que 
IIK(x,y) - K(x,y 1 )IIL(E,F) = IIK(x- y) - K(x- y 1 )11L(E,F) 
= 11 K (_(x - y I ) . - ( y - y I ) ) - K (X - y I ) 11 L (E , F ) 
IY - Y1 I 
< c 
lx - yl ln+l 
1 
e portanto K (x,y) satisfaz (Hco). Da mesma forma mostramos que K(x,y) 
satisfaz (H!>· 
PARTE 3. Como o núcleo K (x,y) é localmente integrável e satisfaz 
(H
00
) e (H!), então por 4.1.5 temos que T é do tipo fraco (1,1), do. 
00 
tipo forte (L ,BMO) e do tipo forte (p,p) para 1 < p < co. 
4.2. EXTENSÃO SEQUENCIAL 
4.2.1. TEOREMA. 
g ula.JL e.6 e ( K . ) 
J 
JLa. a.lgurn 1 < r 
Seja. (Tj) 
a. .6 equênc...l.a. 
< oo e pa.JLa. 
urna. .6 equênc...l.a. de o peJLa.doJLe.6 ..l.nteg/ta..{,6 .6..l.n 
de nú.c.leo.6 a..6.6oc.i.a.do.6 •. Suponha.rno.6 que pa. 
.todo j E lN .temo.6 
(1) IIT .g 11 r 2_ C llg 11 r , 
J L (F) L (E) 
( 2 ) I 11 K j ( x , y) - K j ( x , y 1 ) 11 L (E , F) dx < C , 
I x-y 1 I > I y-y 1 I 
y ~ yl 
e 
(3) I IIKj (x,y) - Kj (x 1 ,y)IIL(E,F)dy < c, 
I y-x 1 I > I x-x 1 I 
x ~ X 1 • 
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En~ão pa~a cada 1 ~ p ~ oo, ex~~~e uma con~~an~e AP, dependendo ~o 








1 < p < oo; 
j E lN, À > O e f E L~ (lKn, E). Ma~~ a~nda, a de.6~gua! 
pode . .6 e~ e.6~end~da pa~a ~o da f E LP (lKn, E). 
DEMONSTRAÇÃO. Consequência imediata do fato que, na demonstraçãodo 
Teorema 4 .1. 4, as constantes Ap dependem somente de n, r, C e p. 
4.2.2. COROLARIO. Seja (T.) uma .6equênc~a de ope~ado~e.6 ~n~eg~a~~ 
J 
.6~ngula~e.6 do ~~po convolução e (Kj) a .6equênc~a de n~cleo.6 a.6.6o-
c.~ada. Suponhamo.6 que pa~a algum .1 < r < oo e pa~a ~odo j E lN 
~emo.6 
(1) IITJ.g 11 r 
L (F) 
< Cllgll r , 
L (E) 
oo n 
g E L c ( lK , E) ; 
e 
(2) f. IIKj(x- y) - Kj(x)IIL(E,F)dx <C, 
lxi>IYI 
En~ão pa~a cada 
m en~ e de n, r, · 
(3) 
(4) 
1 ~ p ~ oo, ex~.6~e uma con~~an~e 
C e p, ~al que 
1 < p < OO• I 
y :j o. 
AP, dependendo .60 
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e 
. ·:·.!11 __ .. 
(5) 11 TJ. f 11 BMO (F) ~ A00 11 f 11 00 , 
L (E) 
pa.ILa. :to do j E lN, À > O e f E L oo ( IKn, E) • Ma.-i..6 a.-i.nda., a. d e.6 -i.g ua..e. 
c p n 
da. de ( 4) pode .6 eiL e.6 :t end-i.da. pa.ILa. :to da. f E L ( IK , E) • 
DEMONSTRAÇÃO. Podemos concluir como na demonstração do Corolário 
4.1.7, que as condições 4.2.1(2) e 4.2.1(3) estão satisfeitas para 
Kj(x,y) = Kj(x- y). Logo o resultado segue de 4.2.1. 
4.2.3. TEOREMA. Seja. (Tj) uma. .6equêne-i.a. de ope1La.do1Le.6 -i.nt~lla.-i..6 .6-i.n 
gu.ta.ILe.6, (Kj) a. .6 equêne-i.a. de nú.e.e.eo.6 a..6.6 oe-i.a.da. e .6 ej a. 1 < q < oo. 
Suponha.mo.6 que pa.ILa. a..tgum 1 < r < oo :temo.6 
(1) IIT.gll r c llg 11 r , g E oo n j E lN; < Lc(IK , E), -J L (F) L (E) 
(2) f sup. IIK. (x,y) - Kj ( x 1 y 1 ) 11 L (E 
1 
F) dx < c, y ~ yl J J -
I x-y 1 I > I y-y 1 I 
e 
(3) J sup. 11 K. (x 1 y) - Kj(X 1 1 y)IIL(E
1
F)dy < C, x ~ x 1 • J J -I y-x 1 I > I x-x 1 I 
En:tã.o pa.ILa. ea.da. 
men:te de n, r, 
1 ~ p < 
c, q e 
oo, ex-i..6:te uma. eon.6:ta.n:te 
p, :tal que 
~~ dependendo .60 
00 
(4) l{x: 1: IIT.f. (x)ll~ > Àq}l < A1À-lll (f.)ll j=l J J - J L l (i.q (E)) 
e 
(5) 1 < p < 001 
pa.ILa. :todo À > O ~ f = (fj) E L~ ( IKn 1 lq (E)) • Ma.-i..6 a.-i.nda., a. de.6-i.-
. gua.lda.de ( 5) pode .6 eiL e.6:tendida. · pa.ILa :toda. f = (f~) E LP ( JKn 
1 
R. q (E} } • 
J 
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-DEMONSTRAÇÃO. Para cada m E m consideremos o operador linear Tm 
de L~(JKn,R.q(E)) em M(JKn,·R.~(F)) definidopor 
-(6) T (f.)= (T.f.)l<'< I 
m J J J _J_m 
Pelo Teorema 4.2.1, existe uma constante Cq, dependendo somente de 
n, r, C e q, tal que 
(7) 
-
< cq 11 g 11 q , 
L (E) 
oo n 
g E Lc (JK ,E) , 
= ( J n ~ 11 T. f. (x) 11 ~dx) l/q 
JK j=l J J 
=(~ J IIT.f.(x)ll~dx) 1/q 
j=l JKn J J 
< cq cJJKn ~ 11 fJ. (x) ll~dx) l/q 
j=l 
j E m. 
e assim Tm é do tipo forte (q,q). 
Para cada m E m consideremos agora o núcleo Km de JKn x 
x JKn\ â em L(R.q(E) ,R.q(F)) definido por 
(8) -Km(x,y) (a.) = (K. (x,y)a.)l< '< , 
J J J _J_m 
(a.) E R,q(E). 
J 
Temos que 
-(9) IIK (x,y) 11 = 
m L(R.q(E),R.q(F)) 
m 
= sup {( 1: IIKJ. (x,y)aJ.IIi>l/q; 11 (a.)ll q = 1} < 
j=l J R, (E) 
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rn q q 1/q 
< sup { ( .1; IIK. (x,y)IIL(E F)llaJ.IIE) ; 11 (à.)ll = 1} 
J=l J I J R.q (E) 
< 
-e portanto Krn é localmente integrável. 
Ternos também que 
II(K.(x,y)f.(y)1<.< 11 J J _J_rn R.q (F) 
rn 
= ( 1; IIK. (x,y)f. (y)ll~)l/q 
j=l J J 
< rnl/q sup IIK.(x,y)f.(y)IIF. 
l~j<rn J J 
Portanto, corno y '* K. (x,y) f. (y) é integrável para quase todo xf/ 
J J 
f/ supp f (ver 4.1.1(1)), então y ... (K. (x,y)f. (y) l< '< também é in J J _]_In 
tegrável para quase todo x f/ supp f. Logo segue pelo Corolário 1.1 
do Apêndice que, para quase todo X f/ supp f, ternos 
Trnf(x) = (Tjfj(x)l~j~rn 
= ( J lKn Kj. (x,y) fjCy) dy) l~j<rn 
-Consequenternente 
Rrn • 
T rn é um operador integral singular com núcleo 
Por outro lado, da mesma forma que obtemos. (9) podemos obter 
IIK (x,y) - K (u,v)ll 
rn rn L(R.q(E),R.q(F)) 
< sup 11 K. (x,y) - KJ. (u,v) 11 L(E,F) • 
l~j<rn J 
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Logo, de (2) e (3) segue que, se y # y', então 
(lO) 
< 
e se x # x', então 
(11) 
< J . 1s<~P< IIKj (x,y) -Kj (x' ,y)IIL(E,F)dy < c. jy-x' I> lx-x' I _J_m 
Com as desigualdades (7), (10) e (11) mostramos que as sequên 
cias (Tm) e (Km) satisfazem as condições do Teorema 5.2.1. Logo, pa 
ra cada 1 _::. p < oo, existe uma constante Ap , dependendo , somente 
de n, r, cq e p, tal que 
j{x : 
e 
11 (T. f. )l < . < 11 p q . < A 11 (f.) 11 
J J _J_m L (t (F))- p J LP(tq(E))' 
1 < p < oo, 
para todo mE lN, À >O e f= (fj) E L~(lKn,tq(E)). Fazendo en-
tão m tender a infinito obtemos (4) e (5}. 
4.2.4. COROLARIO. Seja (Tj) uma ~equênc~a de ope~ado~e~ ~n~eg~a~~ 
~~ngula~e~ do ~~po convolução, (Kj) a ~equênc~a de núcleo~ a~~oc~a 
da e ~eja 1 < q < oo. Suponhamo~ que pa~a algum 1 < r < oo ~emo~ 
(1) <CIIgllr , 
L (E} 
oo n 
g E L c ( lK , E} , j E lN 
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e 
(2) f supj IJKj(x- y) - Kj(x)IIL(E,F)dx <C, 
lxl>lyj 
y ;i o. 
E n.tã.o pa.!La. c.a.da. 
men;te de n, r, 
(3) I {x 
e 
1 ~ p < 
c, q e 
~, ex~;te uma. c.on~;ta.n;te 
p, ;tal que 
(4) 11 (T.f.)ll <A 11 (f.)ll p q I 
J J Lp(~q(F))- p J L (~ (E)) 
A , dependendo ~o 
p 
1 < p < ~, 
pa.Jz.a. ;todo À> O e f= (fj) E L~(mn, ~q(E)). Ma.~~ a.~nda., a. de~~­
gua.l.da.de (4) pode ~e!L e~;tend~da. pa.!La. ;toda. f·= (fj) E LP(mn, ~q(E)). 
DEMONSTRAÇÃO. Podemos mostrar facilmente que a condição 4.2.4(2) 
implica 4.2.3(2) e 4.2.3(3) para KJ. (x,y) = K. (x- y). Logo o resul 
~ 
tado segue por 4.2.3. 
4.2.5. COROLARIO. Seja. T um ope!La.do!L ~n;tegJz.a.l. ~~ngul.a.Jz. c.om nÜ.c.leo 
K ~a.;t~~6a.zendo (H1 ) e (Hi>· Se 1 < q < ~, en;tã.o pa.Jz.a. ;toda. f = 
= (fj) E L~(mn, ~q(E)) e À > O, ;temo~ 
(1) 
e 
(2) 1 < p < ~. 
DEMONSTRAÇÃO. Consequência imediata da aplicação do Teorema 4.2.3 
às sequências constantes T. = T e K. = K. 
J J 
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4.2.6. COROIARIO. Seja T um opeJtadoJt i.n.tegJtat .6-i.ngulaJt do Upo c.on 
voluç.ão c.om nÜ.c.l.eo K .6a;ti..6~azendo 4.1.7(1) e .6eja 1 < q <co. En-




(2) 1 < p < co. 
Mai.-6 a-inda, a de.ói.guatdade (2) pode .óeJt e.6;tendi.da paJta toda 
E Lp ( lKn, R. q (E) ) • 
f= (f.) 
J 
DEMONSTRAÇÃO. Consequência imediata da aplicação do Corolário 4.2.4 
às sequências constantes T. = T e K. = K. 
J J 
e 1 < q < co como no Corolário 4.2. 7. OBSERVAÇÃO. Sejam T, K 
4.2.6. Se 1 < r < co e c > O sao constantes tais que 
e 
11 Tg 11 ~ C 11 g 11 r , 
Lr(F) L (E) 
f IIK(x - y) - K(x)IJL(E,F)dx ~C, 
lxl>lyl 
y ~ O, 
então a constante Ap do Corolário 4. 2. 6 depende somente de n 1 r 1 
C, q e p. 
CAPÍTULO 5 
APLICAÇÕES ÀS FUNÇÕES MAXIMAIS 
Neste Capítulo aplicamos o resultado sobre extensão sequencial 
de um operador integral singular do tipo convolução, demonstrado no 
Capítulo 4 (Corolário 4.2.6), para obter teoremas maximais dos ti-
pos de F. Zó e de Fefferman-Stein, no contexto dos corpos locais. 
Os trabalhos [ 22] , [ 4 ] , [ ,5 1 , [ 19.1 , [ 6 1 e [ 151 são referên-
cias para o caso do JRn. 
5.1. O TEOREMA MAXIMAL DE F. ZO EM CORPOS LOCAIS 
5 .1.1. DEFINIÇÃO. Seja I{J E L l ( IKn) e paJr.a c.ada 
lfJt(x) = ltl-nlfJ(t-1x). Enzão, o opeJr.adoJr. rnax~rnal 
L~ ( IKn) , ê dado poJr. 
supj (f *"'t) (x) 1. 
t~ o 
t E IK* zornemo-6 
M"', de6~n~do .6obJr.e 
5.1.2. OBSERVAÇÃO. Se lfJ E 
(1,1) e do tipo forte (p,p), 
de centro na origem de IKn 
que llfJ(y) I ~C q.t.y. Então 
L~ (IKn) , então M"' é do tipo fraco 
1 < p < 00 • De fato, seja B uma bola 
tal que supp lfJ c B e seja c > O tal 
e portanto 
(1) llfJt(y) I = ltl-nllfJ(t-1y> I < cltl-ni
8
(t-1y) 
= cltl-nit8 (y) = CIBI ltBI-
1ItB(y) 
para quase todo y E IKn. Logo 
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< cjBjjtBj-l f jf(x- y) jdy 
tB 
= CIBI ____ l___ f jf(y) ldy 
lx+ tBI x+tB 
~ cjBjMf(x) 
n para todo x E 1K • Consequentemente segue por 2 .1. 2 que 
tipo fraco (1,1) e do tipo forte (p,p), para 1 < p < oo. 
é do 
5.1 • .'3. OBSERVAÇÃO. Se 'P E CC (lKn) e f E L~ (lKn), então a aplica-
çao t ++- (f* l))t) (x) é contínua para todo x E lKn. De fato, fixemos 
t E 11<* 1 x E lKn e seja (tj) uma sequência de elementos de 11<* con 
vergindo para t. Como . .p é contlnua então as funções y ++- f(x-y);,ót. (y) 
. J 
convergem pontualmente para a função y ++- f(x - y).pt(y). 
Seja jo 
j > • Jo e y E 
E]N tal que 
lKn I temos por 
lt.l = I ti 
J 
5.1.2(1) que 
para j > j • Então para - o 




I'Pt_, (y) I 
J 
< llfii 00Citjl-nit.B(y) 
J 
Portanto, segue pelo Teorema da Convergência Dominada que 
= iim f n f(x - y).pt (y)dy 
j+Q) 1K j 
= ~ im (f * .p t . ) ( x) 
J+OO J 
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e consequentemente a aplicação t -+ (f* cpt) (x). é continua para todo 
X E JKn. .'• .. -
5.1.4. TEOREMA. Seja. 
(1) y # o. 
En~ão, dado~ 1 2 p < ~ e 1 < q < ~, exi~~e uma. con~~a.n~e 
pendendo ~omen~e de n, llcp 11 1 , c, q e p, ~a.l que 
(2) 
e 
(3) 11 (Mcp f . ) 11 p q < A 11 (f . ) 1J p q , 
J L (~ ) - p J L (~ ) 
1 < p < ~, 
A de-
P 
pa.Jta. ~o do À > O e f = (f.) E L~ (JKn, ~q). Ma.i~ ainda., a. de~ igual 
J c 
da.de (3) pode ~ eJt e.~~endida. pa.Jta. ~o da. f = (f.) E LP (JKn, ~q). 
J 
DEMONSTRAÇÃO. PARTE 1. Devido a continuidade da função t -+ f* «Pt (x) 
(ver 5.1.3), é suficiente calcular o supremo na definição de Mcp, 
sobre um subconjunto enumerável e denso V = { t. : j E lN} de JK*; 
J 
isto é, 
Mcpf (x) = sup I (f * cpt) (x) I · 
j E lN . 
Consideremos os operadores 
sup ICf*cpt )(x)l. 
12j<m j 
Temos então que M:f (x) t Mcp f (x) para todo x E JKn. Portanto, obte!!, 
do estimativas para M:f independentes de m, estaremos obtendo.tam 
bém estimativas para Mcpf. 
PARTE 2. Para cada m E lN consideremos o operador linear Tm , de 
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(4) = (f * 'P t . ) 1 < j <m 1 
J --
Temos por 1. 5 • 3 que II.P t 11 1 = II.P 11 1 
* . para t E lK 1 portanto 
e consequentemente o operador Tm está bem definido. 
co n 
Por outro lado, se f E Lc (lK ) , temos 
(5) = sup ess sup I (f *'Pt) (x) I 
x E lKn l~j<m j 
< supess sup llfllco II~Pt.lll 
x E ]Kn l~j<m J 
= II~PII1 llfllco 
co co co 
e portanto Tm é do tipo forte (L ,L (R. ) ) • 
PARTE 3. Para cada m E lN consideremos o núcleo 
co 
L(~,R.m)' definido por 
(6) Km (x) À = (.pt. (x) À) l< '<m, 
J _J_ 
À E ~. 
O núcleo Km é integrável pois 
f . IIK (x)ll dx =f sup I~Pt (x)ldx lKn m L(~~", nco) lKn 1<. . "' )1., _J<m J 
K , de 
m 
< ~ f n I'Pt. (x) jdx = m II.P 11 1 <co. 
l~J<m lK J 
em 
Mais ainda, se f E L~ (JKn), então f * 1/Jt é integrável e . portanto 
o Teorema de Fubini implica que, a aplicação y ~ 1/Jt(x- y)f(y) é 
integrável para quase todo · x e JKn. Logo 
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y # sup l~t. (x - y)f(y) I = 
l~J~m J 
11 (~t (x- y)f(y)) 11 w 
. j l~j~m R. 
é integrável para quase todo x E JKn. Assim segue pelo Corolário 11 
do Apêndice que 
Tmf (x) = ((f * ~ t.) (x)) l<j<m 
J --
= (I n ~t. (x- y)f(y)dy)1<j<m 
JK J --
para quase todo 
gral singular do 
por (1) que 
n . 
x E JK • Consequentemente 
tipo convolução com núcleo 
( 7) J 11 Km (X - y) - K (X) 11 co dx 
lxl>lyl m L(<J:,t ) 
Tm é um operador inte-
Km • Além disso, temos 
~ J sup l~t(x- y) - ~t(x) ldx ~C, 
lxl>lyl t~ 0 
para todo y ~ O e m E lN. 
PARTE 4. As desigualdades (5) e (7) mostram que os operadores Tm' 
juntamente com seus núcleos K , satisfazem as condições do Corolá m -
rio 4. 2. 6. ·Portanto, dados 1 ~ p < co e 1 < q < co, ~existe uma 
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1 < p < co, 
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para todo À > O, m E lN e 
co n q 
f = (f . ) E L ( IK , R. ) • Como 
J c 
e 
"' = 11 (M f). ) 11 p q , m L (R. ) 
então fazendo m tender a infinito em (8) e (9), obtemos (2) e (3). 
Além disso, a desigualdade (9) pode ser estendida para toda f = 
= (fj) E Lp (IKn, R.q) e consequentemente o mesmo ocorre com a desigual 
dade (3). 
5.2. O TEOREMA MAXIMAL DE FEFFERMAN-STEIN EM CORPOS LOCAIS 
O seguinte teorema é o equivalente para corpos locais de um 
resultado profundo devido a Fefferman e Stein (ver [ 4 ] ) • 
5.2.1. TEOREMA. O ope4ado4 max~mal de Ha4dy-L~~~lewood ve4~6ca a~ 
~egu~n~e~ de~~gualdade~ ve~o4~a~~ pa4a 1 < q ·< co: 
(1) I {x : 11 (Mfj(~)) 11 R,q > À} I < 
e 
(2) 11 (Mf . ) 11 q < A 11 (f . ) 11 p q I 
J Lp(R, ) - p J L (R, ) 
1 < p < co, 
co n q 
pa4a ~odo À> O e f= (f.) E L (IK ,R. ) 1 onde a con~~an~e J c 
pende ~omen~e de n, q e p. Ma~~ a~nda, a de~~gualdade (2) 
~e4 e~~end~da pa4a ~oda f = (fj) E LP(IKn 1 R.q). 
DEMONSTRAÇÃO. Tomemos cp = 4> • Se o . I x I > I y I 1 então 
I -1 I -1 -1 t (x- y) = lt I lx- Yl = lt lmax{lxi~IYI} 
e portanto 
I I 1-n I -1 -1 I l~t(x- y) - ~t(x) = t t 0 (t (x- y)) - t 0 (t x) =O 
e consequenternente 
(3) I · sup l~t(x- y) - ~t(x) ldx =O. 
lxl>lyl tF 0 
Por outro lado, ternos 
= ftl-n J lf(x -y) ldy = ltl-n I lf(y) ldy 
IYI~Itl ly-xl~ltl 
e assim 
(4) M~(lfl)(x) = sup <lfl*~t)(x) 
tFO 
= sup I t 1-n f I f (y) I dy 
t F 0 I y-x I~ I t I 
= sup cf-n f I f (y) I dy 
kE ?l ly-xl<q-k 
= Mf(x). 
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De (3) segue que o operador maximal M~ verifica as desigual 
dades 5.1.4(2) e 5.1.4(3). Logo por (4) segue então que o operador 
maximal de Hardy-Littlewood verifica (1) e (2). 
I 
CAPITULO 6 
TRANSFORMADA DE FOURIER E DISTRIBUICÕES SOBRE Kn 
~ 
Neste Capítulo enunciaremos os resultados básicos das teorias 
e 2 b n b... d d' L da transformada de Fourier so re lK e tam em as 1s-
tribuições sobre lKn. Nosso objetivo é ter uma referência explíci 
ta de resultados que serão aplicados nos capítulos posteriores. 
Todos os resultados aqui apresentados fazem parte dos Capítu-
los 2 e 3 de [ 18.] . 
6 .1. A TEORIA L l DA TRANSFORMADA DE FOURIER 
Para introduzirmos a 
deramos fixado um caracter 
noção de transformada 
X do grupo aditivo 
de Fourier, consi-
lK+, trivial sobre 
ID, mas não trivial sobre 
n 
m-1 . O grupo lKn será identificado com 
lK por intermédio do isomorfismo y ++- X y (ver 1. 6. 6) . 
6.1.1. DEFINIÇÃO. A ~~an~óo~mada de Fou~~e~ de f E L1 (lKn) ê de-
ó~n~da po~ 
(1) 
6.1.2. EXEMPLO. Se fa.(x) = lxla.q>
0
(x), x E lK, então fa. E Lp(lK) se 
e somente se a + 1/p > O. Para a + 1 > O a transformada de Fourier 
de fa é dada por 
6.1.3. TEOREMA. 
1 - (a.+l) -q 
ct 
1 - q 
-l· - (a+l) -q 
"' A apl~caçã.o f -!+ f 
se I X I < 1, 
se lx I > 1. 
e um ope~ada~ l~nea~ l~m~~ado 
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e.m e. 
(1) " " f 1100 ~ 11 f 11 1 ' 
" f e. unióoJtme.me.n.te. c.on.t:Znua.. 
6.1.4. TEOREMA. Se. e. e. 
" (Xhf)" = Thf. 
6.1.5. NOTAÇÃO. Designaremos por S(~n) o espaço de todas as com-
binações lineares finitas de funções da forma T h ~k , h E ~n, k E :zz. 
6.1.6. TEOREMA. Se.ja. H um .&ubc.onjun:to de.n.&o de. ~n. Então .todo 
e.le.me.n:to g E S(~n) e. da. óoJtma. 
r r 
g = 1; aj.-rh. ~k = 1; a.I 
j=1 j=1 J h .+IBk I J J 
onde. a. E <r, =f O, h. E H, r E lN, k E:ZZ e. lhj h. I > -k pa.-a. - q J J J l. 
Jta. j =f i. 
6.1.7. NOTAÇÃO. Designaremos por C (~n) o espaço de todas as fun 
n o 
ções contínuas de ~ em lt que se anulam no infinito, isto é, 
f E C (~n) se e somente se, f é contínua e f (x) ~ O uniformemen o 
te quando I x I ~ oo. Consideramos C
0 
(~n) munido da norma.de L00(lKn). 
6.1.8. TEOREMA. O e..&pa.ç.o S (1Kn) ê uma. â.lge.bJta. de. 6unç.Õe..& c.ontZnuM 
que. .&e.pa.Jta. ponto.&. Con.&e.que.n:te.me.n:te. S(1Kn) ê de.n.&o e.m c
0
(1Kn) e. 
:ta.m b ê.m e.m LP ( ~n) , 1 ~ p < oo • 
6.1.9. OBSERVAÇÃO. Para todo k E 7l temos ~ = q-kn"' 'i'k 'i'-k 
6 .1.10 •. DEFINIÇÃO. O o pe.JtadoJt de. dila.:taç.ão ôk e. de.6inido paJta :t2._ 
do k E 7l poJt ( ôkf) (x) = f (1Tkx) , onde. f ê uma. 6unç.ão .& obJte. ~n. 
6.1.11. TEOREMA. Se. e. k E :zz, e.n:tão 
67 
6.1.12. TEOREMA (Riemann-Lebesgue). Se f e L1 (lKn), en-tão f(x) ~ O 
un.i6oJLmemen..te quando fxl ~ to. 
6.L.l3. DEFINIÇÃO. Sejam f, g : lKn ~ a:. O pl!.odu..to de c.onvoluç.ã.o de 
f poll. g e de6.in.ido (quando a. .in..tegl!.a.l ex..i..6..te) pol!. 
(1) (f*g)(x) =I f(x- y)g(y)dy. 
lKn 
p n· p' n 
6.1.14. TEOREMA. Seja.. f e L (lK ) ·' 1 ~ p ~to. Se g e: L (lK ) , 
1/p + 1/p' = 1, en..tcio f* g ê urúóoJtmemúz.te c.onúnua.. Se g e L1 (~), en&o 
(1) llf*gll < llfll llglll. p- p 
6.1.15. TEOREMA. 
(1) 
1 n 6.1.16. TEOREMA (Fórmula deMu1tiplicação). Se f.,ge L (lK ), en-
..tcio 
(1) I lKn f ( ~) g ( x) dx = J lKn f ( x) g ( x) dx. 
6.1.17. DEFINiçKO. Pa.ILa. kE?Z 
I g(y)dy. 
IYI ~q-k 
(1) ·~ (g) = 
6 .1.18. TEOREMA. Se f E L l (lKn), en..tcio ~ (fXx) ~ f (x) 
quando k ~ to. Em pa.JL..t.ic.ula.IL, a. c.onvel!.gênc..ia. oc.oJLILe em :todo 
c.on..t.inu.ida.de de f. 





6.1.20. COROLARIO. Se f E L1 (mn) 1 f> O e f ê eon~lnua em O, 
en~ã.o f E L1 (mn) e 
(1) 
~ 
pa.Jta ~o do pon~o ILegulaiL x de f. 
6 • 2. A TEORIA L 2 DA TRANSFORMADA DE FOURIER 
(1) 
" 6.2.2. OBSERVAÇÃO. Segue pelo Teorema 6.2.1 que a aplicação f ~ f 
é uma imersão isométrica de L1 (mn) n L2 (mn) em L2 (mn). Como 
L1 (mn) n L2 (mn) é denso em L2 (JKn) 1 então podemos estender a 
transformada de Fourier para todo L2 (mn). 
6.2.3. DEFINIÇÃO. A ~ILan~noJLmada de FouiL~eiL de f E L 2 (JKn) ê den~ 
n~da poiL 
(1) " f(x) = lim (ft_k)"(x) = lim 
k+co k+~ f f(y)X (y)dy k X IYI<q . 
6. 2. 4. TEOREMA (Fórmula de Multiplicação) • Se f 1 g E L 
2 ( JKn) 1 então 
(1) 
6.2.5. TEOREMA. Se 
" <xhf) "'(x) = (Thf) (x) 
x e mn. 
f E L2 (mn) 1 
e ( ôkf) "'(x) 
en~ã.o. (Thf)"'(x) = 
- ... 
Xh(x)f(x)l 
kn " = q (ô_kf) (x) pa!La qua~e ~odo 
6.2.6. TEOREMA. A ~ILan~no!Lmada de FouiL~eiL ê um ope!LadoiL un~~ã.JL~o 
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6.2.7. NOTAÇÕES. A aplicação inversa da transformada de Fourier s~ 
bre L2 {llin) será denotada por f~ fv e o operador reflexão apli-
n -cado a uma função f sobre lli por f {x) = f(- x). 
6.2.8. TEOREMA. Se f, g E .L2 (llin), então 
(1) 
e 
(2) J llin f (x) g {x) dx = J llin f {x) g {x) dx ( FÕJLmu.e.a de PR..anc.heJLel) • 
6. 2. 9. TEOREMA. Se f E L2 {llin), então 
f(x) = lim J f{y)Xx{y)dy, 








"'"' (f *g)"' = fg 
1 n -g E L (lli ) , en:tao 
q.s. 
6.3. DISTRIBUIÇÕES SOBRE llin 
6.3.1. TEOREMA. Temo.6 que '()E S(llin) .6e e .6omen:te .6e ex.i.6:tem ~~ 
k E ?l, i < k, :ta.i-6 que, suppcp c mt e. '() ê c.on.6:tan:te .6ob :tJLan.6-
R..aç.Õe.6 de - mk, .i.6:to ê, '() (x + y) = cp (x) paJLa :todo x E llin e y E mk. 
6.3.2. TEOREMA. Se 
R, 
e supp '() c JB , então 
-R, A -k 
JB e supp cp c m • 
c,o E S (llin) ê c.on.6:tan:te .6ob :tJLan.6R..aç.Õe.6 de mk 
:P E S {llin), i; ê c.on.6:tan:te .6ob :tJLa.n.6R..aç.õu de 
6.3.4. OBSERVAÇÃO. Como S{JKn) C Ll(JKn) n L2 {llin), então se cp E 
E S ( llin) , segue por 6 .1.1 { 1) e 6. 2. 8 { 1) que 
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e :p (x) = I n '() (y) Xx (y} dy 
:JK . 
'P v (x) = I :n<n '() (y) Xx (y) dy. 
6.3.5. NOTAÇÃO. Sejam k, 
de S ( :n<n} das funções '() 
R. E lN. Denotaremos por 
tais que supp '() c JB-R. 
SR. o subespaço 
e por sk,R. o 
subespaço de SR. das funções '() constantes sob translações de mk. 
Consideramos sk,R. com a topologia da convergência uniforme, 
S 1 com a topologia limite indutivo dos espaços (Sk, R. )k E lN e S ( :n<n) 
com a topologia limite indutivo dos espaços (SR.) R. E lN • 
6.3.6. TEOREMA. A .6equ.ê.nc.-i.a ('P.) c.onvell.ge paJz.a zeJz.o em S(:n<n} .6e 
J 
e .6 om en.t e .6 e 1 '() • -+ O u.n-i. 6 oJz.m em en.te e ex.-i..6 .tem k, R. E 2Z .ta-i..6 q u. e 1 
J 
l{)j e c.on.6.tan.te .60b .tJz.an.6laç.Õe.6 de mk e suppi{Jj c JBR, paJz.a .todo 
j E lN. 
6.3.7. TEOREMA. 0 e.6paç.o S(:n<n} e completo e .6epaJz.ã.vel. 
6.3.8. TEOREMA. A .tJz.an.66oJz.mada de Fou.Jz.-i.ell. e u.m homeomoJz.6-i..6mo de 
S ( :n<n ) .6 o b ll. e S ( :n<n } • 
6.3.9. TEOREMA. 
m eomoJz.6-i..6m o.6 de 
A.6 apl-i.c.aç.Õe-6 
S ( :n<n) .6 o bJz.e 
e h E :n<n 1 .6ao ho-
6.3.10. TEOREMA. 0 e.6paç.o S (:n<n) e den.óo e e.6.tã. c.on.t-i.nu.amen.te c.on 
.t-i.do em C
0 
( :n<n} . e em LP ( :n<n} , 1 2_ p < QO. 
6 • 3 .11. DEFINIÇÃO. Uma d-i..6 .tJz.-i.b u.-i.ç.ão .6 o bll. e :n<n e u.m 6 u.nc.-i.o na i l-i.-
neall. c.on.tZnu.o .6obll.e S (:n<n). 
por 
f E 
O espaço de todas as 
S' (:n<n) • Consideramos 
S ' ( :n<n ) e '() E S ( :n<n ) , 
da por (f,!{)). 
distribuições sobre :n<n será denotado 
S' ( :n<n) munido da topologia fraca. Se 
então a ação de f sobre I{) será denota 
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6.3.12. DEFINIÇÃO. Seja f E S 1 (~n}. A ~~an~6o~mada de Fou~~e~ de 
f ê O 6unc.~onat t~nect~ f deó~n~do po~ (f ,!p) = (f,~}, IP E S (:nf} • 
A ~nve~~a da ~~a.n~ óo~mada de Fou~~e~ de f ê o 6unc.~onal .e.~­
nea~ fv deó~n~do po~ (fv,~P} = (f,~Pv}, ~P E S(~n). 
6.3.13. DEFINIÇÃO. Sejam f E S 1 (~n) e h E ~n. 0~ 
.e.~nea~e~ f e Thf ~ia deó~n~do~ po~ <l,~P) = (f,~) e 
n = (f,T_hf), lp E S(~ ). 
6unc.~ona~~ 
(Thf,IP) .= 
6.3.14. TEOREMA. A~ apt~c.aç.Õe~ f ++-f, f++- f e f++- Thf, h E~n, 
~ão homeomo~ó~~mo~ de S' (~n) ~ob~e S 1 (~n}. 
6.3.15. DEFINIÇÃO. Sejam f E S' (~n) e 1P E S(~n). 0 p~odu~o 
f~P = ~Pf ê deó~n~do c.omo ~endo o 6unc.~ona.e. .e.~nea~ (f~P,~) = (f,~P~}, 
~ E S (~n) • 
6. 3.16. NOTAÇÃO. Designaremos por OM o espaço das funções local-
mente constantes, isto é, f E OM se e somente se, existe k E ~ 
tal que f é constante sob translações de JBk. 
6.3.17. TEOREMA. Temo~ que 
ex~~~e k E ~ ~a.e. que Thf 
f E O M ~ e e ~ o me n~ e ~ e, f E S 1 ( ~n) 
= f pa~a ~o do h E mk. 
e 
6.3.18. NOTAÇÃO. Denotaremos por OC 
com suporte compacto, isto é, f E OC 
k E ~ tal que f ~k = f • 
6.3.19. TEOREMA. Temo~ que f E OM 
pa~~~c.u.e.a~, f E SI (~n) e T f = f 
A A 
h 
~e ~e ~-kf = f. 
o espaço das 
se f E S 1 (~n} 




f E Em oc. 
pa~a ~o do h E JBk ~e e ~ omen-
6.3.20. DEFINIÇÃO. Se f E S 1 (~n) e 1P E S(~n}, deó~n~mo~ f *IP = 
= (i.P} v • 
6.3.21. TEOREMA. Se f E S 1 (~n} e ~P E S(~n}, en~ã.o ~ao equ~va­
.e.ente~: 
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(1) "'"' (f * I{J) "' = fi{J ; 
-(2) (f * I{J, 1/J) = (f ,I{J * 1/J), 
6. 3. 2 2 • TEORE1>1A. Se. I{J E S ( lKn) , e.n:tã.o a. a.pl.ic.a.ç.ã.o -f'* f *lfJ e. c.on 
:tJ.nua. de. S' ( lKn) e.m S' ( lKn) • 
6.3.23. DEFINIÇÃO. Se. lfJ E OM e. f E S' (lKn), de.6-in-imo.6 I{Jf = fi{J 
p o JL ( lfJ f , 1/J) = (f , lfJ 1/J) , 1/J E S ( lKn) • 
6.3.24. DEFINIÇÃO. Se. f E S' (lKn) e. lfJ E OC, de.óbúmo-6 f*lfJE S'(:nf) 
poJL (f* I{J) = (f~) v. 
6. 3. 25. TEOREMA. Se. lfJ E 0 C , e.n:tã.o a. a.pl.ic.a.ç.ã.o f '* f * I{J e. uma. 
a.pl-ic.a.ç.ã.o c. o n:tZnua. de. S ' ( lKn) e.m S ' ( lKn) • 
CAPÍTULO 7 
APLICAÇÕES ÀS INTEGRAIS SINGULARES ClASSICAS 
Este Capítulo tem como objetivo recuperar resultados sobre op§:_ 
radores integrais singulares com núcleos clássicos do tipo Calderón-
Zygmund sobre corpos locais, apresentados por K. Phillips M. 
Taibleson em [111 e estender o conceito de transformada de Hilbert 
sobre corpos locais introduzido por K. Phillips em [10]. 
Na Seção 1 enunciamos um resultado devido a Phillips-Taibleson 
([11 ]), que tem uma demonstração clássica, utilizando transformada 
de Fourier. 
Na Seção 2 demonstramos uma desigualdade de Fefferman-Stein e 
a desigualdade de M. Cotlar, no contexto dos corpos locais. Os tra~ 
balhos [ 6 ] e [ 7 ] são referências para o caso do lRn. 
Nos Teoremas 7. 3.1 e 7. 3. 2, recuperamos o _Teorema 3.1 de [ 11 ], 
utilizando resultados sobre operadores integrais singulares demons-
trados no Capítulo 4 e resultados da Seção 2. Em 7.3.2 e 7.3.3, da-
mos novas condições para a convergência quase sempre e para a cont! 
nuidade Lp do operador maximal L*, utilizando os resultados daS§: 
ção 2. Além disso, demonstramos em 7.3.1, que o operador considera-
co 
do em [11], é também do tipo forte (L ,BMO). 
O conceito de transformada de Hilbert sobre os corpos ~p 
SP , introduzidos por K. Phillips em [ lOJ , é estendido na Seção 




Hilbert sobre corpos locais são demonstradas e mostramos algumas si 
militudes com a transformada de Hilbert real. 
7.1. OPERADORES INTEGRAIS SINGULARES CLÂSSICOS SOBRE CORPOS LOCAIS: 
TEORIA L2 
Neste Capítulo consideraremos símbolos w(x) sobre ~n veri-
ficando w (x) = w (7Tjx) para todo j E 7l, x E ~n, e 
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f w (x) dx = 1. 
lxl=l 
No que segue, ~(x) será o núcleo do tipo Calderón-Zygmund dado por 
~(x) 
w(x) = I 
lxln 
x E lKn \{O}, 
e ~k(x) o núcleo truncado 
~k(x) I k (x), 
{y: IYI~q- } 
k E lN. 
7.1.1. DEFINIÇÃO. PaJta c.ada x E lKn\ {O} de6.in.<.mo.6 s(x) E 1l e x* 
poJt 
(1) lxl = q-s(x) 
e 
(2) * -s(x) X = 1T X. 
7.1.2. TEOREMA. Suponhamo-6 que 
(1) sup .; f lw<x + 1rjy) - w(x) ldx < 00 • 
IYI=l J=l lxl=l 
Se 
que 
f E L 2 (lKn), en;tão ~k *f E L2 (IKn) e ex.i.õ;te Lf E L 2 (IKn) 
~k * f c.onv eJtg e na noJtma de L 2 ( IKn) paJta L f. Ma..L-6 a.<.nda, 
;tal 
DEMONSTRAÇÃO. Ver primeira parte da demonstração do Teorema 3.1, 
pág. 215, [ 11 ]. 
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7.2. AS DESIGUALDADES DE FEFFERMAN-STEIN E OE COTLAR 
7.2.1. DEFINIÇÃO. Seja. T um opelta.dolt in.tegJta.l .6-i.ngula.Jt c.om nú.c.leo 
K. Va.do 1 <r< oo, d-i.Jtemo-6 que K veiL-i.6-i.c.a. (Hr) .6e ex.-i..6 . .te uma. .6e-
quênc.ia. (Cj) E t 1 , .ta.l qué 
(1) 
pa.Jta. .todo j _:: 1 e y, y' E lKn, y 'F y'. Ainda. ma.-i.-6, d-i.Jtemo.6 que K 
veJt-i.6-i.c.a. (H~), 1 <r< oo, ·.6e K' (x,y) = K(y,x) veiL-i.6-i.c.a. (Hr). 
7.2.2. DEFINIÇÃO. Va.do-6 
··~rf · = {M (li f (x) 11~) }l/r. 
f E L l (lKn E) 
loc ' 
e 1 < r < oo, 
7 • 2 • 3.. OBSERVAÇÃO . Se 1 ~ p < r < oo e 1 n f E Lloc (lK , E), então se 
gue pela desigualdade de HÕlder que Mpf(x) ~ Mrf(x) para todo x. 
-7:2.4. DEFINIÇÃO. Seja. T um opelta.doJt -i.n.tegJta.l .6-i.ngula.Jt c.om nú.c.leo 
K. O opeJta.doJt ma.x.ima.l T* ê de6-i.n-i.do pa.Jta. .toda. f E L~ (lKn, .E) polt 
T* f (x) = sup IJ.Tkf(x) 11 F 
k E 7l . . 
onde 
Tkf(x) = J · K(x,y)f(y)dy, 
ly-xl>q-k 
k E ?l. 
7.2.5.· TEOREMA. Seja. T um ope1ta.do1t in.tegJta.l .6-i.ngula.Jt c.om nú.c.leo 
K, limi.ta.do de Lr(lKn~ E) em Lr(lKn,F) pa.Jta. a.lgum 1 < r< oo. Se o 





pa.ll.a. toda. f· E L~ (lKn, E), onde a = max{r, s'}. 
,.,~ oo n n 
DEMONSTRA~O. PARTE 1: Fixemos f E Lc (lK , E), x
0 
E lK e k e~. 




Como T é limita do de L r ( lKn 
I E) em L r (lKn, F) , então temos pela 
desigualdade de Holder que 
- . 





< 2qkn 11 Tg 11 r 11 ·r. ~k 11 , 
L (F) xo r 
< .2C qkn/r llg 11 
- r L~(E) 
Por outro lado, se x E x + mk e 1 < s < oo, en'tão o 
por 7.2.1(1) e pela desigualdade de Holder que 
segue 





J . IIK(x,y) -K(x0 ,y)IIL(E,F)ilh(y)IIEdy 
J- I y-x I =qJ I x-x I 
o o . 
00 
< 1: C.( 
j=1 J 
1 f. "h(y)":'dy)1/s' 
·n n J 
qJ lx-x I ly-x l<q lx-x I o o- o 
00 
< 1: C.M ,h(x) = CM ,h(x ). 
j=1 J s o s o 
k Agora, se x Ex + m e s = oo, então segue por 4.1.2(2) que o 
(6) "Th (x) - Th(x0 )"F ~ 
00 
f . < 1: C' - j=1 ly-x l=qJix-x I o o 
()() 
< C' 1: q-j ( 
1 
- j=1 lx-xolnqjn 
00 
< C' 1: q-jMh(x ) 
j=1 o 
< C11 Mh(x ) < C11M h(x ) . - o - s' o 




para todo x e x
0 
+ mk 1 e portanto 
(7) # Mk(Th) (x ) < 2DM ,h(x ) • o - s o 
De (3) 1 (4) e (7) segue então que 
e consequentemente 
PARTE 2. Temos que 
Th ( x
0




Então para X E XC + mk I temos 
IITf(x) - Tkf(x
0






!( C M f(x ) - r r o 
qkn J 11 Tf (x) T f ( ) 11 d - k XO F X 2 
lx-x l<q-k o-






sup IITkf(x )IIF 
kE 7l 0 
7.2.6. OBSERVAÇÃO. A desigualdade 7.2.5(1) é a versao de uma desi-
gualdade de Fefferman-Stein para corpos locais e 7. 2. 5 (2) é a_.versão 
da desigualdade de M. Cotlar para corpos locais. 
7.2. 7. COROIARIO. Seja T um opeJr.adoJr. .<.n.tegJr.aR.. .6.inguR..aJr. c..om núc.R..eo 
K, do .tipo óoJr..te (r,r) palr.a .todo 1 < r < co. Se o núc..R..eo K .6a.ti.6-
6az (H') pa1r.a algum 1 < s <co, então ·s 
(1) IIT*f 11 < B 11 f 11 p p p 
palr.a .to da f E LP ( JKn, E) e p > s ' • 
DEMONSTRAÇÃO. Sejam f E L~(lKn,E) e p > s'. Então por 2.1.2(2), 
temos que 
s' 1/s' 2 Ap/s, 11 11 f (x) 11 E 11 p/s, = Ap/s, 11 f 11 p 
L (E) 
e 
IIM(Tf) 11 < A IITf 11 • 
p- p Lp(F) 
Segue então por 7.2.5(2) e pela hipótese que 
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IIT*f 11 < c I IlM ,f 11 + IIM(Tf)llp 
p s s p 
.' .. -
< cs,Ap/s' llfll P +A IITfll 
L (E) p Lp(F) 
< Cs 1Ap/s 1 11 f 11 p + APDP 11 f 11 p 
L (E) L (E) 
Como o operador T* é do tipo forte (p 1 p) 1 s 1 < p < oo 1 então T* po 
de ser estendido continuamente a todo Lp(llin 1 E) 1 s 1 < p < oo 
7.3. OPERADORES INTEGRAIS SINGULARES CLÂSSICOS SOBRE CORPOS LOCAIS: 
TEORIA Lp 
7.3.1. TEOREMA. Suponhamo.6 que w(x) vvr.i6ique. a c.ondição_ 7.1.2(1). 
Se. f E Lp ( llin) , e.n:tão 1/Jk * f E LP ( llin) e. e.xi.6 :te. L f E LP ( llin) :tal 
que. tPk*f c.onve.Jr.ge. na noJr.ma de. LP(llin) paJr.a Lf. Alêm di.6.6o, pa-
Jr.a c.ada 1 < p < oo, e.xi.6:te. uma c.on.6:tan:te. A de.pe.nde.ndo .6ome.n:te. de. 
- p 







I (1/Jk * f) (x) I > À} I 2_ A1 À -
1 
11 f 11 1 ; 
ILf(x) I >À} I-~ A1 À-
1 
llfll 1 ; 
111/Jk * f 11 < A 11 f 11 I p- p p 
11 Lf 11 p < A 11 f 11 I - p p 
1 < p < 00• I 
1 < p < oo; 
( 3) 111/Jk * f 11 BMO ( JR) ~ A00 11 f 11 00 ; 
( 3 
1
) 11 Lf 11 BMO ( JR) ~ A00 11 f 11 00 1 
paJr.a :toda f E L~ (llin) 1 k E JN e. À > O. Ainda mai.6, a.6 de..6igual-
dade..6 (2) e. (2') .6ão .6a:ti.66e.i:ta.6 paJr.a :toda f e LP(llin). 
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DEMONSTRAÇÃO. PARTE 1. Corno consequência do Teorema 7.1.2, ternos 
que os operadores f # 1Pk * f, f # Lf estão bem definidos para toda 
f E L~(JKn) e que são uniformemente limitados de L2 (JKn) em L2 (:nf). 
PARTE 2. Seja f E L
00
(JKn). Se x f/. suppf, então existe c 
tal que (x + mr ) n supp f = <1>. Logo para k > r, ternos 
(lJJk *f) (x) = I n 1Pk (x - y) f (y) dy 
.JK 
r E ~ 
= I 1P (x - y) f (y) dy + J 1JJ (x - y) f (y) dy 




q ~ y-x ~q y-x >q 
J ljJ(x - y)f(y)dy = 
ly-xl>q-k 
f 
ljJ(x - y)f(y)dy 
JKn 
lirn (ljJk *f) (x) = f ljJ(x- y)f(y)dy. 
k-+- oo JKn . 
converge em 2 n L (JK ) para Lf por 7 .1. 2, então 
Lf(x) = f ljJ(x - y)f(y)dy 
JKn 
para quase todo x ~ supp f. Consequenternente f # Lf é um opera-
dor integral singular do tipo convolução com núcleo ljJ(x). ~ eviden 
te que f # 1Pk *f é também um operador integral singular do tipo 
convolução com núcleo lJJk(x). 
PARTE 3. Para todo y ~ O, segue por 1.5.3 que 
J I Vi ( x - y) - 1P ( x) I dx = 
lxi>IYI 
= 1; f . I w (x 
j~-s (y) +1 I x I = qJ 
y) - w(x) I lxl-ndx = 
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= l; j lw (u -jx - y) - w(1T-jx) ldx 
j=-s (y) +1· 
lx =1 
l; I I i * - w(x) ldx = w (x - 1T y ) i=l 
lxl=l 
00 
J I w (x + l; i - w(x) ldx < oo < sup 1T y) - i=l 
IYI=l lxl=l 
Logo os núcleos ljJ(x), ljJk(x) satisfazem a condição 4.2.2(2). Como a 
condição 4.2.2 (1) também é satisfeita pelos operadores f # ljJk *f, 
f# Lf (ver Teorema 7.1.2), então as desigualdades (1), (1'), (2), 
(2'), (3) e (3') seguem pelo Corolário 4.2.2. 
PARTE 4. Se f E Lp(JKn) 1 1 < p < 00 1 então ljJk *f-+- Lf 
de Lp(JKn). De fato, se f = Th<Pr, então 
(ljJk *f) (x) = f ljJ (x - y) (Th <Pr) (y) dy 
ly-xl>q-k 
= f ljJ(y)dy. 
(lBk) c n (x-h+lBr) 
na norma 
Se x E h + lBr, então x - h E lBr e assim (x - h) + lBr = lBr. Lo 
go para k > r, temos por 1.5.3 que 
(ljJk *f) (x) = f ljJ(y)dy 
-k I I -r q < Y_2q 
k-1 
J .w(y) IYI-ndy = l; 
j=r IYI=q-J 
k-1 
J W(1Tjy)dy = l; 
j=r 
IYI=l 
= (k - r) J w(y)dy = O. 
IYI=l 
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Se x f/. h + mr 1 então lx hl > q-r e portanto (x-h+Er) n JBr = cp. 
Logo se k _:: r 1 então x - h + JBr c (JBk) c e portanto 
(l/Jk * f) (x) = f l/J(y)dy = 
x-h+JBr 
( li! r+ 1 * f ) ( x ) • 
Consequentemente (l/Jk *f) (x) = (l/Jr+l *f) (x) para todo k > r + 1 e 
x E lKn. Mas l/Jk *f ~ Lf em L 2 (lKn) (ver 7 .1.2) 1 ·assim 
Lf (x) = lim (l/Jk *f) (x) = (l/Jr+l *f) (x) 1 q.t.xl 
k+oo 
e l/!k *f converge em Lp (lKn) para Lf 1 1 < p < 00 • 
Segue então por linearidade que 
(4) Lf (x) = lim (l/Jk * f) (x) 1 
k+oo 
q.t.x, 
e l/!k *f converge em LP (lKn) para Lf 1 1 < p < oo 1 para toda f E 
E S (lKn) . 
Seja agora f E Lp(lKn) 1 1 < p < oo e seja E> O dado. Como 
S (lKn) é denso em Lp (lKn) 1 existe 'P E S (lKn) tal que 
< E/ 4A • Então - p 
llf-1{)11 < p-
lll/Jk * f - L f 11 p ~ lll/Jk * f - l/!k * 'P 11 p + 11 l/Jk * 'P - LI{) 11 p + 11 LI{) - L f 11 p 
E 
< 2 + 11 l/!k * 'P - LI{) 11 p • 
Mas tPk*"' ~ L'P em Lp(lKn) e assim existe k
0 
tal~_lll/Jk*'P-L'PIIp 




11 l/Jk * f - Lf 11 p < E 
k > k 1 e consequentemente o converge em 
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7.3.2. TEOREMA. Suponhamo~ que w(x) ~at~~6az 7.1.2(1) e que ex~~­
. 1 
te uma ~equêne~a (C.) E t , tal que 
J 
(1) sup f lw<x + 1rjy) - w(x) lsdx <C~ 
I y I =1 I X I =1 J 
pa!ta todo j E lN e algum 1 < s < oo. Então (1/Jk *f) (x) -+- Lf(x) q.t.x, 
pa!ta toda f E Lp (lKn), p > s' • Além d~~~ o, 
(2) IIL*f 11 < B llf 11 p- p p 
pa!ta toda f E LP (lKn), p > s' • 
DEMONSTRAÇÃO. PARTE 1. O núcleo 1/J' (x,y) = ljJ(x - y) satisfaz (Hs) 
e (H~), se e somente se, existe uma sequência (Cj) E t 1 , tal que 
(3) f. ll/J<x- y) - 1/J(x) lsdx ~ cj<IYinqjn>-s/s' 
lxl=qJIYI 
para todo j E lN e y F O. 
PARTE 2. Para todo y F O, temos por 1.5.3 que 
f s f I I sI -ns . ltP ( x - y) - 1/J ( x) I dx = . w ( x - y) - w ( x) x I dx 
lxl=qJIYI lxl=qJIYI 
= f lw(1Ts(y)-jx- y) - w(1Ts(y)-jx) lsi1Ts(y)-jxln(l-s)dx 
lxl=l 
= <IYinqjn>-s/s' f lw<x 
lx1=1 
e consequentemente as condições (1) e (3) sao equivalentes. A desi-
gualdade (2) segue então de 7.2.7. 
PARTE 3. Seja f E Lp (lKn), p > s'. Como S (lKn) é denso em LP(:n.(l), 
então dado ô > O, existe g E S ( lKn) , tal que 11 f - g 11 < ô. Se 
p 
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h = f - g e 
O'P (x) = I lim sup (lJik * 'P) (x) - lim inf (lJik * 'P) (x) I, 
k+oo k+oo 
então por 7.3.1(4) podemos concluir que 
para quase todo x E JKn. Segue então por (2) que 
< 2B llh 11 < 2B ô p p p 
para todo ô > O e logo 11 Qf 11 p = O. Assim temos que 
q.t.x, e consequentemente (lJik *f) (x) -+ Lf (x), q.t.x. 
7.3.3. COROLARIO. Suponhamo~ que 
(1) lw<x - ~jy) - w(x) I < Cq-j 
pa.Jta ~odo x, y E JKn, 
do TeoJtema 7.3.1 ~ão 
~ão ~a~~~óe~~a~ paJta. 
lxl = IYI = 1 e j ~ 1. En~ão a~ eonelu~õe~ 
~a~~~óe~~a.~ e a.~ eonelu~õe~ do TeoJtema 7.3.2 
~odo 1 < p < co. 
DEMONSTRAÇÃO. A condição (1) implica claramente a condição 7.1.2(1) 
e também a condição 7.3.2(1) para todo 1 < s <co, onde·(Cj) é a 
sequência Cj = C(l - q-n)l/sq-j. Consequentemente o resultado se-
gue por 7.3.1 e 7.3.2. 
7.3.4. OBSERVAÇÃO. A condição 7.3.3(1) é equivalente a 4.1.8(1) pa 
ra o núcleo lJI(x), e 4.1.8(1) implica (H!) para lJI' (x,y) = lJI(x- y). 
Logo a convergência quase sempre e a desigualdade (4) do Teorema 
7.3.3 podem ser obtidas diretamente através de 7.2.7 para s =co. 
7.3.5. EXEMPLO. Seja w(x) definida sobre JK e suponhamos que exi~ 
te t E JN* tal que w (x) depende somente das t primeiras coorde-
. nadas de x, para todo x e JK* (ver 1.4.19). Se i > t e 
x,y E li<, lxl = IYI = 1, então 
co co 
X + 1Ti :t X.1Tj + i :t y.1Tj = 1T y 




Z.1Tj = -1: + :t 
j=O J j=t J 
e portanto w(x + 1Tjy) = w (x) • Consequentemente 
jw(x + 1Tjy) - w (x) I = o 




7.3.6. OBSERVAÇÃO. Um símbolo w(x) 
derado no Teorema 3.13 de [10] para 
no Exemplo 7.3.5, é consi 
42p e ]l{ = sp 1 COm 0 Ob-
jetiVO de obter a convergência na norma de LP(lK) e as desigualda~ 
des. (1), · (1'), (2) e (2') do Teorema 7.3.1. 
como 
li<= 
7.3.7. OBSERVAÇÃO. Na demonstração do Teorema 7.1.2 _(ver [11] ), 
- co n demonstra-se a existencia de y E L (li< ) e C > O, tal que 
(1) k E lN; 
" (2) y(x) = lim 1Pk(x), q.t.x. 
k +co 
Como consequência. de (1) obtemos facilmente 7.1.2(2). Se f E L2 (~), 
então ~k(x)f(x) ~ y(x)f(x) e 1$k(x)f(x) I ~ Clf(x) I q.t.x. Logo 
pelo Teorema da Convergência Dominada temos que $kf converge em 
2 n " "" " L (li< ) para yf e consequentemente Wk *f = (Wkf) v 
2 n " v L (li< ) para (yf) (ver 6·.2.6 e 6.2.10). Então para toda 
converge em 
f E L2 (lKn) 
" v temos que Lf = (yf) q.s. e assim y é um multiplicador associa-
do ao operador L. 
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7.4. TRANSFORMADAS DE HILBERT SOBRE CORl?OS LOCAIS 
.Nesta Seção designaremos por R um subconjunto de um corpo 1~ · 
cal lK satisfazendo R n (- R) = cp e R u (- R) = lK*. .Denotare-
mos Rk = R n (IBk) c e a função sinal relativa a R será denotada 
por 
1 se x E~R 1 
-1 se X E - R. 
7.4.1. OBSERVAÇÃO. Se a função 
ro finito de coordenadas de X 1 
o limite 
sgnR(x) depende so~ente de um núme 
então segue po~ 7.3.5 e.7.3.3 que 
(1) HRf(~) = liÍn J f(x - 2:> - f(x + 2:> dy k +CO Rk. IYI 
existe ..... quase sempre e também na norma de Lp(lK) 1 para toda f E 
E. Lp (lK) I 1 < p < <lO. 
7. 4. 2. DEFINIÇÃO. 0 o peir.a.doJt HR de 7 •. 4 .1 ( 1) e c.ha.ma.do de tJta:n-6-
6oJtma.da. de HilbeJtz a..6.6oaia.da. a. R. 
7.4.3. EXEMPLO. Sejam lK = <.D ou S e p p 
R = {x E lK : 1 _:: Xs6â ~ (p - lJ/2} 1 
onde s (x) é como antes 1 ·tal que .1 x I = q -s (x). ·Então 
e; a· função 
para todo 
-R = {x E lK : (p + 1)./2 < x.· ( ) < p - 1} 1 
- S X -
* R u (- R) = lK I R n (- R) = cp · 
sgnR(x) depende somente da primeira coordenada de 
x E lK*. Logo existe a transformada de Hilbert HR • 
XI 
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7. 4. 4. OBSERVAÇÃO. Seja lK um corpo local e lF = (J}p ou Sp . O 
Teorema 1. 3. 2 diz que • lK é uma extensão algébric~ finita de lF e 
portanto lK é um espaço vetorial de dimensão finita d sobre lF, 
para algum dE m*. Seja {v
1
,v2 , ... ,vd} uma base do espaço veto-
rial lK. 
Se R é uma parte de lF verificando R n (- R) = 4> e R u c.:. R) = 
= JF*, então 
d 
R'= { ~ ex.v. 
j=l J J 
ex. E R U {O}, ex. ~O 
J J 
para algum j} 
é uma parte de lK verificando R' n (-R')= 4> e R' u (-R') =IK*. 
Além disso, se a função sgnR(x) depende somente de um número fini-
to de coordenadas de x, então sgnR' (y) também depende somente de 
um número finito de coordenadas de y. 
7.4.5. OBSERVAÇÃO. A definição da transformada de Hilbert clássica 
sobre JR é dada por 







IY I >1/k 
f (x - y) 
y 
f (x - y) - f (x + y) 
y dy, 
onde o limite é tomado na norma de LP ( JR) , para toda 
1 < p < oo, e portanto sua definição é semelhante a definição da tr~ 
formada de Hilbert HR sobre um corpo local lK. 
o multiplicador y da transformada de Hilbert HR - dado por e 
"' y(x) = lim \jlk(x) 
k +oo 
= lim J, <x (xY) - ~(-xy)) dy 
k-+ 00 Rk IYI 
- 2i f Im (X (xy)) = lim dy, 
k-+ 00 Rk IYI 
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para quase todo 
grupo aditivo de 
real é dado por 
21TiX x E JK. Agora, se X é o caracter e sobre o 
m., então o multiplicador da transfonnada de Hilbert 
i sgn (x) = lim - 2i Jco 
k +co 1/k 
/ 
Im (X (xy)) 
y 
dy. 
Portanto vemos que os multiplicadores das tansformadas de Hilbert 
HR e H· também sao semelhantes. 
7. 4. 6. TEOREMA. A t:Jtan.6 6 oJtmada de. H .<.lb e.Jtt: HR c.omu.t:a c.om :tlr.an.ólaç.õu 
e. ant:.<.c.omu.t:a c.om o ope.JtadoJt Jte.óle.xio. Al~m d-<-.6.60, .6e. 1rR = R, e.nt:io 
HR c.omu.t:a c.om o o pe.JtadoJt de. d.<.lat:aç.io ok I k E ?l. 
DEMONSTRAÇÃO. Para cada k E lN seja 
f (x- y) - f (x + y) 
IYI 
dy, f E Lp (JK) I 1 < p < co. 
Então é suficiente demonstrar o teorema para H~ ... k E lN. 
Sejam f E Lp(JK) 1 1 < p <_co e x E JK. Se h E JK 1 então 
e 
Agora, se 
= H~f (x _ h) = l f (x -h - y) - f (x -h+ y) 
Rk IYI 
Thf (x- y) - Thf (x + y) 
IYI 
= H~f(- x) =r f(-x-y)- f(-x + y) dy 
Rk IYI 
- -
f (x + y) - f (x - y) 
IYI 
dy = 





k f (7T X - y) - f(7T x+y) dy rS t (HRf) (x) = = 
IYI 
J (rStf(x -t - rStf(x + 7T-ty))~ = - 7T y) 
Rk . IYI 
f 




= H~- t ( r5 t f) (X) . 
7.4.7. OBSERVAÇÃO. A transformada de Hilbert real é caracterizada 
(a menos de produto por urna constante) corno um operador limitado de 
L2 (JR) em L2 (m) que comuta com translações, comuta com dilatações 
positivas e anticornuta com o operador reflexão (ver Proposição 1, 
pág. 55, [lS]. O mesmo não é verdade para transformadas de Hilbert 
sobre corpos locais, isto é, um operador limitado de L2 (~) em L2 (lli) 
que satisfaz todas as conclusões do Teorema 7.4.6, não é (a menos 
de produto por urna constante) urna transformada de Hilbert HR , para 
algum R. 
CAPÍTULO 8 
APLICAÇOES AOS MULTIPLICADORES DE FOURIER .. 
E A TEORIA DE LITTLEWOOD-PALEY 
Na Seção 1 aplicamos resultados do Capítulo 4, paradar uma n~ 
va dem~nstração da versão escalar para corpos locais do Teorema de 
Hormander-Mihlin, demonstrado por M. H. Taibleson (ver [ 1 7] ou [ 18 ]) . 
Utilizando ainda resultados do Capítulo 4, na Seção 2 generalizamos 
o Teorema de Hormander-Mihlin-Taibleson, apresentando 
gonal. Uma referência para a versão diagonal real do 
Hormander-Mihlin é [20]. 
uma versão dia 
Teorema de 
Na Seção 3, utilizando o teorema sobre multiplicadores escal~ 
res d~monstrado na Seção 1, apresentamos uma demonstração bastante 
simplificada do Teorema de Littlewood-Paley, na sua versão para cor 
pos locais, demonstrado por M. H. Taibleson (ver [16] ou [18]). 
8.1.1. DEFINIÇÃO. Sejam 1 2 p < oo e mE L
00
(lKn). V~emo4 que m 
é um mul:U.plic.adoJt de LP(lKn) .&e, (m~) v e LP(lKn) paJta t:.odo '{) E 
E S (lKn) e exi4t:.e uma c.on4t:.ant:.e c > O, t:.a.l que 
(1) 11 ( m~) v 11 p < C 11 '{) 11 , 
- p 
8.1.2. OBSERVAÇÃO. Se 
L 2 ( lKn) • De f a to , se 
oo n -m e L (lK ) , entao m é um multiplicador de 
'{) e S (lKn) , então 
8'.1. 3. NOTAÇÃO. Para m E L
00 
(lKn) e k E 1l denotaremos 
8~1.4. OBSERVAÇÃO. Se m E L
00
(lKn), então e 
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para todo. k E 7l e I{) E S (JKn). Além disso, se 
~• .. 
existe uma constante C > O, tal que 
(1) 
para todo k < D e I{) E S (JKn), então m é um multiplicador de 
Lp (JKn). De fato, seja I{) E S (JKn) e i E 7l tal que supp ~ c mi • 
Logo, se k ~ min{O,R.}, mi c mk e assim 
Então por ( 1) temos que (m~) v E Lp ( lKn) e 
8.1.5. TEOREMA. Seja. m E L
00 
(lKn) e ,t,u.ponha..mo-6 qu.e ex...i.,t,:ta.m B > O 
e E > O, :ta...i..-6 qu.e, pa.~a. :todo j E ~ :temo-6 
(1) . r . f .lm(x + y) - m(x) 121YI-(2n+E)dxdy ~ B2q-Ej 
lyi<qJ lxl=qJ 
En:tã.o m ê u.m mu.i..:t..i.pi....i.c.a.do~ de Lp ( JKn) , 1 < p < co. 
oo n h . 8.1.6. LEMA. Seja. m E L (JK ) e ,t,u.pon a.mo-6 qu.e ex..(..6:ta.m B > O e 
E> o .6a.:t..i..6na.zendo 8.1.5(1) pa.~a. :todo j E Zl. En:tã.o ex...i..6.te uma. c.on-6 
:ta.n:te c > o 
p~a. :todo k, 
dependendo .6omen:te de 
t E 7l :temo-6 
n 1 llmll 00 1 B e 
(1) sup J I (mk)v(x + y) - (mk)v(x) ldx <c. 
IYI~qt lxl >qt 
DEMONSTRAÇÃO. Ver Lema 1.8 1 pag. 221 1 [18]. 
E, :ta.f.. qu.e, 
DEMONSTRAÇÃO DE 8 .1. 5. Para cada k < O, consideremos o operador 
linear Tk 1 definido por 
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(2) k k v T tp = (m ) * tp, 
Então (Tk)k<O é uma sequência de operadores integrais singulares do 
k v tipo convolução, que tem ((m ) )k<O como sequência de núcleos asso 
ciada, e que satisfaz a condição 4.2.2(1) para r = 2 (ver 
Além disso para k ~ O, segue pelo Lema 8.1.6 que 
k v 
e portanto a sequência de núcleos ((m) )k<O verifica 
8.1.2). 
4.2.2 (2). 
Consequentemente, segue pelo Corolário 4.2.2 e pela Observação 8.1.4, 
que m é um multiplicador de Lp ( lKn) , 1 < p < co. 
8. 2. MULTIPLICADORES DE Lp (lKn, tq) 
Nesta Seção tq (E) denotará o espaço de todas _as ~equências 
( xj ) j E ~ de elementos de E 1 indexadas por ~ e munido da norma 
+co 
= <j;-couxjll~)l/ql 1 < q < co; 
ll(xJ.)J.E~II co 
t (E) 
= sup llx. li E 
j E~ ] 
8.2.1. OBSERVAÇÃO. Nesta Seção utilizaremos o Teorema 4.2.3 1 na fo_E 
ma do Corolário 4.2.4 1 para uma sequência (T.) ·e~ de 
. J J 
operadores 
integrais singulares e uma sequência (Kj }j E~ de núcleos associada, 
indexadas por ~. A demonstração dessa extensão do Teorema 4.2.3, 
é obtida através de uma pequena alteração na demonstração de 4.2.3. 
8.2.2. NOTAÇÃO. 
mos então gk = 
Sejam g E Lp ( lKn) 1 1 ~ p ~ oo 
-kn onde Rk = q cll_k • 
e k E ~. Denotare 
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8.2.3. LEMA. Se g E L2 (JKn) e ,.. E lR en""a-o "" I ~ 
(1) 
no ~en~~do que, ~e um do~ memb~o~ ê 6~n~~o, en~ão o ou~~o ~ambêm ê, 
e ambo~ ~ão ~gua~~. 
DEMONSTRAÇÃO. Ver Lema 1.5, pag. 220, [18]. 
8.2.4. LEMA. Se g E L2 (JKn) e a > O, en~ã.o ex~~~e uma c.on~~ante 
Aa dependendo ~omen~e de a, ~al que 
2 
(l) 1; q-kallgk _ gk-1 112 < 
kE?l 
~ Aa f f lg(x + y) - g(x) 12 1YI-(n+a)dxdy. 
JKn x JKn 
DEMONSTRAÇÃO. Ver Lema 1.6, pag. 220, [18]. 
8.2.5. LEMA. 
e: > o. Se 
(1) 
Seja (g.).E'" uma ~equênc.~a de elemen~o~ de L2 (JKn) e 
J J ~ 
en~ã.o ex~~~e uma c.on~~an~e Ane: dependendo ~omen~e de n e e:, ~al 
que, pa~a ~o do k E 7l, ~em o~ 
(2) f sup. I g. (x) I dx < Ane:Bq -ke:/"2. 
I I 
k J J 
X ~q 
DEMONSTRAÇÃO. Segue pela desigualdade de HÕlder que 
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1 
sup.jg. (x) jdx = 
k J J . 
jx >q 
=f <lxl(n+e:)/2sup.Jg.(x)j)(jxj-(n+e:)/2 Cl- t-k+l(x)))dx 
lKn J J 
< cf_..n lxl (n+e:)sup.jg. (x) 12dx> 112 ( f lxl-(n+e:)dx) 11 2 
lK J J 11 k X >q 
Agora, tomando a = n + e: e aplicando os Lemas 8.2.3 e 8.2.4, ob-
temos 
-a 
q I a - 2 n. lxl sup.jg.(x)j dx < J J -lK 
< -a q lxl jg.(x)j dx f a - 2 lKn J 
e portanto 
. - -ke:/2 
.- Ane:Bq , 




onde a constante A depende somente de n e e:. ne: 
8.2.6. NOTAÇÃO. 
quências (.P j) jE~ 
n oo 
Denotaremos por S ( lK , R.0 ) o espaço de todas as se 
de elementos .p j E S (lKn), tal que, existe r E JN 
com a propriedade que .p. = o 
J 
para I j I > r. 
8. 2. 7. OBSERVAÇÃO. O espaço S ( lKn, R.~) é denso em Lp ( lKn, R. q) 1 pa 
r a todo 1 2, p < oo e 1 < q < oo. 
8.2.8. DEFINIÇÃO. Sejam 1 ~ p < oo e. (m.) "E'" uma .6e.quênc...i.a. de.·.ele. 
J J "' 
me.n.to-6 de. L
00 
(lKn). V..i.Jr.e.mo-6 que. (mj) jE~ ê um.mu.U.ipU.c.a.doJt de. LP(n(liR.q)' 
.6e., ( {m . .P.) v) "E'" E Lp {lKn 1 Jl.q) pa.Jta. .toda. (.P.) "E'" E S (JKn 1 Jl.
00
) e. e.w 
JJ Ja. ]Ju. o -
n oo 





. ... v 
11 { (mJ . .P j ) )J. 11 P q 
L (R. ) 
8.2.9. OBSERVAÇÃO. Seja (mj)jE2Z uma. sequência de elementos de 
L
00
{lKn). Se existe uma constante C> O, tal que 
(1) 
n oo -para todo k < O e (.p .) "E'" E S (lK , R. ) , entao 
J J "' o 
plicador de Lp(JKn,Jl.q). De fato, seja (.pj)jE~ 
(m . ) . E'" · é um multi 
J J "' -
E S ( JKn , R. oo) e R. E ~ 
o 
... R. 
tal que supp .P j c m para todo j E 2Z. Logo 1 se k < min { O 1 R. } , 
m.fl. c mk e assim 
(mkJ ..PJ. ) v = [ (m . ~k) .p. 1 v = [ m . ( ~k~ . ) 1 v = (m . .p . ) v • 
J J J J J J 
E;ntão por (1) temos que ( (m .~.)v). E~ E Lp (lKn, Jl.q) e 
. J J J 
< CII{.Pj)jll P q 
L (R. ) 
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8.2.10. TEOREMA. 
oo n 2 
Seja. (rn.).E'" E L (:IK, R.) e .6uponha.mo.6 que ex-i.-6-
J J u. 
.ta.m B > O e E > O, .ta.~-6 que, pa.~a. .todo j E Zl .temo.6 
(l) I . f . 
jyj<qJ lxl=qJ 
En.tã.o (rnj)jEZl e um mul.t~pl~c.a.do~ de Lp(:IKn, R.q) pa.JLa. .todo 
q < oo. 
1 < p, 
DEMONSTRAÇÃO. Para cada k < O e j E Zl , consideremos o operador 
k linear T. , definido por 
J 
(2) 
k k v 
T . .p = (rn.) *"'' J J 
PARTE 1. Para todo k .::_ O, j E Zl e n .p E S ( :IK ) , ternos 
_k k"' v k ... 
( 3) 11 T"j'l' 11 2 = 11 (rnj 'I') 11 2 = 11 rnJ 'I' 11 2 
.::_ 11 rnkJ.II 
00 
11; 11 2 < 11 (rn . ) . 11 2 11 'I' 11 • - J J L 00 (1 } 
Portanto (~)jEZZ é urna sequência de operadores integrais singulares 
do tipo convolução, que tem ((rn~)v)jEZZ corno sequência de núcleos 
associada, e que satisfaz a condição 4.2.4(1) uniformemente em k 
(ver Observação 8.2.1}. 
PARTE 2. Para cada j E JN, R. E Zl seja rnJ. R. = rn . I R. • Te 
J {x: lxj=q } 




I: jm.(x+y) -rn.(x)I21YI-(2n+E)dxdy 
j=-oo J J 
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e temos também que 
= 411 (m.).ll2oo 2 (1-q-n)qtn{(1-q-n) 
J J L (R. ) 
-R. E = c1q ; 
q-~n+E)R. } 
1 - (n+E) -q 
< 11 (m.).ll2oo 2 q-(2n+E)R. f f dxdy 
- J J L (R. ) R. R. lyl=q lxl<q 
( 7) 
-E i = c q • 2 I 
< 
101 
2 < 11 (rn . ) . 11 2 ~ J J L oo ( R. ) r= 1 
00 
2 -n 2 -ER. ~ -rE = 11 (m.).ll oo 2 (1- q ) q ~ q J J L (R. ) r=l 
Logo por (4}, (5), (6) e (7) ternos que 
(8} 
para todo R. E 1l, 
11 (rnj )J. 11 oo 2 , B L (R. ) 
onde a constante C depende somente de n~ 
e e. Segue então pelo Lema 8.2.5, que para todo 




sup. I (rn. n) ... (- x) I dx 
J )!1. 
= C'q-(R.+k)E/2 • 
F ixernos t E ~ e y e IKn, I y I < q t. Ternos 
k rnj(x) = 
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e portanto por 6.1.3, temos 
(m~) v (x) = v ~ (mJ. 1 ) (x), R.<-k 
Como 4> _ 1mj 1 = mj 1 , então o Teorema 6.3.19 




R. . Se < 
v 
(mjt) (x + z)= 
- t, então 
IYI -R. e assim v v todo X E lKn. ~q (mjR.) (x + y) = (mj 1> (x) para Lo 
go 
00 
< ~ I (mJ. 1 ) v ( x + y) - (mJ. 1 ) v ( x) I R.=-t+l 
para todo n x E lK • Consequentemente segue por ( 9) que 
(10) f sup. I (m~)v(x + y) - (m~)v(x) jdx < 
11 
t J J J -
X >q 
< i f supj I (mj 1 > v (x +y) - (mjR.) v (x) ldx 
R.=-t+l lxl>qt . 













(q-e:/2) ( -t+1) 
1 -e:/2 - q 
q-e:/2 
= 2C' 




sup J supj I (m~) v (x - y) - (m~) v (x) jdx = 




IYI~qt f sup.j (m~) v (x +y) - (m~) v (x) jdx < C". t J J J lxl >q 
k v 
Portanto a sequência de núcleos ( (mj) )jE1l satisfaz 4.2.4(2) uni-
formemente em k. Assim segue pela Observação 8. 2. 9 que (m ·) · E rn J J UJ 
é um multiplicador de Lp(~n 1 ~q) para todo 1 < p 1 q < oo 
8.3. APLICAÇÕES Â TEORIA DE LITTLEWOOD-PALEY 
8.3.1. OBSERVAÇÃO. Nesta Seção designaremos por ~ a função carac-





Jta. j > O poJt: 
(1) 
(2) 
I . (x) 
{y: jyj=qJ} 
+oo 
l: ~(7TjX) = 1. 
j=-oo 
"'· pa.Jta. J 
" ~(7TjX) 1 "'j (~) = j E 1l; 
I{J. = "'j I j > 1; J -
"' 
o 
~(7TjX) • I{Jo = l: 
j=-oo 
j E 1Z e '/), 
J 
pa.-
8.3.3. LEMA. A-6 .6equênc-i.a..6 (l/lj)jE1l 
gu-i.n~e-6 pltopJt-i.eda.de-6: 







{y: IY I= qi} 
I j E 2Z; 
,.. o ,.. 
(2) '{)o = ~ 1/1. = ~ 0 I '{)o = ~ . 
j=-oo J 
0 I 
+oo ,.. 00 ,.. 
( 3) ~ 1/lj (x) = ~ .P. (x) = 1; 
j=-oo j=O J 
1/1. * 1/1. - o pa.Jta. i' j E 2Z I i "F j i J l. 
1/1. * 1/1. = 1/1. 
J J J 
I j E 2Z; 
(4) 
.pj *'Pi - o pa.Jta. i, j > o, i "F j i 
'{). •'P· =.p., j > O; 
J J J -
,.. ..... 










-) - Rj+l ' j 
E 2Z; 
+oo 





~ l.p.(x)l <Cixl, X E lKn. 
j=O J -
DEMONSTRAÇÃO. As demonstrações das propriedades (1) - (6) sao ime-
diatas. A demonstração de (7) é feita inicialmente para lxl = 1 e 
depois para I x I = qR., R. "F O, tomando x 1 = 1r -R.x e usando o fato 
-R_ ( R_ I) ( I) que q .pj 1r x = .pj+R. x • 
8.3.4. TEOREMA. Pa.Jta. c.a.da. 1 < p < oo, ex.i..&.tem c.on.6.ta.n.te.6 AP e BP 
dependendo .&omen.te de p, .ta.l que, pa.Jta. .toda. f E LP(lKn) .temo.6 
00 
(1) A' 11 f 11 < 11 ( ~ I'{); * f 12 >1/ 2 11 ~ B "f 11 
p p - j=O J p p p 
e 




< 11 ( . :E 
j=-oo 
DEMONSTRAÇÃO. PARTE 1. Seja (r.) . >O a sequência das funções de 
J J_ 
Rademacher (ver Apêndice) e para cada O < t < 1 consideremos oo~ 
r a dor Tt definido por 
00 
(3) Ttf = :E r. (t) '{). *f I 




mt = :E r. (t) '{). I 





( :E r. (t) :P. f) v (mtf) = 
j=O J J 
00 
= ( :E r. (t) ('{) . *f)")v 
j=O J J 
00 
= :E r. (t)l{). *f 
j=O J J 
= Ttf. 
Temos que mt(x + y) = mt(x) para lxl > IYI (ver 8.3.3(5)) e por-
tanto segue pelo Teorema 8 .1. 5 que mt é um multiplicador de: rP<nf> f 
1 < p < oo~ uniformemente em t, isto é, para cada 1 < p < oo, exis-
te uma constante CP dependendo somente de p, tal que f para toda 





r. (t) 'P. * f 11 < c 11 f 11 • 
J J p - p p 
Segue então pela desigualdade de Minkowski para integrais e pela 
desigualdade de Khintchine (ver Apêndice) que 
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1 
(6) 11 f 11 = I 11 f 11 dt p o p . 
1 00 
~ c-1 I 11 l: r. (t) cp. * f 11 dt 
p o j=O J J p 
1 00 
> c-1 11 J. I l: r.(t)'P. •fldtll 
p o j=O J J p 
e portanto a segunda desigualdade de (1) está 
considerando para cada O < t < 1 o operador 
00 
demonstrada. Agora, 
-Tt definido por 
(7) l: 
j=O 
r. (t)l/1 . *f, 
J -J 
f E S(:nÇl), 
mostramos da mesma forma que 
(8) 
Das desigualdades (6) e (8) segue então a segunda desigualdade de 
(2) • 
PARTE 2. Seja f E L2 (1Kn) n LP(lKn), 1 < p < oo e g E L2 (1Kn) n 
I 
n LP (lKn), 1/p + 1/p' = 1. A desigualdade de Cauchy-Schwartz, a de 
sigualdade de Hõlder e a segunda desigualdade de (1) implicam 
(9) 
00 
cp. *f)( l: cpJ. •g)dxl 
J j=O 
00 
l: (cp. •f) (cp. •g)dxl 








< IIC 1:: 1'1'· *fi ) 11 IIC 1:: 'I'J· *g ) llp1 
j=O J p j=O ..• 
00 
< B I 11 ( 1:: I "' . * f I 2 ) 112 11 11 g 11 I • 
p j=O J p p 
Logo 1 tomando o supremo sobre as g E L 2 ( lKn ) n Lp 
1 
( lKn) tais que 
11 g 11 1 < 1 1 obtemos que p 
(lO) 
00 
< B I 11 ( 1:: I"' J' * f I 2 ) 112 11 p I 
p j=O 
e portanto a primeira desigualdade de (1) está demonstrada. 
A primeira desigualdade de (2) é obtida da mesma forma que a 
primeira desigualdade de (1). 
8.3.5. OBSERVAÇÃO. A desigualdade 8.3.4(2) é uma desigualdade do t! 
po Littlewood-Paley demonstrada por M. H. Taibleson (Ver [18] oo [16]) 
e a desigualdade 8.3.4(1) é outra desigualdade do tipo Littlewood-
Paley adaptada para aplicar no próximo capítulo. A demonstração que 
demos de 8.3.4(2) 1 é bem menos complicada que a demonstração dada 




Neste Capítulo introduzi.Iros os espaços de Hardy-Sobolev ~ r< JKn) . p, 
s n · e os espaços de Besov Bp, s ( lK ) no contexto dos corpos locais. As 
definições serão dadas seguindo a linha de J. Peetre e nossas refe-
rências para o caso do :mn são J. Bergh - J. Lo f strom [ 2, _ Capítulo 
6] e H. Triebel [201. Utilizando teoremas do Capítulo anterior de-
monstramos que os espaços H~,r(lKn) generalizam os espaços de po-
tenciais de Bessel H=(lKn) introduzidos por M. H. Taibleson [18, 
pag. 1431: H=, 2 (lKn) = H= (lKn), 1 < p < co. Como temos teoremas de 
multiplicadores à nossa disposição, conjecturamos que os espaços 
Bs (lKn) devam generalizar os espaços de Lipschitz Aps(lKn) intro-p,r 
duzidos por M. H. Taibleson [ 18, pag. 1551 e As (lKn) considerados p,r 
por M. L. Saloff Coste [141. 
Nosso objetivo neste Capítulo não é apresentar a teoria com-
pleta dos espaços H;,r (lKn) e B=,r (lKn), mas mostrar aplicações de 
teoremas obtidos em capítulos anteriores. Um estudo completo desses 
espaços será objeto de um trabalho posterior. 
9.1. AS DEFINIÇÕES DOS ESPAÇOS 
9.1.1. DEFINIÇÃO. Sejam E um e.6paç.o de Banach, l~p~co e s ElR. 
0 e.6paç.o i;(E) e de6inido como o conjun~o de ~oda.6 a.6 .6equênc.ia.6 
(xj) j _>O de eiemen~o-6 de E ~ai.6 que (qsj 11 xj 11 E). >O E ip. A noJuna de 
ip(E) e de6inida po4 s 
(1) 11 (x.).>O 11 
J ]_ ip (E) 
s 
9.1.2. NOTAÇÃO. Para j E ~ denotaremos 
]_ 
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e corno antes JD = {x E JKn : I x I ~ 1} • 
9.1.3. DEFINIÇÃO. Sejam sE m; 1 < p < oo e 1 <r< 00 • V.izemo.& qu.e 
f E S' (JKn) peJt.tenc.e a Bs (JKn) .6 e ex-i..& .te u.ma .6 equ.ê.nc..ia (a.) . >O E p,r , J J_ 
E tr(LP(JKn)) :tal qu.e suppâ. c A-j paJta j _> 1, suppâ c JD e 
s J o 
00 
~ a. c. o nveJtg e em S' ( JKn) paJta 
j=O J 
f. A noJtma de 
6-é.,n-i.da poJt 
(1) 11 f 11 . s 
B p,r 
qu.e, supp âj c A -j 
S' (JKn) • 
paJta 
9.1.4. DEFINIÇÃO. Sejam 
peJt.tenc.e a Hs ( JKn) .& e, 
p,r 
, 
j ~ l, supp â
0 
c JD e 
s E lR, 1 < p, r < oo. V.izemo.& qu.e 
ex-i..& .te uma .6 equ.ênc..ia (aj) j~O .E 
em 
- -j :tal qu.e supp a. c A paJta 
J 
j > 1, suppâ
0 
c JD e ~ a. c.onveJtge 
- j=O J 
em S' (lKn) paJta f. A noJtma de 
(1) 11 f 11 s 
H p,r 
f E Hs (JKn) ê de6.in.ida poJt 
p,r 
onde o .in 1 .imo ê :tomado .&obJte a.& ·.&equ.ê.nc..ia.& ( ) E Lp(JKn, trs) .t.cLi.6 
n aj j~O 
00 ... c A-j que, supp aj paJta j ~ 1 , supp â
0 
c ID e f = ~ a . 
j=O J 
S' (JKn) • 
9.2. UMA CARACTERIZAÇÃO DOS ESPAÇOS E 
Nesta Seção voltaremos a considerar a sequência 
elementos de S (lKn) ·definida em 8. 3.2. 





~jf E OC e portanto 
SeJ' a f E S' (lKn) . Como 41 • (~.f) = ~J. f 1 então -J J 
cpj *f = (~jf) v E OM (ver 6.3.18 e 6.3.19). Em 
particular cp. *f 
J 
é uma função para todo j ~ o. 
9.2.2. LEMA. 
:temo.6 
Sejam s E lR e 1 < p < oo. E n:tã.o paJt.a :toda. f E If (:n(l) plr 
(1) llfll s 
H plr 
= 11 (cp. •f).>OII P r 1 
J J_ L (R, ) 
e paJta :toda 
(2) llfll s 
B plr 
s 
= 11 (cpJ. * f). >O 11 r p n 1 
J_ R, (L (li< )) 
s 
1 < r < oo~ 
1 < r < 00 • 
DEMONSTRAÇÃO. Seja f E Hs ( lKn) plr e seja (a.) . >O E 
Lp (lKn R, r) tal 
J J_ I S 
-j 00 - c j > li - c JD f l: a. que supp aj A para supp a
0 
e = em - j=O J 
S, ( lKn) • - ... 8.3.2 Como cp, = I para j > 1 e cpo = 41 = I (ver J A-j - o JD 
e 8.3.3) 1 então segue por 6.3.14 que 
00 
(f * cp . ) " = f~ . = ( l: a . ) " ~ . 
J J i=O 1 J 
00 00 
= ( l: âi) ~ .. = 
i=O J 
e portanto 
(3) f * cpj = aj 1 j > o. 
Consequentemente temos (1). 
A igualdade (3) também vale no caso f E Bs (lKn) e em que p,r 
(a.) '>O é uma sequência nas condições de 9.1.4. Logo (2) segue ime 
J J_ 




Seja. (tlJ.) '>O uma. .6equênc.<.a. de etemen:to.6 de S(lKn) 
J )_ 




co -(2) t !JJ. = 1; 
j=O J 
f ( i 1$. (x + y) - $j(x) 12 1YI-(2n+E)dxdy ~ B2q-Ek 
lxl=qk j=O J 
pa.Jta :to do k E 71;, pa.Jta. a.tg u.ni B > O e a.tg um E > O. Se s E JR, 1 < p <co 
e 1 < r < co, en:tã.o ex.t.6:tem con.6:ta.n:te.6 ~ e Bp' Ap dependendo .6E_ 
men:te de p e r e BP .6omen:te de p, :ta..t que, pa.Jta :toda. fEH;,r(::n(l) 
e 1 < r < co, :temo.6 
(4) 
e paJta. :toda 
(5) 
< llf 11 s 
H p,r 
< 11 (tJJj * f)j 11 P r ; 
L (ts) 
1 < r < oo, :temo.6 
< llfll s 
Bp,r 
DEMONSTRAÇÃO. PARTE 1. Consideremos a sequência (a.) '>O 
J )_ 
por a.= !JJ. •f, 
J J 
j > o. Temos que 
â. = (lJJ. *f)"= ~.f, 
J J J 
e portanto a condição (1) implica que 
e 





A condição (2) implica que 
j > 1 






















Como a sequência (a.) '>O= (t.jJ. *f) '>O está nas condições de 9.1.3 
J J_ J J_ 
e 9.1.4 1 então segue pela definição de llfll s 
H plr 









< 11 (t.jJ. * f). 11 p r 
J J L (R, ) 
s 
< 11 (t.jJ. * f)j 11 r p n • 
J R.s(L (~ )) 
PARTE 2. Como - -supp 1jJ j = supp IP j e pela definição de IP. 1 temos 
J 
e portanto 
(6) t.jJ. *IP• = t.jJ. I 
J J J 
j > o. 
Como a sequência ($j)j~O satisfaz (3) 1 então segue pelo Teorema 
8.2~10 que ($.)'>O é um multiplicador diagonal de Lp(~n 1 R.r). Con J J_ 
sequentemente por 9.2.2 1 temos 
ll(f*t.jJj).ll p r 
J L {R,s) 
= ll(f*t,JJ. *IP·>·II 
J J J LP (R. r) 
·S 
= 11 (qsj f * 1jJ. * IP.). 11 r 
. J J J Lp (R, ) 
= 11 ( {qsj (f * IP.) } * 1jJ.). 11 p < 
J J J L (R.r) 
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=c llf 11 s , 
p H 
p,r 
onde a constance C depende somente de p e r. 
p 
... -
PARTE 3. A condição (3) implica que as funções ~j , j ~ O sao 
multiplicadores escalares uniformemente limitados de LP(:n(l), 1 < p < oo. 
Segue então de 9.2.2 e (6) que 
11 (~. *f). 11 p n 
J J .tr(L (lK )) 
s 
= 11 (f * ~j * cp. )j 11 r p n 
J .ts (L (lK ) ) 
= 11 < 11 <f * cp. > * ~. ·u > . 
J J ? J .tr 
< II(Dp llf * cpj llp)j 11 R.r 
s 





onde a constante Dp depende somente de p. 
9.3. RELAÇÃO COM OS ESPAÇOS DE POTENCIAL DE BESSEL 
9.3.1. DEFINIÇÃO. Seja.m f E S' (lKn) e s E lR. 0 po.tenc.W de B·e6.6el 
de oJr.dem s de f ê de6.in.ido poJr. 
(1) S S'"' (J f)~= (max{l,lxl}> f. 
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9.3.2. OBSERVAÇÃO. Como (max{l, lxl })sE OM, então Jsf está bem 
definido como elemento de S' ( JKn) (ver 6. 3. 23) • 
9.3.3. TEOREMA. Sejam a., B E lR. Então a.-6 a.pLi.c.a.ç.Õe-6 f ++- Ja.f e 
1jl '* Ja.ljl .6ão -komeomoiL6..i..6mo.6 de S' (JKn) .60b1Le S' (JKn) e de S (JKn) 
.6obJte S (lKn) Jte.6pec.t..i.va.mente. Se f E S ,· (JKn) então Ja. (JSf) = Ja.+Sf 
e em pa.Jtt..i.c.ula.Jt J-a. = (Ja.)-1. 
DEMONSTRAÇÃO. Ver [18] 1 pag. 137. 
9. 3. 4. DEFINIÇÃO. Pa.Jta. s E 1R e 1 ~ p -~ co 
Hs (JKn) IL P po 
(1) 
-s p n = {J g : g E L (JK ) } 
que c.on.6..i.deJta.mo.6 mun..i.do da. noltma. 
(2) 11 f 11 Hs = 11 Js f 11 p 1 f E H= ( JKn ) • 
p 
9. 3. 5. LEMA. Pa.Jta. todo s E 1R 1 j ~ o e·. f E S' ( JKn) temo-6 que 
(1) Js (.p. *f) = qsj (.p. * f) • 
J J 
DEMONSTRAÇÃO. Para j ~ 1 temos 
S .. 
(max{ll lxl }) .p·. (x) 
J 
= ( niax { 1 1 I x I } ) sI . ( x) 
{y:lyl=qJ} 
= (max{l 1 qj})si . (x) 
{y: IYI =qJ} 









Segue de (2) e (3) que para j ~ O temos 
Js ('Pj *f) = (Js'Pj) *f = (qsj'Pj) *f 
= qsj ('P j * f) • 
9.3.6. TEOREMA. Seja.m S 1 t E :m. e 1 < .P < ao. En.tã.o 
(1) IIJsf 11 = t-s H plr 















f E Ht (lKn) plr I 1 < r < ao; 
f E Bt (lKn) plr I 1 < r < ao; 
DEMONSTRAÇÃO. PARTE 1. Se f E H~(lKn) 1 então segue por 9.3.3 que 
11 f 11 t . 
Hp 
PARTE 2. Se 
9 • 3 • 5 ( 1) que · 
1 <r< ·oo, então segue por 9.2.2(1) 
= 11 ( q t j ('P . * f ) ) . 11 p 
. ·J J L (ir) 
= 11 ('P. *f). 11 p 
J J L (ir) 
t 




Se f E Bt (~n), 1 ~r~ oo, então segue·por 9.2.2(~) p,r. 
= 11 (qsj ('Pj *f) )j 11 r p n 





= 11 (q'tj l(ip·j * fllp)j 11 
1
r 
- 11 (tp j * f)j 11 r p n 
.. R.t (L ( JK ) ) 
= lli'IÍ t . 
B p,r 
9.3.7. TEOREMA. Se sE lR e 
e Hs ( JKn) .6 ã.o -i..6 om oJLó o.6 • p,2 
1 <: p· < co, então o.6 e.6 pa.ç.o.6 
DEMONSTRAÇÃO. Se f·E S'(JKn), então por 8.3.4(1) e 9.3.6(1) temos 
que 
llf 11 s 
H 
p 
9.4. RELAÇÃO ENTRE OS ESPAÇOS 
= llf 11 s 
. Hp,2 
9.4.1'. DEFINIÇÃO. Seja. s > O e 1 ~ p, r < co. V.úr.emo-6 que f E LP(Jil) 
peJL.tenc.e a. A.s (JKn) .6e 
p,r 







) l/r < co. 
Ih In 
Como no caso do lRn e tendo em vista têrmos a disposição teo 
remas de multiplicadores, é natural supor que vale o seguinte. 
9.4.2. TEOREMA. Seja. s > O e 1 ~ p, r < co. En.tã.o 
(1) 
c.om equ-i.va.lênc.-i.a. de noJLma..6. 
,._ APÊND I CE 
Uma referência para tudo o que se refere a integral de Bochner 
é [ 3 1 • 
Seja E um espaço de Banach {real ou complexo) com norma 11 • 11 E 
e {X,X,~) um espaço de medida a-finita onde X é a a-álgebra forma-
da pelos conjuntos ~-mensuráveis. 
1. DEFINIÇÃO. V~zemo~ que uma nunção f : 
:tem bl ,b2 , ••• ,br E E e Al ,A2 , ••• ,Ar E X 
:ta~~ que 
X -+ E ê ~~mple-6 .6 e, ew 




l; b.IA {x) 
i=l l. i 




2. DEFINIÇÃO. V~zemo~ que uma nunção f : X ~E ê men~uJtâvel .óe, 
ex.~~ :te uma ~ equênc.~a (fi) i E lN de nunçÕe~ ~~mple~ C.O nveJtg~ndo qua-6 e 
-~empJte paJta f, ~..s:to e, 
~im llf1 (x) - f(x)IIE = O, l. + !» 
q.t.x. 
3. DEFINIÇÃO. V~zemo~ que uma nunção f : X ~ E e nJtac.amen:te men-
~uJtâvel ~e, f-l (B) E X paJta :todo boJtel~ano B de E. 
4. TEOREMA. Se E ê ~epaJtãvel, en:tão f : X -+ E e men..suJtãvel .6 e e 
..somen:te .6e e 6Jtac.amen:te men..suJtãvel. 
S. DEFINIÇÃO. Seja f(x) = 
r 
l; b. IA {x) , bi E E, Ai E X, 
i=l l. i 




6. DEFINIÇÃO. Uma 6unção 
ze uma 4equênc~a (fj)j em 
f : X ~ E é Bochne~ ~nteg~âvel 4e, e~­
· de 6unçÕe4 4~mple4 conve~g~ndo pa~a f 
qua4e 4emp~e e tal que 
• (1) 1im J 11 f. (x) - f (x) 11 EdJJ (x) = O • 
j+oo X J 
Ne4ta4 cond~çÕe4, a 4equênc~a 
I f. (x) dJJ (x) X J 
conve~ge 6o~temente em E, e 4eu l~m~ze 
(2) fx f (x) dJJ (x) = 1im J f. (x) dJJ (x) 
j+oo X J 
é chamado de ~nzeg~al de Bochne~ da 6unção f. 
1. TEOREMA. Uma 6unção f : X~ E é Bochne~ ~nteg~âvel 4e e 4omen 
ze 4e a 6unção e4cala~ X ... llf(x)IIE 6o~ ~nteg~âv~t. 
8. COROLARIO. Se f : X ~ E e Bochne~ ~nteg~âvel enzão 
(1) 
9. TEOREMA. Sejam E e F. e4paço4 de Banach e T : E ~ F um ope~a 
do~ l~nea~ contlnuo. Se f : X ~ E é uma 6unção Bochne~ ~nteg~vet, 
então T o f é Bochne~ ~nzeg~ã.vel e 
(1) fxT(f(x))dJJ(x) = T(Jxf(x)dJJ(x)). 
10. DEFINIÇÃO. O e4paço ~q(E) ê o conjunto 6o~mado po~ toda4 M 4e 
quênc~a4 de elemen:to4 de E, :ta~4 que, a 4equ.ênc~a de 4ua4 no~ma4 
e4zâ em ~q. Em ouz~a4 palav~a4, 






9. (E) = {(X.)\ E]N : X. E E J J . J 
e sup . 11 x . 11 E < co} • 
J J 
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o espaço 9.q(E) é um espaço de Banach quando está munido da 
11 (x.). 11 
J J 9.q(E) 
= (l:. llx.llqE)l/q, 
J J 
11 (x.). 11 . = sup. 11 x. 11 E • 
J J 9.co(E) J J 
1 < q < co 
Denotaremos por 9.q(E), m > 1, o subespaço de 9.q(E) formado m -
pelas sequências (x.).ElN tais que x. =O para j > m. 
J J J 
o conjunto formado pelas sequências (x.) 'EJN de 
J J 
elementos de 
E, para as quais existe N E lN tal que x. = o para j > N, será 
co J 
denotado por 9.o(E). 
11. COROIÁRIO. Se a. 6u.nç.ão f : X-+- 9.q(E), f = (fj)jElN , ê Bochnvr. 
~n~eg~âvel, en~ão 
(1) (f f.(x)dlJ(X)). =f (f.(x)).dlJ(X). 
X J J X J J 
12. DEFINIÇÃO. O e.6pa.c;o Lp (X,E), O < p < co, ê de6~n~do como o con 
ju.n~o da..6 6u.nç.Õe.6 men.6u.~ãve~.6 f : X -+- E, ~a.~.6 que 
(1) llfll p =(I llf(x)ll~dlJ(X))l/p <co. 
L (E) X · 
Quando 1 < p < co, 11• 11 p é uma norma sobre Lp (X,E) e 
L (E) 
Lp(X,E) é um espaço de Banach quando munido dessa norma. Se E=JR 
ou a:, denotaremos 11 • 11 p por 11 • 11 • 
L (E) p 
13. DEFINIÇÃO. 
co 
O e.6pa.ç.o L (X,E) ê de6~n~do como o conju.n~o da-6 6u~ 
ç. õ e.6 me n.& u.~ã v e~-6 f : X -+- E, pa.~a. a.6 qu.a~.6 ex~.6~e K > O ~al que 
122 
llf(x)IIE < K, q.t.x. 
oo· 
Se f E L (X,E), de6lnlmo~ 
(1) llfll 00 = 
L (E) 
sup ess llf(x)IIE 
xE X 
= in f { K : 11 f (X) 11 E < K 
Temos que 11 • 11 oo 
L (E) 
é uma norma sobre 
q.t.x}. 
00 00 
L (X,E) e .L (X,E) é 
um espaço de Banach quando munido dessa norma. Se E = lR ou ~' de 
notaremos 11 • 11 
00 
por 11 • 11 oo • 
L {E) 
14. OBSERVAÇÃO. Se f, g E Lp (X,E) , O < p ~ oo, e f (x) = g(x) q •• t.x, 
então f e g são consideradas como um mesmo elemento de Lp {X, E), 
isto é, Lp(X,E) é um espaço de classes de equivalência módulo q.s. 
15. NOTAÇÕES. 
A: Denotaremos por M(X,E) o espaço de todas as funções men-
suráveis f : X ~ E. 
B: Seja X um espaço topológico. O subespaço de 
00 
L (X,E) das 
00 
funções de suporte compacto será denotado por Lc(X,E). 
C: Seja X um espaço topológico. O subespaço de M{X,E) for-
mado pelas funções f (x) tais que x "* 11 f (x) 11 E é lo.calmente. inte-
1 grável, será denotado por L1 (X,E). o c 
D: Sejam E e F espaços de Banach. O espaço de todas as apl,! 
cações lineares contínuas T : E ~ F será denotado por L{E,F). Es 
se espaço é um espaço de Banach com norma 
IITIIL(E,F) = sup { IIT(x)IIF : x E E, llxiiE < 1}. 
n· 
E: O espaço das funções contínuas com suporte compacto de E 
em ~ será denotado por Cc (lKn). 
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16. OBSERVAÇÃO. Se lK é um corpo local, então L~ ( lKn, E) é denso 
em Lp (lKn ,E), 1 2_ p ··< oo, pois lKn é a-compacto. 
17. DEFINIÇÃO. Sejam n< um coJr.po local, E e F e.6pa.ç.o.6de Ba.na.c.h 
e T uma. aplicação de L
00
(lKn,E) em M(lKn,F). Se 
(1) 11 T (f + g) (X) 11 F 2_ 11 T f (X) 11 F + 11 Tg (X) 11 F 
pa.Jr.a. t:.odo x E~ e f,g E L
00
(lKn,.E), d.izemo.6 que T ê. .6ubl.inea.Jt. 
18. DEFINIÇÃO. Seja. T um opeJLa.doJr. .6 ubl.in.ea.Jr. de L~ (~,E) em M (Jtl ,F) • 
(i) Seja. 1 2_ p 2_ oo. Se pa.Jr.a. t:.oda. f E L~ (lKn ,E) t:.emo.6 
(1) 11 Tf 11 p 2, C 11 f 11 p , 
L (F) L (E) 
d.izemo.6 que T ê. do t:..ipo áoJtt:.e (p,p). 
(ii)- Seja. 1 2_P < oo. Se pa1ta. t:.odo À > O e f E L~(~, E) t:.emo.6 
(2) I {x : 11 Tf (x) 11 F > À} I < C À -p 11 f'll p , 
- Lp (E) 
en.t:.ão d.izemo.6 que T ê. do t:..ipo 6Jr.a.co (p,p). 
19. TEOREMA. (Teorema de Interpolação de Marcinkiewicz). Sejam E e 
F e.6pa.ç.o.6 de Banach, T um opeJr.a.doJr. l-Ln.ea.Jr. (.6ubl..Ln.ea.Jr. .6e F=lR ou 
<t ) de L oo ( lKn , E ) em M ( lKn , F ) e 1 < r < s < oo • S e T ê. do :t-L p o ó Jt_a. 
c -
co (r,r) e (s,s), en.t:.ão T ê. do t:.-Lpo áoJr.t:.e (p,p), r < p < s. Se T ê. 
do t:.-Lpo áoJr.t:.e (oo,oo) e do t:.-Lpo 6Jta.co (r,r), en.t:.ão T ê. do t:..ipo áoJr.:te 
(p,p), r< p 2. oo. 
DEMONSTRAÇÃO. Ver [ 2 ] • 
20. TEOREMA. Se O< r< oo e g E Lr(X,E), en.:tão 
00 
(1) J llg(x)IIEd]..l(x) = J rtr-lJ..I({x : llg(x)IIE ~ t})dt. 
X o 
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21. DEFINIÇÃO. A~ 6 unçõ e~ de Ra.dema.c.heJr.. r j 1 j > O 1 ~a. o de6.üi.i.da.~ 
em [O 11 l poJr.. 
(1} rj(x} 
'+1 = sgn (sen 2J 'ITX} 
= 
22. TEOREMA (Desigualdade 
t:.em c.on~t:.a.nt:.e~ Ap e Bp 
t:.oda. ~equênc..<.a. (aj)jElN E 
de Khintchine) • Pa.Jr..a. t:.odo 1 ~ p <f» 1 .ex..U 
dependendo ~oment:.e de p, t:.a..<.~ que, pa.Jr..a. 
i 2 1 t:.emo~ 
1 
(1) A 11 (a.). li 2 < <J I~ r.(t) a.!Pdt)l/p < p J J i - o j=O J J - B 11 (a.) . 11 2 • p J J R, 
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