In this study, we introduce an algorithm to numerically solve any initial value problem (IVP). This algorithm depends on the Backward-Euler (BE) time discretization and time relaxation model (TRM). That is, a time relaxation term is added into IVP and discretized by the BE method. The algorithm increases the order of convergence from O(∆t) to O(∆t 2 ) for IVPs which admits c 0 + c 1 e αx as exact solution where c 0 , c 1 and α constants. Hence more accurate results are obtained. To show the effectiveness, it is applied not only some stiff problems but also nonlinear and linear IVP. All results obtained by the algorithm are better than the results of the BE method.
Introduction
A first order scalar IVP is given in the form y = f (t, y), t > 0 y(0) = y 0 .
(
The backward Euler method is one of the basic method for solving (1) which has order one and A-stable. This method is an implicit method since the new approximation appears on both sides of the equation, and thus the method needs to solve an algebraic equation for y n+1 . Hence it might need more computation or more time to satisfy a given tolerance condition.
In the literature, computational fluid dynamics involves some regularization terms to regularize the flow.
In some special cases, these regularization terms give more accurate results. Time relaxation term is a regularization term as reported in Adams and Stolz [1] , Layton and Neda [5] , Neda [7] , Ervin, Layton and Neda [2] . Also, Layton, Pruett and Rebholz [6] regularized temporally the flow by adding the term "+κ (y −ȳ)" to the Navier-Stokes equations. Here,ȳ is defined as follows: Select a local temporal filtering operator associated with a time scale δ. For a function y, its time filtered analogȳ is the unique solution of
which is the temporal differential filter of [8] . Note that if y is independent of t, then y =ȳ and the relaxation term is equal zero. Isik [4] investigated spin up problem and accelerating convergence to steady state for Navier-Stokes time relaxation model by using the BE time discretization.
In this paper, we consider the time relaxation model (TRM), adding the time relaxation term (2) to (1),
where δ > 0. By using Backward-Euler time discretization for TRM, we analyze that the rate of convergence of the following algorithm
where y n = y(t n ), t n = n∆t and ∆t is time step. We call this algorithm as BETR method. Clearly, BETR method is a modified version of BE method by adding the term "κ ȳ n+1 −ȳ n ∆t " and for κ = 0 they are same.
This paper is organized as follows: In Section 2, we give some preliminary definitions. The rate of convergence for the BETR method is analyzed for different κ and δ in Section 3. It is shown that the BETR method has the convergence order O(∆t 2 ) for the differential equations whose exact solutions are c 0 + c 1 e αx , where α is an arbitrary constant and
The same result is obtained again for the same differential equations when
. Therefore we have more accurate results. Some numerical examples including some Stiff problems are given in Section 4. All results are summarized in the last section.
Preliminaries
We give some basic definitions in this section. All definitions can be found in any numerical analysis book, e.g. Iserles [3] .
Definition 2.1. Given an arbitrary time-stepping method
for (1), we say that it is of order p if
for every analytic f and n = 0, 1, . . . .
We consider the first order scalar IVP (1). The simplest method for solving (1) is Euler method (Forward Euler, Explicit Euler). Expanding the exact solution y in a Taylor's series about t = 0 and retaining only two terms yield
Then, we can determine y(t) for t = h by neglecting the remainder term O(h 2 ) and thus Euler's method is obtained. For t = nh, Euler's method is given as
where y n = y(t n ), t n = nh. This method is simple, but it has low accuracy order O(h 2 ) and restricted numerical stability. So, to get good accurate result, we have to use small step size. This restriction can be achieved as follows.
The backward Euler method is obtained a similar way to (4) as
which has still O(h 2 ) accuracy order. This method is also called implicit Euler method because (5) only determines the solution when we can solve a generally nonlinear algebraic equation for y n . Thus, the solution may have some computational errors. In this study, we use the following algorithm for the BE time discretization which is equivalent to (5) and h = ∆t:
Hence, (6) has O(∆t) accuracy.
The backward Euler method has better stability properties than the forward Euler method. As an example, for the test problem
y(0) = y 0 , the absolute stability region for the Backward Euler method is the outside of unit disk on (1, 0), while the absolute stability region is unit disk on (−1, 0) for the forward Euler method.
Theorem 2.2. If f is a Lipschitz function, then Euler's method is convergent.
Proof. See e.g [3] .
Convergence rate of the BETR method
To find the local error for the BETR method, adding the terms
into both sides of (1) for t = t n+1 . Then, for each time step, the error is obtained as
By simplifying (8) with Taylor theorem about t n , we obtain the error terms as
If the first three terms in (8) are vanished each other, then the order of convergence will be upgrade to O(∆t 2 ).
Theorem 3.1. Let y = c 0 + c 1 e αt be the exact solution of (1) where c 0 , c 1 , α are constant. Then, for δ = ∆t 2 and κ = α∆t 2 , the order of convergence for the BETR method is O(∆t 2 ).
Proof. It is enough to show that the first three terms in (9) are vanished each other. For δ = ∆t 2 , by using the definition ofȳ, the following is obtained:
Hence,
and the order is O(∆t 2 ). Proof. Let us consider again the first three terms in (9). Writing
yields to
If 0 < δ ≤ ∆t 2 , (10) can be written as
If we vanish the first three terms in (11), then the order of convergence is obtained as O(∆t 2 ). Since the solution of the differential equation −κ ∆t 2 (κ − 1)
is
where
, the first three terms in (11) is vanished. This completes the proof.
Note that when δ → 0, the adding term goes to 0 so that the result for δ = ∆t 2 may yield good results.
Numerical Illustrations
In this section, we give some numerical examples that include a nonlinear IVP and a stiff problem.ȳ n+1 can be calculated in each time steps asȳ
with O(∆t 2 ) error.
All calculations are done in Maple 15.
Example 4.1. As a first example, we apply the method to test problem:
It is well-known that, for α >> 0, (13) is a stiff problem. For α = 3, the values of the approximate solutions of the BE method and the BETR method are given in Table 1 and local errors for these methods are given in Table 2 . Also, for α = 10 and α = −1, local errors are calculated as in Table 3 and Table 4 , respectively.
All calculations has done for δ = ∆t 2 and κ = α ∆t 2 . Therefore, we expect from Theorem 3.1 that the BETR method has order O(∆t 2 ). Indeed, as seen in Table1-3, the BETR method gives more accurate results and has order O(∆t 2 ). It also reduces the number of iterations. Moreover, for the BE method and α = 3, the error reaches 0.8 × 10 −4 when ∆t = 1 650000 while the BETR method gives same error when ∆t = 1 1600 . the results are given in Table 5 . The rate is again O(∆t 2 ) as we expected by Theorem 3.1. 
Exact solution of (14) is given by y = 1 − e −t . Local errors for the BE and the BETR methods are given in Table 6 for
Convergence rate is obtained as O(∆t 2 ) which is consistent with the result of Theorem 3.2. 
Conclusions
Even though the BE method is convergent, sometimes it needs more computations to satisfy the tolerance condition. Moreover, it has low order accuracy O(∆t). In this paper, we seek the order of convergence for the BETR method. The first main result is that if the exact solutions of is c 0 +c 1 e αx , where α 0 is a constant, then the BETR method has the convergence order O(∆t 2 ) for δ = ∆t 2 and κ = α∆t 2 .
The second result is that the same order is again obtained for 0 < δ ≤ ∆t 2 and α = −κ ∆t 2 (κ − 1)
.
Therefore we have more accurate results under the assumption of the Theorem 3.1 and 3.2. As seen in Section 4, theoretical and numerical results are consistent. In addition, all results are better than the BE method and the error goes to zero rapidly.
