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POTTS MODELS WITH A DEFECT LINE
SÉBASTIEN OTT AND YVAN VELENIK
Abstract. We provide a detailed analysis of the correlation length in the
direction parallel to a line of modified coupling constants in the ferromagnetic
Potts model on Zd at temperatures T > Tc. We also describe how a line of
weakened bonds pins the interface of the Potts model on Z2 below its critical
temperature. These results are obtained by extending the analysis in [13] from
Bernoulli percolation to FK-percolation of arbitrary parameter q ≥ 1.
1. Introduction and results
In 1980–81, Abraham published two papers [1, 2] on the effect of a row of mod-
ified coupling constants on the interface of the two-dimensional Ising model, dis-
cussing what would later be recognized as pinning and wetting transitions. Being
based on exact computations, these results provided precise information but little
understanding on the underlying mechanisms. The desire to obtain a better un-
derstanding immediately led to an an intense activity (see [22, 3, 6, 7, 19, 21] for
some examples published in 1981 and [12] for a well-known early review). In all
these papers, the same problems were tackled in the much simpler setting of effec-
tive interface models: basically, modeling the interface as the trajectory of some
random walk in suitable potentials. This approach provided not only a better un-
derstanding, but also allowed to consider various generalizations: one-dimensional
paths in higher dimension (modeling a polymer, for example), higher-dimensional
interfaces, random potentials, etc. Note that there is still interest in such issues in
the physics community (see, for example, [9] for a recent exact approach, based on
more sophisticated field theoretical techniques). The analysis of effective models
has also generated a lot of interest among mathematical physicists and probabilists:
see, for instance, [23, 14] for reviews. In the meantime, new techniques to analyze
nonperturbatively various lattice spin systems have been developed [4, 5], making
it potentially possible to import back the results about effective interface models to
the “genuine” spin systems that originally motivated their analysis. This is precisely
the purpose of the present paper, in which we provide a detailed description of the
longitudinal correlation length of the Potts model on Zd above the critical temper-
ature in the presence of a line of modified coupling constants, as well as an analysis
of the pinning of a Potts interface by a line of defects in the two-dimensional model
below its critical temperature. (More generally, our results apply to all random-
cluster models with parameter q ≥ 1.) The results we obtain are in full agreement
with the predictions by effective models.
1.1. Correlation length of the Potts model on Zd above Tc. Thanks to the
self-duality of the 2d Ising model, the problems analyzed in [1, 2] admit equivalent
reformulations in terms of the inverse correlation length of a 2d Ising model above
its critical temperature, in the presence of a line along which the coupling constants
are modified. Such an analysis, based on exact computations, was undertaken by
McCoy and Perk [20], independently of the previously mentioned works and at
the same time. An advantage of this dual version is that it admits immediate
generalizations to higher-dimensional lattices. In this section, we investigate this
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problem in the more general case of Potts models on Zd. The low temperature
setting for the Potts model on Z2 will be discussed in Section 1.2.
Given i = (i1, . . . , id) ∈ Zd, we write i‖ = i1 and i⊥ = (i2, . . . , id) and we set
L = {i ∈ Zd : i⊥ = 0}. Moreover, let Ed = {{i, j} ⊂ Zd : ‖j − i‖
1
= 1}.
Let Ωdq = {1, . . . , q}Z
d
be the set of configurations of the q-state Potts model on
Zd. Given Λ b Zd (that is, Λ ⊂ Zd and finite) and J ≥ 0, we associate to ω ∈ Ωdq
the energy
HΛ;J(ω) = −
∑
{i,j}∩Λ6=∅
Ji,jδωi,ωj ,
where the coupling constants (Ji,j)i,j∈Zd are given by
Ji,j =

1 if {i, j} ∈ Ed with {i, j} 6⊂ L ,
J if {i, j} ∈ Ed with i, j ∈ L,
0 otherwise.
The Gibbs measure in Λ b Zd, with boundary condition η ∈ Ωdq and at inverse
temperature β = 1/T , is the probability measure on Ωdq given by
µηΛ;β,J(ω) =
{(ZηΛ;β,J)−1 e−βHΛ;J (ω) if ωi = ηi ∀i 6∈ Λ,
0 otherwise.
Finally, the associated infinite-volume Gibbs measures are all probability measures
µ on Ωdq satisfying
µ( · | FΛc)(η) = µηΛ;β,J( · ) ∀Λ b Zd
for µ-almost every η ∈ Ωdq . Here, FΛc is the σ-algebra generated by the random
variables (ωi)i 6∈Λ.
We first recall a few results concerning the homogeneous model, in which J = 1.
In this case, it is well-known that, for any d ≥ 2, there exists βc = βc(d) ∈ (0,∞)
such that there is a unique infinite-volume Gibbs measure when β < βc = 1/Tc, but
infinitely many infinite-volume Gibbs measures when β > βc. Assume that β < βc
and denote by µβ the (unique) infinite-volume Gibbs measure. Then, the inverse
correlation length is positive [11]:
ξβ = lim
n→∞−
1
n
log
(
µβ(ω0 = ωn~e1)−
1
q
)
> 0.
More precisely, the following Ornstein–Zernike asymptotics hold [5]: there exists
Cβ = Cβ(q, d) > 0 such that, as n→∞,
µβ(ω0 = ωn~e1) =
1
q
+
Cβ
n(d−1)/2
e−ξβn (1 + o(1)). (1)
Let us now consider general values of J ≥ 0. We still assume that β < βc (with
the βc defined above). It turns out1 that there is still a unique infinite-volume Gibbs
measure in this case, which we denote by µβ,J . We define the longitudinal inverse
correlation length as follows: for any x ∈ Zd,
ξβ(J) = lim
n→∞−
1
n
log
(
µβ;J(ωx = ωx+n~e1)−
1
q
)
. (2)
We first claim that
Theorem 1.1. For any β < βc, the following properties hold:
(i) The limit in (2) exists and is independent of x.
(ii) ξβ(J) > 0 for all J ≥ 0.
1This follows, for example, from our analysis below; see Remark 3.2.
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Jc
ξβ
J
ξβ(J)
Figure 1.1. The graph of ξβ(J) for the two-dimensional Ising
model at β = .75βc, as computed in [20]. As is proved for general
Potts models in Theorem 1.2, Jc = 1 in this case.
(iii) J 7→ ξβ(J) is Lipschitz-continuous and nonincreasing.
(iv) There exist c+, c− > 0, depending on β, q and d, such that
c+e
−βJ ≥ ξβ(J) ≥ c−e−βJ
for all J sufficiently large.
(v) ξβ(J) = ξβ(1) = ξβ for all J ≤ 1.
It follows in particular that
Jc = Jc(β, q, d) = sup{J ≥ 0 : ξβ(J) = ξβ}
is well defined, for any β < βc, and satisfies ∞ > Jc ≥ 1. (See Figure 1.1 for an
illustration in the case of the two-dimensional Ising model.)
Remark 1.1. The word “longitudinal” above refers to the fact that we consider
the correlation length in a direction parallel to the defect line. One could, in a
similar fashion, define the transverse correlation length, by replacing ~e1 by ~e2 in
the definition. However, it is not difficult to show that this quantity always coincides
with the corresponding quantity in the homogeneous model.
Our next result provides information on the value of Jc:
Theorem 1.2. Jc = 1 when d = 2 or d = 3, but Jc > 1 when d ≥ 4.
When J > Jc, more precise information is available.
Theorem 1.3. The following properties hold, for any β < βc:
(i) J 7→ ξβ(J) is real-analytic and strictly decreasing on (Jc,∞).
(ii) When d = 2, there exist c+, c−,  > 0, depending on β, q and d, such that,
for all J ∈ (Jc, Jc + ),
c+(J − Jc)2 ≥ ξβ(Jc)− ξβ(J) ≥ c−(J − Jc)2.
(iii) When d = 3, there exist c+, c−,  > 0, depending on β, q and d, such that,
for all J ∈ (Jc, Jc + ),
e−c+/(J−Jc) ≥ ξβ(Jc)− ξβ(J) ≥ e−c−/(J−Jc).
(iv) For all J > Jc, there exists Cβ,J = Cβ,J(q, d) > 0 such that, as n→∞,
µβ,J(ω0 = ωn~e1) =
1
q
+ Cβ,J e
−ξβ(J)n (1 + o(1)).
The behavior in the last statement should be contrasted with (1).
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Figure 1.2. Left: The interface of the 2d Potts model. Right:
the functions Γ+n and Γ−n ; note that the interface is contained in
the regions they delimit (hatched area).
1.2. Pinning of the interface of the 2d Potts model below Tc. We now
restrict our attention to the lattice Z2. Let
L∗ = {{(x, 0), (x, 1)} ∈ E2 : x ∈ Z}.
We now consider the q-state Potts model on Z2 with coupling constants (Ji,j)i,j∈Z2
given by
Ji,j =

1 if{i, j} ∈ E2 \ L∗,
J if {i, j} ∈ L∗,
0 otherwise.
Let Λn = {−n, . . . , n} × {−n+ 1, . . . , n} and let ηDob ∈ Ω2q be the Dobrushin-type
boundary condition defined by
ηDobi =
{
1 if i⊥ ≥ 1,
2 if i⊥ ≤ 0.
We denote by µ±n;β,J the Gibbs measure in Λn with boundary condition η
Dob at
inverse temperature β.
In the remainder of this section, we assume that β > βc. In that case, there is
long-range order and it is convenient to describe configurations in terms of their
Peierls contours. First, given {i, j} ∈ E2, denote by {i, j}∗ = {x ∈ R2 : ‖x− i‖∞ =
‖x− j‖∞ = 12} the dual edge separating i and j. The contours of a configuration
ω ∈ Ω2q are the maximal connected components of⋃
{i,j}∈E2:ωi 6=ωj
{i, j}∗.
When ωi = ηDobi for all i 6∈ Λn, there is a unique unbounded contour. We call its
intersection with [−n− 12 , n+ 12 ]×R the interface and denote it by Γn. Note that
Γn is a two-dimensional object, but with a macroscopic extension only along the
first coordinate axis and an (essentially) bounded width, as we explain now.
Consider first the homogeneous case J = 1. It can then be shown [5] that, under
µ±n;β,1, the interface has a width of order log n. Namely, for each x ∈ [−n− 12 , n+ 12 ],
define
Γ+n (x) = max{y ∈ R : (x, y) ∈ Γn}, Γ−n (x) = min{y ∈ R : (x, y) ∈ Γn}.
Then, there exists C(β, q) such that
lim
n→∞µ
±
n;β,1
(
max
x
(Γ+n (x)− Γ−n (x)) ≤ C(β) log n
)
= 1.
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Figure 1.3. Interface in the 2d 4-state Potts model. Left: J = 1.
Right: J = 1/2. The same inverse temperature β > βc is used in
both cases.
Moreover, under diffusive scaling, the interface weakly converges to a Brownian
bridge [5]: for any β > βc, there exists κβ > 0 such that, as n→∞,
1√
n
Γ+n (n ·)⇒ κβB·,
where (Bt)−1≤t≤1 denotes the standard Brownian bridge on [−1, 1].
The main result of this section is that, whenever J < 1, the interface ceases to
behave diffusively and instead localizes along the defect line:
Theorem 1.4. For any β > βc and any 0 ≤ J < 1, there exists Cβ,J = Cβ,J(q)
such that
lim
n→∞µ
±
n;β,1
(
max
x
Γ+n (x) ≤ Cβ,J log n,min
x
Γ−n (x) ≥ −Cβ,J log n
)
= 1.
Note that, under diffusive scaling, the limit is then identically 0: an arbitrary
weakening of the coupling constants along L∗ pins the interface. Actually, the
claim in the theorem will follow from a detailed description of the structure of the
interface (see Theorem 7.2), which provides a much stronger claim than what is
stated above. In particular, the width of the interface is typically bounded, with
only rare deformations of order log n. (In fact, Theorem 1.4 will essentially be a
corollary of Item (iv) of Theorem 1.3.)
Before closing this introduction, let us briefly mention that although we restricted
our attention to a defect along a line of the lattice, this is by no means necessary.
Straightforward adaptation of our arguments would allow the analysis, for example,
of a defect along the lattice approximation of any line with rational “slope”, or
other periodic structures. Similarly, the restriction to nearest-neighbor interactions
is only necessary for the statement of Theorem 1.4 (the proof of which relies on
duality); for the other claims, any finite-range, translation-invariant, reflection-
symmetric interaction would do.
1.3. Open problems. In view of the results presented above, there remain a few
interesting open problems:
• Determine the behavior of ξβ(J) in the neighborhood of Jc in dimensions
d ≥ 4. By analogy with the results for effective models (see [14, Theo-
rem 2.1]), we conjecture that the qualitative behavior of ξβ(Jc)− ξβ(J) as
J ↓ Jc is as follows: Θ((J − Jc)2) when d = 4, Θ((J − Jc)/| log(J − Jc)|)
when d = 5 and Θ(J − Jc) when d ≥ 6.
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• Determine the sharp asymptotics of the 2-point function when J ≤ Jc.
Only the case J = 1 has been treated in complete generality up to now.
For the two-dimensional Ising model, the asymptotic behavior was explicitly
computed in [20] and found to be of the form
µβ,J(ω0 = ωn~e1) =
1
2
+
Cβ
n3/2
e−ξβn (1 + o(1))
when J < Jc = 1. Note the exponent of the prefactor, which is not of
the usual Ornstein–Zernike form. Again, by analogy with what happens in
effective models (see [14, Theorem 2.2]), we expect the prefactor to be of
order n−(d−1)/2 when d ≥ 4 and n−1(log n)−2 when d = 3.
• Closely related to the previous problem, determine the scaling limit of the
interface in the two-dimensional model when J < Jc. We expect the latter
to be given by a Brownian excursion after diffusive scaling, as a conse-
quence of entropic repulsion away from L. This is fully compatible with
the exponent in the prefactor mentioned in the previous point.
Moreover, there are a number of natural generalizations, to which we plan to return
in future works:
• What happens when the defect is located along the boundary of the system?
In dimension 2, this amounts to studying the wetting problem for the Potts
model.
• What happens when the defect is of dimension d′ ∈ (1, d)? Note that, in this
case, the system may display long-range order along the defect even when
the bulk is disordered. In particular, the longitudinal inverse correlation
length vanishes for finite values of J .
• Is it possible to adapt some of the technology used to deal with pinning
of a random walk by a disordered potential to cover the case of random
(quenched, ferromagnetic) coupling constants along the defect?
2. Random cluster representation, notations and strategy of the
proof
In this section, we introduce a few notations which will be recurrent throughout
this article, we recall briefly the random-cluster (or Fortuin Kastelyn) representa-
tion of the Potts model and we give a short outline of the proofs of the theorems
of Section 1.
2.1. Random-cluster representation of the Potts model. The Potts model
on a finite graph G = (VG, EG) can be mapped to a percolation model defined on
{0, 1}EG (identifying the value 1 with the presence of an edge and the value 0 with
its absence) in the following way. For any edge configuration ω ⊂ EG, we denote
by κ(ω) the number of connected components in (VG, ω). Writing ~x = (xe)e∈EG ,
with xe = eβJe − 1 for each e ∈ EG, we associate to ω ⊂ EG the probability
P~x,q(ω) = (Z~x,q)−1 qκ(ω)
∏
e∈ω
xe,
where Z~x,q =
∑
ω⊂EG q
κ(ω)
∏
e∈ω xe. The corresponding expectation will be de-
noted by E~x,q. We say that an edge e with ωe = 1 is open and denote by |ω| or
o(ω) the number of open edges. We say that u, v ∈ G are connected, which we
write u↔ v, if they lie in the same connected component. For A ⊂ EG, denote by
ωA the configuration ω restricted to A and, for e ∈ EG, by ω\e the configuration
ωEG\{e}.
The random-cluster measures with q ≥ 1 enjoy the following properties.
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Finite energy: For any e ∈ EG and any configuration ω\e,
xe
xe + q
≤ P~x,q(ωe = 1|ω\e) ≤ xe
xe + 1
.
Positive association: Let f, g be two nondecreasing functions (w.r.t. the
partial order induced by 0 ≤ 1 on {0, 1}EG). Then the FKG inequality
holds:
E~x,q [fg] ≥ E~x,q [f ]E~x,q [g] .
Stochastic monotonicity: Assume that xe ≤ ye for all e ∈ EG. Then
P~x,q  P~y,q.
The random-cluster model does not enjoy the usual spatial Markov property but an
analogue can be used: for Λ ⊂ G, the random-cluster measure in Λ with boundary
condition ωG\Λ depends only on the connectivity properties of the vertices in the
inner boundary of Λ, thus a boundary condition is a partition of those vertices
(every set of the partition is a connected component). In particular, the measure
with wired boundary condition (denoted Pw~x,q,Λ) is obtained by setting ωG\Λ ≡ 1,
while the measure with free boundary condition (Pf~x,q,Λ) is obtained using ωG\Λ ≡ 0.
Stochastic monotonicity then implies that these two measures are extremal with
respect to stochastic ordering.
In the sequel, we will work with the random-cluster measure on Zd induced by
the weights xe =
{
x = eβ − 1 if e ∈ Lc
x′ = eβJ − 1 if e ∈ L . We denote the corresponding law Px′ ;
it corresponds to the random-cluster measure associated with the Potts measure
described in the previous section. In particular, the 2-point correlation function of
the Potts model can be rewritten as (see, for example, [17, (1.16)])
µβ;J(σu = σv) =
1
q
+
q − 1
q
Px′(u↔ v). (3)
From this, it immediately follows that the inverse correlation length ξβ(J) is equal
to
ξx′ = lim
n→∞−
1
n
logPx′(0↔ n~e1). (4)
We will write P ≡ Px and E ≡ Ex for the law and expectation of the homoge-
neous model; the corresponding measure in a finite volume Λ b Zd with boundary
condition # ∈ {f,w} will be denoted P#Λ . Everywhere in the analysis below, except
in the proof of Theorem 1.4, we will implicitly assume that x < xc = eβc − 1 and
q ≥ 1 are fixed and we will thus omit them from the notation.
We also write ξ ≡ ξx for the corresponding inverse correlation length. The
following exponential decay of connectivities under P, established in [11], plays a
crucial role in our analysis.
Lemma 2.1. Let x < xc. Then there exists ν1 > 0 such that, for n large enough,
PwΛn (0↔ Λcn) ≤ e−ν1n.
We will prove all the results of Section 1 in the random-cluster representation.
They can then be translated straightforwardly to the Potts model language via (3).
Remark 2.1. Since x < xc, we can always work in large but finite boxes. Indeed,
for any event A depending on a finite number of edges, we can find a finite box
Λ ⊂ Zd such that
1
2
PfΛ(A) ≤ P(A) ≤ 2PfΛ(A).
This will be done in several instances for technical reasons, but we will keep the same
notation as for the infinite-volume measure for readability purposes. The choice of
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boundary condition does not matter, thanks to the uniqueness of the infinite volume
measure in the sub-critical regime.
2.2. Notations. For u, v ∈ Zd, we denote d(u, v) = ‖v − u‖
1
the graph distance
between u and v; for A,B ⊂ V (Zd), we set d(A,B) = minu∈A,v∈B d(u, v).
For a < b ∈ R, the notation L[a,b] denotes the subgraph of Zd: Ja, bK × {0d−1}
where 0d is the origin of Zd and Ja, bK = [a, b] ∩ Z; we also use the notations
L<n ≡ L(−∞,n−1] and L>n ≡ L[n+1,∞).
Let A ⊂ Zd. We denote u A↔ v the event in which u ↔ v using only edges
originally present in A. We will use the following notion of boundaries: ∂A = {i ∈
A : ∃j ∈ Ac, j ∼ i} and ∂extA = {i ∈ Ac : ∃j ∈ A, j ∼ i}. We will also use the
notation ∂A to denote the set of edges having exactly one endpoint in A.
Sums of the form
∑b
i=a for a, b not integers are to be understood as the cor-
responding sums with a, b replaced by the appropriate integers; for example, if
this notation is used in the course of proving an upper bound, and the summand
is nonnegative, then
∑b
i=a =
∑dbe
i=bac (taking integer part would not change our
estimates, so we chose not to write them explicitly for readability purposes).
In the following proofs, we will say that a quantity fr(K) is oK(1) if the following
is true: for every m > 0, one can find r > 0 and K0 > 0 such that, for every
K > K0, fr(K) ≤ K−m (the quantities r,K will make sense later and the notation
will become clear from the context; we define this here for easy reference, since this
appears in several places in the following sections).
We will also use the notation θ1 = mine∈Zd minω\e Px′(ωe = 1|ω\e) = xx+q ∧ x
′
x′+q
and θ0 = mine∈Zd minω\e Px′(ωe = 0|ω\e) = 11+(x∨x′) .
Finally, all constants appearing in the proofs below depend a priori on q, x and
d, but this will not be mentioned explicitly every time.
For a set E ⊂ EG and a random-cluster configuration ω, we write oE(ω) for the
number of open edges of ω in E.
Given x ∈ Zd and a random-cluster configuration ω, we denote by Cx = Cx(ω)
the cluster of x in ω.
2.3. Outline of the paper. In the next section, we provide the proof of Theo-
rem 1.1. In the process, we introduce some tools and calculations that will reappear
in the proofs of Theorems 1.2, 1.3 and 1.4.
The procedure leading to the main claims is as follows: in Section 4, we reinter-
pret long connections in the homogeneous model in terms of a random walk with
i.i.d. increments. This is done combining the coarse-graining procedure of [5] with
a variant of the construction of [8] (see the comments at the beginning of Appen-
dix C), which is described in a self-contained way in Appendix C. The statement
of Theorem 1.2 and the second and third points of Theorem 1.3 follow, on the one
hand, by studying a pinning problem for the random walk obtained in Section 4
(see Section 5) and, on the other hand, by an energy/entropy argument induced
by the Russo-like formula described in Appendix B.2 (see Section 6). Finally, the
first and fourth points of Theorem 1.3 are established in Section 7 by studying
the localization of the random walk trajectory in a small neighborhood of L via a
coarse-graining argument. The claim of Theorem 1.4 follows from the same analysis
combined with self-duality, as explained in Section 7.6.
3. Basic properties and estimates
In this section, we prove Theorem 1.1. We assume throughout that x < xc. Using
the correspondence described in the previous section, it is sufficient to establish the
following lemma.
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Lemma 3.1 (Basic properties of ξx′). The limit in (4) exists and defines a function
ξx′ with the following properties.
a) ∀u ∈ Zd,
lim
n→∞−
1
n
logPx′(u↔ u+ n~e1) = ξx′ .
Moreover, ∀u, v ∈ Zd,
Px′(u↔ v) ≤ e−ξx′ |v1−u1|. (5)
b) ξx′ = ξ for all x′ ≤ x and ξx′ < ξ for x′ sufficiently large.
c) x′ 7→ ξx′ is locally Lipschitz continuous, nonincreasing on [0,∞] and strictly
positive for x′ ∈ [0,∞).
d) There exist c+, c− > 0 such that
c−
x′ ≤ ξx′ ≤ c+x′ for x′ large enough.
In particular, there exists x′c ∈ [x,∞) such that ξx′ = ξ for all x′ ≤ x′c and ξx′ < ξ
for all x′ > x′c.
Remark 3.1. We actually prove something stronger than strict positivity of ξx′ :
we show that there exists c > 0 such that, for all n,
Pwx′,Λn(0↔ ∂Λn) ≤ e−cn. (6)
By stochastic monotonicity, this implies the same bound for any boundary condition.
Proof. • The existence and the first part of a) are shown using Fekete’s lemma.
We first prove existence of ξux′ = limn→∞− 1n logPx′(u ↔ u + n~e1). Define
pin = logPx′(u ↔ u + n~e1). We see that (−pin)n is a subadditive sequence: by
FKG and translation invariance in the ~e1-direction,
pin+m = logPx′(u↔ u+ (n+m)~e1)
≥ logPx′(u↔ u+ n~e1 ↔ u+ (n+m)~e1)
≥ log(Px′(u↔ u+ n~e1)Px′(u+ n~e1 ↔ u+ (n+m)~e1))
= logPx′(u↔ u+ n~e1) + logPx′(u↔ u+m~e1) = pin + pim.
Fekete’s lemma then implies that ξux′ = limn→∞
−pin
n = infn
−pin
n exists; in par-
ticular,
Px′(u↔ u+ n~e1) ≤ e−ξux′n. (7)
To prove that ξux′ = ξ
0
x′ ≡ ξx′ , just observe that, for all u ∈ Zd,
Px′ (u↔ u+ n~e1) ≥ Px′ (u↔ (u1, 0d−1)↔ (u1 + n, 0d−1)↔ u+ n~e1)
≥ θ2d(u,L)1 Px′ (0↔ n~e1) ,
and therefore ξux′ ≤ ξx′ . The same argument, exchanging the role of 0 and u,
yields the reverse inequality.
• The second part of a) follows from
Px′(u↔ v)2 ≤ Px′(u↔ v ↔ u¯v) ≤ Px′(u↔ u¯v) ≤ e−ξx′2|v1−u1|,
where u¯v denotes the point obtained from u by a reflection through the hyper-
plane orthogonal to L containing v. The last inequality is a direct consequence
of the bound (7) and the identity ξux′ = ξx′ .
• The monotonicity of x′ 7→ ξx′ follows from the stochastic domination Px′1 < Px′2
when x′1 ≥ x′2.
• To get the first point of item b), we fix x′ ≤ x and work in a finite volume (see
Remark 2.1). We will use a coupling Φ(ω, η) between P and Px′ satisfying (we
denote CL(ω) the connected component of the line L in ω):
(i) ω ∼ P and η ∼ Px′ ;
(ii) ω ≥ η;
(iii) ω = η outside of CL(ω).
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A sketch of the construction of such a coupling (as well as references) is provided
in Appendix A. Choosing 1 > α > β > 1/2 and setting [j] = nα~e2 + j~e1, we have
Px′(0↔ n~e1) ≥ θ2nα1 Px′([0]↔ [n])
≥ θ2nα1
n1−β∏
i=1
Px′([(i− 1)nβ ]↔ [inβ ])
= θ2n
α
1
(
Px′([0]↔ [nβ ])
)n1−β
.
Let ∆ = {u ∈ Zd : d(u,L) ≤ nα/2} and Λn(u) = {v ∈ Zd : ‖u− v‖∞ ≤ n}.
Then,
Px′([0]↔ [nβ ]) ≥ Φ(1[0]↔[nβ ](η)1{C[0](ω)∩L=∅})
= Φ(1[0]↔[nβ ](ω)1{C[0](ω)∩L=∅})
= P([0]↔ [nβ ])P(L ↔/ [0] | [0]↔ [nβ ])
= P([0]↔ [nβ ])P(L ↔/ [0] | [0]↔ [nβ ],L<−n ↔/ [0],L>2n ↔/ [0])
×P(L<−n ↔/ [0],L>2n ↔/ [0] | [0]↔ [nβ ])
≥ C
nβ(d−1)/2
e−ξn
β(
1− Pw∆(L[−n,2n] ↔ ∂∆)
)
×(1− P([0]↔ ∂Λn([0]) | [0]↔ [nβ ]))
≥ C
nβ(d−1)/2
e−ξn
β
(1− 3ne−cnα/2)(1− ndβe−cn).
Together with Px′(0↔ n~e1) ≤ P(0↔ n~e1) when x′ ≤ x, we get the result.
• For the second point of b), notice first that, for any edge e ∈ L, Px′(ωe = 1 |ω\e) ≥
1/(1 + qx′ ) uniformly on ω\e. Therefore, by opening all edges from L[0,n],
Px′(0↔ n~e1) ≥ e− log(1+
q
x′ )n ≥ e− qx′ n.
Choosing x′ such that qx′ < ξ, the result follows. Moreover, we obtain that
ξx′ ≤ qx′ , which corresponds to one side of item d).• We now prove a variant of Lemma 2.1, establishing exponential decay of connec-
tivities uniformly over boundary conditions under the measure Px′ .
Lemma 3.2. Assume that x < xc. Then, for any x′ ≥ 0, there exists a constant
ν2 = ν2(x, x
′, q, d) > 0 such that
Pwx′,Λn(u)(u↔ ∂Λn(u)) ≤ e−ν2n (8)
uniformly over u ∈ Zd.
Proof. First observe that the claim is an immediate consequence of FKG and
Lemma 2.1 when x′ ≤ x. We thus assume from now on that x′ > x.
Let us write
Pwx′,Λn(u)(u↔ ∂Λn(u))
= Pwx′,Λn(u)(u↔ ∂Λn(u), u↔/ L) + Pwx′,Λn(u)(u↔ ∂Λn(u), u↔ L) (9)
and treat separately the two terms in the right-hand side. For the first term, we
rely again on the coupling Φ(ω, η) between Pwx,Λn(u) and P
w
x′,Λn(u) as above:
Pwx′,Λn(u)(u↔ ∂Λn(u), u↔/ L) = Φ(u
η↔ ∂Λn(u), u η↔/ L)
= Φ(u
ω↔ ∂Λn(u), u η↔/ L)
≤ Φ(u ω↔ ∂Λn(u)) = P(u↔ ∂Λn(u)),
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Figure 3.1. Coarse-graining of F .
so that the claim follows again from Lemma 2.1.
Let us finally consider the second term in the right-hand side of (9). The proof
in this case relies on a coarse-graining procedure similar to the one used in [5].
Fix a scale K and a number r (both of which will be later chosen sufficiently
large, independently of n) and define
∆k(v) = J−k, kKd + v, ∆(v) = ∆K(v),
where K = K + r log(K). Given a set of vertices A ⊂ Zd, we write [A]k =⋃
v∈A ∆k(v). Set Λ ≡ Λn+2K(u) and Λn ≡ Λn(u).
Let F = {i ∈ Λn \ [L]2K : i ↔ [L]2K} and D = ∂ext[L]2K ∩ Λn. Note that
u ∈ F ∪ [L]2K . We first coarse-grain the connected components of F using the
following algorithm:
Algorithm 1: Coarse-graining procedure
Set V = ∅, n = 1;
while ∃v ∈ F ∩D such that v F\[V ]K←−−−→ ∂∆K(v) do
Let v be the smallest such vertex and add it to V ;
set Vn = {v} and En = ∅;
while ∃w ∈ F ∩ ∂ext[V ]K such that w
F\[V ]K←−−−→ ∂∆K(w) do
Let w be the smallest such vertex and add it to V and to Vn;
Let w′ ∈ V be the smallest vertex such that w ∈ ∂ext[w]K and add the
edge {w′, w} to En;
end
Set Tn = (Vn, En);
Update n→ n+ 1;
end
This algorithm yields a (possibly empty) family of trees T1 = (V1, E1), . . . , TM =
(VM , EM ), possessing the following properties: (i) the root of each Tk belongs to
D; (ii) every edge {w,w′} ∈ Ek, 1 ≤ k ≤ M , satisfies w′ ∈ ∂ext[w]K ; (iii) all
connected components of F \⋃Mi=1[Vi]K have (`∞-)diameter at most 2K.
In view of the property (i), it is convenient to relabel the trees according to
the position of their root. Namely, for any v ∈ D, we denote by Tv = (Vv, Ev)
the (possibly empty) tree with root at v obtained using the above algorithm.
Denote by CK the number of vertices in ∂∆. The number of possible configu-
rations of the tree Tv, with fixed root v, is at most equal to the number of trees
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2K L
3K
Figure 3.2. Splitting of [L]2K into boxes. The four covered boxes
are darker (only the relevant clusters of F are drawn).
with branching number CK , which is in turn at most ec1 log(CK)|Vv| by an argu-
ment due to Kesten (see [16, Section 4.2]). Therefore, by Lemmas 2.1 and B.1
(which can be applied provided we choose r large enough), the probability that
the algorithm yields a given collection of trees (Tv)v∈D with total number of ver-
tices N is bounded above by e−ν1NKec1 log(CK)N ≤ e− 12ν1NK once K is chosen
large enough. Therefore, for any ρ > 0, there exists K0 > 0 and c > 0 such that,
for all K ≥ K0,
Pwx′,Λn
(∑
v∈D
|Vv| ≥ ρn/K
) ≤ ∑
N≥ρn/K
∑
`v≥0,v∈D:∑
v `v=N
e−
1
2ν1K
∑
v `v
≤
∑
N≥ρn/K
e−
1
4ν1KN
{ ∞∑
`=0
e−
1
4ν1K`
}|D|
≤ e−cρn, (10)
for all n large enough. This immediately implies that, whenever u connects to a
side H ′ of Λn with H ′ ∩ L = ∅, the desired exponential decay follows, since, in
that case,
∑
v∈D |Vv| ≥ n/(2K).
It only remains to take care of connexions to the two sides of Λn intersecting
L; by symmetry, it suffices to consider the side with largest ~e1 component, which
we denote by H. Let us split Λn into slices (see Figure 3.2). Define
Si =
(J(i− 1)3K, i3KK× Zd−1 + u− n~e1) ∩ Λn(u), i = 1, 2, . . . , 2n/3K,
and set Bi = Si ∩ [L]2K . We say that the box Bi is covered if Si−1 F←→ Si+1 and
uncovered otherwise. Observe that, by property (iii) above,
∑
v∈D |Vv| cannot be
smaller than the number of covered boxes. Denoting by B+uncov = {n/3K ≤ i ≤
2n/3K : Bi is uncovered} the indices of all the uncovered boxes “on the right
of” u, it thus follows from (10) that there exists c > 0 such that, for all large n,
Pwx′,Λn
(
u↔ H,u↔ L) ≤ Pwx′,Λn(u↔ H, |B+uncov| ≥ n/6K)+ e−cn.
The proof will be complete once we prove that the first term in the right-hand
side decays exponentially with n. Let us decompose
Pwx′,Λn
(
u↔ H, |B+uncov| ≥ n/6K
)
=
∑
A: |A|≥n/6K
Pwx′,Λn
(
u↔ H | B+uncov = A
)
Pwx′,Λn
(B+uncov = A).
Observe now that, in order for u to be connected to H, it is necessary that none
of the boxes Bi, i ∈ B+uncov is empty, in the sense of all the edges inside of it being
closed. Clearly, Buncov only depends on the state of the edges in Λn \ [L]2K .
Since the probability that all the edges inside an uncovered box Bi are closed is
bounded below by θ2d|Bi|0 > 0, uniformly in the state of all the other edges, we
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conclude that
Pwx′,Λn
(
u↔ H | B+uncov = A
) ≤ Pwx′,Λn(Bi not empty, for all i ∈ B+uncov | B+uncov = A)
≤ (1− θ|Bi|0 )n/6K ,
and the conclusion follows.

Remark 3.2. Note that, using a standard coupling argument, (8) implies that
there is a unique infinite-volume random-cluster measure for any x′ ≥ 0. Since
there is a.s. no infinite cluster under this measure, we conclude from the Edwards–
Sokal coupling that there is a unique infinite-volume Potts measure for any finite
value of J .
• We can now prove the other half of item d). Notice that the same procedure
as in the previous point ensures that, on the event 0 ↔ n~e1, we can find K ≡
K(x, d), c2 ≡ c2(K, d, x) (uniformly in x′) such that at least half of the boxes Bi
are uncovered with Px′ -probability at least 1− e−c2n. Then, by finite energy, we
can find  ≡ (K, d, x) > 0 and c3 ≡ c3(K, d, x) such that at least n/K boxes
contain an edge in L that is pivotal for 0 ↔ n~e1 with Px′ -probability at least
1 − e−c3n (again, both  and c3 do not depend on x′). Denote this event B.
Then, proceeding as before,
Px′(0↔ n~e1) ≤ Px′(B, 0↔ n~e1) + e−c3n
≤
( x′
1 + x′
) n
K
+ e−c3n
≤ e− log(1+ 1x′ ) nK (1 + e−(c3−log(1+ 1x′ ) nK )).
Choosing x′ such that c3 − log
(
1 + 1x′
)

K > 0, we obtain
ξx′ = lim
n→∞−
1
n
logPx′ (0↔ n~e1) ≥ log
(
1 +
1
x′
) 
K
≥ 
2K
1
x′
,
for x′ large enough.
• To prove continuity, we work again in large but finite boxes (following Re-
mark 2.1). We start with a small computation (which will be used again in
Section 5). Let x′1 ≤ x′2 and write λ = log(x′2/x′1). Then,
ξx′1 − ξx′2 = limn→∞
1
n
log
Px′2(0↔ n~e1)
Px′1(0↔ n~e1)
= lim
n→∞
1
n
log
Ex′1
[
eλoL
∣∣ 0↔ n~e1]
Ex′1
[
eλoL
] .
Now, we partition the numerator in the logarithm w.r.t. the cluster of 0:
Ex′1
[
eλoL
∣∣ 0↔ n~e1]
Ex′1
[
eλoL
] = ∑
C30,n~e1
1
Ex′1
[
eλoL
]Px′1(C0 = C ∣∣ 0↔ n~e1)
×Ex′1
[
eλoL
∣∣ C0 = C]
≤
∑
C30,n~e1
Px′1
(
C0 = C
∣∣ 0↔ n~e1)
Ex′1
[
eλoL\C
∣∣ ∂C closed]eλ|C∩L|
×Ex′1
[
eλoL\C
∣∣ ∂C closed]
=
∑
C30,n~e1
Px′1
(
C0 = C
∣∣ 0↔ n~e1)eλ|C∩L|
= Ex′1
[
eλ|C0∩L|
∣∣ 0↔ n~e1]. (11)
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Partitioning w.r.t. the leftmost and rightmost point of C0 ∩ L (denoted L and
R), we then obtain
Ex′1
[
eλ|C0∩L|
∣∣ 0↔ n~e1] ≤ 0∑
l=−∞
∞∑
r=n
eλ(r−l)Px′1(L = l, R = r | 0↔ n~e1)
≤ eλ3n + eλ3n
∞∑
l=0
∞∑
r=0
eλ(r+l)
Px′1(0↔ (3n+ l + r)~e1)
Px′1(0↔ n~e1)
≤ eλ3n
(
1 +
∞∑
l=0
∞∑
r=0
eλ(r+l)e
−ξx′1 (3n+l+r)eξx′1 (1+o(1))n
)
≤ eλ3n
(
1 + e
−ξx′1n
∞∑
l=0
∞∑
r=0
e
−(ξx′1−λ)(l+r)
)
.
Note that λ < ξx′1 when x
′
2 is close enough to x′1 (since ξx′1 > 0). In this case,
the last double sum converges and we get
ξx′1 − ξx′2 ≤ limn→∞
1
n
log
(
eλ3n(1 + e
−ξx′1nCx′2−x′1)
)
≤ 3(log(x′2)− log(x′1))
=
∫ x′2
x′1
3
s
ds ≤ 3
x′1
(x′2 − x′1). 
4. Random Walk representation
In this section, we explain how one can couple the cluster C0 under P(· | 0↔ n~e1)
(remember that P denotes the homogeneous (that is, when x′ = x) random-cluster
measure on Zd) with a directed random walk on Zd for all x < xc. This coupling
will allow us to analyze in detail the large-scale properties of C0. The construction
is based on the decomposition of the cluster into irreducible pieces, as described
in [5], and on the arguments exposed in Appendix C that explain how to get rid of
the dependency between the irreducible pieces. The exposition is not self-contained
and its goal is mostly to setup notations and remind the reader of the main steps
of the construction. A reader not familiar with [5] should refer to that work for
details and additional explanations.
We start with a brief description of the coarse-graining in [5]. As we only consider
the ~e1 direction, the construction simplifies slightly. Let us first introduce the
geometric objects required for the coarse-graining procedure. Let 0 < ψ ≤ pi/2 and
let
YJψ = {u ∈ Zd : 〈u,~e1〉 ≥ ‖u‖2 cos(ψ/2)}
be the cone of angular aperture ψ and axis direction ~e1; we will usually omit ψ
from the notation and simply write YJ. We also set YI = −YJ and introduce the
“diamonds”
D(v1, v2) = (v1 + YJ) ∩ (v2 + YI).
Let us say that v ∈ C0 is a cone-point if
C0 ⊂ (v + YI) ∪ (v + YJ).
We introduce three families of clusters:
• BL is the set of all clusters C such that: 0 ∈ C; C has a cone-point v
such that C ⊂ v + YI; C possesses no other cone-point with nonnegative
~e1-coordinate.
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• BR is the set of all clusters C such that: 0 ∈ C; C has a cone-point v
such that C ⊂ v + YJ; C possesses no other cone-point with nonpositive
~e1-coordinate.
• A is the set of all clusters C such that: C possesses exactly two cone-points,
0 and v ∈ YJ, and C ⊂ D(0, v).
(Note that the single-vertex cluster {0} belongs to both BL and BR.) We define a
displacement application D from each of these three sets into YJ by setting (v is
the vertex appearing in the previous definitions): D(C) = v when C ∈ BL ∪A and
D(C) = −v when C ∈ BR.
v
v
0
v
0 0
Figure 4.1. Example of clusters in BL, BR and A. The corre-
sponding values D are depicted as vectors.
A cluster γb ∈ BL can be naturally concatenated withm ≥ 0 clusters γ1, . . . , γm ∈
A by first translating each γk by D(γb) +D(γ1) + · · ·+D(γk−1). We can then also
concatenate a cluster γf ∈ BR by first translating it byD(γb)+
∑m
k=1D(γk)+D(γ
f ).
The resulting object is denoted γb unionsq γ1 unionsq · · · unionsq γm unionsq γf .
Let v1, v2, . . . , vm+1 be all the cone-points of C0 with ~e1-coordinate in {0, . . . , n}.
We assume that they are ordered according to increasing ~e1 coordinates. (We also
assume that m ≥ 1, since this will occur with high probability, as explained below.)
These vertices induce a decomposition of C0 into a string of m irreducible compo-
nents (belonging to A) and two boundary-components (belonging, respectively, to
BL and BR):
C0 = γ
b unionsq γ1 unionsq · · · unionsq γm unionsq γf .
Note that all the pieces are unambiguously identified after inverting the translations
due to the concatenation, except for γf . The latter ambiguity disappears if we
impose that D(γb, γ1, . . . , γm, γf ) ≡ D(γb) +
∑
kD(γk) +D(γ
f ) = n~e1.
n~e1
vm+1
0 v2
v1
Figure 4.2. The decomposition of the common cluster of 0 and
n~e1 into irreducible pieces.
As shown in [5], there exists ν3 > 0 and ν4 > 0 such that the number of irre-
ducible pieces is at least ν4n with P( · | 0↔ n~e1)-probability at least 1− e−ν3n. In
particular,
P(0↔ n~e1) = (1 + o(1))
∑
m≥ν2n
∑
γb,γ1,...,γm,γ
f :
D(γb,γ1,...,γm,γ
f )=n~e1
P(C0 = γb unionsq γ1 unionsq · · · unionsq γm unionsq γf )
= (1 + o(1))
∑
m≥ν2n
∑
γb,γ1,...,γm,γ
f :
D(γb,γ1,...,γm,γ
f )=n~e1
P(Γb ∩ Γ1 ∩ · · · ∩ Γm ∩ Γf ), (12)
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where the percolation events Γb,Γk and Γf are defined as follows. Let ~γk be the
translate of γk obtained after the concatenation operation and denote by vk, vk+1
the corresponding cone-points. We set
W(~γk) = {all edges of ~γk are open},
∂¯~γk = (∂~γk) \
{{vk − ~e1, vk}, {vk+1, vk+1 + ~e1}},
N (~γk) = {all edges of ∂¯~γk are closed},
Γk =W(~γk) ∩N (~γk);
the definitions of Γb,Γf are completely similar.
In order to apply the results of Appendix C, let us reformulate the above in the
language of Appendix C (see the latter for details). Let us write D1(γ) = D(γ) ·~e1
and set
Ψ(γb) = eξD1(γ
b) P(Γb),
Ψm(γ
b unionsq γ1 unionsq · · · unionsq γm unionsq γf ) = eξD1(γb,γ1,...,γm,γf ) P(Γb ∩ Γ1 ∩ . . . ∩ Γm ∩ Γf ),
Ψ(γk | γb unionsq γ1 unionsq · · · unionsq γk−1) = eξD1(γk) P(Γk |Γb ∩ Γ1 ∩ . . . ∩ Γk−1),
Ψ(γf | γb unionsq γ1 unionsq · · · unionsq γm) = eξD1(γf ) P(Γf |Γb ∩ Γ1 ∩ . . . ∩ Γm).
Of course, with these definitions, we have
Ψm(γ
b unionsq γ1 unionsq · · · unionsq γm unionsq γf )
= Ψ(γb)
( m∏
k=1
Ψ(γk | γb unionsq γ1 unionsq · · · unionsq γk−1)
)
Ψ(γf | γb unionsq γ1 unionsq · · · unionsq γm),
as desired. Moreover, the required properties are satisfied.
Proposition 4.1. Properties (H1), (H2), (H3), (H4), (P1), (P2), (P3), (P4) and
(P5) of Appendix C all hold in the present setting.
Proof. (H1), (H2) and (P1) are direct consequences of [5, Theorem 2.2]. (P2) and
(P5) are obvious. (H4) and (P3) hold by finite energy, since the edge {(0, 0d−1), (1, 0d−1)}
belongs to A; we can argue similarly for (P4). Let us check (H3).
To shorten notation, we simply write γ
m
= (γb, γ1, . . . , γm, γ
f ). We first assume
that s > 1. In this case, it follows from (12) that∑
m≥0
sm
∑
γ
m
Ψm(γm) ≥
∑
n≥1
sν4n
n∑
m=ν4n
∑
γ
m
:
D(γ)=n~e1
Ψm(γm)
≥ C
∑
n≥1
sν4neξnP(0↔ n~e1) = +∞,
since P(0 ↔ n~e1) = e−ξn(1+o(1)). Let us now assume that s < 1. Since, by FKG,
P(0↔ (n, x)) ≤ e−ξn for any x ∈ Zd−1 and n ≥ 1, it again follows from (12) that
∞ >
∑
n≥1
sn
∑
x∈Zd−1:
(n,x)∈YJ
eξnP(0↔ (n, x)) ≥
∑
n≥1
sn
n∑
m=ν2n
∑
γ
m
:
D1(γ)=n
Ψm(γm)
≥
∑
m≥1
sm/ν4
m/ν4∑
n=m
∑
γ
m
:
D1(γ)=n
Ψm(γm)
≥ C
∑
m≥1
sm/ν4
∑
γ
m
Ψm(γm).
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We conclude that the radius of convergence of z 7→∑m≥1 zm∑γ
m
Ψm(γm) is equal
to 1, which establishes (H3). 
In view of the above, we can import the results of Appendix C.1 to the present
context. Let S = ⋃n≥0An, S∗ = ⋃n≥1An, BL = {bL unionsq x : bL ∈ BL,x ∈ S} and
BR = {xunionsqbR : bR ∈ BR,x ∈ S}. One can then define (see (32)) two finite, positive
measures ρL and ρR on BL and BR respectively, and a probability measure p on
S∗.
To any family γ = (γb, γ1, . . . , γm, γf ), with m ≥ 1, we can associate uniquely a
cluster of 0 (not necessarily containing n~e1), with cone-points v1, . . . , vm+1 (more
precisely: γb is not translated, while the other ones are concatenated as explained
above). Any subset x = {x1, . . . , xk+1} ⊂ {v1, . . . , vm+1} induces a decomposition
γ˜ = (γ˜b, γ˜1, . . . , γ˜k, γ˜
f ) by concatenating irreducible pieces not separated by cone-
points in x. We then introduce a (positive, finite) measure on triples (γ˜,x, y), with
y ∈ YJ, by setting
Qˆ(γ˜,x, y) = 1{D(γ˜)=y} ρL(γ˜b) ρR(γ˜f )
k∏
i=1
p(γ˜i).
By Lemma C.1 and Theorem C.4, there exists c > 0 such that, for any bounded
function f of the cluster C0,∣∣Qˆ(f,D(γ˜) = n~e1)− eξnE(f1{0↔n~e1})∣∣ ≤ e−cn, (13)
for all n large enough.
Given k distinct vertices x1, . . . , xk such that x1 ∈ YJ, xk ∈ n~e1 + YI and
xi+1 ∈ xi + YJ for 1 ≤ i < k, and an additional vertex y ∈ xk + YJ, we can write
Qˆ(x, y) = ρˆL(x1) ρˆR(y − xk)
k−1∏
i=1
pˆ(xi+1 − xi),
where ρˆL, ρˆR and pˆ are the push-forwards of ρL, ρR and p by the displacement
map D. By Theorem C.4, these measures have exponential tails: there exist c > 0
and cp > 0 such that, for any x ∈ YJ,
ρˆL(x) ≤ e−c‖x‖, ρˆR(x) ≤ e−c‖x‖, pˆ(x) ≤ e−cp‖x‖, (14)
for all ‖x‖ large enough. Moreover,
ρˆL(0) > 0, ρˆR(0) > 0, (15)
as follows from Lemma C.3 and Remark C.2.
Let us denote by Pu and Eu the distribution and expectation associated to the
random walk (S`)`≥0, starting at u ∈ Zd with transition probabilities given by pˆ.
Write Xi = Si − Si−1 for the increments of S. Let also R(v) = {∃` ≥ 0 : S` = v}
and set Pu,v = Pu( · |R(v)) and Eu,v = Eu[ · |R(v)].
As a direct consequence of (13), observe that
eξnP(0↔ n~e1) =
∑
u∈YJ
v∈n~e1+YI
ρˆL(u) ρˆR(n~e1 − v)Pu(R(v)) + e−cn,
for some c > 0. By the local limit theorem (see [18]), uniformly in u, v such that
‖u‖, ‖n~e1 − v‖ ≤ n1/2−α (for some fixed α > 0),
Pu(R(v))
P0(R(n~e1)) = 1 + o(1), (16)
and
P0(R(n~e1)) = (1 + o(1)) c4 n−(d−1)/2. (17)
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In particular, we obtain the Ornstein-Zernike asymptotics:
eξnP(0↔ n~e1) = (1 + o(1)) c5 n−(d−1)/2, (18)
with c5 = c4
∑
u∈YJ
v∈n~e1+YI
ρˆL(u) ρˆR(n~e1 − v).
5. Upper bound on ξx − ξx′
In this section, we prove the upper bounds in Items (ii) and (iii) of Theorem 1.3,
as well the d ≥ 4 part of Theorem 1.2. The argument in this section is a variant of
the argument in [13], which applied to the case of Bernoulli percolation.
We work once more in large but finite volumes (as explained in Remark 2.1). In
view of Theorem 1.1, we can assume, without loss of generality, that x′ ≥ x. In
particular, λ = log(x′/x) ≥ 0. By (11), we have the upper bound
E
[
eλoL
∣∣ 0↔ n~e1]
E
[
eλoL
] ≤ E[eλ|L∩C0| ∣∣ 0↔ n~e1].
By Lemma 3.2 and (13), there exist λ0 > 0 and c > 0 such that, for any λ < λ0,
eξnE
[
eλ|L∩C0|1{0↔n~e1}
] ≤ eξnE[eλ|L∩C0|1{0↔n~e1,|L∩C0|≤c′n}]+ e−cn
≤ Qˆ(eλ|L∩C0|, D(γ˜) = n~e1) + e−cn.
In particular, using (18) and (17),
E
[
eλ|L∩C0| | 0↔ n~e1
] ≤ c6Qˆ(eλ|L∩C0| |D(γ˜) = n~e1) + e−cn,
for some c > 0. Then,
|L ∩ C0| = |γ˜b ∩ L|+ |γ˜f ∩ L|+
M∑
i=1
|γ˜i ∩ L|
≤ |γ˜b ∩ L|+ |γ˜f ∩ L|+
M∑
i=1
|D(Si−1, Si) ∩ L|
≤ |γ˜b ∩ L|+ |γ˜f ∩ L|+
M∑
i=1
X
‖
i 1{X‖i ≥|S⊥i−1|}
,
where the last inequality relies on the fact that the angle of the “diamonds” is at
most pi/2 and the fact that a step cannot cross the line if its parallel component is
smaller than the distance between its starting point and the line. We get
Qˆ(eλ|L∩C0| |D(γ˜) = n~e1) ≤ C
∑
u,v
ρλb (u)ρ
λ
f (n~e1 − v)Eu,v
[
e
λ
∑M
i=1 X
‖
i 1{X‖
i
≥|S⊥
i−1|}
]
,
where ρλb (y) and ρ
λ
f (y) decay exponentially in ‖y‖, provided that λ be small enough.
In particular, we can restrict the sum to the pairs u, v with |u|, |v| ≤ n1/2−α and
we have
∑
u,v ρ
λ
b (u)ρ
λ
f (v) < ∞. At this stage, notice that the problem has been
reduced to the analysis of a variant of the random-walk pinning problem. Then,
for any m0 ≥ 1, we can write
Eu,v
[
e
λ
∑M
i=1 X
‖
i 1{X‖
i
≥|S⊥
i−1|}
]
=
n∑
m=1
Eu,v
[
e
λ
∑m
i=1 X
‖
i 1{X‖
i
≥|S⊥
i−1|} ,M = m
]
≤ eλnPu,v(M < m0) + n sup
m0≤m≤n
Au,v(m), (19)
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with
Au,v(m) = Eu,v
[
e
λ
∑m
i=1 X
‖
i 1{X‖
i
≥|S⊥
i−1|}
]
≤ O(n(d−1)/2)
m∑
k=1
∑
`1,...,`k∑
`i=m
Eu
[ k∏
i=1
(eλX
‖
ti − 1) 1{X‖ti≥|S⊥ti−1|}
]
≤ O(n(d−1)/2)
m∑
k=1
λk
∑
`1,...,`k∑
`i=m
Eu
[ k∏
i=1
eλX
‖
tiX
‖
ti 1{X‖ti≥|S⊥ti−1|}
]
,
where ti =
∑i
j=1 `j . The first inequality is obtained using (17), writing
m∏
i=1
e
λX
‖
i 1{X‖
i
≥|S⊥
i−1|} =
m∏
i=1
(
(eλX
‖
i − 1)1{X‖i ≥|S⊥i−1|} + 1
)
and expanding the product. The second inequality is obtained using eλx − 1 =
eλx(1 − e−λx) ≤ eλxλx. Now, we use the Markov property and the local limit
theorem in dimension d− 1 to get that, for all j,
Eu
[
e
λX
‖
tjX
‖
tj 1{X‖tj≥|S⊥tj−1|}
∣∣∣ Stj−1 , Xtj] = X‖tjeλX‖tjPStj−1 (|S⊥tj−1| ≤ X‖tj)
≤ X‖tje
λX
‖
tj c7(X
‖
tj )
d−1`−(d−1)/2j .
As Pu(X
‖
i > a) ≤ e−cpa, we obtain
Eu
[
e
λX
‖
tjX
‖
tj 1{X‖tj≥|S⊥tj−1|}
∣∣∣ Stj−1] ≤ c8 `−(d−1)/2j ∑
a≥1
e−cpaadeλa ≡ c9 `−(d−1)/2j ,
with c9 <∞ provided that λ < cp. Therefore, defining
A(m) =
m∑
k=1
(c9λ)
k
∑
`1,...,`k∑
`j=m
k∏
j=1
`
−(d−1)/2
j , (20)
we get Au,v(m) ≤ c10 n(d−1)/2A(m).
In dimension 4 and larger, we bound A(m) uniformly over m by ignoring the
constraint
∑
`j = m:
A(m) ≤
∞∑
k=1
(
c9 λ
∞∑
`=1
`−(d−1)/2
)k
,
which is convergent for λ > 0 small enough. Using (19) with m0 = 1, this implies
that
E
[
eλ|L∩C0|
∣∣ 0↔ n~e1] ≤ c11 n(d+1)/2,
which in turn yields ξ ≤ ξx′ . Since, ξ ≥ ξx′ always holds, we conclude that ξx′ = ξ
for λ > 0 small enough, and thus that x′c > x in dimension 4 and larger. This
proves the d ≥ 4 part of Theorem 1.2.
In dimension 2 and 3, we get a diverging (in m) upper bound on A(m). Consider
the generating function associated to the sequence (A(m))m≥1 and define B(z):
A(z) =
∞∑
m=1
A(m)zm, B(z) = c9λ
∞∑
`=1
`−(d−1)/2z`.
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Using (20), we have the relation
A(z) =
∑
k≥1
B(z)k.
Note that B is increasing on R+. Let f(λ) > 0 be the unique number such that
B(e−f(λ)) = 1. Since A(e−2f(λ)) < ∞, we conclude that A(m) ≤ e2f(λ)m for all
large enough m. Now, using (19) with m0 = c12 n, c12 > 0 small enough, and
taking λ sufficiently small, we obtain, when n is large,
E
[
eλ|L∩C0|
∣∣ 0↔ n~e1] ≤ c13(1 +O(n d−12 )e2f(λ)n).
It then follows from Theorem A.2 in [14] that, as λ ↓ 0, f(λ) behaves as
f(λ) =
{
c14λ
2(1 + o(1)) when d = 2,
exp
(−c15/λ(1 + o(1))) when d = 3.
This proves the upper bounds in Items (ii) and (iii) of Theorem 1.3.
6. Lower bound on ξx′c − ξx′ when d = 2, 3
In this section, we prove the lower bounds in Items (ii) and (iii) of Theorem 1.3,
which will then also imply the d ∈ {2, 3} part of Theorem 1.2.
For technical reasons, we work with large but finite systems (see Remark 2.1).
The proof is based on an energy-entropy argument induced by
Px′(0↔ n~e1)
P(0↔ n~e1) ≥
Px′(Mδ)
P(0↔ n~e1) ≥
Px′(Mδ)
P(Mδ)
P(Mδ|0↔ n~e1),
where δ ∈ (0, 1) is arbitrary andMδ is the event {there exists an open path γ ∈ Γδ}
with Γδ the set of self-avoiding paths from 0 to n~e1 with at least δn cone-points
on L[0,n] (cone-points for the path itself, not the cluster of 0). The analysis below
applies to arbitrary values of the parameter δ. A specific choice will be made at
the end of the section.
Lemma 6.1. Let A be an increasing event and take x′ > x. Then,
Px′(A)
P(A)
≥ exp
(∫ x′
x
1
s(1 + s)
∑
e∈L[0,n]
Ps(e ∈ PivA |A) ds
)
.
Proof. This is a straightforward application of Lemma B.2 and of the following
consequence of the FKG inequality: Px′(A) ≥ P(n)x′ (A) where P(n)x′ denotes the
random-cluster measure with probabilities modified to x′ only on L[0,n]. 
This inequality allows us to control the “energy” part.
Lemma 6.2. There exists ρ > 0, depending on x, such that
Px′(Mδ)
P(Mδ)
≥ exp
( (x′ − x)
x′(1 + x′)
ρδn
)
.
Proof. Notice that Mδ is increasing. We can thus use Lemma 6.1:
Px′(Mδ)
P(Mδ)
≥ exp
(∫ x′
x
1
s(1 + s)
∑
e∈L[0,n]
Ps(e ∈ PivMδ |Mδ) ds
)
≥ exp
( 1
x′(1 + x′)
∫ x′
x
∑
e∈L[0,n]
Ps(e ∈ Piv0↔n~e1 |Mδ) ds
)
,
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the last inequality following from the fact that Piv0↔n~e1 ⊂ PivMδ on Mδ. The
claim will thus follow if we can prove that
∑
e∈L[0,n]
Ps(e ∈ Piv0↔n~e1 |Mδ) ≥ ρδn
for some ρ > 0, uniformly in s ∈ [x, x′]. Fix an arbitrary total order on Γδ. For
γ ∈ Γδ, define Bγ = {γ is the first path in Γδ realizing Mδ}. Then,∑
e∈L[0,n]
Ps(e ∈ Piv0↔n~e1 |Mδ) =
∑
e∈L[0,n]
∑
γ∈Γδ
Ps(Bγ |Mδ)Ps(e ∈ Piv0↔n~e1 |Bγ)
≥
∑
γ∈Γδ
∑
e∈C(γ)
Ps(Bγ |Mδ)Ps(e ∈ Piv0↔n~e1 , Bγ | γ open)Ps(Bγ | γ open)
≥
∑
γ∈Γδ
Ps(Bγ |Mδ)
∑
e∈C(γ)
Ps(e ∈ Piv0↔n~e1 | γ open),
where C(γ) is the set of edges in γ ∩L[0,n] having a cone-point of γ as an endpoint.
The last inequality uses FKG: on the one hand, the measure Ps(· | γ open) is a
random-cluster measure on the complement of γ with wired boundary condition on
γ, and is thus positively associated; on the other hand, Bγ and {e ∈ Piv0↔n~e1}, for
e ∈ γ, are positively correlated as they are decreasing events on configurations in
which the edges of γ are open.
We are thus left with showing that Ps(e ∈ Piv0↔n~e1 | γ open) ≥ ρ uniformly over
γ ∈ Γδ, e ∈ C(γ) and s ∈ [x, x′].
Fix K ≥ K0 large enough. Consider the cone YJψ , as introduced in Section 4.
Write Yψ(u) = u+ (YIψ ∪ YJψ ).
Let ∆K = [−K,K]d (with a slight abuse of notation, ∆K will denote the sites
and/or the edges of ∆K ∩ Zd) and u∗ψ = ∂(u + Y∗ψ) for ∗ ∈ {J,I} and u ∈ Zd.
Write v for the end-point of e which is a cone-point for γ (the right one if both
are). Then, writing ∆˜K(v) = (v + ∆K) \ Yψ(v),
Ps(e ∈ Piv0↔n~e1 | γ open) ≥ Ps(e ∈ Piv0↔n~e1 , ∆˜K(v) closed | γ open)
≥ ρK
(
1− Ps(vJψ
Yψ(v)c←−−−→ vIψ | γ open, ∆˜K(v) closed)
)
(21)
by finite energy (ρK depends polynomially on K).
γ
Yψ(v)
∆˜K(v)v
v + ∆K
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Figure 6.1. Left: The set Yψ(v). Right: The type of connections
we want to prevent.
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Now,
Ps(vIψ
Yψ(v)c←−−−→ vJψ | γ open, ∆˜K(v) closed)
≤
∞∑
r,`=K
∑
uL∈vIψ
(uL)1=v1−`
∑
uR∈vJψ
(uR)1=v1+r
PwYψ(v)c(uL
Yψ(v)c←−−−→ uR | ∆˜K(v) closed)
≤
∞∑
r,`=K
e−c1(r+`)
{
2r tan
(
(ψ)/2)
)d−2
(2` tan
(
(ψ)/2
)}d−2
≤ e−2c1K
∞∑
k=0
e−c1kPK,d,ψ(k) ≤ CKe−c2K ,
where PK,d,ψ(k) is a polynomial in k of degree at most 2d−3 and CK is a constant
depending polynomially on K; Lemma 2.1 was used to derive the second inequality.
We take K large enough for the right-hand side to be at most 1/2. Plugging this
into (21), we get the desired result with ρ = 12ρK and thus the initial claim. 
Let us now consider the “entropy” term P(Mδ | 0↔ n~e1).
Lemma 6.3. There exist c1, c2 > 0, depending on x, such that, for small enough
δ > 0,
P(Mδ | 0↔ n~e1) ≥
{
e−c1δ
2n when d = 2,
e−c2(δ/ log(δ))n when d = 3.
Proof. Proceeding as in the previous section, we work with the measure Qˆ and the
random-walk S = (S⊥, S‖) associated to C0 (with increments Xi = (X⊥i , X
‖
i )).
Notice that, every time S steps on L, the corresponding point is a cone-point for
any open path in Γδ. Let Cδ be the event {S hits L at least δn times}. Define
the sequence of hitting times of L: τ0 = 0 and τk = inf{m > τk−1 : Sm ∈ L} for
k ≥ 1. Using (15), we can restrict to the case where γ˜b and γ˜f are reduced to {0},
respectively, and writing Rn = R(n~e1), we get
P(Mδ | 0↔ n~e1) ≥ cP0(Cδ |Rn).
From (17), we get that, for all sufficiently large n and k ≤ n/2, P0(Rn−k)P0(Rn) ≥ c for
some c > 0. Then, using the strong Markov property,
P0(Cδ |Rn) = P0(S‖τδn ≤ n |Rn)
≥
n/2∑
k=0
P0(S
‖
τδn
= k)
P0(Rn−k)
P0(Rn)
≥ cP0(S‖τδn ≤ n/2).
Now, denote by N ‖n/2 = max{k ≤ n : S‖k ≤ n/2} the number of steps before exiting
[0, n2~e1] × Zd−1 and by L⊥(`) = #{0 ≤ i ≤ ` : S⊥i = 0} the local time at 0 of S⊥
up to time `. Writing n¯ = n
4E[X
‖
1 ]
and δ∗ = δ4E[X
‖
1 ],
P0(S
‖
τδn
≤ n/2) ≥ P0(S‖τδn ≤ n/2, N
‖
n/2 ≥ n¯)
≥ P0(L⊥(n¯) ≥ δn, N ‖n/2 ≥ n¯)
≥ P0(L⊥(n¯) ≥ δ∗n¯)−P0
( n¯∑
k=1
X
‖
k > n/2
)
≥ P0(L⊥(n¯) ≥ δ∗n¯)− e−cn,
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where we used an elementary large deviation estimate for a sum of independent
random variables in the last line. Finally, the event {L⊥(n¯) ≥ δ∗n¯} depends only
on S⊥ which is a random walk with i.i.d. increments in Zd−1, and thus (see Corollary
B.3 in [13]):
P0(L
⊥(n¯) ≥ δ∗n¯) ≥
{
e−cδ
2
∗n when d = 2,
e−c(δ∗/| log δ∗|)n when d = 3.

Now, choosing δ to be
δ =
{
Cx(x
′ − x) when d = 2,
exp
(−C ′x/(x′ − x)) when d = 3,
with Cx, C ′x large enough (observe that x′(1 + x′) > x(1 + x)/2 when x′ − x is
sufficiently small), in Lemmas 6.2 and 6.3, we obtain the lower bounds stated
in Items (ii) and (iii) of Theorem 1.3, which also implies the d ∈ {2, 3} part of
Theorem 1.2.
7. Coarse-graining procedure and advanced properties
In this section, we prove the first and last items of Theorem 1.3, as well as
Theorem 1.4. Namely, we show that, for x′ > x′c, the connectivity function along
the ~e1 axis has pure exponential decay and that x′ 7→ ξx′ is real analytic and
strictly decreasing on (x′c,∞). This will be done with the help of a coarse-graining
procedure similar to the one we used in Section 3.
7.1. Coarse-graining. We first describe our coarse-graining procedure. Fix a
scale K and a number r (both to be chosen later, independent of n) and define
∆(v) = J−K,KK× J−2K − 3r log(K), 2K + 3r log(K)Kd−1 + v,
∆(v) = J−K,KK× J−2K − 4r log(K), 2K + 4r log(K)Kd−1 + v,
where K = K + r log(K).
0
Kr log(K)
2K + 3r log(K)
∆
∆
Figure 7.1. Elementary piece of the coarse-graining.
Given a set of vertices A ⊂ Zd, define A = ⋃u∈A ∆(u). Given B ⊂ Zd, we
denote by C0|B the connected component of 0 in C0 ∩B. We coarse-grain C0 using
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the following algorithm:
Algorithm 2: Coarse-graining procedure of C0
v0 = 0;
V = {v0} and E = ∅;
i = 0;
A = {v ∈ ∂V ∩ C0|V : v
∆(v)\V←−−−→ ∂∆(v)};
while A 6= ∅ do
i = i+ 1;
Set vi to be the smallest site of A w.r.t. the lexicographical order;
Set ei = (v∗, vi), where v∗ is the smallest vertex in V among those closest
to vi ;
Update V = V ∪ {vi} and E = E ∪ {ei};
Update A = {v ∈ ∂V ∩ C0|V : v
∆(v)\V←−−−→ ∂∆(v)};
end
T0 = (V,E);
Adapting the definitions introduced in the coarse-graining argument used in the
proof of Item c) of Lemma 3.1 to our new boxes, denote by CK the number of
vertices in ∂∆. As already used there, the number of trees T with N vertices that
can be obtained via Algorithm 2 is at most ec16 log(CK)N . We say that v ∈ Zd is
L-free if ∆(v)∩L = ∅; otherwise, we call it an L-vertex. The next lemma will give
us control on the probability to see a specific tree T .
Lemma 7.1. The probability of a given tree T with m L-free vertices and N L-
vertices satisfies
Px′(T0 = T ) ≤ e−ξKme−ξx′KN (1 + oK(1))m+N .
Proof. First, notice that whenever an L-free vertex is created, a connection as
described in Lemma B.1 is induced forcing a cost e−ξK uniformly over the tree
constructed so far (we fix r large enough to be able to apply Lemma B.1). When an
L-vertex is created, two things can happen. The first possibility is that a crossing (in
the easy direction) of a box J−K,KK× J0,KKd−1 at distance at least r log(K) from
the line L is induced (see Figure 7.2), costing e−ξK(1+oK(1)) ≤ e−ξx′K(1+oK(1))
by Lemma B.1. The second possibility is that the vertex is connected to a side of
∆ crossed by L. The procedure used in the proof of Lemma B.1 together with (5)
and (6) yield probability e−ξx′K(1 + oK(1)) for such a crossing (uniformly over the
tree constructed so far). 
Therefore, as τ = ξ − ξx′ > 0 when x′ > x′c, we have (for T containing m L-free
vertices and N L-vertices):
Px′(T0 = T ) ≤ e−τKme−ξx′K(N+m)(1 + oK(1))m+N .
Using this, we argue similarly as in the proof of Item c) of Lemma 3.1. Remark
that, up to a term of order e−2ξx′n(1+o(1)), we can restrict connections 0↔ n~e1 to
those not connecting to Z<−n × Zd−1 or to Z>2n × Zd−1. Then, for any ρ ∈ (0, 1),
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2K
L
K
r logK
Figure 7.2. Connection to the boundary of ∆.
we have (with c17 > 0 a constant depending on the dimension):
Px′(T0 contains at least ρn/K L-free vert., 0↔ n~e1)
≤
∞∑
m=ρn/K
c17n/K∑
N=1∨n/K−m
Px′(T0 contains m L-free v. and N L-vert.)
≤
∞∑
m=ρn/K
c17n/K∑
N=1∨n/K−m
e−τKme−ξx′K(N+m)ecd log(K)(m+N)
≤ e−KK ξx′nC1n
K
e−(τρK/K−c18 log(K)/K)n.
Thus, for any ρ ∈ (0, 1), we can find K0 ≡ K0(ρ, τ) such that, for K ≥ K0, there
exists ν(ρ) > 0 depending on ρ, x and x′ such that
Px′(T0 contains at least ρn/K L-free vert., 0↔ n~e1) ≤ e−KK ξx′ne−ν(ρ)n. (22)
7.2. Renewal on L. We now use the coarse-graining of the previous section to
show that, under Px′( · | 0 ↔ n~e1), C0 possesses a number of cone-points on L of
order n when x′ > x′c (as defined in Section 4). For convenience, we look at cones
Y (and diamonds) having angular aperture pi/2.
Theorem 7.2. When x′ > x′c, there exist ρcp ≡ ρcp(x′) ∈ (0, 1) and ν5 > 0 such
that
Px′
(
C0 contains at least ρcpn cone-points on L
∣∣ 0↔ n~e1) ≥ 1− e−ν5n.
Proof. Start by observing that C0 is included in a K-neighborhood of T0. Then,
define the shade sh(v) of a point v by
sh(v) = L[−‖v⊥‖+v‖,‖v⊥‖+v‖].
This corresponds to the portion of L that cannot contain cone-points of C0 as soon
as v ∈ C0. In the same fashion, define the shade of v ∈ T0 to be the union over
u ∈ [∆(v)]K (the K neighborhood of ∆(v)) of the shade of u. Finally, define the
shade of T0 as the union of the shades of the L-free vertices of T0. We will show
that, with high probability, this shade does not cover a substantial proportion of
L; then we will use a finite-energy argument to show that a positive fraction of the
unshaded points are cone-points of C0.
A first observation is that there exists c19 not depending on K, such that the
size of the shade of T0 is at most
c19K#{L-free vertices of T0}.
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This is proved by induction on the number of L-free vertices of T0. The first one
is at distance at most 5K from the line and the inequality thus holds by definition
of the shade. Then, adding an L-free vertex either adds the same shade size to the
total shade (the vertex is far from the existing ones) or it increases the shade size
by at most c20K, for some constant c20 < 10, (see figure 7.3).
Figure 7.3. Evolution of T0 shade.
Now, we split J0, nK× Zd−1 into slices. For i = 1, 2, . . . , n/7K, define
Si = J(i− 1)7K, i7KK× Zd−1 and Bi = Si ∩ [L]3K ,
where [L]3K is the 3K-neighborhood of L. We will say that Bi is illuminated if
L[(i−1)7K+3K,i7K−3K] is not included in the shade of C0 \ [L]3K (which is included
in the shade of the L-free vertices of T0). We have, using (22),
Px′
(
#{illuminated Bi} ≥ n
14K
) ≥ 1− Px′(|sh(T0)| > n
2
)
≥ 1− Px′
(
c19#{L-free vertices of T0} > n
2
)
≥ 1− e−KK ξx′ne−ν6n.
Thus, as Px′(0↔ n~e1) ≥ e−ξx′n(1+o(1)),
Px′
(
#{illuminated Bi} ≥ n
14K
∣∣ 0↔ n~e1) ≥ 1− e−ν7n, (23)
for some ν7 > 0. Noticing that the number of Bi is n7K , this implies that at least
half the boxes are illuminated with high probability.
Now, we describe a surgery procedure creating a cone-point on L from an illu-
minated Bi and bound its cost uniformly over the rest of the cluster of 0. Given
the restriction of a configuration ω|[L]c3K outside [L]3K such that Bi is illuminated,
let vL and vR be the leftmost and rightmost vertices of L[(i−1)7K+3K,i7K−3K] not
shaded by C0 ∩ [L]c3K . Notice that, by definition of the shade, the whole segment
[vL, vR] is not in the shade of C0∩ [L]c3K . Denote by AvL,vR the event that all edges
of [vL, vR] are open, all edges inside (vL −Y)∩Bi and (vR +Y)∩Bi are open and
the remaining edges of Bi are closed (see Figure 7.4).
vR i7K − 3K(i− 1)7K + 3K vL
Figure 7.4. Local surgery procedure to create cone-points. The
edges between vL and vR and those in the shaded regions are all
open, those in the white regions are all closed.
By finite energy, minω|[L]c
3K
Px′ (AvL,vR | 0↔ n~e1) ≥ θ > 0 where the minimum
is taken over configurations such that Bi is illuminated. Thus, a positive density
of illuminated Bi’s contain cone-points and, by (23), a positive density of Bi’s are
illuminated, thereby completing the proof of Theorem 7.2. 
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7.3. Pure exponential decay when x′ > x′c. We are now in position to prove
the last item of Theorem 1.3. This will be done in the same fashion as in Section 4,
except that the “random walk” will here be pinned to the line, replacing the power-
law correction present in (18) by a constant (which is related to the frequency
of occurrence of cone-points on the line). We work here with cones of angular
aperture pi/2. As in Section 4, let w1, . . . , wm be the cone-points of C0 lying on L
(by Theorem 7.2, m is typically of order n). Let
ζi = C0 ∩ Jwi · ~e1, wi+1 · ~e1K× Zd−1
define the cone-confined irreducible components of C0, and let ζb and ζf be the
two components of C0 \ (ζ1 ∪ ζ2 ∪ ... ∪ ζm−1) containing respectively 0 (backward-
irreducible) and n~e1 (forward-irreducible); they can possibly be reduced to a sin-
gle vertex. All definitions of Section 4 extend with almost no modification to
the irreducible components ζ. In particular, we can define percolation events
Ξb,Ξ1, . . . ,Ξm−1,Ξf associated with ζb, ζ1, . . . , ζm−1, ζf so that
Px′(C0 = ζb unionsq ζ1 unionsq · · · unionsq ζm−1 unionsq ζf )
= Px′(Ξb)Px′(Ξf |Ξb, . . . ,Ξm−1)
m−1∏
i=1
Px′(Ξi |Ξb, . . . ,Ξi−1).
Then, for u, v ≥ 1, we can define
ρ′b(u) = e
ξx′u
∑
ζb30
D(ζb)=u
Px′(Ξb) and ρ′f (v) = eξx′v
∑
ζf30
D(ζf )=v
Px′(Ξf ).
By Theorem 7.2, they satisfy
ρ′b(u) ≤ e−ν5u and ρ′f (v) ≤ e−ν5v.
Again, all the properties listed in Proposition 4.1 hold in the present setting (with
essentially the same proof). This allows us to proceed as in Section 4 in order
to “couple” C0 with a random walk S′ on Z>0 with i.i.d. increments X ′i in Z>0
having exponential tails. We denote its law and expectation by Q′. The measures
associated to the boundaries pieces will be denoted by ρˆ′b, ρˆ
′
f ; they have exponential
tails.
0 n~e1
Figure 7.5. The original process based on the cone-points of C0
on the line L, together with the associated process of independent
pieces.
The arguments leading to (18) yield in the present setting
eξx′nPx′(0↔ n~e1) =
∑
u,v
ρˆ′b(u)ρˆ
′
f (v)Q
′
(
∃t > 0 :
t∑
i=1
X ′i = n− v − u
)
+ e−cn.
We can clearly restrict the sum to u, v < n/4. The conclusion then follows from
the Renewal Theorem and Theorem 7.2, since they imply that
Q′
(
∃t > 0 :
t∑
i=1
X ′i = n− v − u
)
n→∞−−−−→ 1
Q′(X ′1)
> 0,
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uniformly in u, v < n/4.
7.4. ξx′ is strictly decreasing when x′ > x′c. As discussed in Remark 2.1, we
can find a sequence (an)n≥1 of large enough numbers such that ξx′ = limn→∞ ξ
(n)
x′ ,
where
ξ
(n)
x′ = −
1
n
logPfx′,Λan (0↔ n~e1).
We can then bound ddx′ ξ
(n)
x′ using Lemma B.2:
d
dx′
ξ
(n)
x′ ≤ −
1
n
1
x′(x′ + 1)
∑
e∈L
Pfx′,Λan (e ∈ Piv0↔n~e1 | 0↔ n~e1).
By Theorem 7.2, the number of cone-points can be assumed to grow linearly with
n. As every cone-point induces at least one pivotal edge for 0 ↔ n~e1, we can find
a positive constant such that ddx′ ξ
(n)
x′ ≤ −c21 uniformly in n. Thus, x′ 7→ ξx′ is
strictly decreasing. Indeed, for x′c < x′1 < x′2 <∞,
ξx′2 − ξx′1 = limn→∞ ξ
(n)
x′2
− ξ(n)x′1 = limn→∞
∫ x′2
x′1
d
ds
ξ(n)s ds ≤ −c22(x′2 − x′1).
Notice that the constant depends on x′2.
7.5. Analyticity of x′ 7→ ξx′ for x′ > x′c. For any x′0 > x′c, we are going to prove
analyticity of ξx′ for x′ in a neighbourhood of x′0. Let us thus fix x′0 > x′c. We first
make the following two assumptions, which will be proved at the end of the section:
Claim 7.1. ξx′ can be obtained as the limit of − 1n logP(n)x′ (0 ↔ n~e1) (where P(n)x′
denotes the measure with only L[0,n] weights modified).
Claim 7.2. fx′ = limn→∞ 1n logE
(n)
x′0
[(
x′
x′0
)oL[0,n] ] exists and is analytic in x′ in a
small neighbourhood of x′0.
Assuming this, we can rewrite
lim
n→∞
1
n
logP(n)x′ (0↔ n~e1) = limn→∞
1
n
log
E(n)x′0
[(
x′
x′0
)oL[0,n]1{0↔n~e1}]
E(n)x′0
[(
x′
x′0
)oL[0,n] ]
= lim
n→∞
1
n
log
{
e
−(fx′+ξx′0 )nE(n)x′0
[(
x′
x′0
)oL[0,n] ∣∣ 0↔ n~e1]}.
The same construction as in the previous subsection (coarse-graining and finite
energy), together with the strict monotonicity of ξx′ on (x′c,∞), guarantee that
there exists 0 > 0 such that, for any x′ in a neighbourhood of x′0, we have
e
−(fx′+ξx′0 )nE(n)x′0
[(
x′
x′0
)oL[0,n] ∣∣ 0↔ n~e1]
= e
−(fx′+ξx′0 )nE(n)x′0
[(
x′
x′0
)oL[0,n]1{Cp(L[0,n])>0n} ∣∣ 0↔ n~e1](1 + o(1)),
where Cp(L[0,n]) is the number of cone-points for the cluster of L[0,n] (the union
of all the clusters containing at least one vertex of L[0,n]) lying on L[0,n]. Let
ϑb, ϑ1, . . . , ϑm, ϑ
f be the (random) sequence of diamonds-confined L[0,n]-clusters
(that is, the irreducible, in the sense of Section 7.3, cone-confined pieces of the clus-
ter of L[0,n]). We write D1, . . . , Dm the sequence of diamonds containing ϑ1, . . . , ϑm
and |Di| ≥ 1 the ~e1 displacement (or length) of Di. We stress at this point that
ϑi contains the whole information about all the clusters touching L ∩Di. We also
denote Db, Df the diamonds containing ϑb, ϑf (their left (resp. right) endpoints
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might not lie on L[0,n]). As before, the length of these irreducible components has
exponential tails. We obtain
E(n)x′0
[(
x′
x′0
)oL[0,n]1{Cp(L[0,n])>0n} ∣∣ 0↔ n~e1] =
E(n)x′0
[(
x′
x′0
)o
Db∩L[0,n]
(
x′
x′0
)o
Df∩L[0,n]
m∏
i=1
(
x′
x′0
)oDi∩L1{Cp(L[0,n])>0n} ∣∣ 0↔ n~e1]. (24)
Proceeding as in Sections 4 and 7.3, we can partition ϑb, ϑ1, . . . , ϑm, ϑf into finite
strings of irreducible pieces ϑ˜b, ϑ˜1, . . . , ϑ˜k−1, ϑ˜f , and construct a probability mea-
sure Q on the irreducible components ϑ˜i and two finite measures pL, pR on θ˜b and
θ˜f , respectively. All three measures have exponential tails, so that, up to an error
of order e−cn with c > 0 uniform in x′ in a small neighbourhood of x′0, (24) becomes
C
n∑
k=1
∑
`0+···+`k=n
pL(`0)pR(`k)
k−1∏
i=1
Q
[(
x′
x′0
)oD˜i∩L ∣∣ |D˜i| = `i]Q(|D˜i| = `i), (25)
where the C comes from the pure exponential decay behaviour of Px′0(0 ↔ n~e1)
and the associated conditioning, and where
pL/R(`) = pL/R
[(
x′
x′0
)o
D˜b/f∩L[0,n]1{|D˜b/f |=`}
]
,
are exponentially decaying in ` for x′ in a small neighbourhood of x′0. Notice
that Q
[(
x′
x′0
)oD˜i∩L ∣∣ |D˜i| = `i] is a polynomial in x′ of degree at most `i. Denote
q` = Q(|D˜1| = `) (which is exponentially decaying in `) and p`(x′) = Q
[(
x′
x′0
)oD˜1∩L ∣∣
|D˜1| = `
]
e
−(fx′+ξx′0 )`; observe that p`(x′) is an analytic function of x′. Define
α0(x
′) = 1 and
αn(x
′) =
n∑
k=1
∑
`1+···+`k=n
k∏
i=1
Q
[(
x′
x
)oD˜i∩L ∣∣ |D˜i| = `i]Q(|D˜i| = `i)e−(fx′+ξx′0 )`i
=
n∑
k=1
∑
`1+···+`k=n
k∏
i=1
q`ip`i(x
′). (26)
Denote dn = e
−(fx′+ξx′0 )nE(n)x′0
[(
x′
x′0
)oL[0,n] ∣∣ 0 ↔ n~e1] and D(z) = ∑n≥1 dnzn.
By definition, the radius of convergence of D is eξx′ . Then, consider the generating
functions
A(t) =
∞∑
n=0
αn(x
′)etn and B(t) =
∞∑
`=1
q` p`(x
′)et`.
By (24) and (25), the radius of convergence of A is given by the one of D(et), so
that the radius of convergence of A(t) is equal to ξx′ . Moreover, notice that B(t)
converges for all t < t0 for some t0 > ξx′ as q` is exponentially decaying in `. Then,
(26) implies that
A(t) =
1
1− B(t) .
Thus B(ξx′) = 1, which provides an implicit expression for ξx′ . Defining
Φ(w, z) =
∞∑
`=1
q` p`(w) e
z`,
analyticity follows from solving Φ(w, z) = 1 for z in a neighborhood of (x′, ξx′).
Analyticity of Φ(w, z) close to (x′, ξx′) follows from the exponential decay property
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of q`, and ∂Φ∂z
∣∣
(x′,ξx′ )
6= 0 from a direct computation. The claim follows using the
(analytic version of the) implicit function theorem.
Proof of Claim 7.1. To simplify notations, we will write j ≡ j~e1 when the meaning
is clear from the context. First notice that P(n)x′ (0 ↔ n) ≤ Px′(0 ↔ n) by mono-
tonicity, since x′ ≥ x. Thus ξx′ ≤ − limn→∞ 1n logP(n)x′ (0 ↔ n). To obtain the
reverse inequality, we partition, for M > 0,
Px′(0↔ n) = Px′(0↔ n, 0↔ (L<−M ∪ L>n+M ))
+ Px′(0↔ n, 0↔/ (L<−M ∪ L>n+M )). (27)
Now, we bound separately the two terms in the RHS.
Px′(0↔ n, 0↔(L<−M ∪ L>n+M ))
≤
∑
k<−M
Px′(k ↔ 0↔ n) +
∑
k>n+M
Px′(0↔ n↔ k)
≤ 2
∞∑
k=0
Px′(0↔ n+M + k)
≤ 2e−ξx′ne−ξx′M 1
1− e−ξx′
≤ CPx′(0↔ n)e−ξx′M 1
1− e−ξx′ ≡ Cx′e
−Mξx′Px′(0↔ n), (28)
where the first inequality is a union bound, the second uses invariance under trans-
lation, the third is by Lemma 3.1, Item a), and the fourth follows from Theorem 1.3,
Item (iv) with C ≥ 0 not depending on n. Then,
Px′(0↔ n, 0↔/ (L<−M ∪ L>n+M )) =
=
∑
C30,n
C∩(L<−M∪L>n+M )=∅
Px′(∂C0 closed)Px′(C open | ∂C0 closed)
≤
∑
C30,n
C∩(L<−M∪L>n+M )=∅
P(−M,n+M)x′ (∂C0 closed)P
(−M,n+M)
x′ (C open | ∂C0 closed)
≤ P(−M,n+M)x′ (0↔ n)
=
E
[(
x′
x
)oL[−M,n+M]1{0↔n}]
E
[(
x′
x
)oL[−M,n+M] ] ≤ (x′x )2MP(n)x′ (0↔ n), (29)
where P(−M,n+M)x′ denotes the measure with modified weights on L[−M,n+M ]. The
first inequality is by monotonicity (and Px′(· | ∂C0 closed) = P(−M,n+M)x′ (· | ∂C0 closed)
as the interior of ∂C0 does not contain edges from L<−M or L>n+M ).
Putting together (27),(28), (29), and choosingM large enough so that Cx′e−Mξx′ ≤
1
2 we obtain:
Px′(0↔ n) ≤
(x′
x
)2M 1
1− Cx′e−Mξx′ P
(n)
x′ (0↔ n) ≤ 2
(x′
x
)2M
P(n)x′ (0↔ n),
implying ξx′ ≥ − lim
n→∞
1
n logP
(n)
x′ (0↔ n~e1). 
Proof of Claim 7.2. The proof will be done using the same line of ideas as described
above for the analyticity of ξx′ . First notice that, for x′ ≥ x′0,
E(n)x′0
[(
x′
x
)oL[0,n+m] ] ≥ E(n)x′0 [(x′x )oL[0,m] ]E(n)x′0 [(x′x )oL[0,n] ],
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by FKG, as oL[0,n] is an increasing function, and by translation invariance of E (for
x′ < x′0, the reverse inequality holds). Thus, existence of fx′ follows by Fekete’s
Lemma. Analyticity of fx′ follows the same lines as ξx′ : the same representation
of L[0,n] cluster holds under E(n)x′0 , and the rest of the argument carries out in the
same (in fact, simpler) fashion as in the ξx′ case. 
7.6. Interface localization. Theorem 1.4 is an essentially immediate corollary
of the analysis leading to Theorem 7.2 and classical tools for the analysis of the
random-cluster model (see [17]): the Edwards–Sokal coupling and the coupling be-
tween the high- and low-temperature random-cluster measures on Z2. It is enough
to make the following observations:
• Whenever {i, j} ∈ E2 is such that {i, j}∗ is part of the interface, the edge
{i, j} is closed in the random-cluster configuration associated to the Potts
configuration by the Edwards–Sokal coupling. Note that this random-
cluster model has wired boundary condition and a constraint that {i ∈
Z2 : i⊥ > 0} \Λn must no be connected (in Λn) to {i ∈ Z2 : i⊥ ≤ 0} \Λn.
• By the standard coupling between the random-cluster model on Z2 and its
dual (which has parameters p∗ < pc, J∗ > 1 and the same value of q),
the latter has free boundary condition and is conditioned on the two dual
vertices (−n− 12 , 12 ) and (n+ 12 , 12 ) being connected. Let us denote by Cn
the corresponding cluster.
• By the above, the Potts interface is a subset of the (dual) cluster Cn.
• The analysis leading to Theorem 7.2 can be repeated essentially verbatim,
the fact that one is working in a finite system having no incidence.
• This implies that the cone-points of Cn are also cone-points of the Potts
interface, from which the desired result follows immediately.
L L
Figure 7.6. The FK representation of low temperature Potts
model with Dobrushin boundary condition (the top is conditioned
to not intersect the bottom) and the corresponding high tempera-
ture dual FK configuration (where the two points are conditioned
to be connected).
Appendix A. Couplings
We sketch here the proofs of the existence of some couplings used in the paper.
Similar construction (with more details) can be found, for example, in [15] and [10].
Lemma A.1. Let G be a finite graph and let P~x,q be the random-cluster measure
with edges weights (xe)e∈EG and cluster weight q on G. Then, for any e ∈ EG,
there exists a coupling (ω, η) ∼ Φ of P~x,q(· |ωe = 1) and P~x,q(· |ωe = 0) such that
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(i) ω ∼ P~x,q(· |ωe = 1) and η ∼ P~x,q(· | ηe = 0),
(ii) Φ(ω ≥ η) = 1.
Proof. This lemma is standard and follows from a Markov chain argument: start
from ω(0) ≥ η(0) and perform a heat bath dynamic simultaneously on the two con-
figurations. Having constructed ω(n−1), η(n−1), construct ω(n), η(n) in the following
way: select an edge f uniformly at random from EG; resample its state in ω(n−1)
according to P~x,q(· |ωg = ω(n−1)g ∀g /∈ {f, e}, ωe = 1) to obtain ω(n); resample its
state in η(n−1) according to P~x,q(· | ηg = η(n−1)g ∀g /∈ {f, e}, ηe = 0) to obtain η(n).
The two dynamics can be coupled so that for every n, the law of ω(n+1) dominates
the law of η(n+1). Letting n→∞, this gives the desired coupling. 
Lemma A.2. Let G be a finite graph, let P~x,q be the random cluster measure with
edges weights (xe)e∈EG and cluster weight q on G and, for E ⊂ EG, let P~y,q be the
random cluster measure with edges weights ye =
{
xe if e /∈ E
ye < xe if e ∈ E
, and cluster
weight q. Then, there exists a coupling (ω, η) ∼ Φ of P~x,q and P~y,q such that
(i) ω ∼ P~x,q and η ∼ P~y,q,
(ii) Φ(ω ≥ η) = 1,
(iii) Φ(ω|(CE(ω))c = η|(CE(ω))c) = 1.
Proof. This coupling is slightly more involved and is done via an exploration pro-
cess. Fix an arbitrary ordering of EG. We will explore the configurations by
exploring the cluster of E. Denote C(n)E (ω) the cluster of E in ω (that is, the union
of the clusters of the endpoints of the edges in E) restricted to the explored edges
after step n (it always contains the endpoints of the edges in E) and let ∂C(n)E (ω)
be the unexplored edge-boundary of C(n)E (ω). At step n, sample the smallest edge
en ∈ ∂C(n−1)E (ω) as follows: sample Un ∼ Unif([0, 1]) and set
ωen = 1{Un≤P~x,q(· |ωe1 ,...,ωen−1 )} and ηen = 1{Un≤P~y,q(· | ηe1 ,...,ηen−1 )}.
In this way, when an edge is open in η, it is also open in ω. Observe that, once
the cluster of E in ω is explored, its boundary will be closed in both configura-
tions. We can thus sample the remaining edges in both configurations according to
Pf~x,q;(CE(ω)∪∂CE(ω))c , so the two agree outside of CE(ω). 
Appendix B. Basic results in FK percolation
B.1. A decoupling inequality. The following lemma is inspired by an analogous
claim in [5].
Lemma B.1. Let R > 0 and let A be an increasing event depending only on edges
in a finite set D ⊂ Zd. Define DR =
⋃
i∈D(i + J−R,RKd). Then, for all R large
enough,
PwDR(A)
P(A)
≤ (1− |∂DR/2||∂DR|e−ν1R/2)−1.
Proof. Notice first that, for u ∈ ∂DR/2 and v ∈ ∂DR, the distance between u and v
is at least R/2. Then, partitioning according to whether the event ∂DR ↔ ∂DR/2
occurs, we get
PwDR(A) ≤ PwDR(A)PwDR\D(∂DR ↔ ∂DR/2) + P(A)
≤ PwDR(A)|∂DR/2||∂DR|e−ν1R/2 + P(A),
where we used monotonicity in volume and in boundary conditions for the first
inequality and Lemma 2.1 for the second one. 
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B.2. A Russo-like formula. There exist various extensions of the Russo formula
from Bernoulli percolation to FK percolation. However, we will need the following
version, which we did not find in the literature. Recall that an edge e is pivotal for
an event A in a configuration ω if the value of 1{ω∈A} depends on the value of ωe.
Denote PivA(ω) the set of edges pivotal for A in ω.
Lemma B.2. Let P~x,q be the random-cluster measure on a finite graph G, with
weights (xe)e∈EG and q ≥ 1. Let E ⊂ EG a collection of edges in G. Denote
by Ps~x,q the random-cluster measure obtained by modifying the weights ~x by setting
xe = s, ∀e ∈ E. Then, for s2 > s1 and any nondecreasing event A, we have
Ps2~x,q(A)
Ps1~x,q(A)
≥ exp
(∫ s2
s1
1
s(1 + s)
∑
e∈E
Ps~x,q(e ∈ PivA |A)ds
)
.
Proof. First, we compute
d
ds
logPs~x,q(A) =
1
sPs~x,q(A)
Covs~x,q(1A, oE)
=
1
sPs~x,q(A)
(∑
e∈E
Ps~x,q(ωe = 1)
(
Ps~x,q(A |ωe = 1)− Ps~x,q(A)
))
=
1
sPs~x,q(A)
(∑
e∈E
Ps~x,q(ωe = 1)Ps~x,q(ωe = 0)
×(Ps~x,q(A |ωe = 1)− Ps~x,q(A |ωe = 0))). (30)
Consider a coupling (ω, η) ∼ Φ of Ps~x,q(· |ωe = 1) and Ps~x,q(· |ωe = 0) such that
ω ≥ η and ω ∼ Ps~x,q(· |ωe = 1) and η ∼ Ps~x,q(· |ωe = 0). Then compute
Ps~x,q(A |ωe = 1)− Ps~x,q(A |ωe = 0) = Φ(1A(ω)− 1A(η))
= Φ(1A(ω)1Ac(η))
≥ Φ(1{e∈PivA}(ω))
= Ps~x,q(e ∈ PivA |ωe = 1)
=
Ps~x,q(e ∈ PivA, ωe = 1)
Ps~x,q(ωe = 1)
=
Ps~x,q(e ∈ PivA, A)
Ps~x,q(ωe = 1)
,
where we used, in the second line, that A is increasing and ω ≥ η, so that η ∈
A =⇒ ω ∈ A and ω ∈ Ac =⇒ η ∈ Ac and thus 1A(ω) − 1A(η) = 1A(ω)1Ac(η);
we have also used the fact that e ∈ PivA(ω) =⇒ ω ∈ A and η ∈ Ac for the
inequality. Plugging this into (30) gives
d
ds
log
(
Ps~x,q(A)
) ≥ 1
sPs(A)
(∑
e∈E
Ps~x,q(ωe = 0)Ps~x,q(e ∈ PivA, A)
)
=
1
s
(∑
e∈E
Ps~x,q(ωe = 0)Ps~x,q(e ∈ PivA |A)
)
≥ 1
s(1 + s)
(∑
e∈E
Ps~x,q(e ∈ PivA |A)
)
,
where the last inequality follows from finite energy of Ps~x,q. Integrating both sides
between s1 and s2 and taking the exponential leads to the desired inequality. 
Appendix C. Renewal for long-range memory process
The goal of this appendix is to present a way to factorize measures on sequences
with exponential mixing. The procedure employed is a representation of the mixing
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property as a memory-percolation picture. The ideas used here are inspired from the
construction done in [8], but our set-up being a bit different (we deal with general
kernels instead of probability kernels and we need “finite volume” estimates rather
than estimates on the stationary measure), the results from [8] do not immediately
apply, so we provide here a self-contained exposition.
C.1. Setting, Notations and Definition. We will work with A an alphabet
(finite or countable), and BL,BR two sets containing ∅ (finite or countable). The
objects of study will be measures on sequences of the form
(bL, x1, x2, . . . , xn, bR) ∈ BL ×An × BR.
We will say and assume:
• elements of A are called letters, sequences (or concatenation) of letters are
called words;
• A does not contain words;
• for x ∈ An, denote |x| = n the length of the word x.
As we work with sequences, it will be useful to have a few operations on them. We
first define the concatenation operation.
Definition C.1. For x = (. . . , xk−1, xk) a right-finite sequence and y = (yl, yl+1, . . . )
a left-finite sequence, the concatenation of x and y is the sequence
x unionsq y = (. . . , xk−1, xk, yl, yl+1, . . . ).
By convention, the labels of the new sequence will be chosen to be consistent with
the labels of x:
(x unionsq y)i =
{
xi if i ≤ k
yl+i−k−1 if i > k
.
Elements of A will be considered as one-element sequences for concatenation.
We then define the extraction operation.
Definition C.2. For k ≤ l ≤ m ≤ n ∈ Z and x = (. . . , xk, . . . , xl, . . . , xm, . . . , xn, . . . )
a sequence, the (l,m)-extraction of x is the sequence
xml = (xl, xl+1, . . . , xm−1, xm).
We will use the following notations:
• S = ⋃n≥0An the set of finite sequences (A0 = {∅}), and S∗ = ⋃n≥1An
the set of non-empty finite sequences;
• S+ = AZ≥0 , resp. S− = AZ<0 , the set of right-infinite, resp. left-infinite,
sequences;
• BL = {bL unionsq x : bL ∈ BL,x ∈ S} and BR = {x unionsq bR : bR ∈ BR,x ∈ S}.
In all this Appendix, when not explicitly said otherwise, bL, bR,x will always
denote elements of BL,BR,S∗ and x = (x1, . . . , xn).
We will consider measures Ψn on BL × Sn × BR that are given by a kernel
Ψ : BL × (A ∪ BR) → R+ and a weight function Ψ : BL → R+ (for simplicity, we
denote both by the same letter...). Namely, writing
Ψ(b, s) ≡ Ψ(s | b),
we assume that
Ψn(bL unionsq x unionsq bR) = Ψ(bL)
( n∏
k=1
Ψ(xk | bL unionsq xk−11 )
)
Ψ(bR | bL unionsq xn1 )
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To lighten the notations, we will sometimes write
Ψ(bL unionsq xn1 ) = Ψ(bL)
n∏
i=1
Ψ(xi | bL unionsq xi−11 ).
We will make the following additional assumptions on Ψ:
(H1) uniform summability: there exists K <∞ such that∑
s∈A∪BR/L
Ψ(s | b) ≤ K
for all b ∈ BL/R;
(H2) ratio exponential mixing: there exist L0, c > 0 such that∣∣∣1− Ψ(z|b2 unionsq x)
Ψ(z|b1 unionsq x)
∣∣∣ ≤ e−c|x|
for all n ≥ L0, z,x = (x1, . . . , xn) ∈ S, b1, b2 ∈ BL;
(H3) sub-exponential decay (or growth) of the mass:
lim
n→∞
1
n
log(µn) = 0,
where µn =
∑
bL,bR
∑
x∈An Ψn(bL unionsq x unionsq bR).
(H4) there exist s ∈ A and 0 > 0 such that inf l∈BL Ψ(s | l) ≥ 0.
C.2. The Memory Percolation Picture. A stick-percolation configuration on
an interval J ⊂ R is a partitioning of J into disjoints open intervals (called clusters)
and their endpoints (called cuts). Given a stick-percolation configuration ω, denote
by Cuts(ω) the set of its cuts. We will consider stick-percolation configurations
induced by functions I : Z → Z≥0 via the following procedure: to every k ∈ Z,
associate the (open) interval (k−Ik− 12 , k+ 12 ). Then, the connected components of
the union of those intervals give the clusters of the stick-percolation configuration,
while the complement of this union gives the set of cuts. We will say that an edge
ek = (k, k + 1) is a cut if k + 12 is.
This definition extends straightforwardly for stick-percolation configurations on
finite subsets of Z.
Figure C.1. Left stick-percolation configuration and the cut process.
With this in hand, we augment each sequence bL unionsq x unionsq bR, x ∈ An, with a
stick-percolation realization on [0, n+ 1] ∩ Z. This will be done with the help of a
memory threshold sequence (following [8]). Let x = (x1, . . . , xn) ∈ S∗, b ∈ BL and
define
a0(s | b unionsq x) ≡ a0(s | ∗) = inf
l∈BL
Ψ(s | l),
ak(s | b unionsq x) ≡ ak(s |xnn−k+1) = inf
l∈BL
Ψ(s | l unionsq xnn−k+1),
ak(b unionsq x) =
∑
s∈A
ak(s | b unionsq xn1 ),
if 0 ≤ k ≤ n, and ak(s | b unionsq x) = a∞(s | b unionsq x) = Ψ(s | b unionsq x) for k > n. Under
Assumption (H1), all those numbers are in [0,K] for all k and ak(s | bunionsqx), ak(bunionsqx)
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are nondecreasing sequences in k for any s, b and x. One can thus consider the
“covered mass at depth k”:
∆0(s | b unionsq x) = a0(s | ∗),
∆k(s | b unionsq x) = ak(s | b unionsq x)− ak−1(s | b unionsq x),
∆k(b unionsq x) =
∑
s∈A
∆k(s | b unionsq x).
All these definitions are for s ∈ A, but they extend straightforwardly to the case
where s is replaced by b′ ∈ BR. Observe that Assumption (H4) is equivalent to the
existence of 0 > 0 such that a0 ≥ 0.
Now, noticing that
Ψ(s | b unionsq xn1 ) = an+1(s | b unionsq xn1 )
= a0(s | b unionsq xn1 ) +
n∑
k=0
{
ak+1(s | b unionsq xn1 )− ak(s | b unionsq xn1 )
}
=
n+1∑
k=0
∆k(s | b unionsq xn1 ),
one can write
Ψn(bL unionsq x unionsq bR) = Ψ(bL)
( n∏
k=1
Ψ(xk | bL unionsq xk−11 )
)
Ψ(bR | bL unionsq xn1 )
= Ψ(bL)
( n∏
k=1
k∑
i=0
∆i(xk | bL unionsq xk−11 )
)(n+1∑
i=0
∆i(bR | bL unionsq xn1 )
)
= Ψ(bL)
∑
I∈In
∆In+1(bR | bL unionsq xn1 )
n∏
k=1
∆Ik(xk | b unionsq xk−11 ),
where In =
{
I : {0, 1, . . . , n + 1} → Z≥0 : Ik ≡ I(k) ≤ k
}
. Now enters the
memory-percolation picture: I can be seen as the realization of a stick-percolation.
In this way, each I can be associated to a cluster set that we will represent as the
sequence of the lengths of its clusters:
Cn =
n+1⋃
k=0
{
(l0, . . . , lk) : li ≥ 1,
k∑
i=0
li = n+ 2
}
.
We will write I ∼ (l0, . . . , lk) if the cuts of the stick-percolation configuration in-
duced by I are (l0−1, l0), (l0 + l1−1, l0 + l1), . . . , (l0 + · · ·+ lk−1−1, l0 + · · ·+ lk−1).
One can thus see Ψn as a measure on (BL unionsq An unionsq BR) × Cn (equipped with the
discrete sigma-algebra):
Ψn(bL unionsq x unionsq bR, (l0, l1, . . . , lk))
= Ψ(bL)
∑
I∈In
I∼(l0,...,lk)
∆In+1(bR | bL unionsq xn1 )
n∏
i=1
∆Ii(xi | bL unionsq xi−11 ). (31)
Notice that, for a given cluster realization (l0, . . . , lk), the value of the weight
∆Ii(xi | bL unionsq xi−11 ) for a given i is independent of the value of xj for j < i− Ii. It
is this essential property that will be exploited in our analysis.
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bLx1x2x3x4x5x6x7 xn−1xnbRxn−2...
l0 l1
I6I2 In
Figure C.2. Sequence with memory.
Define
ρL(bL unionsq xn1 ) = Ψ(bL)
∑
I∼(n+1)
n∏
k=1
∆Ik(xk | bL unionsq xk−11 )
ρR(x
n
1 unionsq bR), =
∑
I∼(1,n+1)
∆In+1(bR |xn1 )
n∏
k=1
∆Ik(xk |xk−11 )
p(xn1 ), =
∑
I∼(1,n)
n∏
k=1
∆Ik(xk |xk−11 ).
(32)
These are obviously nonnegative measures on, respectively, BL × S,S × BR and
S. Moreover, denoting M + 1 the (variable) number of clusters in the percolation
configuration, and defining A = {M ≥ 1, l0 + lM < n+ 2}, we have
Ψn(bL unionsq x unionsq bR, A) =
n+1∑
L=2
∑
l≥1,r≥1
r+l=L
Ψn(bL unionsq x unionsq bR, l0 = l, lM = r)
=
n+1∑
r+l=L=2
r,l≥1
n+2−L∑
k=1
∑
l1,...,lk≥1∑
li=n+2−L
Ψ(bL)
{∑
I∼(l)
l−1∏
i=1
∆Ii(xi | bL unionsq xi−11 )
}
×
×
k∏
j=1
{ ∑
I∼(1,lj)
lj∏
i=1
∆Ii
(
xl+l1···+lj−1+i
∣∣ xl+l1+···+lj−1+i−1l+l1···+lj−1+1 )}×
×
{ ∑
I∼(1,r)
∆Ir
(
bR
∣∣ xl+···+lk+r−1l+···+lk+1 ) r−1∏
i=1
∆Ii
(
xl+···+lk+i
∣∣ xl+···+lk+i−1l+···+lk+1 )}
=
n+1∑
r+l=L=2
r,l≥1
n+2−L∑
k=1
∑
l1,...,lk≥1∑
i li=n+2−L
ρL
(
bL unionsq xl−11
) k∏
j=1
p
(
x
l+···+lj−1+lj
l+···+lj−1+1
)×
× ρR
(
xl+···+lk+r−1l+···+lk+1 unionsq bR
)
. (33)
C.3. Decoupling of Random Sequences. We now present a factorisation result
for weakly coupled measures. We always see Ψn as a measure on (BL×An×BR)×In
(with the discrete σ-algebra) as the percolation picture is induced by the memory
values (I ∈ In) and thus all weights that we consider can be expressed as sums of
weight of elements in (BL ×An × BR)× In.
The idea being to approximate Ψn by a factorized measure, we introduce the
product measure P = pZ>0 , X = (X1,X2, . . . ) and BL/R sequences “sampled” from
P, ρL/R (one can just think as if they were random variables, and look at them as a
convenient way of defining certain sets). Then define RL = {∃k ≥ 1 :
∑k
i=1 |Xi| =
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L} and
Ξ = ρL × P× ρR, (34)
Ξn( · ) = Ξ( · , |BL|+ |BR| < n,Rn−|BL|−|BR|), (35)
where Ξn is understood as a measure on (BL,An,BR)× Cn. Percolation estimates
and the construction described in the previous section allow one to prove the fol-
lowing result.
Lemma C.1. Let (Ψn)n and Ψ be as described in Section C.1 and such that Con-
ditions (H1), (H2), (H3) and (H4) are satisfied. Let ρL, ρR,p be defined by (32).
Then, p is a probability measure and
(i) there exist C2, c23 > 0 such that
ρR(|BR| = l) ∨ ρL(|BL| = l) ∨ p(|X| = l) ≤ C2e−c23l;
(ii) there exist C3, c24 > 0 such that, for any f : BL ×An × BR → R bounded,∣∣∑ f(y)Ψn(y)−∑ f(y)Ξn(y)∣∣ ≤ ‖f‖∞C3e−c24n,
where the sum is over y ∈ BL ×An × BR.
Proof. We start by showing Item (i), as the second point follows from it and (33).
To lighten notations, we will use the notation snk ≡ (si)ni=k for any kind of
sequence (not just words) and write snk = s˜
n
k instead of: si = s˜i for i = k, k+1, ..., n.
First observe that, using (H2) and the definition of an,∣∣∣ an(s |xn1 )
Ψ(s | b unionsq xn1 )
− 1
∣∣∣ = 1− an(s |xn1 )
Ψ(s | b unionsq xn1 )
≤ e−cn, (36)
uniformly in b ∈ BL and s ∈ A (or s ∈ BR) whenever n ≥ L0. Thus, for any b ∈ BL
and x ∈ An, n ≥ L0,∑
s∈A
{
Ψ(s | b unionsq xn1 )− an(s |xn1 )
} ≤ e−cn∑
s∈A
Ψ(s | b unionsq xn1 ).
This and the fact that an ≥ a0 ≥ 0 imply that∑
s∈A an(s |xn1 )∑
s∈AΨ(s | b unionsq xn1 )
≥
{
1− e−cn if n ≥ L0,
0
K if n < L0.
(37)
We can then use (36) to obtain a “uniform” exponential decay estimate on Ik: for
L0 ≤ l < k,
Ψn(Ik ≤ l, In+1k+1 = rn+1k+1 ) =
=
∑
bL,bR,xn1
Ψ(bL unionsq xk−11 )al(xk | bL unionsq xk−11 )
n∏
i=k+1
∆ri(xi | bL unionsq xi−11 )
≥
∑
bL,bR,xn1
Ψ(bL unionsq xk1)(1− e−cl)
n∏
i=k+1
∆ri(xi | bL unionsq xi−11 )
= (1− e−cl)Ψn(In+1k+1 = rn+1k+1 ). (38)
For l ≤ L0, the same computation and (37) gives
Ψn(Ik ≤ l, In+1k+1 = rn+1k+1 ) ≥ 0Ψn(In+1k+1 = rn+1k+1 ).
Reformulating, one has
Ψn(Ik > l, I
n+1
k+1 = r
n+1
k+1 )
Ψn(I
n+1
k+1 = r
n+1
k+1 )
≤
{
e−cl if l ≥ L0,
1− 0K if l < L0.
(39)
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For 0 < i ≤ j ≤ n+ 1, let X[i,j] = max{i−m+ Im : i ≤ m ≤ j} be “the distance
reached by [i, j]”; note that it is nonnegative. Doing (almost) the same computation
as in (38), one obtains the following
Claim C.1. There exist c > 0, L1 ≥ 0 such that,
Ψn(X[i,j] > l, I
n+1
j+1 = r
n+1
j+1 )
Ψn(I
n+1
j+1 = r
n+1
j+1 )
≤
{
e−cl if l ≥ L1,
1− ( 0K )L1 if l < L1,
uniformly in i, j and rn+1j+1 . In particular, there exist C ≥ 0, c > 0 such that:
Ψn(X[i,j] > l, I
n+1
j+1 = r
n+1
j+1 )
Ψn(I
n+1
j+1 = r
n+1
j+1 )
≤ Ce−cl.
We will also need a uniform cut estimate.
Claim C.2. There exists  > 0 such that
Ψn(X[i,j] = 0, I
n+1
j+1 = r
n+1
j+1 )
Ψn(I
n+1
j+1 = r
n+1
j+1 )
≥ ,
uniformly in i, j and rn+1j+1 .
Proof. Proceeding as in (38),
Ψn(X[i,j] = 0, I
n+1
j+1 = r
n+1
j+1 ) = Ψn(Ii+k ≤ k, 0 ≤ k ≤ j − i, In+1j+1 = rn+1j+1 )
≥
( 0
K
)L0 j−i∏
k=L0
(1− e−ck)Ψn(In+1j+1 = rn+1j+1 )
≥ Ψn(In+1j+1 = rn+1j+1 )
( 0
K
)L0 ∞∏
k=1
(1− e−ck)
= Ψn(I
n+1
j+1 = r
n+1
j+1 ),
since the infinite product converges. 
We now use Claims C.1 and C.2 to implement an exploration argument which
will imply that having no cuts in a long interval carries an exponentially small
measure. This in turn implies exponential decay of ρL, ρR and p (Item (i)). Fix l,
n large enough and m ∈ [0, n+ 1] ∩ Z such that [m− l,m] ⊂ [0, n+ 1]. Define
Dm(l) = {[m− l,m] ∩ Cuts = ∅}.
We want to prove the following
Claim C.3. There exist L2 ≥ 0 and c > 0 such that, for all l ≥ L2 and n ≥ m ≥ l,
Ψn(Dm(l)) ≤ e−cl.
Proof. The idea is the following: look at the furthest point reached by [m,n + 1];
call it i1. With measure at least , ei1−1 is a cut. If not, look at the furthest point
reached by [i1, n+ 1], and so on and so forth. To make this precise, we introduce
Y1 = X[m,n+1], Y2 = X[m−Y1,m−1], Y3 = X[m−Y1−Y2,m−Y1−1], . . . ,
Sk =
k∑
i=1
Yi, so that Yk = X[m−Sk−1,m−Sk−2−1],
T = min{k : Sk ≥ l}.
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All these quantities are functions of the memory configuration I. Now, for any
1 > δ > 0,
Ψn(Dm(l)) = Ψn(Dm(l), T ≥ δl) + Ψn(Dm(l), T < δl)
≤ (1− )δl + Ψn(T < δl),
via the uniformity in Claim C.2. Finally, for t > 0,
Ψn
(
etSδl
)
=
∞∑
k1,...,kδl=0
et
∑δl
i=1 kiΨn(Y1 = k1, ..., Yδl = kδl)
≤
∞∑
k1,...,kδl=0
et
∑δl
i=1 ki
δl∏
i=1
Ce−cki
=
(
C
1− e−c/2
)δl
,
for any t ≤ c/2, where we used the uniform exponential decay property of the Y ′i s
(Claim C.1) in the inequality. This gives:
Ψn(T < δl) = Ψn(Sδl > l) ≤ e−cl
for some c > 0 and δ small enough, via the application of the exponential version
of Markov inequality. 
With (33), Claim C.3 implies exponential decay of ρL, ρR and p (item (i)), as
well as the bound Ψn(A) ≤ e−cn (where A is defined just above (33)).
To conclude the proof of Lemma C.1, we must still establish Item (ii) and show
that p is indeed a probability measure. We start with the latter. As p is a positive
measure, we have to prove that
∑
x∈S∗ p(x) = 1. This will be done using a standard
renewal argument. We will need the weights
ρLn =
∑
bL∈BL,x∈An−1
ρL(bL unionsq x), ρRn =
∑
bR∈BR,x∈An−1
ρL(x unionsq bR), νn =
∑
x∈An
p(x),
and the associated generating functions (recall µn =
∑
bL,bR
∑
x∈An Ψn(bLunionsqxunionsqbR)
from (H3))
A(z) =
∞∑
n=1
µnz
n, B(z) =
∞∑
n=1
νnz
n, CL(z) =
∞∑
n=0
ρLnz
n, CR(z) =
∞∑
n=0
ρRn z
n.
Since
∑
x∈S∗
p(x) =
∞∑
n=1
∑
x∈An
p(x) =
∞∑
n=1
νn = B(1),
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we only need to show that B(1) = 1. We will deduce this from a functional equation
satisfied by the previously introduced generating functions:
A(z) =
∞∑
n=1
zn
∑
bL,bR
∑
x∈An
Ψn(bL unionsq x unionsq bR)
=
∞∑
n=1
znΨn(A
c) +
∞∑
n=1
zn
∑
bL,bR
∑
x∈An
Ψn(bL unionsq x unionsq bR, A)
= gAc(z) +
∞∑
k=1
∞∑
n=k
∑
l,r,l1,...,lk≥1
l+r+
∑
li=n+2
ρLl−1z
l−1ρRr−1z
r−1
k∏
i=1
νliz
li
= gAc(z) +
∞∑
k=1
CL(z)B(z)kCR(z)
= gAc(z)− CL(z)CR(z) + CL(z)CR(z)
1− B(z) . (40)
Now, denoting rgAc , rA, rB, rCL and rCR the radii of convergence of, respectively,
gAc , A, B, CL and CR, (i) and the exponential decay of Ψn(Ac) imply that
rgAc > 1, rB > 1, rCL > 1, rCR > 1.
Furthermore, Properties (H3) implies that
rA = 1.
Together with (40), this yields B(rA) = 1 and thus B(1) = 1.
Finally, we prove Item (ii). For f : BL ×An × BR → R bounded,∣∣∑ f(y)Ψn(y)−∑ f(y)Ξn(y)∣∣
≤ ∣∣∑ f(y)Ψn(y, A)−∑ f(y)Ξn(y)∣∣+ ‖f‖∞Ψn(Ac)
≤ ‖f‖∞Ce−cn
by exponential decay of Ψn(Ac) (implied by Claim C.3) and equation (33). 
Since all notations and estimates are provided here, we prove a few technical
points which are not directly useful in this paper but which might be of use in later
investigations.
Lemma C.2. Under the assumption of Lemma C.1, there exists  > 0 such that
Ψn(bL unionsq xk1 , (k, k + 1) ∈ Cuts)
Ψn(bL unionsq xk1)
≥ ,
uniformly in bL, k ≥ 0 and xk1 .
Proof. This follows form the same computation as in the argument leading to
Claim C.2 in the proof of Lemma C.1. 
Lemma C.3. If there exist δ > 0 and an element s0 ∈ A such that
Ψ(s0 | b) ≥ δ,
for all b ∈ BL, then
p
(
X = (s0)
) ≥ δ.
Proof. By definition of p, p((s0)) = a0(s0) = infb∈BL Ψ(s0 | b) ≥ δ. 
Before ending this sub-section, we observe two facts about the boundary pieces:
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Remark C.1. • The same argument as in Lemma C.3 gives the same result
for p replaced by ρR and bR ∈ BR instead of s0 ∈ A.
• If Ψ(bL) ≥ δ for some bL, then ρL(bL) ≥ δ (using the definition of ρL).
C.4. Application to Random Walks with Exponentially Decaying Mem-
ory. In order to avoid confusion, we continue to use | · | for the length of a sequence
and use ‖·‖ for the norm in Rd. We now apply results of the previous section to
the setting where BL,S,BR come equipped with a displacement application: i.e.
a function V : BL ∪ BR ∪ S → Zd. This naturally induces an application V˜ from
BL×Sn×BR to the space of trajectories of n+2-steps random walk in Zd: denoting
V (xn1 ) =
∑n
i=1 V (xi) (and similarly for bL unionsq x unionsq bR, etc.),
V˜u(bL unionsq xn1 unionsq bR) =
(
u, u+ V (bL), u+ V (bL unionsq x11), . . . , u+ V (bL unionsq xn1 unionsq bR)
)
,
where u ∈ Zd is the starting point of the trajectory. We continue to denote Ψn the
push-forward of Ψn by V˜ . It will be convenient to denote
S˜ = (S˜m)
n+1
m=0 ≡ S˜(u, bL unionsq xn1 unionsq bR) = V˜u(bL unionsq xn1 unionsq bR).
In turn, V˜ induces an application V¯ from (BL×Sn×BR,Cn) to the trajectories of
random walk with ≤ n+ 2 steps via (denote yn+21 = bL unionsq xn1 unionsq bR)
V¯u(y, (l0, . . . , lk)) = (u, u+ V (y
l0
1 ), u+ V (y
l0+l1
1 ), . . . , u+ V (y
n+2
1 )).
Again, denote
S¯ = (S¯m)
k+1
m=0 ≡ S¯(u, bL unionsq xn1 unionsq bR, (l0, . . . , lk)) = V¯u(bL unionsq xn1 unionsq bR, (l0, . . . , lk)).
The goal of this section is to give properties of the push-forward measure of Ψn by
V¯ , denoted Ψtrajn , under hypotheses (H1), (H2), (H3) and (H4) and some additional
properties, namely:
(P1) there exist C, c > 0 such that
Ψ(‖V (x)‖ = l | b) ≤ Ce−cl
uniformly in b (in particular, there exists c25 > 0 such that Ψ(‖V (x)‖ =
l | b) ≤ e−c25l for l large enough);
(P2) directedness: V (x) · ~e1 > 0 for all x ∈ BL ∪ BR ∪ S. In this case, it makes
sense to distinguish the displacement along the first coordinate from the
others and to denote
S˜k = (S˜
‖
k , S˜
⊥
k ) ∈ Z× Zd−1,
and similarly for S¯;
(P3) aperiodicity: there exists s0 ∈ S with V (s0) = ~e1 such that Ψ(s | b) ≥ 1 > 0
uniformly over b ∈ B;
(P4) irreducibility: there exist r > 0 and si ∈ S, i = 1, . . . , d − 1, with V (si) =
(r, qi) such that Ψ(si | b) ≥ 2 > 0 uniformly over b ∈ B, where (qi)j =
1{i=j}, j = 1, . . . , d− 1;
(P5) trajectory symmetry (under (P2), starting point u = 0):
Ψn
(
S˜ =
(
0d, (v
‖
L, v
⊥
L ), (v
‖
1 , v
⊥
1 ), . . . , (v
‖
R, v
⊥
R)
))
= Ψn
(
S˜ =
(
0d, (v
‖
L,−v⊥L ), (v‖1 ,−v⊥1 ), . . . , (v‖R,−v⊥R)
))
.
Recall that S∗ = ⋃∞k=1An and see the beginning of Section C.3 for the definitions
of P, X, RL, BL/R, Ξ and Ξn. Denote the push-forward of Ξ (resp. Ξn) by Ξtraj
(resp. Ξtrajn ). Notice that, by construction, Ξtrajn and Ψtrajn are both measures on
Trajn =
⋃n
k=1(Zd)2+k. Recall ρL, ρR and p defined in the previous section. We
use the same notations for their push-forward. The goal of this section is to prove
the following
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Theorem C.4. If Ψ satisfies hypotheses (H1), (H2), (H3) and (H4), and Prop-
erty (P1), then p is a probability measure on Zd and:
(1) there exist c > 0, C ≥ 0 such that, for all n and any bounded f : Trajn → R,∣∣ ∑
v∈Trajn
f(v)Ψtrajn (v)−
∑
v∈Trajn
f(v)Ξtrajn (v)
∣∣ ≤ ‖f‖∞Ce−cn.
(2) Let X be a random variable with law p and write X = V (X) ∈ Zd (and
define similarly BL, BR from BL,BR). There exist c > 0, C ≥ 0 such that
p(‖X‖ = l) ≤ Ce−cl and ρL/R(‖BL/R‖ = l) ≤ Ce−cl.
Given S0 ∈ Zd and an i.i.d. sequence X1 = V (X1), X2 = V (X2), . . . (with Xi ∼ p),
denote
Sk = S0 +
k∑
i=1
Xi
and write S‖ = (S‖k)k≥0 and S
⊥ = (S⊥k )k≥0. Under (P2) we have:
• if (P3) is satisfied, S⊥ and S‖ are aperiodic,
• if (P3) and (P4) are satisfied, S⊥ is also irreducible and S‖ can attain every
k > S
‖
0 with positive probability.
• If (P5) is satisfied, p(X⊥1 = u) = p(X⊥1 = −u) and
P(0,u)
(∃n : Sn = (L, v)) = P(0,v)(∃n : Sn = (L, u)),
where P(k,u) denotes the law of S for S0 = (k, u).
Before starting the proof, we make a small remark on the boundary conditions:
Remark C.2. By Theorem C.4, for n large enough, Ψn( · , bL = (0, 0), bR =
(0, 0)) ≥ 12Ξ( · ,BL = (0, 0),BR = (0, 0)). If Ψ((0, 0)) ≥ δ1 > 0 and a0((0, 0)) ≥
δ2 > 0, then one can apply Remark C.1 to obtain:
Ψn(·, bL = (0, 0), bR = (0, 0)) ≥ δ1δ2
2
P(0,0)
(·,∃k : Sk = (n, 0)).
Proof. Using hypotheses (H1), (H2), (H3) and (H4), we can deduce from Lemma C.1
that
• ρL, ρR are positive measures on S∗ with finite total mass and satisfying
ρL/R(|BL/R| = l) ≤ Ce−cl;
• p is a probability measure on S∗ satisfying
p(|X| = l) ≤ Ce−c26l;
• Item 1 holds.
We thus only need to deduce exponential decay in ‖·‖ from exponential decay in
|·|. Let us denote expectation under p by E. Exponential decay in ‖·‖ follows from
Claim C.4. There exists t0 > 0 such that
E
[
et‖X‖
]
<∞,
for all t ≤ t0.
Proof. We can assume, without loss of generality, that t ≥ 0. In that case,
E
[
et‖X‖
] ≤ ∞∑
n=1
E
[
et
∑n
i=1 ‖V (Xi)‖1{|X|=n}
]
≤
∞∑
n=1
√
E
[
e2t
∑n
i=1 ‖Xi‖
]
E
[
1{|X|=n}
]
, (41)
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by the Cauchy–Schwartz inequality. Then,
E
[
e2t
∑n
i=1 ‖Xi‖
] ≤ n∑
k=0
∑
A⊂{1,...,n}
A={a1,...,ak}
e2tm0(n−k)E
[
e2t
∑k
i=1 ‖Xai‖1{‖Xai‖≥m0,i=1,...,k}
]
≤
n∑
k=0
∑
A⊂{1,...,n}
A={a1,...,ak}
e2tm0(n−k)
∞∑
`1,...,`k=m0
e2t
∑k
i=1 `ie−c25
∑k
i=1 `i
=
n∑
k=0
(
n
k
)
e2tm0(n−k)
( ∞∑
`=m0
e−(c25−2t)`
)k
=
(
e2tm0 +
e−(c25−2t)m0
1− e−(c25−2t)
)n
,
for large enough m0 (the first inequality holds for any m0 > 0, but we need m0 to
be large enough to use (P1) (uniform exponential decay of the steps) in the second
inequality). Plugging this into (41) yields
E
[
et‖X‖
] ≤ C ∞∑
n=1
(
e2tm0 +
e−(c25−2t)m0
1− e−(c25−2t)
)n/2
e−c26n/2 <∞,
provided that
(
e2tm0 + e
−(c25−2t)m0
1−e−(c25−2t)
)
e−c26 < 1, which is true for t ∈ [0, t0) for some
t0 = t0(m0) > 0, once m0 is chosen large enough. 
The previous argument extends easily to obtain exponential decay in ‖·‖ under
ρL/R.
We now turn to the additional properties. The aperiodicity of S⊥ follows imme-
diately from (P3), since the latter gives p(X⊥ = 0) ≥ 1 > 0. The aperiodicity of
S‖ is done identically and so is the irreducibility of S⊥ under (P4).
The symmetry is slightly less obvious. Start by observing that, by definition of
ak(s|bL unionsq xn1 ) and ∆k(s|bL unionsq xn1 ), (P5) implies that
ak((v
‖, v⊥) | bL unionsq xn1 ) =
∑
s∈A:
V (s)=(v‖,v⊥)
ak(s | bL unionsq xn1 )
=
∑
s∈A:
V (s)=(v‖,−v⊥)
ak(s | bL unionsq xn1 ) = ak((v‖,−v⊥) | bL unionsq xn1 ),
and, thus,
∆k((v
‖, v⊥)|bL unionsq xn1 ) = ∆k((v‖,−v⊥)|bL unionsq xn1 ).
Using this in the expansion of p
(
V (X) = (v‖, v⊥)
)
as∑
k
∑
v1+···+vk=v
∑
xi:V (xi)=vi
p(X = (x1, . . . , xk)),
and using the definition of p, one straightforwardly obtains
p
(
V (X) = (v‖, v⊥)
)
= p
(
V (X) = (v‖,−v⊥)).
Finally, for L > 0 and u, v ∈ Zd−1,
P(0,u)
(∃n : Sn = (L, v)) = P(0,v)(∃n : Sn = (L, u))
follows by summing over possible trajectories and applying the previous symmetry
result. 
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