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Department of Applied Mathematics, Twente University of Technology, 
Enschede, The Netherlands 
We investigate derivation-controlled K-iteration grammars, called (1", K)- 
iteration grammars, where F can be any family of control anguages. We prove 
that already under very weak restrictions on P and K the following hold: (i) 
Regular control does not increase the generating power of K-iteration grammars, 
(ii) for each (F, K)-iteration grammar there exists an equivalent propagating 
(1", K)-iteration grammar, (iii) the family of (1", K)-iteration languages i a full 
hyper-AFL, (iv) for each (1", K)-iteration grammar there exists an equivalent 
(F, K)-iteration grammar with exactly two substitutions. We also discuss ome 
additional properties and applications of (uncontrolled) K-iteration grammars 
and controlled (deterministic) ETOL systems and their languages in a wider 
context. 
INTRODUCTION 
Context-independent Lindenmayer systems (L-systems) were originally 
defined in developmental biology in order to model the parallel nature of growth 
in arrays of cells (filaments). During the past few years the study of L-systems 
became a topic in formal language theory (cf. Herman and Rozenberg, 1975). 
Rozenberg (1973a, b) introduced tabled (TOL)  and extended tabled (ETOL)  
context-independent L-systems and languages in order to describe the develop- 
ment of filamentous organisms which can develop in a different way under 
variable physical conditions. Different tables of developmental rules provide 
for the various physical states of the environment. In the Rozenberg model 
there are no restrictions on the order of application of the tables, that is, on the 
sequence of physical states. For instance, if we consider two possible physical 
states, day (light and warm) and night (dark and cold), then in the TOL  and 
ETOL models a sequence of 3 days followed by 7 nights is allowed. 
In this paper we extend the ETOL model in order to be able to describe 
physical phenomena in a more realistic way. The main idea is that we restrict 
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ourselves to certain well-defined sequences of physical states or, equivalently, 
that we control the order of application of the tables in the ETOL model. This 
can be done by specifying a language over the "names" of the tables of the ETOL 
system. The "control language" prescribes the sole order in which we may 
apply the tables in order to derive a terminal string of the corresponding con- 
trolled ETOL language. In this way we can associate with each family of control 
languages F the family (F)ETOL, i.e., the family of languages generated by 
ETOL systems under control languages from /'. 
Returning to our example, in the case that a development s arts and ends at 
day, the control language is the set {(d n)~d i k ~> 0} where d and n are the 
"names" of the day and night table, respectively. This control language is a 
regular language and therefore the corresponding controlled ETOL language 
is a member of the family (REG)ETOL, i.e., the family of regularly controlled 
ETOL languages. 
ETOL systems augmented with control devices have been studied by Nielsen 
(1975) and, to a certain extent, by Ginsburg and Rozenberg (1975). In both 
these papers it was shown that regular control does not increase the generating 
power of ETOL systems and that the family (REG)ETOL thus exactly equals 
the family ETOL. 
Van Leeuwen (1973) and Salomaa (1973b) observed that the finite set of 
tables of an ETOL system G is nothing but a finite set of finite substitutions 
over the alphabet of G. Replacing these finite substitutions by arbitrary K- 
substitutions yields the rather algebraic notion of K-iteration grammar. In this 
way it is possible to place a part of the theory of L-systems in a more general 
framework. 
In this paper we generalize the definition of K-iteration grammar to the 
notion of F-controlled K-iteration grammar or (F, K)-iteration grammar for 
short. (F, K)-iteration grammars are a generalization of ( / ' )ETOL systems as 
K-iteration grammars are of ETOL systems. Results concerning (F)ETOL 
systems are easily obtained from the theory of (F, K)-iteration grammars by 
simply taking K equal to the family of finite languages. 
Ginsburg, Greibach, and Hopcroft (1969) introduced the notion of an abstract 
family of languages (or AFL) in order to investigate in a more abstract sense 
families of languages closed under certain well-known operations (cf. Ginsburg, 
1975). The set of AFL-axioms was extended by Ginsburg and Spanier (1970), 
leading to the notion of substitution-closed AFL, and Greibach (1970) intro- 
duced AFL's closed under nested iterated substitution called super-AFL's. 
In the theory of parallel rewriting it turned out to be appropriate to define 
hyper-AFL's, i.e., AFL's closed under iterated (parallel) substitution (Van 
Leeuwen, 1973; Salomaa, 1973b). Each hyper-AFL is a super-AFL, whereas 
each super-AFL in turn is a substitution-closed AFL (Greibach, 1970). How- 
ever, none of the converse implications holds. Christensen (1974a) proved that 
ETOL is the smallest full hyper-AFL. 
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We establish conditions on F and K such that the corresponding family of 
(F, K)-iteration languages becomes a full hyper-AFL. More precisely, if K is 
a prequasoid (i.e., a nontrivial family closed under finite substitution and 
intersection with regular sets) and if F is a nontrivial family closed under union 
or concatenation, Kleene *, and full marking, then the family of (F, K)-iteration 
languages is a full hyper-AFL containing K, 1 ~, ETOL, and the family of 
K-iteration languages. Clearly, the conditions on _P and K can be very weak; 
thus, the fact that the family of (/', K)-iteration grammars yields a full hyper- 
AFL depends more on the nature of this grammatical device than on properties 
of the K-substitutions or of the family of control anguages involved. 
The paper is organized as follows. Section 1 contains ome preliminaries from 
formal language theory, parallel rewriting, and AFL theory, the definition of 
(F, K)-iteration grammar, and a few examples of (/', K)-iteration languages. 
In Section 2 we prove that regular control does not increase the generating 
capacity of K-iteration grammars, provided that K contains all languages 
consisting of exactly one word. In Section 2 we also exhibit an interesting 
condition on / '  and K such that the family of (F, K)-iteration languages equals 
the family of recursively enumerable anguages. In Section 3 we prove a normal 
form for (/', K)-iteration grammars. In Section 4 we prove the main result of 
tile paper and develop a collection of restrictions on F and K such that the 
resulting family of (F, K)-iteration languages i a full hyper-AFL. In Section 5 
we show tha~t, under weak assumptions, it is possible to construct from any 
arbitrary (_P, K)-iteration grammar another (F, K)-iteration grammar with only 
two substitutions generating the same language. Finally, in the last two sections 
we discuss ome applications to (uncontrolled) K-iteration grammars (Section 6), 
the constructivity of our proofs, and some decision problems for the family of 
(F-controlled) K-iteration languages (Section 7). 
1. DEFINITIONS 
We refer to Salomaa (1973a) or to Hopcroft and Ullman (1969) for all un- 
explained notation and terminology from formal language theory, and to 
Herman and Rozenberg (1975) for standard concepts and definitions from the 
theory of parallel rewriting. AFL theory was introduced by Ginsburg, Greibach, 
and Hopcroft (1969) and it was recently surveyed by Ginsburg (1975). 
Any nonempty collection of languages closed under isomorphism ("renaming 
of symbols") is called a family. A family K is A-free when all languages in K 
are A-free. 
We call a language L nontrivial if L is nonempty and L =~ {A}. A family K 
is called nontrivial if K contains a nontriviat language. 
In Table I we list the notations and the full names of some language families 
which we use later. We abbreviate he words "deterministic" and "propagating" 
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(h-free) by D and P, respectively. Following this convention, EDTOL denotes 
the family of deterministic ETOL languages, PDTOL denotes the family 
generated by propagating deterministic TOL  systems, etc. 
TABLE I 
Notation Full name References 
SYMBOL Languages containing exactly one 
symbol (= a length 1 word) 
ONE Languages containing exactly one word 
FIN Finite languages 
REG Regular languages Satomaa, 1973a 
LCF Linear context-free languages Salomaa, 1973a 
CF Context-free languages Salomaa. 1973a 
RE Recursively enumerable anguages Salomaa, 1973a 
SF Sentential forms of CF Salomaa, 1973c 
OL O-Lindenmayer languages Rozenberg and Doucet, 1971 *
EOL Extended OL languages Herman, 1973, 1974" 
TOL Tabled OL languages Rozenberg, 1973a* 
ETOL Extended TOL languages Rozenberg, 1973b* 
INDEX Indexed languages Aho, 1968; Salomaa, 1973a 
* Also see Herman and Rozenberg (1975). 
Let K be a family. A K-substitution r over an alphabet K is a function 
r: V ---* K, such that for all ~ in 17: .(a) _C V*. We extend,  in the usual way to 
words by r(A) = {A} (A denotes the empty word), r(% "'" ~)  = r(~q) "'" r(c~), 
and to languages by r(L) = U~L r(w). 
I f  K equals F IN,  then we call r a finite substitution. 
The notion of a prequasoid is a slightly weaker variant of the quasoid intro- 
duced earlier by Van Leeuwen (1973). 
DEFINITION. A family K is a prequasoid if
(i) K is nontrivial, 
(ii) K is closed under finite substitution, 
(iii) K is closed under intersection with regular languages. 
A prequasoid K is called a quasoid if K contains at least one infinite language. 
LEMMA 1.1. 
(i) I f  K is a prequasoid, then F IN  _C K. 
(ii) I f  K is a quasoid, then REG _C K. 
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(iii) F IN  is the smallest prequasoid. 
(iv) REG is the smallest quasoid. 
(v) F IN  is the only prequasoid which is not a quasoid. 
Proof. (i) Let L _C A* be a nontrivial language in K and let a be a fixed 
symbol in A. Consider the finite substitutionsf: e ~ {A, a}, (~ ~ A) and g: a ~-+L~, 
whereL F is an arbitrary finite language. Then clearlyL F = g( f (L )  n {a}) is in K. 
(if) Let L C A* be an infinite language in K and let R _C 27* be an arbitrary 
regular language. Consider the finite substitutionf(a) = {A} vJ 27 for each a ~ A. 
Hencef (L )  nR  = Z* n R = R is in K. 
The other propositions are now obvious. | 
A family K is called a semi-AFL when K is closed under union, A-free 
homomorphism, inverse homomorphism, and intersection with regular languages. 
An AFL  is a semi-AFL closed under concatenation and Kleene +.  A (semi-) 
AFL  is a full (semi-)AFL when it is closed under arbitrary homomorphism. 
We say that K is dosed under left (right) marking when for all languages L 
in K and all symbols ~ not occurring in any word of L, the language ~L (La) is 
in K. K is closed under full marking if K is closed under left and right marking. 
Clearly, marking is a rather weak property: not only are all semi-AFL's closed 
under marking, but even some well-known anti-AFL's are (i.e., families closed 
under none of the six AFL  operations), e.g., the families OL, TOL,  and SF. 
In some proofs it turns out to be easier to use a closure under machine map- 
pings that it is to deal with the closure properties originally given. 
DEFINITION. A nondeterministic generalized sequential machine with accepting 
states (a-NGSM) is a 6-tuple T = (Q, A1 ,22 ,3 ,  q0, Qr), where (1) Q, A 1 , and 
A~ are finite sets (respectively, set of states, input alphabet, and output alphabet); 
(2) q0 E Q is the initial state; (3) QF C Q is the set of final states; (4) 3 is a mapping 
f romQ x A1 into the finite subsets ofQ × A2*. We extend 8 to a function from 
Q × Al* into the finite subsets of Q × A2* as follows: 
(i) 8(q, A) = {(q, A)} 
(if) 3(q, vo~) = {(q', ?5) I ¢ = ¢1¢2 and for some q", (q", ¢1) e 3(q, oJ) and 
(q', ¢2) c 8(q", ~)}, where q~Q; aEA 1 ;~o ca1*.  
For each a -NGSM T --  (Q, A 1 , A=, 8, q0, QF) the function T from Al* into 
the subsets of A2* defined by T(w) = {¢ I (q, ¢) e 8(q0, o0) for some q ~ Qr} is 
called an a -NGSM mapping. We extend the function T in the usual way to 
languages: T(L) = U~L T(o,). 
An a -NGSM T = (Q, A 1 , A2 , 3, qo , QF) is called deterministic (an a-GSM) 
when 8 is a mapping from Q × d 1 into Q × A2*. | 
It is well-known that a family K is a prequasoid if and only if K is nontrivial 
and closed under a -NGSM mappings (cf. Hopcroft and Ullman, 1969). 
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We say that two grammars G s and G 2 are equivalent iff their languages are 
equivalent (modulo the empty word), i.e., they only differ by the empty word: 
L(Gs) -- {it} = L(G2) -- {it}. Two families K 1 and K2 are equivalent, denoted by 
Ks ~ Ks ,  if for each language L~ in K s there exists an equivalent language Le 
in K~ and vice versa. 
In order to obtain a more general framework to investigate context-independent 
parallel rewriting, Van Leeuwen (1973) and Salomaa (1973b, 1974a, b) intro- 
duced the notion of K-iteration grammar. 
DEFINITION. Let K be a family. A K-iteration grammar is a 5-tuple G = 
(17, Z, U, I, S), where V (the alphabet of G) and Z ___ V (the terminal alphabet) 
are finite sets. S e V --  X is the initial symbol of G. U = {r i { i ~I} is a finite 
set of K-substitutions over V satisfying ri(a) =~k ~ for each a ~ If and each 
i ~ I. The finite set I is referred to as the index alphabet of G. The language 
L(G) generated by G isL(G) = (U ri m ' "  ril(S)) (~ ~*, where the union is taken 
over all n-tuples (i 1 ,..., i~) (n = 0, 1, 2,...) with ij e l  (i ~ j  ~ n). | 
We denote the family of languages generated by K-iteration grammars by 
(K) ITER.  (K ) ITER I*~l stands for the subfamily of (K ) ITER generated by 
K-iteration grammars where I consists of at most m elements and consequently 
U contains at most m K-substitutions (m ~ 1). By (K)P ITER we denote the 
family of languages generated by K-iteration grammars with only it-free K-  
substitutions. 
EXAeaeLES (Van Leeuwen, 1973; Salomaa, 1973b; Christensen, 1974a): 
(F IN) ITER m - -EOL;  (F IN) ITER = ETOL 
(ONE) ITER o) = EDOL;  (ONE) ITER = EDTOL 
(ONE)P ITER m = EPDOL;  (ONE)P ITER = EPDTOL 
The main idea of a F-controlled K-iteration grammar is that we consider the 
sequence i 1 "- iN of indices ("names") of substitutions which are consecutively 
applied in a derivation as the control word of the derivation. In the definition 
of / '-controlled K-iteration languages we only allow sequences of K-sub- 
stitutions is ". i,~ which belong to a certain given control language M C I*, 
with M e F. Thus, the notion of controlled K-iteration grammar is very similar 
to corresponding concepts in serial rewritting systems (cf. Ginsburg and Spanier, 
1968; Salomaa, 1969, 1970). 
Notation. Bold-faced letters are used to indicate terminal symbols and 
terminal words in control languages. 
DEFINITION. Let F and K be families of languages. A (1", K)-iteration 
grammar is a 6-tuple G = (V, 2J, U, I, M, S), where (V, Z, U, I, S) is a K-  
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iteration grammar and M is a language such that: (1 )MCI*  and (2) MET' .  
We call M the control language of G. The language generated by G is L(G) = 
((JM ~'i~ "'" ~-h(S)) n 27", where the union is taken over all n-tuples (i 1 ,..,, in) 
(n = 0, 1, 2,,..) satisfying: il "'" in E M. | 
(1", K) ITER denotes the family of languages generated by (1", K)-iteration 
grammars. (1", K)P ITER and (1", K) ITER (m) (m/> 1) are defined in a com- 
pletely similar fashion as for uncontrolled K-iteration grammars. 
In the terminology of Van Leeuwen (1973) the family (K) ITER is called the 
hyper-algebraic extension of the family K .  Similarly, we may call the family 
(F, KILTER the F-controlled hyper-algebraic extension of the family K. 
Following Van Leeuwen (1973), a family K is called hyper-algebraically closed 
iff (K) ITER = K, i.e., if K is closed under iterated (parallel) substitution. 
Obviously, we can consider each K-iteration grammar as a (/', K)-iteration 
grammar with a trivial control language, namely, M = I*. 
EXAMPLES. (1) The families ETOL and INDEX are hyper-algebraically 
closed (cf. Christensen, 1974b; Van Leeuwen, 1973). 
(2) Consider G1 --  (If, Z, U, I, M, S) where V = X = {a, b, c}, S = a, 
I = {a,b, c,d}; M = {ab ~ cd  m }m >/0}, and U contains the substitutions 
z.(a) = {ac}; %(b) =, {b}; %(c) = {c} 
zc(a) ={aba);  re(b ) ={b}; re(c ) ={c} 
,a(a) ={a};  7a(b) ={ab}; ,a(c) = {ac}. 
Note that M is in the families SF, PDOL, and LCF and G 1 is a propagating 
(SF, ONE)-, (PDOL, ONE)-, and (LCF, ONE)-iteration grammar. It is easy 
to show that 
L(G1) = rdmrcrbm'l"a(a n X* = {(a~+lb)~-i am+~c [ m >/0; n = 2~+1}. 
The language L(G1) is not an OI-Macro language and consequently not in the 
family INDEX (cf. Fischer, 1968, Aho, 1968). 
(3) Consider G2- - (V ,  2J, U , I ,M ,S)  where V=X={a,b} ,  S~a,  
I ~ {a, b}, M - -  {anb L n >~ 0} and U contains the substitutions 
~.(a) = {as}; ~a(b) = {b} 
-cb(a ) =- b*ab*; %(b) = {b}. 
One can easily show that 
((in=0 %~-, (a)) n Z* {x [ x~{a,  b} * and the number  of a's (i) L(Ge)= oo ~ = 
in x equals 2 ~ for some n ~> 0}. 
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(ii) Gz is a propagating (F, K)-iteration grammar with /7 ~ {REG, SF, 
PDOL} and K c {REG, POL}. 
Herman (1974) proved that L(G2) is not in the family EOL (cf. Herman and 
Rozenberg, 1975). 
2. BOUNDS OF CONTROL 
In this section we consider a few instances of families (F, K ) ITER where 
the families F and K have members in a restricted domain only. We start by 
proving that, if K contains all ONE languages, then the family of regular- 
controlled K-iteration languages is exactly equal to the family generated by 
K-iteration grammars without control. Thus, regular control does not increase 
the generating power of K-iteration grammars. 
THEOREM 2.1. If ONE C K, then (REG, K ) ITER = (K) ITER.  
Proof. The inclusion (K ) ITER _C (REG, K ) ITER is obvious. 
Conversely, let G = (V, 27, U, I, M, S) be a (REG, K)-iteration grammar. 
Let (Q,/ ,  8, qo, Qr) be a complete deterministic finite state acceptor for 214, 
where Q is the set of states, I is the input alphabet, 3:(2 × I -+ Q is the transition 
function, q0 E Q is the initial state, and Qr _C Q is the set of final states. Let 
Nx = {As i a ~ X} be an alphabet of new symbols and let 4~: V -~ (V --  Z') W N~ 
be an isomorphism defined by ~(A) = A; 4J(a) = Aa iff a in Z; ~(A) = A iff 
A c V - -  2J. We extend ~ in the usual way to words and to languages. 
Consider the K-iteration grammar H ~ (V0,2 ,  U 0 , Io ,  So), where V 0 = 
V u Q u N~ u {S O ,F} (F is a rejection symbol, i.e., a nonterminal symbol 
satisfying ~-(F) ~- {F} for each ~-) and U 0 = {~'i' [ i ~I} u {To}, I 0 = I u {o} 
(o ~I) .  For each K-substitution ~i in U, we define a corresponding K-sub- 
stitution ri' in U 0 as follows 
<(SO) = {qo s} 
~-i'(~) = ~(T,(~)) for each ~ in V - -  Z, 
~-i'(A~) = ¢(,i(a)) for each A s in Nz (a in Z), 
~-((q) = {q'} iff 8(q, i) = q' (f in Q), 
~-((~) = (F} for each e~ in 2 u {F}, 
and the new K-substitution % is defined by 
%(q) = {A} iff q in Qe, 
To(q) = {F} iff q in Q -- ~e ,  
ro(A~) = {a} for each As in Nx (a in ~), 
ro(C~ ) = {F} for each ~ in V u (SO, F}. 
6 43/34/3-6 
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By the construction ofH we obtain: L(H) = L(G), and hence (REG, K)ITER C 
(K)ITER. | 
Theorem 2.1 shows a kind of "lower bound" concerning the effect of control 
on K-iteration grammars, whereas the following result bears upon the "upper 
bound" of effective rewriting. 
THEOREM 2.2. I f  K and 1" are families such that 
(i) ONE _C K C RE, and 
(ii) {h(L) I JL ~ I'; h is an arbitrary homomorphism} = RE, 
then (P, K)ITER = RE. 
Proof. Condition (ii) implies that P_CC RE. By Church's thesis we obtain 
(2~, K) ITER C RE, because (/1, K)-iteration grammars are constructive. 
Conversely, letL C Z* be an arbitrary recursively enumerable language. Then 
for c 6 27 the language Le is also in RE. According to condition (ii) there exists a 
language MC_I* in F and homomorphism h: I* -+ (Z U {c})*, such that 
h(M) -~ Lc. 
Consider the (F, K)-iteration grammar G = (If, Z, U, I, M,  S), where S is 
a nonterminal symbol; If = Z t3 {S}, and where for each i ~ I  we define 
z i ~ U by 
t{h(i)S} iff h(i) ~ Z*, 
~'i(S) = I{x} iff h(i) = xc, x in Z*, 
~-,(~) = {a} iff a in Z. 
Hence L(G) -=- L, and we obtain RE _C (F, K)ITER. | 
Thus, if K satisfies condition (i) of Theorem 2.2, then the families (/~, K)ITER, 
where/ '  equals the recursive, the context-sensitive, or even the A-free context- 
free programmed languages (Rosenkrantz, 1969), are all equal to the recursively 
enumerable anguages. We could even take F to be the intersections of linear 
languages (cf. Baker and Book, 1974) and still have the same result. 
3. NORMAL FORM THEOREM 
The main object of this section is to establish a normal form theorem for 
(F, K)-iteration grammars. The definition of normal form is only slightly 
different from the one for ETOL systems (cf. Rozenberg, 1973b; Herman and 
Rozenberg, 1975), whereas the proof of this theorem is a simple modification 
of a result obtained by Rozenberg and Wood (1976), first proved in a simpler 
form by Van Leeuwen (1973). 
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DEFINITION. A (F-controlled) K-keration grammar G = (K, Z, U,I, S) 
(G = (V, Z, U,I, M, S)) is in normal form if there exist a rejection symbol 
F ~ K - -  Z and a substitution ~-t in U (called the terminal substitution) which 
satisfy the following conditions: 
(i) for each ~- in U and for each ~ in Z u {F}: ~-(a) ---- {~} 
(ii) if • ~ U -- {~t} and c~ ~ V -- Z --  {F},then r(~) C (V --  Z --  {F}) + k) {F} 
(iii) for each a in g --  Z -- {F}: rt(a ) = {~} with fi ~ Z U {F}. 
The main property of (F-controlled) K-iteration grammars in normal form 
is the fact that all K-substkutions involved are )~-free and that, therefore, these 
grammars are propagating. In L-systems theory normal forms play a principal 
part in parsing, complexity considerations (cf. Van Leeuwen, 1975a, 1975b) 
and rate-of-growth arguments (Asveld and Van Leeuwen, 1975). 
The idea in obtaining )t-free K-substitutions to act equivalent o a set of 
arbitrary K-substitutions is that in each derivation we have to eliminate from 
the very beginning all occurrences of symbols finally yielding the empty word ~. 
At each intermediate step in a derivation this is achieved by guessing non- 
deterministically which occurrences of symbols are unproductive in this sense, 
and by removing these occurrences from the string. We only keep the set W of 
symboIs that we removed by attaching k to a symbol that we did not remove. 
This leads to the introduction of a new alphabet V 1 = {[a, W] I a ~ V; W_C V}. 
The new (f', K)-iteration grammar H (which should be in normal form and 
equivalent to a given G = (V, Z, U, I, l]/I, S)) must not only simulate the effect 
of a substitution r from G on a symbol a occurring in an intermediate stage 
but also simulate the effect of r on the symbols stored in the subalphabet W 
that was attached to ~. This leads to a modified substitution r '  over Ko =- 
K 1 t9 Z u {F} (F is a rejection symbol) for each substitution r of G (cf. Rozenberg 
and Wood, 1976). 
~i'nEORES* 3.1 (Normal Form Theorem). Let K be a prequasoid. I f  1" is closed 
under right marhing, then for each (Y, K)-iteration grammar there exists an 
equivalent (1", K)-iteration grammar in normal form, and consequently 
(F, K ) ITER ~_ (1", K)PITER.  
Proof (outline). Consider the (Y, K)-iteration grammar H = (K0,27, U0, 
Io ,Mo,So)  where U o ={~-t}u{~- ' l r~U},  -To={t}u I  and So =[S ,  ~].  
The K-substitutions ~-' are defined in a way similar to the uncontrolled case (cf. 
Rozenberg and Wood, 1976). Define the new terminal K-substitution ~-t by 
rt([~, ;~]) ={c~} i f f c~Z,  
~t([~, w]) = {F} iff ~ ¢ Z or W ¢ ~,  
.~(~) = {~) for each ~ in Z u {F). 
Finally, let l]//0 = .Y/t. Then H is in normal form. | 
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Obviously, Theorem 3.1 applies to (/~)ETOL systems (i.e., (N, FIN)-iteration 
grammars), but not to (F)EDTOL systems (i.e., ( f ,  ONE)-iteration grammars) 
because the family ONE is not a prequasoid. However, since a ONE-substitution 
is nothing but a homomorphism, we can replace in a ( ] ' )EDTOL system G 
each z by a finite number of corresponding ONE-substitutions (one new ONE- 
substitution Tw' for each proper subalphabet W of V) in order to obtain an 
equivalent (_P)EDTOL system H in normal form. Thus, we have to require 
that F be closed under finite substitution. 
THEOREM 3.2. I f  F is closed under ight marking and finite substitution, then 
for each (F)EDTOL system there exists an equivalent (F)EDTOL system in 
normal form, and consequently ( / ' )EDTOL ~ (F)EPDTOL. 
Note that if G = (If, Z, U, I, M, S) is a (F, K)-iteration grammar in normal 
form, then all words in the control anguage M need not be of the form wt for 
some w in (I --{t})* or equivalently, ~'t need not be the last substitution in 
every derivation. After the execution of ~'t, we may apply any number of 
substitutions from U, because they all leave a terminal word unchanged. 
4. FULL HYPER-AFL's 
Van Leeuwen (1973) originally defined a family K to be a (full) hyper-AFL 
iff K is a (full) AFL which is hyper-algebraically c osed, i.e., (K) ITER = K, 
and he showed that each hyper-algebraically closed family which is a quasoid 
is also a full AFL. But each nontrivial hyper-algebraically c osed family closed 
under finite substitution contains an infinite language and so we can define a full 
hyper-AFL by 
DEFINITION. A family K is a full hyper-AFL if 
(i) K is a prequasoid, 
(ii) K is hyper-algebraically c osed, i.e., (K) ITER = K. 
In this section we prove the main result of this paper, exhibiting a collection 
of conditions on 2" and K such that the corresponding family of _P-controlled 
K-iteration languages is a full hyper-AFL. We always assume that F is non- 
trivial. 
We first prove three helpful lemmas, which are of some interest on 
their own. 
LEMMA 4.1. Let ONE C K and let 1 ~ be closed under right marking. Then 
(i) /" _C (F, K) ITER and (ii) K _C (F, K) ITER. 
Proof. (i) Let L _C Io* be a language in F and let ¢: I0" -~ 27" be an iso- 
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morphism ("renaming"). Consider the (F, K)-iteration grammar G = (V, Z, 
U, I, M, S) with If = 27 td {S}, I = I o k3 {c} (c ~ I0), M = Lc, and U contains 
the substitutions 
ri(S) = {¢( i )S} ;  
.~(S)  = {a}; 
ri(c~) = {a} if a in Z, for each i in I0, 
re(a) = {~} if ~ in Z. 
Now L(G) = ¢(L), which shows that 1" C (1", K)ITER.  
To prove (ii), let L C Z* be a language in K and let M o C Io* be an arbitrary 
nonempty language in F. We consider the (F, K)-iteration grammar G = 
(If, Z, U, I, M, S), where V ~ Z ~3 {S}, M = M0c , I = I o k) {c} (c ~ I0), and 
U contains the substitutions ri(~ ) - :  {a} for each a ~ If and for each i e I o . 
re(S) = L; re(o~ ) ~ {a} for each ~ ~ 27. 
Then L(G) = L, and K C (1", K) ITER.  
(K) ITER is obviously included in (F, K ) ITER if I* e F for all L We show 
that this inclusion can also be obtained from the following conditions (cL 
Theorem 4.4). 
LEMMA 4.2. Let SYMBOL C K, and let 1" be closed under (i) left or right 
marking, (ii) union or concatenation, and (iii) Kleene *, Then (K) ITER _C 
(V, K) ITER.  
Proof. We only give a proof for the case that 1" is closed under right marking; 
the other case is similar. 
Let G = (If, Z, U, L S) be an arbitrary K-iteration grammar with I = 
{1,..., m} and let L C I0" be a nonempty language in 1" such that I ~ I 0 = ;~. 
I f  1" is closed under union (concatenation), then the language M = (L1 ~3 
L2 ~d ". w Lrn)* (or M = ((LI)*(L2)* .-' (Lm)*)*) is in F. 
Now, consider the (F, K)-iteration grammar H = (V, Z, U1, /1,  M, S), 
where U 1 = U ~d {r i ] i e/0}; I 1 = I w Io. For each i in I 0 the K-substitutions 
r i are defined by ri(a ) = {a} for each c~ in V. This construction yields: L(G) = 
L(H) is in (F, K) ITER.  | 
LEMMA 4.3. Let K be a prequasoid and let 1" be closed under full marking. 
Then (F, K) ITER is also a prequasoid. 
Proof. Since (F, K ) ITER is nontrivial, it suffices to prove that (F, K ) ITER 
is closed under a -NGSM mappings. Let G = (if, Z, U,/ ,  M, S) be a (F, K)- 
iteration grammar and let T = (Q, Z, A, 8, qo, Qr) be an a-NGSM. We con- 
struct a (1", K)-iteration grammar H such that T(L(G)) = L(H) and L(H)c 
(V, K) ITER.  
First, we define a new alphabet V 1 ~--- A U {S 1 ,F} k3 {[q, ~, ~]] l q, q f fg ;  
e~ c V}, where F is a rejection symbol and N 1 is the new initial symbol. 
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We introduce two new K-substitutions % and % over Va 
~-a(a) = {a} for each a in V 1 - -  {S~}, 
%(~) = {~} for each a in A k) {$1, F}, 
,~([q, ~, q]) = {~ ~ A* I (q, ~) ~ ~(q, ~)} ~ {F}. 
For each K-substitution ~in U 0 , we define a new corresponding substitution 
over V~ as follows 
~(~) = {~} iff ~ in A u {s i ,  F} 
~([q, ~, q]) = {[q, ~i ,  qd[ql' ,  ~ ,  qd  "'" [q; -a,  ~ , ,  q] I q?,..., q;-1 ~9;  
for each pair (q, q) in Q x Q and each c~ in V, where E(~-, c~, q, ~) is defined by 
({~} i~  ~ ~ ~(~) and q = ~, 
E(,, q, = I{F} = and q 
otherwise. 
Distinguish the following two cases: 
(i) ~-(~) = {A}. Then g([q, cq q]) ---- E(~-, ~, q, ~) is in K. 
(ii) ~(~) - -  {A} =/= ~5. 
Consider for each pair (q, ~) the a -NGSM Tqo = (R, A1, As, 31, ro, RF), where 
(i) R = Q; (ii) Aa = V; (iii) A 2 = {[ql, ~, q2] ] qa, q2 ~Q; ~ ~ V}; (iv) r o = q; 
(v) R F = {~}; (vi) 31 is defined by 31(q', "i) = {(q", [q', ai ,  q"]) I q" eQ) for each 
~i in If and for each q' in R = Q. Thus Tq4(-r(a)) = e([q, a, q]). Note that 
A E Tq~(r(~)) iff A E r(a) and q = ~ (i.e. r 0 e RF). 
Since K is a prequasoid we may conclude from (i) and (ii) that ~ is a K- 
substitution over V a . 
Finally, we define the (F, K)-iteration grammar H = (V1, A, Ua, h ,  5//1, $1) 
where/1 = I L; {a, b}; M 1 = aMb and U a = {,, ,  "b} w {~ [ ~- ~ U}. 
It is easy to prove that L(H) ~ T(L(G)), which implies that (_P, K ) ITER is 
a prequasoid. | 
We can now prove the main result. 
THEOREM 4.4. Let K be a prequasoid and let P be closed under full marking, 
union or concatenation, and Kleene *. Then ([', K) ITER is a full hyper-AFL 
containing K, I', (K) ITER, and ETOL.  
Proof. The second part of the proposition is a simple consequence of 
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Lemmas 4.1 and 4.2 and the fact that (F IN) ITER = ETOL.  By Theorem 4.3, 
(T, K ) ITER is a prequasoid; thus, it only remains to prove that (F, K ) ITER is 
hyper-algebraically closed. The inclusion (F, K ) ITER _C ((F, K ) ITER) ITER is 
obvious from the definition of K-iteration grammar. 
Conversely, let G = (V, Z ~, U, I, S) be a (/', K)ITER-iteration grammar, 
where each "~i in U is a (F, K)ITER-substitution and let V = {~1 ,..-, as}. 
For eachj  (1 ~ j  ~ n) and each i in I, we assume that "?t(~j) = L(Gij) where 
the Gij = (V.~j, V, U~j ,Ii j , Mi j ,  Si;) are (]7, K)-iteration grammars which 
have mutually disjoint nonterminal alphabets Vi; -- V. 
We may also assume that the Gi; satisfy the following conditions: 
(i) For each a in V and each r in Ui; : r(a) = {a}. 
(ii) I f  an intermediate string co (in a derivation according to Gi;) contains 
a symbol from V, then for each r in Uij : r(m) = {oJ}. (Otherwise, we introduce 
for each a in V a new nonterminal symbol A¢ and we replace each occurrence 
of a in Gi; by A~. Each substitution is extended with r(~) = {~}, c~ ~ V v0 {Fo} , 
whereF ois a new rejection symbol. We introduce anew substitution rf defined by 
rf(A~) = {a} for each a in V, 
rf(a) = {a} for each a in V u {F0} , 
rf(~) = {Fo} for each ~ in V.ij -- If. 
Finally, we change the control language Mi; into 3g,.~f.) 
We have to show that L(G) is in (F, K) ITER.  
We define the (F, K)-iteration grammar H = ([So, 2, U o ,Io, _lifo, S), 
where g o = (.Ji,J (Vi; to {Sij}) u {F} (F is a rejection symbol and all Sij are new 
nonterminal symbols corresponding to the Si;. Note that S ~ V C_ Vi~ C Vo) , 
U o = {r,} to {r i I i e I}  to {r~;k I rijl,~ ~ Ui;; i ~I; 1 <~j <~ u} and I  o = {a} to I u 
Uid Ii~. The K-substitutions in U 0 are defined as follows: 
(1) Ta(O~;) = { SiJ I i e l}  iff Og; C V, 
~-.(a) = {F} iff ~ ~ V. 
(2) For each i in I (i.e. the index alphabet of G) 7~ is defined by 
ri(a;) = {aj} iff ~j e V, 
r,(c~) = {F} iff ~ q~ l/" VO {Nij}. 
(3) For each substitution rijk in Uij, we define 
-~(~) ~i~(~)  iff  ~ e v 
r~jl~(~ ) {F} otherwise. 
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I f  the family F is closed under union (concatenation) and if I = {1,..., m}, 
then the control language M 0 of H equals M 0 = (M 1 ~A ..- t3 Mm)* , where for 
each i in lMi  is defined byMi  = a(iM~l u .-- w iMi,)* (M 0 = (2141" '" Mm*)*, 
where for each i in I Mi is defined by Mi ~-- a(iMil "'" iMi~)*). 
The simulation of G by H proceeds in the following way. Intermediate words 
generated by H, which correspond to intermediate stages in a derivation 
according to G, are written over the alphabet If. 
Consider the actual simulation of a single e1 step ('~i n U), which is controlled 
by the language Mi .  A single application of ra converts all symbols aj from V 
into barred initial symbols Sit.  Then ri checks whether all first indices of these 
barred initial symbols are indeed equal to i, otherwise at least one rejection 
symbol is introduced. At the same time some of the occurrences of the barred 
symbols Si~ may be changed into their unbarred counterparts Sij, whereas 
symbols from (J~,j V~j - -  V change into F. 
The symbols Sit initiate an actual derivation according to G~,  i.e. according 
to the z~j k under control Mij. Observe that by the definition of Mi and z i 
different occurrences of Si3 may be the objects of different control words 
from Jt/i~-. 
Moreover, it is obvious that after the simulation of the ~rstep only symbols 
from V will survive a subsequent -~i.-step, i.e., produce a (possibly) terminal 
substring in the ultimate word. 
By a tedious but straightforward argument, one can prove that L(H) = L(G) 
and hence ((1", K ) ITER) ITER C (/', K ) ITER,  i.e., (1", K ) ITER is hyper- 
algebraically closed. | 
COROLLARY 4.5. I f  the conditions of Theorem 4.4 are satisfied and 1" contains 
the language {a b ~ c d ~ [ m ~> 0} then the full hyper-AFL (1, K) ITER properly 
contains the family ETOL.  
Proof. By Example (2) of Section 1, the language L(G1) is in the family 
(F, K ) ITER but not in the family INDEX.  Since ETOL C _ INDEX (cf. Culik, 
1974) we may conclude that L(G1) is not an ETOL language. | 
As one may intuitively expect, it is possible to obtain weaker closure properties 
under weaker conditions on 1". In Lemma 4.3 we already showed that 
(1", K ) ITER is a prequasoid when 1" is closed under full marking and K is a 
prequasoid. Similarly, one can establish that if 1" is also closed under con- 
catenation and contains all languages I* (for each index alphabet I)  then 
(1", K ) ]TER is a full semi-AFL. 
Clearly 4.3 and 4.4 apply to (1")ETOL but not immediately to (F )EDTOL 
since ONE is not a prequasoid. However, using standard techniques and a 
modification of the proof of Lemma 4.3 one may show: 
THEOREM 4.6. I f  1" is closed under full marking, concatenation, Kleene *, and 
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finite substitution, then (/~)EDTOL is closed under union, concatenation, Kleene *, 
a-GSM mappings and, consequently, under arbitrary homomorphism and inter- 
section with regular languages. 
Comparing Theorems 4.4 and 4.6 shows that (F)ETOL is a full hyper-AFL, 
whereas (F)EDTOL under even more restrictive conditions on the family /~ 
need not even be a (full)AFL (e.g., (REG)EDTOL -- EDTOL is not closed 
under inverse homomorphism; cf. Ehrenfeucht and Rozenberg, 1974). 
But when F satisfies the premises of Theorem 2.2 then (_P)EDTOL equals 
the family of recursively enumerable languages, and consequently, it is a full 
hyper-AFL. This leads to the question whether there exist less trivial full 
hyper-AFL's generated by controlled EDTOL systems properly contained in 
the recursively enumerable anguages. We shall answer this question affirma- 
tively. 
Let /~ be a full hyper-AFL satisfying (/ ')ETOL = F; then clearly Y'C 
(F)EDTOL C (F)ETOL ~ P and thus (F)EDTOL = F is a full hyper-AFL. 
Asveld and Van Leeuwen (1975) established the existence of a full hyper- 
AFL K~,, which equals the least full hyper-AFL F, such that (F)ETOL -~/ i  
Moreover, it was shown that K~ is properly contained in the context-sensitive 
languages. Hence, the family of languages generated by K~-controlled EDTOL 
systems is a full hyper-AFL with (Ko~)EDTOL = K~, which is properly 
contained in the context-sensitive languages. 
A strongly related but more general problem is the following: Do there exist 
trade-offs between (non)determinism and control, i.e., can we find for any given 
family (F)ETOL (which is possibly a full hyper-AFL) another family/~o con- 
taining F with (F)ETOL -~ (/'o)EDTOL ? 
5. ON THE NUMBER OF SUBSTITUTIONS 
In this section we show that under certain conditions we can simulate ach 
(F, K)-iteration grammar by a (f', K)-iteration grammar with only two sub- 
stitutions. The construction is a generalization of a similar result for ETOL 
systems due to Rozenberg (1973b). 
First, we introduce a class of )t-free homomorphisms. Let I be an index 
alphabet containing m symbols (m >~ 2): I = {il ,..., i~}. If I 0 is an index 
alphabet containing exactly two symbols, I o = {a, b}, then we define the 
homomorphism h: 1" -~ I0* by h(i~) --~ aeb for each h (1 ~ h ~< m). h is 
extended in the usual way to words and to languages. 
THEOREM 5.1. Let SYMBOL C K and let N rbe closed under h. Then 
(f', K)ITER ~ -- (f', K) ITER ~m~ = (F, K) ITERfor  each m >/2. 
Pro@ Obviously (/1, K)ITEW 21 _C (P, K)ITER{ml C (f, K)ITER (m >/2). 
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Conversely, let G -- (g, 2, U, l, M, S) be a (F, K)-iteration grammar where 
l = {i 1 .... ,ira} for some m ~> 3 (the cases m = 1 and m = 2 are trivial). 
Define for each j with 1 ~< j ~< m an isomorphism ("renaming of symbols") 
~bj by ~b,.(~) = ~ (~ in V; all ~/s are new symbols) and extend these isomorphisms 
in the usual way to words and to languages. Define a new alphabet by V 0 = 
V U {F} k3 {~j(~) I ~ e V; 1 ~< j ~< m} (F is a rejection symbol). 
Let T, and rb be K-substitutions, respectively defined by 
%(c¢) = {%} for each ~ in U, 
%(%') ~- {%+1} for each ~ in V and eachj  (1 ~<j ~< m - -  1), 
%(fi) = {F} for each fi in {F} u {~(~) I c¢ ~ V}, 
~-b(~j) =- Tit(a ) for each ~ in V and eachj  (1 ~ j  ~< m), 
%(fl) - -  {F} for each fl in V td {F}. 
Finally, l e t  H = (U0,2 ,  U0, I0,2140, S) be a (F, K)-iteration grammar 
where I  0~{a,b} ,  U 0 ={%,%} and M 0 =h(M) .  
A simulation of ¢k of G by H proceeds in the following way: (i) At the start 
of the simulation of % the intermediate result is a word over K. (ii) Applying h 
times the K-substitution % of H as forced by the new control provides all 
symbols with a subscript h. (iii) Next, execution of % performs the actual 
simulation of rk,  while all subscripts are removed. 
By the construction of H we obtain L(H) -- L(G), and hence, (F, K ) ITER C 
(F, K) ITER (~) _C (F, K ) ITER a) for each m ~> 2. I 
Note, that in the construction of H the substitution Ta is a symbol-to-symbol 
substitution rather than an arbitrary K-substitution. 
As a direct consequence of Theorem 5.1, it is possible to reduce any number 
of tables of a (F )ETOL or (F )EDTOL system to exactly two tables, provided 
that F satisfies the condition of Theorem 5.1. 
6. UNCONTROLLED ITERATION LANGUAGES 
In this section we discuss some simple applications to the families generated 
by uncontrol!ed K-iteration grammars. 
First, we consider a Normal Form Theorem for K-iteration grammars. 
COROLLARY 6.1. Let K' be a prequasoid. Then for: each K~iteration grammar 
there exists an equivalent K-iteration grammar in normal form, and consequently 
(K ) ITER ~ (K)PITER.  , 
Similar results have been obtained by Van Leeuwen (1973)~ Salomaa (1973b, 
1974a, b) and by Rozenberg and Wood (1976). 
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Salomaa (1973b) investigated the families (K ) ITER ~) (for m >/ 1) and 
(K) ITER;  they are all full AFL's,  provided that K is a quasoid. We show that 
for m >/2  all these families are identical (Corollary 6.2) and that they form a full 
hyper-AFL, even if K is a prequasoid rather than a quasoid (Theorem 6.3). 
COROLLARY 6.2. I f  SYMBOL ~ K, then for each m >~ 2: (K ) ITER (~) = 
(K)ITER"~ - (K) ITER.  
Pro@ When we remove the control in the proof of Theorem 5.1 or, equiv- 
alently, when we take M = I*  and 11/I 0 ~ I0* ~ {a, b}*, one easily verifies that 
L(H) = L(G). This implies 
(K ) ITER _C (K)ITER(~,~ _C (K)ITERI21 (m >~ 2), 
whereas the converse inclusions are obvious. II 
Corollary 6.2 is the "best possible" result, i.e., one can in general not reduce 
the number of substitutions to one (cf. Rozenberg, 1973b). 
The following theorem is the main result of this section. 
THEOREM 6.3. Let K be a prequasoid. Then (K ) ITER is a full hyper-AFL 
containing ETOL.  Moreover, (K ) ITER is the smallest full hyper-AFL con- 
taining K. 
Proof. By Theorems 2.1 and 4.4, (K ) ITER is a full hyper-AFL containing 
ETOL.  
Now, let K 0 be a full hyper-AFL containing the family K: K G K o • Then 
clearly (K ) ITER C (K0)ITER and since K 0 is hyper-algebraically closed we 
obtain (K) ITER CK 0. | 
Theorem 6.3 is the essential generalization of the fact that ETOL is the 
smallest full hyper-AFL (Christensen, 1974a, b). 
Observe that (K ) ITER m, where K is a prequasoid rather than a quasoid, 
need not be a full AFL. As an example we note that (F IN) ITER m = EOL is 
not closed under inverse homomorphism (Herman, 1974, or Herman and 
Rozenberg, 1975). 
7. CONSTRUCTIVITY AND DECIDABILITY 
Let L 1 .... ,L,~ be languages in an arbitrary family K and let G 1 ,..., G~ be 
rewriting systems (grammars) satisfying L~ =L(Gi) for each i (1 ~< i ~< n). 
I f f  is an n-ary operation on languages, then we say that K is effectively closed 
under f if and only if there exists an algorithm that given G 1 ..... G~ will produce 
a rewriting system (grammar) G, such that L(G) = f (L  1 .... , L~) and L(G) ~ K. 
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As usual, we say that a proof which shows that the family K is closed under f
is constructive when that proof exhibits uch an algorithm. 
Except in the case of Theorem 3.1 and Lemma 4.3, all proofs in this paper are 
constructive (provided that we replace the phrase "closed" in the conditions by 
"effectively closed" everywhere). 
The proof of Theorem 3.1 turns out to be constructive if the emptiness 
problem is decidable for languages in K and if K is effectively closed under 
intersection with regular languages (cf. Rozenberg and Wood, 1976; Wood, 
1975). 
In the proof of Lemma 4.3 the crucial point is the construction ofE(-c, ~, q, ~). 
This set can be obtained in a constructive way, again provided that the emptiness 
problem is decidable in K and that K is effectively closed under intersection 
with regular languages. 
Thus, if we restrict our attention to effective closure properties, the decidability 
of the emptiness problem in K implies the constructivity of all proofs in this 
paper. Since the emptiness problem is trivially decidable when K equals FIN 
or ONE, all the corresponding proofs in the (F)ETOL and (F)EDTOL case 
are constructive. 
We conclude this paper with a few results on decidability problems. In the 
remaining part of this section we only consider effective closure properties. 
We need the definition of a Szilard language for a K-iteration grammar (cf. 
Wood, 1975), which is the collection of all sequences of substitutions which 
can finally yield terminal words in derivations. 
DEFINITION. Let G = (V, Z', U,/, S) be a K-iteration grammar; then the 
Szilard language of G (denoted by Sz(G)) is 
Sz(G) = {il "" i ,  1 ri, "'" rq(S) n 2* :/: ~, n/> 1 for some n-tuple 
(il .... , i.) with i~- ~/, 1 ~< j ~< n}. 
The Szilard languages of K-iteration grammars have been studied by Wood 
(1975): 
LEMMA 7.1. I f  G is a K-iteration grammar, then the Szilard language Sz(G) 
is a regular language. 
This lernma is constructive under the same conditions and for the very same 
reason as Theorem 3.1 is (cf. Wood, 1975; Rozenberg and Wood, 1976). 
THEOREM 7.2. Let F and K be closed under intersection with regular languages 
and let the emptiness problem be decidable for languages in F and K. Then the 
emptiness problem is decidable in ( F, K)ITER. 
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Pro@ Let G = (V, X, U, I, M, S) be a (1", K)-iteration grammar and 
consider the corresponding uncontrolled K-iteration grammar G O = (V, ~, U, 
I, S). By Lemma 7.1, Sz(G0) is a regular language and therefore Mn Sz(G0) 
is in 1". Moreover, by the definition of Sz(G0) , L(Go) = ~ if and only if 
sz (ao)  = ~.  
HenceL(G) = ~ if and only if Mn Sz(Go) = ~. | 
COROLLARY 7.3. Let K be a prequasoid and let 1" be closed under full marking 
and intersection with regular languages. I f the emptiness problem is decidable in 1" 
and K, then the membership problem is decidable for (1", K)ITER. 
Proof. By Lemma 4.3, the family (F, K)ITER is closed under intersection 
with regular languages. So we can construct a (F, K)-iteration grammar H with 
L(H) = L(G)n  {w} for each word w and each (1", K)-iteration grammar G. 
Hence, if suffices to consider the emptiness problem with respect to H. | 
COROLLARY 7.4. I f  K is closed under intersection with regular languages and 
if the emptiness problem is decidable in K, then the emptiness problem is also 
decidable in (K)ITER. 
COROLLARY 7.5. Let K be a prequasoid and let the emptiness problem be 
decidable in K. Then the membership problem in (K)ITER is decidable. 
By the trivial decidability of the emptiness problem in the family FIN, we 
directly obtain: 
COROLLARY 7.6. Let 1" be closed under intersection with regular languages and 
let the emptiness problem be decidable in 1". Then the emptiness problem is decidable 
in (1")ETOL. 
COROLLARY 7.7. Let 1" be closed under intersection with regular languages 
and let the emptiness problem be decidable for languages in 1". Then the membership 
problem is decidable in (F)ETOL. 
Proof. Let G = (V, Z', U,/, M, S) be a (F)ETOL system. Ginsburg and 
Rozenberg (1975) proved that the language 
{i x '"  i~ ~I* I 7i~ --- zi1(S) n R =# C; ~-ijc U for eachj (1 <~j<~n)} 
is regular for each regular set R. 
Since _P is closed under intersection with regular languages, taking R equal 
to {w} (for some terminal word w), reduces the membership roblem for 
(1")ETOL to the emptiness problem for 1" (cf. proof of Corollary 7.3). | 
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