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Abstract
We ﬁnd an explicit expression for the kernel of the scattering matrix for the Schro¨dinger
operator containing at high energies all terms of power order. It turns out that the same
expression gives a complete description of the diagonal singularities of the kernel in the
angular variables. The formula obtained is in some sense universal since it applies both to
short- and long-range electric as well as magnetic potentials.
r 2002 Elsevier Inc. All rights reserved.
1. Introduction
1.High-energy asymptotics of the scattering matrix SðlÞ : L2ðSd1Þ-L2ðSd1Þ for
the Schro¨dinger operator H ¼ Dþ V in the spaceH ¼ L2ðRdÞ; dX2; with a real
short-range potential (bounded and satisfying the condition VðxÞ ¼ OðjxjrÞ;
r > 1; as jxj-N) is given by the Born approximation. To describe it, let us
introduce the operator G0ðlÞ;
ðG0ðlÞf ÞðoÞ ¼ 21=2kðd2Þ=2 fˆ ðkoÞ; k ¼ l1=2ARþ ¼ ð0;NÞ; oASd1; ð1:1Þ
of the restriction (up to the numerical factor) of the Fourier transform fˆ of a function
f to the sphere of radius k: Set R0ðzÞ ¼ ðD zÞ1; RðzÞ ¼ ðH  zÞ1: By the
Sobolev trace theorem and the limiting absorption principle the operators
G0ðlÞ/xSr :H-L2ðSd1Þ and /xSrRðlþ i0Þ/xSr :H-H are correctly
deﬁned as bounded operators for any r > 1
2
and their norms are estimated by l1=4
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and l1=2; respectively. Therefore it is easy to deduce (see, e.g., [16,27]) from the
usual stationary representation
SðlÞ ¼ I  2piG0ðlÞðV  VRðlþ i0ÞVÞGn0ðlÞ ð1:2Þ
for the scattering matrix (SM) and the resolvent identity that
SðlÞ ¼ I  2pi
XN
n¼0
ð1ÞnG0ðlÞVðR0ðlþ i0ÞVÞnGn0ðlÞ þ sNðlÞ; ð1:3Þ
where jjsNðlÞjj ¼ OðlðNþ2Þ=2Þ as l-N: Moreover, the operators sN belong to
suitable Schatten–von Neumann classes SaðNÞ and aðNÞ-0 as N-N:
Nevertheless, the Born expansion (1.3) has at least three drawbacks. First, the
structure of the nth term is extremely complicated already for relatively small n:
Second, (1.3) deﬁnitely fails for long-range potentials, and, ﬁnally, it fails as l-N
for a perturbation of the operator D by ﬁrst-order differential operators even with
short-range coefﬁcients (magnetic potentials).
2. In the particular case when A ¼ 0 and V belongs to the Schwartz class a
convenient form of the high-energy expansion of the kernel of SM (called often the
scattering amplitude) was obtained in [4] (see also the earlier paper [9]). The method
of [4] relies on a preliminary study of the scattering solutions of the Schro¨dinger
equation deﬁned, for example, by the formula
c7ðxÞ ¼ u0ðxÞ  Rðjxj28i0ÞVu0ðxÞ; u0ðx; xÞ ¼ expði/x; xSÞ; x ¼ #xjxjARd :
It is shown in [4] that (at least on all compact sets of x) the function c7ðx; xÞ has the
asymptotic expansion c7ðx; xÞ ¼ ei/x;xSb7ðx; xÞ where
b7ðx; xÞ ¼ bðNÞ7 ðx; xÞ ¼
XN
n¼0
ð2ijxjÞnbð7Þn ðx; xÞ; b0ðx; xÞ ¼ 1; N-N: ð1:4Þ
The function b7ðx; xÞ is determined by the transport equation (see Section 2.3), and
the coefﬁcients b
ð7Þ
n ðx; xÞ ¼ bð7Þn ðx; #xÞ are quite explicit. Therefore it is easy to
deduce from (1.2) that, for any N; the kernel of SM admits the asymptotic expansion
sðo;o0; lÞ ¼ dðo;o0Þ  pið2pÞdkd2

XN
n¼0
ð2ikÞn
Z
Rd
eik/o
0o;xSVðxÞbðÞn ðx;o0Þ dx
þ Oðkd3NÞ; ð1:5Þ
where dð	Þ is of course the Dirac-function on the unit sphere. We emphasize that the
functions b
ðÞ
n ðx;o0Þ are growing as jxj-N in the direction of o0 and the rate of
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growth increases as n increases. Thus, expansion (1.5) loses the sense (for sufﬁciently
large N) if VðxÞ decreases only as some power of jxj1:
The generalization of the results of [4] to the case of short-range potentials V
satisfying the condition @aVðxÞ ¼ OðjxjrvjajÞ for some rv > 1 was suggested in [24]
where the asymptotics of the scattering amplitude was also deduced from that of the
scattering solutions. We note ﬁnally paper [3] where the leading term of the high-
energy asymptotics of the scattering amplitude was found for short-range magnetic
potentials.
3. In the present paper we suggest a new method which allows us to ﬁnd an explicit
function s0ðo;o0; lÞ which describes with arbitrary accuracy the kernel sðo;o0; lÞ of
the SM SðlÞ at high energies (as l-N) both for short- and long-range electric and
magnetic potentials. It turns out that the same function s0ðo;o0; lÞ gives also all
diagonal singularities of the kernel sðo;o0; lÞ in the angular variables o;o0ASd1:
We emphasize that our approach allows us to avoid a study of solutions of the
Schro¨dinger equation.
We consider the Schro¨dinger operator
H ¼ ðirþ AðxÞÞ2 þ VðxÞ ð1:6Þ
in the spaceH with electric VðxÞ and magnetic AðxÞ ¼ ðA1ðxÞ;y;AdðxÞÞ potentials
satisfying the assumptions
j@aVðxÞjpCað1þ jxjÞrvjaj; rv > 0;
j@aAðxÞjpCað1þ jxjÞrajaj; ra > 0;
)
ð1:7Þ
for all multi-indices a: We suppose that potentials are real, that is VðxÞ ¼ VðxÞ and
AjðxÞ ¼ AjðxÞ; j ¼ 1;y; d: Set r ¼ minfrv; rag; and
V0ðxÞ ¼ VðxÞ þ jAðxÞj2; V1ðxÞ ¼ V0ðxÞ þ i div AðxÞ:
Then
H ¼ Dþ 2i/AðxÞ;rSþ V1ðxÞ: ð1:8Þ
We emphasize that the cases r > 1 (short-range potentials) and rAð0; 1 (long-range
potentials) are treated in almost the same way.
Let us formulate our main result. The answer is given in terms of approximate
solutions of the Schro¨dinger equation
Dcðx; xÞ þ 2i/AðxÞ;rScðx; xÞ þ V1ðxÞcðx; xÞ ¼ jxj2cðx; xÞ: ð1:9Þ
To be more precise, we denote by u7ðx; xÞ ¼ uðNÞ7 ðx; xÞ explicit functions (see Section
2, for their construction)
u7ðx; xÞ ¼ eiY7ðx;xÞb7ðx; xÞ ð1:10Þ
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such that
ðDþ 2i/AðxÞ;rSþ V1ðxÞ  jxj2Þu7ðx; xÞ ¼ eiY7ðx;xÞr7ðx; xÞ ¼: q7ðx; xÞ ð1:11Þ
and r7ðx; xÞ ¼ rðNÞ7 ðx; xÞ tends to zero faster than jxjp as jxj-N and jxjq as
jxj-N where p ¼ pðNÞ-N and q ¼ qðNÞ-N as N-N off any conical
neighborhood of the direction xˆ ¼8#x: Note that the phase Y7ðx; xÞ ¼ /x; xS if
AðxÞ ¼ 0 and VðxÞ is a short-range function and Y7ðx; xÞ satisﬁes approximately
the eikonal equation in the general case. The function b7ðx; xÞ is obtained as an
approximate solution of the corresponding transport equation.
As is well known (see [1]), off the diagonal o ¼ o0; the kernel sðo;o0; lÞ is a CN-
function of o;o0ASd1 where it tends to zero faster than any power of l1 as l-N:
Thus, it sufﬁces to describe the structure of sðo;o0; lÞ in a neighborhood of the
diagonal o ¼ o0: Let o0ASd1 be an arbitrary point, Po0 be the plane orthogonal to
o0 and O7ðo0; dÞCSd1 be determined by the condition 7/o;o0S > d > 0: Set
x ¼ o0z þ y; yAPo0 ð1:12Þ
and
s0ðo;o0; lÞ ¼ sðNÞ0 ðo;o0; lÞ ¼8pikd2ð2pÞd

Z
Po0
ðuþðy; koÞð@zuÞðy; ko0Þ  uðy; ko0Þð@zuþÞðy; koÞÞ dy
 
 2i
Z
Po0
/AðyÞ;o0Suþðy; koÞuðy; ko0Þ dy
!
ð1:13Þ
for o;o0AO7 ¼ O7ðo0; dÞ: Then, for any p; q and sufﬁciently large N ¼ Nðp; qÞ;
the kernel
s˜ ðNÞðo;o0; lÞ ¼ sðo;o0; lÞ  sðNÞ0 ðo;o0; lÞ ð1:14Þ
belongs to the class CpðO OÞ where O ¼ Oþ,O; and its Cp-norm is OðlqÞ as
l-N: Thus, all singularities of sðo;o0; lÞ both for high energies and in smoothness
are described by the explicit formula (1.13). Let S0ðlÞ be integral operator with
kernel s0ðo;o0; lÞ: In view of representation (1.10), formula (1.13) shows that we
actually consider the singular part S0ðlÞ of the SM as a Fourier integral or, more
precisely, a pseudo-differential operator (PDO) acting on the unit sphere and
determined by its amplitude.
By our construction of functions (1.10), uþðx; xÞ ¼ uðx;xÞ if AðxÞ ¼ 0:
Therefore, in the case A ¼ 0 the singular part s0ðo;o0; lÞ satisﬁes the same
symmetry relation (the time reversal invariance)
sðo;o0; lÞ ¼ sðo0;o; lÞ
ARTICLE IN PRESS
D. Yafaev / Journal of Functional Analysis 202 (2003) 526–570 529
as kernel of the SM itself. Kernel (1.13) is also gauge invariant. This means that, for
a smooth function jðxÞ; the integrand in (1.13) is not changed if the functions u7 are
replaced by eiju7 and the magnetic potential A is replaced by A rj: We
emphasize however that throughout the paper we do not use any particular gauge.
Formula (1.13) gives the singular part of the scattering amplitude off any
neighborhood of the hyperplanePo0 : Since o0AS
d1 is arbitrary, this determines the
singular part of sðo;o0; lÞ for all o;o0ASd1: We note that the leading diagonal
singularity of sðo;o0; lÞ was found in [26] for rvAð12; 1 and A ¼ 0:
4. Our approach to the proof of formula (1.13) relies (even in the short-range
case, considered earlier in [29]) on the expression of the SM via modiﬁed wave
operators
W7ðH;H0; J7Þ ¼ s  lim
t-7N
eiHtJ7e
iH0t; ð1:15Þ
where PDO J7 are constructed in terms of the functions u7ðx; xÞ: Following [11], we
kill neighborhoods of ‘‘bad’’ directions xˆ ¼8#x by appropriate cutoff functions
z7ðx; xÞ: Let
T7 ¼ HJ7  J7H0 ð1:16Þ
be the ‘‘effective’’ perturbation. The SM SðlÞ corresponding to wave operators
(1.15) admits (see [12,22,26,27]) the representation
SðlÞ ¼ S1ðlÞ þ S2ðlÞ; ð1:17Þ
where
S1ðlÞ ¼ 2piG0ðlÞJnþTGn0ðlÞ ð1:18Þ
and
S2ðlÞ ¼ 2piG0ðlÞTnþRðlþ i0ÞTGn0ðlÞ: ð1:19Þ
Both these expressions are correctly deﬁned which will be discussed in Sections 5 and
4, respectively.
With the help of the so-called propagation estimates [13,14,19] we show in Section
4 that the operator S2ðlÞ has smooth kernel rapidly decaying as l-N: Therefore we
call S2ðlÞ the regular part of the SM. The singular part S1ðlÞ is given by explicit
expression (1.18) not depending on the resolvent of the operator H: However, it
contains the cutoff functions z7: In Section 5, we get rid of these auxiliary functions
and, neglecting CN-kernels decaying faster than any power of l1; transform the
kernel of S1ðlÞ to the invariant expression (1.13). Some consequences of (1.13) are
discussed in Section 6.
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2. The eikonal and transport equations
In this section we give a standard construction of approximate but explicit
solutions of the Schro¨dinger equation. This construction relies on a solution of the
corresponding eikonal and transport equations by iterations.
1. Let us plug expression (1.10) into the Schro¨dinger equation (1.9). Then
ðDþ 2i/AðxÞ;rSþ V1ðxÞ  jxj2ÞðeiYbÞ
¼ eiYðjrYj2b  iðDYÞb  2i/rY;rbS Db
 2/A;rYSb þ 2i/A;rbSþ V1b  jxj2bÞ; r ¼ rx: ð2:1Þ
We require that the phase Yðx; xÞ and the amplitude bðx; xÞ be approximate
solutions of the eikonal and transport equations, that is
jrYj2  2/A;rYSþ V0  jxj2 ¼ q0ðx; xÞ ð2:2Þ
and
 2i/rY;rbSþ 2i/A;rbS Db
þ ðiDYþ i div A þ q0Þb ¼ rðx; xÞ: ð2:3Þ
It follows from (2.1) that, for such functions Y and b; equality (1.11) is satisﬁed with
the same function rðx; xÞ as in (2.3). When considering (2.2), (2.3), we always remove
either a conical neighborhood of the direction xˆ ¼ #x (for the sign ‘‘þ’’) or xˆ ¼ #x
(for the sign ‘‘’’). We choose Yðx; xÞ ¼ Y7ðx; xÞ in such a way that q0ðx; xÞ ¼
q
ð7Þ
0 ðx; xÞ deﬁned by (2.2) is a short-range function of x; and it tends to 0 as jxj-N:
Then we construct bðx; xÞ ¼ b7ðx; xÞ so that rðx; xÞ ¼ r7ðx; xÞ decays as jxj-N as
an arbitrary given power of jxj1: It turns out that rðx; xÞ has a similar decay also in
the variable jxj1:
If V is short range and A ¼ 0; then we can setY7ðx; xÞ ¼ /x; xS and consider the
transport equation (2.3) only. However, the eikonal equation (2.2) is necessary for
any non-trivial magnetic potential or (and) long-range electric potential V : The
transport equation is always unavoidable because, as we shall see below, the function
DY7 decays at inﬁnity as jxj1r only and hence, for example, the choice b7 ¼ 1 in
(1.10) is not sufﬁcient.
We seek Y7ðx; xÞ in the form
Y7ðx; xÞ ¼ /x; xSþ F7ðx; xÞ; ð2:4Þ
where ðrF7Þðx; xÞ tends to zero as jxj-N off any conical neighborhood
of the direction xˆ ¼8#x: We construct a solution of Eq. (2.2) by iterations.
ARTICLE IN PRESS
D. Yafaev / Journal of Functional Analysis 202 (2003) 526–570 531
Actually, we set
F7ðx; xÞ ¼ FðN0Þ7 ðx; xÞ ¼
XN0
n¼0
ð2jxjÞnfð7Þn ðx; #xÞ ð2:5Þ
and plug expressions (2.4) and (2.5) into Eq. (2.2). Comparing coefﬁcients at the
same powers of ð2jxjÞn; n ¼ 1; 0;y;N0  1; we obtain the equations
/#x;rf0S ¼ /#x;AS; /#x;rf1Sþ jrf0j2  2/A;rf0Sþ V0 ¼ 0; ð2:6Þ
/#x;rfnþ1Sþ
Xn
m¼0
/rfm;rfnmS 2/A;rfnS ¼ 0; nX1; ð2:7Þ
so that the ‘‘error term’’ equals
q0ðx; xÞ ¼
X
nþmXN0
ð2jxjÞnm/rfn;rfmS 2ð2jxjÞN0/A;rfN0S:
Of course, if A is replaced by A˜ ¼ A rj for some function jACNðRdÞ; then the
function *f0 ¼ f0  j satisﬁes the ﬁrst Eq. (2.6) with the magnetic potential A˜:
All Eqs. (2.6), (2.7) have the form
/#x;rfðx; #xÞSþ f ðx; #xÞ ¼ 0 ð2:8Þ
and can be explicitly solved. Let the domain C7ðe;RÞCRd  Rd be distinguished by
the condition: ðx; xÞAC7ðe;RÞ if either jxjpR or7/xˆ; #xSX 1þ e for some e > 0:
Of course, all constants below depend on e and R: The following assertion is almost
obvious (see [26], for details).
Lemma 2.1. Suppose that
j@ax@bx f ðx; #xÞjpCa;bjxjjbjð1þ jxjÞrjaj ð2:9Þ
for xAC7ðe;RÞ and some r > 1: Then the function
fð7Þðx; #xÞ ¼7
Z N
0
f ðx7t#x; #xÞ dt ð2:10Þ
satisfies Eq. (2.8) and the estimates
j@ax@bxfð7Þðx; #xÞjpCa;bjxjjbjð1þ jxjÞ1rjaj; xAC7ðe;RÞ: ð2:11Þ
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If estimates (2.9) are fulfilled for some rAð0; 1Þ only, then the function
fð7Þðx; #xÞ ¼7
Z N
0
ðf ðx7t#x; #xÞ  f ð7t#x; #xÞÞ dt ð2:12Þ
satisfies both Eq. (2.8) and estimates (2.11).
Proceeding by induction, we can solve by formula (2.10) or (2.12) all Eqs. (2.6)
and (2.7). The case where V and A are both short range is discussed specially in
subsection 3. Here we focus on the long-range case. Let us formulate the
corresponding result.
Proposition 2.2. Let assumption (1.7) hold for some rAð0; 1Þ such that r1 is not
integer. Then estimates
j@ax@bxfð7Þn ðx; #xÞjpCa;bjxjjbjð1þ jxjÞ1nrjaj; n ¼ 1; 2;y ð2:13Þ
and
j@ax@bxqð7Þ0 ðx; xÞjpCa;bjxjN0jbjð1þ jxjÞN0rjaj
are fulfilled on the set C7ðe;RÞ for all multi-indices a and b: The function fð7Þ0 ðx; #xÞ
satisfies the same estimate as fð7Þ1 ðx; #xÞ:
Corollary 2.3. Function (2.5) satisfies the estimates
j@ax@bxF7ðx; xÞjpCa;bjxjjbjð1þ jxjÞ1rjaj; xAC7ðe;RÞ: ð2:14Þ
Below the number N0 in (2.4) is subject to the only restriction N0rX2:
Of course, in particular cases the procedure above can be simpliﬁed. For example,
if A ¼ 0 and V is long range but rv > 12; then
Fð7Þðx; xÞ ¼ ð2jxjÞ1fð7Þ1 ðx; #xÞ ¼721
Z N
0
ðVðx7txÞ  Vð7txÞÞ dt:
2. An approximate solution of the transport equation (2.3) can be constructed by a
procedure similar to the one given above. Using (2.4), we rewrite this equation as
2i/x;rbSþ 2i/A rF;rbS Db þ ðiDFþ i div A þ q0Þb ¼ r: ð2:15Þ
We look for the function b7ðx; xÞ in form (1.4) with bounded in x coefﬁcients
b
ð7Þ
n ðx; xÞ: Plugging this expression into (2.15), we obtain the following recurrent
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equations:
/#x;rbnþ1S ¼ 2i/A rF;rbnS Dbn þ ðiDFþ i div A þ q0Þbn;
n ¼ 0; 1;y;N: ð2:16Þ
Then
rðx; xÞ ¼ rðNÞðx; xÞ ¼ ð2ijxjÞN/#x;rbNþ1S:
All these equations have the form (cf. (2.8))
/#x;rbnþ1ðx; xÞSþ fnðx; xÞ ¼ 0;
where a short-range function fn depends on b1;y; bn (and is a polynomial of
jxj1). Therefore, they can be solved by one of formulas (2.10). Thus, using again
Lemma 2.1, we obtain
Proposition 2.4. Let assumption (1.7) hold, let r1 ¼ minf1;rg and let
ðx; xÞAC7ðe;RÞ: Then functions bð7Þn ; nX1; satisfy the estimates
j@ax@bxbð7Þn ðx; xÞjpCa;bjxjjbjð1þ jxjÞr1njaj:
The right-hand side of Eq. (2.3) satisfies
j@ax@bx rðNÞ7 ðx; xÞjpCa;bjxjNjbjð1þ jxjÞ1r1ðNþ1Þjaj: ð2:17Þ
Corollary 2.5. Function (1.4) satisfies the estimates
j@ax@bxb7ðx; xÞjpCa;bjxjjbjð1þ jxjÞjaj: ð2:18Þ
Combining Propositions 2.2 and 2.4, we get the ﬁnal result.
Theorem 2.6. For the functions YðN0Þ7 ðx; xÞ and bðNÞ7 ðx; xÞ constructed in Propositions
2.2 and 2.4, respectively, and for the functions u7ðx; xÞ ¼ uðNÞ7 ðx; xÞ defined by (1.10),
equality (1.11) holds with the remainder r
ðNÞ
7 ðx; xÞ satisfying estimates (2.17) in the
region C7ðe;RÞ:
We emphasize that in contrast to the parameter N0 which is ﬁxed, we need
N-N:
3. Of course, the functions b
ð7Þ
n ðx; xÞ contain different powers of jxj1: However,
in the short-range case b
ð7Þ
n depend on x and #x only. Suppose ﬁrst that A ¼ 0: Then
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F ¼ 0 and Eq. (2.16) reduces to
/#x;rbnþ1S ¼ Dbn þ Vbn:
Thus, we obtain the following assertion.
Proposition 2.7. Let A ¼ 0 and let V satisfy assumption (1.7) with rv > 1: Let
u7ðx; xÞ ¼ ei/x;xSb7ðx; xÞ where b7 is sum (1.4) and the functions bð7Þn ðx; #xÞ are
defined by recurrent formulas b
ð7Þ
0 ¼ 1 and
b
ð7Þ
nþ1ðx; #xÞ ¼8
Z N
0
ðDbð7Þn ðx7t#x; #xÞ þ Vðx7t#xÞbð7Þn ðx7t#x; #xÞÞ dt:
Then for ðx; xÞAC7ðe;RÞ and r2 ¼ minf2; rvg
j@ax@bxbð7Þn ðx; #xÞjpCa;bjxjjbj ð1þ jxjÞðr21Þnjaj ð2:19Þ
and remainder (1.11) satisfies the estimates
j@ax@bx rðNÞ7 ðx; xÞjpCa;bjxjNjbjð1þ jxjÞðr21ÞðNþ1Þjaj: ð2:20Þ
Let us write down explicit expressions for the ﬁrst two functions bn:
b
ð7Þ
1 ðx; #xÞ ¼8
Z N
0
Vðx7t#xÞ dt; ð2:21Þ
b
ð7Þ
2 ðx; #xÞ ¼ 
Z N
0
tðDVÞðx7t#xÞ dt þ 1
2
Z N
0
Vðx7t#xÞ dt
 2
: ð2:22Þ
If a magnetic potential is non-trivial, then
F7ðx; #xÞ ¼ fð7Þ0 ðx; #xÞ ¼8
Z N
0
/#x;Aðx7t#xÞS dt ð2:23Þ
and
q
ð7Þ
0 ¼ jrF7j2  2/A;rF7Sþ V0:
Hence it follows from (2.16) that the coefﬁcients b
ð7Þ
n ðx; #xÞ are determined by
formulas b
ð7Þ
0 ¼ 1 and
b
ð7Þ
nþ1ðx; #xÞ ¼8
Z N
0
f ð7Þn ðx7t#x; #xÞ dt; ð2:24Þ
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where
f ð7Þn ¼ 2i/A rF7;rbð7Þn S Dbð7Þn
þ ðjrF7j2  2/A;rF7Sþ V1  iDF7Þbð7Þn : ð2:25Þ
Let us formulate the result obtained.
Proposition 2.8. Let A and V satisfy assumption (1.7) with r > 1; and let r2 ¼
minf2; rg: Define Yðx; xÞ by formulas (2.4) and (2.23). Let the functions bð7Þn be
constructed by recurrent formulas (2.24), (2.25) and let b7 be sum (1.4). Then estimates
(2.19) on b
ð7Þ
n and (2.20) on remainder (1.11) hold.
3. Wave operators and the scattering matrix
1. Let us recall brieﬂy some basic facts about PDO (see, e.g., [8] or [23]). Let
ðAf ÞðxÞ ¼ ð2pÞd=2
Z
Rd
ei/x;xSaðx; xÞfˆ ðxÞ dx;
where fˆ ¼Ff is the Fourier transform of f from, say, the Schwartz spaceSðRdÞ and
the symbol aACNðRd  RdÞ: Sometimes it is more convenient to consider more
general PDO determined by their amplitudes. We deﬁne such operators in terms of
the corresponding sesquilinear forms
ðAf ; gÞ ¼ ð2pÞd
Z
Rd
Z
Rd
Z
Rd
ei/x;x
0xSaðx; x; x0Þfˆ ðx0Þ #gðxÞ dx dx0 dx; ð3:1Þ
where the amplitude aðx; x; x0Þ is also a CN-function of all its variables.
It is standard to assume that a and a belong to Ho¨rmander classes. Set /xS ¼
ð1þ jxj2Þ1=2; /xS ¼ ð1þ jxj2Þ1=2: By deﬁnition, the symbol a (or the corresponding
operator A) belongs to the class Sn;mðr; dÞ; r > 0; do1; if for all multi-indices a
and b
jð@ax@bxaÞðx; xÞjpCa;b/xSnjajrþjbjd/xSmjbj:
The operators A from these classes send the Schwartz space SðRdÞ into itself.
For the amplitudes a we do not have to keep track of the dependence on x and x0:
Thus, aASnðr; dÞ if for all multi-indices a; b; b0; any compact set KCRd and
x; x0AK
jð@ax@bx@b
0
x0 aÞðx; x; x0ÞjpCa;b;b0 ðKÞ/xSnjajrþðjbjþjb
0 jÞd:
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Under this assumption form (3.1) is well deﬁned as an oscillating integral for
fˆ; #gACN0 ðRdÞ:We omit in notation r and d if r ¼ 1 and d ¼ 0:Deﬁnition (3.1) makes
also sense if x belongs to some subset of Rd :
Actually, we need a more special class of PDO with oscillating symbols
aðx; xÞ ¼ eiFðx;xÞaðx; xÞ; ð3:2Þ
where
FAS1r;0; rAð0; 1Þ and aASn;m:
We denote by Cn;mðFÞ the class of symbols or operators obeying the conditions
above. The deﬁnition of the class CnðFÞ in the case of oscillating amplitudes is quite
similar. Since Cn;mðFÞCSn;mðr; 1 rÞ; the standard PDO calculus works in the
classes Cn;mðFÞ if r > 1
2
: In the general case the oscillating factors expðiFðx; xÞÞ or
expðiFðx; x; x0ÞÞ should be explicitly taken into account. We often use the notation
/xS and /xS for the operators of multiplication by these functions in the
coordinate and momentum representations, respectively.
Proposition 3.1. Let aACn;0ðFÞ for np0: Then the operator A/xSn is bounded in the
space L2ðRdÞ:
We give only a hint of the proof since it is similar to that of [28] where aðx; xÞ was
supposed to be compactly supported in x: First, commuting A and /xSn; we reduce
the problem to the case n ¼ 0: Then, calculating AnA; we see that, up to some
remainder, it belongs to the class S0;0 and hence is bounded by a simple version of
the Calderon–Vaillancourt theorem (see, e.g., [8]). Finally, the remainder can be
estimated as in [28] by a direct integration by parts. Note that a result similar to
Proposition 3.1 can be found in [15].
We need also a class X7 of symbols such that
aðx; xÞ ¼ 0 if 8/xˆ; #xSpe
for some e > 0: Moreover, we assume that aðx; xÞ ¼ 0 if jxjpe or jxjpe for symbols
from this class. Then we set
Sn;m7 ðr; dÞ ¼Sn;mðr; dÞ-X7; Cn;m7 ðFÞ ¼ Cn;mðFÞ-X7:
2. Let H0 ¼ D and the operator H deﬁned by (1.6) act in the spaceH ¼ L2ðRdÞ:
Denote by E0 and E their spectral projections. Note that, as shown in [10,25] where
the proof of [21] was extended to magnetic potentials, the operator H does not have
positive eigenvalues. In the long-range case the wave operators (1.15) exist only for a
special choice of identiﬁcations J7: We construct J7 as PDO.
Let sACNðg; gÞ; g > 1; be such that sðtÞ ¼ 1 if tA½1; 1 2e for some eAð0; 1
2
Þ
and sðtÞ ¼ 0 if tA½1 e; 1: Let ZACNðRdÞ be such that ZðxÞ ¼ 0 in a neighborhood
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of zero and ZðxÞ ¼ 1 for large jxj: We denote by W a CNðRþÞ-function which equals
to zero in a neighborhood of 0 and WðlÞ ¼ 1 for, say, lXl0 (for some l0 > 0Þ: Set
z7ðx; xÞ ¼ sð8ZðxÞ/#x; xˆSÞWðjxj2Þ:
Let u7ðx; xÞ be the function (it depends on N0 and N) deﬁned in the previous
section (see Theorem 2.6). Following [11], we construct J7 by the formula
ðJ7f ÞðxÞ ¼ ð2pÞd=2
Z
Rd
u7ðx; xÞz7ðx; xÞfˆ ðxÞ dx: ð3:3Þ
Thus, J7 is a PDO with symbol (3.2) where F ¼ F7 and
a7ðx; xÞ ¼ b7ðx; xÞz7ðx; xÞ:
We emphasize however that in contrast to [11] the symbol a7ðx; xÞ of the operator
J7 is quite an explicit function. This is essential for construction of the asymptotic
expansion of the SM. Due to the cutoff functions z7ðx; xÞ and estimates (2.18) on
b7ðx; xÞ; we have that a7AS0;0: The function F7ðx; xÞ is of course singular on the
set xˆ ¼8#x: However, F7 *z7AS1r;0 and eiF7 *z7z7 ¼ eiF7z7 for a suitable cutoff
function *z7ðx; xÞ such that *z7ðx; xÞ ¼ 1 on the support of z7: Abusing somewhat
terminology, we write J7AC0;0ðF7Þ: By Proposition 3.1, the operator J7 is
bounded.
It is shown in [11,22,26] that the wave operators (1.15) exist which implies the
intertwining property
W7ðH;H0; J7ÞH0 ¼ HW7ðH;H0; J7Þ:
Moreover, they are isometric on the subspace E0ðl0;NÞH and are complete, that is
RanðW7ðH;H0; J7ÞE0ðl0;NÞÞ ¼ Eðl0;NÞH:
In the short-range case
s  lim
t-7N
ðJ7  WðH0ÞÞeiH0t ¼ 0;
so that the wave operators W7ðH;H0; J7Þ coincide with the usual wave operators
W7ðH;H0Þ (times WðH0Þ). The scattering operator is deﬁned by the standard
relation
S ¼ SðH;H0; Jþ; JÞ ¼ W nþðH;H0; JþÞWðH;H0; JÞ:
It commutes with the operator H0 and is unitary on the space E0ðl0;NÞH:
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3. Let us calculate perturbation (1.16). According to (1.11), we have that
g7ðx; xÞ :¼ ðDþ 2i/AðxÞ;rSþ V1ðxÞ  jxj2Þðu7ðx; xÞz7ðx; xÞÞ
¼ q7ðx; xÞz7ðx; xÞ  2/ru7ðx; xÞ;rz7ðx; xÞS
 u7ðx; xÞðDz7Þðx; xÞ þ 2iu7ðx; xÞ/AðxÞ;rz7ðx; xÞS: ð3:4Þ
Now it follows from (3.3) that
ðT7f ÞðxÞ ¼ ð2pÞd=2
Z
Rd
g7ðx; xÞfˆ ðxÞ dx
¼ ð2pÞd=2
Z
Rd
ei/x;xSðtðrÞ7 ðx; xÞ þ tðsÞ7 ðx; xÞÞfˆ ðxÞ dx
¼: ðT ðrÞ7 f ÞðxÞ þ ðT ðsÞ7 f ÞðxÞ; ð3:5Þ
where t
ðrÞ
7 ¼ expðiF7ÞtðrÞ7 ; tðsÞ7 ¼ expðiF7ÞtðsÞ7 and
tðrÞ7 ¼ r7z7;
tðsÞ7 ¼ 2ib7/xþrF7  A;rz7S 2/rb7;rz7S b7Dz7:
Due to the cutoff functions z7; rz7 and Dz7; the next result follows directly
from Propositions 2.2 and 2.4.
Proposition 3.2. Let assumption (1.7) hold and let r1 ¼ minf1; rg: Then
t
ðrÞ
7AC
1r1ðNþ1Þ;NðF7Þ and tðsÞ7AC1;17 ðF7Þ:
4. Let N ¼ L2ðSd1Þ; let the operator G0ðlÞ : SðRdÞ-N be deﬁned by
formula (1.1) and let ðUf ÞðlÞ ¼ G0ðlÞf : Then U :H- *H ¼ L2ðRþ; NÞ
extends by continuity to a unitary operator and UH0U
n acts in the space *H as
multiplication by the independent variable l: Since SH0 ¼ H0S; the operator USUn
acts in the space *H as multiplication by the operator-function SðlÞ :N-N known
as the SM.
We need a stationary formula (see [12,22,26,27]) for the SM SðlÞ in the case where
identiﬁcations Jþ and J for t-þN and t-N are different.
Proposition 3.3. Let assumption (1.7) hold. Then the SM admits representation (1.17)
where S1ðlÞ and S2ðlÞ are given by formulas (1.18) and (1.19), respectively.
Let us discuss here the precise meaning of the expression
AwðlÞ :¼ G0ðlÞAGn0ðlÞ;
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where A is an operator acting on functions on Rd and G0ðlÞ is deﬁned by (1.1).
Put
deðH0  lÞ ¼ ð2piÞ1ðR0ðlþ ieÞ  R0ðl ieÞÞ; ð3:6Þ
and recall that
lim
e-0
ðdeðH0  lÞf1; f2Þ ¼ ðG0ðlÞf1;G0ðlÞf2ÞN; f1; f2AS:
Therefore, it is natural to deﬁne (see, e.g., [27]) the sesquilinear form ðAwðlÞw1;w2Þ
for wjACNðSd1Þ by the relation
ðAwðlÞw1;w2ÞN ¼ 2kdþ2 lime-0 ðAdeðH0  lÞc1; deðH0  lÞc2Þ; ð3:7Þ
where k ¼ l1=2;
#cjðxÞ ¼ wjð#xÞgjðjxjÞ; j ¼ 1; 2; ð3:8Þ
and gjAC
N
0 ðRþÞ is an arbitrary function such that gjðkÞ ¼ 1: The form ðAwðlÞw1;w2Þ
is well deﬁned if limit (3.7) exists for all wjACNðSd1Þ: This is, of course, true if
G ¼FAFn is an integral operator with kernel Gðx; x0Þ which is continuous near the
surface jxj ¼ jx0j ¼ k: In this case AwðlÞ is also an integral operator in L2ðSd1Þ with
kernel
gðo;o0; lÞ ¼ 21kd2Gðko; ko0Þ: ð3:9Þ
Furthermore, by the Sobolev trace theorem, limit (3.7) exists and hence the
operator AwðlÞ is well deﬁned (and is bounded in the space L2ðSd1Þ) if
A ¼ /xSrB/xSr ð3:10Þ
for a bounded operator B in L2ðRdÞ and r > 12: This means that the operators AwðlÞ
are also well deﬁned for PDO of order no 1:
We note that the stationary representation of the SM is determined exactly by the
limits as the one in the right-hand side of (3.7).
To estimate in the next section the regular part S2ðlÞ of the SM, we need the
following obvious remark.
Lemma 3.4. Suppose that (3.10) is satisfied for r > d=2 and set u0ðx;o; lÞ ¼
expðik/o; xSÞ: Then the operator AwðlÞ has continuous kernel
gðo;o0; lÞ ¼ 21kd2ð2pÞdðB/xSru0ðo0; lÞ;/xSru0ðo; lÞÞ: ð3:11Þ
Moreover, this function belongs to the class CpðSd1  Sd1Þ for por  d=2 and its
Cp-norm is bounded by Ckd2þp:
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Proof. Representation (3.11) follows from (1.1), as well as from (3.7). The kernel
gðo;o0; lÞ is continuous because the function /xSru0ðo; lÞAL2ðRdÞ depends
continuously on o for any r > d=2: Finally, it remains to notice that @u0=@oj ¼
ikxju0 for any j: &
To treat the singular part S1ðlÞ; we apply deﬁnition (3.7) to the PDO A ¼ JnþT
determined by its amplitude aðx; x; x0Þ: In this case, by Proposition 3.2, a is of order
1 and hence the operators AwðlÞ are deﬁned only under special assumptions on a:
According to (3.4), (3.5), up to an integral operator with smooth kernel, A has the
amplitude which, due to the functions rzðx; x0Þ and Dzðx; x0Þ; equals zero if
/xˆ; #x0S is close to 1 or 1 (in a neighborhood of the conormal bundle of each sphere
jx0j ¼ k). In this case, as shown in [28], the operators AwðlÞ are correctly deﬁned by
formula (3.7) in a space of functions on Sd1 (the case of PDO determined by their
symbols was considered earlier in [17]). Moreover, they are also PDO, and an
explicit expression for their amplitudes was given in [28]. However, our construction
of the singular part of the scattering matrix in Section 5 is, at least formally,
independent of the results of [28]. It is important that this construction allows us to
get rid of the cutoff functions z7 and to obtain an arbitrary close approximation to
the SM.
4. The regular part
In this section we show that the regular part (1.19) of the SM is negligible.
1. Recall that the functions u7 ¼ uðNÞ7 were constructed in Theorem 2.6 and that
the corresponding operators J7 ¼ JðNÞ7 and T7 ¼ T ðNÞ7 were deﬁned by Eqs. (3.3)
and (3.5), respectively. Our main analytical result here is the following:
Proposition 4.1. For any p and q there exists N such that for T7 ¼ T ðNÞ7 the
operators
Bp;q;NðlÞ ¼ /xSp/xSqTnþRðlþ i0ÞT/xSq/xSp
are bounded uniformly in lXl0 > 0:
This result will be checked in the following subsections. Let us ﬁrst of all show that
it implies regularity of the operator S2ðlÞ:
Theorem 4.2. For any p and q there exists N such that for T7 ¼ T ðNÞ7 ; the operator
(1.19) has kernel s2ðo;o0; lÞ which belongs to the class CpðSd1  Sd1Þ and the Cp-
norm of this kernel is OðlqÞ as l-N:
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Remark that
G0ðlÞ/xSq0 ¼ ð1þ lÞq0=2G0ðlÞ
and hence
S2ðlÞ ¼ 2pið1þ lÞq0G0ðlÞ/xSp0Bp0;q0;NðlÞ/xSp0Gn0ðlÞ:
Let p0 > d=2þ p and q0Xq  1þ ðd þ pÞ=2: We suppose here that N ¼ Nðp0; q0Þ is
the same as in Proposition 4.1, so that the operators Bp0;q0;NðlÞ are bounded
uniformly in lXl0: Then, as shown in Lemma 3.4, the kernel of the operator S2ðlÞ
belongs to the class CpðSd1  Sd1Þ; and its Cp-norm is bounded by Ckd2þp2q0
which is estimated by Ck2q: This concludes the proof of Theorem 4.2.
In the following subsections we shall prove Proposition 4.1.
2. We need some results on the boundedness of combinations of PDO T with
symbols tACn;m7 ðFÞ (see subsection 1 of Section 3) where FAS1r;0 with functions of
the generator of dilations
A ¼ 1
2
Xd
j¼1
ðxjDj þ DjxjÞ:
We denote by P7 ¼ EAðR7Þ the spectral projection of the operator A:
First, we formulate a strengthening of a result of [13].
Proposition 4.3. Let tACn;m7 ðFÞ for one of the signs and some n;m: Then there exists k
such that the operator /ASkT is bounded.
Of course, this result is of interest only if at least one of the indices n or m is
positive.
We start the proof with the following simple lemma.
Lemma 4.4. Let TACn;m7 ðFÞ for one of the signs and some n;m: Then there exist PDO
S0AC
n1;m1
7 ðFÞ and S1ACnr;m17 ðFÞ such that
T ¼ AS0 þ S1:
Proof. Suppose, for example, that TACn;m ðFÞ: Let us set
s0ðx; xÞ ¼ ð1þ/x; xSÞ1tðx; xÞ:
Since
1þ/x; xSXcð1þ jxjÞ ð1þ jxjÞ
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on the support of t; we have that s0ACn1;m1 ðFÞ: An elementary calculation shows
that the symbol of the operator AS0 equals t  s1 where
s1ðx; xÞ ¼ ð1þ id=2Þs0ðx; xÞ þ i/x;rxSs0ðx; xÞ:
This function belongs to the class Cnr;m1 ðFÞ: &
Applying this lemma to both operators S0; S1 and repeating this procedure
several times, we obtain more general
Lemma 4.5. Let the assumptions of Lemma 4.4 be satisfied. Then for any positive k
there exist PDO S0AC
nk;mk
7 ðFÞ; S1ACnkþ1r;mk7 ðFÞ;y;SkACnkr;mk7 ðFÞ such
that
T ¼ AkS0 þAk1S1 þ?þ Sk: ð4:1Þ
Let k be such that krXn; kXm: Then, by Proposition 3.1, all operators
S0;S1;y;Sk are bounded. Hence Eq. (4.1) implies that the operator /ASkT is
also bounded.
Proposition 4.3 can be formulated in a formally more general way.
Proposition 4.6. Let tACn;m7 ðFÞ for one of the signs and some n;m; and let p; q be
arbitrary numbers. Then there exists k such that the operator
/ASkT/xSq/xSp
is bounded.
The proof reduces to obvious commutations of the operator /xSp with the
operators /xSq and T :
The following assertion is also motivated by the results of [13].
Proposition 4.7. Let tASn;m7 ðr; dÞ for some n; m and r > 0; do1: Then the operator
/ASkP7T/xSq/xSp
is bounded for arbitrary p; q and k.
Commutating the operator /xSp with the operators /xSq and T and using that
n; m are arbitrary, we reduce the problem to the case p ¼ q ¼ 0:
Let us check Proposition 4.7, for example, for the upper sign. We standardly
diagonalize the operator A by the Mellin transform. Let the operator
M :K ¼ L2ðRÞ#L2ðSd1Þ-L2ðRdÞ
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be deﬁned by the equality
ðMf Þðr;oÞ ¼ ð2pÞ1=2rd=2
Z N
N
eis ln rf ðs;oÞ ds:
Then M is unitary and
A ¼MSMn;
where S is the operator of multiplication by independent variable sAR in the
space K:
It follows that
ð/ASkPþf Þðr;oÞ ¼ ð2pÞ1=2rd=2
Z N
0
eis ln rð1þ s2Þk=2gðs;oÞ ds;
where g ¼Mnf and jjgjj ¼ jjf jj: Hence
ð/ASkPþf ;ThÞ ¼ ð2pÞðdþ1Þ=2 lim
e-0
Z N
0
dr jðerÞrd=21

Z
Sd1
do
Z N
0
ds eis ln rð1þ s2Þk=2gðs;oÞ

Z
Rd
eir/o;xStðro; xÞhˆðxÞ dx;
where jACN0 ðRþÞ and jð0Þ ¼ 1: Interchanging here the order of integrations, we
ﬁnd that
ð/ASkPþf ;ThÞ ¼ ð2pÞðdþ1Þ=2 lim
e-0
Z
Sd1
do
Z N
0
ds
 ð1þ s2Þk=2gðs;oÞ
Z
Rd
Keðx; s;oÞhˆðxÞ dx; ð4:2Þ
where
Keðx; s;oÞ ¼
Z N
0
jðerÞt˜ðro; xÞeir/o;xSþis ln r dr ð4:3Þ
and t˜ðro; xÞ ¼ rd=21tðro; xÞ:
Now the proof of Proposition 4.7 reduces to a direct integration by parts. To that
end, we formulate
Lemma 4.8. Let
Keðx; s;oÞ ¼
Z N
0
jðerÞtðro; x; sÞeir/o;xSþis ln r dr; ð4:4Þ
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where tAXþ uniformly in sX0 and for some n and g
jð@axtÞðx; x; sÞjpCa/xSnjajrðjxj þ sÞg; r > 0: ð4:5Þ
Then
Keðx; s;oÞ ¼
Z N
0
ðej0ðerÞt0ðro; x; sÞ þ jðerÞt1ðro; x; sÞÞeir/o;xSþis ln r dr; ð4:6Þ
where tjAXþ; j¼ 0; 1; and satisfy estimate (4.5) with n0¼ n; g0 ¼ g and n1 ¼ n  r=2;
g1 ¼ gþ r=2:
Proof. Integrating by parts in (4.4), we ﬁnd that (4.6) holds with
t0ðx; x; sÞ ¼ itðx; x; sÞrð/x; xSþ sÞ1
and t1ðx; x; sÞ ¼ ð@rt0Þðx; x; sÞ: Since tAXþ; we have that on the support of t
j /x; xSþ sjXejxj jxj þ s:
Taking into account (4.5), we obtain the necessary estimates on t0 and t1: &
Applying this lemma p times to function (4.3), we ﬁnd that
Keðx; s;oÞ ¼
Z N
0
ðepjðpÞðerÞt0ðro; x; sÞ þ?þ jðerÞtpðro; x; sÞÞeir/o;xSþis ln r dr;
ð4:7Þ
where
jtkðx; x; sÞjpC/xSnþd=21kr=2ðjxj þ sÞkr=2: ð4:8Þ
Using expression (4.7) for the kernel Keðx; s;oÞ; we can now pass to the limit e-0
in (4.2). Due to estimates (4.8), for sufﬁciently large p; all terms containing the
derivatives of j disappear in this limit, and we obtain
ð/ASkPþf ;ThÞ ¼ ð2pÞðdþ1Þ=2
Z
Sd1
do
Z N
0
ds
 ð1þ s2Þk=2gðs;oÞ
Z
jxjXe
K0ðx; s;oÞhˆðxÞ dx; ð4:9Þ
where
jK0ðx; s;oÞjpCNðjxj þ sÞN ; N ¼ pr=2:
ARTICLE IN PRESS
D. Yafaev / Journal of Functional Analysis 202 (2003) 526–570 545
Since N is arbitrary large, it follows from (4.9) that
jð/ASkPþf ;ThÞjpC
Z
Sd1
do
Z N
0
dsð1þ s2Þk=2jgðs;oÞj

Z
jxjXe
ðjxj þ sÞN jhˆðxÞj dx
pC1jjgjj jjhˆjj ¼ C1jjf jj jjhjj:
This concludes the proof of Proposition 4.7.
3. The following resolvent estimates were deduced in [13,14,19] from the famous
Mourre estimate [18].
Proposition 4.9. Let assumption (1.7) hold. Then for Re z > 0; Im zX0 the operator-
functions
/ASpRðzÞ/ASp; p > 1
2
; ð4:10Þ
/AS1þp2PRðzÞ/ASp1 ; /ASp1RðzÞPþ/AS1þp2 ð4:11Þ
for each p1 >
1
2
; p2op1 and
/ASpPRðzÞPþ/ASp ð4:12Þ
for arbitrary p are continuous in norm with respect to z.
The proof of Proposition 4.9 in [13] relies on the two following analytical facts.
Since the operator H does not have positive eigenvalues, for any l > 0; sufﬁciently
small e and L ¼ ðl e; lþ eÞ; the Mourre estimate
iEðLÞ½H;AEðLÞXcEðLÞ; c > 0 ð4:13Þ
holds. Let
B1 ¼ ½H  H0;A; B2 ¼ ½B1;A;y;Bnþ1 ¼ ½Bn;A:
Then all operators BnðH0 þ IÞ1; n ¼ 1; 2;y; are bounded. As shown in [13], these
two results imply Proposition 4.9.
Remark 4.10. If a family of operators HðkÞ satisfies (4.13) with a common constant c
and the corresponding operators B
ðkÞ
n are bounded uniformly in k; then the norms of
operators (4.10)–(4.12) are bounded on any compact set of z uniformly in k:
To extend Proposition 4.9 to high energies, we make the dilation transformation
ðGðkÞf ÞðxÞ ¼ kd=2f ðk1xÞ:
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The operators A and P7 commute with G
ðkÞ and
HGðkÞ ¼ k2GðkÞHðkÞ; ð4:14Þ
where H is given by (1.8),
HðkÞ ¼ Dþ 2i/AðkÞðxÞ;rSþ V ðkÞ1 ðxÞ
and
AðkÞðxÞ ¼ kAðkxÞ; V ðkÞ1 ðxÞ ¼ k2V1ðkxÞ:
Let us now apply Proposition 4.9 to the family of operators HðkÞ for kpk0 and
sufﬁciently small k0: Clearly,
i½H0;A ¼ 2H0; i½V ðkÞ1 ;A ¼ k3/x; ðrV1ÞðkxÞS;
½/AðkÞ;rS;A ¼ ik/AðkxÞ;rS k2
Xd
j¼1
/x; ðrAjÞðkxÞSDj ;
and hence under assumption (1.7)
jjV ðkÞ1 jjpCk2; jj/AðkÞ;rSðH0 þ IÞ1jjpCk; jj½V ðkÞ1 ;AjjpCk2;
jj½/AðkÞ;rS;AðH0 þ IÞ1jjpCk:
Therefore estimate (4.13) for the operators HðkÞ is satisﬁed in a neighborhood of,
say, the point l ¼ 1 with a constant c which does not depend on k: Quite similarly, it
can be checked that all operators B
ðkÞ
n ðH0 þ IÞ1 are bounded by Cnk: Thus, it
follows from Proposition 4.9 and Remark 4.10 that estimates (4.10)–(4.12) for the
resolvents of the operators HðkÞ are satisﬁed in a neighborhood of the point l ¼ 1
uniformly in kAð0; k0Þ:
Let us now set k ¼ l1=2: Then it follows from (4.14) that, for example,
jj/ASpRðlþ i0Þ/ASpjj ¼ l1jj/ASpðHðkÞ  1 i0Þ1/ASpjj
and similarly for operators (4.11), (4.12). Thus, we obtain
Proposition 4.11. Let assumption (1.7) hold. Then the norms of operators (4.10)–(4.12)
at z ¼ lþ i0 are bounded by Cl1 as l-N:
4. Now we are able to check Proposition 4.1. Let us ﬁrst show that the operators
/xSp/xSqðT ðrÞþ ÞnRðlþ i0ÞT ðrÞ /xSq/xSp
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are uniformly bounded provided N is large enough. Note that the operators
/xSsT ðrÞ7 /xS
q/xSp are bounded by Propositions 3.1 and 3.2 if ðN þ 1Þr1Xsþ
p  1 and NXq: Thus, it sufﬁces to use that
jj/xSsRðlþ i0Þ/xSsjj ¼ Oðl1=2Þ; s > 12;
which follows, for example, from the result of Proposition 4.11 about operator
(4.10).
Let us further consider the singular part T
ðsÞ
7 of T7: Recall that, according to
Proposition 3.2, T
ðsÞ
7 AC
1;1
7 ðF7Þ: We need to prove the uniform boundedness of
four operators
/xSp/xSqðT ðsÞþ ÞnPRðlþ i0ÞPþT ðsÞ /xSq/xSp; ð4:15Þ
/xSp/xSqðT ðsÞþ ÞnPþRðlþ i0ÞPT ðsÞ /xSq/xSp ð4:16Þ
and
/xSp/xSqðT ðsÞþ ÞnP7Rðlþ i0ÞP7T ðsÞ /xSq/xSp: ð4:17Þ
Operator (4.15) can be factorized into a product of three operators
/xSp/xSqðT ðsÞþ Þn/ASk; /ASkPRðlþ i0ÞPþ/ASk
/ASkT ðsÞ /xS
q/xSp:
The ﬁrst and the third factors are bounded for sufﬁciently large k by Proposition 4.6
while the second operator has form (4.12), and hence it is bounded by Cl1 by
Proposition 4.11.
Operator (4.16) can be factorized into a product of three operators
/xSp/xSqðT ðsÞþ ÞnPþ/ASs; /ASsRðlþ i0Þ/ASs
/ASsPT ðsÞ /xS
q/xSp:
The ﬁrst and the third factors are bounded for each s by Proposition 4.7 while the
second operator has form (4.10), and hence it is bounded for any s > 1
2
by Cl1 by
Proposition 4.11.
Finally, we factorize operator (4.17) (for the sign ‘‘þ’’, for example) into a product
of three operators /xSp/xSqðT ðsÞþ ÞnPþ/ASs; /ASsRðlþ i0ÞPþ/AS1þse;
e > 0; and /AS1sþeT ðsÞ /xS
q/xSp: The ﬁrst factor is bounded for any s by
Proposition 4.7. The second operator has form (4.11), and hence it is bounded for
any s > 12 by Cl
1 by Proposition 4.11. The last factor is bounded by Proposition 4.6
if s is sufﬁciently large.
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The cross-terms containing T
ðrÞ
þ and T ðsÞ can be considered quite similarly. We
need to prove the uniform boundedness of two operators
/xSp/xSqðT ðrÞþ ÞnRðlþ i0ÞPtT ðsÞ /xSq/xSp;
where t ¼ ‘‘þ ’’ or t ¼ ‘‘ ’’: First, using Proposition 3.2, for any l we can choose N
such that the operator /xSp/xSqðT ðrÞþ Þn/ASl is bounded and hence it sufﬁces to
consider the operators
/ASlRðlþ i0ÞPtT ðsÞ /xSq/xSp: ð4:18Þ
If t ¼ ‘‘ ’’; then operators (4.18) are uniformly bounded for any l > 1
2
according to
Proposition 4.7 and the estimate of Proposition 4.11 on operator (4.10). If t ¼ ‘‘þ ’’;
then according to Proposition 4.6 the operator /ASkT ðsÞ /xS
q/xSp is bounded
for sufﬁciently large k: So it remains to use that the operator /ASlRðlþ
i0ÞPþ/ASk has form (4.11), and hence it is bounded by Cl1 for l > k þ 1 by
Proposition 4.11.
This concludes our proof of Proposition 4.1 and hence of Theorem 4.2.
5. The singular part
1. Let us discuss the precise meaning of formula (1.13). Recall that o0AS
d1 is an
arbitrary point, P ¼ Po0 is the hyperplane orthogonal to o0 and O7 ¼
O7ðo0; dÞCSd1 is determined by the condition 7/o;o0S > d > 0: The coordi-
nates ðz; yÞ in Rd are deﬁned by Eq. (1.12). Set
h7ðx; xÞ ¼ eiF7ðx;xÞb7ðx; xÞ; ð5:1Þ
so that
u7ðx; xÞ ¼ ei/x;xSh7ðx; xÞ:
Then (1.13) can be rewritten as
s0ðo;o0; lÞ ¼ ð2pÞdþ1
Z
P
eik/y;o
0oSa0ðy;o;o0; lÞ dy; ð5:2Þ
where o;o0AO7 and
a0ðy;o;o0; lÞ ¼721kd2ðk/oþ o0;o0Shþðy; koÞhðy; ko0Þ
þ ihðy; ko0Þð@zhþÞðy; koÞ  ihþðy; koÞð@zhÞðy; ko0Þ
 2/AðyÞ;o0Shþðy; koÞhðy; ko0ÞÞ: ð5:3Þ
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Formula (5.2) shows that S0ðlÞ is, actually, regarded as a PDO with amplitude
a0ðy;o;o0; lÞ: Of course, we can replace the amplitude a0ðy;o;o0; lÞ by the
corresponding symbol a0ðy;o; lÞ (as shown in [28], this procedure is possible for any
r > 0 due to the oscillating nature of a0). However, the expression for a0ðy;o; lÞ is
much more complicated than (5.3), and the representation of s0ðo;o0; lÞ in terms of
a0ðy;o; lÞ is not symmetric.
It is convenient to deﬁne the operator S0ðlÞ via its sesquilinear form. Indeed,
suppose, for example, that oAO ¼ Oþ and denote by S and z the orthogonal
projections of O and of a point oAO on the hyperplane P which we identify with
Rd1: We also identify below points oAO and zAS and functions
wðoÞ ¼ w˜ðzÞ ð5:4Þ
on O and S: Set
*a0ðy; z; z0; lÞ ¼ ð1 jzj2Þ1=2ð1 jz0j2Þ1=2a0ðy;o;o0; lÞ:
Then it follows from (5.2) that for arbitrary wjACN0 ðOÞ; j ¼ 1; 2;
ðS0ðlÞw1;w2Þ ¼ ð2pÞdþ1
Z
P
Z
P
Z
P
eik/y;z
0zS *a0ðy; z; z0; lÞ
 w˜1ðz0Þw˜2ðzÞ dz dz0 dy: ð5:5Þ
Since *a0AS0ðr; 1 rÞ; the right-hand side of the last equation is well deﬁned as an
oscillating integral which gives the precise sense to its left-hand side. Indeed,
integrating by parts in the variable z (or z0), we see that
ðS0ðlÞw1;w2Þ ¼ ð2pÞdþ1
Z
P
Z
P
Z
P
eik/y;z
0zS/kySnw˜1ðz0Þ
/DzSnð*a0ðy; z; z0; lÞw˜2ðzÞÞ dz dz0 dy;
and for sufﬁciently large n this integral is absolutely convergent. Of course, we can
make the change of variables y/k1y in (5.5) transforming PDO S0ðlÞ to the
standard form, but this operation is not really necessary. It follows from (5.1) that
amplitude (5.3) contains an oscillating factor expðiXÞ where
Xðy;o;o0; kÞ ¼ Fðy; ko0Þ  Fþðy; koÞ; ð5:6Þ
and hence the operator S0ðlÞ is bounded according to Proposition 3.1.
2. It follows from Theorem 4.2 that operator (1.18) contains all power terms of the
high-energy expansion of the SM as well as of its diagonal singularity. However, the
obvious drawback of expression (1.18) is that it depends on the cutoff functions
z7: Our ﬁnal goal is to show that, up to negligible terms, it can be transformed to the
invariant expression (1.13). We recall that according to (3.7) the singular part of
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the SM is determined by its sesquilinear form
ðS1ðlÞw1;w2Þ ¼  4ipkdþ2
 lim
e-0
ðTFndeðjxj2  lÞ #c1; JþFndeðjxj2  lÞ #c2Þ; ð5:7Þ
where the functions #cj are deﬁned by (3.8) and (cf. (3.6))
deðjxj2  lÞ ¼ ep1ððjxj2  lÞ2 þ e2Þ1:
Let us ﬁrst consider the operator JnþT: Recall that Jþ and T are PDO deﬁned by
formulas (3.3) and (3.5), respectively. Therefore for all f1; f2AS
ðTf1; Jþf2Þ
¼ ð2pÞd
Z
Rd
Z
Rd
Z
Rd
ei/x;x
0xSaðx; x; x0Þfˆ1ðx0Þfˆ2ðxÞ dx dx0
 
dx; ð5:8Þ
where
aðx; x; x0Þ ¼ jþðx; xÞtðx; x0Þ; ð5:9Þ
and jþ; t are the symbols of the operators Jþ; T; respectively. According to
Propositions 2.2, 2.4 and 3.2, the amplitude aðx; x; x0Þ belongs to the Ho¨rmander
class S1ðr; 1 rÞ: To obtain a convenient representation for (5.8), we have to
change the order of integrations over x and x; x0 in (5.8) and then calculate the
integral over x: To that end, let us introduce as usual a function jðexÞ such that
jACN0 ðRdÞ and jð0Þ ¼ 1: Then
ðTf1; Jþf2Þ ¼ ð2pÞd lim
e-0
Z
Rd
Z
Rd
GðeÞðx; x0Þfˆ1ðx0Þfˆ2ðxÞ dx dx0; ð5:10Þ
where
GðeÞðx; x0Þ ¼
Z
Rd
ei/x;x
0xSaðx; x; x0ÞjðexÞ dx: ð5:11Þ
We set z ¼ z; then zþðx; xÞ ¼ zðx;xÞ: It follows from (3.3), (3.5) and (5.9), (5.11)
that
GðeÞðx; x0Þ ¼
Z
Rd
uþðx; xÞzðx;xÞgðx; x0ÞjðexÞ dx: ð5:12Þ
Note that, at least formally, G ¼ ð2pÞdFJnþTFn is integral operator with kernel
Gð0Þðx; x0Þ:
Let us ﬁrst consider the function GðeÞðx; x0Þ for xax0: Choosing j such that
d1=2jxj  x0jjXjx x0j and integrating by parts in (5.11) n times, we ﬁnd
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that
GðeÞðx; x0Þ ¼ ðxj  x0jÞn
Z
Rd
ei/x;x
0xSDnxj ðaðx; x; x0ÞjðexÞÞ dx:
If nr > d  1; then the limit as e-0 of this expression exists and equals
Gðx; x0Þ ¼ ðxj  x0jÞn
Z
Rd
ei/x;x
0xSDnxjaðx; x; x0Þ dx: ð5:13Þ
This integral is absolutely convergent. Moreover, function (5.13) can be differ-
entiated p times in x or x0 for ponr d þ 1: Since n is arbitrary, it also follows from
(5.9) and (5.13) that
jð@bx@b
0
x0 GÞðko; ko0ÞjpCk2q; jbj þ jb0j ¼ p;
for oao0 and any q:
Applying (5.7) to functions w1 and w2 with disjoint supports, we now see that off
the diagonal o ¼ o0 the kernel s1ðo;o0; lÞ of the operator S1ðlÞ satisﬁes the relation
(cf. (3.9))
s1ðo;o0; lÞ ¼ pikd2Gðko; ko0Þ; oao0: ð5:14Þ
Combining these results with Theorem 4.2, we obtain
Theorem 5.1. Let assumption (1.7) hold, and let oAO; o0AO0 for some open sets
O;O0CSd1 such that distðO;O0Þ > 0: Then for any p and q the kernel sðo;o0; lÞ of the
SM belongs to the space CpðO O0Þ and its Cp-norm is bounded by Clq as l-N:
3. Our study of function (5.12) in a neighborhood of the diagonal x ¼ x0 relies on
integration by parts. To that end, we need the following simple lemma.
Lemma 5.2. Suppose that
GðeÞðx; x0Þ ¼
Z
Rd
ei/x;x
0xSaðx; x; x0Þð@jzÞðx; x0ÞjðexÞ dx; ð5:15Þ
where aASpðr; dÞ for some p and r > 0; do1: Then
GðeÞðx; x0Þ ¼ 
Z
Rd
@jðei/x;x
0xSaðx; x; x0ÞÞzðx; x0ÞjðexÞ dx þ RðeÞðx; x0Þ;
and for all fˆ1; fˆ2ACN0 ðRdÞ
lim
e-0
Z
Rd
Z
Rd
RðeÞðx; x0Þfˆ1ðx0Þfˆ2ðxÞ dx dx0 ¼ 0: ð5:16Þ
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Proof. Integrating by parts in (5.15), we see that
RðeÞðx; x0Þ ¼ e
Z
Rd
ei/x;x
0xSaðx; x; x0Þzðx; x0Þð@jjÞðexÞ dx: ð5:17Þ
Let us insert this expression into (5.16) and use the formula
ei/x;xS ¼ /xSn/DxSnei/x;xS:
Integrating in (5.16) by parts in x sufﬁciently large number of times, we see that its
left-hand side is a product of e and of an absolutely convergent integral which is
uniformly bounded in e: &
Let us plug (3.4) into (5.12) and denote by G
ðeÞ
j ðx; x0Þ; j ¼ 1; 2; 3; 4; the integrals
corresponding to the four functions in the right-hand side of (3.4):
G
ðeÞ
1 ðx; x0Þ ¼
Z
Rd
uþðx; xÞzðx;xÞqðx; x0Þzðx; x0ÞjðexÞ dx;
G
ðeÞ
2 ðx; x0Þ ¼  2
Z
Rd
uþðx; xÞzðx;xÞ/ruðx; x0Þ;rzðx; x0ÞSjðexÞ dx;
G
ðeÞ
3 ðx; x0Þ ¼ 
Z
Rd
uþðx; xÞzðx;xÞuðx; x0ÞDzðx; x0ÞjðexÞ dx;
G
ðeÞ
4 ðx; x0Þ ¼ 2i
Z
Rd
uþðx; xÞzðx;xÞuðx; x0Þ/AðxÞ;rzðx; x0ÞSjðexÞ dx:
Let us consider ﬁrst the function G
ðeÞ
1 where q ¼ eiYr: By virtue of Theorem
2.6, the function bþðx; xÞzðx;xÞ satisﬁes estimates (2.18) for all x; xARd and the
function rðx; x0Þzðx; x0Þ satisﬁes estimates (2.17) for all x; x0ARd : Hence we can pass
to the limit e-0 in the expression for GðeÞ1 : Moreover, the integrand in G
ð0Þ
1 ðx; x0Þ is
estimated by
CjxjNð1þ jxjÞ1r1ðNþ1Þ;
where N can be chosen arbitrary large. Using also the estimates on derivatives of
these functions and estimates (2.14) on the phase functions F7; we see that G
ð0Þ
1 ðx; x0Þ
is a smooth function of x; x0 rapidly decreasing as jxj ¼ jx0j-N:
Let o and o0 belong to some conical neighborhood of a point o1ASd1 where, for
example, /o1;o0S > 0: Then
zðx;xÞðrzÞðx; x0Þ ¼ ðrzÞðx; x0Þ
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so that the function zðx;xÞ in the integrals GðeÞj ðx; x0Þ; j ¼ 2; 3; 4; can be omitted.
All these integrals will be transformed by integration by parts. Here we use Lemma
5.2 which shows that the terms containing derivatives of j disappear in the limit
e-0: Such terms will be denoted by RðeÞðx; x0Þ:
Integrating in the integral G
ðeÞ
3 ðx; x0Þ by parts, we ﬁnd that
G
ðeÞ
2 ðx; x0Þ þ GðeÞ3 ðx; x0Þ ¼RðeÞ23 ðx; x0Þ þ
Z
Rd
/uðx; x0ÞðruþÞðx; xÞ
 uþðx; xÞðruÞðx; x0Þ;rzðx; x0ÞSjðexÞ dx: ð5:18Þ
Due to the function rzðx; x0Þ; integrals (5.18) as well as GðeÞ4 ðx; x0Þ are actually taken
over the half-space zX0 only. Therefore, integrating once more by parts and taking
into account the equality zðy; x0Þ ¼ 1; we obtain that
G
ðeÞ
2 ðx; x0Þ þ GðeÞ3 ðx; x0Þ
¼ R˜ðeÞ23 ðx; x0Þ þ
Z
zX0
ðuþðx; xÞðDuÞðx; x0Þ
 uðx; x0ÞðDuþÞðx; xÞÞzðx; x0ÞjðexÞ dx
þ
Z
P
ðuþðy; xÞð@zuÞðy; x0Þ  uðy; x0Þð@zuþÞðy; xÞÞjðeyÞ dy ð5:19Þ
and
G
ðeÞ
4 ðx; x0Þ ¼  2i
Z
zX0
divðAðxÞuþðx; xÞuðx; x0ÞÞzðx; x0ÞjðexÞ dx
 2i
Z
P
/AðyÞ;o0Suþðy; xÞuðy; x0ÞjðeyÞ dy
þ RðeÞ4 ðx; x0Þ: ð5:20Þ
It is now convenient to formulate an intermediary result.
Proposition 5.3. Function (5.12) is the sum
GðeÞ ¼ GðeÞ1 þ GðeÞ2 þ GðeÞ3 þ GðeÞ4 :
Here G
ðeÞ
1 ðx; x0Þ has (for any fixed x; x0Þ the limit Gð0Þ1 ðx; x0Þ which, for arbitrary p; q and
sufficiently large N ¼ Nðp; qÞ; belongs to the class CpðRd  RdÞ and Gð0Þ1 ðx; x0Þ;
together with its derivatives up to order p, is bounded by jxjq as jxj ¼ jx0j-N: The
functions G
ðeÞ
2 þ GðeÞ3 and GðeÞ4 satisfy equalities (5.19) and (5.20), respectively.
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4. In the following we need to calculate the limits
lim
e-0
ðGdeðjxj2  lÞ #c1; deðjxj2  lÞ #c2Þ; ð5:21Þ
for two classes of operators G deﬁned by their kernels (5.11) where, however, the
integral is taken either over the hyperplane z ¼ 0 or over the half-space zX0: We
always suppose that aðx; x; x0Þ is supported as a function of x and x0 in a small
neighborhood of some point x0AR
d ; /x0;o0S > 0; jx0j ¼ k: In this neighborhood
we choose coordinates jxj and the orthogonal projection z of the point #x on the
hyperplane P:
The operators from the ﬁrst class are formally deﬁned by their kernels
Gðx; x0Þ ¼
Z
P
ei/y;x
0xSaðy; x; x0Þ dy;
where aASpðr; dÞ for some p and r > 0; do1: As always, the precise deﬁnition of
the operator G is given in terms of its sesquilinear form
ðGfˆ1; fˆ2Þ ¼ lim
e-0
Z
Rd
Z
Rd
dx dx0 fˆ1ðx0Þfˆ2ðxÞ

Z
P
dy ei/y;x
0xSjðeyÞaðy; x; x0Þ; ð5:22Þ
where fˆ1; fˆ2AS: Let us set
*aðy; jxj; z; jx0j; z0Þ ¼ ð1 jzj2Þ1=2ð1 jz0j2Þ1=2aðy; x; x0Þ
and integrate by parts n times in the variable z (or z0). If n is sufﬁciently large, after
that we can pass to the limit e-0 in (5.22), which yields
ðGfˆ1; fˆ2Þ ¼
Z N
0
Z N
0
jxjd1 djxj jx0jd1 djx0j
Z
S
Z
S
dz dz0

Z
P
dy ei/y;jx
0jz0jxjzSfˆ1ðx0Þ/jxjySn/DzSn
 *aðy; jxj; z; jx0j; z0Þfˆ2ðxÞ
 	
: ð5:23Þ
If nð1 dÞ > p þ d  1; then this integral is absolutely convergent.
Representation (5.23) allows us to pass directly to the limit e-0 in expression
(5.21) where according to (3.8), (5.4)
#cjðxÞ ¼ w˜jðzÞgjðjxjÞ; j ¼ 1; 2; ð5:24Þ
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and gjAC
N
0 ðRþÞ; gjðkÞ ¼ 1: Making the change of variables jxj2 ¼ s and jx0j2 ¼ s0;
we get
lim
e-0
ðGdeðjxj2  lÞ #c1; deðjxj2  lÞ #c2Þ
¼ 22ld2
Z
P
Z
P
Z
P
dz dz0 dy eik/y;z
0zSw˜1ðz0Þ/kySn
/DzSnð*aðy; k; z; k; z0Þw˜2ðzÞÞ: ð5:25Þ
We emphasize that the crucial point in the proof above was that, for regularization
of integrals, we integrated by parts in the variable z only. If we integrated by parts in
jxj; then a derivative would have fallen on deðjxj2  lÞ and hence destroyed limit
(5.25). Thus, we have proven the following result.
Proposition 5.4. Let an operator G be defined by its form (5.22) where aASpðr; dÞ for
some p and r > 0; do1: Then relation (5.25) holds for all l > 0:
Of course, we can integrate in (5.25) back by parts, understanding the expression
obtained as an oscillating integral. Proposition 5.4 means that the operator
ðFnGFÞwðlÞ exists for all l > 0 and is the integral operator on the unit sphere
with kernel (cf. (3.9))
gðo;o0; lÞ ¼ 21kd2
Z
P
eik/y;o
0oSaðy; ko; ko0Þ dy; o;o0AOþ:
The operators from the second class are formally deﬁned by their kernels
Gðx; x0Þ ¼
Z
zX0
ei/x;x
0xSaðx; x; x0Þ dx; ð5:26Þ
where again aASpðr; dÞ for some p and r > 0; do1: Our main assumption
is that
aðx; x; x0Þ ¼ 0 if /Z; xSXc0jZj jxj ð5:27Þ
for Z ¼ xþ x0 and some c0Að0; 1Þ: As before, the precise deﬁnition of the operator G
is given in terms of the corresponding sesquilinear form and is quite similar to (5.22).
We write it choosing in the half-space zX0 the coordinates ðy; tÞ; yAP; tX0; such
that x ¼ Zt þ y: Let us set
*aðy; t; jxj; z; jx0j; z0Þ ¼ sðx; x0ÞaðZt þ y; x; x0Þeiðjx0 j2jxj2Þt; ð5:28Þ
where
sðx; x0Þ ¼ jxjs0ðz; z0Þ þ jx0js10 ðz; z0Þ and s0ðz; z0Þ ¼ ð1 jzj2Þ1=4ð1 jz0j2Þ1=4:
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Then, for fˆ1; fˆ2AS;
ðGfˆ1; fˆ2Þ ¼ lim
e-0
Z N
0
Z N
0
jxjd1djxj jx0jd1 djx0j
Z
S
Z
S
dz dz0 fˆ1ðx0Þfˆ2ðxÞ

Z
P
dy ei/y;jx
0jz0jxjzS

Z N
0
dt jðeðZt þ yÞÞ*aðy; t; jxj; z; jx0j; z0Þ: ð5:29Þ
Note that, by (5.27), aðZt þ y; x; x0Þ ¼ 0 if tXc1jyj for a suitable c1 > 0; so that the
last integral (5.29) is actually taken over a ﬁnite interval tAð0; c1jyjÞ:
Let us integrate by parts in the variable z (or z0) n times and then pass to the limit
e-0 in (5.29). We must show that if the function jðeðZt þ yÞÞ is differentiated m
times, 1pmpn; then the limit of the corresponding expression is zero. Using the
condition aASpðr; dÞ; we see that integral (5.29) over y and t is estimated by
em
Z
P
dy/ySn
Z c1jyj
0
dt tmjjðmÞðeðZt þ yÞÞjð1þ t þ jyjÞpþdðnmÞ:
Since jACN0 ðRdÞ; we have that jðmÞðeðZt þ yÞÞ ¼ 0 for sufﬁciently large ejyj: Hence
this expression is estimated by
em
Z
jyjpce1
/ySð1dÞðnmÞþ1þp dy:
It sufﬁces to consider the case ð1 dÞðn  mÞpp þ d; when the integral over y is not
bounded as e-0: In this case the last expression is estimated by es where
s ¼ ð1 dÞn þ dm  p  dXn  ð1 dÞ1ðp þ dÞ > 0
if n is sufﬁciently large. Thus, the function j disappears in the limit e-0 in (5.29),
which yields
ðGfˆ1; fˆ2Þ ¼
Z N
0
Z N
0
jxjd1djxj jx0jd1djx0j
Z
S
Z
S
dz dz0
Z
P
dy ei/y;jx
0 jz0jxjzS
 fˆ1ðx0Þ/jxjySn/DzSnðayðy; jxj; z; jx0j; z0Þfˆ2ðxÞÞ; ð5:30Þ
where
ayðy; jxj; z; jx0j; z0Þ ¼
Z N
0
*aðy; t; jxj; z; jx0j; z0Þ dt: ð5:31Þ
Due to assumption (5.27), this integral is taken over an interval ð0; c1jyjÞ; and hence
the integral (5.30) is absolutely convergent for sufﬁciently large n:
The rest of the proof is essentially similar to that of Proposition 5.4.
Representation (5.30) allows us to pass directly to the limit e-0 in expression
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(5.21), where the functions #cjðxÞ are deﬁned by (5.24). Let us formulate the ﬁnal
result taking into account formulas (5.28) and (5.31).
Proposition 5.5. Let an operator G acting on functions of xARd have kernel (5.26)
where aASpðr; dÞ for some p and r > 0; do1; and let a satisfy assumption (5.27).
Then the limit exists
lim
e-0
ðGdeðjxj2  lÞ #c1; deðjxj2  lÞ #c2Þ
¼
Z
S
Z
S
dz dz0
Z
P
dy eik/y;z
0zSw˜1ðz0Þw˜2ðzÞawðy; z; z0; kÞ; ð5:32Þ
where the integral
awðy; z; z0; kÞ ¼ 22ld2ðs0ðz; z0Þ þ s10 ðz; z0ÞÞ

Z N
0
aððoþ o0Þt þ y; ko; ko0Þ dt
is taken over a finite interval and awASpþ1ðr; dÞ: The right-hand side of (5.32) is
understood as an oscillating integral.
Actually, we need only
Corollary 5.6. Let G satisfy the assumptions of Proposition 5.5 and let
G˜ðx; x0Þ ¼ ðjxj2  jx0j2ÞGðx; x0Þ:
Then limit (5.21) for the operator G˜ with this kernel equals zero.
5. Now we are in a position to derive formula (1.13) for the singular part of the
SM. To that end, we have to calculate the limit in the right-hand side of (5.7) and
show that the expression obtained coincides, up to negligible terms, with the form
ðS0ðlÞw1;w2Þ: Let us proceed from representation (5.10) where the function
GðeÞðx; x0Þ satisﬁes Proposition 5.3.
According to (3.9) the contribution of G
ðeÞ
1 to S1ðlÞ is given by the expression
pikd2Gð0Þ1 ðko; ko0Þ which is a smooth function of o; o0 and rapidly decays as
k-N: Hence this term can be neglected.
Let us further consider integrals (5.19) and (5.20) over P: According to
Proposition 5.4, the contribution of each integral to the kernel of S1ðlÞ equals its
value at x ¼ ko; x0 ¼ ko0 times (cf. (5.14)) the numerical factor pikd2ð2pÞd : The
sum of this expressions coincides with (1.13).
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It remains to show that the sum of the integrals over the half-space zX0 in (5.19)
and (5.20) is negligible. It follows from relation (1.11) that
uþðx; xÞðDuÞðx; x0Þ  uðx; x0ÞðDuþÞðx; xÞ
 2i divðAðxÞuþðx; xÞuðx; x0ÞÞ
¼ ðqþðx; xÞuðx; x0Þ  qðx; x0Þuþðx; xÞÞ
þ ðjxj2  jx0j2Þuþðx; xÞuðx; x0Þ:
To consider the integralZ
zX0
eiYðx;x
0ÞiYþðx;xÞðrþðx; xÞbðx; x0Þ  rðx; x0Þbþðx; xÞÞ
 zðx; x0ÞjðexÞ dx; ð5:33Þ
we use again that, by Proposition 2.4 and Corollary 2.5, the functions
rðx; x0Þzðx; x0Þ and bðx; x0Þzðx; x0Þ
satisfy estimates (2.17) and (2.18), respectively, for all x; x0ARd : The same result for
the functions bþðx; xÞ and rþðx; xÞ holds true in the half-space zX0 which does not
contain the ‘‘bad’’ direction xˆ ¼ #x: By Corollary 2.3, the function
Fðx; x0Þ  Fþðx; xÞ
satisﬁes estimates (2.14) for all zX0 off a conical neighborhood of the direction
xˆ ¼ #x0 where zðx; x0Þ ¼ 0: Therefore integral (5.33) is a smooth function of x; x0
rapidly decreasing as jxj ¼ jx0j-N: Hence, similarly to the function GðeÞ1 ðx; x0Þ; this
integral does not contribute to S0ðlÞ:
Let us, further, consider the function
G
ðeÞ
0 ðx; x0Þ ¼ ðjxj2  jx0j2ÞG˜ðeÞ0 ðx; x0Þ;
where
G˜
ðeÞ
0 ðx; x0Þ ¼
Z
zX0
ei/x;x
0xShþðx; xÞhðx; x0Þzðx; x0ÞjðexÞ dx
and the functions h7ðx; xÞ are deﬁned by formula (5.1). The amplitude here belongs
to the class S0ðr; 1 rÞ and, due to the factor zðx; x0Þ; it satisﬁes condition (5.27).
Therefore, by Corollary 5.6, limit (5.21) for the operator G0 equals zero. Finally, we
note that the functions R˜
ðeÞ
23 ðx; x0Þ and RðeÞ4 ðx; x0Þ in (5.19) and (5.20) disappear in the
limit e-0:
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Now we can formulate our main result on the asymptotics of the kernel sðo;o0; lÞ
of the SM.
Theorem 5.7. Let assumption (1.7) hold, let p; q be arbitrary numbers and N ¼ Nðp; qÞ
be sufficiently large. Let the functions YðN0Þ7 ðx; xÞ and bðNÞ7 ðx; xÞ be defined by formulas
(2.4), (2.5) and (1.4) where the functions fð7Þn ðx; #xÞ and bð7Þn ðx; xÞ are constructed in
Propositions 2.2 and 2.4, respectively. Let u
ðNÞ
7 ðx; xÞ be defined by formula (1.10).
Define, for o;o0AO7; the kernel s
ðNÞ
0 ðo;o0; lÞ by formula (1.13). Then remainder
(1.14) belongs to the class CpðO OÞ and the Cp-norm of this kernel is OðlqÞ
as l-N:
This result gives simultaneously the high energy and smoothness expansion of the
kernel of the SM. As was already mentioned, we actually formulate the result in
terms of the corresponding amplitude a0ðy;o;o0; lÞ related to the kernel of the SM
by formula (5.2). Indeed, it follows from (5.1), (5.3) and (5.6) that
a0ðy;o;o0; lÞ ¼721kd1 expðiXðy;o;o0; kÞÞ
XN
n¼0
ð2ikÞnsnðy;o;o0Þ; ð5:34Þ
where
Xðy;o;o0; kÞ ¼
XN0
n¼0
ð2kÞnynðy;o;o0Þ;
ynðy;o;o0Þ ¼ fðÞn ðy;o0Þ  fðþÞn ðy;oÞ; ð5:35Þ
and the functions fð7Þn are constructed in Proposition 2.2. Note that y0AS
1ra and
ynAS1nr for nX1: The coefﬁcients snðy;o;o0Þ are expressed in terms of functions
fð7Þn and b
ð7Þ
n constructed in Proposition 2.4. It is easy to see that snASnr1 for
nX0: In particular, S0ðlÞAC0ðXÞ:
6. Applications
Theorem 5.7 allows us to replace the kernel sðo;o0; lÞ of SM by the explicit
function s0ðo;o0; lÞ and thus ﬁnd different limits of sðo;o0; lÞ as l-N or (and)
o o0-0: We emphasize that although approximation (1.13) is valid in all cases,
these limits are very sensitive to the behavior of potentials at inﬁnity.
1. Let us ﬁrst distinguish the leading term S00ðlÞ of the operator S0ðlÞ: Recall that
b
ð7Þ
0 ðx; xÞ ¼ 1 and hence, according to (5.1), (5.3),
s0ðy;o;o0Þ ¼ /oþ o0;o0S ð6:1Þ
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for any V and A: Therefore keeping only the term corresponding to n ¼ 0 in (5.34),
we obtain
a00ðy;o;o0; lÞ ¼721kd1/oþ o0;o0SexpðiXðy;o;o0; kÞÞ;
o;o0AO7: ð6:2Þ
Now we deﬁne S00ðlÞ as the PDO on Sd1 with this amplitude or, to put it
differently, S00ðlÞ is the integral operator with kernel
s00ðo;o0; lÞ ¼721/oþ o0;o0Sð2pÞdþ1

Z
Po0
expði/y;o0  oSþ iXðy=k;o;o0; kÞÞ dy: ð6:3Þ
To be quite precise, the operator S00ðlÞ is deﬁned by (6.3) on Oþ and O: However
taking into account Theorem 5.1 and that the point o0AS
d1 is arbitrary, we can
naturally extend deﬁnition of S00ðlÞ to the whole sphere. As always, the operators
with arbitrary smooth kernels which decay faster than any power of l1 as l-N are
neglected.
It follows from Proposition 3.1 that the operators S00ðlÞ are uniformly bounded in
L2ðSd1Þ: The operators S00ðlÞ approximate SðlÞ both for high energies l-N and
in terms of smoothness of their kernels. Comparing representations (5.34) and (6.2),
we obtain
Proposition 6.1. Let assumption (1.7) be fulfilled and let r1 ¼ minf1; rg: Then the
operator SðlÞ  S00ðlÞ belongs to the class Cr1ðXÞ; and hence it is compact.
Moreover,
jjSðlÞ  S00ðlÞjj ¼ Oðl1=2Þ; l-N:
This assertion can be made more precise if both A and V are short range. If
moreover A ¼ 0; then Xðy;o;o0; kÞ ¼ 0 and hence S00ðlÞ ¼ I : In the general case, it
follows from (2.23) and (5.6) that
Xðy;o;o0Þ ¼ y0ðy;o;o0Þ
¼
Z N
0
/Aðy þ toÞ;oS dt þ
Z N
0
/Aðy  to0Þ;o0S dt ð6:4Þ
and hence
Xðy;o;o0Þ ¼ OðjyjeÞ; e ¼ ra  1 > 0;
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as jyj-N: Therefore we can expand expðiXÞ in the Taylor series which gives the
representation
a0ðy;o;o0; lÞ ¼721kd1
XN
n¼0
ð2ikÞn *snðy;o;o0Þ
with *s0 ¼ s0 and *snASnðr21Þ: Of course, *sn ¼ sn if A ¼ 0: Note that by virtue of
(6.3), the ﬁrst term in the expansion of sðo;o0; lÞ is always the Dirac-function. Thus,
we arrive at
Proposition 6.2. Let assumption (1.7) be fulfilled with r > 1; and let r2 ¼ minf2; rg:
Then the operator SðlÞ  I belongs to the class Sr2þ1; and hence it is compact.
In the short-range case the coefﬁcients snðy;o;o0Þ; nX1; in (5.34) are determined
by the coefﬁcients b
ð7Þ
n ðx; #xÞ (see Proposition 2.8). Let us write down the ﬁrst two
coefﬁcients supposing for simplicity that A ¼ 0: According to (2.21)
s1ðy;o;o0Þ ¼ /oþ o0;o0S
Z N
0
Vðy þ toÞ dt þ
Z N
0
Vðy  to0Þ dt
 
: ð6:5Þ
We shall write down the expression for the next coefﬁcient keeping in mind that the
functions b1 and b2 are given by formulas (2.21) and (2.22), respectively:
s2ðo;o0; yÞ ¼/oþ o0;o0S
 ðbðþÞ2 ðy;oÞ  bðþÞ1 ðy;oÞbðÞ1 ðy;o0Þ þ bðÞ2 ðy;o0ÞÞ
þ 2/o0;rðbðþÞ1 ðy;oÞ þ bðÞ1 ðy;o0ÞÞS:
The expressions for other coefﬁcients sn can be obtained in a similar way.
Finally, we note that the leading contribution to the singularity of the SM of the
term in (5.34) containing snðy;o;o0Þ is determined by snðy;o;oÞ: However this
replacement leads to an error which depends on n: For example, it follows from (6.5)
that
s1ðy;o;oÞ ¼ 2/o;o0S
Z N
N
Vðy þ toÞ dt;
which differs from (6.5) by a term of order jo o0j/ySrvþ1:
2. Let us further consider the limit l-N: The assertion below follows from
Proposition 2.2 and representations (5.35) and (6.3).
Lemma 6.3. Under assumption (1.7), for any smooth functions w1; w2; the form
ðS00ðlÞw1;w2Þ converges as l-N to the form of the operator of multiplication
by eiy0ð0;o;oÞ:
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In the short-range case the expression for y0 is given by formula (6.4). In the long-
range case
y0ðy;o;o0Þ ¼
Z N
0
ð/Aðy þ toÞ;oS/AðtoÞ;oSÞ dt
þ
Z N
0
ð/Aðy  to0Þ;o0S/Aðto0Þ;o0SÞ dt ð6:6Þ
and, in particular, y0ð0;o;o0Þ ¼ 0:
Let us now combine Proposition 6.1 and Lemma 6.3. Furthermore, using the
unitarity of SðlÞ; we can replace the weak convergence by the strong one.
Proposition 6.4. Let assumption (1.7) be fulfilled. Then the SM SðlÞ has the strong
limit as l-N which is the identity, except the case when a short-range magnetic
potential is present. In this case the strong limit of SðlÞ is the operator of multiplication
by the function
exp i
Z N
N
/AðtoÞ;oS dt
 
:
According to Proposition 6.4, in the long-range case the behavior of SðlÞ as l-N
is simpler than in the short-range magnetic case. This is not surprising since the effect
of a long-range interaction is to a large extent included via the operators J7 in the
deﬁnition of the SM.
We emphasize that, except in the case of a short-range V and A ¼ 0; the SM does
not converge as l-N in the sense of the norm.
3. Let us now study the diagonal singularity of sðo;o0; lÞ as o o0-0 and l is
ﬁxed in the case, where at least one of potentials V or A is long range. For example,
if A is long range, then, by (6.6), y0ðy;o;o0Þ tends to inﬁnity as jyj-N: Let us write
the second coefﬁcient in (5.35) as y1 ¼ yð0Þ1 þ *y1 where
yð0Þ1 ðy;o;o0Þ ¼
Z N
0
ðVðtoÞ  Vðy þ toÞÞ dt
þ
Z N
0
ðVðto0Þ  Vðy  to0ÞÞ dt ð6:7Þ
and the part *y1 depends on the magnetic potential only. Clearly, for long-range V ;
the function yð0Þ1 also tends to inﬁnity as jyj-N:
We shall ﬁnd the leading term of the diagonal asymptotics of sðo;o0; lÞ:
Therefore, we keep only the term corresponding to n ¼ 0 in (5.34) which yields again
expression (6.3). The asymptotics of sðo;o0; lÞ as o o0-0 is determined by the
fall-off of potentials VðxÞ and AðxÞ at inﬁnity and can be found by the stationary
phase method (see, e.g., [7]). Let us formulate the result supposing ﬁrst that VðxÞ
decays slower than AðxÞ; that is rvora: We assume that rvo1; but ra can be both
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smaller or larger than 1: We omit details of calculation since they are practically the
same as in [26] for the case rvAð12; 1Þ:
We assume for simplicity that VðxÞ is a homogeneous function for sufﬁciently
large jxj:
VðxÞ ¼ VNðxÞ :¼ vðxˆÞjxjr; r ¼ rv; vACNðSd1Þ; jxjXr0: ð6:8Þ
It follows from (6.7) and (6.8) that for sufﬁciently large jyj
yð0Þ1 ðy;o;oÞ ¼
Z N
N
ðVðtoÞ  Vðy þ toÞÞ dt ¼ Vðy;oÞ þ nðoÞ; ð6:9Þ
where oAO; yAP;
Vðy;oÞ ¼
Z N
N
ðVNðtoÞ  VNðy þ toÞÞ dt ¼ Vðyˆ;oÞjyj1r ð6:10Þ
is a homogeneous function of order 1 r and
nðoÞ ¼
Z r
r
ðVðtoÞ  VNðtoÞÞ dt; rXr0;
does not depend on y (and r). Let us introduce the Hessian Hðy;oÞ of function
(6.10), i.e., Hðy;oÞ is the ðd  1Þ  ðd  1Þ matrix with elements
Hjkðy;oÞ ¼ 
Z N
N
@2VNðy þ toÞ=@yj@yk dt; yAP:
Set also
hðy;oÞ ¼ jdetHðy;oÞj1=2 expðip sgnHðy;oÞ=4Þ: ð6:11Þ
Let Z be the orthogonal projection of o0  o on the plane P: Then /y;o0  oS ¼
/y; ZS: According to (5.35), (6.7) and (6.9)
Fðy;o;o0; lÞ :¼ k/y;o0  oSþ Xðy;o;o0; kÞ
¼ k/y; ZSþ ð2kÞ1Vðy;oÞ þ f ðy;o;o0; lÞ; ð6:12Þ
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where
f ðy;o;o0; lÞ ¼ y0ðy;o;o0Þ þ ð2kÞ1ðnðoÞ þ yð0Þ1 ðy;o;o0Þ  yð0Þ1 ðy;o;oÞ
þ *y1ðy;o;o0ÞÞ þ
XN0
n¼2
ð2kÞnynðy;o;o0Þ: ð6:13Þ
Thus, it follows from (6.3) and (6.12) that
s00ðo;o0; lÞ ¼721kd1/oþ o0;o0Sð2pÞdþ1
Z
P
expðiFðy;o;o0; lÞÞ dy: ð6:14Þ
Let us make here the change of variables y ¼ k2gjZjgu with g ¼ r1: Then
s00ðo;o0; lÞ ¼721ksðd1Þ/oþ o0;o0Sð2pÞdþ1
 jZjgðd1Þ
Z
P
expðiksjZj1gGðu;o;o0; lÞÞ du; ð6:15Þ
where s ¼ 2g 1;
Gðy;o;o0; lÞ ¼/y; #ZSþ 21Vðy;oÞ
þ ksjZj1þgf ðlgjZjgy;o;o0; lÞ ð6:16Þ
and #Z ¼ ZjZj1: Since jZj1g-N as Z-0; the asymptotics of integral (6.15) is
determined by the stationary points y1ð#ZÞ;y; ymð#ZÞ satisfying the equation
ryGðy;o;o0; lÞ ¼ 0: ð6:17Þ
It follows from deﬁnition (6.13) that the last term in (6.16) tends to zero as Z-0:
Therefore Eq. (6.17) can be solved by successive approximations starting from the
solutions y
ð0Þ
1 ð#ZÞ;y; yð0Þm ð#ZÞ of the simpliﬁed equation
2#Z ¼
Z N
N
ðryVNÞðyð0Þð#ZÞ þ toÞ dt; yAP; ð6:18Þ
obtained from (6.17) by setting f ¼ 0: Applying the stationary phase method to
integral (6.15), we get
Theorem 6.5. Let assumptions (1.7) where rvo1; rvora and (6.8) be satisfied. Fix
k > 0; oASd1; oeP; and let Z be the orthogonal projection of o0  o on the plane
P: Suppose that for a given #Z there is a finite number of points yð0Þ1 ð#ZÞ;y; yð0Þm ð#ZÞ
satisfying Eq. (6.18). Assume that detHðuð0Þj ð#ZÞ;oÞa0 for all j ¼ 1;y;m; and let
hðy;oÞ be defined by formula (6.11). Then the kernel of the SM admits as o0-o or,
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equivalently, Z-0 the representation
sðo;o0; lÞ ¼ j/o;o0SjtðkÞjZjðd1Þð1þgÞ=2

Xm
j¼1
hðyð0Þj ð#ZÞ;oÞ expðiksjZj1gGðyjð#ZÞ;o;o0; lÞÞ
 ð1þ OðjZjeÞÞ; ð6:19Þ
where g ¼ r1; s ¼ 2g 1; tðkÞ ¼ ðpksÞðd1Þ=2 and e ¼ eðrÞ > 0:
Remark. It is possible, of course, that for some #Z there are no points u satisfying
(6.18). In this case s00ðo;o0; lÞ-0 as Z-0 faster than any power of jZj so that the
kernel sðo;o0; lÞ of the SM remains bounded. However, typically (see [26], for
concrete examples) Eq. (6.18) has one or several solutions.
Remark. In the case rvAð12; 1Þ; A ¼ 0 formula (6.19) reduces of course to the
corresponding formula from paper [26]. In this case the points yjð#ZÞ ¼ yð0Þj ð#ZÞ are
deﬁned as solutions of Eq. (6.18) and f ¼ ð2kÞ1nðoÞ:
Suppose now that rao1 and raorv; that is the magnetic potential is dominating.
We assume that, for some oASd1; the magnetic potential AðxÞ satisﬁes the
condition
/AðxÞ;oS ¼ ANðx;oÞ :¼ aðxˆ;oÞjxjr;
r ¼ ra; að	;oÞACNðSd1Þ ð6:20Þ
for jxjXr0: By virtue of (6.6), the role of (6.10) is played by the function
Aðy;oÞ ¼
Z N
N
ðANðy þ to;oÞ  ANðto;oÞÞ dt:
The functions nðoÞ; Hðy;oÞ and hðy;oÞ are deﬁned quite similarly to the electric
case if V ; VN are replaced by A; AN; respectively. Instead of (6.12), (6.13), we have
now that
Fðy;o;o0; lÞ ¼ k/y; ZSþ Aðy;oÞ þ f ðy;o;o0; lÞ;
where
f ðy;o;o0; lÞ ¼ y0ðy;o;o0Þ  y0ðy;o;oÞ þ nðoÞ þ
XN0
n¼1
ð2kÞnynðy;o;o0Þ:
Choose any o0 such that oePo0 ¼: P: Now we make in (6.14) the change of
variables y ¼ kgjZjgu with g ¼ r1: Then the role of (6.15), (6.16) is played
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by the equalities
s00ðo;o0; lÞ ¼721kð1gÞðd1Þ/oþ o0;o0Sð2pÞdþ1
 jZjgðd1Þ
Z
P
expðik1gjZj1gGðu;o;o0; lÞÞ du;
where
Gðy;o;o0; lÞ ¼ /y; #ZSþ Aðy;oÞ þ k1þgjZj1þgf ðkgjZjgy;o;o0; lÞ:
With such choice of G Eq. (6.17) for stationary points is preserved and the role of
(6.18) is played by the equation
#Zþ
Z N
N
ðryANÞðyð0Þð#ZÞ þ to;oÞ dt ¼ 0; yAP: ð6:21Þ
Thus, instead of Theorem 6.5, we have
Theorem 6.6. Let assumptions (1.7) where rao1; raorv and (6.20) for some oASd1
be satisfied. Suppose that for a given #Z there is a finite number of points
y
ð0Þ
1 ð#ZÞ;y; yð0Þm ð#ZÞ satisfying Eq. (6.21) and that detHðyð0Þj ð#ZÞ;oÞa0 for all
j ¼ 1;y;m: Then the kernel of the SM admits as o0-o representation (6.19) where
s ¼ g 1 and tðkÞ ¼ ð2pksÞðd1Þ=2:
Thus, compared to Theorem 6.5, in the magnetic case only the dependence on the
spectral parameter k is different.
Remark. Formula (6.19) does not exclude that l-N as long as ksjZj1g-N:
We emphasize that the diagonal singularity jZjðd1Þð1þgÞ=2 in (6.19) is stronger than
that of the singular integral operator. Nevertheless the SM is a bounded operator in
the space L2ðSd1Þ due to oscillations of the factors
expðiksjZj1gGðyjð#ZÞ;o;o0; lÞÞ:
4. Let us now consider a more special limit as o0-o; k-N but kðo o0Þ ¼
xa0 remains ﬁxed. This method allows us to reconstruct potentials V and A:
Let us ﬁrst reconstruct the electric potential. By the proof, we suppose for
deﬁniteness that V is long range although our construction remains of course true in
the short-range case.
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Proposition 6.7. Let assumption (1.7) hold, A ¼ 0 and let xa0 be an arbitrary fixed
vector of Rd : Suppose that k-N; o0-o in such a way that kðo o0Þ ¼ x: Then
lim kdþ2sðo;o0; lÞ ¼ ipð2pÞd=2VˆðxÞ: ð6:22Þ
Proof. According to Theorem 5.7 it sufﬁces to check (6.22) for function (5.2). Let us
choose P ¼ Po0 in such a way that xAP: Then o;o0-o0 (or o0). Let the ﬁrst
coordinate axis in P be directed along x: We integrate in (5.2) p times by parts in the
ﬁrst variable which yields
s0ðo;o0; lÞ ¼ ð2pÞdþ1ipjxjp
Z
P
ei/y;xSð@p1a0Þðy;o;o0; lÞ dy:
Since A ¼ 0; we have that y0 ¼ 0 in (5.35) and, according to (2.16), bð7Þ1 ðx; xÞ
contains at least the ﬁrst power of jxj1: Therefore s1 ¼ 0 in (5.34). It follows from
(5.34) that, for sufﬁciently large p;
ð@p1a0Þðy;o;o0; lÞ ¼ i41kd2ð/oþ o0;o0S
 ð@p1y1Þðy;o;o0ÞeiXðy;o;o
0;kÞ þ *sðy;o;o0; kÞÞ;
where *s is a smooth function of all variables and
j *sðy;o;o0; kÞjpCk1ð1þ jyjÞdþ1e; e > 0:
Therefore passing, for ﬁxed x; to the limit k-N; o;o0-o0 and taking into
account formula (6.7) for y1 ¼ yð0Þ1 ; we ﬁnd that
lim kdþ2s0ðo;o0; lÞ ¼  ipð2pÞd ipjxjp
Z
P
dy ei/y;xS

Z N
N
dt ð@p1VÞðy þ to0Þ
¼  ipð2pÞd ipjxjp
Z
Rd
ei/x;xSð@p1VÞðxÞ dx;
which is equivalent to (6.22). &
Formula (6.22) goes back to [6] where very short-range potentials were considered.
For long-range potentials V such that rv >
1
2
this formula was obtained in [12].
The second assertion also relies on Theorem 5.7. Its proof is similar to that of
Proposition 6.7 and hence we give only its sketch.
Proposition 6.8. Let assumption (1.7) hold and let xa0 be an arbitrary fixed vector of
Rd : Suppose again that k-N; o0-oeP ¼ Po0 in such a way that kðo o0Þ ¼ x:
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Then
lim kdþ1sðo;o0; lÞ ¼ j/o;o0Sjð2pÞdþ1
Z
P
ei/y;xSeiy0ðy;o;oÞ dy; ð6:23Þ
where
y0ðy;o;oÞ ¼
Z N
N
/Aðy þ toÞ;oSdt; ra > 1
and
y0ðy;o;oÞ ¼
Z N
N
ð/Aðy þ toÞ;oS/AðtoÞ;oSÞ dt; rap1:
Proof. Indeed, in this case we can neglect in (5.34) all terms ð2ikÞnsnðy;o;o0Þ for
nX1 which yields the approximation (6.3) for sðo;o0; lÞ: Moreover, we can replace
Xðy;o;o0; kÞ by its leading term y0ðy;o;oÞ: &
Of course, the right-hand side of (6.23) is the ðd  1Þ-dimensional Fourier
transform of a simple function of the magnetic potential.
Finally, we note that there are other ways of understanding the high-energy limit
discussed in papers [2,5,20].
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