Introduction.
There exists a large literature concerning convolution transforms on the whole real line, but the corresponding problem for semiinfinite intervals has received little attention.
The problem is that of determining a function </> from the relation (1) /(") = I <j>(x -t)K(t)dt, 0 ^ x < oo J o
given / and the kernel K.
If cp and K have suitable behavior at infinity the classical solution by Laplace transforms is available. This method of solution, however, determines 4> from a knowledge of f(x) for all x in 0 :Sx < w, whereas the form of (1) suggests that the determination of 4>(x) in an interval 0^x<a should use the values of /(") only in this interval. This suggestion is confirmed by a theorem of Titchmarsh [l, p. 327] concerning the equation
(2) 0 = f 4>(x -t)K(t)dt, 0 ^ x < a, J o where a is a fixed positive number. It is a consequence of his theorem that if <p and K are locally integrable and K(x) ^0 in a neighborhood 0-x<r] of the origin, then the only solution of (2) is 4> = 0.
The main object of this paper is to give a solution of the equation in (1) for an interval 0 5=x <o. Clearly this solves the problem for the whole interval 0 5=x< co. There is no added difficulty in solving the more general equation 
where c' is a constant and the product is taken over the roots z oi k. Since k is real the roots of i appear in conjugate-complex pairs unless they are real. Let a denote the real zeros and j3 the complex zeros with positive imaginary part. It will be necessary to arrange the product (8) in another order, the justification coming from the convergence of the two series (7). Define this function of a complex variable w: (8) may now be rearranged as
An empty product is interpreted as unity and the prime ' in the inner product means that only a single factor is written when 2 is real. (This can occur only for 7 = 0.) For a fixed/ the order of interior factors does not matter and we regard them as fixed once and for all, say by absolute value. For a fixed j the zeros z belonging to Aj will be denoted generally by Zi, z2, ■ ■ ■ , thus avoiding the use of a double subscript.
The last formula is conveniently We begin by considering the new integral equation .,, Since cpx and cp agree on QSxS2b, this establishes (13). 5. Proof of Lemma 3. The assertion about lk(x) will be proved by induction on k. We start with k = 0. Define for m ^1 C(x)= fZ( fi* hZi(x-t))dki(t).
• so that a similar argument applies. Remember that z,-is also a zero of k(s). Now suppose, to continue this induction that /o"_1)(x) vanishes for xg:26.
We have
The argument used for m = l still holds provided zm and zm are zeros of ?o"-1)(5). Since they are zeros of k(s), this follows from (21) with m replaced by m -1.
To complete the case £=0 we must establish (19), i.e. that Us) = Hs)/go(s).
We know that (26) is a restatement of (13) and (9). The solution is valid in the (possibly) larger interval 0SxS2b -c, but this fact will not be useful for our ultimate goal which is a solution valid in 0Sx<a. This is described in the following section.
Note that (26) uses the values of f(x) in at most the interval 0^x^26.
This is due to the definition of H0(x) in (12).
7. The solution completed. It is now our object to show how the integral equation in (3) can be solved in any interval OSxSa -r], 0<rj<a, by a finite number of repetitions of the procedure described in Theorem 1. Choose 6 so small that (4) holds, and that two of the successive numbers 6, 26, 36, • • • fall into the interval a -i)Sx<a, say (27) a --n S Nb}< (N + 1)6 < a. 
