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図 1-3 アルゴリズムベースの外観検査 



















画像の RGB 値を用いると、各ピクセルに Red, Green, Blue の 3 つの色がある為、カメ

























































設計について説明する。第 4 章ではハードウェアニューロシステムの FPGA による実装
























図 2-1 パターン認識システム 
 













































成分、第 2 主成分となる。これらの新しい特徴軸を計算するには、N 次元サンプルデ
ータを{xi１、xi２、.... 、xi N}とすると、まず、主成分分析のために必要な共分散行列の
各成分 Sjk を式(2.4)により計算する。 x は平均値である。その後、共分散行列の固有
値と固有ベクトルを求める。ここで、固有ベクトルは主成分に対応するベクトルであ
り、固有値は各主成分に射影したデータの分散に相当する。それぞれ大きい順に g１、
ｇ２、…、gN とすると変換後の主成分軸として第 m 成分まで考えた時に、元データの












られた軸の各成分ベクトルである。図 2-2 の左のような Z1と Z2の二つの軸で表現され
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 そこで、図 2-3 では文字 A を認識する時、現在使われている 3 種類の代表的な識別
方法の例を示している。まず、外観検査システムのために左の pattern matching 方法
を採用した場合、検査対象には様々な特徴ベクトを持っている良品と不良品のクラス












統計的方法 Pattern matching Neural network 
Feature extraction: 
 #intersections 
 #right oblique lines
 #left oblique lines















Chao-Ton Su らはシリコンウェハーの外観検査において 3 つの手法の比較を行って
いる。それによると表 2-1 のような結果が得られている[11]。Visual は人間の目で行




basis function(RBF)、Learning vector quantization(LVQ)、Back-propagation(BP)
の三つの中で LVQ と BP が 100%の正確率を達成している。特に、本論文で目指してい
る外観検査は最終的には良・不良を判定するシステムであるので LVQ より簡単に 2 分


































































































































図 3-1 ハードウェア back-propagation 回路 
 
図 3-1 はハードウェア back-propagation 回路を示している。ただし、FF は Feed-
forward 回路、BPL は back-propagation 学習回路である。 
















































従って我々が用いる BP の場合には、図 3-1 に示されるように FF 演算で常に更新され
た最新荷重値が必要になるので待ち状態のユニットが発生する。高速処理の為には、
この待ち状態を回避して利用効率をたかめる必要があり、本論文ではユニット単位で
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ニューラルネットワーク 
 
図 3-2 外観検査システム 
 





















8bit 整数であるため、ニューロンの出力 X の範囲は-127～127 である。しかし、式
(2.7)と式(2.8)からニューロンの出力は-1～1 であるので x=X/127 で規格化を行う。
8bit 入力×8bit 荷重値は最大 15bit になり、その 15bit の数がバイアスを含めて入力
数 N+1 個分加算されるので膜電位 u は最大 ⎡ ⎤ }15)1(log{ 2 ++N -bit になる。各信号の最上
bit(MSB)は符号 bit であり、0 はプラス、1 はマイナスを示している。活性化関数の傾
きは制御信号 S によって調節できる。例えば、膜電位 u の[MSB-1]-bit から[S+7]-bit
までがすべて 0 の場合は、膜電位の[S+6]-bit から[S]-bit と符号 bit がそのままニュ
ーロンの出力になる。しかし、膜電位 u の[MSB-1]-bit から[S+7]-bit まで一つでも 1
が存在すると活性化関数の飽和領域となり、符号はそのままであるがその以外の bit
はすべて 1 を出力することで図 3-3 の区分線形活性化関数を実現出来る。従って、区
分線形活性化関数は式(3.1)のように表すことが出来る。ただし、r は活性化関数の傾
きで r = S−2 で表すことが出来る。また、bit 演算による活性化関数の傾き調整である




























図 3-3 区分線形活性化関数 
 
 









本論文では図 3-5 のように乗算器を使わずに shift 演算を行うことで学習係数演算を行
う。図 3-5 の動作を見ると、8bit の精度の入・出力信号と荷重値では荷重値の更新量
が最大 23bit になる。最大 23bit の荷重値の更新量を制御信号 n により右の方向に n-
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図 3-5 学習係数の動作 
  




理によって予め 30 次元まで減らした 340 サンプル(良品 201、不良品 139)である。図
3-7 は Doughnut 形の金メッキ端子問題の学習曲線を示している。その図は Doughnut
形の金メッキ端子問題の目標値と実際のネットワーク出力との全サンプルデータに対





ただし、P は総パターン数、p はパターンのインデックス、Ｔp は目標値、xp はニュー
ラルネットワークの実際の出力である。図 3-7 は、ネットワークサイズがバイアスニ










化を目指しているのでもっと簡単にハードウェア化できる図 3-8 の f *を提案する。f *
では飽和領域の場合、非飽和領域の値の半分までバイアスを加えて 0 にならないよう
shift by 



















































図 3-7 Doughnut 形の金メッキ端子問題の学習曲線 
  
図 3-9 は f*を用いた Doughnut 形の金メッキ端子問題の学習曲線を示している。ただ













































を除いて、中間層から出力層間は最大 15bit、入力層から中間層間は最大 22bit にな
る。微分値の演算を含めると更新量の shift 数は s+n、入力層から中間層間の荷重値の
更新量の shift 数は 2s+n となり、一度の shift 動作で実現できる。ただし、活性化関数
の傾き r =2-s、学習係数 η＝2-nである。shift 量が多いと荷重値の更新量が 0 になり、
学習ができなくなるので s+n<15、2s+n<22 の条件を満足する必要がある。図 3-10 は代
表的な 5parity 問題の場合を例に、s と n による学習成功率を示している。その結果、
中間層から出力層間の荷重値の更新量の shift 数が 11〜12、入力層から中間層間の荷重
値の更新量の shift 数が 17〜18 の近傍でよい結果が得られた。  特に、s+n=12、

























S + v = 12 





る[21][22]。図 3-11 の動作は、(I)ではパソコンから入力信号を受け取り Input 










Working Memory を採用した。 
 
 




























































































荷重値更新の積算量が記憶する Working Memory の範囲を超えてしまい荷重値が飽和し
てしまうので図 3-13 のように学習が出来なくなる。ただし、図 3-13 はネットワーク
サイズ 511-254-1、バイアスニューロンあり、学習係数は 2-7(0.0078125)、活性化関数
の傾きは 2-5(0.03125)、それぞれ違う初期荷重値で小型金メッキ端子問題(3.4 節の図
3-17 参照)の結果である。その時のシナプス荷重値の動きは図 3-14 に示している。た
だし、図 3-14 の上の図は入力層・中間層間の w11 を示しており、下の図は中間層・出
力層間の w14を示している。その結果、荷重値が収束できずに大幅で振動するか、飽和
により停止している。図 3-15 はバッチ学習のパターン数と Working Memory の平均更
新量について調べた結果を示す。この条件においては Working Memory は 8bit である。
その結果から 500 個以上のパターンをバッチ学習すると中間層から出力層までの荷重
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する。図 3-15 の結果から bundle 数が 300 以下の場合は memory が飽和領域に入る可能
性が低くなるものと予想される。図 3-16 では小型金メッキ端子でサンプルデータ数が
2800 個の問題を利用して、各 bundle 数に対する学習の収束に必要なネットワークへ
提示した積算サンプルデータ数を示している。結果から bundle 数に対しても更新量の
増加に伴う飽和の問題が生じるために、bundle 数が 200 を超えると学習の収束に支障
































R,G,B 値を持つので、総入力データ次元は 3600 になる。図 3-18 は 3600-254-1（バイ
アスニューロンを含む）のネットワークサイズの 3.2 節で提案したニューラルネット




必要な時間は 3.00GHz Pentium4 Processor with a 333MHz, 1.5 GB RAM の計算機で
70 時間以上を要する。 
 
              
              <良品>         <不良品> 
図 3-17 金メッキ端子の例 
 
 



















は図 3-18 と同じである。元の画像の 2pixels×3pixels を１ピクセルにした場合は
600 入力、2pixels×4pixels を 1 ピクセルにした場合は 450 入力になる。この方法で





図 3-19 画像の分解能を落して入力数を減らす手法 
 
 












































用する一般的な方法と良品のみのデータを利用して PCA を行った結果を比較検討する。 
図 3-21 は不良品を含む全データで分析した後にサンプルデータを第 1 主成分と第 2
主成分に射影して作られた入力信号をプロットしたものである。□は良品サンプル、
●は不良品サンプルである。図 3-22 は良品のみのデータで分析した場合である。同様














図 3-21 すべてのデータを利用した PCA により良・不良品の分布 




















図 3-22 良品のみのデータを利用した PCA により良・不良品の分布 





















































図 3-25 に示す。その図は入力次元を 18 次元まで減らした時の学習曲線の一例を示し
ている。ただし、バイアスニューロンはあり、中間層のニューロン数は 254、学習係
数ηは 2-7(0.0078125)、活性化関数の傾き r は 2-5(0.03125)である。図 3-25 は目標値
と実際のネットワーク出力との全サンプルデータに対する平均二乗誤差 E の変化を示




























































 18inputs (累算寄与率 68％) 









図 3-27 は中間層のニューロン数による学習完了まで必要な荷重値の update 回数を
示している。ただし、入力数は 18、63、208、511、955 であり、良品サンプルデータ
のみで PCA を行った。他の条件は図 3-25 と同じである。その結果、中間層のニューロ
ン数が 36 以下の場合は学習が出来なくなるので、学習ができるための中間層のニュー




















































さらに、最適なパラメータ設定のため、Parity 問題を利用して s + n = 11〜12、s + 2n 





pipeline 処理が可能な回路を提案した。しかし、Working memory が飽和領域に入って






データを 18 次元(累積寄与率 68%)まで減らしても学習ができることを確認した。また、
































実装・測定を行った。図 4-1 に示すこのボードは 1 個の vertex-2pro chip と 32bit の
PCI-BUS interface を内蔵している。このボードのブロックダイヤグラムは図 4-2 で
ある。ニューロ学習ボードに搭載されている Vertex-2pro(XC2VP70)は乗算器を 328 個
内蔵しており、本提案システムの並列処理を決める最も重要なリソースである。実装
したニューラルネットワークの構成は入力層、中間層、出力層それぞれに 511、254、
1 個のニューロンとし、さらに、バイアス用のニューロンを 1 つ用意した。この入力


































4.1.2 Interface の選択 
 
本研究では判定速度が一番重要であるので Data 転送も高速化ができる interface が
要求される。各 interface の最大転送速度を図 4-3 に表す[24]-[30]。その結果から、



































4.2.1 Feed-forward 演算回路 
 
図 4-4 は本論文で設計した 1 個のニューロンのブロックダイヤグラムを示している。
ハードウェア化すると複数の入力を同時に演算する並列処理と各演算結果を register
に一回保存するパイプライン処理が可能になり、高速演算ができる。ただし、f は活
性化関数、ｗは荷重値、u は膜電位、X はニューロンの出力である。式(4.1)は feed-
forward 回路に使用可能な乗算器数による１サンプルデータの演算のために必要な処
理時間を示している。ただし、N は入力数、M は中間層のニューロン数、K は feed-
forward 演算に使う乗算器数である。最初の項は入力層から中間層間、次の項は中間
層から出力層間の演算に必要な時間、最後の項は Feed-forward 演算の pipeline 段数
である。 
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4.2.2 Back-propagation 学習回路 
 
本論文では back-propagation を用いて学習演算を行う。図 4-5 は中間層から出力層間
の学習回路である。図 4-5 の動作は(I)ではネットワークの出力ｘk とターゲット信号
の差 )( kk xT − を求める。(II)では出力層のニューロンの膜電位が活性化関数の飽和























)( wxf ∑ Activation function 
unit 


















ま次の段階におくる。すなわち、 }/)({ * ruf k× 演算を行う。(III)では中間層ニュー
ロンの出力と掛け算、×(xj)を行う。(IV)では学習係数と活性化関数の微分値の演算






入ると 1bit を shift し、その以外の場合はそのまま次の段階におくる。すなわち、
×{f*(uj)/r} 演算を行う。(VIII)では学習係数と活性化関数の微分値の演算をまとめて
shift 演算を行う。しかし、入力層から中間層間の荷重値の学習の場合、活性化関数の


























































weight between the hidden layer and the output layer 
target 
signal 
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間のシナプス荷重値更新回路に selector を採用することで 1 クロック毎に交互に荷重
値を更新することで、実行的に１クロックで荷重値更新を可能とした。詳細は 4.2.4
節で説明する。 













より Feed-forward 演算と Back-propagation 学習に使用される乗算器数により全体演
算時間に大きく影響する。図 4-7 では Back-propagation 学習に使う乗算器数に対する
１パターンが学習完了までの必要なクロック数を示している。ただし、ネットワーク
サイズは 511-126-1、使えるすべての乗算器数は 328 である。この結果、Back-
propagation 学習に 112 個と Feed-forward には 216 個の乗算器を使う場合、式(4.1)
と式(4.3)より、1 パターンの学習完了までに必要なクロック数は 1015 クロックにな
り、最速となる。 














































































50 100 150 200 250 300  
 












20 30 40 50 60 70 80 90  
 










 Total required clocks 
Back-propagation 
Feed-forward 


















図 4-9 Back-propagation 学習に使う乗算器の比率によるクロック数 
 
















生じる。図 4-10 は、乗算器総数が 120 個の場合を考えて、最適分配を説明する図であ













































数を 1：1 に分配した例であり、この時のメモリ幅は 60 となる。しかし、この時に学
習動作では、メモリ幅と同じサイズで読み込み、書き込みをするために、乗算器を用




ことが出来る。しかもこの場合にはメモリ幅は乗算器総数が 120 であるので 80 となり
並列度が高くなる。つまり、FF と BPL は 2：1 が最適となる。また、演算時間は総シ
ナプス数(メモリサイズ)を乗算器数で割った回数必要であるため FF:BPL=1:2 となる。 
 
 
図 4-10 メモリアクセスによる最適な並列処理の例 
 
つまり、図 4-11 のように必要な処理時間が短い Feed-forward 回路と Interface 回路を
stage１、処理時間が長い Back-propagation 学習回路は１つだけで stage2 にして 2 段の
パイプライン処理を行う回路を設計するのが現実的である。Interface 回路の処理時間
と Feed-forward 回路の処理時間が等しくできるならば stage1 と stage2 の処理時間が等




























































図 4-11 2 stage バッチ学習ブロックダイヤグラム 
 
本論文で設計を行う 511 入力の場合について待ち状態の回避ができる中間層のニュ
ーロン数を調べた結果が図 4-12 である。その結果、中間層のニューロン数が 41 個の
場合、stage1 と stage2 に必要なクロック数が等しくなるので待ち状態のユニットの発
生が回避できる。図 4-12 の結果から、中間層ニューロンの数が 40 以下の場合は
Interface 回路の処理時間が FF 回路のより大きくなり、stage1 が stage2 より処理時間が
大きくなるので stage2 に待ち時間が発生する。なお、中間層のニューロン数が 42 以上
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めには 172 クロックを必要とする。一方で、前節の議論より FF に対して BPL は必ず 2
倍程度の時間を必要とするので FF に 172 クロック、BPL に 344 クロックで完了出来る
場合に stage1 と stage2 に必要なクロックが等しくなり、最速となる。しかし、その為
には 2400 個以上の乗算器を必要とする。これは現実には使えるリソースの制限により
不可能である。従って、限られた乗算器数で最適な並列処理を実現する回路の設計が
必要になる。乗算器数が一定数の元での FF 回路と BPL 回路への分配比率に対する必要
クロック数は式(4.1)と式(4.3)から見積もることが出来る。その結果、フィードフォ
ワード演算に 1040 クロック、バックプロパゲーション学習には 2041 クロックを割り
当てた場合に最速と見積もられる。この時、図 4-11 の stage1 全体の必要クロック数は、
stage2 のものよりも少なくなっており、結果、stage2 の処理時間でパイプライン処理の
時間が決定されるけれども、これが最速の設計である。  
また、本ボード特有の問題であるが本論文で使う FPGA では乗算器と Block Memory
が一つの Module になっており、そのために Module を乗算器として使うか Memory と
して使うのかを選択する必要がある。この FPGA は 328 個の乗算器を内蔵しているが
116 個の乗算器は荷重値を記憶する Memory として利用する必要があるため、実際に


























図 4-13 は、我々が提案した 2stage 疑似バッチ学習ハードウェアシステムで bundle
数による金メッキ端子の問題 2800 個のすべてのパターンが 1 回学習完了するために必
要なクロック数を示している。ただし、bundle 数が 1 の場合はオンライン学習と等価
である。その結果 bundle 数が多くなればなるほど必要なクロック数は減少する。特に、
オンライン学習(bundle 数 1)と疑似バッチ学習(bundle 数 2 以上)の間には大きな差が
あるが bundle 数が 50 を超えてからの変化はほとんどない。そこで、bundle 数 50 以







本章では共同開発の FPGA ボードを用いて実装を行った。Feed-forward 及び Back-
propagation 処理回路とともに高速化のために並列処理とパイプライン処理が可能なハ
ードウェアニューラルネットワークを実装し、高速処理に必要な最適な乗算器の分配
を見積もり検討した結果、Feed-forward と Back-propagation 回路での乗算器の比率は
2:1 と見積もられた。その原因はメモリアクセスによる速度限界の問題で Feed-forward











140 bundle size: 
5,781,180 clocks
Online learning: 
 9,184,000 clocks 
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5.1 Doughnut 形の金メッキ端子問題による動作検証 
 
























30-30-1、学習係数ηは 2-7(0.0078125)、活性化関数の傾き r は 2-5(0.03125)、オンラ
イン学習の時である。その結果、完全に両方の曲線が一致するのが確認できる。また、
33MHz の clock で動作することで 0.8GCUPS、1.75CPS の速度を達成し、１個の製品の
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図 5-2 Bundle 数による収束に必要な時間 
 
図 5-2 は本論文で実装した 511-254-1 ネットワークサイズの HNN を用いて疑似バ
ッチ学習の bundle 数による学習が完了するまでの時間を示した。ただし学習係数η
は 2-7(0.0078125)、活性化関数の傾き r は 2-5(0.03125)である。また、PCI-BUS は
32bit の 33MHz を使用し、異なる初期荷重値で 10 回演算した結果の平均値を示した。
この結果からも図 3-16 の結果と同じく適当な bundle 数が存在することが確認でき、






















数が 200 を超えると working memory が飽和領域に入り、必要な情報が落されるので




バッチ学習の場合、処理速度 4GCPS と 2.1GCUPS の性能を出すことが出来、消費電


































































    Neuron Type            Clock Speed     Update Speed 
      疑似バッチ学習 HNN            33MHz       2.1GCUPS 
Stochastic neuron[20]             30MHz      6.67MCUPS 
Perturbation neuron[21]           20MHz      952.4kCUPS 
Pulse-mode neuron[22]             4MHz       299.6kCUPS 
Spiking neuron[31]              25MHz       416MCUPS 
Deterministic bit-stream neuron[32]      110MHz       0.8MCUPS 
  疑似バッチ学習 HNN              100MHz        20GCUPS 

































本章では Doughnut 形の金メッキ端子の実データの場合、30-30-1 network の online 
learning により 0.8GCUPS、1.75GCPS の速度を達成。0.6μs で判定処理を実現した。
また、Small size 金メッキ端子の実データの場合、 511-254-1 network の pseudo 



























で主成分分析を行う手法が有効であった。3600 次元を 18 次元(0.5%)まで低減可能で









  最適パラメータについて調べた。 12~11=+ ns と 18~172 =+ ns の最適パラメ
ータの式を得た。 
FPGA による実装及び検証を行った。並列処理と pipeline 処理が可能な feed-
forward 回路と back-propagation 回路の実際的な設計方法を明らかにし、実装を行っ
た。 
乗算器の数と FF、BPL 回路で使用する比率によって演算に必要な clock 数を見積っ
た結果、最適な乗算器の比率は Back-propagation に 34%と決定された。 
バッチ学習方式を採用することでユニット単位での pipeline 化を実現し、さらに学
習の収束性を保証するために疑似バッチ学習を提案した。その結果、本システムでは
online に比べて最大 1.5 倍程度の高速化が可能であった。 
金メッキ端子の問題によりシステムの検証を行った結果、30-30-1 ネットワークの
オンライン学習の場合、消費電力は 0.78W、演算速度は 0.8GCUPS、1.75GCPS、 0.6μs
で判定処理を実現した。511-254-1 network の疑似バッチ学習の場合、消費電力は
0.8W、演算速度は 2.1GCUPS、4GCPS、32μs で判定処理を実現した。  
VGA サイズの検査対象に対して判定時間の目標値 0.1 秒を達成した。現在、販売さ
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