The computational burden of running a complex computer model can make optimization impractical. Gaussian Processes (GPs) are statistical surrogates (also known as emulators) that alleviate this issue since they cheaply replace the computer model. As a result, the exploration vs. exploitation trade-off strategy can be accelerated by building a GP surrogate. In this paper, we propose a new surrogate-based optimization scheme that minimizes the number of evaluations of the computationally expensive function. Taking advantage of parallelism of the evaluation of the unknown function, the uncertain regions are explored simultaneously, and a batch of input points is chosen using Mutual Information for Computer Experiments (MICE), a sequential design algorithm which maximize the information theoretic Mutual Information over the input space. The computational efficiency of interweaving the optimization scheme with MICE (optim-MICE) is examined and demonstrated on test functions. Optim-MICE is compared with state-of-the-art heuristics such as Efficient Global Optimization (EGO) and GP-Upper Confidence Bound (GP-UCB). We demonstrate that optim-MICE outperforms these schemes on a large range of computational experiments.
Introduction
Computer models, also known as simulators, are widely used to study physical processes. When run at high fidelity, simulators can become computationally expensive. Optimizing an unknown function f from a set of sequential evaluations is a common task in different fields of science and engineering. The 'standard' mathematical approach in an optimization is to use all the available information contained in the derivatives of any function. However, this is not always the case as many practical applications require to optimize a function f over a domain of interest where derivatives are unavailable, unreliable or computationally prohibitive. For instance, f can be very expensive to compute or may have discontinuous derivatives. These problems are usually referred as a derivative-free optimization or black-box optimization since the analytic form of the function is not known.
The development of different derivative-free algorithms starts in the mid-1960s when the NelderMead (NM) simplex algorithm is invented. The NM algorithm is the most widely used direct search method for solving unconstrained optimization without derivatives [58] . Since then, a lot of studies have been done in the area with significant improvements [5, 46, 64] . Many derivative-free algorithms, such as the Genetic Algorithm, Random Search method, and Particle Swarm optimization have been proved to be reliable techniques for finding the global optimum. However, they often need a large number of function evaluations, and therefore a lot of computational resources, which renders them unaffordable for computationally expensive problems.
Nowadays, surrogate-based optimization strategies are intensively used due to their efficiency in solving a computational expensive optimization problem by reducing the number of function evaluations. During the optimization procedure, a statistical surrogate model replaces and accurately represents, the computer model. It is mainly used for gaining insights about the characteristics of the unknown function and making fast predictions without evaluating the computationally expensive simulator. A variety of surrogate-based optimization techniques have been proposed in the literature [9, 25, 32, 35, 37, 52, 56, 63] . Kriging, also known as Gaussian Process (GP) modelling, is the most popular and commonly used statistical surrogate model due to its ability to effectively provide an uncertainty estimation of the prediction. Krigingbased optimization techniques have been used to deal with constrained problems [71, 53, 60, 81] , single objective problems [22, 34, 35, 41] and multi-objective problems [16, 23, 45] .
The most successful kriging-based optimization technique is the Efficient Global Optimization (EGO) algorithm proposed in [41] . At the beginning, a GP model is fitted based on an initial design set. Then, the algorithm follows an iterative procedure where, at each iteration, a new candidate point is chosen by maximizing a sampling criterion called Expected Improvement (EI) and then, the GP is re-fitted again considering the updated design set. The traditional EGO algorithm is also extended into a parallel optimization scheme, by which multiple candidate points are chosen at each iteration. Such a strategy is the q-EI, proposed in [26] , where a batch of q points are added to the design set, at the same time, by maximizing an approximate expression of EI. Different developments of the parallel EGO algorithm can be also found in [24, 75, 82] .
Srinivas et al. [77] developed a new GP optimization algorithm that chooses the new candidate points that maximize the upper confidence bound (UCB). The optimization of the unknown function f is formalized as a multi-armed bandit problem where the GP predictive uncertainty is used to control the exploration and exploitation. The performance of the GP-UCB algorithm is measured according to regret, the difference between the actual maximum and the best result achieved, or the cumulative regret (sum of the regrets), the loss incurred due to not knowing the f 's maximum value. The objective is to minimize the cumulative regret or maximize the sum of rewards, which essentially is the same as maximizing the black-box function. In contrast to EGO-based algorithms where the convergence rates remain elusive [8, 80] , Srinivas et al. [77] give the first theoretical bounds of cumulative regret, for functions sampled from a GP, which can be translated into convergence rates for GP optimization. A technical connection between the multi-armed bandit setting and the experimental design is also achieved as the regret is bounded by an information gain quantity used as a sampling criterion [47] . A theoretical analysis under the multi-armed bandit setting can be found in previous studies but these were not applicable in a GP framework [1, 20, 44, 50] .
The trade-off between exploration and exploitation for the contextual GP bandit problems is addressed in the Contextual Gaussian Process Bandit Optimization (CGP-UCB) algorithm proposed by Krause et al. [48] . The pay-off function corresponding to context-action pairs is modelled as a sample from a GP over the context-action space. A multi-fidelity version of the GP bandit problem was investigated by Kandasamy et al. [43] where the MF-GP-UCB algorithm, an extension of GP-UCB, aims to eliminate the low function value regions using cheap lower fidelities and focus on a small, but promising, region using a sequence of successively higher fidelities. When the unknown function is sufficiently smooth and the set X compact and convex, X ⊂ R d , the performance of GP-UCB is reduced due to the increase in cardinality |X |. To overcome this issue and control the discretization error, it has been proved that GP-UCB can be run using the settings for finite set [76] . An improved version of the GP-UCB is also suggested by Contal and Vayatis [15] where, to precisely control the discretization error, a sequence of uniform discretizations are constructed using genering chaining that leads to tight bounds.
Following Srinivas et al. [77] approach, and under the exploration-exploitation framework, different sequential optimization schemes have been proposed in the literature, which incorporate a parallel strategy: multiple evaluations are performed in parallel whereby a batch of multiple input points is selected at each iteration. A batch optimization strategy was first introduced by Azimi et al. [2] , using the Monte-Carlo as an alternative to GP, based on the idea of simulation matching. Choosing the level of parallelism and whether to sequentially evaluate the function or evaluating it on a batch mode, was studied by Azimi et al. [3] : the batch size is adaptively changing based on the expected prediction error. The connection between the multi-armed bandit and the experimental design was introduced by Srinivas et al. [77] and extended by Desautels et al. [21] . Precisely, two algorithms accommodate the parallel strategy and the batch execution: the GP-BUCB, which selects at each iteration a batch of fixed size, and GP-AUCB, a variant of the first algorithm, which adaptively exploits parallelism to choose a batch of input points where its size is based on the amount of information gained about the unknown function. The cumulative regret bounds are provided for both algorithms.
By combining two strategies to determine the input points for each batch of a fixed size, the GP-UCB-PE algorithm, proposed by Contal et al. [14] , aims to maximize an unknown function with the lowest possible number of function evaluations. Specifically, the UCB policy is used to select the first input point by balancing the exploration and exploitation whereas the remaining input points are chosen using the Pure Exploration (PE) strategy from regions which contain the true optimum with high probability. The PE step follows a greedy strategy where the input points are chosen one by one based on the Advanced Learning MacKay (ALM) [55] , an adaptive experimental design which maximizes the information gained about the unknown function. As a result, only the input points that maximize the information gain quantity, as in the work of Srinivas et al [77] and Desautels et al. [21] , are chosen. Under the GP framework, the information gain quantity is computed based on the predictive variance.
In this paper we propose a new surrogate-based optimization scheme which is built upon Contal et al. [14] and Beck and Guillas [4] . It aims to maximize a complex and a computational expensive function with the lowest possible number of function evaluations. As in Contal et al. [14] , a batch of input points is chosen, at each iteration, in a two-step process. The first input point is chosen based on the UCB policy whereas the remaining points are selected via the PE strategy, one by one. The PE is based on MICE (Mutual Information for Computer Experiments), an adaptive experimental design [4] which is the improved version of the sequential Mutual Information (MI) algorithm [49] . In the PE step, the uncertain regions are explored and the input points chosen are the ones that maximize an information theoretic mutual information measure.
The paper is organized as follow. Section 2 states the problem and gives the background as well as some basic knowledge about surrogate models and experimental design. A description of the optim-MICE algorithm is given in Section 3. The optim-MICE algorithm is compared with other related optimization methods on different computational experiments. The algorithm settings used in each technique and computational experiment are shown in Section 4. The results and discussion about the computational efficiency, and performance of the optim-MICE algorithm compared with the alternative methods, are presented in Section 5. We finally conclude in Section 6.
Problem Statement and Background
The current study addresses the problem of sequentially optimizing an unknown function. Let f : X → R be our unknown function with X ⊆ R d , compact and convex. The aim is to find with the lowest possible number of function evaluations, the maximum of the unknown function
where x * denotes the true location of the maximum of f . At each iteration t, a batch of K input points (x k t ) in X are chosen and then, the function values at these locations are simultaneously obtained.
A common sequential design strategy to optimise a black-box function is the Bayesian Optimization where a probabilistic model is firstly built and then, an acquisition function is used to determine the new input points by satisfying some optimality criterion. Although the Bayesian philosophy is not adopted in this study, the Bayesian Optimization framework is followed to tackle the sequential batch optimization problem. A well known probabilistic model used in black-box optimization is the GP regression due to its flexibility and tractability [74] .
A GP regression is also widely used as a statistical surrogate model, also known as emulator or meta-model. Indeed computer models are often complex and computational expensive black-box functions and thus make activities such as optimization, sensitivity and uncertainty analyses impractical. To overcome this issue, a statistical surrogate model is used as a mean for designing and analysing computer experiments. Surrogates models, and more precisely GP emulators, can represent complicated functional forms with the aim to approximate the inputoutput behaviour and accurately represent the analytical model even with extensions to time series of outputs [59, 70, 31] .
Gaussian Process
A GP enforces implicit properties of the unknown function f without relying on any parametric assumptions. By modelling f as a sample from a GP, a certain level of smoothness, and correlation between nearby locations can be formalized. A GP is a continuous extension of multidimensional normal distribution, defined by the mean function m(x) and the covariance function c(x, x ). The unknown function f can be thought as a Gaussian random function and its output y = f (x) can be described as GP:
where
and
The covariance function is defined as c(x, x ) = σ 2 K(x, x ): a product of the process variance (σ 2 > 0) and a correlation matrix K. The mean function is often set to zero so as to let the variation in the data be explained by the covariance function [62] . The covariance functionalso known as kernel -is at the heart of the GP as it encodes the properties of f . Unlike the mean function which can be chosen freely, an arbitrary covariance function, in general, is not valid as it has to be a symmetric positive semi-definite function. A range of the different class of covariance functions can be found in Rasmussen et al. [62] but the most commonly-used are:
+ where the length-scale for the i th input dimension is l i > 0. The degree of smoothness is controlled by 0 < p ≤ 2 with a typical default choice 2 [69, 29] ,
• Matérn with length-scale l i > 0, ξ = (l 1 , . . . , l d ) T , and parameter ν which controls the smoothness level,
where Γ ν is the Gamma function for ν and J ν is a modified Bessel function of order ν > 0. A common choice for the degree of smoothness are ν = 3/2 and ν = 5/2 [79, 57, 66] .
The uncertain parameters can be modelled using a Bayesian approach [28, 33, 62] . However, the current study adopts the Design and Analysis of Computer Experiments (DACE) framework proposed by Sacks et al. [68] . The GP regression not only offers a prediction at a new input point but also provides an estimate of the uncertainty in that prediction [68] . Conditionally on the training outputs after T iterations, Y T = [y t , . . . , y T ] T at points X T = {x t , . . . , x T }, the process is still a GP and the predictive distribution of the output at a new input points x, also known as test points, is a multivariate normal with meanŷ(x) and varianceŝ 2 (x):
T is the vector of covariances between the input points already chosen and x and K T = [(x, x )] x,x ∈X T is the covariance matrix.
Experimental Design
The computational complexity of a computer model often only allows to perform a limited number of runs. To minimize the computational cost, and maximize the information gained about the unknown function, an experimental design is used where an efficient set of input points (n design points) is chosen strategically based on various optimization techniques [69, 68, 39] . The experimental design strategies are classified mainly into two categories: space-filling designs and adaptive designs.
Space-filling designs choose all the design points before computing any function evaluation.
All regions of the design space are treated as equally important and, as a result, a certain amount of computational time is wasted because unnecessary regions are explored. Examples of space-filling designs are uniform designs, maximin and minimax distance design and Latin Hypercube designs (LHD) [68, 61, 73] . The current study focuses on the adaptive designs which, compared with space-filling designs, can be sometimes computationally expensive but often more effective [4] . In adaptive designs, only the most informative input points are included in the training data set by optimizing, at each step of the experimental design process, a specific design criterion [4, 69, 28, 51] . The design points are chosen sequentially, often one-at-a time or in batches, from regions where uncertainty is large. The adaptive designs described below measure an information gain quantity which can serve as a criterion for designing computer experiments [19] . For convenience, X G is a discrete design space, (G for grid, X G ⊆ X ⊆ R d ) with n G number of points, initial design is defined as (X k , y k ) with k number of points, X cand (X cand ⊆ X G ) is defined as the set of N cand candidate points. The three main criteria are:
• Active Learning MacKay (ALM): At stage k the algorithm, proposed by MacKay [55] , chooses the next design point x k+1 that maximizes the predictive variance (8) of the GP,
It is not as computational expensive as other sequential designs but tends to place many points in the boundaries of the design space. As the dimension size d is increased, the number of boundary points grows as well. Various studies also state that the boundary points are less informative than nearby interior points [4, 10, 28, 49] .
• Active Learning Cohn (ALC): At stage k the algorithm, proposed by Cohn D. [13] , sequentially selects the next design point x t+1 that yields the largest reduction in predictive variance over the input space,
is the variance of the design point x , which is already in the training data set, before observing the output at x k+1 andŝ 2 k∪x (x ) is the variance at x when the new point x k+1 is added in the design. The integral is often approximated by a sum over a reference set, a grid of n ref reference points, that is,
Compared with the ALM, ALC is computationally more expensive but it performs better as it examines the effect of each point from the candidate set over the entire domain [28, 72] .
• Mutual Information for Computer Experiments (MICE): This algorithm, proposed by Beck and Guillas [4] is based on the information theoretic mutual information measure given by Cover and Thomas [17] where the objective is to maximize the mutual information between the chosen design points and input points which have not yet been selected.
It is a modified version of the mutual information criterion (MI) [49] . MI is described as the reduction in the uncertainty of one random vector due to the knowledge of the other. At stage k, the algorithm selects the next design point x k+1 that maximizes the difference,
For GPs, the optimization problem is written as
, the set (finite grid) with points that have not been selected yet and τ 2 s , referred as the nugget parameter, is the extra parameter added in the correlation matrix K of the GP on X G \ (X k ∪ x) to achieve robustness, smoother predictions and flattening of the GP's variance [4] . In theory, the nugget parameter can take any positive value, but in practice, an ideal value is close to 1.
GP Bandit Setting
The strategy followed to find the optimal value in the proposed optimization scheme is to achieve a balance between exploration and exploitation. The idea is to gather more, or enough, information about the objective function by exploring the uncertain regions and then, make the best decision by exploiting (here optimizing) all the available information already known. The trade-off between exploration and exploitation has been studied in various studies within machine learning [18, 36, 42] and often seen as a multi-armed bandit problem [77, 1, 7, 65] .
A multi-armed bandit problem is a sequential decision making problem where at each time step of a time horizon T , the algorithm chooses one of the available arms (i.e. candidate points) and calculates its reward [65] . When GP optimization is formulated as a bandit problem, the value of the unknown function at the chosen point x t is seen as the reward and the aim is to maximize the sum of rewards T t=1 f (x t ). A standard performance metric of the whole strategy of a bandit problem is the cumulative regret which measures the loss in reward due to not knowing the maximum value of f . To ensure that the strategy is performed well at each time step, the simple regret, r t , is calculated at each iteration t as r t = f (x * ) − f (x t ). Theoretical analysis of algorithms aiming to maximize the sum of rewards, under the multi-armed bandit setting, can be found in various studies [77, 50, 2, 21, 14, 30] .
The overall optimization performance is affected by whether a balance between exploration and exploitation is achieved [11] . To do that, acquisition functions are used that not only control the exploration-exploitation but also guide us on searching for the maximum [6] . They are constructed based on the estimates obtained from the GP emulator and the current best value f (x * ) achieved at each time step. A trade-off parameter, β, is added in their formulation to balance exploration and exploitation. Even if the value of the trade-off parameter has been examined in various studies, it is always left to the user [40, 54] . Among the popular choices are:
• Probability of Improvement (PI): the point with the highest PI over the best point seen so far is selected. PI is computed as
where Φ(·) is the normal cumulative distribution function.
• Expected Improvement (EI): it considers not only the PI but also the magnitude of the improvement a point can potentially yield. The point that maximizes EI is the point that improves the unknown function the most. Under the GP, its closed form is computed as [35, 41] EI
where φ(·) and Φ(·) denote the probability density function and cumulative distribution function of the normal distribution respectively.
• Upper Confidence Bound (UCB): the next point for evaluation is the one that maximizes the UCB which is computed, under the GP [77] , as GP-UCB(x) = arg max
3 optim-MICE: The Algorithm
The newly developed sequential surrogate-based optimisation scheme follows the two-step approach of a Bayesian Optimisation framework even if Bayesian approach is not fully adapted. Firstly, the Gaussian Process regression, which is the probabilistic model, is built and then, the Upper Confidence Bound (UCB) is used, as the acquisition function, to determine at which points the black-box function will be evaluated next. At each step of the optimization process, the GP is refined by considering the new input points observed x k t 1≤k<K
, which are chosen in batches of a fixed size K. As in GP-UCB-PE, the first point in chosen based on the UCB policy whereas the K − 1 remaining points are chosen via the Pure Exploration strategy.
This section gives an overview of the optimization scheme and how the new input points are chosen at each step. It also shows the technical connection between the multi-armed bandit and experimental design, as first shown in Srinivas et al. [76] and later in Contal et al. [14] . A simple example of the optim-MICE is illustrated in Fig. 1 .
Confidence Region
Under the GP framework, the predictive distribution at any input point x t is again a multivariate Gaussian distribution, GP (ŷ(x t ),ŝ 2 (x t )) (as given in (7), (8)). Using this property, we can define a confidence region in which the unknown function f is included with high probability. The confidence region is formed based on the well-known confidence interval. The confidence bounds are constructed as in the GP-UCB acquisition function (16) and defined as:
where f + t is the upper bound, f − t is the lower bound,ŷ(x t ) is the predictive mean andŝ 2 (x t ) the predictive standard deviation. The width of the confidence region is regulated by the value of the trade-off parameter β t . It controls the exploration and exploitation, namely the balance between exploring the regions with high uncertainty (regions with high predictive variance) and focusing on the supposed input point of the maximum (input point that might give the highest reward). The first input point, x 1 t , of each batch, is chosen based upon the UCB policy and it is the one that maximizes the upper bound, or the GP-UCB acquisition function,
Figure 1: Illustration of optim-MICE applied in 1-dimensional test function. The grey area shows the confidence region and is bounded byf
The first input point, x 1 , is chosen based on the UCB-policy. The y • t is represented by the horizontal yellow line whereas the relevant region, R t , is the yellow area. The black dashed lines shows the updated upper and lower bounds after having selected x 1 . The second input point x 2 is chosen using the Pure Exploration strategy.
Relevant Region
Having now specified the region which contains the unknown function f with high probability, a further reduction of that region is obtained where the true location of the maximum, x * , of f belongs with high probability. The relevant region, R t , is defined as
where y
• t is the lower confidence bound on the maximum, y
. At every iteration t, only the locations that might contain the true optimum of the unknown function f with high probability are kept in the relevant region, see Fig. 1 .
Parallel Evaluations using MICE
Applying the parallel strategy, we are able to choose a batch of K input points at each iteration t. The K − 1 remaining input points are selected via Pure Exploration. We restrict our attention to the relevant region R t . The objective at this step is to maximize the information gain about the unknown function by selecting the most appropriate input points.
In order to choose the next input point x 2 t , we calculate the MICE criterion (13) for all the points available for selection. The point that is selected and added in the batch is the one that maximizes the MICE criterion. For all 1 < k < K, using a greedy strategy the new input points are selected, one by one,
whereŝ 2 t is the updated variance after the next input point is chosen and included in the batch. The predictive variance does not depend on the unknown function evaluation but only on the actual location of the next input point x k t . After choosing the K − 1 input points, the uncertainty about the unknown function is reduced and the guess about the upper bound in the next iteration is improved. The overall procedure is shown in Algorithm 1.
Algorithm 1 optim-MICE
for t = 1, . . . , T do
Computeŷ t andŝ t with Eq. (7) and (8)
Compute R t with Eq. (19)
Computational Experiments
The empirical performance of the proposed method is compared with the GP-UCB-PE algorithm [14] and the q-points EI [12, 27] , a multi-points criterion for parallel global optimization based on the well-known EGO, on different optimization test functions. In this study, the GP-UCB-PE and the q-points EI are referred to as UCB-ALM and qEGO, respectively. The test functions have been selected to cover different input dimensions (from 2 to 6) physical properties, and shapes [38] . Despite the fact that none of the test functions is expensive to evaluate, a meaningful study of the performance of the proposed algorithm can be conducted assuming that these functions are computationally expensive. It is expected that the proposed algorithm will behave the same on truly expensive functions as in test functions with similar surfaces.
The computational efficiency of the optimization algorithms is measured by calculating the cumulative regret; the loss incurred at iteration t due to not knowing the input points where f is maximized beforehand. Since the goal is to find the maximum of an unknown function with the lowest possible number of function evaluations, the different optimization schemes are compared in terms of the mean number of function evaluations (over multiple trials) required to get a solution with relative error < 5% and < 1%. The relative error is given by |f best − f * |/f * , provided that f * = 0, where f best is the best solution obtained by an algorithm and f * is the true optimum. To meet the relative error requirement of < 5% and < 1% the target values for each optimization test function are calculated and presented in Table 1 . In case where the global optimum is zero, the target values are calculated based on the range of all the possible function values ensuring that the relative error is met.
Experimental Set-up
In reality, the computational resources are limited, each function evaluation is costly, and the true optimum of a black-box function is unknown. The total number of function evaluations is restricted and unavoidably needs to be set in advance. So in this study, the total number of function evaluations is chosen before the optimization process starts for all the computational experiments. This number is depended by the size of the initial design drawn (N init), the number of iterations (T ) and the batch size (K). Since the number of evaluations is a comparison metric for the current study, and to keep consistency, all the algorithm settings are chosen to be the same for all optimization methods. Table 1 gives the basic information of the test functions used in the current study and summarizes the domain and target values for each one of them.
The initial input points are sampled using a maximin-distance design LHD. Regardless the number of dimensions, the optimization procedure for each experiment starts with an initial design of N init = 2 input points. One may increase the size of N init so as to cover better the input space with more points and possibly find the true optimum in fewer function evaluations. However, the effectiveness of using an adaptive design will not fully be achieved and this might lead to evaluate the unknown function over regions where uncertainty is low.
During the optimization process, T × K input points can be sequentially added in the design and therefore, in addition to the N init runs, a further T × K evaluations can be performed. If the size of the resulting design is not restricted then choosing a bigger batch size gives the opportunity to explore more the uncertain regions without spending computational time re- estimating the GP parameters, but this increases the number of times the costly function is evaluated. In the current study, the batch size is kept fixed for all the optimization methods, regardless of the dimensions: at each time t, a batch of K = 5 input points are selected. The number of iterations T is changed according to the number of dimensions.
The optimization results are affected by the size of the candidate set. Having a large number of candidate points increases the chances to end up with more input points in the Relevant Region and be closer to the true optimum but, it also increases the computational time needed to examine all the candidate points regardless of design criterion. On the other hand, with a small candidate set, we might need more function evaluations to find the true optimum and might not fully benefit from the parallel exploration as the number of candidate points available for selection in the Relevant Region might be less than the predefined batch size K and therefore, the knowledge that we could obtain at each iteration for the unknown function will be minimum.
Due to the limited computational budget, only a certain number of candidate points can be examined using the MICE criterion. As a result, to cover the whole search space and ensure that enough candidate points have been placed in the important regions, 10 4 input points are initially sample using LHD where only a subset of them, which is randomly chosen, is examined with the MICE criterion. For convenience, the number of input points in the search space is defined as N search = 10 4 whereas the candidate points available for selection N cand. At each time step t, a new search set of size N search = 10 4 is sampled and therefore, after the locations where x * does not belong with high probability are discarded, a new set with a number of candidate points N cand is chosen for the PE. The number of candidate points, N cand, is fixed at each iteration. For computational experiments with higher dimension, the size of the candidate set is chosen to be bigger.
For the UCB-ALM, all the input points included in the search set (N search = 10 4 ) are examined with the ALM criterion because its computational cost is low. Therefore, the number of candidate points available for selection is N cand = 10 4 . The qEGO method is performed in R using the DiceKriging and DiceOptim, two packages which are built for the approximation and the optimization of black-box functions and include the q-EI criterion [67] . Specifically, at each iteration, a batch of input points is obtained by maximizing the multipoint EI criterion using a hybrid genetic algorithm. To overcome multimodality of the EI function, and keep accuracy, the default settings are kept, which does not allow us to specify the values of N search or N cand. Furthermore, in the qEGO method, a GP model can only be fitted when the number of initial design points is bigger than the number of dimensions. As result, the N init for the qEGO method is not kept fixed for all the computational experiments and is increased accordingly. To get an accurate measure of the performance of all the optimization schemes, 50 trials of each of these algorithms on each test function are performed where each trial uses a different random seed. Table 2 gives a summary of the algorithm settings used for each optimization method.
Results and Discussion

Computational Efficiency
We compare optim-MICE with alternatives on 50 runs over 16 different computational experiments, see Fig. 2a, 2b and Table 3 . The 2-dimensional experiments examined are W-shaped (E 4, E 6), steep ridges (E 5), valley-shaped (E 7), plate-shaped (E 8) with either one global maximum or more (E 1) and sometimes with many local maxima (E 2). Regardless of the surface and the complexity of the function, UCB-MICE and UCB-ALM are doing definitely better than qEGO as all the best solutions obtained in each trial (summarized in box-plots in Fig. 2a  & 2b) are closer to the true optimum. For E 1, E 3, E 5, E 6 and E 7, the target values and the true optimum in all the 50 trials performed are fully achieved (Table 3) . For E 2, E 4 and E 8 not all the trials are successful as some of them do not get a solution within 1% and/or 5% of the global maximum. However, the mean best solution, for both ALM-and MICE-based algorithms, always give a value close to the true optimum. On the other hand, considering the spread of the solutions obtained in qEGO and the small number of the successful trials, the behaviour of algorithm can be unstable and the optimum achieved can be far away from the targets. A substantial difference between UCB-ALM and UCB-MICE can be noted on the mean function evaluations required to meet the target values. Using UCB-MICE, the target values can be achieved faster, with fewer function evaluations, which imparts confidence in the computational efficiency of MICE.
In the higher dimensional experiments, the computational complexity increase and the target values are harder to achieve. Again, using UCB-MICE surpasses the other two approaches, as for all the experiments (E 9-E 16) the number of successful trials is greater. To get a solution with a relative error < 5% and < 1%, with optim-MICE, requires less function evaluations and therefore less computational resources. For example, a solution with a relative error < 1% for the E 9 and E 15 is achieved by evaluating the function 10 and 14 fewer times, compared to the other algorithms, respectively ( Table 3 ).
The summary results for the experiments E 9, E 13, E 14 and E 15 presented in Fig. 2b suggest that optim-MICE outperforms competing methods. The exact shape of E 9 and E 15 (Hartmann function) is unknown but it is well-known that it is a relatively smooth function with very few modes. The mean best solution for the 3-and 6-dimensional cases indicates UCB-ALM and UCB-MICE are doing better than qEGO. A difficult test case is E 14 (Michalewicz 5d) because part of the surface is plateau, which often hampers the search process of the optimization algorithm as these areas do not offer any information, and has steep ridges. The complexity of the function does not seem to be a problem in the 2-dimensional case (E 5) but here, all the algorithms struggle to achieve the target values and find the global maximum. Comparing the three methods, optim-MICE does significantly better than the alternatives as, in most of the 50 trials performed, the best solution achieved is closer to the true optimum.
The global optimum of E 10 (Rosenbrock) is located in a long narrow valley which makes the exploration process of an optimization algorithm even slower. Using either the ALM or MICE criterion, it is ensured to achieve the target values and a solution closer to the true optimum. As in E 7, which is also a valley-shaped function, so too in E 10, the function values obtained with qEGO are far away from the true optimum indicating its difficulty to find the uncertain region. For most of the global optimization methods relied on heuristic techniques, E 11 (Powell) is an easy problem [78] whereas for other methods, including the proposed algorithm, it is a challenging test case. Considering the summary results in Fig. 2b , UCB-MICE and qEGO are significantly better than UCB-ALM. What attracts the attention here is that with qEGO the mean function evaluations required to get a solution within 5% of the true optimum is much lower, and the number of successful trials is higher, than the alternatives but none of the trials performed gets a solution with a relative error < 1%. On the other hand, with UCB-MICE, the best solution achieved is even closer to the true optimum.
Both functions, E 12 (Sphere 4D) and E 16 (Trid 6D), have a bowl-shaped surface but, based on their 2-dimensional illustrations, the uncertain region of E 12 is in the middle of the surface while Trid's global maximum is positioned towards the edge. In contrast with UCB-ALM,
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Six-Hump2D (E 7) Zakharov2D (E 8) UCB-MICE spots the uncertain region of E 12 faster and the mean function evaluations required to achieve the target values is smaller. This is also in line with the structure of the MICE criterion which, at each time step, forces us to choose a new point that yields the least uncertainty between itself and the unselected input points. This point is usually 'central' with respect to points that have not been selected yet [49] . As ALM tends to place many points in the boundaries of the design space, it is expected to find the uncertain region faster and perform better in E 16. The number of trials that found a function value within 5% of the true optimum is higher than in UCB-MICE but none of the trials got a solution with a relative error < 1% (Table 3) . Considering the range of the best solutions achieved in the 50 trials (Fig. 2b) , it can be stated that the overall performance of optim-MICE is better. Fig. 3 shows all the design points chosen for E 1 (Branin), from each algorithm, of the trial with the best (left) and worst (right) solution. The Branin function is a 2-dimensional case
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Hartmann6D (E 15) Trid6D (E 16) with three global maxima therefore, with three regions where uncertainty in higher. Choosing the design points based on the MICE criterion proves to be advantageous as in both trials, best and worst, the uncertain regions are fully explored without spending computational time on unnecessary areas. Although with the ALM criterion the uncertain regions are also successfully spotted on both trials, an amount of computational time is spent exploring unimportant regions and evaluating the objective function on locations far away from the true optimum. It also tends to push a number of design points near the boundaries which might make it attractive for cases where the optimum is in the edges. Considering the input points chosen with qEGO, the visited locations are spread around the entire design space. As in the best trial, so too to the worst trial, it lacks the ability to identify the important regions, and stick to them, which results in a bad design set and often the true optimum is not found within the predefined (0) 23 (50) 21 (50) 8(6) E 3
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Numbers in bold indicate the best result achieved among the three optimization schemes.
time horizon. The information gained about the objective function from the chosen points is limited, and a valuable computational time is wasted on evaluating it on unhelpful locations. A possible reason that might affect the overall performance of qEGO is the small number of initial points: at the initial stage of the optimization, the knowledge is minimal and the right direction is difficult to be found.
The way how qEGO explores the input space looks to be beneficial when the true optimum is not isolated in a small region of the search space. Such examples are E 4 and E 8, where the uncertain region covers a huge area and is not interrupted by ridges or drops. Despite the fact that qEGO could not achieve the target values in most of the trials performed in E 4 or E 8, and the mean best solution is far from the true optimum (Fig. 2a) , for the ones that perform well, the average function evaluations required to a get a solution with a relative error < 5% and < 1% is much lower compared with the other methods. By slightly increasing the number of initial design, and the corresponding initial computational cost, qEGO could possibly perform better in some particular experiments. The computational efficiency of the three algorithms is further examined by calculating the simple regret. Fig. 4 shows the evolution of the mean simple regret for nine of the experiments. The small plots are zoomed around the most interesting part. The mean simple regret is calculated based on the true optimum and the mean current solution taken of the 50 runs.
In more details, with ALM-and MICE-based criterion, the regret in E 1 converges to zero after the same number of function evaluations whereas, with qEGO, this never happens in the specified time horizon. A difficult case for all the algorithms, as it is mentioned earlier, is when the objective function has many local maxima. Such a case is the E 2 where, with qEGO, even if a lot of function evaluations are performed, the regret is not converging to zero. In contrast, the decay of regret is done faster in UCB-ALM and UCB-MICE but, to converge to zero and get a solution literally close to the global maximum both need a lot more function evaluations. The efficiency of the search process followed by the MICE-based algorithm is also noted in E 7, E 8, E 13 and E 16 as the convergence is achieved in fewer function evaluations than in alternatives. In terms of qEGO, except in E 9 where it seems to struggle a lot, in all the other experiments the regret decreases, but slowly, and does not converge to zero within the predefined time period common to all methods. As it is expected, despite the improvement seen in E 14 during the optimization procedure, the complexity level of the function affects the algorithm's search process. To achieve convergence with any of the three methods, more function evaluations would be required, and tuning the algorithm settings would be also helpful. Overall, considering the fast decay of the regret, it can be stated that UCB-MICE finds the uncertain region and gets a solution close to the true optimum in less computational time, regardless of dimensionality and complexity of the function.
Tunning Settings
The main settings of optim-MICE are the number of iterations (T ), the batch size (K ), the number of input points in the search space available for selection (Nsearch) and the number of candidate points ready to be examined with MICE (Ncand ). To understand their effect on the proposed algorithm, a simple sensitivity analysis is performed on four of the experiments: Hosaki 2D (E 4), Sasena 2D (E 6), Rosenbrock 3D (E 10) and Hartmann 6D (E 15). Specifically, one setting is varied while others remain fixed. In total, 12 different scenarios are presented and compared over each test function. The base scenario has the same algorithm settings as in the previous section ( Table 2 ). The effect of the main settings on the overall performance of the algorithm, and whether its computational efficiency is improved, are also examined in a scaled version of f (x). At two different levels, Hosaki 2D (E 4) and Rosenbrock 3D (E 10) are both scaled vertically and horizontally, by varying one algorithmic setting at a time, and compared with the non-scaled version. As before, 50 trials performed for each scenario.
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50 (44) 51 (47) 51 (45) 56 (29) 60 (31) Numbers in bold indicate the algorithm setting that is varied in each different scenario. Grey-coloured column shows the best scaled version of f (x) Tables 5 and 7 show the best solution achieved, the mean best solution and standard deviation as well as the average number of function evaluation required to get a solution with a relative error < 5% for E 6 and E 16, respectively. Tables 4 and 6 show the average number of function evaluations required to achieve the target values for E 4 and E 10 under different scaled versions. The results of the 50 trials are summarized in Fig. 5 and 6 . The computational efficiency is also measured by calculating the cumulative regret for each different scenario, see Fig. 7a & 7a. The simple regret is here empirically calculated based on the trial which achieves the best solution.
By increasing the number of iterations the mean best solution is closer to the true optimum, the standard deviation, as expected, becomes smaller and more trials succeed to get a solution within the acceptable level of error. But does the overall performance get better? Clearly, a small number of iterations can affect the precision of the results and the solution obtained can be far from the true global maximum (e.g. in E 4, E 6 and E 10). Considering the mean simple regret, the convergence to zero can be achieved but this happens only in a later stage as it requires more computational time. If the computational time is not a constraint, a higher number of iterations can be beneficial and add value to the entire optimization process but not always. For example, in E 4 and E 10, the more iterations performed the better the mean best solution is, whereas in E 6 and E 15, after a certain number of iterations there no substantial improvement and a lot of computational time is wasted. The amount of exploration needed is not known beforehand but it can be controlled by the size of the batch. Using a small batch size, the uncertain regions are not fully explored and the mean best solution is far from the optimum (e.g. E 4, E 10). In this case, there is a high possibility to fail to achieve the target value (e.g. when K = 2, Tables 4-7) , or the regret decays after performing a lot of function evaluations and often fails to converge into zero ( Fig. 7a & 7a ). On the other hand, a large batch size helps the algorithm in the search process in the very first few iterations, where the knowledge about the unknown function is limited, and always ensures a good solution. As more input points are chosen in each iteration, the regret decays straight away indicating that the uncertain region can be found in few function evaluations ( Fig. 7a & 7a ).
But having a larger batch size does not always guarantee a massive improvement of the overall performance of the optimization. For example, in E 4 and E 10, a larger batch size gets a solution even closer to the true optimum but not as close as if more iterations would be performed, in E 6, a batch of 10 or 15 input points does not make substantial difference whereas in E 15, a batch of 5, 10 or 15 input points yields almost the same mean best solution. Once the uncertain region is found, the progression can be slow and the convergence to zero can only be achieved after a lot of function evaluations (Fig. 7a & 7a) . A possible reason might be that the explored region is tiny and the new candidate points drawn are almost identically which makes it much harder to see an improvement. What it is also worth mentioning is that by increasing the batch size, the number of function evaluations required to achieve the target value is also increased, and compared with the scenarios where the number of iterations is increased, that number is much bigger. This indicates that exploring the search space more than what is needed is not always computationally efficient despite the better solution that can be achieved.
Although optim-MICE is computationally more expensive than the other two alternative schemes, it is more effective. The quality of the points added in the design at each time step is better and as a result, the true optimum is achieved in less function evaluations. Due to the limited computational resources, MICE is only examined on a certain number of candidate points. If the number of potential design points included in the search space is small and the same as the number of candidate points (e.g. N search = 50 and N cand = 50, Table 4 ) which are used for the exploration part, the uncertain regions are not fully explored, the solution is often far from the true optimum and the regret converges to zero after a lot of function evaluations. There is also higher possibility to fail to achieve a solution with a relative error < 5% because, considering the results obtained in the four experiments (Tables 4-7) , only half of the 50 trials performed are successful. In contrast, as it is expected, having a high N search, the target value is found in less computational time and the decay of regret is done faster.
The number of candidate points examined by MICE is a vital setting to the overall performance of the algorithm. Despite the fact that in the ALM-based algorithm a much larger number of candidate points are examined at each iteration, the results in the computational experiments show that the MICE-based algorithm still performs better even with a smaller candidate set. Considering the results obtained in the four test cases, a larger set of candidate points gives a solution even closer to the true optimum with the lowest possible number of function evaluations. The proposed algorithm performs also well with a small candidate set, as the mean best solution is still within an acceptable distance from the true optimum, however, with a larger set, the average number of function evaluation required to get a solution with a relative error < 5% is much lower (Tables 4-7) . How fast the regret decays depends on the complexity of the function, but having a large number of candidate points allows the convergence of regret to zero in fewer function evaluations (Fig. 7a & 7a ). Compared with the non-scaled version, scaling E 4 either vertically or horizontally does not make a substantial difference in the solution achieved. Overall, the best solutions achieved from all the 50 trials in each scaled-version, shown in box-plots in Fig. 5 , are very close to the solutions achieved in the non-scaled version. In the scaled-versions, the mean best solution obtained in each scenario is almost the same with the vertical scaling by 0.5 (y = 0.5f (x)) and 2 (y = 2f (x)) being slightly better than the others. As in the non-scaled version, in the scaled ones, by increasing the number of iterations and the batch size and choosing the design points from a larger candidate set, the computational efficiency is improved. What is really achieved by scaling vertically the function in E 4, especially by 0.5, is that the mean function evaluations required to get a solution with relative error < 5% is lower than in the other examined versions (Table 4) . Therefore, the true optimum can be achieved in less computational time.
The advantage of scaling the objective function is better shown in E 10. Fig. 6 , which summarizes the best solutions achieved from all the all trials, shows that scaling the function by a small factor such as 0.5, either vertically (y = 0.5f (x)) or horizontal (y = f (0.5x)), the overall performance of the algorithm is more effective. In both versions, the variation between the best solution achieved in each trial is smaller and the number of successful trials is bigger compared to the other versions and this gives even more certainty about the algorithm's performance. However, computational efficiency is clearly achieved when the function is vertically scaled by 0.5. In all the different scenarios, the mean best solution is closer to the true optimum and the mean function evaluations required to obtain the target value is lower than in any other version.
Conclusion
Overall, incorporating the MICE criterion in the GP framework seems to be more computationally beneficial compared to the other two approaches. The optim-MICE method increases the confidence in getting a solution close to the true optimum, in less function evaluations. Regardless of the dimensionality and complexity of the computer model, with optim-MICE the search process for identifying the uncertain region is more efficient and the regret decays faster compared to the alternatives. The total computational time needed to find the true optimum and achieve convergence of the regret is less than the others approaches.
The performance of the proposed optimization scheme is affected by the algorithm settings. A complex and a high-dimensional computer model clearly needs more iterations and a bigger batch size than a simple and a low-dimensional function. To get the most of the proposed optimization scheme, a balance between the number of iterations and the batch size is needed according to the complexity that a function might have. If one performs a lot of iterations without exploring enough, the information gain about the unknown function at each time step is limited as the number of input points added in the design is small and the objective function is evaluated only a few times. Furthermore, the advantage of MICE is not fully utilized and a certain computational cost is added, without necessarily needed, such as the re-estimation of the hyper-parameters of the surrogate model.
When making us of a large batch size, the uncertain region is definitely explored more and the chance to find to true optimum in fewer function evaluations is higher. But, choosing a larger batch size than what is needed, an amount of computational time is wasted as the algorithm is forced to stay in a region which might not be of interest anymore -and has already discovered it from the first exploration steps -or in a region which has already been explored and any additional information will not add value. In both cases, it is unavoidable that a number of function evaluations are performed without obtaining any progress. To keep the number of function evaluations as low as possible when a large batch size is chosen, it is worth scaling the objective function vertically by a small factor (e.g. 0.5). In terms of N search and N cand, things are more straightforward. Regardless of dimensionality and complexity of the function, having a large number of input points spread around the search space and choosing to examine a big set of candidate points with the MICE criterion could lead us to more accurate results without wasting more computational resources.
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