This paper describes the ongoing development of GEMSim, a GPU-based mobility simulator that is systematically designed for generic large-scale networks and population samples. In order to fully exploit the benefits of the massively parallel architecture of GPU hardware, in GEMSim, the structure of the overall simulation loop, the organisation of memory transactions on GPU, data structures on both GPU and host, and the learning process are considered carefully. First results for a large-scale scenario of Switzerland are presented, and show that a whole simulation loop of GEMSim is more than 12 times faster than MATSim, and mobility simulations run up to 58 times faster in GEMSim compared to MATSim. Thus, this GPU-based mobility simulator makes practical advanced traffic simulation and forecasting tools more accessible to planners and decision makers.
Introduction
The complex interactions of urban sprawl and population growth with future mobility scenarios demand more resources from simulation frameworks. While the demand for computational resources from agent-based mobility simulations is growing due to the increased complexity and the scale of transportation systems, hardware and software performance have not improved at the same pace.
Traditional approaches to improve simulation performance include parallel computing [3, 2] and distributed computing [5, 14] . Parallel computing exploits the multi-core architectures of modern CPUs by dividing the simulation domain into parts, and processing each part on a different CPU core. On the other hand, distributed computing is
Traditional approaches to improve simulation performance include parallel computing [3, 2] and distributed computing [5, 14] . Parallel computing exploits the multi-core architectures of modern CPUs by dividing the simulation domain into parts, and processing each part on a different CPU core. On the other hand, distributed computing is mostly suitable for large and expensive clusters where the work is split between multiple computational nodes connected through the network. Thereby, both approaches require a domain decomposition to be performed, and the additional communication cost (between cores or nodes) limits the scalability of such approaches.
In recent years, graphics processing units (GPUs) that are used for graphics rendering have been adopted for general purpose programming to improve computing throughput in many scientific areas. A modern GPU runs from hundreds to thousands of lightweight threads in parallel, and instructions are executed by the threads in groups (warps) according to a SIMD (Single Instruction Multiple Data) principle in which a group of threads executes the same instruction but each thread uses a different portion of data.
Strippgen and Nagel [16] demonstrated one of the first multi-agent traffic simulations on a GPU; their GPU implementation focused on a queueing model and efficient data structures; the model showed up to 67 times speedup compared to a single-core CPU version. Xu et al. [18] implemented a GPU-based mesoscopic traffic simulator and demonstrated more than 11 times speedup over a single-core CPU version; further, their work raised an issue of data transfers between CPU and GPU. Recently, Heywood et al. [10] presented a microscopic GPU-based traffic model; compared to Aimsun CPU-based simulator, the GPU model showed more than 43 times speedup depending on the network grid and population size.
While existing literature focuses on the performance of specific GPU implementations, the practical applicability of a simulator for large-scale scenarios requires that the whole simulation loop be efficient, as well as the GPU part. Furthermore, as the programming and execution models of GPU are different from CPU, the efficient implementation of a GPU-based simulation loop requires a different and systematic approach for design and evaluation. One of the main shortcomings of the existing GPU-based mobility models is the lack of a systematic approach: typically, the models are developed as a prototype that is suitable only for specific purposes and not for generic scenarios in which a user specifies input for a certain area of interest. Furthermore, the demonstrated scale of the scenarios in these previous works does not allow one to assess the applicability to large-scale networks and populations. Moreover, it is not clear if such prototype models can be extended to more sophisticated multi-agent systems (that is, with a learning process) without losing the gained performance improvements.
The main contribution of this paper is the presentation of a systematic design and implementation approach for an agent-based mobility simulator that consequently is more practical, usable and applicable for large-scale generic scenarios. Compared to existing literature, the performance of all parts of a GPU-based simulation loop is evaluated. To the authors' best knowledge, this is the first successful implementation and evaluation of a multi-agent GPU-based mobility simulation loop with a learning process. The simulator, GEMSim (GPU-Enhanced Mobility Simulator), is developed as part of EnerPol [8, 11] , the Laboratory for Energy Conversion's holistic, bottom up, integrated simulation framework for scenario-based analysis of energy, urban planning and population dynamics.
Simulation loop
GEMSim's main simulation loop was inspired by MATSim [1] , and implements a co-evolutionary learning process of the agents, although some additional modifications are made to incorporate the GPU simulation core. The code is written in C++ using CUDA SDK to accelerate parts of the code with a GPU. The structure of the loop is shown in Figure 1 . The loop iteratively performs heterogeneous computations that are shared between CPU (host) and a GPU (device). Usually, one iteration relates to one full day in the real world, but the temporal extent can be modified. Each part of the simulation loop is described below, along with the GPU-related issues and potential solutions.
Input data
The supply part of the input data is represented by a road network. The network is a set of links and nodes, where a node represents an intersection of roads, and a link is a directed road segment between two nodes. Each link is described with physical properties: length, number of lanes, flow capacity, free speed, etc. The demand part of the input data is a population of agents where each agent has its own scheduled daily plan. A plan is a set of spatially distributed activities of different types (that is, job, grocery shop, leisure, etc.) and legs in between. A leg is a sequence of network links that are taken in order to get from the location of one activity to another location. The input data is stored in XML format of MATSim and allows the same scenario to be run with either GEMSim or MATSim. 
GPU data binder
GPU data binding is a first contribution of this work to the more widely known structure of the simulation loop. Surprisingly, this step is either missing or not considered in previous literature, when one considers that input data is somehow given and can be easily put on a GPU. For small-scale scenarios, indeed, the transfer of input and output data between a host and a device does not have a significant impact on the overall simulation time and can be omitted in considerations of the performance, but for large-scale scenarios with the feedback loop transferring data to/from a GPU can become a bottleneck. The main reason is how memory transactions are organized on a GPU: for best performance, all threads in a warp, when executing an instruction, should access memory locations of data within a certain consequent address range, that is, when the i-th thread loads a value from the i-th item of an array, what is called a coalesced access. The larger is the memory gap between data addresses for any two nearby threads, the slower will be the execution of the instruction. Therefore, sparse data structures lead to heavy penalties and slow execution of the GPU code. The sparsity of data in GPU memory can be reduced by the proper alignment and layout of data before executing GPU threads [16] ; this requires the use of different data structures for the same data on a GPU and on a host. Therefore, a conversion procedure is required to exchange the data between a host and a GPU.
The GPU data binder is a software unit (class) which incorporates logic on how a certain part of the host data must be placed on a GPU in order to maximize the overall performance. A binder (i) manages GPU-optimized structures that are suited for faster code execution, (ii) allocates memory on a GPU and partitions memory according to a certain layout, (iii) transforms host data into GPU structures, (iv) copies data to partitioned GPU memory, and (v) finally releases the allocated resources. Another important role of a binder is to provide bidirectional mapping of the data from host objects to corresponding GPU objects and vice versa. Nearly all objects (that is, network links and nodes, agents, vehicles) of the input data have unique identifiers (IDs) that are used as short, quick references. On the host side, data structures like hash tables can be used to quickly access a certain object using its ID; this is not the case for a GPU due to its limitations in dynamic memory allocation and data structures with random memory access. Instead, a mapping is used so that the GPU code operates only with predefined array indices in a coalesced manner.
Moreover, for optimization purposes, the order of the objects in GPU memory maybe completely different from the order on the host. This mapping is more complex for composite objects (for example, a composite population consists of multiple sub-populations), where each item may have internal indexing within a sample and global indexing within a composite object. For millions of agents with multiple legs in each of the plans, and when a leg contains from a couple to hundreds of network links in a route, mapping itself is a performance challenge and shall be designed with maximum performance in mind. In GEMSim, a single chunk of GPU memory is allocated, partitioned between the multiple CPU binding threads, and then each of the binding threads (i) replicates the GPU data structures for a given portion of agents in host memory, and (ii) executes as few memory transfers as possible between a GPU and the host to copy the data.
Mobility simulator
A mobility simulator is the core element of the whole loop, and the overall performance heavily depends on it. A network update procedure uses a queue-based model for vehicles, and performs the movements of vehicles in time steps across network links. The mesoscopic queueing model is based on the previous work [9, 6, 16] with additional optimizations and improvements that are described elsewhere [15] . Each network link is represented by two buffers: the first buffer relates to the physical length of the road segment with fixed cell size, and the second buffer relates to the flow capacity which is defined as the number of vehicles allowed to leave a link in a single time step. The network update is performed in two phases with a time step of 1s. During the first phase vehicles in the front of the links that have stayed enough time on the links are moved from the first buffer to the second if the flow capacity limit is not reached. During the second phase, ready-to-leave vehicles from the second buffer are moved across the nodes to downstream links if space is available. This queue model replicates the physical properties of traffic flows including back propagation, although kinematic waves are not captured. On a GPU, the first phase is performed by threads in a per-link manner, and the second phase is performed per-node (connecting upstream and downstream links).
One of the fundamental problems that may arise when switching to a GPU-based simulator from a CPU-based mobility simulator is how to handle simulation events. Most of the traditional simulators, including MATSim, rely on the events generated during a simulation in order to improve performance and provide more flexibility for extensions. An event occurs when something happens (that is, an agent enters a link), and a simulator needs to react only on the generated events, rather than checking at each time step for all possible changes from the previous step (as the network procedure does). For multiple reasons GPUs are not well suited for asynchronous events. First, it is difficult to process events in a coalesced manner because a typical event has references to agents, links, vehicles, etc. Second, some events require a corresponding match with another event, for example, an agent entering and leaving a link, and with a limited dynamic memory allocation and limited memory capacity on a GPU device, processing of events may be impossible, especially for large-scale scenarios.
GEMSim's simulation loop does not rely on events, and all necessary reactions are incorporated into the GPU code directly within the pre-allocated device memory. For example, congestion is calculated in-situ when each agent passes a link from his/her route. But, optionally, events can be generated and recorded during the simulation.
Scoring and output data
After execution of daily plans, the scoring procedure quantifies the performance of each plan by giving a positive score when an agent performs activities with scheduled duration and in a given time window, and a negative score otherwise. The Charypar-Nagel [7] scoring function is currently implemented. Again, in MATSim the scoring procedure in the simulation loop typically relies on events, however in GEMSim the scoring is executed on a GPU where required data for scoring is recorded during the simulation to avoid using events. For scoring, start and end time of legs are required, and the plan data structure on a GPU contains the corresponding fields. At the end of an iteration, each of GPU threads calculates a score for one of the agents.
Some data that resides on a GPU at the end of the simulated iteration can be classified as mandatory to run the next iteration, and some data are optional. Mandatory data must be downloaded from the GPU and post-processed before starting the next iteration. An example of mandatory data is congestion statistics for each link in 15-minute intervals. These congestion statistics are used to re-route agents during the learning stage. Traffic counts for each link and agent state counters (departures, arrivals, en-route) are considered to be optional data.
Learning
The learning (or re-planning) process allows agents to adapt their daily plans between iterations, and this step runs completely on the host side with the data from a GPU as an input. In the learning process agents have information about the assigned plan score, how well each part of the plan was performed, and traffic congestion. Currently, at the end of an iteration a sample population is selected according to a given probability, and then each agent from this sample can modify one of his/her previous plans, or leave the plan unchanged. Modification strategies include re-routing trips between activity locations based on traffic congestion and changing activity times. After a certain number of iterations, agents cannot improve their score unilaterally as the Nash equilibrium [12] state is reached; this equilibrium is used for traffic predictions [17] . The learning process is not implemented on GPU because the current state and capabilities of existing graph routing algorithms for GPU are quite limited, especially when using generalized cost functions. 
Benchmarks
The systematic design and implementation, described above, is demonstrated for a large-scale scenario on a GPU cluster. The cluster node used for testing has two Intel Xeon E5-2620 v4 clocked at 2.10 GHz, 128 GB of RAM and four NVIDIA P100 (16 GB RAM) GPUs. The large-scale scenario of Switzerland includes 513 770 nodes and 1 127 775 links of the Swiss road network constructed from OpenStreetMap [13] ; and the synthetic population sample of about 3 million agents (private cars) with the daily plans is based on the Swiss transportation micro census [4] of the year 2010. An iteration is run for one full day from 00:01 AM until 06:00 AM of the next day. MATSim with the QSim multi-threaded CPU-based queuing model (7 threads for the queueing model itself and 7 threads for events handling) is used for comparison of performance. The learning process performs re-routing for 10% of the agents using 14 threads for both simulators. As GEMSim and MATSim use the same queueing model, both simulators can be considered comparable. An exemplary output of GEMSim for the Switzerland scenario is presented in Figure 2 . Performance results are summarized in Table 1 . It is interesting to note that GEMSim requires more time to bind all the input data to a GPU (8 CPU threads are used in parallel) than to run the mobility simulation on a GPU itself, and in contrast, MATSim requires much less time to prepare the input data for the simulation. It is thus evident that the design of a simulation loop with GPU acceleration as a whole is an important to consider, and an implementation of a GPU-accelerated mobility simulation itself does not necessarily mean an overall speed up of the same level. This can also be seen in previous work of MATSim developers [1] , where a performance gain of a GPU implementation was lost due to the cost of data transfer between a GPU-accelerated part of the code and the rest of the code. GEMSim's mobility simulation runs up to 58 times faster compared to MATSim's QSim model (measurements are performed after the first 5 "warm-up" loop iterations), the more efficient implementation of re-routing has superior performance, and in total the whole simulation loop of GEMSim is more than 12 times faster than the simulation loop of MATSim.
Conclusions
A simulation loop with GPU acceleration of the agent-based mobility simulator, GEMSim, has been presented. Based on the large-scale scenario of Switzerland, performance bottlenecks of the GPU-accelerated loop have been evaluated. Surprisingly, the mobility simulation part of the GPU-based loop is not the major contributor to the performance issues, but is rather the GPU data binder that prepares and loads input data to a GPU. Therefore, a systematic design and implementation approach is required to achieve the better overall performance improvement of the simulation loop. The performance of the GPU-accelerated loop was compared with MATSim's QSim multi-threaded queuing model run for the same scenario. The GPU-based mobility simulator itself runs up to 58 times faster, and re-routing of agents in GEMSim is more than 5 times faster. The total run time of the whole simulation loop is more than 12 times faster in GEMSim.
In ongoing work the validation of simulation results with real world data and the implementation of other transportation modes is being undertaken [15] .
