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Abstract
In the first part of this paper, we get new Li–Yau type gradient estimates for positive solutions of heat
equation on Riemannian manifolds with Ricci(M)  −k, k ∈ R. As applications, several parabolic Har-
nack inequalities are obtained and they lead to new estimates on heat kernels of manifolds with Ricci
curvature bounded from below. In the second part, we establish a Perelman type Li–Yau–Hamilton differ-
ential Harnack inequality for heat kernels on manifolds with Ricci(M)−k, which generalizes a result of
L. Ni (2004, 2006) [20,21]. As applications, we obtain new Harnack inequalities and heat kernel estimates
on general manifolds. We also obtain various entropy monotonicity formulas for all compact Riemannian
manifolds.
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1. Introduction and main results
Let (Mn,g) be a complete Riemannian manifold. In the fundamental paper [17], Li and Yau
studied the heat equation solutions
∂tu = gu (1)
on general Riemannian manifolds. The results in [17] have tremendous impact in the field of
geometric analysis. One of the fundamental results is the following important gradient estimates
for heat equations.
Theorem (Li–Yau). (See [17].) Let (M,g) be a complete Riemannian manifold. Assume that on
the ball B2R , Ricci(M)−k. Then for any α > 1, we have that
sup
BR
( |∇u|2
u2
− αut
u
)
 Cα
2
R2
(
α2
α2 − 1 +
√
kR
)
+ nα
2k
2(α − 1) +
nα2
2t
. (2)
Moreover, when (M,g) has nonnegative Ricci curvature, letting R → ∞ and α → 1, (2) gives
the sharp estimate (a Hamilton–Jacobi inequality):
|∇u|2
u2
− ut
u
 n
2t
. (3)
When Ricci(M) 0, (3) gives a clean sharp estimate. In general, on a complete Riemannian
manifold, if Ricci(M)−k, by letting R → ∞ in (2), one obtains
|∇u|2
u2
− αut
u
 nα
2k
2(α − 1) +
nα2
2t
. (4)
In [7], Davies improved this estimate to
|∇u|2
u2
− αut
u
 nα
2k
4(α − 1) +
nα2
2t
. (5)
Let’s denote the right hand side to be ϕ(t). Clearly, when t is big, ϕ(t) converges to nα2k4(α−1) which
is greater or equal to nk for any α > 1. Namely, the optimal estimate for t large one can get from
this estimate is nk, which can be obtained by choosing α = 2. For small time t , the dominant
term of ϕ(t) is nα2 . By checking examples for heat kernels on hyperbolic spaces, one finds that2t
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and when time t is small, the sharp form is n2t . In (4) and Davies’ improved estimate, if one lets
α → 1, then ϕ(t) will blow up. More explanations can be found in Remark 1.2.
It is a long time question: can one find a sharp (explicit) form for general manifolds with
Ricci(M)−k? (see Problem 10.5 in book [6, p. 393]). In this paper, we make some progress
for this question.
The first main theorem in this paper is the following local gradient estimate.
Theorem 1.1. Let (M,g) be a complete Riemannian manifold. Let B2R be a geodesic ball cen-
tered at O ∈ M . We assume Ricci(B2R)−k with k  0. If u is a positive solution of the heat
equation
( − ∂t )u(x, t) = 0 on B2R × (0, T ],
where 0 < T ∞ and let f = lnu, then we get the following Li–Yau type gradient estimate
in BR
sup
BR
(|∇f |2 − αft − ϕ)(x, t) nC
R2
+ nC
√
k
R
coth(
√
k · R)+ n
2C
R2 tanh(kt)
, (6)
where C depends on n, α(t) = 1 + sinh(kt) cosh(kt)−kt
sinh2(kt) and ϕ(t) = nk2 [coth(kt)+ 1].
Moreover, letting R → ∞, if Ricci(M)−k on the complete manifold, then
|∇f |2 −
(
1 + sinh(kt) cosh(kt)− kt
sinh2(kt)
)
ft 
nk
2
[
coth(kt)+ 1]. (7)
Remark 1.1. When Ricci 0, letting k → 0, we recovered the celebrated sharp Li–Yau gradient
estimates. Our estimate also explains why in the Li–Yau gradient estimates for general case (2),
one tends to assume the blow-up parameter α > 1. The reason is one can view the parameter α
as a function of time t , i.e. α(t) = 1 + sinh(kt) cosh(kt)−kt
sinh2(kt) , which indeed is greater than 1 for all
t > 0 in case of Ricci(M)  −k with k > 0. Since we only assume k ∈ R in the proof, our
estimate in fact also works for Ricci positive case as well. However, in the positive Ricci case,
α(t) = 1 + sinh(kt) cosh(kt)−kt
sinh2(kt) < 1.
Remark 1.2. One of the new ingredients of this theorem is instead of considering a constant
α > 1 arbitrarily close to 1, we seek the best possible function α(t). Moreover, comparing with
Li–Yau and Davies–Harnack inequalities (4) and (5), even though one can assume α to be a
function α(t), one still could not get the optimal estimate for small t . For example, if one assumes
a Harnack inequality with α(t) = 1+βt in (5) where β is the positive optimal constant for large t ,
then for small t , the right hand side of (5) is nα2k4(α−1) + nα
2
2t = ( nk4βt + n2t )(1 + βt)2 with a leading
term nk4βt + n2t instead of the sharp form n2t .
A linearized version of Theorem 1.1 is the following.
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tered at O ∈ M . We assume Ricci(B2R)−k with k  0. If u is a positive solution of the
( − ∂t )u(x, t) = 0 on B2R × (0, T ],
where 0 < T ∞ and let f = lnu, then we get the following Li–Yau type gradient estimate
in BR
sup
BR
(|∇f |2 − αft − ϕ)(x, t) Cα
2(t)
R2
+ Cα
2(t)
√
k
R
coth(
√
k ·R)+ Cα
4(t) coth(kt)
R2
, (8)
where C is a constant depending only on n, α = 1 + 23kt and ϕ(t) = n2t + nk2 (1 + 13kt).
Moreover, letting R → ∞, if Ricci(M)−k on the complete manifold, then
|∇f |2 −
(
1 + 2
3
kt
)
ft 
n
2t
+ nk
2
(
1 + 1
3
kt
)
. (9)
Remark 1.3. The global estimate (9) in Theorem 1.2 was also obtained in [1] by a different
method. The local estimate (8) is new. Our proof seems to be simpler and is more of the local
spirit of the classical Li–Yau’s result. Moreover, the method we used can be extended to a matrix
version.
Remark 1.4. (9) is in the same spirit of (7) without blow-up parameter α. In addition, one can
see from the proof that the first variation vanishes if M is an Einstein manifold and u satisfies the
following gradient Ricci soliton equation (a concept first introduced by R. Hamilton in the study
of Ricci flow [5,12])
1
2
Rij − ∇i∇j (lnu)− 12t gij ≡ 0. (10)
In spirit, Theorem 1.1 and Theorem 1.2 are very close. The difference is the choice of α(t)
and ϕ(t). Inspecting the following series expansion of functions α(t) and ϕ(t), one can compare
these two theorems
nk
2
[
coth(kt)+ 1]= n
2t
+ 1
2
nk + nk
6
(kt)− nk
90
(kt)3 +O((kt)5),
sinh(kt) cosh(kt)− kt
sinh2(kt)
= 2
3
kt − 4
45
(kt)3 − 4
315
(kt)5 +O((kt)7).
Indeed, functions in Theorem 1.2 are the leading terms of the expansions of functions in The-
orem 1.1. Moreover, one can show by computations that 1 + cosh(kt) sinh(kt)−kt
sinh2(kt)  1 + 23kt and
nk
2 [coth(kt) + 1] n2t + n2k + n6k2t . This implies that Theorem 1.1 yields sharper estimate than
its linearized version, Theorem 1.2.
In [28,29], Yau established the following gradient estimate: if Ricci(M)  −k with k  0,
then
|∇f |2 − ft 
√
2nk
√
|∇f |2 + n + 2nk + n , (11)
2t 2t
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|∇f |2 − ft 
√
nk
√
|∇f |2 + n
2t
+ nk
4
+ n
2t
. (12)
The right hand sides of (11) and (12) blow up as n2t + O( 1√t ) when t is small, while (7) and
(9) give sharper estimates which have blow up order of n2t .
In another direction, Hamilton [10] proved
|∇u|2
u2
− e2kt ut
u
 e4kt n
2t
, (13)
which is also sharp in the leading term for small t . But when t → ∞, the right hand sides of (9)
and (13) will blow up, while the estimate (7) in the main theorem stays bounded which implies a
better estimate. In regard of Li–Yau–Davies estimates (3)–(5) and Hamilton’s estimate, one can
see that the new estimate (7) works for both large and small time t .
We can extend (9) and (7) to the following: under the same hypothesis of Theorem 1.1, the
following holds
α(t)ut + ϕ(t)u + 2Du(V )+ u|V |2  0,
for any vector field V , where α(t) and ϕ(t) are defined as in Theorems 1.1 and 1.2 respectively.
When k = 0, this form of Li–Yau estimate was first pointed out in Hamilton’s work [10]. Choos-
ing V ≡ 0, we get
−α(t)ft  ϕ(t), for all t > 0, (14)
where f = lnu. One immediate application of (14) is that t n2 (1 + 23kt)−
n
8 e
n
4 ktu is monotonic
in t . When k = 0, the monotonicity of t n2 u is known.
The sharp Li–Yau gradient estimate has tremendous impact in the past twenty years. On one
hand, this gradient estimate is a differential Harnack inequality. Namely, it leads to a classical
parabolic Harnack inequality which further yields powerful estimates for heat kernels on man-
ifold with nonnegative Ricci curvature. There is a vast literature in studying heat kernel even
before Li–Yau’s work. On the other hand, the idea of Li–Yau leads to Hamilton’s Harnack in-
equalities in the study of Ricci flow which plays a central role in his famous program. We will
discuss more along this direction in the second part of this paper.
Along the line of Li–Yau, we find applications of the new gradient estimates in deriving Har-
nack inequalities and new estimates on heat kernels. For example, we use our gradient estimates
to obtain the following Harnack inequality.
Theorem 1.3. If M is a complete, noncompact Riemannian manifold with Ricci(M)  −k
and if u(x, t) : M × (0,∞) → R+ is a positive solution of the heat equation on M , then for
∀x1, x2 ∈ M , 0 < t1 < t2 < ∞, the following inequality holds:
u(x1, t1) u(x2, t2)A1(t1, t2) · exp
[
dist2(x2, x1)(1 +A2(t1, t2))
]
, (15)4(t2 − t1)
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( e
2kt2−2kt2−1
e2kt1−2kt1−1 )
n
4 , and A2(t1, t2) = t2 coth(kt2)−t1 coth(kt1)t2−t1 .
Remark 1.5. It is easy to see limk→0 A1(t1, t2) = ( t2t1 )
n
2 , limk→0 A2(t1, t2) = 0.
Similarly, the linearized gradient estimate also yields a corresponding Harnack inequality.
Theorem 1.4. If M is a complete, noncompact Riemannian manifold with Ricci(M)  −k
and if u(x, t) : M × (0,∞) → R+ is a positive solution of the heat equation on M , then for
∀x1, x2 ∈ M , 0 < t1 < t2 < ∞, the following inequality holds:
u(x1, t1) u(x2, t2)
(
t2
t1
) n
2 ·
(1 + 23kt2
1 + 23kt1
)− n8
· exp
(
dist2(x2, x1)
4(t2 − t1)
(
1 + 1
3
k(t2 + t1)
)
+ n
4
k(t2 − t1)
)
, (16)
where x1, x2 ∈ M , 0 < t1 < t2 < ∞, dist(x1, x2) is the distance between x1 and x2.
One should compare the above theorems with others when t is large or small and when
d(x1, x2) is large or small. When k = 0, they reduce to the classical result.
As standard, we find a lower bound of the heat kernel as well by using the Harnack inequality.
Theorem 1.5. Let M be a complete (or compact with convex boundary) Riemannian manifold
possibly with Ricci(M)−k. Let H(x,y, t) be the (Neumann) heat kernel. Then
H(x,y, t) (4πt)− n2 2− n4 (2kt)
n
2
(e2kt − 2kt − 1) n4 · exp
[
−d
2(x, y)
4t
(
1 + kt coth(kt)− 1
kt
)]
and
H(x,y, t) (4πt)− n2 exp
[
−d(x, y)
2
4t
(
1 + 1
3
kt
)
− n
4
kt
]
, (17)
for all x, y ∈ M and t > 0.
One should compare this theorem with Corollary 2.3 in [10].
Remark 1.6. By going through Li–Yau’s paper carefully, one can get similar results on the esti-
mates of Greene’s function, lower bounds of Dirichlet or Neumann eigenvalues, Betti numbers,
etc. The new contribution will be that explicit dependence of various constants can be established.
In the second part of this paper, we will discuss the relation between Li–Yau type gradient
estimate, Hamilton’s gradient estimate, and Perelman type differential Harnack inequality. Mo-
tivated by Li–Yau’s fundamental work, Hamilton proved the following gradient estimate.
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−k. Let u(x, t) be the positive solution to the heat equation. Assume uA, then
t |∇u|2  (1 + 2kt)u2 ln
(
A
u
)
. (18)
Ground breaking progress in the study of Ricci flow and complete proof of Poincaré con-
jecture was made by G. Perelman in 2002–2003. Some important tools which enable Perelman
to make the breakthrough were related to Li and Yau [17], and Hamilton’s earlier work [10,
12,11] (see also [4]). More specifically, Hamilton systematically studied the differential Harnack
inequalities in Ricci flow along the line of Li and Yau. Perelman discovered a new sharp differen-
tial Harnack inequality for Ricci flow which plays a crucial role in his work. One new feature of
Perelman’s work is that no curvature assumption is assumed. Moreover, Perelman’s differential
Harnack is modelled on shrinking Ricci soliton and works for all dimensions.
A natural question is whether Perelman’s new discovery could shed some lights on the results
for linear heat equations. Indeed, one could find highly similarities between backward conju-
gate heat equation along Ricci flow and heat equation solutions on static Riemannian manifolds.
In [20], one of the main results is the following analogue of Perelman’s differential Harnack
inequality for heat kernels.
Theorem (Ni). (See [20,21].) Let (M,g) be a closed Riemannian manifold with nonnegative
Ricci curvature. Let u(x, t) = H(x, t;y, o) be the positive heat kernel. Then
t
(
2f − |∇f |2)+ f − n 0, (19)
where u = e−f
(4πt)
n
2
.
It is easy to see, this type of differential Harnack quantity t (2f −|∇f |2)+f −n is a hybrid
of Li–Yau’s estimate on |∇f |2 −α(f +|∇f |2) and Hamilton’s estimate on |∇f |2 +( 1
t
+2k)f .
As we have seen in Section 3, from Li–Yau type gradient estimate, one could get a Hamilton–
Jacobi inequality which leads to the generalization to a classical parabolic Harnack inequality of
Moser. This powerful method was started by Li and Yau. Hamilton extended this method further
for heat equations. Moreover, he established similar estimates in the study of Ricci flow. This
method now is generally referred as Li–Yau–Hamilton estimate (LYH) (cf. [22]).
In regard of the nice curvature free feature of Perelman’s LYH type differential Harnack in-
equality under Ricci flow, and our new discovery of Li–Yau gradient estimate, one may ask:
can one find a Perelman type of differential Harnack inequality for heat kernels on any closed
Riemannian manifolds? We answer this question affirmatively. The following is the second main
theorem in our paper.
Theorem 1.6. Suppose Mn is a closed manifold. Let u be the positive heat kernel and k  0 is
any constant satisfying Rij (x)−kgij for all x ∈ Mn, then
v :=
[
tf + t (1 + kt)(f − |∇f |2)+ f − n
(
1 + 1
2
kt
)2]
u 0, (20)
for all t > 0 with u = e−f n . When k = 0, this theorem is due to L. Ni.
(4πt) 2
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(
∂
∂t
−
)
v = −2t
∣∣∣∣∇i∇j f −
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
u − 2t (Rij + kgij )fifju. (21)
Remark 1.7. The right hand side of the evolution equation of v vanishes if the manifold is
Einstein and f satisfies a gradient Ricci soliton equation. See discussions in Section 6.
Remark 1.8. The proof of the above Perelman type LYH differential Harnack inequality is
independent of the Li–Yau type estimate. In fact, besides the discovery of this differential Har-
nack quantity for general manifolds, we have overcome a technical difficulty in the proof in the
Ricci(M)  0 case, see [20,21]. Previously one has to appeal to Perelman’s reduced distance
function, see Remark 4.1.
Pointwise differential Harnack inequalities and monotonicity formulas for entropy functionals
are closely related. Usually, a pointwise differential Harnack quantity easily yields a monotonic-
ity formula for the related functional. But reversely, it is more difficult to find the corresponding
differential Harnack quantity from a functional monotonicity. In this paper, we will analyze this
relation and give various different new entropy monotonicity formulas for heat solution. In fact,
this served as one of the motivations of this paper.
We introduce the following Li–Yau type entropy formula WLY and Perelman type entropy for-
mula WP , which were formulated from our new pointwise Li–Yau differential Harnack quantity
and the new Perelman type differential Harnack quantity respectively
WLY(u, t) = −
∫
Mn
sinh2(kt)
[
 lnu + nk
2
[
coth(kt)+ 1]
]
udμ or
= −
∫
Mn
t2
[
 lnu+ n
2t
+ nk
2
(
1 + 1
3
kt
)]
udμ,
WP (f, τ ) =
∫
Mn
(
τ |∇f |2 + f − n
(
1 + 1
2
kτ
)2)
e−f
(4πτ)
n
2
dμ, (22)
where u is a positive solution of the heat equation, dτ
dt
= 1, and e−f
(4πτ)
n
2
= u in WP . We shall prove
that these entropy functionals are nonpositive and monotonically nonincreasing for all t > 0 on
manifolds with Ricci(M)−k. Moreover, the first variation vanishes if and only if the manifold
is Einstein and lnu satisfies a gradient Ricci soliton equation.
We also discuss estimates for Nash entropy on a closed manifold with Ricci(M)−k.
Remark 1.9. As in Li–Yau, one could extend all the results in this paper to heat equations with
potentials. In particular, one can obtain better Harnack inequality, and lower, upper bounds for
the fundamental solution. This was treated by the authors in a separated paper [15].
This paper is organized as following. In Section 2, we prove the generalized Li–Yau gradient
estimates for manifolds with Ricci curvature bounded from below. In Section 3, we discuss appli-
cations of the gradient estimates and obtain classical Harnack inequalities and estimates for heat
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as applications of Theorem 1.6, we derive another parabolic Harnack inequality for heat kernels.
In Section 6, we discuss various entropy formulas with monotonicity for heat equations.
In this paper, we will use Einstein convention.
2. Li–Yau type gradient estimates on general manifolds
We start with the following lemmas.
Lemma 2.1. Let Mn be a Riemannian manifold, and u(x, t) is a positive solution of the heat
equation. Let α(t) and ϕ(t) be functions depending on t and F = |∇f |2 − αft − ϕ. If f = lnu,
then
ft = f + |∇f |2,
( − ∂t )ft = −2∇f∇ft ,
( − ∂t )|∇f |2 = 2|fij |2 − 2∇|∇f |2∇f + 2Rijfifj ,
( − ∂t )F = 2|fij |2 − 2∇F∇f + 2Rijfifj + α′ft + ϕ′. (23)
Proof. From ut = u and f = lnu, we get ft = f + |∇f |2. Hence,
( − ∂t )
(
f + |∇f |2)= (f + |∇f |2)−ft − 2∇ft∇f
= −2∇ft∇f.
The second identity follows from Bochner formula
( − ∂t )|∇f |2 = |∇f |2 − 2∇ft∇f
= 2|fij |2 + 2∇f∇f + 2Rijfifj − 2∇ft∇f
= 2|fij |2 − 2∇|∇f |2∇f + 2Rijfifj .
The last identity in (23) follows from the definition of F and the first three identities. 
Lemma 2.2. Let Mn be a Riemannian manifold. Suppose u, f , and F are defined the same as in
Lemma 2.1. By choosing different sets of α(t) and ϕ(t), we have the following:
(1) If α(t) = 1 + 23kt and ϕ(t) = n2t + n2k + n6k2t , then
( − ∂t )F = 2
∣∣∣∣fij + 12t gij +
k
2
gij
∣∣∣∣
2
− 2∇F∇f + 2
t
F + 2(Rij + kgij )fifj . (24)
(2) If α(t) = 1 + cosh(kt) sinh(kt)−kt
sinh2(kt) and ϕ(t) = nk2 [coth(kt)+ 1], then
( − ∂t )F = 2
∣∣∣∣fij + ϕngij
∣∣∣∣
2
− 2∇F∇f + 2k coth(kt)F + 2(Rij + kgij )fifj . (25)
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the linear approximation of the second set. Moreover, one can show that 1 + cosh(kt) sinh(kt)−kt
sinh2(kt) 
1 + 23kt and nk2 [coth(kt)+ 1] n2t + n2k + n6k2t .
Proof of Lemma 2.2. We only prove (25). The proof of (24) is similar. From Lemma 2.1, we
get
( − ∂t )F = 2|fij |2 − 2∇F∇f + 2Rijfifj + α′ft + ϕ′
= 2
∣∣∣∣fij + ϕngij
∣∣∣∣
2
− 4
n
ϕf − 2ϕ
2
n
− 2∇F∇f
− 2k|∇f |2 + 2(Rij + kgij )fifj + α′ft + ϕ′
= 2
∣∣∣∣fij + ϕngij
∣∣∣∣
2
− 2∇F∇f + 2(Rij + kgij )fifj
− 2k|∇f |2 − 4
n
ϕ
(
ft − |∇f |2
)− 2ϕ2
n
+ α′ft + ϕ′
= 2
∣∣∣∣fij + ϕngij
∣∣∣∣
2
− 2∇F∇f + 2(Rij + kgij )fifj
+
(
4
n
ϕ − 2k
)(
|∇f |2 −
4
n
ϕ − α′
4
n
ϕ − 2k ft − ϕ
)
− 2ϕ
2
n
+ ϕ′ +
(
4
n
ϕ − 2k
)
ϕ. (26)
Direct computations yield that, α(t) = 1 + cosh(kt) sinh(kt)−kt
sinh2(kt) and ϕ(t) = nk2 [coth(kt) + 1], satis-
fying the following system
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ′ = −2ϕ
2
n
+ 2kϕ,
4
n
ϕ − 2k = 2k coth(kt),
α =
4
n
ϕ − α′
4
n
ϕ − 2k .
(27)
Plugging into (26), we get
( − ∂t )F =
∣∣∣∣fij + ϕngij
∣∣∣∣
2
− 2∇F∇f + 2k coth(kt)F + 2(Rij + kgij )fifj ,
which completes the proof. 
We also have
Proposition 2.1. Let Mn be a Riemannian manifold. Suppose u is a positive heat solution, f =
− lnu, and F = |∇f |2 + α(t)ft − ϕ(t). By choosing different sets of α(t) and ϕ(t), we have the
following identities respectively:
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( − ∂t )t2Fu = 2t2
∣∣∣∣fij − 12t gij −
k
2
gij
∣∣∣∣
2
u + 2t2(Rij + kgij )fifj . (28)
(2) If α(t) = 1 + cosh(kt) sinh(kt)−kt
sinh2(kt) and ϕ(t) = nk2 [coth(kt)+ 1], then
( − ∂t ) sinh2(kt)Fu = 2 sinh2(kt)
∣∣∣∣fij + ϕngij
∣∣∣∣
2
u + 2 sinh2(kt)(Rij + kgij )fifj . (29)
Proof. We will only prove the first identity. The second one is similar. Applying Lemma 2.2 to
u = e−f , we get
( − ∂t )F = 2
∣∣∣∣−fij + 12t gij +
k
2
gij
∣∣∣∣
2
+ 2∇F∇f + 2
t
F + 2(Rij + kgij )fifj .
Using ut = u and direct computations, we can show that
( − ∂t )t2Fu = 2t2
∣∣∣∣fij − 12t gij −
k
2
gij
∣∣∣∣
2
u + 2t2(Rij + kgij )fifj . 
Consequently, the following estimates on closed Riemannian manifolds hold.
Theorem 2.1. Let Mn be a compact Riemannian manifold possibly with boundary and with
Ricci(M)−k. Suppose u(x, t) is a positive solution of the heat equation. If ∂M = ∅, assume
that ∂M is convex, and u(x, t) satisfies the Neumann boundary condition
∂u
∂ν
= 0 on ∂M × (0,∞),
where ∂u
∂ν
denotes the outer normal of ∂M . If we let f = lnu, then we have
|∇f |2 −
(
1 + sinh(kt) cosh(kt)− kt
sinh2(kt)
)
ft 
nk
2
[
coth(kt)+ 1]. (30)
On the other hand, the following linearized version is also true
|∇f |2 −
(
1 + 2
3
kt
)
ft 
n
2t
+ n
2
k + n
6
k2t. (31)
Proof. The proof is by the standard parabolic Maximum Principle (cf. [24]). We will skip the
details. 
To prove the main theorem, Theorem 1.1, we need the following technical lemma.
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4(α − 1)ϕ − nα2
(
2k coth(x)− k
cosh(x) sinh(x)
)
 0,
where α(x) = 1 + sinh(x) cosh(x)−x
sinh2(x) and ϕ(x) = nk2 (coth(x)+ 1).
Proof. Equivalently, we need to prove
2(α − 1)
(
cosh(x)
sinh(x)
+ 1
)
− α2 2 cosh
2(x) − 1
cosh(x) sinh(x)
 0,
2(α − 1) · (e2x + 1)− α2(e2x + e−2x) 0,
2(α − 1) · (e4x + e2x)− α2(e4x + 1) 0,
−e4x(α − 1)2 − e4x + 2(α − 1)e2x − α2  0,
−e4x(α − 1)2 − [e2x − (α − 1)]2 + (α − 1)2 − α2  0.
Since α = 1 + sinh(x) cosh(x)−x
sinh2(x) , we get 0  α − 1  α. Hence the last inequality is true, which
finishes the proof of this lemma. 
We now prove the main theorem, Theorem 1.1.
Proof of Theorem 1.1. Let’s denote F = |∇f |2 − α(t)ft − ϕ(t) and G = β(t)F , where α(t)
and ϕ(t) are defined as in the main theorem and β(t) is a positive function of t to be determined.
Applying (2) in Lemma 2.2 to G = β(t)F , we obtain the following
( − ∂t )G = 2β
∣∣∣∣fij + ϕngij
∣∣∣∣
2
− 2∇G∇f + G
(
2k coth(kt)− β
′
β
)
+ 2β(Rij − k)fifj
 2β
∣∣∣∣fij + ϕngij
∣∣∣∣
2
− 2∇G∇f + G
(
2k coth(kt)− β
′
β
)
. (32)
Recall that one can construct a cut-off function φ as in the proof of Theorem 4.2 in [24], which
satisfies suppφ ⊂ B2R and φ|BR ≡ 1. Moreover,
|∇φ|2
φ
 C
R2
,
φ − C
R2
(
1 + √k ·R coth(√k · R)), (33)
where C depends only on n. We want to apply maximum principle to φG on B2R ×[0, T ]. If φG
attains its maximum at (x0, t0) ∈ B2R × [0, T ], then (φG)(x0, t0) > 0 without loss of generality.
So x0 ∈ B2R , t0 > 0, and by maximum principle, at (x0, t0),
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(φG) 0,
∂t (φG) = φGt  0. (34)
Notice that for an n× n matrix A, we have |A|2  1
n
(trA)2, and
tr
(
fij + ϕ
n
gij
)
= f + ϕ = − 1
α
[
G
β
+ (α − 1)(|∇f |2 − ϕ)
]
. (35)
In the sequel, all computations will be at the maximal point (x0, t0) and we will frequently
use property (34) whenever necessary. Applying (32), we have
0 ( − ∂t )(φG) = Gφ − 2G |∇φ|
2
φ
+ φ( − ∂t )G
G
(
φ − 2 |∇φ|
2
φ
)
− 2G∇φ∇f + 2φβ
∣∣∣∣fij + ϕngij
∣∣∣∣
2
+ φG ·
(
2k coth(kt)− β
′
β
)
.
Multiplying by φ, and applying (35), we have
0 (φG)
(
φ − 2 |∇φ|
2
φ
+ 2k coth(kt)φ − β
′
β
)
− 2(φG)|∇φ||∇f |
+ 2φ
2β
nα2
[
G
β
+ (α − 1)(|∇f |2 − ϕ)
]2
= (φG)
(
φ − 2 |∇φ|
2
φ
+ 2k coth(kt)φ − β
′
β
)
− 2(φG)|∇φ||∇f |
+ 2φ
2
nα2β
G2 + 2φ
2(α − 1)2β
nα2
(|∇f |2 − ϕ)2 + (φG) · 4φ(α − 1)
nα2
(|∇f |2 − ϕ)
= (φG)
(
φ − 2 |∇φ|
2
φ
+ 2k coth(kt)φ − β
′
β
− 4φ(α − 1)
nα2
ϕ
)
+ 2φ
2
nα2β
G2
+ 2φ
2(α − 1)2β
nα2
(|∇f |2 − ϕ)2 + (φG) ·
(
4φ(α − 1)
nα2
|∇f |2 − 2|∇φ||∇f |
)
.
Applying inequality ax2 − bx − b24a (a > 0), to the last term, and also dropping the second
last term which is nonnegative, we get
0 (φG)
(
φ − 2 |∇φ|
2
φ
+ 2k coth(kt)φ − β
′
β
− 4φ(α − 1)
nα2
ϕ − nα
2|∇φ|2
4φ(α − 1)
)
+ 2
nα2β
(φG)2.
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(φG)(x0, t0)
β
2
[
4(α − 1)ϕ − nα2
(
2k coth(kt)− β
′
β
)]
φ
+ nα
2β
2
(
−φ + 2 |∇φ|
2
φ
+ nα
2|∇φ|2
4φ(α − 1)
)
, (36)
where the right hand side is evaluated at (x0, t0) which depends on the function.
Hence on BR × [0, T ], applying estimates (33) on φ, we have
G(x, t) (φG)(x0, t0)
 β
2
[
4(α − 1)ϕ − nα2
(
2k coth(kt) − β
′
β
)]
φ
+ nα
2β
2
(
3C
R2
+ C
√
k
R
coth(
√
k ·R) + nα
2
4(α − 1)
C
R2
)
. (37)
Next, we choose β(t) = tanh(kt). Hence, β ′
β
= ksinh(kt) cosh(kt) . Denoting x = kt and applying
Lemma 2.3, we have
4(α − 1)ϕ − nα2
(
2k coth(kt)− β
′
β
)
 0. (38)
On the other hand, by definitions, β(t) = tanh(kt), α(t)− 1 = sinh(kt) cosh(kt)−kt
sinh2(kt) , as t → 0, we
have βα
4
α−1 → 2; as t → ∞, we have βα
4
α−1 → 1. This implies
βα4
α − 1  C, (39)
where C is a universal constant.
Recall that all the computations are at (x0, t0) and (x0, t0) is the maximum point, t0  T and
β(t) = tanh(kt) is non-decreasing. Plugging (38) and (39) into (37), we get
(φG)(x,T ) (φG)(x0, t0)
nα2(t0)β(t0)
2
(
3C
R2
+ C
√
k
R
coth(
√
k ·R)
)
+ n
2C
R2
 β(T )
(
nC
R2
+ nC
√
k
R
coth(
√
k · R)
)
+ n
2C
R2
,
where in the last inequality, we have used the fact that α(t) is uniformly bounded over (0,∞).
But φ ≡ 1 on BR , hence, from G = βF , we have
sup
BR
F (x,T ) nC
R2
+ nC
√
k
R
coth(
√
k · R)+ n
2C
R2 tanh(kT )
,
since T is arbitrary, the theorem has been proved. 
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Theorem 1.2.
Proof of Theorem 1.2. The proof is similar to the proof of Theorem 1.1. The difference is the
choices of ϕ(t) and α(t). Denote F = |∇f |2 −α(t)ft −ϕ(t) and G = βF , where α(t) = 1+ 23kt
and ϕ(t) = n2t + nk2 (1 + 13kt) are defined as in Theorem 1.2. Applying (1) of Lemma 2.2 to
G = tF , we obtain the following
( − ∂t )G = 2β
∣∣∣∣fij +
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
− 2∇G∇f +
(
2
t
− β
′
β
)
G + 2β(Rij − k)fifj
 2β
∣∣∣∣fij +
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
− 2∇G∇f +
(
2
t
− β
′
β
)
G. (40)
Construct the cut-off function φ as before, which satisfies suppφ ⊂ B2R and φ|BR ≡ 1. More-
over,
|∇φ|2
φ
 C
R2
,
φ − C
R2
(
1 + √k · R coth(√k · R)). (41)
Apply maximum principle to φG on B2R × [0, T ]. If φG attains its maximum at (x0, t0) ∈
B2R × [0, T ], then (φG)(x0, t0) > 0 without loss of generality. So x0 ∈ B2R , t0 > 0, and by
maximum principle, at (x0, t0)
0 = ∇(φG) = G∇φ + φ∇G,
(φG) 0,
∂t (φG) = φGt  0. (42)
Using the matrix inequality |A|2  1
n
(trA)2, we have
tr
(
fij +
(
1
2t
+ k
2
)
gij
)
= f + n
2
(
1
t
+ k
)
= − 1
α
[
G
β
+ (α − 1)|∇f |2 −
(
nk
3
+ 1
6
nk2t
)]
. (43)
In the sequel, all computations will be at the maximal point (x0, t0). Applying (40), we have
0 ( − ∂t )(φG) = Gφ − 2G |∇φ|
2
φ
+ φ( − ∂t )G
G
(
φ − 2 |∇φ|
2
φ
)
− 2G∇φ∇f + 2φβ
∣∣∣∣fij +
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
+
(
2
t
− β
′
β
)
φG.
Multiplying by φ, and applying (43), we have
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(
φ − 2 |∇φ|
2
φ
+
(
2
t
− β
′
β
)
φ
)
− 2(φG)|∇φ||∇f |
+ 2φ
2β
nα2
[
G
β
+ (α − 1)|∇f |2 −
(
nk
3
+ 1
6
nk2t
)]2
= (φG)
(
φ − 2 |∇φ|
2
φ
+
(
2
t
− β
′
β
)
φ
)
− 2(φG)|∇φ||∇f | + 2φ
2
nα2β
G2
+ 2φ
2β
nα2
[
(α − 1)|∇f |2 −
(
nk
3
+ 1
6
nk2t
)]2
+ (φG) · 4φ
nα2
[
(α − 1)|∇f |2 −
(
nk
3
+ 1
6
nk2t
)]
= (φG)
(
φ − 2 |∇φ|
2
φ
+
(
2
t
− β
′
β
)
φ − 4
nα2
(
nk
3
+ 1
6
nk2t
)
φ
)
+ 2φ
2
nα2β
G2
+ 2φ
2β
nα2
[
(α − 1)|∇f |2 −
(
nk
3
+ 1
6
nk2t
)]2
+ (φG) ·
(
4φ(α − 1)
nα2
|∇f |2 − 2|∇φ||∇f |
)
.
Applying inequality ax2 − bx − b24a (a > 0), to the last term, and also dropping the second
last term which is nonnegative, we get
0 (φG)
(
φ − 2 |∇φ|
2
φ
+
(
2
t
− β
′
β
)
φ − 2
α2
(
2k
3
+ 1
3
k2t
)
φ − nα
2|∇φ|2
4φ(α − 1)
)
+ 2
nα2β
(φG)2.
Since (φG)(x0, t0) > 0, we get
(φG)(x0, t0)
nα2β
2
[(
β ′
β
− 2
t
)
+ 2
α2
(
2k
3
+ 1
3
k2t
)]
φ
+ nα
2β
2
(
−φ + 2 |∇φ|
2
φ
+ nα
2|∇φ|2
4φ(α − 1)
)
,
where the right hand side is evaluated at (x0, t0) which depends on the function.
Hence on BR × [0, T ], applying estimates (33) on φ, we have
G(x, t) (φG)(x0, t0)
 nβ
2t
[
tα2
(
β ′
β
− 2
t
)
+ 2
(
2kt
3
+ 1
3
k2t2
)]
φ
+ nα
2β
2
(
3C
R2
+ C
√
k
R
coth(
√
k ·R) + nα
2
4(α − 1)
C
R2
)
. (44)
Next, we choose β(t) = tanh(kt). Then, β ′
β
= ksinh(kt) cosh(kt) . Denote x = kt and recall α(t) =
1 + 23kt . It is not hard to show that for x > 0 (see the comments after the proof of this theorem),(
x − 2
)(
1 + 4x + 4x2
)
+
(
4
x + 6x2
)
 0, (45)sinh(x) cosh(x) 3 9 3 9
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tα2
(
β ′
β
− 2
t
)
+ 2
(
2kt
3
+ 1
3
k2t2
)
 0.
On the other hand, by definitions, as t → 0, β(t) = O(t) and α(t)− 1 = 23kt . This implies
β
α − 1  C, (46)
where C is a constant.
Recall that all the computations are at (x0, t0) and (x0, t0) is the maximum point, t0  T ,
α(t) = 1 + 23kt and β(t) = tanh(kt) are non-decreasing. Plugging (45) and (46) into (44), we get
(φG)(x,T ) (φG)(x0, t0)
nα2(t0)β(t0)
2
(
3C
R2
+ C
√
k
R
coth(
√
k · R)
)
+ Cn
2α4(t0)
R2
 nα
2(T )β(T )
2
(
3C
R2
+ C
√
k
R
coth(
√
k ·R)
)
+ Cn
2α4(T )
R2
.
Since φ ≡ 1 on BR , we obtain the following gradient estimate in BR
sup
BR
F (x,T ) Cα
2(T )
R2
+ Cα
2(T )
√
k
R
coth(
√
k · R)+ Cα
4(T )
R2 tanh(kT )
.
Since T is arbitrary, we have proved the first part of the theorem.
If the manifold is complete, for any fixed T > 0, letting R → ∞, we get
F(x,T ) 0.
Since T is arbitrary, equivalently, we obtain the global estimate (9). 
One way of proving (45) is to prove an equivalent inequality as follows,
I (x) := (e2x − e−2x)
(
1 + 2
3
x + 1
9
x2
)
− 2x
(
1 + 4
3
x + 4
9
x2
)
 0, (47)
where function I (x) is a real analytic function and all the coefficients of its Taylor expansion are
positive.
3. Harnack inequality and heat kernel estimates
Along the line of Li and Yau, as an application of the gradient estimates in Section 2, we can
establish Harnack inequalities for positive solutions of the heat equation and deduce lower and
upper bounds for the heat kernel.
We prove the Harnack inequality for noncompact manifold first.
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heat equation, we have the following Hamilton–Jacobi inequality,
ft − 1
α
(
ϕ(t)− |∇f |2).
Let γ be a shortest geodesic joining x1 and x2, γ : [0,1] → M , γ (0) = x2 γ (1) = x1. Define
a curve η in M × (0,∞), η : [0,1] → M × (0,∞) by η(s) = (γ (s), (1 − s)t2 + st1). We have
η(0) = (x2, t2), η(1) = (x1, t1). If ρ = d(x1, x2), then |γ˙ | = ρ. We have
f (x1, t1)− f (x2, t2) =
1∫
0
d
ds
f
(
η(s)
)
ds
=
1∫
0
(〈γ˙ ,∇f 〉 − (t2 − t1)ft)ds

1∫
0
(
ρ|∇f | + t2 − t1
α
(
ϕ(t)− |∇f |2)
)
ds,
where t = (1 − s)t2 + st1.
The integrand is a quadratic polynomial in |∇f |, whose maximum value is
αρ2
4(t2 − t1) +
t2 − t1
α
ϕ(t).
Therefore, we obtain
f (x1, t1) − f (x2, t2)

1∫
0
(
ρ2
4(t2 − t1)α(t) +
t2 − t1
α
ϕ(t)
)
ds
= ρ
2
4(t2 − t1)2
t2∫
t1
α(t) dt +
t2∫
t1
ϕ(t)
α
dt
=
[
ρ2
4(t2 − t1)2
(
t + kt coth(kt)− 1
k
)
+ n
4
ln
sinh(2kt)− 2kt + cosh(2kt)− 1
2k
]∣∣∣∣
t2
t1
,
where in the second identity we have used t (s = 0) = t2, t (s = 1) = t1, dt = −(t2 − t1) ds, and
we have chosen α(t) = 1+ sinh(kt) cosh(kt)−kt
sinh2(kt) and ϕ(t) = nk2 [coth(kt)+1]. Taking the exponential
of both sides and flipping the quotient, we finish the proof of Theorem 1.3. Similarly, choosing
α = 1 + 2kt and ϕ(t) = n + nk (1 + 1kt), we prove Theorem 1.4. 3 2t 2 3
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Yau’s theorem of the case Ricci(M)  0. When Ricci(M)  −k and k > 0, this theorem finds
the explicit form for Li–Yau’s original theorem without parameters and it improves previous
estimates. When Ricci(M) > 0, this formula is new. In the last case, the Harnack is true only for
short time.
For a positive solution on compact manifolds, the Harnack inequality given by Theorem 1.3
also holds.
Theorem 3.1. Suppose M is a compact Riemannian manifold possibly with boundary and with
Ricci(M)  −k. If ∂M = ∅, we assume ∂M is convex. u(x, t) is a positive solution of the heat
equation on M , and ∂u
∂ν
= 0 if ∂M = ∅. Then
u(x1, t1) u(x2, t2)A1(t1, t2) · exp
[
dist2(x2, x1)
4(t2 − t1)
(
1 + A2(t1, t2)
)] (48)
where x1, x2 ∈ M , 0 < t1 < t2 < ∞, dist(x1, x2) is the distance between x1 and x2, A1 =
( e
2kt2−2kt2−1
e2kt1−2kt1−1 )
n
4 , and A2(t1, t2) = t2 coth(kt2)−t1 coth(kt1)t2−t1 .
Proof. The proof is similar to the proof of Theorem 1.3. We skip the details. 
Applying the linearized gradient estimate Theorem 1.2, we obtain another Harnack inequality
on compact manifolds as follows. The proof is similar which we will also skip.
Theorem 3.2. Suppose M is a compact Riemannian manifold possibly with boundary and with
Ricci(M)  −k. If ∂M = ∅, we assume ∂M is convex. u(x, t) is a positive solution of the heat
equation on M , and ∂u
∂ν
= 0 if ∂M = ∅. Then
u(x1, t1) u(x2, t2)
(
t2
t1
) n
2 · exp
(
dist2(x2, x1)
4(t2 − t1)
(
1 + 1
3
k(t2 + t1)
)
+ n
4
k(t2 − t1)
)
, (49)
where x1, x2 ∈ M , 0 < t1 < t2 < ∞, dist(x1, x2) is the distance between x1 and x2.
It is well known that Harnack inequality leads to lower bounds on the heat kernel. Applying
the Harnack estimates, we get
Theorem 1.5. Let M be a complete (or compact with convex boundary) Riemannian manifold
possibly with Ricci(M)−k. Let H(x,y, t) be the (Neumann) heat kernel. Then
H(x,y, t) (4πt)− n2 2− n4 (2kt)
n
2
(e2kt − 2kt − 1) n4 · exp
[
−d
2(x2, x1)
4t
(
1 + kt coth(kt)− 1
kt
)]
and
H(x,y, t) (4πt)− n2 exp
[
−d(x, y)
2
4t
(
1 + 1
3
kt
)
− n
4
kt
]
, (50)
for all x, y ∈ M and t > 0.
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pact manifolds. Applying the Harnack inequality (15) to the function
u(y, t) = H(x,y, t),
we obtain
H(x,x, s)H(x,y, t + s)
(
e2k(t+s) − 2k(t + s)− 1
e2ks − 2ks − 1
) n
4
· exp
[
d2(x2, x1)
4t
(
1 + (t + s) coth(k(t + s)) − s coth(ks)
t
)]
,
for all s > 0 and t > 0. By local calculations one gets
lim
s→0(4πs)
n
2 H(x,x, s) = 1,
so, multiplying by lims→0(4πs)
n
2 , we get
(4πs)
n
2 H(x,x, s) (4πt) n2 H(x,y, t + s) s
n
2
(e2ks − 2ks − 1) n4
(e2k(t+s) − 2k(t + s)− 1) n4
t
n
2
· exp
[
d2(x2, x1)
4t
(
1 + (t + s) coth(k(t + s)) − s coth(ks)
t
)]
.
Letting s → 0, we obtain
1 (4πt) n2 H(x,y, t)2 n4 (e
2kt − 2kt − 1) n4
(2kt)
n
2
· exp
[
d2(x2, x1)
4t
(
1 + kt coth(kt)− 1
kt
)]
.
This completes the proof. 
As a direct corollary of Theorem 1.5, we obtain the following estimate for H(x,x, t).
Corollary 3.1. Under the same assumption as in Theorem 1.5, we have
H(x,x, t) (4πt)− n2 2− n4 (2kt)
n
2
(e2kt − 2kt − 1) n4 , and
H(x,x, t) (4πt)− n2 exp
[
−n
4
kt
]
.
Remark 3.1. Results in this section hold for compact Riemannian manifold with or without
boundary condition. If the boundary is nonempty, we need to assume the boundary is convex.
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We will devote this section to the proof of Theorem 1.6. Theorem 1.6 may be the closet one
to the differential Harnack inequality discovered by Perelman along Ricci flow. It’s worthwhile
to note that in this section we will follow a different notation which was used before by Yau in
[29] and Perelman in [23]. Namely, we always assume u = e−f for positive heat solutions and
u = e−f
(4πt)
n
2
for positive heat kernels. We start with a lemma. Let
X (f, t) = tf + f + ϕ(t), with ϕ(t) = −n
2
ln(4πt)− n
(
1 + 1
2
kt
)2
,
Y(f, t) = ft = f − |∇f |2,
Z(f, t) = X + t (1 + kt)Y .
It is easy to see,
∫
M
Yudv = ∫
M
ftudμ =
∫
M
(f − |∇f |2)udv = 0. Hence, a multiple of∫
M
Yudv with a time function will not affect the entropy functional.
Lemma 4.1. Let M be a complete Riemannian manifold. Let u be a positive solution to the heat
equation with u = e−f . Then
(1) ( ∂
∂t
− )X = −2t |∇i∇j f − ( 12t + k2 )gij |2 − 2∇X∇f − (2kt + 1)(f − |∇f |2) −
2t (Rij + kgij )fifj ;
(2) ( ∂
∂t
−)Y = −2∇Y∇f ;
(3) ( ∂
∂t
−)Z = −2t |∇i∇j f − ( 12t + k2 )gij |2 − 2∇Z∇f − 2t (Rij + kgij )fifj .
Proof. By direct computations with the help of Bochner formula (cf. Lemma 2.2 in [20]), one
can prove equality (1),
(
∂
∂t
−
)
X
= −t|∇f |2 + (f − |∇f |2)+ ϕ′
= −2t |fij |2 − 2t∇f∇f − 2tRij fifj +
(
f − |∇f |2)+ ϕ′
= −2t |fij |2 − 2∇X∇f + 2|∇f |2 + 2kt |∇f |2 +
(
f − |∇f |2)− 2t (Rij + kgij )fifj + ϕ′
= −2t
∣∣∣∣fij −
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
− 2∇X∇f − (2kt + 1)(f − |∇f |2)− 2t (Rij + kgij )fifj .
Equality (2) is again by Bochner formula and it has already been proved in Section 2, Lemma 2.1.
Inequality (3) is immediate from equality (1) and equality (2),
(
∂
∂t
− 
)
Z =
(
∂
∂t
− 
)
X + t (1 + kt)
(
∂
∂t
−
)
Y + (1 + 2kt)Y
= −2t
∣∣∣∣∇i∇j f −
(
1 + k
)
gij
∣∣∣∣
2
− 2∇Z∇f − 2t (Rij + kgij )fifj . 2t 2
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Theorem 1.6. Suppose Mn is a closed manifold. Let u be the positive heat kernel and k  0 is
any constant satisfying Rij (x)−kgij for all x ∈ Mn, then
v :=
[
tf + t (1 + kt)(f − |∇f |2)+ f − n
(
1 + 1
2
kt
)2]
u 0, (51)
for all t > 0 with u = e−f
(4πt)
n
2
.
We first derive the evolution equation of v.
Proposition 4.1. Let u, f , and v be defined as in Theorem 1.6. Then
(
∂
∂t
−
)
v = −2t
∣∣∣∣∇i∇j f −
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
u − 2t (Rij + kgij )fifju. (52)
Proof. Recall in Theorem 1.6, u = e−f
(4πt)
n
2
. One can use the change of variable idea, or simply
observe that f + n2 ln(4πt) satisfies the assumption of Lemma 4.1. It is easy to see v(f, t) =
Z(f + n2 ln(4πt), t)u. Hence, by Lemma 4.1
(
∂
∂t
−
)
v =
(
∂
∂t
− 
)
(Zu)
=
(
∂
∂t
− 
)
Zu − 2∇Z∇u+ Z
(
∂
∂t
− 
)
u
=
(
∂
∂t
− 
)
Zu + 2u∇Z∇f
= −2t
∣∣∣∣∇i∇j f −
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
u − 2t (Rij + kgij )fifju, (53)
where we have used the fact that (f + n2 ln(4πt))i = fi . 
The way we find the pointwise differential Harnack quantity can be used to find similar quan-
tities for other geometric evolution equations, e.g., along Ricci flow equation. See an application
in [16].
One can rewrite v as v = [t (2f − |∇f |2)+ f − n]u+ kt2u− nkt (1 − 14 t)u. Clearly, the
first term is the one discussed by Ni for the Ricci 0 case and the second term is divergence free.
The last term contributes to the Ricci curvature term from Bochner formula. On the other hand,
the difference between v and the integrand of WP , cf. (61), is a divergence term (t + kt2)(f −
|∇f |2)u = (t + kt2)u. This term is crucial for finding the pointwise differential inequality. The
evolution of v also yields a proof to the monotonicity of WP in Section 6.
When k = 0, our theorem reduces to the result of L. Ni in [20] and [21]. The reason we discuss
the case of k  0 is because we will make essential use of the heat kernel comparison with
hyperbolic space and Euclidean space, see Theorem A.3. in Appendix A. Going through more
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section, we also established a direct proof for Perelman’s differential Harnack inequality along
Ricci flow in [16].
Remark 4.1. Our proof of this differential inequality is different from the one of L. Ni for
Ricci 0 case in [20] and [21]. The main simplification is we do not need to use the gradi-
ent estimates for all positive solutions to the heat equation, and also other techniques such as the
nontrivial reduced distance function introduced by Perelman in the study of Ricci flow.
Proof of Theorem 1.6. For any t0 > 0, let h be any positive function. We solve the backward
heat equation (∂t −)h(y, t0 − t) = 0 starting from t0 with initial data h. We then have that,
∂t
∫
M
vhdμ =
∫
M
(htv + hvt ) dμ
=
∫
M
(−hv + hv)dμ− 2t
∫
M
∣∣∣∣∇i∇j f −
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
hudμ
− 2t
∫
M
(Rij + kgij )fifjuhdμ
= −2t
∫
M
∣∣∣∣∇i∇j f −
(
1
2t
+ k
2
)
gij
∣∣∣∣
2
hudμ− 2t
∫
M
(Rij + kgij )fifjuhdμ
 0, (54)
where we have used Proposition 4.1 and ht + h = 0.
Claim.
lim
t→0
∫
M
vhdμ 0.
Combining (54) and the Claim, we have that
∫
M
hv dμ 0
for any t0 > 0 and any positive functions h. This implies that v  0. 
The key point is to prove the Claim. We need an upper bound on derivatives of the logarithm
of the heat kernel and the small time asymptotic estimates on logarithmic derivatives of the heat
kernel. These known results are summarized in Appendix A.
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Wh(t, x) =
∫
M
h(t0 − t, y)v(t, x, y) dμ.
The proof is along the line of [21]. We first show that for any fixed x ∈ M , Wh(t) has a finite up-
per bound as t → 0. For the fundamental solution F(t, x, y) = e−f , v = [tf + t (1+ kt)(f −
|∇f |2)+ f − n2 ln(4πt)− n(1 + 12kt)2]F . We can write
Wh(t) = t (2 + kt)
∫
M
fFhdμ− t (1 + kt)
∫
M
|∇f |2Fhdμ+
∫
M
(
f − n
2
ln 4πt
)
Fhdμ
− n
(
1 + 1
2
kt
)2 ∫
M
Fhdμ
= I + II + III + IV.
By Theorem A.2(3) in Appendix A, we have
∣∣∣∣∇F(t, x, y)F (t, x, y)
∣∣∣∣D1
(
dist(x, y)
t
+ 1√
t
)
,
∣∣∣∣F(t, x, y)F (t, x, y)
∣∣∣∣D2
(
dist(x, y)
t
+ 1√
t
)2
.
Since f = −F
F
+ |∇F |2
F 2
, we have
|I | =
∫
M
∣∣∣∣t (2 + kt)
(
−F
F
+ |∇F |
2
F 2
)∣∣∣∣FhdμD∣∣t (2 + kt)∣∣
∫
M
(
dist2(x, y)
t2
+ 1
t
)
Fhdμ,
|II| = ∣∣t (1 + kt)∣∣
∫
M
|∇F |2
F 2
FhdμD
∣∣t (1 + kt)∣∣
∫
M
(
dist2(x, y)
t2
+ 1
t
)
Fhdμ.
From the asymptotic expansion of the heat kernel of F(t, x, y), and elementary computations,
we have
lim
t→0
∫
M
F(t, x, y)h(y) dμ = h(0, x),
lim
t→0
∫ dist2(x, y)
4t
F (t, x, y)h(y) dμ = n
2
h(0, x),M
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t→0
∫
M
dist(x, y)F (t, x, y)h(y) dμ
 lim
t→0
(∫
M
dist2(x, y)
4t
F (t, x, y)h(y) dμ
)1/2(
t
∫
M
Fhdμ
)1/2
= 0, (55)
where the second limit is by elementary computations on (65) (cf. p. 8 in [21]). Hence, we have
lim supt→0 |I | + |II| D˜h(0, x).
When k > 0, from Cheeger and Yau’s heat kernel comparison theorem for Ricci  −k and
Davies and Mandouvalos’ lower bound estimate on heat kernel of space form, we have
F(t, x, y) C(n)(4πt)−n/2 exp
(
− r
2
4t
− (n − 1)kt
4
− r
√
(n − 1)k
2
)
×
(
1 + r
√
k
n − 1 +
k
n− 1 t
) n−1
2 −1(
1 + r
√
k
n− 1
)
,
where r = dist(x, y). From F = e−f , we have
f − n
2
ln 4πt  r
2
4t
+ (n− 1)kt
4
+ r
√
(n − 1)k
2
− lnC(n)
−
(
n− 1
2
− 1
)
ln
(
1 + r
√
k
n − 1 +
k
n− 1 t
)
− ln
(
1 + r
√
k
n − 1
)
.
Hence, from (55), we have
lim sup
t→0
III = lim sup
t→0
∫
M
(
f − n
2
ln(4πt)
)
Fhdμ
(
n
2
− lnC(n)
)
h(0, x).
Similar arguments work for the case of k = 0, where one needs to deal with heat kernel of
Euclidean space which has simpler form. On the other hand, lim supt→0 IV = −nh(0, x). Hence,
we can conclude that lim supt→0 Wh(t) is finite.
By the entropy monotonicity formula (54), we know that the limit limt→0 Wh(t) = γ exists
for some finite γ . Hence limt→0[Wh(t)−Wh( t2 )] = 0. By (54) and the mean-value theorem, we
can find ti → 0 such that
lim
ti→0
t2i
∫
M
∣∣∣∣∇∇f −
(
1
2t
+ k
2
)
g
∣∣∣∣
2
Fhdμ = 0.
By the Cauchy–Schwartz inequality and the Hölder inequality, we have that
lim
ti→0
ti
∫
M
(
f − n
2ti
− 1
2
nk
)
Fhdμ = ti lim
ti→0
∫
M
(
f − n
2ti
)
Fhdμ− lim
ti→0
1
2
nkti
∫
M
Fhdμ
= ti lim
ti→0
∫ (
f − n
2ti
)
Fhdμ = 0.M
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γ = lim
ti→0
Wh(ti)
= ti (1 − kti)
∫
M
(
f − |∇f |2)Fhdμ+
∫
M
(
f − n
2
ln(4πti)+ n2 − n
(
1 + 1
2
kti
)2)
Fhdμ.
Using integration by parts, we have
∫
M
(
f − |∇f |2)Fhdμ = −
∫
M
Fhdμ
= −
∫
M
Fhdμ = −h(0, x).
Hence we have
lim
ti→0
ti (1 + kti)
∫
M
(
f − |∇f |2)Fhdμ = − lim
ti→0
ti (1 + kti)h(0, x) = 0.
From (65) in Appendix A, we have that
lim
ti→0
(
f − n
2
ln(4πti)− dist
2(x, y)
4ti
)
= − lim
ti→0
ln
(
(4πti)n/2e
dist2(x,y)
4ti F (ti , x, y)
)
= − lnH0(x, y)
holds uniformly on any compact subsets of M \ Cut(x), and for y = expx(Y ), H0(x, y) is given
by the reciprocal of the square root of the Jacobian of expx at Y , and H0(x, x) = 1. Hence we
have
γ = lim
ti→0
∫
M
(
f − n
2
ln(4πti)+ n2 − n
(
1 + 1
2
kti
)2)
Fhdμ
= lim
ti→0
∫
M
(
f − n
2
ln(4πti)− dist
2(x, y)
4ti
)
Fhdμ
+ lim
ti→0
∫
M
(
dist2(x, y)
4ti
− n
2
)
Fhdμ+ n
(
kti + 14k
2t2i
)
lim
ti→0
∫
M
Fhdμ
−(lnH0(x, x))h(0, x) = 0.
The last inequality comes from uniformly convergence theorem with Cut(x) zero measure for
the first term, and (55).
Hence we prove γ  0 holds, which is our Claim. 
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Combining differential Harnack inequality (20) with the heat equation ut = u, u = e−f
(4πt)
n
2
,
and |∇f |2 − f + ft + n2t = 0 we have a Hamilton–Jacobi inequality
|∇f |2 + (2 + kt)ft + f
t
 k n
4
(2 + kt). (56)
The case of k = 0 is due to L. Ni [22]. Naturally, the differential Harnack inequality (20) will
lead to the following Harnack type estimates.
Theorem 5.1. Let Mn be a Riemannian manifold with Ricci  −kg (k  0). If we denote t˜ :=
t˜ (t) = t2+kt , then for any x1, x2 ∈ Mn, and 0 < t1 < t2, the following Harnack type estimates
hold:
√
t˜2f (x2, t2)−
√
t˜1f (x1, t1)
dist2(x1, x2)
4(s(t2) − s(t1)) +
n
4
(
Φ(t2)− Φ(t1)
)
, (57)
where t˜1 = t˜ (t1), t˜2 = t˜ (t2),
Φ(t) = k
t∫
0
√
t˜ dt = k− 12 [√kt (kt + 2)− ln(1 + kt +√kt (kt + 2) )],
and s = s(t) is defined as following
(1) s(t) := ∫ t0 1√t˜ dt = k−
1
2 [√kt (kt + 2)+ ln(1 + kt + √kt (kt + 2) )], for k > 0;
(2) s(t) := √t , for k = 0.
In this section, we always assume (Mn,g) a complete (possibly noncompact) manifold with
Ricci curvature bounded from below, i.e. Ricci(M)  −k for some constant k  0. We shall
apply an equivalent form of our differential Harnack inequality (20):
t (2 + kt)f − t (1 + kt)|∇f |2 + f − n
(
1 + 1
2
kt
)2
 0
for the heat kernel F(t, x, y) = e−f
(4πt)
n
2
on M to obtain a pointwise Harnack inequality. The
estimate (20) is a Li–Yau–Hamilton type since combining with the heat equation
ft = f − |∇f |2 − n2t ,
we have a Hamilton–Jacobi inequality
|∇f |2 + (2 + kt)ft + f  k n(2 + kt). (58)
t 4
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t˜ (t) and s(t) be defined as in the theorem.
√
t˜2f (t2, x2, y)−
√
t˜1f (t1, x1, y) =
t2∫
t1
d
dt
(√
t˜f
(
t, γ (t), y
))
dt
=
t2∫
t1
√
t˜
(
ft + (
√
t˜ )′√
t˜
f + 〈∇f,γ ′(t)〉
)
dt

t2∫
t1
√
t˜
(
− 1
2 + kt |∇f |
2 + |∇f | · ∣∣γ ′∣∣+ nk
4
)
dt

t2∫
t1
(
1
4
√
t (2 + kt)∣∣γ ′(t)∣∣2 + 1
4
nk
√
t˜
)
dt
for any path γ (t) joining from x1 to x2. One can check that s′(t) = 1√
t˜
. This gives a Harnack
type estimate:
√
t˜2f (t2, x2, y)−
√
t˜1f (t1, x1, y) inf
γ
1
4
s(t2)∫
s(t1)
∣∣γ ′(s)∣∣2 ds + n
4
(
Φ(t2)−Φ(t1)
)
.
Choosing γ (s) to be a shortest geodesic with constant speed completes the proof. 
Remark 5.1. The k = 0 case was obtained by L. Ni in [22]. The heat kernel comparison theorem
of Cheeger and Yau [2] will imply the differential Harnack inequality as we did in proof of
Theorem 1.6. Reversely, when the manifold is Ricci nonnegative, Ni recovered Cheeger–Yau’s
heat kernel comparison theorem by the above Harnack inequality. We thank Lei Ni for helping
us understand his paper and pointing out a mistake in the early manuscript.
Along the line of Ni, we consider the case of k > 0. We take x1 = o in the above theorem,
where o is the singular point of the fundamental solution at t = 0. Argue as in [22], one gets
limt→0
√
t˜f (t, o, o) − n4Φ(t)  0, since limt→0 u(o, t) = limt→0
√
t˜f (o,t)√
t˜
(4πt)
n
2
= δ0(o). This yields
the following heat kernel comparison theorem.
Corollary 5.1. Let Mn, F , f , t˜ , s, and Φ be the same as in Theorem 5.1. Then for any (x, y) ∈
M ×M , we have:
(1) When Ricci(M) 0, f (x, t) d2(x,o)4t .
(2) When Ricci(M)−k, f (x, t) d2(x,o)
4
√
t˜ s(t)
+ n4 Φ(t)√t˜ .
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In this section, we will introduce various new entropy functionals and discuss their mono-
tonicity along the heat equation on any compact Riemannian manifold. Pointwise differential
Harnack inequalities and monotonicity formulas for entropy functionals are closely related. Usu-
ally, a pointwise differential Harnack quantity easily yields a monotonicity formula for the related
functional. But reversely, it is more difficult. In general, the proofs of monotonicity formulas for
functionals are also easier. The reason is upon integration over closed manifolds, all the informa-
tion of a divergence form will be disappeared. This implies the pointwise differential Harnack
quantity should be the representative in the space of the entropy integrands for the same entropy
functional.
In this section, based on the Li–Yau type and Li–Yau–Hamilton–Perelman type of differential
Harnack inequalities we introduced in Sections 2 and 4, we can easily establish monotonicity
formulas for the related entropy functionals. But in our actual searching for differential Harnack,
we discovered the functionals first, then localized them and obtained the pointwise version.
As in Section 4, we will follow the notations of Yau [29] and Perelman [23] to assume u = e−f
for positive heat solutions and u = e−f
(4πτ)
n
2
for positive heat kernels.
We introduce the following Li–Yau entropy functional WLY , where the integrand is t2Fu or
sinh2(kt)Fu from Proposition 2.1,
WLY(u, t) :=
∫
Mn
t2Fudμ = −
∫
Mn
t2
[
 lnu+ n
2t
+ nk
2
(
1 + 1
3
kt
)]
udμ, or
WLY(u, t) :=
∫
Mn
sinh2(kt)Fudμ = −
∫
Mn
sinh2(t)
[
 lnu+ nk
2
[
coth(kt)+ 1]
]
udμ, (59)
where we have used integration by parts to get
∫
M
ftudμ =
∫
M
(|∇ lnu|2 − lnu)udμ = 0.
As a direct consequence of Proposition 2.1 and the differential Harnack inequality in Theo-
rem 1.1, we have the following theorem.
Theorem 6.1. Let Mn be a closed manifold. Assume that u is a positive solution to the heat
equation (1) with ∫
M
udμ = 1 and let f = − lnu. Consider the functional
WLY = −
∫
Mn
t2
[
 lnu + n
2t
+ nk
2
(
1 + 1
3
kt
)]
udμ.
If Ricci(M)−k, then WLY  0 for all t  0 and
d
dt
WLY(f, t) = −2t2
∫
Mn
∣∣∣∣fij − k2gij −
1
2t
gij
∣∣∣∣
2
udμ− 2t2
∫
Mn
(Rij + kgij )fifjudμ 0. (60)
The monotonicity is strict for all t  0, unless the manifold is Einstein, i.e. Ricci(M) = −k, and
f satisfies the gradient Ricci soliton equation 12Rij + fij − 12t gij ≡ 0.
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tial function as the logarithmic of a positive heat solution can be realized in some cases, e.g., heat
kernels on Rn obtain the equality with k = 0.
Proof of Theorem 6.1. Recall that ft = f − |∇f |2. Using (9), we have
WLY =
∫
M
t2Fudμ 0.
The monotonicity follows from WLY =
∫
M
t2Fudμ and Proposition 2.1. 
Exactly the similar theorem is also true for
WLY(u, t) = −
∫
Mn
sinh2(kt)
[
 lnu + nk
2
[
coth(kt)+ 1]
]
udμ.
We leave the details to the readers.
On the other hand, one can prove these theorems directly. Since the entropy integrand be-
comes simpler than the differential Harnack quantity and integration by parts works for closed
manifolds, one can get an easier and more direct derivation for the monotonicity formula. We will
use this idea to derive the Perelman type of entropy monotonicity in the proof of Theorem 6.2.
In regard of the Perelman type LYH Harnack quantity, the following entropy formula is very
natural. We define
WP (f, τ ) =
∫
Mn
(
τ |∇f |2 + f − n
(
1 + 1
2
kτ
)2)
e−f
(4πτ)
n
2
dμ, (61)
with
∫
M
e−f
(4πτ)
n
2
dμ = 1. When k = 0, WP is exactly Ni’s functional W in [20]. The following
theorem generalizes L. Ni’s result in the sense that for closed manifolds there is no curvature
condition needed.
Theorem 6.2. Let Mn be a closed manifold. Assume that u is a positive solution to the heat
equation (1) with ∫
M
udμ = 1. If we choose k ∈R to be any constant satisfying Ricci(M)−k
and let f be defined as u = e−f
(4πτ)
n
2
and τ = τ(t) with dτ
dt
= 1, then WP  0 for all t  0, and
d
dt
WP = −2τ
∫
Mn
∣∣∣∣k2gij + fij −
1
2τ
gij
∣∣∣∣
2
e−f
(4πτ)
n
2
dμ− 2τ
∫
Mn
(Rij + kgij )fifj e
−f
(4πτ)
n
2
dμ 0.
(62)
Moreover, the monotonicity is strict for all t  0, unless the manifold is Einstein, Ricci(M) = −k,
and f satisfies the Ricci soliton equation 1Rij + fij − 1 gij ≡ 0.2 2t
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Proposition 4.1. Here, we will present a direct proof which is based on a change of variable
argument, see similar argument in [14].
Proof of Theorem 6.2. Let f˜ := − lnu = f + n2 ln(4πτ). It is easy to see f˜t = f˜ − |∇f˜ |2.
We first observe that the derivative of the Nash entropy N (f, τ ) := ∫
M
f e−f dμ is
d
dt
N (f˜ , τ ) =
∫
M
f˜tudμ+
∫
M
f˜ ut dμ =
∫
M
(
f˜ − |∇f˜ |2)udμ+
∫
M
f˜udμ
=
∫
M
f˜ udμ,
where the last step follows from integration by parts. As far as integration by parts is allowed,
we can use the fact
∫
M
|∇f |2e−f dμ = ∫
M
f e−f dμ.
Applying Bochner formula, one gets
d
dt
∫
M
τ |∇f˜ |2udμ = d
dt
∫
M
τf˜ udμ
=
∫
M
f˜ udμ+ τ
∫
M
(f˜tu+ f˜ ut ) dμ
=
∫
M
f˜ udμ+ τ
∫
M
(
2f˜ − |∇f˜ |2)udμ
=
∫
M
f˜ udμ− 2τ
∫
M
(|f˜ij |2 + Rij f˜i f˜j )udμ
=
∫
M
f˜ udμ− 2τ
∫
M
|f˜ij |2udμ+ 2kτ
∫
M
|∇f˜ |2udμ
− 2τ
∫
M
(Rij + kgij )fifjudμ.
Now we are ready to obtain the monotonicity by using integration by parts and completing the
square,
d
dt
∫
M
(
τ |∇f˜ |2 + f˜ − n
2
ln(4πτ)− n
(
1 + 1
2
kτ
)2)
udμ
= 2
∫
f˜ udμ− 2τ
∫
|f˜ij |2udμ+ 2kτ
∫
|∇f˜ |2udμ− n
2τ
+ nk − nk
2
2
τM M M
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∫
M
(Rij + kgij )fifjudμ
= −2τ
∫
M
∣∣∣∣f˜ij −
(
1
2τ
+ k
2
)
gij
∣∣∣∣
2
udμ− 2τ
∫
M
(Rij + kgij )fifjudμ.
Changing f˜ back to f , we complete the proof. 
The third interesting entropy functional is the ‘Nash entropy’, − ∫
M
H logH dμ, where H is
the positive heat kernel. We will use the linearized version of our generalized Li–Yau estimate,
namely, the estimate in Theorem 1.2, to illustrate the idea. The nonlinear version works exactly
in the same way.
Following the ideas in Section 5 of [23] and motivated by and along the line of Addenda
to [20], we discuss the relations among these different entropies. Let u(x, t) be a positive solution
to the heat equation with
∫
M
udμ = 1. We define
N(u, t) =
∫
M
−(logu)udμ
and
N˜(u, t) = N(u, t)− n
2
log(4πt)− n
2
kt
(
1 + 1
6
kt
)
− n
2
.
Direct computations show that
dN˜
dt
= −
∫
M
(
(logu)+ n
2t
+ nk
2
(
1 + 1
3
kt
))
udμ
=
∫
M
(
|∇ logu|2 −
(
1 + 2
3
kt
)
ut
u
− n
2t
− nk
2
(
1 + 1
3
kt
))
udμ, (63)
where in the last step we have used integration by parts and the heat equation.
Notice that the integrand in the last step is just the generalized Li–Yau gradient estimate (9),
which is
|∇ logu|2 −
(
1 + 2
3
kt
)
ut
u
− n
2t
− nk
2
(
1 + 1
3
kt
)
 0, (64)
for any closed manifold when choosing proper k. Using (64), one arrives at the following estimate
on the Nash entropy − ∫
M
H logH dμ, which extends L. Ni’s result to general manifolds.
Proposition 6.1. Let Mn be a complete Riemannian manifold with Ricci(M)−k and H be the
positive heat kernel. Then N˜(H, t) satisfies the following properties:
4488 J. Li, X. Xu / Advances in Mathematics 226 (2011) 4456–4491(1) d
dt
N˜ < 0, unless M is an Einstein manifold and H satisfies the gradient Ricci soliton equa-
tion 12Rij − (lnu)ij − 12τ gij ≡ 0.
(2) limt→0 N˜(H, t) = 0.
Proof. The monotonicity is a simple consequence of the generalized Li–Yau gradient estimates
for heat kernels on complete manifolds with Ricci(M)  −k. Since the manifold may be non-
compact, one cannot use Theorem 1.2 directly. But for heat kernels, one can easily extend
Theorem 1.2 to noncompact manifold by using the techniques we developed to prove the Claim
in Section 4. The equality case is from the vanishing of the first variation formula. 
The study of relations between pointwise differential Harnack inequality and monotonicity of
entropy functionals for Ricci flow equations and heat equations is an important and very active
field. As we have revealed in this paper, for both equations, Ricci soliton plays important role.
See entropy formulas for Ricci flow in Perelman’s original work [23], and others, e.g., [9,14].
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Appendix A
We summarize some known results about heat kernels on manifolds in this appendix.
Theorem A.1. Let Mn be a smooth, complete Riemannian manifold. Let C(M) ⊂ M × M be
the set of pairs of points (x, y) such that y ∈ Cut(x). Let F(t, x, y) be the positive fundamental
solution of the heat equation ∂tu(t, x) = u(t, x), define
Et(x, y) = −2t lnF(t, x, y), E(x, y) = 12dist
2(x, y).
Then there are smooth functions Hi(x, y) defined on (M ×M) \C(M) such that the asymptotic
expansion
F(t, x, y) ∼
(
1
4πt
)n/2
e−
dist2(x,y)
4t
∞∑
i=0
Hi(x, y)t
i (65)
holds uniformly as t → 0 on compact subsets of (M ×M) \C(M). Further, if y = expx(Y ), then
H0(x, y) is given by the reciprocal of the square root of the Jacobian of expx at Y .
Furthermore, the following estimates on logarithmic derivatives of the heat kernel on M are
known:
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(1) (See Varadhan [27], Cheng, Li and Yau [3].) On any compact subsets of M ×M ,
lim
t→0Et(x, y) = E(x,y) uniformly;
(2) (See Malliavin and Stroock [18], Stroock and Turetsky [25].) On any compact subsets of
(M × M) \C(M),
lim
t→0 ∇
mEt(x, y) = ∇mE(x, y) uniformly;
(3) (See Stroock and Turetsky [26], Hsu [13].) There are upper bounds for derivatives of the
heat kernel on any closed manifold M as
∣∣∇mF(t, x, y)∣∣Dm
(
dist(x, y)
t
+ 1√
t
)m
F(t, x, y),
where Dm are some constants depending only on M;
(4) (See Neel [19].) For any A ∈ TyM , we have that
⎧⎪⎨
⎪⎩
−|A|dist(x, y) lim inf
t→0 ∇AEt(x, y) lim supt→0 ∇AEt(x, y) |A|dist(x, y) and
−|A|2dist2(x, y) lim inf
t→0 t∇
2
A,AEt (x, y) lim sup
t→0
t∇2A,AEt (x, y) 0
hold for any (x, y) ∈ M × M .
For heat kernels on hyperbolic space, Davies and Mandouvalos have the following estimates.
Theorem A.3 (Davies–Mandouvalos). (See [8].) Let FK(t, x, y) = FK(t,dist(x, y)) be the heat
kernel of  on MK , the space form with constant sectional curvature −K  0. Then
c(n)−1h
(
t,dist(x, y)
)
 FK(t, x, y) c(n)h
(
t,dist(x, y)
)
,
where c(n) depends only on dimension n and
h(t, r) = (4πt)−n/2 exp
(
− r
2
4t
− (n − 1)
2Kt
4
− (n− 1)
√
Kr
2
)
× (1 + √Kr +Kt) n−12 −1(1 + √Kr). (66)
Another very useful estimate is the heat kernel comparison theorem of Cheeger and Yau.
Theorem A.4 (Cheeger–Yau). (See [2].)
F(t, x, y) FK(t, x, y), ∀Ricci(M)−(n − 1)K.
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F(t, x, y) c(n)−1h
(
t,dist(x, y)
) (67)
where h(t, r) as in (66).
The following theorem is from [24, p. 167, Corollary 2].
Theorem A.5 (Li–Yau). (See [24].) Let H(x,y, t) be the heat kernel of a complete Riemannian
manifold M . For any ρ > 0, T > 0, set
F(y, t) =
∫
M\Bx(ρ)
H(x, ξ, T )H(ξ, y, t) dξ. (68)
Then for any δ > 0, and R > 0,
∫
Bx(R)
F 2
(
y, (1 + δ)T )dy  exp
(
R2
2δT
)
· exp
( −ρ2
2(1 + 2δ)T
)
·
∫
M\Bx(ρ)
H 2(x, ξ, T ) dξ. (69)
Moreover, if ρ = 0, i.e.
F(y, t) =
∫
M
H(x, ξ, T )H(ξ, y, t) dξ, (70)
then for any δ > 0, T > 0, and R > 0, we have
∫
Bx(R)
F 2
(
y, (1 + δ)T )dy  exp
(
R2
2δT
)
F(x,T ). (71)
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