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Re´sume´:
En utilisant une analyse en ondelette, on construit un estimateur non-parame´trique de la densite´ spec-
trale d’un processus gaussien a` accroissements stationnaires. Dans un premier temps, on conside`re le cas
“ide´al” de l’observation d’une trajectoire en temps continu et on donne un the´ore`me de la limite central
ponctuel et une estimation de l’erreur quadratique moyenne inte´gre´e. Puis, afin de mieux correspondre aux
applications, on construit un second estimateur a` partir de l’observation d’une trajectoire du processus a`
des instants discrets, ale´atoires et irre´gulie`rement espace´s. Cet estimateur est obtenu en remplac¸ant les
coefficients d’ondelette par leurs discre´tisations. Nous donnons un second the´ore`me de la limite central,
avec une vitesse diffe´rente. Des simulations et une application a` la mode´lisation du rythme cardiaque des
marathoniens sont pre´sente´es.
Abstract (english):
From a wavelet analysis, one derives a nonparametrical estimator for the spectral density of a Gaussian
process with stationary increments. First, the idealistic case of a continuous time path of the process is
considered. A punctual Central Limit Theorem (CLT) and an estimation of the Mean Integrate Square
Error (MISE) are established. Next, to fit the applications, one considers the case where one observes
a path at random times. One built a second estimator obtained by replacing the wavelet coefficients by
their discretizations. A second CLT and the corresponding estimation of the MISE are provided. Finally,
simulation results and an application on the heartbeat time series of marathon runners are presented.
1 Introduction
Soit X = {X(t), t ∈ IR} un processus a` temps continu gaussien centre´ a` accroissements stationnaires Il
admet une repre´sentation (voir Yaglom, 1958)
X(t) =
∫
IR
(
eitξ − 1) · f1/2(ξ) dW (ξ), pour tout t ∈ IR, (1)
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ou` W (dx) est une mesure de Wiener complexe adapte´e afin que X(t) soit re´el et f est une fonction paire,
positive appele´e densite´ spectrale. On observe une trajectoire (Xt0 , . . . ,Xtn) du processus X a` des instants
ti, i = 0, . . . , n irre´gulie`rement espace´s ou ale´atoires. Le but de cet article est de proposer un estimateur
de la densite´ spectrale f(ξ) pour une fre´quence 0 < ξ <∞ et d’e´tudier sa convergence.
A titre d’exemple paradigmatique, si f(ξ) = σ2 |ξ|−(2H+1) pour tout ξ ∈ IR∗, alors le processus X est
un mouvement brownien fractionnaire (mbf) d’indice de Hurst H et de parame`tre d’e´chelle σ; la fonction
de densite´ spectrale est entie`rement de´termine´e par les deux seuls parame`tres (H, σ). On se trouve dans
un cadre d’estimation parame´trique de la densite´ spectrale f . De plus, la fonction ln f(ξ) est une fonction
affine de ln(|ξ|), ce qui correspond a` l’autosimilarite´ du processus.
L’autosimilarite´ est tre`s souvent suppose´e sans vraiment eˆtre statistiquement ve´rifie´e ou the´oriquement
justifie´e. Dans cet article, nous nous inte´ressons a` l’estimation de la fonction f(ξ) dans un cadre non-
parame´trique. Cette approche peut permettre ensuite de ve´rifier graphiquement l’autosimilarite´, ou, par
exemple, de de´terminer une ou plusieurs bandes de fre´quences de fre´quences ]ωi, ωi+1[ telle que f(ξ) =
σ2i · |ξ|−(2Hi+1) pour ωi < ξ < ωi+1.
Le plan de cet article est le suivant. Dans la section 2, nous pre´cisons le mode`le statistique et les
hypothe`ses utilise´es. Dans la section 3, on montre un the´ore`me de la limite central (TLC) pour l’estimation
de la fonction de densite´ spectrale a` l’aide d’une analyse en ondelette the´orique, c’est-a`-dire avec des
coefficients d’ondelette calcule´s par une inte´grale sur IR. Dans la section suivante, nous montrons que
la discre´tisation des coefficients d’ondelette de´coulant de l’observation a` des instants discrets ale´atoires
conduit a` e´tablir un second TLC. Dans la dernie`re section, nous donnons des exemples nume´riques.
2 Hypothe`ses et notations
Soit X un processus gaussien centre´ a` accroissements stationnaires de´fini par l’e´quation (1). On suppose
que sa densite´ spectrale f ve´rifie les conditions (F1) et (F2) ci-dessous:
(F1) La fonction f est bore´lienne, paire positive et ve´rifie∫
IR
(
1 ∧ |ξ|2) · f(ξ) dξ <∞. (2)
(F2) Sur IR+ la fonction f est ca`dla`g et C1 en dehors d’un nombre fini de points 0 < ω1 < · · · < ωK avec
K ∈ IN , sa derive´e f ′ ve´rifie la condition∫
IR
(
1 ∧ |ξ|3) · ∣∣f ′(ξ)∣∣ dξ <∞. (3)
De plus, on a un controˆle du comportement a` haute fre´quence: il existe deux constantes C0, C
′
0 > 0,
une fre´quence ωK > 0 et un re´el H > 0, tel que pour |ξ| ≥ ωK
f(ξ) ≤ C0 |ξ|−(2H+1) et f ′(x) ≤ C ′0 |ξ|−(2H+2). (4)
On dispose de l’observation du processus a` des instants discrets sur un intervalle [0, Tn], i.e.(
X(t0),X(t1), . . . ,X(tn)
)
est connue avec t0 = 0 < t1 < · · · < tn = Tn. Les instants d’observations ti sont
ale´atoires et irre´gulie`rement espace´s. On aura besoin que l’hypothe`se (S(s)) ci-dessous soit ve´rifie´e pour
un re´el s ∈ [1,∞].
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(S(s)) Il existe une suite de nombres re´els strictement positifs (δn)n∈IN telle que δn −→
n→∞
0 et une suite de
variables ale´atoires positives identiquement distribue´es et inde´pendantes (Lk)k∈IN telle que
tk+1 − tk := δn Lk et IE Lk = 1 pour k ∈ {0, 1, . . . , n− 1}.
De plus, les v.a. (Lk)k∈IN sont inde´pendantes de la tribu FX engendre´e par le processus avec FX :=
σ
{
X(t), t ∈ IR} et il existe deux constantes 0 < ms < Ms <∞ telles que
ms ≤ ‖Lk‖s ≤Ms pour tout k ∈ IN.
ou` pour une v.a. Z et un re´el α ∈ (0,∞], on note‖Z‖α :=
(
IE(|Z|α))1/α quand IE(|Z|α) < ∞ et
‖Z‖∞ = supω∈Ω |Z(ω)| par convention.
Un estimateur de la densite´ spectrale f(ξ) pour une fre´quence 0 < ξ <∞ est construit a` partir de l’analyse
en ondelette du processus X. Soit ψ une ”ondelette me`re”, et pour n’importe quels e´chelle et de´calage
(a, b) ∈ IR∗+× IR, on de´finit respectivement les coefficients d’ondelette “the´oriques” (pour une trajectoire a`
temps continu) et “empiriques” (pour une trajectoire a` temps discrets) par
dψ(a, b := a
−1/2
∫
IR
ψ
(
t− b
a
)
X(t) dt (5)
et eψ(a, b) := a
−1/2
n−1∑
i=0
(∫ ti+1
ti
ψ
( t− b
a
)
dt
)
X
(
ti
)
. (6)
Suivant les diffe´rents cas examine´s par la suite, l’ondelette ψ ve´rifiera des hypothe`ses issues de la famille
suivante :
W(m, q, r) ψ : IR 7→ IR est une fonction ve´rifiant les trois conditions:
• pour tout entier n ≤ m,
∫
IR
|tnψ(t)| dt <∞,
∫
IR
tnψ(t) dt = 0 et
∫
IR
∣∣tm+1 ψ(t)∣∣ dt <∞;
• il existe une constante Cψ > 0 telle que pour tout t ∈ IR(
1 + |t|)q · ∣∣ψ(t)∣∣ ≤ Cψ.
• il existe une constante C ′ψ > 0 telle que pour tout ξ ∈ IR(
1 + |ξ|)r · (∣∣ψ̂(ξ)∣∣+ ∣∣ψ̂′(ξ)∣∣) ≤ C ′ψ.
Cette famille d’hypothe`ses est e´galement utilise´e dans Bardet et Bertrand (2008). Dans cette pre´sentation,
nous ferons deux hypothe`ses supple´mentaires qui permettent de simplifier les e´nonce´s et les de´monstrations :
(T) • La dure´e d’observation Tn est de´terministe.
• La transforme´e de Fourier de l’ondelette me`re, ψ̂ a un support compact.
Remarque 2.1 Les diffe´rentes hypothe`ses impose´es sont faibles.
• L’hypothe`se (F1) est e´quivalente a` l’existence de l’inte´grale stochastique (1), l’hypothe`se (F2) autorise
a` la fois des mbf, des processus a` bande finie (voir Rachdi, 2004), les processus localement fraction-
naires utilise´s par Kammoun et al. (2007) pour mode´liser les battements cardiaques ou des processus
fractionnaires multi-e´chelles de´finis dans Bertrand et Bardet (2001).
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• L’hypothe`se S(s) est satisfaite pour tout s < ∞ dans le cas ou` les intervalles d’inter-arrive´e suivent
une loi exponentielle (on parlera alors d’e´chantillonnage poissonnien) et pour s = ∞ dans le cas
de´terministe ou le cas intervalles ou` la loi des intervalles d’inter-arrive´e a un support inclus dans
[aδn, bδn] avec 0 < a < b; la condition δn −→
n→∞
0 est naturelle. Seule l’hypothe`se d’inde´pendance
des instants d’observations par rapport au processus est restrictive pour les applications en finance,
mais elle est toujours faite, nous renvoyons sur ce point a` Aı¨t-Sahalia et Mykland (2008). A notre
connaissance, l’hypothe`se S(s) avec s <∞ est nouvelle et tous les travaux sur les mbf ou les diffusions
observe´s a` des instants irre´guliers ou ale´atoires supposent ve´rifie´e S(∞), voir par exemple Begyn
(2005), Blanke et Vial (2007) ou Hayashi et Yoshida (2005).
• L’hypothe`se W(m, q, r) est classique et peu contraignante, voir la discussion ci-dessous.
• L’hypothe`se (T) est purement technique et peut eˆtre supprime´e au prix de notations plus lourdes.
Supposer de´terministe la dure´e d’observation Tn est standard. Cela n’empeˆche pas les temps d’inter-
arrive´e d’eˆtre ale´atoires comme par exemple dans le cas d’un processus ponctuel. Dans les appli-
cations, que ce soit en finance lors de l’observation des cours d’une action ou en biologie lors de
l’observation du rythme cardiaque d’un individu sain ou malade, on a une dure´e d’observation Tn
de´terministe (8h pour les cours de bourse, 1h ou 24h pour les battements de coeur). On peut donner
dependant un exemple ou` Tn est ale´atoire : Kammoun et al. (2007) ont e´tudie´ le rythme cardiaque
de coureurs de marathon, Tn correspondant alors a` la dure´e du marathon, qui est indubitablement
ale´atoire1.
3 Analyse en ondelette d’une trajectoire continue
Qu’appelle-t-on exactement une ”ondelette me`re”? Il y a en fait un le´ger abus, car nous n’avons
pas besoin que la fonction ψ et ses ”filles” engendrent IL2(IR). Nous utilisons uniquement des hypothe`ses
W(m, q, r) qui sont faibles et signifient que ψ est une fonction bien localise´e en temps et en fre´quence
avec un certain nombre de moments nuls, comme l’est par exemple une ondelette de Lemarie´-Meyer. La
premie`re e´tape consiste a` obtenir une repre´sentation fre´quentielle des coefficients:
Proposition 3.1 Soient X un processus gaussien de´fini par (1) avec une densite´ spectrale f ve´rifiant
(F1) et ψ une ondelette ve´rifiant la condition W(0, 0, 0), alors pour tout (a, b) ∈ IR∗+ × IR, le coefficient
d’ondelette dX(a, b) est bien de´fini par (5) et admet la repre´sentation fre´quentielle
dX(a, b) =
√
a
∫
IR
eibξ ψ̂(aξ) f1/2(ξ) dW (ξ). (7)
De´monstration. La de´monstration re´sulte de l’application du The´ore`me de Fubini stochastique, licite
graˆce aux hypothe`ses. Elle est donne´e en de´tail, tout comme les autres de´monstrations des re´sultats de cet
article, dans Bardet et Bertrand (2008).
On en de´duit que, pour une e´chelle a fixe´e, le processus
(
dψ(a, b)
)
b∈IR
est stationnaire, gaussien, centre´,
et a pour variance
Iψ(a) :=
∫
IR
|ψ̂(x)|2 f(x/a) du.
1Un match de tennis a lui aussi une dure´e ale´atoire, par contre un match de football a une dure´e a` peu pre`s de´terministe.
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On montre e´galement que, pour a fixe´, le processus
(
dψ(a, b)
)
b∈IR
n’est pas a` longue me´moire (alors que le
processus X peut l’eˆtre). Tout estimateur de la variance de dψ(a, ·) fournit alors une estimation de Iψ(a).
Estimation de la variance des coefficients d’ondelette
Soit (Nk)k∈IN une suite d’entiers telle que Nn −→
n→∞
∞. Soit n ∈ IN∗. Pour une famille de de´calages
b1 < b2 < · · · < bNn , on estime Iψ(a) par la variance empirique
INn,ψ(a) := N
−1
n
Nn∑
k=1
d2ψ(a, bk). (8)
Comment choisir la famille de de´calages (bk)k=1,...,Nn ?
Dans le cas d’une observation a` des instants de´terministes re´gulie`rement espace´s, l’usage consiste a` pren-
dre comme famille de de´calages les instants d’observation, sans que jamais la question du choix ne soit
pose´e. Nous n’avons pas re´ussi pour l’instant a` re´soudre la question du choix optimal de la famille de
de´calages. Pour simplifier les calculs et la pre´sentation, nous supposons dans la suite que les de´calages bk
sont re´gulie`rement espace´s. On montre dans la section suivante que l’erreur de discre´tisation est controˆle´e
si T ρn < b1 < · · · < bNn < Tn − T ρn avec ρ ∈ (3/4, 1). Ceci conduit au choix suivant:
(B1) On se fixe un re´el ρ ∈ (3/4, 1), on note τn := Tn − 2T ρn et on de´finit la famille de de´calages par
bk := T
ρ
n +
k − 1
Nn − 1 × τn pour k = 1, . . . , Nn. (9)
Remarquons que τn =
(
bNn − b1
)
. La proposition suivante donne une condition suffisante pour que
l’estimateur INn,ψ(a) satisfasse un TLC.
Proposition 3.2 Soient X un processus gaussien de´fini par (1) avec une densite´ spectrale f ve´rifiant
(F1) et (F2), ψ une ondelette ve´rifiant la condition W(1, 0, 1/2) et (bi)1≤i≤Nn ve´rifiant(9). Alors si
τn −→
n→∞
∞, Nn −→
n→∞
∞ et τn/Nn −→
n→∞
0,
√
τn
(
INn,ψ(a)− Iψ(a)
) D−→
n→∞
N
(
0 , 4pi a2
∫
IR
∣∣ψ̂(ax)∣∣4 f(x)2 dx). (10)
Estimation ponctuelle de la densite´ spectrale
Dans l’expression de Iψ(a), la fonction x 7→ |ψ̂(x)|2 joue le roˆle de la feneˆtre spectrale et on estime Iψ(a)
qui est une moyenne de f au voisinage de x = 1/a. Pour estimer f ponctuellement, il suffit de disposer
d’une suite d’ondelettes ψλ ve´rifiant W(1, 1/2, 0) telles que leurs transforme´es de Fourier ψ̂λ convergent
vers la masse de Dirac en 1. On montre ainsi le lemme suivant:
Lemme 3.1 Soit ψ une ondelette ve´rifiant la condition W(1, 0, 1/2) telle que le support de sa transforme´e
de Fourier soit inclus dans un compact [−Λ,Λ] avec Λ > 0. Soit la famille (ψλ)λ∈IR∗+ telle que pour tous
λ ∈ IR∗+ et t ∈ IR, ψλ(t) =
(
1/
√
λ
)
ei t ·ψ(t/λ). De plus, si la fonction f est C2 dans un voisinage du point
1/a, on a le de´veloppement limite´ quand λ→∞
Iψλ(a) = ‖ψ‖2L2 ×
[
f(1/a) + f ′(1/a) · 1
aλ
+O ((λ)−2)] (11)
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De´monstration. On a ψ̂λ(ξ) =
√
λ·ψ̂(λ(ξ−1)) pour ξ ∈ IR. La premie`re condition de W(1,0,1/2) signifie
que ψ̂λ(0) = ψ̂λ
′
(0) = 0 et
∫
IR
|t|2|ψλ(t)| dt <∞, or ψ̂λ(0) =
√
λ · ψ̂λ(−λ) = 0 et ψ̂λ
′
(0) = λ3/2 · ψ̂λ
′
(−λ) = 0
pour λ > Λ, les autres conditions se ve´rifiant aise´ment. D’autre part
Iψλ(a) =
∫
IR
λ |ψ̂(λ(x− 1))|2 f(x/a) dx = ∫
IR
|ψ̂(u)|2 × f (1
a
+
u
λa
)
du,
puis, en utilisant la formule de Taylor et la compacite´ du support de ψ̂, on en de´duit (11).
Ainsi, pour une suite (λn)n∈IN telle que λn −→
n→∞
∞, on de´finit l’estimateur ponctuel de la densite´ spec-
trale par f̂n(ξ) = INn,ψλn
(
ξ−1
)
/‖ψ‖2L2 . On montre que cet estimateur converge vers f(ξ) avec un biais
λ−1n × ξ f ′(ξ) et une variance e´quivalente a`
(
λNτ
−1
N
) × pi ξ−1f(ξ) ‖ψ̂‖4L4/‖ψ̂‖4L2 . Si le carre´ du biais est
asymptotiquement ne´gligeable devant la variance, on obtient le TLC suivant ainsi qu’un calcul de l’erreur
quadratique inte´gre´e (MISE):
The´ore`me 3.1 Soient X un processus gaussien de´fini par (1) avec une densite´ spectrale f ve´rifiant (F1),
(F2) et ψ une ondelette ve´rifiant W(1, 0, 1/2) et supp ψ̂ ⊂ [−Λ,Λ]. Pour tout re´el α ∈]1/3, 1[, soit
f̂n(ξ) := ‖ψ̂‖−2L2 · τ−αn (ξ Nn)−1
Nn∑
k=1
∣∣∣∣∫
IR
eiξ(t−bk) ψ
(
ξ(t− bk)
ταn
)
X(t) dt
∣∣∣∣2
avec la famille de de´calages donne´e par (9).
i) Pour toute fre´quence ξ ∈]0,∞[, quand τn −→
n→∞
∞, Nn −→
n→∞
∞ et τn/Nn −→
n→∞
0, on a
τ (1−α)/2n
(
f̂n(ξ)− f(ξ)
) D−→
n→∞
N
(
0 , 4pi
f2(ξ)
ξ
‖ψ̂‖4L4
‖ψ̂‖4
L2
)
. (12)
ii) Pour toute bande de fre´quences finie 0 < ω0 < ω1 <∞, on a le de´veloppement limite´ du MISE:
IE
[ ∫ ω1
ω0
∣∣f̂n(ξ)− f(ξ)∣∣2 dξ] = 4pi
τ
(1−α)
n
‖ψ̂‖4L4
‖ψ̂‖4
L2
∫ ω1
ω0
f2(ξ)
ξ
dξ + τ−2αn
∫ ω1
ω0
ξ2f ′(ξ)2 dξ + O(τ−2+αn ).
De´monstration. La proposition 3.2 et le lemme 3.1 sont les deux ingre´dients principaux pour obtenir
ce the´ore`me.
Remarque 3.1 La proposition 3.2 permet d’estimer des parame`tres de la densite´ spectrale dans un cadre
parame´trique ou semi-parame´trique (par exemple dans le cas du mbf multi-e´chelle, voir Bardet et Bertrand,
2008). La vitesse de convergence est alors en τ
−1/2
n , ou` τn = bNn−b1 correspond a` l’amplitude de la famille
de de´calages; dans le cadre non-parame´trique du the´ore`me 3.1, la vitesse de convergence est en τ
−1/3−ε
n
si α = 1/3 + 2ε pour un ε > 0. Concernant l’estimation du MISE sur une bande finie
[
ω0, ω1
]
, il n’y a
aucune difficulte´ a` faire tendre la borne supe´rieure ω1 vers l’infini; en revanche, on a une explosion a` basse
fre´quence quand ω0 → 0.
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4 Estimation de la densite´ spectrale pour une trajectoire observe´e a`
des instants discrets ale´atoires
4.1 Autres me´thodes existantes
Pe´riodogramme empirique
L’estimation de la densite´ spectrale d’un processus gaussien stationnaire a` partir de l’observation d’une
trajectoire e´chantillonne´e a` des instants irre´guliers est un vieux proble`me en traitement du signal, voir
Lii & Masry (1994) ou Rachdi (2004) et les re´fe´rences qui y sont cite´es. Malgre´ la ressemblance, nous
ne travaillons pas sur la meˆme question. Tout d’abord, nous conside´rons des processus a` accroissements
stationnaires au lieu de processus stationnaires, mais ce n’est qu’un de´tail: dans le cas stationnaire, il
suffit de remplacer la formule (1) par X(t) =
∫
IR
eitξ · f1/2(ξ) dW (ξ). La vraie diffe´rence provient de la
mode´lisation et des applications sous-jacentes: dans les anne´es 1960, il s’agissait de choisir une bonne
me´thode d’e´chantillonnage afin d’estimer la densite´ spectrale d’un signal analogique; la perspective est
aujourd’hui entie`rement diffe´rente, on dispose de l’observation d’un signal a` des instants digitaux ale´atoires,
sans aucune possibilite´ de les choisir.
Dans Rachdi (2004) ou Lii & Masry (1994), on choisit un e´chantillonnage poissonien d’intensite´ moyenne
β connue, ainsi que la densite´ de sa covariance c(u), formules (2.1, 2.2 et 2.3) dans Lii & Masry (1994), ces
quantite´s sont ensuite utilise´es pour de´finir la fonction γ(u) dont la transforme´e de Fourier Γ(λ) intervient
dans la de´finition de l’estimateur de la densite´ spectrale (formule 2.14). Une construction diffe´rente, bien
que toujours base´e sur la connaissance de la constante β et de la fonction c(u) est propose´e dans Rachdi
(2004). Cette approche paraˆıt difficilement transposable a` nos donne´es : en admettant que les temps
d’inter-arrive´e soient poissonniens, il faudrait disposer d’une estimation β̂ de β et surtout d’une bonne
estimation ĉ(u) de la fonction c(u).
Variations quadratiques
Une autre me´thode populaire pour l’estimation du parame`tre de Hurst d’un mbf consiste en l’utilisation des
variations quadratiques ge´ne´ralise´es (voir Guyon & Leon, 1989, ou Istas & Lang, 1997). Pour (a, b) ∈ IR2+,
soit QX(a, b) := X(b + a) − 2X(b) +X(b − a); on estime alors la variation quadratique d’ordre 2 (ordre
minimal requis pour notre mode`le) par VN (a) :=
N∑
k=1
QX(a, bk)
2. Le calcul e´le´mentaire
QX(a, b) =
∫
IR
eibξ ·
(
eiaξ + e−ibaξ − 2
)
· f1/2(ξ) dW (ξ)
= 4
∫
IR
eibξ · sin2(aξ/2) · f1/2(ξ) dW (ξ)
donne une formule de repre´sentation analogue a` (7). On en de´duit que le processus
(
QX(a, b)
)
b∈IR
est
stationnaire, gaussien, centre´, de variance VX(a) := 64 a−1
∫ ∞
0
sin4(2u) f(u/a) du, puis que VN (a) converge
vers VX(a) selon un TLC analogue a` (10). Mais l’expression de VX(a) est telle qu’elle ne permet pas
d’estimer la fonction f a` toutes les fre´quences (sauf e´ventuellement en 0 et en∞ par un choix asymptotique
de a).
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4.2 Analyse par ondelette et estimation de la densite´ spectrale a` partir d’une trajec-
toire observe´e a` des instants discrets ale´atoires
Pour une trajectoire obtenue a` des instants discrets (tk)0≤k≤n, on de´finit un estimateur non-parame´trique
de la densite´ spectrale en remplac¸ant les coefficients d’ondelette the´oriques par les coefficients d’ondelette
“discre´tise´s” selon la formule (6). On en de´duit
f˜n(ξ) = ξ ‖ψ̂‖−2L2 · τ−αn N−1n
Nn∑
k=1
{
n∑
i=1
[∫ ti+1
ti
cos(ξ(t− bk))ψ
(ξ(t− bk
ταn
)
dt
]
×X(ti)
}2
(13)
Les TLC (10) et (12) restent vrais, mais les vitesses de convergence sont plus faibles:
The´ore`me 4.1 Soit X un processus gaussien de´fini par (1) ayant une densite´ spectrale f ve´rifiant (F1)
et (F2). On suppose que ψ est une ondelette ve´rifiant W(1, 4, 1/2) avec supp ψ̂ ⊂ [−Λ,Λ], et X est observe´
selon e´chantillonnage ve´rifiant l’hypothe`se (S(s)) avec 3+
(
2H−1 , 12H − 32
)
+
≤ s ≤ ∞. De plus, s’il existe
α ∈]1/3, 1[ et
• si s =∞, n δ2+Hn −→
n→∞
0 et τn n
−(1+H)/(2+H) −→
n→∞
0,
• si s <∞, n δ2+H−
(H+1)2
H+s
n −→
n→∞
0 et τn n
−(s(H+1)+2α)/(s(H+2)−1+α(1−H)) −→
n→∞
0,
i) Le TLC (12) est ve´rifie´ e´galement par f˜n(ξ);
ii) Pour toute bande de fre´quences finie 0 < ω0 < ω1 <∞, on a le de´veloppement limite´ du MISE:
IE
[ ∫ ω1
ω0
∣∣f̂n(ξ)− f(ξ)∣∣2 dξ] = 4pi
τ
(1−α)
n
‖ψ̂‖4L4
‖ψ̂‖4
L2
∫ ω1
ω0
f2(ξ)
ξ
dξ + τ−2αn
∫ ω1
ω0
ξ2f ′(ξ)2 dξ + O(τ−2+α)n ).
5 Applications nume´riques
Re´sultats de simulations pour des mouvements browniens fractionnaires
La densite´ spectrale d’un mouvement brownien fractionnaire de parame`tres (H,σ2) s’exprime sous la forme
fH,σ2(ξ) = pi
−1H Γ(2H) sin(piH)σ2 |ξ|−1−2H . Nous avons simule´ des trajectoires de diffe´rentes longueurs
de mbf pour diffe´rentes valeurs de H, avec σ2 = pi
(
H Γ(2H) sin(piH)
)−1
, de telle manie`re que la densite´
spectrale soit |ξ|−1−2H . Il est a` noter que dans une telle simulation le choix de α s’ave`re crucial: si α est
choisi trop proche de la valeur frontie`re 1/3, l’algorithme d’estimation n’est pas stable; de meˆme si α est
trop proche de 1, l’estimateur ne converge pas assez vite et sa variance est tre`s importante. De multiples
simulations nous ont montre´ que plus N est grand, plus α pouvait eˆtre choisi proche de 1/3. La Figure 1
donne un exemple d’une telle estimation pour N = 20000, H = 0.2 et α = 0.6.
Application aux fre´quences cardiaques instantane´es pendant un marathon
Les donne´es que nous conside´rons ici ont e´te´ obtenues par le Laboratoire INSERM LEPHE, dirige´ par la
professeure V. Billat (Universite´ d’Evry, France). Il s’agit des mesures (parmi d’autres mesures obtenues)
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Figure 1: Estimation de la densite´ spectrale (a` gauche) et de son logarithme (a` droite) pour une trajectoire
de mbf telle que H = 0.2 et N = 20000 e´chantillonne´ suivant un pas suivant une loi exponentielle de
parame`tre 1.
des dure´es entre deux battements de coeur de 50 marathoniens de bon niveau courant le Marathon de
Paris 2004. Ces donne´es ont e´galement e´te´ e´tudie´es dans Kammoun et al. (2007), en conside´rant la
suite des fre´quences cardiaques instantane´es comme une se´rie chronologique classique (a` pas re´gulier).
Ici, nous conside´rons l’e´volution de la fre´quence cardiaque instantane´e en fonction du temps re´ellement
e´coule´ (suivant un pas de temps irre´gulier correspondant aux dure´es entre deux battements successifs). La
Figure 2 pre´sente un exemple sur un athle`te (ayant donc couru ce marathon en 2h45mn12s) :
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Figure 2: Fre´quences cardiaques instantane´es (a` gauche) et cumule´es (a` droite) d’un marathonien en
fonction du temps de course
Nous avons applique´ l’estimateur de la densite´ spectrale f˜n(ξ) aux des fre´quences cardiaques instantane´es
de ce coureur (fre´quences cumule´es qui semblent satisfaire les hypothe`ses du mode`le de processus gaussien a`
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accroissements stationnaires conside´re´es ici). Cependant, comme cela avait de´ja` e´te´ propose´ dans Kammoun
et al. (2007), on a pre´fe´re´ de´couper cette se´rie en trois sous-se´ries (obtenues a` partir d’un algorithme de
de´tection de ruptures en moyenne et variance) repre´sentant le de´but (4802 donne´es), le milieu (19708
donne´es) et la fin de course (2590 donne´es) afin de tester une e´ventuelle e´volution de l’indice d’auto-
similarite´ du signal fre´quence cardiaque en fonction de la fatigue. Notons que le pas d’e´chantillonnage ici
suit approximativement une loi gaussienne (donc S(s) est ve´rifie´ pour tout s > 0) de moyenne 0.376s et
d’e´cart-type 0.01s. Pour appliquer les re´sultats pre´ce´dents, on conside`re la base de temps en minutes et
ainsi δn ≃ 0.006mn. La Figure 3 ci-dessous repre´sente le logarithme de la densite´ spectrale en fonction du
logarithme des fre´quences pour la partie de fin de course.
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Figure 3: Logarithme de la densite´ spectrale en fonction du logarithme des fre´quences (fin de course)
On retrouve dans la Figure 3 la meˆme proprie´te´ e´voque´e dans Kammoun et al. (2007): il existe une
phase de line´arite´ dans ce graphe. Ceci avait permis la mode´lisation de ces donne´es par un mouvement
brownien localement fractionnaire, qui est une ge´ne´ralisation du MBF (meˆme densite´ spectrale dans une
bande de fre´quence) et le coefficient directeur de la droite fournit une estimation du parame`tre de fractalite´
locale H. On trouve, de la meˆme manie`re:
ĤD ≃ 1.12 (de´but de course), ĤM ≃ 1.15 (milieu de course) et ĤD ≃ 1.38 (fin de course).
On constate une augmentation de la valeur de ce parame`tre en fin de course, ce qui donne une inte´ressante
caracte´risation de l’apparition d’une fatigue du coeur (voir Kammoun et al., 2007). Ce re´sultat devra
eˆtre e´taye´ par des e´tudes ulte´rieures afin par exemple d’expliquer l’augmentation depuis une de´cennie de
l’occurence de mort subite au cours des marathons.
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