Abstract-A user's data is represented by a finite-valued random variable. Given a function of the data, a querier is required to recover, with at least a prescribed probability, the value of the function based on a query response provided by the user. The user devises the query response, subject to the recoverability requirement, so as to maximize privacy of the data from the querier. Privacy is measured by the probability of error incurred by the querier in estimating the data from the query response. We analyze single and multiple independent query responses, with each response satisfying the recoverability requirement, that provide maximum privacy to the user. Achievability schemes with explicit randomization mechanisms for query responses are given and their privacy compared with converse upper bounds.
I. INTRODUCTION
A wide variety of approaches have been investigated for privacy-preserving data analysis, leading to a rich and vast literature. We mention here only a sampling from it to which our approach may be viewed as a companion. Proposed methods include those that are based on clustering, t-closeness, data pertubation, etc; see [10] for a comprehensive list. A popular approach that has received dominant attention in recent years is differential privacy, introduced in [3] , [4] and explored further in [1] , [7] , among others. Upon imposing a differential privacy constraint, there exists a large body of work that seeks to maximize function recoverability by minimizing a discrepancy cost involving function value and randomized query response; cf. e.g., [6] , [5] . In contrast, our work maximizes privacy under a constraint on recoverability. Other pertinent works include parameter estimation that is differentially private [9] , and distribution estimation under differential privacy constraints, e.g., [2] , [11] .
We consider a new and basal formulation in which the user forms a query response from which the querier can recover the function value with probability at least ρ, 0 ≤ ρ ≤ 1. Under this requirement, the chosen query response must afford maximum privacy in that it must inflict -on the querier's best estimate from it of the data value -a maximum probability of error. First, for a single query response, we give an explicit characterization of a randomization mechanism that enables ρ-recoverability of the function value and yields the corresponding maximum ρ-privacy. In particular, our queryresponse scheme is tantamount to an "add-noise" mechanism with the user computing first the function value and then adding to it a suitable value-dependent noise. Next, when the querier elicits n ≥ 1 ρ-recoverable and independent query responses, we provide a converse upper bound for maximum ρ-privacy for every n. When 0.5 < ρ ≤ 1, this upper bound decays exponentially in n to a limit which is the querier's data-estimation error on the basis of a knowledge of the exact function value (i.e., corresponding to ρ = 1). The rate of this decay is shown to be (the Kullback-Leibler divergence) D (Ber(0.5)||Ber(ρ)). We provide an explicit add-noise achievability scheme that converges to the mentioned limit at the same exponential rate. When 0 ≤ ρ ≤ 0.5, we again provide an explicit add-noise achievability scheme. While it remains unknown whether the corresponding ρ-privacy is optimal, this scheme is shown to prevent the querier from estimating exactly the function value for any n. Finally, these two achievability schemes are shown to be asymptotically superior, in the sense of ρ-privacy, to i.i.d. repetitions of our optimal single query response.
Our model for ρ-recoverable function computation with associated privacy is described in Section II. The ρ-privacy for a single query response is characterized in Section III, and extended to multiple independent query responses in Section IV. The inadequacy of i.i.d. repetitions of the optimum scheme of Section III in the context of Section IV is stated in Section V. Proofs are omitted throughout. See [8] for a full length manuscript.
II. PRELIMINARIES A (legitimate) user's data is represented by a random variable (rv) X taking values in a finite set X with |X | = r, say, and of known pmf P X with P X (x) > 0, x ∈ X . Throughout, we shall consider a given mapping f : X → Z = {0, 1, . . . , k − 1}, 2 ≤ k ≤ r. For a realization X = x in X , a querier -who does not know x -wishes to compute f (x) from a query response (QR) F (x) provided by the user, where F (x) is a rv with values in Z. A QR must satisfy the following recoverability condition.
Condition (1) can be written equivalently in terms of a stochastic matrix W : X → Z with the requirement
which, too, will constitute a ρ-recoverable QR. Such a ρ-recoverable F (X) or W will be termed ρ-QR.
A special choice of ρ-QR, used in all our achievability proofs, is described next. Definition 2. A ρ-QR F (X) will be called an add-noise ρ-QR if it can be expressed as
where N (f (X)) is a Z-valued rv with conditional pmf given by
under assumption (4) and for some stochastic matrix V : Z → Z with V (i|i) ≥ ρ, i ∈ Z; we shall refer to it also as addnoise ρ-QR V . Thus, an add-noise ρ-QR is obtained by adding to the function value f (x) a noise N (f (x)) depending on f (x) . By (3), (4) and (5), an add-noise ρ-QR F (X) with V : Z → Z has the following property:
Definition 3. Denoting by Z the rv F (X) with values in Z, the privacy of a ρ-QR F (X) (or equivalently ρ-QR W ) satisfying (1) respectively (2) is
where the minimum is over all estimators g : Z → X of X on the basis of F (X). Clearly, the minimum in (7) is attained by the maximum a posteriori estimator
is an add-noise ρ-QR V as in Definition 2, we denote π ρ (F ) in (7) by π ρ (V ). The corresponding minimum in (7) will be denoted by P g M AP (V ) (Z) = X where
Ties in (8) and (9) are broken arbitrarily.
Definition 4. For each 0 ≤ ρ ≤ 1, the maximum privacy that can be attained by a ρ-QR is termed ρ-privacy and denoted by π (ρ) , i.e.,
The following simple lemma shows when a ρ-QR W is also an add-noise ρ-QR, and is of consequence in our achievability schemes. Lemma 1. Given 0 ≤ ρ ≤ 1, for a ρ-QR W : X → Z with identical rows for all x ∈ f −1 (i), i ∈ Z, there exists an add-noise ρ-QR V = V (W ) : Z → Z with the same privacy, i.e., with π ρ (V ) = π ρ (W ). Conversely, for an add-noise ρ-QR V : Z → Z, there exists a ρ-QR W = W (V ) : X → Z with identical rows as above, and with π ρ (W ) = π ρ (V ).
III. ρ-PRIVACY FOR A SINGLE QUERY RESPONSE
A characterization of ρ-privacy is provided by obtaining first an upper bound for π(ρ) and then identifying explicitly an add-noise ρ-QR whose privacy meets the bound. Let
and suppose that x * ∈ f −1 (i * ) for some i * ∈ Z, where x * , i * and x * i , i ∈ Z, need not be unique. Further, set
and observe that 1/k ≤ ρ c < 1. The following choice of ρ-QR W = W o : X → Z will play a material role in the achievability scheme for ρ-privacy in Theorem 2 below:
1 − max{ρ c , ρ}
We note that W o has the property that for each i ∈ Z, all rows of
will be also of consequence in achieving ρ-privacy. An exact characterization of ρ-privacy is provided by Theorem 2. ρ-privacy equals
Furthermore, ρ-privacy is achieved by the ρ-QR W o in (10) and, additionally, by the add-noise ρ-QR V o in (11).
Remarks: (i) By Theorem 2,
In particular, for 0 ≤ ρ ≤ ρ c , π(ρ) = 1 − P X (x * ) and is the error of a MAP estimator of X without any observation. For ) estimator of X on the basis of f (X).
(ii) The ρ-privacy achieving ρ-QR W o and the corresponding add-noise ρ-QR V o in Theorem 2 are not unique.
IV. MULTIPLE INDEPENDENT QUERIES
In a general setting, given a mapping f : X → Z, a querier wishes to compute f (x), x ∈ X , from ρ-QRs {(F t (x), x ∈ X )} n t=1 , n ≥ 1. The rvs {F t (X)} n t=1 are taken to be conditionally mutually independent, conditioned on X, but not necessarily identically distributed, with each F t (X) satisfying the ρ-recoverability condition (1). Correspondingly, consider stochastic matrices {W t : X → Z} n t=1 such that
In all contexts, denote Z t = F t (X) , t = 1, . . . , n.
Definition 5. For each 0 ≤ ρ ≤ 1 and n ≥ 1, the ρ-privacy that can be attained by ρ-QRs {F t (X)} n t=1 as in (13) with each
with the minimum being taken over all estimators g n : Z n → X on the basis of {F t (X)} n t=1 . Thus, π ρ (W 1 , . . . , W n ) = P g MAP (W1, . . . , Wn) (Z 1 , . . . , Z n ) = X (15) where
Similarly, for add-noise ρ-QRs {F t (X)} n t=1 as in (14), we define π ρ (V 1 , . . . , V n ) = P g MAP (V1, . . . , Vn) (Z 1 , . . . , Z n ) = X (16) with
Of particular interest will be the cases W t = W or V t = V, t = 1, . . . , n, when we write (15) and (16) as
We provide first in Section IV-A an upper bound for ρ-privacy π n (ρ) which is valid for each 0 ≤ ρ ≤ 1 and every n ≥ 1. Next, in Section IV-B, considering the realms 0.5 < ρ ≤ 1 and 0 ≤ ρ ≤ 0.5 separately, we show corresponding explicit achievability schemes. However, unlike in Section III for the case n = 1, the lower bound for π n (ρ) from the achievability schemes below, that use add-noise ρ-QRs, need not coincide with the upper bound in Theorem 3 for any finite n ≥ 1. These upper and lower bounds for π n (ρ) are rendered into more convenient, albeit blunter forms in Section IV-C.
IV-A. Converse
We provide next, as a converse result, an upper bound for
and note that 0 ≤ Γ n (ρ) ≤ 1.
Theorem 3. For each 0 ≤ ρ ≤ 1 and for every n ≥ 1,
Remark: For 0 ≤ ρ ≤ 1 and n = 1, since
we have that the upper bound for π n (ρ) above reduces to the expression for π(ρ) in the right-side of (12).
IV-B. Achievability IV-B1. Realm 0.5 < ρ ≤ 1:
Our achievability scheme uses the following stochastic matrix V 1 : Z → Z given by
for i, j ∈ Z. Thus, for k even, the k × k-matrix V 1 is blockdiagonal with exactly k/2 blocks of 2 × 2-matrices
is similarly structured with (k − 1)/2 such blocks, and with the kth row being V 1 (0|k − 1) = 1 − ρ and
given by (14) as
(20) and note that 0 ≤ Λ n (ρ) ≤ 1.
Remarks: (i) The choice of V 1 : Z → Z takes its cue from the details of the proof of Theorem 3.
(ii) Observe that when P X is the uniform pmf on X , for n = 1, π ρ (V 1 ) = 1 − kρ/r = π(ρ), the latter by (12). On the other hand, π ρ (V 1 ) can be strictly smaller π(ρ); for instance for X = Z = {0, 1, 2}, P X = (0.5, 0.3, 0.2), f (x) = x, and ρ = 0.6, it is straightforward to show that π(ρ) = 0.4 whereas π ρ (V 1 ) = 0.38.
IV-B2. Realm 0 ≤ ρ ≤ 0.5: Our achievability scheme uses ρ-QRs as in (19) with V 1 replaced by V 2 : Z → Z which is:
and for 1/k < ρ ≤ 0.5,
In particular, for 1/k < ρ ≤ 0.5, the k × k-matrix V 2 consists of . The latter is vacuous if
Remark: For 0 ≤ ρ ≤ 0.5, the privacy π ρ (V n 2 ) above lacks dependence on n. However, for 0 ≤ ρ ≤ 1/k,
where the last identity is by (12). Thus, for n = 1, the add-noise ρ-QR with V 2 too achieves ρ-privacy, as did V o in Theorem 2. On the other hand, for 1/k < ρ ≤ 0.5, V 2 can be strictly inferior to V o for n = 1; for instance, with P X being the uniform pmf on X , by Theorem 5 with k mod
where the last two identities are by Theorem 2.
IV-C. Useful Bounds for π n (ρ)
Theorems 3 and 4 yield effective upper and lower bounds for π n (ρ). Upon rewriting these bounds with a slight weakening, useful information can be extracted concerning the limiting behaviour of π n (ρ) as n → ∞. Specifically by Theorem 3, for each 0 ≤ ρ ≤ 1 and for every n ≥ 1,
and by Theorem 4, for 0.5 < ρ ≤ 1 and for every n ≥ 1,
Estimates of P Bin(n, ρ) ≤ n 2 appearing in Γ n (ρ) and Λ n (ρ) cf. (17) and (20) lead to useful bounds for π n (ρ) in (23) and (24). Let Ber(α) denote a Bernoulli rv with the probability of "1" being α, 0 ≤ α ≤ 1. Exponentials below are with respect to the base 2.
Proposition 6. For each 0.5 < ρ ≤ 1,
for all n such that
(ii) for every n ≥ 1,
IV-D. Asymptotic Implications
We close this section with useful asymptotic implications of Theorem 3, 4, 5 and Proposition 6. Considering first the (more interesting) realm 0.5 < ρ ≤ 1, the upper bounds for π n (ρ) in Theorem 3 and Proposition 6(i), as also the lower bounds in Theorem 4 and Proposition 6(ii), converge according to
(see Remark (i) after Theorem 2), i.e., the error probability of a MAP estimator of X on the basis of a knowledge of f (X). Furthermore, both the sets of bounds converge at the same exponential rate in n with the (n-dependent) exponent itself tending to D Ber(0.5)||Ber(ρ) > 0. Thus, in the realm 0.5 < ρ ≤ 1, the asymptotic privacy in (25) is that which is afforded when the querier forms an accurate MAP estimate of f (X) w.p. 1 from ρ-QRs {F t (X)} n t=1 , followed by a MAP estimate of X that is compatible with the estimated f (X).
In the realm 0 ≤ ρ ≤ 0.5, the upper bound for π n (ρ) in Theorem 3, using P Bin(n, ρ) ≤ n 2 ≥ 1 − ρ, reduces to
for all n ≥ 1, which is the ρ-privacy for n = 1 in Theorem 2. As remarked after Theorem 5, this upper bound is unattainable, in general, by add-noise ρ-QRs {F t (X)} n t=1 with V 2 : Z → Z in (21), (22). Hence, an interpretation as above in the complementary realm is lacking as is the answer to the putative tightness (or not) of the mentioned bound. However, since
where the strict inequality is evident from Theorem 5, we can conclude that no accurate estimate of f (X) w.p. 1 is possible from ρ-QRs {F t (X)} n t=1 for any n, unlike for 0.5 < ρ ≤ 1. In the regime of all suitably large n, we show below that the former does not exceed the latter and, in fact, can be strictly smaller.
Specifically, Proposition 7 shows that the privacy of addnoise ρ-QRs {F t (X)} ∞ t=1 under (14) for every n ≥ 1 with V t = V o , t ≥ 1, is no better than with V t = V 1 or V 2 accordingly as 0.5 < ρ ≤ 1 or 0 ≤ ρ ≤ 0.5; and, in fact, the former can be strictly smaller than the latter. Its proof relies on the role of Chernoff radius in multiple hypothesis testing. 
