Abstract-State-of-the-art automatic speech recognition (ASR) systems are usually based on hidden Markov models (HMMs) that emit cepstral-based features which are assumed to be piecewise stationary. While not really robust to noise, these features are also known to be very sensitive to "auxiliary" information, such as pitch, energy, rate-of-speech (ROS), etc. Attempts so far to include such auxiliary information in state-of-the-art ASR systems have often been based on simply appending these auxiliary features to the standard acoustic feature vectors. In the present paper, we investigate different approaches to incorporating this auxiliary information using dynamic Bayesian networks (DBNs) or hybrid HMM/ANNs (HMMs with artificial neural networks). These approaches are motivated by the fact that the auxiliary information is not necessarily (directly) emitted by the HMM states but, rather, carries higher-level information (e.g., speaker characteristics) that is correlated with the standard features. As implicitly done for gender modeling elsewhere, this auxiliary information then appears as a conditional variable in the emission distributions and can be hidden (except in the case of some HMM/ANNs) as its estimates become too noisy. Based on recognition experiments carried out on the OGI Numbers database (free format numbers spoken over the telephone), we show that auxiliary information that conditions the distribution of the standard features can, in certain conditions, provide more robust recognition than using auxiliary information that is appended to the standard features; this is most evident in the case of energy as an auxiliary variable in noisy speech.
I. INTRODUCTION
A UTOMATIC speech recognition (ASR) is a complex pattern recognition task in which several statistical assumptions are typically made to render it more manageable. One is that the features at time frames are conditionally independent, identically distributed (c.i.i.d.), given a hidden state variable (the state variable has values ). Another is that, in the case of modeling using Gaussian mixture models (GMMs) with mixture components, the dimensions of are conditionally independent of each other, given mixture component and state . Being the Manuscript received December 13, 2002 ; revised September 13, 2003 . This work was carried out in the framework of the Swiss National Center of Competence in Research (NCCR) on Interactive Multimodal Information Management (IM)2. The NCCR is managed by the Swiss National Science Foundation on behalf of the Federal Authorities. This work was supported by the Swiss National Science Foundation under Grants BN_ASR .00) and PROMO (21-57245.99 ). The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Jerome R. Bellegarda.
The standard model used for such processes, the hidden Markov model (HMM) [1] models the emission distributions and the transitions for all time frames. Such a model is referred to as a first-order Markov process: the states evolve over time, depending only upon their previous values, and emit features depending only upon their current value.
Buried Markov models (BMMs) [2] relax the c.i.i.d. assumption in a controlled, data-driven manner so as to keep a compact parameter set that maximizes the discrimination between the different possible values of . In addition to its dependency upon , each individual element of is modeled dependent upon a small subset of elements (not necessarily from the same position in the feature vector) from the feature vectors of the recent past, . [3] presents the theory for an earlier form of simple time-dependencies that can be used to model the evolution of across time.
While BMMs can be used to adapt the modeling to the type of features and data being used, the modeling can also be adapted to speaker variations. A simple and effective way to model interspeaker variations is to use "high-level" gender information [4] so as to have two subsets of models each of which are more tuned to the characteristics of male and female voices, respectively. In this article, we are providing a more general framework for the incorporation of high-level information into the modeling of the standard acoustic features; included in this framework is the capacity to more easily do recognition when this information is missing.
In contrast to the approach used with BMMs, we are only looking at dependencies within a given time frame. We are focusing here on the dependency between two groups of features: the standard features and the "auxiliary" features . The auxiliary features are so named because they are slowly changing features (e.g., speaker-dependent or utterance-dependent information) that have a secondary role in the modeling: first, they have some correlation with and, by modeling their dependency with , can help give better models for that adapt to the variations in ; second, as some types of auxiliary features carry high-level information, they are not emitted by the state and, hence, are not used directly in discriminating between the states.
Auxiliary features that have a dependency on the state can be referred to as mid-level auxiliary information (e.g., articulator features [5] ) while auxiliary features that do not have a direct dependency upon the state can be referred to as high-level auxiliary information (e.g., syllable rate-of-speech (ROS), as used in this paper). Since it is not always clear with some features whether they contain mid-level or high-level information, we investigate both scenarios in our experiments. For completeness, we also look at the effect of modeling the auxiliary feature as a standard feature by appending it to the standard feature vector.
For part of this work, we have been using the framework of dynamic Bayesian networks (DBNs) [6] , [7] , which are a type of graphical model [8] ; this is also the framework that BMMs were presented in. DBNs model the evolution in time of a set of variables which, in our work, means the modeling of the states , the standard features , and the (optional) auxiliary features . As HMMs can also model such a process, this puts HMMs and DBNs into the same family of models. The advantage of using DBNs is that they provide a more flexible framework for investigating the addition of variables to the modeling, the addition and deletion of statistical dependencies between the component variables, and the "hiding" of variables. As hybrid HMM/ANN ASR, which uses artificial neural networks (ANNs) in the context of HMMs, is a strong alternative to the HMM or DBN approach in standard ASR [9] , we also investigate using auxiliary features in this context.
As DBNs are not widely used within the field of ASR, we give an overview of both their basic definition and the algorithms needed for probabilistic inference in Section II. As hybrid HMM/ANNs are more established within ASR, we give only a brief introduction to them in Section III. In Section IV we then discuss what an auxiliary variable is and various ways of incorporating it into both DBNs and HMM/ANNs. With these auxiliary variables we see their effect on ASR performance on the OGI Numbers database in Section V. We then conclude with discussion and paths for future work in Section VI.
II. DYNAMIC BAYESIAN NETWORKS (DBNS)
Bayesian networks (BNs) model a set of variables , with discrete variables and continuous variables [8, Chapter 6 ] (see [6] for a good introduction to BNs). DBNs extend the BN framework by modeling these variables at each discrete step in time:
for time . From a graphical viewpoint, these variables are the vertices in a directed acyclic graph (DAG) , with being the directed edges between vertices in , as illustrated in Fig. 1 . For each edge pair, the edge is directed so that it points from the "parent" vertex to the "child" vertex. BNs fall in the more general category of graphical models, whose edges can also be undirected or a combination of directed and undirected [6, Ch. 4] . Defining as all of the parent nodes of an arbitrary vertex in , each variable has an associated "local" probability distribution (1), which is then used to define the joint probability distribution of :
In the case of ASR with continuous auxiliary information, and ( can, alternately, be discrete and in , as illustrated in [10] 
where, in this case, (assume in this paper that ). This shows one of the main purposes of DBNs: a sparse parameterization of the joint distribution by introducing certain conditional independence assumptions between variables. On the contrary, local distributions for these same variables can be used for (1) that do not make any independence assumptions. That is, in using the product rule of probability, the following factorization represents the joint distribution of without any independence assumptions (with , in the case of Fig. 1 ). See (4) at the bottom of the page. A DBN representing the factorization of (4) would have a lot more edges (i.e., it would be a fully-connected DAG) and, hence, have a lot more parameters in its local probability distributions than that represented in Fig. 1 . Hence, in order to get a more sparsely connected and more robust DBN, if a variable can be shown (or assumed) to be independent of a variable that it is conditioned upon, then that conditioning variable can be removed from its distribution along with the corresponding edge in the graph. For example, if were conditionally independent of all the other variables given and , then the factor in (4) could be simplified to the factor in (3). We now proceed to explain a DBNs probability distributions. We will then give a very brief introduction to both inference and learning in DBNs. Then, we will explain how some DBNs can not use exact inference algorithms because of complexity issues.
A. Probability Distributions
The type of probability distribution for (1) depends on the types of variables that are in and : • -: a table of discrete probabilities (e.g., , as represented graphically by in Fig. 2(a)-(d) ).
-: undefined since a continuous parent can not have a discrete child in our framework [11] .
(4) Fig. 2 . BNs for ASR. (a) has only X and does not use auxiliary information; (b) models A in the same manner as a standard feature (i.e., not true auxiliary information, according to our definition of the term); (c) models A as "mid-level" auxiliary information; and (d) models A as "high-level" auxiliary information; Fig. 7 shows the DBN, with the control layer, for the case of (d). Fig. 3 . Conditional Gaussian mixture models, illustrated by the first state of the phoneme /w/ and the first and second PLP coefficients with energy as the auxiliary variable. These two graphs are taken from a single conditional GMM that was learned from the OGI Numbers data for the "X ; A " system in Table IV . On the left is the result of conditioning (instantiating) the (conditional) GMM on a low energy value; on the right is the result of conditioning the same (conditional) GMM on a high energy value. The resulting GMMs after conditioning change with different conditioning values. Furthermore, with different energy values, the covariance (as indicated by the shape of the GMMs) changes as a function of the energy value. Note that the conditional GMM can be viewed as a different (regular) GMM for each instantiation of the conditioning variable.
• -: a table of Gaussians: for each possible instantiation of , a Gaussian defined by , for mean and covariance , (e.g., , as represented graphically by in Fig. 2(a) Fig. 2 (c) and (d). We note that there are other possibilities for structuring the probability distributions besides just the discrete tables and (conditional) Gaussians above (e.g., a "noisy or" [12, Sec. 3.3.2] for discrete variables and ANNs for discrete or continuous variables [13, Sec. C.3.4] ). We can even suppose that the first moment of the conditional Gaussian, , can be estimated in some other, perhaps nonlinear, manner. While not allowed in our framework, the probabilities of discrete variables with continuous parents can be estimated in the framework of [14] .
A conditional Gaussian can be viewed as a Gaussian whose mean changes dynamically according to the value of its continuous conditioning variable. Fig. 3 illustrates how a mixture of conditional Gaussians (conditional GMMs) changes according to the value of its conditioning variable. The conditioning variable, thus, accounts for some of the variation in the data and can, therefore, reduce the variance in the conditional Gaussian [15] .
B. (Exact) Probabilistic Inference
Given the set of (random) variables , the estimation of is referred to as probabilistic inference, where and are any disjoint subsets of [16] . In this paper, we are interested in computing the posterior distribution , given all of the observations ( 1 represents the observations for , the possible observations for , and, if desired, observations for ). There are various algorithms that can be used to perform (exact) probabilistic inference, some of which are explained in [13, Appendix B] ; the algorithm that we use is known as the junction tree algorithm. To do the inference with a junction tree (also known as a join tree or clique tree), the DAG must be a tree (a graph where every vertex has exactly one parent except for the parentless root vertex). If the DAG is not a tree, then it can be converted to a junction tree by combining related vertices in the DAG into compound vertices called "cliques" (as explained in [17] , [18] ). In this context, inference, which is described in detail in [11] , then proceeds in two stages, an upward pass and a downward pass, analogous to the backward algorithm and forward algorithm used in HMMs [18] , [19] , respectively. More details regarding this whole process can be found in [6] , [11] , [13] , [17] , [18, Appendix B] .
C. Learning
Posterior distributions of the form can be computed during probabilistic inference using any clique where and exist together. These posterior distributions can be used in the expectation stage of expectation-maximization (EM) training. To get the expectation for a variable , we get each joint posterior distribution for all time samples and use them in the maximization stage to compute . This can then be factored as , with the final factor being used as the new estimate.
Note that in the case of learning conditional Gaussians we actually learn the (regular) multivariate Gaussian for . After maximization we then factor this multivariate distribution into , and keep the first factor as the learned conditional Gaussian. This explanation is not clearly presented in previous literature.
D. Complexity
While DBN theory places few restrictions on valid topologies, we have found that there are some DBNs upon which exact inference is intractable due to certain of their variables being hidden. Since there is only limited discussion about this in the BN literature (e.g., [20] ), we discuss the problem here.
1) Always Tractable: Assuming that dependencies across time only span one time-frame and do not go back in time, the maximal set of connections that a DBN can have, using the variables introduced above, is illustrated in Fig. 4 . Generally speaking, any variable (e.g., , , ) can receive connections from discrete variables (e.g., , ). Additionally, a continuous variable (e.g., ) can receive connections from any other continuous variable in the current time frame (e.g.,
) and from observed, continuous variables (e.g., ) in the previous time frame. A continuous variable (e.g., ,
) can not receive connections from hidden continuous variables in the previous time frame (e.g., ). Restricting the connections from a hidden continuous variable in the previous time frame is because the continuous variables at a given time frame must be 'd-separated' [17, Section 3.3] from continuous variables more than one time frame away, given only the discrete variables. 'd-separation' means that two sets of variables and are conditionally independent of each other given a third set ; we notate this by . So, while is dependent upon , given the continuous variable , the dependency is broken by the observation so that the only dependency between and is via the discrete states:
.
2) Tractable Only With Approximations:
If we wanted to have hidden continuous variables connected to other continuous variables across time while doing exact probabilistic inference, we would need the resulting junction tree to have a "strong root" [6] , which guarantees that we will not have to deal with summing over mixtures of conditional Gaussians, which is undefined [11, Sec. 4.3] . A necessary condition for having a strong root is that the DBN can not have a path between two nonneighboring discrete variables that has only continuous variables between the two nonneighbors [6, Prop. 7.9] . For example, the path in Fig. 4 violates this by having two continuous variables , between the two nonneighboring , . The solution is that, during the "triangulation" phase of forming the junction tree, additional edges must be inserted between such discrete variables (in this case, between and ) so that the path no longer violates this condition. More generally, for any two of the nonneighboring discrete variables, and
, there is such a violating path ; therefore, all of must be fully connected, forming one large clique, with too large a state space (of the order of , since has values) to allow for tractable, exact inference. The solution is to use approximation methods [13] , [20] , [21, Chapter 5] for inference, which is not the focus of this paper.
III. ARTIFICIAL NEURAL NETWORKS (ANNS)
While the DBNs in this work use GMMs or conditional GMMs to compute the likelihood of the data, ANNs can also be used in the context of HMMs to compute (scaled) likelihoods in what is termed an HMM/ANN hybrid [9] . The ANN used in such systems typically has three layers: the input layer contains the features for the current time frame and a window of frames:
, where ; the hidden layer models the correlations between the elements of ; and the output layer gives the posterior probabilities of each of the phonetic states. These posteriors are then scaled by the prior distributions to get scaled-likelihoods
Like DBNs, ANNs also have some flexibility in changing the statistical assumptions involved. So we also present modified HMM/ANNs in Section IV-C2. 
A. Standard Versus Auxiliary Information
The standard information is the features that are useful for discriminating between the possible values of each of the hidden states . That is, the distribution of should lie in a distinctly different area for each value of . Any elements of found not to do so may need to be removed from the standard feature vector. In addition to being discriminative, should be robust to noise and speaker/environmental changes that may arise during recognition. As the current performance of state-of-the-art ASR suggests that the standard features are not robust enough, we propose that we include some other features, referred to as auxiliary features , that serve as conditioning information to the distributions of . The goal would be to use to make the distribution for more robust so that, even in noise, the distributions for can discriminate well between the states because of the information carried in . , in addition to , condition the distribution of is that can account for variation in that could not account for. That is, some of the variation encountered in may be unexplainable from the viewpoint of the traditionally used but may be explainable from 's viewpoint, and vice-versa. In other words, for a given state , may have a distribution with a high variance; however, if is the source behind this high variance, we can reduce the variance in itself by modeling the conditioning of upon . The information in the (high-level) auxiliary features is different from that in the standard features in that it is not directly dependent upon the emitting states, as illustrated in Fig. 5 . That is, while the low-level standard features are changing as the hidden state changes, the high-level auxiliary features may be more slowly changing than the standard features. Furthermore, the auxiliary features may be changing due to factors that are of a higher level, with respect to the discrete state. For example, a change in the rate-of-speech (ROS) can be assumed to be unrelated to the discrete state but, rather, to be related to very high level discourse factors. Since high-level auxiliary information is not dependent directly upon the states, it should be modeled conditionally dependent of the states, given the observation . The conditional dependence implies an indirect dependency between and via their mutual conditioning of the observed , as illustrated using the "Bayes-ball" of [22] . 
B. Previous Work With Auxiliary Information
There are different possible sources for this auxiliary information; it can be latent (i.e., hidden [18] ), known precisely (e.g., gender [4] ), measured (e.g., articulator positions [5] , [23] , [24] ), or estimated (e.g., the pitch, ROS, and energy used in this paper). Here we discuss some of the ways that such auxiliary information has been incorporated in other work.
Reference [18] showed the benefit of having an auxiliary "context" variable to model contextual information; his DBNs had hidden in both training and recognition. With such a latent (i.e., always hidden) variable, we can not be certain of what information it might be modeling. We can, however, attempt to bias what information it is carrying (e.g., initializing the training with a hand-defined distribution for , as done in [18] ). Zweig discussed, but never experimented with, using real and continuous data (e.g., articulator positions) for ; we continue his line of research in using auxiliary variables with real data in our experiments.
Discrete auxiliary information with real data has previously been investigated using the gender (male/female) of the speaker [4] or the ROS (slow/average/fast) of the utterance [25] . A separate acoustic model is used for each of the discrete values of so as to have distributions that are more adapted for the respective types of speech. While the is known with certainty in training the models (at least in the case of using gender), a classifier is used in recognition to infer its value. In this paper we continue this work in the context of certain of our HMM/ANN systems (those that use discretized auxiliary information) by examining the effect of auxiliary information that is extracted directly from the speech signal (pitch, energy and ROS) instead of by hand-labeling (e.g., gender) or by a forced alignment (e.g., ROS of [25] ).
A continuous auxiliary variable with data in both training and testing was used in [15] , where auxiliary information related to pitch and energy characteristics was used. They showed how using in a standard manner in speaker-dependent phoneme or isolated word recognition typically increases the error rate. However, if conditions the distributions of in conditional Gaussians, then the error rate decreases. This fits in with our argument that certain auxiliary information needs to condition 's distribution as well as possibly be independent of , both of which were done successfully in [15] . In this paper, we also investigate having conditional pitch and energy related features (as well as ROS). We further this work by looking at the effect of hiding the continuous auxiliary feature during recognition, by looking at the effect of having this auxiliary feature itself modeled dependent upon the state, and by using mixture models. Additionally, we are looking at the broader task of speaker-independent, spontaneous speech recognition in noisy conditions. While a discretized ROS was used in [25] above, a continuous ROS was used in [26] to condition the transition probabilities out of the discrete states. In this paper we show how the emission distribution of can also be conditioned by a continuous ROS (like [25] but using a continuous ROS instead).
C. Auxiliary Information Modeling 1) DBNs:
The various methods outlined below for including in GMM based modeling can also be done in the framework of HMMs. However, different software would need to be developed for handling each change in the assumptions for handling . DBNs provide the general framework for being able to handle any of these assumptions in the same software [18] . a) Only [Baseline, Fig. 2(a) ]: Equivalent to standard HMMs, the "BASELINE" system models the emission distribution using GMMs with mixture components as
The elements of are assumed to be conditionally independent of each other, given the state and mixture component, meaning that the mixture components have zeros off of the diagonal of each covariance matrix. Doing so reduces the complexity in the models and allows more robust models to be learned without the need for large amounts of data that very complex models would demand for effective learning.
b) [ Fig. 2(b) ]: Equivalent to appending to and using the single feature vector in a standard HMM, the " " system models the emission distribution with GMMs as
As in the BASELINE system, all covariance matrices have zeros off of the diagonal. Since is dependent upon but conditionally independent of (given and ), it is not, according to our definition, truly auxiliary. c) ,
The , system enhances the " " by conditioning the elements of the mixture models for upon the respective elements of the mixture models for . This gives conditional Gaussians in the mixture components for and regular Gaussians in the mixture components for , letting be modeled as (9) (10) Thus, is serving as a mid-level auxiliary variable to . By having condition the distribution for , some of the covariance between the elements is further modeled implicitly; that is, both and allow more modeling of 's covariance for each state. The conditional GMMs in Fig. 3 each illustrate how covariance is modeled with a mixture variable (i.e., the plots are not spherical); they also illustrate how the covariance is further modeled with an auxiliary variable (i.e., in comparing the two graphs, each mixture component shifts according to its respective weight and to the value (low versus high) of the auxiliary variable). Note that the use of (10) instead of (8) represents a small increase in the computation for each mixture. That is, as (10) uses conditional GMMs, there is an additional multiplication and addition to shift each mean of according to the value of (assuming 's value is available). d)
[ Fig. 2(d) ]: Equation (10) includes in the state-dependent mixture model. However, our standard way of incorporating involves treating as independent of . As and have a common child , they are actually dependent upon each other if that common child is observed [22] . As this observation is always present in our work, we specify that the independence between and must be conditioned upon this observation; hence, we specify in the conditional part of " ." With removed from the mixture model, is modeled as (11) (12) 's distribution is still modeled using conditional Gaussian components, as in the " " system above. itself, however, is given a simpler distribution; namely, it has a single Gaussian, outside of the mixture model.
2) HMM/ANNs: As hybrid HMM/ANN ASR is a competitive method compared to GMM based ASR, we have investigated how to incorporate with similar assumptions to those used in the GMMs of the above DBNs. a) Only [Baseline, Fig. 6(a) ]: Our baseline HMM/ ANN system calculates the scaled-likelihood from (5) using the observations for , with a window size of nine frames (i.e., ). b) [Fig. 6(b) ]: To have condition 's distribution but not 's, the continuous needs to have its layers separated from 's layers. How to do this is a subject of research. Here, we take the approach of having separate ANNs for and , thus being a multi-stream approach [27] . This most closely resembles the BN in Fig. 2(b) Fig. 2(c) ]. Equation (5) Breaking this dependency is a subject of research. Here we take the approach that to break this dependency, there should be no input from into the hidden layer. This is achieved by having a separate ANN for each value of a discretized . Each of these separate ANNs has a window size of nine frames for . Thus, the modeling of is done differently depending on which discrete value that has; however, the value of does not directly affect (only indirectly via ). Likewise, in a DBN, if had been discretized (which is not the case in our DBNs-though [10] used a discretized with discretized ), the effect would have been to have a different set of GMMs for each discrete value of .
D. Hiding Auxiliary Variables
The auxiliary information considered may not always be available or reliable. In such a case, we do not want to use it in probabilistic inference as it would corrupt the modeling. In such cases, we hide it and, instead, use its inferred value, which is computed using both its prior distribution and the available observations of the other variables. A continuous is hidden via integration and a discrete is hidden via a sum over its values as (14) (15) This is straightforward to do in the context of DBNs, where an integration over a continuous involves merely removing its dimension from within a Gaussian and a sum over a discrete is simply defined if there are no conditional Gaussians in the distribution. This is similar to the work done in missing feature theory [28] , where certain elements of are integrated out when they are suspected of being corrupted by noise. Note that if has conditional Gaussians dependent upon a hidden, continuous , there would be additional computation involved (all simple multiplications, divisions, and additions). This is due to the fact that all the elements are correlated with each other via this hidden, continuous . Regarding the case with ANNs, a discrete can easily be hidden; as there is an ANN for each value of , we do a weighted sum of the posteriors from each ANN (the weights are the distribution of in the training data). A continuous can not easily be hidden, as it serves as an input into an ANN. Hence, for our HMM/ANN systems, we only present systems with hidden for the cases where is discrete (i.e., the HMM/ANN systems).
V. EXPERIMENTS
We have done our experiments using the OGI Numbers data [29] , which contains free format numbers spoken over the telephone. As done in other work [30] , we used 3233 utterances, covering 92 min, from the database for training; this is a subset of the training list suggested by the database. We used a subset of 1206 utterances of the suggested development set for evaluating the performance of the systems. As done in other work with the OGI Numbers database at IDIAP, there were thirty words (including silence) in the lexicon, composed of 27 monophone models (the three stops in the lexicon, /t/, /d/, and /k/ were each represented as two monophones: one for the closure and one for the release of each respective stop). In the case of the DBNs, the silence and closure models were each modeled with one state models, the releases were modeled with two state models, and all of the other monophones were modeled with three state models, as done in related work at IDIAP. In the case of the HMM/ANNs, the minimum state duration for training each monophone is the same as the number of states used for the respective monophone model in the DBNs, as the training of both types of systems is based on the same (initial) segmentation of OGI Numbers used in-house at IDIAP (this segmentation, in the case of the DBNs is only used to determine the initial parameters to be used in EM training); the minimum state duration for each monophone of the HMM/ANNs in recognition is three frames, reflecting the constraint of the decoder used that all states have the same minimum state duration. With the DBNs, except if noted, 12 mixture components were used in the (conditional) GMMs; this number of components was chosen so as to provide reasonable recognition results while not being too computationally complex. For all features we used a frame rate of 12.5 ms. The standard features used are 13 perceptual linear prediction (PLP) coefficients in addition to their approximate first and second derivatives, giving a total feature vector of 39 elements (as the HMM/ANNs have inputs spanning nine time frames, they have 351 inputs related to the PLP coefficients, not counting any auxiliary feature inputs); the evaluation window size was 25 ms. Some of these results have appeared in [31] . All significance tests are done on the word error rate (WER) with 99% confidence with a standard proportion test, assuming a binomial distribution for the targets and using a normal ap- proximation. Recognition with the DBNs is done using a modification of the inference algorithm that finds the most likely path through the states (i.e., Viterbi decoding); recognition with the HMM/ANNs is done with Viterbi decoding.
A. Auxiliary Information Examined
We are looking at three types of auxiliary information: rate-of-speech (ROS), pitch (i.e., the fundamental frequency ), and short-term energy (in the logarithm domain). They are all fundamental features of speech that are speaker-dependent but which can also change within a given speaker according to prosodic conditions and the environment. The auxiliary information (estimated from the clean speech signal) is always used in training all of the systems (except in training the BASELINE systems, which never use auxiliary information). In recognition, their values are estimated from the speech signal under the same clean or noisy conditions that the standard features are calculated from. If the estimated auxiliary information values are used in the recognition tests, the auxiliary information is considered observed; otherwise, it is considered hidden. As with the standard features, all auxiliary features are estimated using a frame rate of 12.5 ms.
1) Pitch:
The absence or presence of pitch is highly correlated with the phonemes. Hence, there is some relation between the states and this auxiliary feature; however, this relation is between groups of states (voiced versus unvoiced) and the auxiliary feature. Also, it has been observed in the literature (e.g., [32] ) that pitch affects the estimation of the spectral envelope, in particular, the estimation of the spectral peaks, making the standard features sensitive to changes in pitch. Thus, we may expect a certain correlation between the standard features and pitch. The auxiliary feature of pitch was estimated using the simple inverse filter tracking (SIFT) algorithm [33] , also with a window size of 25 ms (note that we did not take its logarithm, as could be done [15] ). A five-point median smoothing was performed on the estimated pitch contour. We evaluated our pitch estimator with speech from five males and five females (with a total duration of approximately five minutes) from the Keele pitch database [34] . The results of this evaluation in Table I show that the pitch estimation is reliable. 
2) Rate-of-Speech (ROS):
The effects of ROS can be observed in multiple areas, including the duration model (transition probabilities), the acoustic model, and the pronunciation model. A change in ROS not only affects the duration of phonemes in the utterance, but at the same time it influences both the manner in which people articulate and the phonological variations of the words they produce [35] . In other words, changes in ROS could also affect the acoustic realization of the phonemes. For instance, it has been observed that the formant frequencies ( , , ) of vowels differ significantly between slow, normal, and fast ROS. Furthermore, some vowels tend to be closer together on the -plane as the ROS increases, thus reflecting the neutralization of vowels [36] . The auxiliary feature for ROS was estimated using mrate [26] with a window size of 1 s; while noisy, mrate has been shown to be a good indicator of the syllable rate, having a correlation of 0.75 with the actual rate [37, Sec. 3.1.1].
3) Short-Term Energy: Energy is an important prosodic attribute. It correlates with the stress property of vowels [38] and with the syllabic structure [39] ; The short-term energy also has similarities to the pitch as the presence of nonzero pitch in the signal adds much energy to it. Unlike pitch and ROS, the short-term energy can often be found as a standard feature in normal ASR systems. Recently proposed phase autocorrelation (PAC) based features obtained by energy normalization and an inverse cosine transform have shown robustness to noise in ASR but hurt performance in clean speech [40] ; however, it has been shown that the ASR performance in clean speech improves when short-term energy is used along with the PAC features [41] . In this article, the auxiliary feature for energy was computed by taking the logarithm of the short-term energy of 25 ms of the signal (using a Hamming window).
B. System Topologies 1) DBNs: Our DBNs are based upon the topologies presented in [18] , [42] and contain both random and deterministic variables. The DBN for ASR with auxiliary information based on (12) is given in Fig. 7 (the other DBNs are modifications of it). It contains the following variables:
• -deterministic (in training); as an utterance is composed of a sequence of (nonunique) phoneme states, this variable, which has integer values , indicates the index number of the current position in this sequence. In recognition, this is a random variable because we need to have different ranges of these integer values for each potential word model and need to include a probability distribution for making a transition between the ranges for these words.
• -random; a Boolean variable indicating if a transition is made out of the current phoneme state.
• -deterministic; for each value of , this is the phoneme state that it maps to.
• -random; the Gaussian mixture component for . • -random; the auxiliary features.
• -random; the standard features. 2) HMM/ANNs: In using HMM/ANNs for ASR, we have used the topologies presented in Fig. 6 . Fig. 6(a) and (c) represent using a feature vector of only and of , respectively. Fig. 6(b) treats the auxiliary information as a separate stream of information. Fig. 6(d) represents treating as auxiliary information that determines (conditions) which ANN to use to calculate the emission likelihood. The system in Fig. 6(d) uses a discretized while the others use a continuous .
C. Results

1) DBNs:
Results using the three types of auxiliary features of ROS, pitch, and energy in DBNs are given in Tables II-IV, respectively, along with the baseline (HMM) performance. Better results would be expected with further system refinements, such as context-dependent sub-models, word insertion penalties, a trained language model, etc. Our goal both with the DBNs here and with the HMM/ANNs below was to have a reasonable training and recognition methodology that gives acceptable performances and to apply the same methodology to all of the systems within a given set of experiments.
"BASELINE" uses the BN in Fig. 2(a) , thus being equivalent to a standard HMM (using only but not ). " " makes no statistical assumptions between , , and , as explained in Section IV-C1c [using the BN in Fig. 2(c)] ; " " assumes and are dependent upon each other given [using the BN in Fig. 2(d)] ; and " " assumes that is appended to and that they are conditionally independent of each other, given (using the BN in Fig. 2(b) , thus being identical to the approach of using a ," furthermore, models using a single Gaussian. a) Clean Speech: Being trained on clean speech, all of the systems should perform their best in clean conditions. Compared to the baseline, HMM equivalent performance of 9.3% WER, none the systems with auxiliary information bring a significant improvement. Moreover, using energy as an auxiliary variable in the " " topology actually degrades the performance significantly (with 99% confidence), with respect to the baseline's performance. Hence, in these contexts, continuous auxiliary information can not help with recognition in clean environments. This is in contrast to our previous use of discrete auxiliary information which helped recognition [10] ; the difference may lie in that the discrete auxiliary information was time-dependent information whereas the continuous auxiliary information is being modeled here as (conditionally) time-independent. b) Noisy Speech: Using the same systems that were trained in clean speech, we tested their recognition performance in noisy environments. Three different types of additive noise [43] were added to the speech signal with different signal-to-noise ratios (SNRs) in separate tests in recognition: with stationary CAR noise, with stationary LYNX helicopter noise, and with nonstationary FACTORY noise. We present results showing the results of adding these noises both with an SNR of 12 dB and with an SNR of 0 dB. Note that those experiments that do show more robustness than the baseline (HMM) approach are not doing so merely because of an increase in the number of parameters; having more parameters in the baseline itself (i.e., giving it 18 mixture components, as shown in results) does not give a significant improvement over the baseline with 12 mixture components (with one exception). Table II shows that DBNs with ROS auxiliary information perform significantly better than the baseline system only in certain tests. This shows the ability to use a continuous ROS information to change the distributions of , thus furthering the work done with discrete ROS in acoustic modeling, as discussed in Section IV-B.
As shown in Table III , the auxiliary information of pitch provides a better example than ROS, in certain noises, of the benefits of using auxiliary information as we have outlined here. In all of the DBNs using pitch, we were able to achieve significant improvement over the baseline HMM in certain noise conditions. In the case of CAR noise (0 dB SNR), the system using pitch appended to the standard feature vector (" ") performs the best, significantly better than the other topologies when the pitch is hidden during recognition. In the case of LYNX noise (12 dB SNR), the system with conditional GMMs and a state-dependent (" ") performs the best (using the pitch estimates), being significantly better than all other systems, except for the other system that uses conditional GMMs (i.e., " "). In the case of FACTORY noise (12 dB SNR), the systems with state-dependent (" " and " ") perform the best (with the pitch estimates hidden during recognition), being significantly better than all of the other systems.
Finally, Table IV shows that DBNs with energy auxiliary information (specifically, the short-term energy, as defined earlier) perform significantly better than the baseline system in many of the noisy conditions. With two exceptions, all of the results with that were significantly better than the respective baseline results were from DBNs that used conditional GMMs (specifically, from the " " system). There is sometimes a significant improvement in performance when hiding in recognition, as indicated in the table, thus indicating that sometimes it is better to let the DBN infer 's distribution than to provide its value. 2) HMM/ANNs: Results using HMM/ANNs and the auxiliary features are given in Tables V-VII, along with the baseline results. The various systems used for HMM/ANN hybrids (note that no DBNs were involved with the ANNs) were presented in Fig. 6 . The baseline system uses only the standard features as its inputs, using (5) to estimate the scaled-likelihoods. and for to jointly estimate the scaled-likelihoods. The , systems uses both the standard and auxiliary features as its inputs in a standard ANN, using (13) to estimate the scaled-likelihoods. Finally, the systems use multiple ANNs, one for each discrete value of to estimate the scaled-likelihoods and with each one using only the standard features as its inputs.
During the training phase, it is only the ANNs which are trained (using back propagation with cross-validation over a validation set of 357 utterances from speakers not occurring in either the training or testing of the ANNs), which is done using the previously supplied segmentation. The HMMs are not trained themselves (their emission distributions are handled by the ANNs and their transition probabilities are set to a uniform distribution); their role is to take the scaled-likelihoods for doing Viterbi decoding. a) Clean Speech: As with the DBNs, all of the HMM/ ANN systems were trained on clean speech and have their best performance when presented with clean speech. With reference to the baseline HMM/ANN, which uses only standard features, only one of the systems with observed auxiliary information presented in the tables performs better. Hiding the (discrete) auxiliary information, as explained in Section IV-D, did not improve the recognition performance. The one HMM/ANN system with auxiliary information that did well used energy as a (discrete) conditioning variable, thus showing the potential for using ANNs tailored to different values of a discrete . b) Noisy Speech: Using auxiliary information in HMM/ ANNs in noisy speech brings mixed results. None of the sys- and an A representing energy. These are taken from the distributions for PLP [1] in the "A ; X " system from Table IV. Only the first states of each phoneme are represented here.
tems with auxiliary information performs significantly better than the baseline in FACTORY noise. Using pitch as auxiliary information was of some benefit, but only under LYNX noise conditions. As with the DBNs, the best auxiliary information of the three tested in spontaneous, noisy speech was energy. Of the various systems tested with energy, the , system typically did well in noise, at least in CAR and LYNX noise, where it performed significantly better than the baseline system. Fig. 9 . Calculated versus inferred pitch. For a given utterance from the testing set, the calculated (observed) pitch (using SIFT) in clean conditions is given in (a). Using the "X ; A " system from Table III, the inferred pitch in 12 dB SNR FACTORY noise is given in (b); the actual inferred values are in the dashed line while the smoothed version of the dashed line is given in a solid line. The distance between the (unsmoothed) inferred pitch values and the observed pitch (in clean conditions) shown here is typical for the testing set in this noise condition. In this given noisy condition, the DBN did significantly better over the whole test set with such inferred values instead of the calculated (observed) values.
D. Behavior of Auxiliary Information in Trained Systems
When the distribution of in the DBNs is conditioned by , there will be different amounts of correlation between and for each value of the state . That is, the emission distributions of for certain hidden states are more dependent upon the value of than others. Fig. 8 illustrates how, for certain phoneme states, there is a stronger correlation than others between and the auxiliary variable of energy. A stronger correlation between and for a given state will be reflected in a larger absolute value of the regression weights for that state. Even if and are not directly connected, the distri- bution of will have a unique weight upon for each value of (since is dependent upon ). When a conditioning is hidden in the DBNs, its inferred distribution is used during recognition. This is based on its prior distribution learned in training as well as the observations and prior distributions for the other variables in the DBN. As shown in the experimental studies, using this inferred distribution sometimes gives better results in recognition than using the actual calculated values. Fig. 9 illustrates the inferred value of pitch during noise versus its calculated value in clean conditions. The inferred values do vary a lot over the actual estimated values, in comparing the dashed line in Fig. 9(b) with the line in Fig. 9(a) . However, when the inferred values are median smoothed (using a window of five values and with all pitch values under 80 Hz being set to zero), the pitch contour is similar to the actual estimates in clean speech. Fig. 10 gives an alternate view of what can happen when inferring the values of an auxiliary variable, in this case, that of energy. The recognition experiments that the illustrated utterance was taken from did better with hidden energy than with observed energy; however, the inferred energy values are closer to the noisy values than to the underlying, clean speech values. Nevertheless, it was better in this set of experiments to use the inferred values.
VI. CONCLUSION
Auxiliary information makes acoustic modeling in ASR more robust to noise in many cases with DBNs and, to a lesser extent, with HMM/ANNs as well. Improvements with the HMM/ANNs could be possible if there could be a way for to serve as a purely conditioning variable to without having to discretize it and make a separate ANN for each discrete value; with the training data being divided among many ANNs, each individual ANN will not be as robustly trained with the reduced amount of training data. Hence, future work would involve having a single ANN whose parameters dynamically adapt to the value of , just as the conditional Gaussians do.
In DBNs with auxiliary information, it is important to use to "shift" conditional GMMs that model as opposed to having GMMs that do not take into account; for a small amount of additional computation, this allows us to directly model the correlation between and and to indirectly model even more of the correlation within . This was best illustrated in the case of using energy, where in noisy speech of either LYNX or FACTORY noise at an SNR of 12 dB, a relative reduction of almost 50% in the WER was observed with the topology. Using pitch as an auxiliary variable in the conditional Gaussians of DBNs did prove useful, showing there is correlation between pitch and . However, we see that using it as a standard feature (appended to the feature vector), as represented by the topology " " is sometimes significantly better than using it with conditional GMMs. Nevertheless, in certain noises (i.e., LYNX), using the conditional GMMs proved better. The pitch, as opposed to the energy, may have had more effect in the use of appending it as a standard feature because the presence of pitch indicates whether there is a voiced phoneme or not; however, energy may be harder to use to give a reliable discrimination between phonemes. Hence, the proper use of pitch deserves more study in future work. Overall, ROS did not provide as significant gains as using the energy and pitch; future work with ROS would involve having smoother estimates of it as well as using it on a larger database containing more variations in the speaking rate.
Hiding the in the conditional GMMs sometimes makes the DBNs even more robust to noise. By using the inferred values for , we can sometimes achieve a significant performance improvement over when we use the actual observations for . This was best illustrated with the performances in 12 dB SNR FACTORY noise of the various DBNs with pitch auxiliary information, where the tests with the pitch hidden were significantly better than respective tests with the estimated (observed) pitch values; the WER was reduced by a relative 19%-39%.
The most interesting line of future work would be to investigate the use of having the auxiliary variable be time-dependent, such that its distribution is modeled as . The benefit of this is that, when inferring the distribution of a hidden , its posterior distribution is constrained by the inferred value of the hidden ; this better models the evolution of , especially if using an whose values change slowly over time. However, in using a time-dependent, continuous-valued, hidden , exact probabilistic inference (such as that used in our work) is intractable [20] , in which case approximate inference algorithms need to be explored [13] , [44, Chapter 5] .
