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Resumo 
Excluídos problemas simples de condução de calor nos quais a temperatura depende apenas 
do tempo ou apenas de uma coordenada de posição, os demais levam a equações diferenciais parciais, 
as quais tem soluções em termos de séries obtidas de vários métodos como a separação de variáveis, 
a superposição, a função de Green, a técnica da transformada integral, a transformada de Laplace e o 
teorema de Duhamel. Estas soluções dependem de autovalores que são obtidos das raízes de 
equações transcendentais que na maioria dos casos não podem ser expressas em forma fechada, mas 
podem ser obtidas de tabelas, expressões aproximadas, e expressões iterativas. O objetivo desse 
estudo é encontrar novas expressões para estas raízes, que sejam mais simples ou que tenham mais 
exatidão do que as já existentes. As três equações transcendentais que são consideradas aqui são as 
mais frequentemente utilizadas entre as que não tem solução fechada, e surgem quando as condições 
de contorno são convectivas. Uma nova família de funções iterativas é obtida, a qual inclui várias 
funções clássicas e, em particular, toda a família de métodos de Householder. Um novo método obtido 
é o que tem convergência mais rápida para as presentes equações. Apesar das tabelas de raízes 
apresentarem valores com vários dígitos significativos, problemas reais dificilmente levam a um valor 
da variável independente que pode ser diretamente encontrado, tornando-se necessário o uso de 
interpolação. Então, a exatidão de raízes obtidas por estas tabelas é limitada pela exatidão da 
interpolação, a qual pode ser comparada com a das expressões aproximadas. As expressões existentes 
são analisadas utilizando propriedades das raízes. Uma expressão aproximada desenvolvida para a 
primeira raiz das três equações é baseada no método do ponto fixo, outra é obtida da aplicação do 
conceito de MiniMax para se reajustar expressões de outros autores, e uma final tem forma algébrica. 
O conceito de MiniMax não é obtido através de algum método que possa ser considerado elementar, 
e dois novos métodos são desenvolvidos para aplicá-lo. Modernos sistemas algébricos 
computacionais são utilizados para gerar novas expressões aproximadas para a primeira raiz, mas 
encontrou-se que elas podem ser melhoradas através de métodos analíticos. Expansão em frações 
contínuas e novamente a aproximação de Padé são utilizadas para se obter expressões de grande 
exatidão. Expressões que levam a bons resultados para a primeira raiz são generalizadas para que 
elas sirvam para as demais raízes. Finalmente, uma comparação é feita considerando todas 
expressões aproximadas, indicando quais são consideradas as melhores. 
 
Palavras Chave: aproximação de Chebyshev, aproximação de Padé, raízes, autovalores, séries. 
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Abstract 
Apart from simple problems of heat conduction in which the temperature depends only on 
the time or just on a position coordinate, the others lead to partial differential equations, which have 
solutions in terms of series obtained from various methods such as separation variables, 
superposition, the Green's function, the technique of integral transform, the Laplace transform and 
Duhamel's theorem. These solutions depend on eigenvalues, which are obtained from the roots of 
transcendental equations that in most cases cannot be expressed in closed form, but they can be 
obtained from tables, approximate expressions and iterative expressions. The objective of this study 
is to find new expressions for these roots, which are simpler or have more accuracy than the existing 
ones. The three transcendental equations that are considered here are the most frequently used 
among those that have not closed solution, and appear when the boundary conditions are convective. 
A new family of iterative functions is proposed, which includes several classical functions and, in 
particular, the entire family of Householder methods. A new method is obtained which has faster 
convergence to the present equations. Although the tables of roots present values with various 
significant digits, real problems hardly lead to a value of the independent variable that can be directly 
found, making it necessary to use interpolation. Then, the accuracy of the roots obtained from these 
tables is limited by the accuracy of the interpolation, which can be compared with the approximate 
expressions. Existing expressions are analyzed using the root properties. An approximate expression 
developed for the first root of the three equations is based on the fixed point method, another is 
obtained from the application of the concept of MiniMax to readjust expressions of others authors, 
and the last one has an algebraic form. The MiniMax concept is not obtained through any method that 
can be considered elementary, and two new methods are developed to apply it. Modern computer 
algebra systems are used to generate new approximate expressions for the first root, but it is found 
that they can be improved by analytical methods. Expansion in continuous fractions is adopted and 
the Padé approximation to obtain expressions of greater accuracy. Expressions leading to good 
results for the first root are generalized so that they serve for the other roots. Finally, a comparison 
is made considering all approximate expressions, indicating what are considered the best. 
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Γ(t) Variável separada de ܶ 
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1. INTRODUÇÃO 
Em condução de calor, a temperatura no meio estacionário (que pode ser um sólido ou um 
fluido) pode variar com o tempo e com a posição. Serão apresentadas brevemente, na primeira seção 
deste capítulo, as duas situações mais simples nas quais a temperatura é função de apenas uma 
variável independente, para então se discutir as demais situações e o problema que surge quando 
ocorrem condições de contorno convectivas. 
1.1. Os Dois Casos Simples de Condução de Calor 
Há aplicações de engenharia nas quais a variação espacial da temperatura no interior do meio 
pode ser negligenciada, e a temperatura é considerada como função apenas do tempo. Essa 
abordagem proporciona uma grande simplificação e é conhecida como método da capacitância global. 
Considere-se um meio estacionário com volume ܸ, feito de um material com densidade ߩ e 
calor específico ܿ, que no instante ݐ௜ está a uma temperatura ௜ܶ, e começa a transferir calor para um 
ambiente com temperatura ஶܶ com um coeficiente de convecção ℎ, e por radiação para uma 
vizinhança com temperatura ௩ܶ௜௭ e emissividade superficial ߝ, além de receber um fluxo de calor ݍᇱᇱ e 
possuir geração de energia interna por unidade de volume ݍᇱᇱᇱ. Denotando por ܣ௦,௖ a área da 
superfície que transfere calor por convecção, por ܣ௦,௥ a área da superfície que transfere calor por 
radiação, e por ܣ௦,௔ a área da superfície sobre a qual é aplicada fluxo de calor, um balanço da energia 
térmica deste meio leva diretamente a: 
ݍᇱᇱܣ௦,௔ − ℎܣ௦,௖(ܶ − ஶܶ) − ߝߪܣ௦,௥൫ܶସ − ௩ܶ௜௭ସ ൯ + ݍᇱᇱᇱܸ = ߩܸܿ ݀ܶ݀ݐ  
que é uma equação diferencial ordinária separável e, então, pode ser resolvida com uma simples 
integração: 
න ݀ܶݍᇱᇱܣ௦,௔ − ℎܣ௦,௖(ܶ − ஶܶ) − ߝߪܣ௦,௥൫ܶସ − ௩ܶ௜௭ସ ൯ + ݍᇱᇱᇱܸ
்(௧)
்೔
= ݐ − ݐ௜ߩܸܿ  
Esta integral não necessita de solução numérica em vários casos particulares, inclusive no caso de 
haver transferência de calor do meio apenas por radiação, e até mesmo no caso geral, se for utilizada 
a linearização: 
ܶସ − ௩ܶ௜௭ସ = ൫ ௜ܶଶ + ௩ܶ௜௭ଶ ൯( ௜ܶ + ௩ܶ௜௭)(ܶ − ௩ܶ௜௭) 
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No caso de não haver transferência de calor do meio por radiação, e ݍᇱᇱ = ݍᇱᇱᇱ = 0, a solução é 
direta e sempre apresentada em textos de transferência de calor: 
ܶ(ݐ) − ஶܶ
௜ܶ − ஶܶ = ݁
ି௛஺ೞ,೎ఘ௏௖ (௧ି௧೔) = ݁ି஻௜⋅ி௢ 
onde  
ܤ݅ = ℎܮ௖݇  
é chamado de número de Biot, 
ܨ݋ = ݇ߩܿ
Δݐ
ܮ௖ଶ =
ߙΔݐ
ܮ௖ଶ  
é um tempo adimensional chamado de número de Fourier, e 
ܮ௖ = ܸܣ௦ 
é chamado de comprimento característico. 
Soluções exatas para a condução de calor através de sólidos na forma de parede, cilindro ou 
esfera, sujeitos a resfriamento convectivo mostram que para ܤ݅ < 0,1, a variação de temperatura 
dentro do sólido é menor do que 5% (HAHN; ÖZIŞIK, 2012). 
Há também aplicações de engenharia nas quais a condução de calor no meio estacionário 
ocorre em condições aproximadamente unidimensionais e em regime estacionário, ou seja, a 
temperatura depende apenas de uma coordenada espacial. 
Considere-se um meio estacionário onde a condução de calor ݍ௦ᇱᇱ em seu interior ocorre numa 
direção com coordenada ݏ, ao mesmo tempo em que ocorre transferência de calor entre esse meio e 
seu ambiente e sua vizinhança, além do meio receber um fluxo de calor e possuir geração de energia 
interna. Através de duas seções transversais perpendiculares à direção da condução de calor  e 
passando pelos pontos ݏ e ݏ + ݀ݏ, obtém-se um elemento sobre o qual um balanço de energia térmica 
leva a: 
൫ݍᇱᇱ − ℎ(ܶ − ஶܶ) − ߪߝ൫ܶସ − ௩ܶ௜௭ସ ൯ ൯൫݀ܣ௦௨௣൯ + ݍᇱᇱᇱܣ௧௥݀ݏ + ݍ௦ᇱᇱ − ቆݍ௦ᇱᇱ + ݀ݍ௦
ᇱᇱ
݀ݏ ቇ = 0 
onde ܣ௧௥ é a área da seção transversal e ܣ௦௨௣ é a área da superfície. Utilizando a lei de Fourier: 
ݍ௦ᇱᇱ = −݇ܣ௧௥ ݀ܶ݀ݏ  
obtém-se 
݇ܣ௧௥ ݀ଶܶ݀ݏଶ +
݀
݀ݏ (݇ܣ௧௥)
݀ܶ
݀ݏ + ൫ݍ௦ᇱᇱ − ℎ(ܶ − ஶܶ) − ߪߝ൫ܶସ − ௩ܶ௜௭ସ ൯ ൯
݀ܣ௦௨௣݀ݏ + ݍᇱᇱᇱܣ௧௥ = 0 
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que é uma equação diferencial ordinária que não necessita de solução numérica em vários casos 
particulares. 
No caso de não haver transferência de calor através da superfície de uma camada plana, 
cilíndrica ou esférica de um meio, esta equação se simplifica para: 
݇ܣ௧௥ ݀ଶܶ݀ݏଶ +
݀
݀ݏ (݇ܣ௧௥)
݀ܶ
݀ݏ + ݍᇱᇱᇱܣ௧௥ = 0 
No caso de parede plana, ܣ௧௥ é constante, e ݏ = ݔ, então: 
݀
݀ݔ ൬݇
݀ܶ
݀ݔ൰ + ݍᇱᇱᇱ = 0 
no caso de parede cilíndrica, ܣ௧௥ = 2ߨݎܮ e ݏ = ݎ, então: 
1
ݎ
݀
݀ݎ ൬݇ݎ
݀ܶ
݀ݎ൰ + ݍᇱᇱᇱ = 0 
e, no caso de parede esférica, ܣ௧௥ = 4ߨݎଶ e ݏ = ݎ, então: 
1
ݎଶ
݀
݀ݎ ൬݇ݎଶ
݀ܶ
݀ݎ൰ + ݍᇱᇱᇱ = 0 
as quais podem ser resolvidas facilmente e levam a constantes arbitrárias que podem ser 
determinadas através das condições de contorno. A partir destas soluções se definem resistências 
térmicas e se desenvolve boa parte da condução de calor elementar. As superfícies estendidas 
também são casos particulares desta equação diferencial: 
݇ܣ௧௥ ݀ଶܶ݀ݏଶ +
݀
݀ݏ (݇ܣ௧௥)
݀ܶ
݀ݏ − ℎ(ܶ − ஶܶ)
݀ܣ௦௨௣݀ݏ = 0 
que tem soluções que dependem muito da variação de ܣ௧௥ e ܣ௦௨௣ com ݏ. 
Enfim, nesses dois casos mais simples de condução de calor, onde a temperatura varia apenas 
com o tempo, ܶ = ܶ(ݐ), ou varia apenas com uma coordenada espacial, ܶ = ܶ(ݏ), as equações 
diferenciais resultantes são ordinárias. Para os demais casos, ܶ = ܶ(ݔ, ݕ), ܶ = ܶ(ݎ, ߠ), ܶ =
ܶ(ݔ, ݕ, ݖ, ݐ), etc., e a equações diferenciais são parciais, sendo obtidas como demonstrado a seguir. 
1.2. Os Casos com Apenas Uma Não Homogeneidade 
Um balanço de energia térmica num elemento infinitesimal interno ao meio leva a: 
න ߩܿ ߲߲ܶݐ ܸ݀௏ = න ࢗ′′ ∙ ݀࡭஺ + න ݍᇱᇱᇱ ܸ݀௏  
onde se aplica o teorema da divergência 
න ࢗ′′ ∙ ݀࡭஺ = න ࢺ ∙ ࢗ′′ ܸ݀௏  
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obtendo-se 
න ൬ߩܿ ߲߲ܶݐ − ࢺ ∙ ࢗ′′ + ݍᇱᇱᇱ൰  ܸ݀௏ = 0 
ou 
ߩܿ ߲߲ܶݐ − ࢺ ∙ ࢗᇱᇱ + ݍᇱᇱᇱ = 0 
Então, utilizando-se a Lei de Fourier: 
ࢗᇱᇱ = −݇ સܶ 
obtém-se a equação do calor: 
ࢺ ∙ (݇ ࢺܶ) + ݍᇱᇱᇱ = ߩܿ ߲߲ܶݐ  
onde, em coordenadas retangulares: 
ߘሬԦ = ଓ̂ ߲߲ݔ + ଔ̂
߲
߲ݕ + ෠݇
߲
߲ݖ → 
߲
߲ݔ ൬݇
߲ܶ
߲ݔ൰ +
߲
߲ݕ ൬݇
߲ܶ
߲ݕ൰ +
߲
߲ݖ ൬݇
߲ܶ
߲ݖ൰ + ݍᇱᇱᇱ = ߩܿ
߲ܶ
߲ݐ  
em coordenadas cilíndricas: 
ߘሬԦ = ݁̂௥ ߲߲ݎ + ݁̂థ
1
ݎ
߲
߲߶ + ෠݇
߲
߲ݖ → 
1
ݎ
߲
߲ݎ ൬݇ݎ
߲ܶ
߲ݎ൰ +
1
ݎଶ
߲
߲߶ ൬݇
߲ܶ
߲߶൰ +
߲
߲ݖ ൬݇
߲ܶ
߲ݖ൰ + ݍᇱᇱᇱ = ߩܿ
߲ܶ
߲ݐ  
e em coordenadas esféricas: 
ߘሬԦ = ݁̂௥ ߲߲ݎ + ݁̂ఏ
1
ݎ
߲
߲ߠ + ݁̂థ
1
ݎ sin ߠ
߲
߲߶ → 
1
ݎଶ
߲
߲ݎ ൬݇ݎଶ
߲ܶ
߲ݎ൰ +
1
ݎଶ sinଶ ߠ
߲
߲߶ ൬݇
߲ܶ
߲߶൰ +
1
ݎଶ sin ߠ
߲
߲ߠ ൬݇ sin ߠ
߲ܶ
߲ߠ൰ + ݍᇱᇱᇱ = ߩܿ
߲ܶ
߲ݐ  
No caso mais comum de condutividade térmica constante, a equação do calor simplifica-se para: 
ߘଶܶ + ݍᇱᇱᇱ݇ =
1
ߙ
߲ܶ
߲ݐ  
e as formas acima, para cada sistema de coordenadas, são analogamente simplificadas. 
Considere-se o problema de valor de contorno que corresponde à condução de calor em 
regime permanente através de um meio com forma de paralelepípedo, com duas superfícies paralelas 
de dimensões bem menores do que as quatro outras, ou isoladas, de maneira que o calor transferido 
por elas possa ser negligenciado. Destas quatro outras faces, supõe-se que duas delas (não paralelas) 
tenham temperaturas mantidas a 0° C, enquanto que uma das outras duas tenha sua temperatura 
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mantida a valores conhecidos e fixos, e a última esteja transferindo calor por convecção para um 
ambiente a 0° C (Figura 1.1). 
Então, posicionando adequadamente o sistema de coordenadas, a equação do calor e as 
condições de contorno resultam em: 
ۖە
ۖ۔
ۖۖ
ۓ߲ଶ߲ܶݔଶ +
߲ଶܶ
߲ݕଶ = 0, 0 < ݔ < ܮ, 0 < ݕ < ܹܶ(0, ݕ) = 0, 0 < ݕ < ܹ, ܶ = 0߲ܶ
߲ݔ (ܮ, ݕ) + ܪ ܶ(ܮ, ݕ) = 0, 0 < ݕ < ܹܶ(ݔ, 0) = 0, 0 < ݔ < ܮܶ(ݔ, ܹ) = ݂(ݔ), 0 < ݔ < ܮ
 
onde ܪ é a razão entre o coeficiente de convecção e a condutividade térmica do meio. 
 
 
Figura 1.1 Vista de paralelepípedo com a face frontal correspondente a uma das superfícies com dimensões pequenas ou 
isoladas, e com face esquerda com temperatura nula 
 
Através do método de separação de variáveis obtém-se que a solução desse problema é: 
ܶ(ݔ, ݕ) = ෍ ቆ 1ܮ senh ߞ௡ܹ ቆන ݂(ݔ) sen ߞ௡ݔ ݀ݔ
௅
ି௅ ቇ sen ߞ௡ݔ senh ߞ௡ݕቇ௡  
onde os autovalores ߞ௡ são as raízes de: 
 ߞ௡ cos ߞ௡ܮ + ܪ sen ߞ௡ܮ = 0 (1.1) 
que não possui solução que possa ser expressa em forma fechada.  
ݔ 
ݕ 
ܶ(ݔ, ݕ) ߲߲ܶݔ + ܪܶ = 0 
 
ܶ = ݂(ݔ) 
ܶ = 0 
ܶ = 0 
0 
W 
ܮ 
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Se uma das paredes que está com temperatura fixada em 0° C, estivesse, em vez disso, isolada 
(Figura 1.2), o problema passaria a ser: 
ۖە
ۖۖ
۔
ۖۖۖ
ۓ߲ଶ߲ܶݔଶ +
߲ଶܶ
߲ݕଶ = 0, 0 < ݔ < ܮ, 0 < ݕ < ܹ߲ܶ
߲ݔ (0, ݕ) = 0, 0 < ݕ < ܹ߲ܶ
߲ݔ (ܮ, ݕ) + ܪ ܶ(ܮ, ݕ) = 0, 0 < ݕ < ܹܶ(ݔ, 0) = 0, 0 < ݔ < ܮܶ(ݔ, ܹ) = ݂(ݔ), 0 < ݔ < ܮ
 
onde os autovalores ߞ௡ são as raízes de:  
 ߞ௡ sen ߞ௡ܮ − ܪ cos ߞ௡ܮ = 0 (1.2) 
que também não possui solução que possa ser expressa em forma fechada. 
 
 
Figura 1.2 Vista de paralelepípedo com a face frontal correspondente a uma das superfícies com dimensões pequenas ou 
isoladas, e com face esquerda isolada 
 
A aplicação desse método está detalhada no Apêndice A para este exemplo, mas não está 
detalhada para os três próximos exemplos, por serem muito análogos a este. Apenas observe-se que 
alguns textos elementares de transferência de calor associam a Eq. (1.2) ao problema unidimensional 
transitório em coordenadas retangulares, e a Eq. (1.1) ao problema unidimensional transitório em 
ݔ 
ݕ 
ܶ(ݔ, ݕ) ߲߲ܶݔ + ܪܶ = 0 
y 
ܶ = ݂(ݔ) 
ܶ = 0 
߲ܶ
߲ݕ = 0 
0 
W 
ܮ 
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coordenadas cilíndricas. Porém, estas duas equações podem aparecer em mais problemas, como esses 
dois problemas bidimensionais permanentes mostrados. 
Considere-se o problema de valor de contorno que corresponde à condução de calor em 
regime transitório através de um meio com forma de paralelepípedo, com quatro superfícies paralelas 
duas a duas, bem menores do que as outras duas, ou isoladas, de maneira que o calor transferido por 
elas possa ser negligenciado. Supõe-se que o meio tenha temperatura inicial conhecida e dependente 
apenas da distância em relação às faces maiores, sendo que uma delas tem temperatura mantida a 0° 
C, enquanto que a outra esteja transferindo calor por convecção para um ambiente também a 0° C 
(Figura 1.3). 
Então: 
ۖۖە
۔
ۖۖۓ
߲ଶܶ
߲ݔଶ +
1
ߙ
߲ܶ
߲ݐ = 0, 0 < ݔ < ܮ, 0 < ݐܶ(0, ݐ) = 0, 0 < ݐ߲ܶ
߲ݔ (ܮ, ݐ) + ܪ ܶ(ܮ, ݐ) = 0, 0 < ݐܶ(ݔ, 0) = ݂(ݔ), 0 < ݔ < ܮ
 
 
Figura 1.3 Vista de paralelepípedo com a face frontal correspondente a uma das superfícies com dimensões maiores ou não 
isoladas 
 
Através de separação de variáveis, obtém-se que a solução desse problema é: 
ܶ(ݔ, ݐ) = ෍ ቆ1ܮ ቆන ݂(ݔ) sen
݊ߨݔ
ܮ  ݀ݔ
௅
ି௅ ቇ sen ߞ௡ݔ exp ߞ௡ଶݐቇ௡  
ݔ 
ܶ(ݔ, ݐ) ߲߲ܶݔ + ܪܶ = 0 
 
ܶ = 0 
0 ܮ 
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onde os autovalores ߞ௡ são as raízes da Eq. (1.2). Caso a parede que está com temperatura de 0° C 
estivesse isolada, obter-se-ia, da mesma maneira, que os autovalores são as raízes da Eq. (1.1). 
Considere-se o problema de valor de contorno que corresponde à condução de calor em 
regime permanente através de um meio com forma de cilindro, com a área das bases bem menor do 
que a área lateral, o qual está transferindo calor por convecção para um ambiente a 0° C enquanto 
que uma das bases tem temperatura prescrita com simetria circular (Figura 1.4). 
 
Figura 1.4 Cilindro com bases bem menores do que a superfície lateral 
 
Então: 
ۖە
ۖ۔
ۖۖ
ۓ1ݎ
߲
߲ݎ ൬ݎ
߲ܶ
߲ݎ൰ +
߲ଶܶ
߲ݖଶ = 0, 0 ≤ ݎ < ܾ, 0 < ݖܶ(0, ݖ) = finita, 0 < ݖ߲ܶ
߲ݎ (ܾ, ݖ) + ܪ ܶ(ܾ, ݖ) = 0, 0 < ݖܶ(ݎ, 0) = ݂(ݎ), 0 < ݎ < ܾܶ(ݎ, ∞) = 0, 0 < ݎ < ܾ
 
Através de separação de variáveis, obtém-se que a solução desse problema é: 
ܶ(ݎ, ݖ) = ෍ ቆ 2ܾ² Jଵଶ(ߞ௡ݎ) ቆන ݂(ݎ) J଴(ߞ௡ݎ) ݀ݎ
௕
଴ ቇ J଴(ߞ௡ݎ) exp(−ߞ௡ݖ)ቇ௡  
onde os autovalores ߞ௡ são as raízes de: 
 ߞ௡ J଴ᇱ (ߞ௡ܾ) + ܪ J଴(ߞ௡ܾ) = 0 (1.3) 
que também não possui solução que possa ser expressa em forma fechada. 
Considere-se o problema de valor de contorno que corresponde à condução de calor em 
regime transitório através de um meio com forma de esfera, com temperatura inicial conhecida e com 
ܶ(ݖ, ݐ) 
߲ܶ
߲ݔ + ܪܶ = 0 
y 
ܶ = ݂(ݎ) 
ܾ 
ݎ 
ݖ 0 
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simetria esférica, e cuja superfície esteja transferindo calor por convecção para um ambiente a 0° C 
(Figura 1.5). 
 
Figura 1.5 Esfera transferindo calor 
 
Então: 
ۖە
۔
ۖۓ 1ݎଶ
߲
߲ݎ ൬ݎଶ
߲ܶ
߲ݎ൰ +
1
ߙ
߲ܶ
߲ݐ = 0, 0 ≤ ݎ < ܾ, 0 < ݐܶ(0, ݐ) = finita, 0 < ݐ߲ܶ
߲ݎ (ܾ, ݐ) + ܪ ܶ(ܾ, ݐ) = 0, 0 < ݐܶ(ݎ, 0) = ݂(ݎ), 0 < ݎ < ܾ
 
Através de separação de variáveis, obtém-se que a solução desse problema é: 
ܶ(ݎ, ݐ) = 1ݎ ෍ ቆ
2
ܮ ቆන ݎ݂(ݎ) sen ߞ௡ݎ  ݀ݎ
௕
଴ ቇ sen ߞ௡ݎ exp ߞ௡ଶݐቇ௡  
e os autovalores ߞ௡ são dados por 
 ߞ௡ cos ߞ௡ܾ + ൬ܪ − 1ܾ൰ sen ߞ௡ܾ = 0 (1.4) 
que também não possui solução que possa ser expressa em forma fechada. 
Os quatro exemplos apresentados acima contêm equações diferenciais e condições de 
contorno e iniciais homogêneas, com exceção de uma dessas condições para cada problema. Será 
mostrado agora que as mesmas equações dos autovalores surgem em problemas mais gerais. 
ܶ(ݎ, ݐ) 
߲ܶ
߲ݔ + ܪܶ = 0 
y 
ܾ 
ݎ 
0 
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1.3. Os Casos com Mais de Uma Não Homogeneidade 
Considere-se o problema com equação diferencial e condições de contorno e inicial todas não 
homogêneas: 
ۖە
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۓ߲ଶ߲ܶݔଶ +
߲ଶܶ
߲ݕଶ +
ݍ′′′(ݔ, ݕ)
݇ =
1
ߙ
߲ܶ
߲ݐ ,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݐ
−݇ଵ ߲߲ܶݔ (0, ݕ, ݐ) + ℎଵܶ(0, ݕ, ݐ) = ଵ݂(ݕ), 0 < ݕ < ܮଶ, 0 < ݐ
݇ଶ ߲߲ܶݔ (ܮଵ, ݕ, ݐ) + ℎଶܶ(ܮଵ, ݕ, ݐ) = ଶ݂(ݕ), 0 < ݕ < ܮଶ, 0 < ݐ
−݇ଷ ߲߲ܶݕ (ݔ, 0, ݐ) + ℎଷܶ(ݔ, 0, ݐ) = ଷ݂(ݔ), 0 < ݔ < ܮଵ, 0 < ݐ
݇ସ ߲߲ܶݕ (ݔ, ܮଶ, ݐ) + ℎସܶ(ݔ, ܮଶ, ݐ) = ସ݂(ݔ), 0 < ݔ < ܮଵ, 0 < ݐܶ(ݔ, ݕ, 0) = ହ݂(ݔ, ݕ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ
 
Observe-se que essas condições de contorno generalizam os três tipos possíveis, porque se 
for feito ݇௜ = 0 e ℎ௜ = ℎ, tem-se uma condição do primeiro tipo, se for feito ݇௜ = ݇ e ℎ௜ = 0, tem-se 
uma condição do segundo tipo, e se for feito ݇௜ = ݇ e ℎ௜ = ℎ, tem-se uma condição do terceiro tipo. A 
solução desse problema através de superposição está mostrada no Apêndice B. 
O caso 3D é uma extensão muito direta e que ocuparia muito espaço para ser mostrado. Os 
casos análogos em coordenadas cilíndricas e esféricas podem ser tratados do mesmo modo e também 
não serão mostrados. 
Um problema ainda mais geral, onde as condições de contorno e geração de energia dependem 
do tempo: 
ۖە
ۖۖ
ۖۖ
ۖۖ
۔
ۖۖ
ۖۖ
ۖۖ
ۖۓ߲ଶ߲ܶݔଶ +
߲ଶܶ
߲ݕଶ +
߲ଶܶ
߲ݖଶ +
ݍ′′′(ݔ, ݕ, ݖ, ݐ)
݇ =
1
ߙ
߲ܶ
߲ݐ ,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, 0 < ݐ
−݇ଵ ߲߲ܶݔ (0, ݕ, ݖ, ݐ) + ℎଵܶ(0, ݕ, ݖ, ݐ) = ଵ݂(ݕ, ݖ, ݐ), 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, 0 < ݐ
݇ଶ ߲߲ܶݔ (ܮଵ, ݕ, ݖ, ݐ) + ℎଶܶ(ܮଵ, ݕ, ݖ, ݐ) = ଶ݂(ݕ, ݖ, ݐ), 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, 0 < ݐ
−݇ଷ ߲߲ܶݕ (ݔ, 0, ݖ, ݐ) + ℎଷܶ(ݔ, 0, ݖ, ݐ) = ଷ݂(ݔ, ݖ, ݐ), 0 < ݔ < ܮଵ, 0 < ݖ < ܮଷ, 0 < ݐ
݇ସ ߲߲ܶݕ (ݔ, ܮଶ, ݖ, ݐ) + ℎସܶ(ݔ, ܮଶ, ݖ, ݐ) = ସ݂(ݔ, ݖ, ݐ), 0 < ݔ < ܮଵ, 0 < ݖ < ܮଷ, 0 < ݐ
−݇ହ ߲߲ܶݖ (ݔ, ݕ, 0, ݐ) + ℎହܶ(ݔ, ݕ, 0, ݐ) = ହ݂(ݔ, ݕ, ݐ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݐ
݇଺ ߲߲ܶݖ (ݔ, ݕ, ܮଷ, ݐ) + ℎ଺ܶ(ݔ, ݕ, ܮଷ, ݐ) = ଺݂(ݔ, ݕ, ݐ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݐ
  
ܶ(ݔ, ݕ, ݖ, 0) = ଻݂(ݔ, ݕ, ݖ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ
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está resolvido através de funções de Green no Apêndice C, método este reconhecido como o mais geral 
existente para resolver problemas de condução de calor. 
Observe-se que esses métodos mais avançados de solução, que permitem se abordar 
problemas mais elaborados, levam às mesmas equações de autovalores do que o método da separação 
de variáveis. Isso também ocorre com outros métodos, como a técnica da transformada integral, a 
transformada de Laplace, e o teorema de Duhamel. 
1.4. Autovalores Sem Expressão em Forma Fechada 
Hahn e Özişik (2012) apresentam as equações dos autovalores de problemas com várias 
condições de contorno e sistemas de coordenadas. As soluções em forma fechada são simplesmente 
as raízes de funções conhecidas: 
ۖە
ۖۖ
۔
ۖۖ
ۖۓsin ߞ௡ܮ = 0 → ߞ௡ = ݊ ߨܮ , ݊ = 1, 2, …
cos ߞ௡ܮ = 0 → ߞ௡ = ൬݊ − 12൰
ߨ
ܮ , ݊ = 1, 2, …
J଴(ߞ௡ܾ) = 0 → ߞ௡ = 2,4048ܾ ,
5,5201
ܾ ,
8,6537
ܾ , …
Jଵ(ߞ௡ܾ) = 0 → ߞ௡ = 3,8317ܾ ,
7,0156
ܾ ,
10,1735
ܾ , …                                       ⋮
 
e as que não tem solução em forma fechada são: 
ۖە
ۖۖ
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۖۖ
ۓߞ௡ sen ߞ௡ܮ − ܪ cos ߞ௡ܮ = 0ߞ௡ J଴ᇱ (ߞ௡ܾ) + ܪ J଴(ߞ௡ܾ) = 0ߞ௡ cos ߞ௡ܮ + ܪ sen ߞ௡ܮ = 0
ߞ௡ cos ߞ௡ܾ + ൬ܪ − 1ܾ൰ sen ߞ௡ܾ = 0J஝ᇱ (ߞ௡ܾ) = 0ߚ௡ J஝ᇱ (ߞ௡ܾ) + ܪ Jఔ(ߞ௡ܾ) = 0
tan ߞ௡ܮ = ߞ௡(ܪଵ + ܪଶ)ߞ௡ଶ − ܪଵܪଶJఔ(ߞ௡ܽ) ఔܻ(ߞ௡ܾ) − Jఔ(ߞ௡ܾ) ఔܻ(ߞ௡ܽ) = 0J஝ᇱ (ߞ௡ܾ) ఔܻ(ߞ௡ܽ) − Jఔ(ߞ௡ܽ) Y஝ᇱ(ߞ௡ܾ) = 0Y஝ᇱ(ߞ௡ܽ) − J஝ᇱ (ߞ௡ܽ) Yఔ(ߞ௡ܾ) = 0J஝ᇱ (ߞ௡ܽ) Y஝ᇱ(ߞ௡ܾ) − J஝ᇱ (ߞ௡ܾ) Y஝ᇱ(ߞ௡ܽ) = 0
 
As Eqs. (1.1) a (1.4) foram exemplificadas através de problemas físicos, e são as quatro 
primeiras desta lista. Elas são as mais utilizadas, são o foco deste trabalho e podem ser reescritas 
como: 
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ۖە
۔
ۖۓ(ߞ௡ܮ) tan(ߞ௡ܮ) = ܤ݅(ߞ௡ܾ) Jଵ(ߞ௡ܾ)J଴(ߞ௡ܾ) = ܤ݅(ߞ௡ܮ) cot(ߞ௡ܮ) = −ܤ݅(ߞ௡ܾ) cot(ߞ௡ܾ) = 1 − ܤ݅
 
onde ܤ݅ = ܪܮ = ℎܮ/݇ ou ܤ݅ = ܪܾ = ℎܾ/݇. 
Estas equações também ocorrem em outras áreas da física e da engenharia (CRANK, 1975), 
como, por exemplo, no problema de vibração longitudinal em barras uniformes com um extremo fixo 
e outro com massa fixa. Então, em vez de se utilizar ܤ݅, se utilizará o símbolo ܿ que pode representar 
uma constante adimensional de qualquer área de conhecimento. Além disso, as últimas duas equações 
são equivalentes, e apenas uma delas precisa ser estudada. Assim, são escolhidas para este trabalho 
as seguintes formas para estas equações: 
 ߚ௡ tan ߚ௡ = ܿ (1.5) 
 ߚ௡ Jଵ(ߚ௡)J଴(ߚ௡) = ܿ (1.6) 
 ߚ௡ cot ߚ௡ = 1 − ܿ (1.7) 
onde ߚ௡ são as raízes a partir das quais se obtém os autovalores: ߞ௡ = ߚ௡/ܮ ou ߞ௡ = ߚ௡/ܾ. 
1.5. Objetivos e Contribuições 
O objetivo desta tese é o de se encontrar expressões aproximadas e expressões iterativas para 
as raízes  ߚ௡ das Eqs. (1.5), (1.6) e (1.7), as quais surgem sempre que uma das condições de contorno 
envolve convecção (a menos que a única condição não homogênea seja justamente ela), ou seja, na 
maioria dos problemas de condução de calor com mais de uma variável independente e com condição 
de contorno convectiva, o que evidencia sua importância.  
As contribuições deste trabalho serão: 
 Desenvolvimento de uma nova família de funções iterativas para a busca de raízes; 
 Demonstração de que uma dessas funções iterativas é a que tem convergência mais 
rápida para a busca das raízes das três equações transcendentes que são abordadas 
neste trabalho; 
 Análise de erros das tabelas de raízes que estão disponíveis nos textos e manuais de 
transferência de calor; 
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 Desenvolvimento de expressões aproximadas tanto para a primeira como para as 
demais raízes das três equações abordadas, com erros menores do que os das tabelas 
de raízes. 
1.6. Observações Finais 
Em alguns problemas adimensionalizados, as raízes são os próprios autovalores, ou seja, elas 
não precisam ser divididas por um comprimento ou por um raio para levarem aos autovalores. Por 
exemplo, uma parede com temperatura inicial uniforme, uma face isolada, e outra com convecção, é 
modelada por: 
ۖە
ۖ۔
ۖۖ
ۓ߲ଶ߲ܶݔଶ =
1
ߙ
߲ܶ
߲ݐܶ(ݔ, 0) = ௜߲ܶܶ
߲ݔฬ௫ୀ଴ = 0
−݇ ߲߲ܶݔฬ௫ୀ௅ = ℎ(ܶ(ܮ, ݐ) − ஶܶ)
 
Utilizando as variáveis adimensionalizadas: 
ߠ∗ ≡ ߠߠ௜ =
ܶ − ஶܶ
௜ܶ − ஶܶ , ݔ∗ ≡
ݔ
ܮ , ݐ∗ ≡
ߙݐ
ܮଶ ≡ ܨ݋ 
a solução é apresentada em livros elementares de transferência de calor: 
ߠ∗ = ෍ 4 sen ߞ௡2ߞ௡ + sen 2ߞ௡ ݁ି఍೙
మ௫∗ cos ߞ௡ݔ∗ஶ௡ୀଵ  
onde os autovalores ߞ௡ são as próprias raízes ߚ௡ da Eq. (1.5), ou seja, neste caso ߞ௡ = ߚ௡. 
A Eq. (1.6) pode parecer muito diferente das outras duas, porém, isto ocorre apenas porque, 
apesar de 
cosᇱ ߚ௡ܮcos ߚ௡ܮ = −
sen ߚ௡ܮcos ߚ௡ܮ = − tan ߚ௡ܮ 
e 
senᇱ ߚ௡ܮsen ߚ௡ܮ =
cos ߚ௡ܮsen ߚ௡ܮ = cot ߚ௡ܮ 
não existe uma definição análoga para as razões das funções de Bessel: 
J଴ᇱ (ߚ௡ܾ)J଴(ߚ௡ܾ) = −
Jଵ(ߚ௡ܾ)J଴(ߚ௡ܾ) 
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Essa restrição não implica apenas que a forma da correspondente equação não seja compacta. Haverá 
limitações de alguns métodos que precisam inverter as funções tangente e cotangente e que não 
poderão fazer o mesmo com a razão entre as funções de Bessel. 
Ao longo deste trabalho, chamaremos de “erro absoluto” o valor aproximado menos o valor 
exato, que pode, então, ser negativo. Isto justifica por que, em alguns momentos, faremos referência 
ao “módulo do erro absoluto”. Por outro lado, chamaremos de “erro relativo” o erro absoluto dividido 
pelo valor exato e, então, poderemos nos referir também ao “módulo do erro relativo”. O erro relativo 
será expresso, algumas vezes, em percentuais, quando, então, poderemos nos referir simplesmente a 
“erros”. 
Um fato de grande importância para o presente trabalho é o de que a exatidão da primeira 
raiz é a mais relevante. Pode-se calcular que para ܨ݋ > 0,2, mantendo-se o primeiro termo e 
negligenciando-se todos os demais termos nas séries, resulta em erro relativo com módulo menor do 
que 2%. Isto ocorre devido à convergência das séries que implica em rápida diminuição dos valores 
de um termo para outro. Também é importante observar que o aumento da exatidão de cálculo da 
primeira raiz é interessante para o caso em que as demais raízes também estão sendo calculadas. 
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2. REVISÃO DA LITERATURA 
Expressões para as raízes das Eqs. (1.5), (1.6) e (1.7), cuja obtenção é o objetivo deste 
trabalho, já foram desenvolvidas também por outros autores. Serão analisados estes trabalhos na 
ordem cronológica, dividindo as expressões por três seções, uma para as expressões iterativas, uma 
outra para as expressões aproximadas fechadas da primeira raiz e uma final para as expressões 
aproximadas fechadas das demais raízes. 
Porém, antes de iniciar esta revisão, salienta-se que além das expressões iterativas e das 
expressões aproximadas, existem também expressões explícitas para estas raízes. Leathers e 
McCormick (1996) realizaram um levantamento das que são utilizadas na área de transferência de 
calor, e uma delas corresponde à Eq. (1.5), a qual foi obtida por Burniston e Siewert (1973) através 
da substituição ߚ௡ = ݅߱ݖ: 
ߚ௡ =
ۖە
۔
ۖۓቀߨ߱2 ቁ
ଵ/ଶ exp ቆ− 1ߨ න ቀܽݎ݃ ߉଴ା(ߥ) +
ߨ
2ቁ
݀ߥ
ߥ
ଵ
଴ ቇ , ݊ = 1ߨ
2 (4݊ଶ − 8݊ + 3)ଵ/ଶ exp ቆ−
1
ߨ න ܽݎ݃ Ω௡ା(ߥ)
݀ߥ
ߥ
ଵ
଴ ቇ , ݊ = 2, 3, …
 
onde 
߉଴ା(ߥ) = ߥ ൬ߥ − 12߱ ln
1 − ߥ
1 + ߥ൰ −
ߨ݅ߥ
2߱  
ߥଶΩ௡ା(ߥ) = ൫߉଴ା(ߥ)൯ଶ + (݊ − 1)ଶߨଶߥଶ߱ଶ  
Simplificamos a expressão da primeira raiz: 
ߚଵ = ටߨ2 ܿ exp න ቌ
1
ߨ/2 arctan
ߨ/2
ߥܿ − 12 ln ቀ1 − ߥ1 + ߥቁ
− 1ቍ ݀ߥ2ߥ
ଵ
଴  
e confirmamos seus resultados através de integração numérica pelo método elementar dos trapézios. 
A singularidade no limite inferior que faz essa integral ser imprópria não causou dificuldade para sua 
convergência. 
Luck e Stevens (2002) estenderam significativamente essa ideia apresentando um método 
baseado no teorema integral de Cauchy para se obter expressões explícitas para as raízes de qualquer 
equação transcendental. Contudo, expressões explícitas nem sempre são classificadas como fechadas 
(STOVER; WEISSTEIN, 2014) e, estas acima, acabam por transferir o problema de se calcular raízes 
numericamente para o problema de se calcular integrais numericamente. 
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2.1. Expressões Iterativas para as Raízes das Eqs. (1.5), (1.6) e (1.7) 
Beck et al. (1992) indicaram a utilização do método de Newton-Raphson para a busca de 
raízes (o qual possui ordem de convergência 2): 
ߚ௡௞ାଵ = ߚ௡௞ − ݂൫ߚ௡௞൯݂′൫ߚ௡௞൯ 
onde, no caso da Eq. (1.5), utilizou-se a função: 
݂(ߚ௡) = ߚ௡ tan ߚ௡ − ܿ 
Obtendo-se: 
 ߚ௡௞ାଵ = ߚ௡௞ − ߚ௡௞ tan ߚ௡௞ − ܿtan ߚ௡௞ + ߚ௡௞ secଶ ߚ௡௞ (2.1) 
Para as raízes da Eq. (1.7), devido a 
ߚ௡ cot ߚ௡ = 1 − ܿ → ߚ௡ = (1 − ܿ) tan ߚ௡ 
eles utilizaram a função: 
݂(ߚ௡) = (1 − ܿ) tan ߚ௡ − ߚ௡ 
obtendo 
 ߚ௡௞ାଵ = ߚ௡௞ − (1 − ܿ) tan ߚ௡
௞ − ߚ௡௞1 − ܿcosଶ ߚ௡௞ − 1
 (2.2) 
onde, ao contrário da Eq. (2.1), não foi utilizado que ଵୡ୭ୱమ ఉ೙ೖ = secଶ ߚ௡௞. 
Também foram apresentadas neste trabalho expressões iterativas para a busca de raízes de 
outras equações, porém, não se incluiu a Eq. (1.6). 
Stevens e Luck (1999) obtiveram funções iterativas de simplicidade e velocidade de 
convergência muito altas (a ordem de convergência não foi apresentada). Para a da Eq. (1.5), busca-
se o valor de ߚ௡௞ାଵ tal que: 
ߚ௡௞ାଵ tan ߚ௡௞ାଵ − ܿ = 0 
que foi reescrita como: 
൫ߚ௡௞ାଵ − ߚ௡௞ + ߚ௡௞൯ tan൫ߚ௡௞ାଵ − ߚ௡௞ + ߚ௡௞൯ − ܿ = 0 
A expressão de tangente da soma de dois arcos leva a: 
ቀ൫ߚ௡௞ାଵ − ߚ௡௞൯ + ߚ௡௞ቁ tan൫ߚ௡௞ାଵ − ߚ௡௞൯ + tan ߚ௡௞1 − tan൫ߚ௡௞ାଵ − ߚ௡௞൯ tan ߚ௡௞ = ܿ 
Para หߚ௡௞ାଵ − ߚ௡௞ห ≪ 1 tem-se tan൫ߚ௡௞ାଵ − ߚ௡௞൯ ≅ ൫ߚ௡௞ାଵ − ߚ௡௞൯, então: 
൫ߚ௡௞ାଵ − ߚ௡௞൯ଶ + ቀ(ܿ + 1) tan ߚ௡௞ + ߚ௡௞ቁ ൫ߚ௡௞ାଵ − ߚ௡௞൯ − ൫ܿ − ߚ௡௞ tan ߚ௡௞൯ ≅ 0 
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Assim: 
 ߚ௡௞ାଵ = ߚ௡௞ + −ܤ + √ܤଶ + 4ܥ2  (2.3) 
onde 
 ܤ = (ܿ + 1) tan ߚ௡௞ + ߚ௡௞ (2.4) 
 ܥ = ܿ − ߚ௡௞ tan ߚ௡௞ (2.5) 
Através da desconsideração do termo ൫ߚ௡௞ାଵ − ߚ௡௞൯ଶ da equação quadrática, foi obtida uma 
função iterativa com menor velocidade de convergência, porém mais simples:  
 ߚ௡௞ାଵ = ߚ௡௞ + ܥܤ (2.6) 
 Por procedimento análogo, a Eq. (1.6) também leva às Eqs. (2.3) e (2.6) com:  
 ܤ = ߚ௡௞ − ܿ cot ߚ௡௞ (2.7) 
 ܥ = ܿ − 1 + ߚ௡௞ tan ߚ௡௞ (2.8) 
Não existe uma expressão para funções de Bessel da soma, e pudemos obter os coeficientes 
apresentados neste trabalho, correspondentes às raízes da Eq. (1.7), através de expansão em Taylor 
de primeira ordem: 
 ܤ = 2(ܿ − 1) Jଵ൫ߚ௡௞൯J଴൫ߚ௡௞൯ − Jଶ൫ߚ௡௞൯ + ߚ௡௞ (2.9) 
 ܥ = 2൫ܿ J଴൫ߚ௡௞൯ − ߚ௡௞ Jଵ൫ߚ௡௞൯൯J଴൫ߚ௡௞൯ − Jଶ൫ߚ௡௞൯  (2.10) 
Estas expressões para os coeficientes ܤ e ܥ são mais complicadas devido a não existir uma 
definição equivalente à da tangente, para a razão entre as funções de Bessel, conforme já exposto 
anteriormente. 
Apesar de não ser mencionado no trabalho, observamos que a convergência não é atingida 
para valores altos de ܿ com a utilização da Eq. (2.3), mas apenas com a Eq. (2.6), nem mesmo 
utilizando estimativas inicias mais exatas do que as que foram utilizadas por eles. 
Haji-Sheikh e Beck (2000) indicaram para o cálculo das raízes das Eqs. (1.5) e (1.7), um 
método de busca de raízes identificado como “Newton-Raphson de alta-ordem”: 
 ߚ௡௞ାଵ = ߚ௡௞ − ܣ଴ܣଵ ቆ1 +
(ܣଶ/ܣଵ)(ܣ଴/ܣଵ)1 − 2(ܣଶ/ܣଵ)(ܣ଴/ܣଵ)ቇ (2.11) 
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onde ܣ௠ = ݂(௠)൫ߚ௡௞൯/݉!. Verificou-se que esta função iterativa é a mesma do método de Super-Halley 
que será discutido posteriormente. 
2.2. Propriedades das Raízes das Eqs. (1.5), (1.6) e (1.7) 
Para se analisar as expressões aproximadas já publicadas, serão apresentadas algumas 
propriedades das raízes das Eqs. (1.5), (1.6) e (1.7). 
Estas raízes podem ser visualizadas pelas intersecções dos gráficos da Figura 2.1, Figura 2.2 e 
Figura 2.3, respectivamente, onde pode-se imaginar as linhas contínuas fixas, e as linhas pontilhadas 
se deslocando para cima ou para baixo conforme ܿ aumenta ou diminui, respectivamente. 
Devido a ܿ ≥ 0, nos gráficos correspondentes às Eqs. (1.5) e (1.6), a linha pontilhada está 
sempre no primeiro quadrante, enquanto que no gráfico correspondente à Eq. (1.7), ela pode passar 
por qualquer ponto do quarto quadrante, mas não pode ultrapassar, no primeiro quadrante, a altura 
correspondente a ܿ = 1 pois, caso isso ocorra, ela não interceptará a linha contínua, e não haverá raiz 
real. 
Através da variação de ܿ, pode-se acompanhar o posicionamento das intersecções que 
representam as infinitas raízes, e entender os gráficos que estão na Figura 2.4, Figura 2.5 e Figura 2.6, 
para as raízes das Eqs. (1.5), (1.6) e (1.7), respectivamente, os quais são mais fáceis de se manter em 
mente enquanto se acompanha o desenvolvimento deste trabalho. 
Observe-se o comportamento análogo das raízes das três equações: suas curvas são 
crescentes e assintóticas, e a diferença que pode ser notada está nos valores das assíntotas 
horizontais, que podem ser obtidas através dos dois valores extremos de ܿ. Substituindo ܿ = 0 nas 
Eqs. (1.5), (1.6) e (1.7), obtém-se que os valores de ߚ௡(0), denotados por ߚ௡,଴, são as n-ésimas raízes 
não negativas de: 
ቐ
sen ߚ௡,଴ = 0 → β୬,଴ = (n − 1) π, para a Eq. (1.5) Jଵ൫ߚ௡,଴൯ = 0, para a Eq. (1.6)ߚ௡,଴ cot ߚ௡,଴ = 1, para a Eq. (1.7)
 
Fazendo ܿ → ∞ nas Eqs. (1.5), (1.6) e (1.7), obtém-se que os valores de ߚ௡(∞), denotados por 
ߚ௡,ஶ, são as n-ésimas raízes positivas de: 
ە۔
ۓcos ߚ௡,ஶ = 0 → β୬,ஶ = ൬n − 12൰ π, para a Eq. (1.5) J଴൫ߚ௡,ஶ൯ = 0, para a Eq. (1.6)sen ߚ௡,ஶ = 0 → β୬,଴ = nπ, para a Eq. (1.7)
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Figura 2.1 Abscissas correspondentes às quatro primeiras raízes da Eq. (1.5) 
 
 
Figura 2.2 Abscissas correspondentes às quatro primeiras raízes da Eq. (1.6) 
 
 
Figura 2.3 Abscissas correspondentes às quatro primeiras raízes da Eq. (1.7) 
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Figura 2.4 Curvas correspondentes às quatro primeiras raízes da Eq. (1.5) 
 
 
Figura 2.5 Curvas correspondentes às quatro primeiras raízes da Eq. (1.6) 
 
 
Figura 2.6 Curvas correspondentes às quatro primeiras raízes da Eq. (1.7) 
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Esses valores limites estão apresentados na Tabela 2.1, que foi construída de forma a mostrar 
a analogia entre os valores limites das raízes das três equações. 
Ao longo deste trabalho, será utilizado diversas vezes que: 
βଵ,଴ = 0, para as Eq. (1.5), (1.6) e (1.7) 
βଵ,ஶ = ൝
0,5π, para a Eq. (1.5) 2,4048255, para a Eq. (1.6)π, para a Eq. (1.7)  
 
Tabela 2.1 Valores limites para as raízes das Eqs. (1.5), (1.6) e (1.7) 
݊ Eq. (1.5) Eq. (1.6) Eq. (1.7) ߚ௡,଴(݊ − 1)ߨ ߚ௡,ஶ݊ߨ  
ߚ௡,଴(݊ − 1)ߨ ߚ௡,ஶ݊ߨ  
ߚ௡,଴(݊ − 1)ߨ ߚ௡,ஶ݊ߨ  1 - 0,5 - 0,7655 - 1 2 1 0,75 1,2197 0,8785 1,4303 1 3 1 0,8333 1,1166 0,9183 1,2295 1 4 1 0,875 1,0794 0,9383 1,1570 1 5 1 0,9 1,0603 0,9504 1,1193 1 6 1 0,9167 1,0486 0,9587 1,0963 1 7 1 0,9286 1,0407 0,9644 1,0807 1 8 1 0,9375 1,0350 0,9689 1,0695 1 9 1 0,9444 1,0307 0,9721 1,0610 1 
 
Considere-se as séries de Taylor: 
cos ݖ = ݖ଴0! −
ݖଶ
2! +
ݖସ
4! −
ݖ଺
6! + ⋯ 
sen ݖ = ݖଵ1! −
ݖଷ
3! +
ݖହ
5! −
ݖ଻
7! + ⋯ 
J଴(ݖ) = ቀ
14 ݖଶቁ
଴
(1!)ଶ −
ቀ14 ݖଶቁ
ଵ
(1!)ଶ +
ቀ14 ݖଶቁ
ଶ
(2!)ଶ −
ቀ14 ݖଶቁ
ଷ
(3!)ଶ + ⋯ 
Jଵ(ݖ) = 12 ݖ ൮
ቀ14 ݖଶቁ
଴
0! 1! −
ቀ14 ݖଶቁ
ଵ
1! 2! +
ቀ14 ݖଶቁ
ଶ
2! 3! −
ቀ14 ݖଶቁ
ଷ
3! 4! + ⋯ ൲ 
Utilizando as séries com um termo das funções seno e cosseno na Eq. (1.5), obtém-se: 
ߚଵ tan ߚଵܿ = 1 → lim௖→଴
ߚଵ tan ߚଵܿ = lim௖→଴ ൬
ߚଵܿ
sen ߚଵcos ߚଵ൰ = lim௖→଴ ൬
ߚଵܿ
ߚଵ1 ൰ = lim௖→଴ ቆ
ߚଵଶܿ ቇ = 1 
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Então, para a Eq. (1.5): 
ߚଵ → √ܿ quando ܿ → 0ା 
Utilizando as séries de Taylor com um termo das funções de Bessel na Eq. (1.5), obtém-se: 
ߚଵܿ
Jଵ(ߚଵ)J଴(ߚଵ) = 1 → lim௖→଴ ቆ
ߚଵܿ
Jଵ(ߚଵ)J଴(ߚଵ)ቇ = lim௖→଴ ቌ
ߚଵܿ
ߚଵ21 ቍ = lim௖→଴
ߚଵଶ2ܿ = ܿ 
Então, para a Eq. (1.6): 
ߚଵ → √2ܿ quando ܿ → 0ା 
Utilizando as séries de Taylor com dois termos das funções seno e cosseno na Eq. (1.7), obtém-
se: 
1 − ߚଵ cot ߚଵܿ = 1 → lim௖→଴
1 − ߚଵ cot ߚଵܿ = lim௖→଴
1 − ߚଵ cos ߚଵsen ߚଵܿ = 
= lim௖→଴
1 − ߚଵ 1 −
ߚଵଶ2!
ߚଵ − ߚଵଷ3!ܿ = lim௖→଴
ߚଵଶ3
ܿ ൬1 − ߚଵଶ6 ൰
= 1 
Então, para a Eq. (1.7): 
ߚଵ → √3ܿ quando ܿ → 0ା 
Portanto 
 ߚଵ(ܿ) → √݉ܿ quando ܿ → 0ା (2.12)
onde ݉ = 1, 2 e 3 para as Eqs. (1.5), (1.6) e (1.7), respectivamente. Esta numeração de ݉ será 
utilizada ao longo de todo o trabalho. Observe-se a conveniência de utilização de (1 − ܿ) em vez de 
simplesmente ܿ na Eq. (1.7). 
Também é possível se obter tendências das demais raízes ߚ௡ (݊ = 2, 3, …) quando ܿ se 
aproxima de zero.  Através de derivação implícita das Eq. (1.5) em relação a ܿ, obtém-se: 
݀
݀ܿ (ߚ௡ tan ߚ௡) =
݀
݀ܿ ܿ →
݀ߚ௡݀ܿ tan ߚ௡ + ߚ௡ secଶ ߚ௡
݀ߚ௡݀ܿ = 1 →
݀ߚ௡݀ܿ =
1
tan ߚ௡ + ߚ௡ secଶ ߚ௡
= 1tan ߚ௡ + ߚ௡(1 + tanଶ ߚ௡) →
݀ߚ௡݀ܿ ฬ௖ୀ଴ =
1
ߚ௡,଴ 
pois 
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ܿ = 0 → ߚ௡,଴ tan ߚ௡,଴ = 0 → tan ߚ௡,଴ = 0 
Através de derivação implícita das Eq. (1.6) em relação a ܿ, obtém-se: 
݀
݀ܿ ቆߚ௡
Jଵ(ߚ௡)J଴(ߚ௡)ቇ =
݀
݀ܿ ܿ →
݀ߚ௡݀ܿ Jଵ(ߚ௡) J଴(ߚ௡) + ߚ௡ ݀ Jଵ(ߚ௡)݀ܿ J଴(ߚ௡) − ߚ௡ Jଵ(ߚ௡) ݀ J଴(ߚ௡)݀ܿJ଴ଶ(ߚ௡) = 1
→
݀ߚ௡݀ܿ Jଵ(ߚ௡) J଴(ߚ௡) + ߚ௡ ൬J଴(ߚ௡) − Jଵ(ߚ௡)ߚ௡ ൰ ݀ߚ௡݀ܿ J଴(ߚ௡) + ߚ௡ Jଵଶ(ߚ௡) ݀ߚ௡݀ܿJ଴ଶ(ߚ௡) = 1 →
݀ߚ௡݀ܿ
= 1ߚ௡ ൬1 + Jଵଶ(ߚ௡)J଴ଶ(ߚ௡)൰
→ ݀ߚ௡݀ܿ ฬ௖ୀ଴ =
1
ߚ௡,଴ 
pois 
ܿ = 0 → ߚ௡ Jଵ൫ߚ௡,଴൯J଴൫ߚ௡,଴൯ = 0 → Jଵ൫ߚ௡,଴൯ = 0 
Através de derivação implícita das Eq. (1.7) em relação a ܿ, obtém-se: 
݀
݀ܿ (ߚ௡ cot ߚ௡) =
݀
݀ܿ (1 − ܿ) →
݀ߚ௡݀ܿ cot ߚ௡ − ߚ௡ cscଶ ߚ௡
݀ߚ௡݀ܿ = −1 →
݀ߚ௡݀ܿ =
1
ߚ௡ cscଶ ߚ௡ − cot ߚ௡
= 1ߚ௡(1 + cotଶ ߚ௡) − cot ߚ௡ →
݀ߚ௡݀ܿ ฬ௖ୀ଴ =
1
ߚ௡,଴ 
pois 
ܿ = 0 → ߚ௡,଴ cot ߚ௡,଴ = 1 → ߚ௡,଴ cotଶ ߚ௡,଴ − cot ߚ௡,଴ = (ߚ௡,଴ cot ߚ௡,଴) cot ߚ௡,଴ − cot ߚ௡,଴ = 0 
Portanto, para todas as Eqs. (1.5), (1.6) e (1.7): 
 ݀ߚ௡݀ܿ ฬ௖ୀ଴ = lim௖→଴
ߚ௡(ܿ) − ߚ௡,଴ܿ =
1
ߚ௡,଴  para ݊ = 2, 3, … (2.13)
É possível ocorrer que uma expressão aproximada para as raízes ߚ௡ satisfaça 
݀ߚ௡݀ܿ ฬ௖ୀ଴ =
1
ߚ௡,଴ 
sem, no entanto, satisfazer 
lim௖→଴
ߚ௡(ܿ) − ߚ௡,଴ܿ =
1
ߚ௡,଴ 
apesar de que, por definição de derivada: 
݀ߚ௡݀ܿ ฬ௖ୀ଴ = lim௖→଴
ߚ௡(ܿ) − ߚ௡,଴ܿ  
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Esta diferença, que foi surpreendente à primeira vista, pode ser explicada pelo fato de que a 
expressão aproximada pode não ter o valor exato ߚ௡,଴ quando ܿ → 0, quando, então, haverá um ߚ௡,଴ 
implícito no cálculo da derivada com valor incorreto. 
Assim, dispõe-se de algumas ferramentas que serão úteis durante todo este trabalho: os 
valores que estão na Tabela 2.1  para os quais elas devem se aproximar quando ܿ tende a zero ou 
infinito, a tendência para a primeira raiz dada pela Eq. (2.12) e a tendência para as demais raízes dada 
pela Eq. (2.13), sendo que, quando esta última for utilizada para uma expressão aproximada, deve-se 
calcular o limite com o valor de ߚ௡,଴ correto e não simplesmente a derivada. 
2.3. Expressões Aproximadas para a Primeira Raiz das Eqs. (1.5), (1.6) e (1.7) 
Luikov (1968) apresentou uma expressão fechada aproximada para a primeira raiz ߚଵ das 
Eqs. (1.5), (1.6) e (1.7), baseada na aproximada linearidade do gráfico bilogarítmico de  ߚଵ,ஶଶ /ߚଵଶ(ܿ) −
1 em função de ܿ. 
Denotando os coeficientes linear e angular da reta por log ܣ e – ݇, ele obteve: 
log ቆ ߚଵ,ஶଶߚଵଶ(ܿ) − 1ቇ ≅ log ܣ − ݇ log ܿ 
A potência ߚଵଶ(ܿ) que aparece nessa expressão está no texto, porém não está presente no gráfico da 
Figura 6.31 desta referência, provavelmente devido a erro de tipografia. Yovanovich (1996) 
reproduziu este erro, e todas demais referências subsequentes que mencionam este trabalho também 
o reproduziram. Enfatiza-se esse fato apenas para que não surjam dúvidas se houver alguma 
comparação do presente trabalho com os demais. 
Simplificando essa equação e usando métodos de ajuste de curvas, ele obteve:  
 ߚଵ ≅
ߚଵ,ஶ
ට1 + ܿܣ௞
  (2.14)
onde ܣ = 2,24, 2,45 e 2,70, e ݇ = 1,02, 1,04 e 1,07, para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), 
respectivamente. 
As curvas com os valores de ߚଵ calculados por esta expressão aproximada, como função da 
variável independente ܿ, tem pequenas diferenças em relação às curvas com os valores exatos 
(obtidos através de métodos iterativos) de ߚଵ como pode ser visto na Figura 2.7. 
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Figura 2.7 Valores aproximados obtidos pela Eq. (2.14) de Luikov (1968) e valores exatos da primeira raiz das Eqs. (1.5), (1.6) 
e (1.7) 
 
Pode-se notar que esta expressão tende aos valores corretos quando ܿ tende a zero ou infinito: 
lim௖→଴
ߚଵ,ஶ
ඥ1 + ܣ/ܿ௞ = 0 = ߚଵ,଴ 
lim௖→ஶ
ߚଵ,ஶ
ඥ1 + ܣ/ܿ௞ = ߚଵ,ஶ 
então o erro absoluto das raízes dadas por esta expressão tende a zero quando ܿ tende a zero ou 
infinito, e as curvas do gráfico da Figura 2.8 tem o eixo horizontal como assíntota para ambos lados 
das três curvas. 
Porém, quando se trata de erro relativo: 
ߚଵୟ୮୰୭୶୧୫ୟୢ୭ − ߚଵୣ ୶ୟ୲୭ߚଵୣ ୶ୟ୲୭  
os resultados não são necessariamente os mesmos, como pode-se observar na Figura 2.9. O fato de 
que essa expressão tenda para o valor correto quando ܿ tende a infinito, implica que o erro relativo 
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Figura 2.8 Erro dos valores obtidos pela Eq. (2.14) de Luikov (1968) para a primeira raiz das Eqs. (1.5), (1.6) e (1.7) 
 
também tenda a zero, pois, quando o limite de uma função que tende a zero é dividido por uma função 
que não tende a zero, o quociente resultante tenderá a zero: 
lim௖→ஶ
ߚଵ,ஶ
ඥ1 + ܣ/ܿ௞ = ߚଵ,ஶ → lim௖→ஶ
ߚଵ,ஶ
ට1 + ܿܣ௞
− ߚଵ,ஶ
ߚଵ,ஶ = 0 
Então o eixo horizontal continua sendo assíntota para o lado direito das curvas, quando o erro 
calculado é o relativo. 
 
 
Figura 2.9 Erro relativo dos valores obtidos pela Eq. (2.14) de Luikov (1968) para a primeira raiz das Eqs. (1.5), (1.6) e (1.7) 
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Porém, essas curvas não têm mais o eixo horizontal como assíntota para o lado esquerdo, e o 
raciocínio anterior não é aqui válido, devido ao valor correto ser nulo quando ܿ tende a zero, o que 
levaria a uma divisão de zero por zero e, consequentemente, uma indeterminação. 
Pode-se ver que essa expressão não satisfaz a tendência dada pela Eq. (2.12): 
lim௖→଴శ
ߚଵ,ஶඥ1 + ܣ/ܿ௞
√݉ܿ = lim௖→଴శ
ߚଵ,ஶ
ඥ݉ܿ + ܣ݉/ܿ௞ିଵ = 0 ≠ 1 
e, como consequência deste limite dar zero em vez de um, o erro relativo tende a −100% quando ܿ 
tende a zero: 
lim௖→଴శ
ߚଵ,ஶඥ1 + ܣ/ܿ௞ − √݉ܿ
ߚଵ,଴ = lim௖→଴శ
ߚଵ,ஶඥ1 + ܣ/ܿ௞ − √݉ܿ
√݉ܿ
√݉ܿߚଵ,଴  = −1 
o que significa que a assíntota para o lado esquerdo de todas as curvas da Figura 2.9 é a reta horizontal 
que passa pelo ponto −1 do eixo vertical. Um gráfico assim foi obtido, mas não será inserido aqui 
devido a não incluir informação relevante além dessa já descrita. 
Devido ao erro relativo ser mais relevante, gráficos comparativos como o da Figura 2.7, e 
gráficos de erros absolutos como o da Figura 2.8 não serão novamente apresentados. 
Os módulos dos erros relativos são mostrados no capítulo de comparação de expressões e, em 
particular, os erros que são apresentados na Figura 2.9 tem seus módulos mostrados nos gráficos 
comparativos da Figura 8.1, Figura 8.2 e Figura 8.3, para as Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Então, estes gráficos não serão repetidos neste capítulo, mas apenas no capítulo de comparação, para 
as próximas expressões. 
Por fim, a utilização de módulos facilitará a comparação entre os erros das expressões, já que 
erros relativos positivos e negativos têm mesma importância. Apenas deve-se atentar para o fato de 
que um erro relativo negativo tem seus valores limitados a −100%, enquanto que um erro relativo 
positivo tem valores ilimitados. 
Beck et al. (1992) apresentaram várias expressões aproximadas em forma fechada para todas 
raízes das Eqs. (1.5) e (1.7), sem indicarem, no entanto, como elas foram obtidas. Para a primeira raiz 
da Eq. (1.5), eles apresentaram: 
 ߚଵ ≅
ۖە
۔
ۖۓඨ 3ܿ3 + ܿ ቆ1 −
1
45 ൬
3ܿ
3 + ܿ൰
ଶቇ , 0 ≤ ܿ ≤ 2
ߨܿ
2(ܿ + 1) ቆ1 +
ߨଶ
12(ܿ + 1)ଷ + ߨଶ(2ܿ − 1)ቇ , ܿ > 2
 (2.15)
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com erro relativo máximo de 0,1%, segundo o trabalho 
Para a primeira raiz da Eq. (1.7), eles apresentaram: 
 ߚଵ ≅
ۖە
ۖۖ
۔
ۖۖ
ۖۓට3 ቀܿ − ܿଶ 5ൗ ቁ , 0 ≤ ܿ < 0,4
1
2 ߨ ൮1 +
3
2(ܿ + 2) ቌඨ1 +
16(ܿ − 1)(ܿ + 2)
3ߨଶ − 1ቍ൲ , 0,4 ≤ ܿ < 6
ߨ − ඨܽ + 3ߨ2(ܿ − 1)
య + ඨܽ − 3ߨ2(ܿ − 1)
య , ܿ > 6
 (2.16)
onde 
ܽ = ඨ൬ 3ߨ2(ܿ − 1)൰
ଶ + ቀ ܿܿ − 1ቁ
ଷ 
Ao contrário da Eq. (2.15), o erro da Eq. (2.16) não é indicado. 
A expressão da Eq. (2.15) para a primeira raiz da Eq. (1.5) com menores valores de ܿ satisfaz 
a tendência dada pela Eq. (2.12): 
lim௖→଴శ
ۉ
ۈۈ
ۇඨ 3ܿ3 + ܿ ቆ1 − 145 ቀ 3ܿ3 + ܿቁ
ଶቇ
√ܿ
ی
ۋۋ
ۊ = 1 
então ela tem erro relativo tendendo a zero quando ܿ tende a zero, como já exposto para a expressão 
anterior e, consequentemente, ela tem erro absoluto também tendendo a zero quando ܿ tende a zero, 
o que equivale a: 
lim௖→଴ ඨ
3ܿ
3 + ܿ ቆ1 −
1
45 ൬
3ܿ
3 + ܿ൰
ଶቇ = 0 = ߚଵ,଴ 
Essa consequência é devida ao fato de que a existência do limite da divisão de uma função por outra 
que tende a zero implicar no valor da primeira função também tender a zero: 
lim௖→଴ ඨ
3ܿ
3 + ܿ ቆ1 −
1
45 ൬
3ܿ
3 + ܿ൰
ଶቇ = lim௖→଴శ
ඨ 3ܿ3 + ܿ ቆ1 − 145 ቀ 3ܿ3 + ܿቁ
ଶቇ
√ܿ ⋅ lim௖→଴శ √ܿ = 0 
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Estas conclusões sobre erros absolutos e relativos serão utilizadas nas próximas análises, 
então elas serão destacadas para facilitar a leitura deste texto. A primeira conclusão é que se uma 
expressão tende ao valor correto quando ܿ tende a infinito, então ela obrigatoriamente tem erro 
relativo também tendendo a zero quando ܿ tende a infinito. A segunda conclusão é que se uma 
expressão satisfaz à tendência dada pela Eq. (2.12), então ela tem erro relativo tendendo a zero 
quando ܿ tende a zero. Por fim, quando o erro relativo tende a zero, o erro absoluto também tende a 
zero, então, quando uma expressão tiver erro relativo tendendo a zero, não será repetido que seu erro 
absoluto também tende a zero. 
A expressão da Eq. (2.15) para a primeira raiz da Eq. (1.5) com maiores valores de ܿ satisfaz 
o valor assintótico quando ܿ tende a infinito: 
lim௖→ஶ ൭
ߨܿ
2(ܿ + 1) ቆ1 +
ߨଶ
12(ܿ + 1)ଷ + ߨଶ(2ܿ − 1)ቇ൱ =
ߨ
2 = ߚଵ,ஶ 
então, ela tem erro relativo tendendo a zero quando ܿ tende a infinito, o que pode ser visto através da 
Figura 8.13. 
A expressão da Eq. (2.16) para a primeira raiz da Eq. (1.7) satisfaz a tendência dada pela Eq. 
(2.12): 
lim௖→଴శ
ට3 ቀܿ − ܿଶ 5ൗ ቁ
√3ܿ = 1 
e tem o valor correto quando ܿ tende a infinito: 
lim௖→ஶ ቌߨ − ඨܽ +
3ߨ
2(ܿ − 1)
య + ඨܽ − 3ߨ2(ܿ − 1)
య ቍ = ߨ = ߚ௡,ஶ 
então tem erro relativo tendendo a zero quando ܿ tende a zero ou infinito, o pode ser visto através da 
Figura 8.12. 
Churchill e Usagi (1972) apresentaram uma expressão “consideravelmente bem-sucedida” 
para ajuste de valores experimentais ou computacionais, de uma variável dependente ݕ em função de 
uma variável dependente ݔ: 
 ݕ(ݔ) ≅ ቀ൫ݕ଴(ݔ)൯௥ + ൫ݕஶ(ݔ)൯௥ቁ
ଵ௥ (2.17)
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onde ݕ଴(ݔ) e ݕஶ(ݔ) são expressões assintóticas para ݕ, conforme ݔ tende a zero ou infinito, 
respectivamente, e ݎ é o parâmetro de ajuste. Yovanovich (1996) utilizou essa expressão para as 
presentes equações, definindo ݇ = −ݎ, e utilizando a forma: 
 
ݕ(ݔ) ≅ 1
൭ 1൫ݕ଴(ݔ)൯௞ +
1
൫ݕஶ(ݔ)൯௞൱
ଵ௞
 
(2.18)
Ele substituiu a expressão assintótica da Eq. (2.12) e os valores exatos quando ܿ tende a 
infinito nesta relação, obtendo diretamente a seguinte expressão para a primeira raiz: 
 ߚଵ ≅
ߚଵ,ஶ
ቆ1 + ൬ߚଵ,ஶ√݉ܿ൰
௞ቇ
ଵ௞
 (2.19)
a qual foi ajustada para valores de ܿ de 0,5 a 5,0, levando a ݇ = 2,139, 2,238 e 2,314 para as Eqs. (1.5), 
(1.6) a (1.7), respectivamente. 
Pode-se notar que essa expressão satisfaz a tendência dada pela Eq. (2.12), e tem o valor 
correto quando ܿ tende a infinito e, então, tem erro relativo tendendo a zero quando ܿ tende a zero 
ou infinito.  Assim, o erro máximo ocorre num ponto intermediário entre esses extremos, o que pode 
ser vistos na Figura 8.10, Figura 8.11, Figura 8.12 para as Eqs. (1.5), (1.6) a (1.7), respectivamente. 
Ela tem a mesma forma da expressão de Luikov (1968), porém ela tem a raiz quadrada substituída 
por 1/݇, o que fez seus resultados serem muito mais exatos. 
Esta expressão, segundo o autor, “proporciona valores de βଵ que diferem menos de 0,4% dos 
valores exatos de βଵ. Esta exatidão é aceitável para a maioria das aplicações.” Pelos gráficos 
construídos observamos que, na verdade, esta diferença é de até 0,7%. Pode-se confirmar isso, 
substituindo ܿ = 4 na expressão da Eq. (2.19) para o caso da raiz da Eq. (1.7): 
ߚଵ ≅ ߨ
ቆ1 + ൬ ߨ√3 ⋅ 0,4൰
ଶ,ଷଵସቇ
ଵଶ,ଷଵସ
= 2,43827 
e ver pela Tabela 4.3 o valor correto é 2,4556, o que confirma o erro mostrado pelo gráfico. 
Stevens e Luck (1999) apresentaram expressões aproximadas para todas raízes das Eqs. (1.5), 
(1.6) e (1.7), bastante simples mas com pouca exatidão, para que elas sirvam apenas como pontos 
iniciais de métodos iterativos. A primeira raiz da Eq. (1.5) é aproximada por: 
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 ߚଵ ≅ ߨ4 +
ߨ
4
ܿ − ߨ4
ܿ + ߨ4
 (2.20)
A primeira raiz da Eq. (1.6) é aproximada por: 
 ߚଵ ≅ 3ߨ8 +
3ߨ
8
ܿ − ߨ2
ܿ + ߨ2
 (2.21)
E a primeira raiz da Eq. (1.7) é aproximada por: 
 ߚଵ ≅ ߨ2 +
ߨ
2
ܿ଴,଺଻଺ − √ߨ2
ܿ଴,଺଻଺ + √ߨ2
 (2.22)
A origem destas equações não foi mostrada, e um erro tipográfico na Eq. (2.21) foi constatado 
e corrigido a partir de comparação de simulações destas expressões com os resultados publicados. 
Repetindo-se os cálculos de limites que foram feitos anteriormente para se verificar as 
equações desenvolvidas nos outros trabalhos para estas equações, obtém-se que estas expressões 
não têm a tendência correta da Eq. (2.12), e tem erro relativo tendendo a −100% quando ܿ tende a 
zero. Note que este valor de -100% é um limite que poderia ser atingido apenas se o valor aproximado 
fosse nulo ao mesmo tempo em que o valor exato fosse não nulo. 
Também obtém-se que o erro relativo destas expressões tende a zero quando ܿ tende a zero 
ou infinito, com exceção da primeira raiz da Eq. (1.6) dada pela Eq. (2.21), que tem erro que tende 
aproximadamente a zero quando ܿ tende a infinito. Esta aproximação da Eq. (1.6) é satisfatória e 
utiliza que βଵ,ஶ = 2,4048255 = 0,7655π ≅ 0,75ߨ. É claro que nenhuma expressão poderá levar a este 
valor exato, já que ele é a solução de uma equação que não tem solução em forma fechada, exceto, é 
claro, as expressões que já contiverem o valor 
Através da Figura 8.1, Figura 8.2 e Figura 8.3, para as Eqs. (1.5), (1.6) e (1.7), respectivamente, 
pode-se ver o erro relativo das raízes calculadas por estas expressões. Note-se que o ponto de 
intersecção da curva correspondente à Eq. (2.20) representa o ponto fixo no qual ߚଵ = ߨ/4 quando 
ܿ = ߨ/4. 
Haji-Sheikh e Beck (2000) se propuseram a melhorar as expressões de Stevens e Luck (1999). 
Para a Eq. (2.20) eles procuraram incluir a tendência dada pela Eq. (2.12), obtendo que a primeira 
raiz da Eq. (1.5) pode ser aproximada por: 
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 ߚଵ ≅ ߨ4 +
ߨ
4
ܿ − ߨ/4
ܿ + ߨ/4 ൮1 − 1,04 ቌඨ
ܿ
ܿ + 0,76 −
ܿ
ܿ + 0,76ቍ൲ (2.23)
Novamente com a Eq. (2.20), através de translações horizontal e vertical, eles obtiveram que 
a primeira raiz da Eq. (1.7) pode ser aproximada por: 
 ߚଵ ≅ 3ߨ4 +
ߨ
4
ܿ − 1 − 3ߨ/4
ܿ − 1 + 3ߨ/4 (2.24)
A primeira raiz da Eq. (1.5) calculada pela Eq. (2.23) tem erro relativo tendendo a −6,4% 
quando ܿ tende a zero, conforme pode ser visto por: 
lim௖→଴శ
ߨ4 + ߨ4
ܿ − ߨ4ܿ + ߨ4
൭1 − 1,04 ൬ට ܿܿ + 0,76 − ܿܿ + 0,76൰൱
√ܿ = 0,937 
Então, o objetivo de se incluir a tendência dada pela Eq. (2.12) não foi plenamente atingido. 
Um erro absoluto que tende a zero quando ܿ tende a zero é consequência da existência desse 
limite. Ela tem erro relativo tendendo a zero quando ܿ tende a infinito, conforme pode ser obtido por 
cálculo análogo aos já mostrados.  Na Figura 8.1 o erro dessa expressão é mostrado, e a curva 
correspondente tem como assíntota à esquerda a reta horizontal que passa pelo ponto de ordenada 
0,063. 
Também se obtém que a primeira raiz da Eq. (1.7) calculada pela Eq. (2.24) tem erro absoluto 
tendendo a 0,41 (o que implica em erro relativo tendendo a infinito) quando ܿ tende a zero, e tem 
erro relativo tendendo a zero quando ܿ tende a infinito (Figura 8.3). 
Ostrogorsky e Mikic (2008) desenvolvem expressões aproximadas para a primeira raiz das 
três equações. Inicialmente eles substituíram tan ߚଵ da Eq. (1.5) por sua série de Maclaurin com dois 
termos, obtendo: 
ߚଵଶ (1 + ߚଵଶ/3) ≅ ܿ 
Se o ߚଵ desta equação é isolado, a expressão resultante não tem boa exatidão, mas se o segundo ߚଵ 
desta equação for substituído por seu valor assintótico dado pela Eq. (2.12), obtém-se: 
ߚଵ ≅ ඨ ܿ1 + ܿ/3 
Essa expressão tem ela mesma a tendência dada pela Eq. (2.12), mas por não ter valor correto quando 
ܿ tende a infinito, foi modificada para: 
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ߚଵ ≅ ඩ
ܿ
1 + ܿߚଵ,ஶଶ
 
Deduções análogas foram feitas a partir das Eqs. (1.6) e (1.7), e todos resultados podem ser 
colocados numa única expressão: 
 ߚଵ ≅ ඩ
݉ܿ
1 + ݉ܿߚଵ,ஶଶ
 (2.25)
onde ݉ = 1, 2 e 3 para as Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Esta expressão tem as tendências corretas e o erro relativo tendendo a zero nos dois extremos 
de ܿ. Sua exatidão não é a menor (Figura 8.4, Figura 8.5 e Figura 8.6, para a primeira raiz das Eqs. 
(1.5), (1.6) e (1.7), respectivamente), e seu mérito está em sua simplicidade; observe-se que ela nem 
mesmo contém valores de ajuste. 
Ostrogorsky e Mikic (2009) desenvolvem mais expressões aproximadas para a primeira raiz 
das três equações. Para o caso em que ܿ ≥ 2, eles utilizam uma das formas mais comuns de ajuste, a 
expressão racional 1x1, sobre a qual aplicaram os valores exatos nos limites extremos. Para ܿ < 2 eles 
mantêm a expressão da Eq. (2.25) sem a necessidade da correção para ߚଵ,ஶ e, então: 
 ߚଵ ≅
ۖە
۔
ۖۓඨ ݉ܿ1 + ܿ݉ + 2
, 0 ≤ ܿ < 2
ߚଵ,ஶ ܿܿ + ܽ , ܿ ≥ 2
 (2.26)
onde ܽ = 0,95, 1,0 e 1,1, para as Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Esta expressão tem as tendências corretas e o erro relativo tendendo a zero nos dois extremos, 
o que pode ser visto na Figura 8.7, Figura 8.8 e Figura 8.9, para a primeira raiz das Eqs. (1.5), (1.6) e 
(1.7), respectivamente. 
Ostrogorsky (2010) modificou os parâmetros da expressão da Eq. (2.25) para obter melhor 
ajuste para ܿ > 0,1 e utilizar a tendência dada pela Eq. (2.12) para os menores valores de ܿ, obtendo: 
 ߚଵ ≅
ە۔
ۓ√݉ܿ, 0 ≤ ܿ ≤ 0.1ߚଵ,ஶ
ට1 + ܽܿ௞
, ܿ > 0.1  (2.27)
onde ܽ = 2,3, 2,62 e 2,92, e ݇ = 1,035, 1,05 e 1,08 para as Eqs. (1.5), (1.6) e (1.7), respectivamente. 
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Esta expressão tem as tendências corretas e o erro relativo tendendo a zero nos dois extremos, 
e está identificada como “Ostrogorsky (2010a)" na Figura 8.7, Figura 8.8 e Figura 8.9, para a primeira 
raiz das Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Esse trabalho também reapresentou a expressão (2.19) com novos parâmetros que levam a 
um melhor ajuste para ܿ > 0,1: 
 ߚଵ ≅ ߚଵ,ஶቀ1 + ܽܿ௞ቁௗ
 (2.28)
onde ܽ = 2,62, 3,28 e 4,1, ݇ = 1,07, 1,125 e 1,18, e ݀ = 0,468, 0,446 e 0,4238 para as Eqs. (1.5), (1.6) 
e (1.7), respectivamente. 
Através de cálculos análogos aos já apresentados, obtém-se que esta expressão tem as 
tendências corretas apenas no extremo correspondente a ܿ tendendo a infinito. Quando ܿ tende a 
zero, o erro relativo tende a −100%, mas de maneira lenta como pode ser visto na Figura 8.10, Figura 
8.11, Figura 8.12, para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), respectivamente, onde ela está 
identificada como “Ostrogorsky (2010b)”. 
2.4. Expressões Aproximadas para as Demais Raízes das Eqs. (1.5), (1.6) e (1.7) 
Beck et al. (1992) apresentaram para as demais raízes da equação (1.5): 
 ߚ௡ ≅
ۖە
۔
ۖۓ(݊ − 1)ߨ2(ܿ + 3) ቌ2ܿ + 3 + 3ඨ1 +
4ܿ(ܿ + 3)
3(݊ − 1)ଶߨଶቍ , ܿ menor
(2݊ − 1)ߨܿ
2(ܿ + 1) ቆ1 +
(2݊ − 1)ଶߨଶ
12(ܿ + 1)ଷ + (2݊ − 1)ଶߨଶ(2ܿ − 1)ቇ , ܿ maior
 (2.29)
onde a divisão do intervalo de ܿ deve ocorrer em ܿ = 5, 8, 11 e 13 para ݊ = 2, 3, 4 e 5, 
respectivamente. Eles indicam que o erro relativo máximo desta expressão é de 0,23% para ߚଶ, e 0,1% 
para ߚଷ, ߚସ e ߚହ, e não mostram pontos de divisão para as demais raízes. 
Para todas raízes da Eq. (1.7), eles apresentaram: 
 ߚ௡ ≅
ۖە
ۖ۔
ۖۖ
ۓ൬݊ − 12൰ ߨ ൮1 +
3
2(ܿ + 2) ቌඨ1 +
16(ܿ − 1)(ܿ + 2)
3(2݊ − 1)ଶߨଶ − 1ቍ൲ , ܿ < 6
݊ߨ − ඨܽ + 3݊ߨ2(ܿ − 1)
య + ඨܽ − 3݊ߨ2(ܿ − 1)
య , ܿ ≥ 6
 (2.30)
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onde 
ܽ = ඨ൬ 3݊ߨ2(ܿ − 1)൰
ଶ + ቀ ܿܿ − 1ቁ
ଷ 
Ao contrário do erro da Eq. (2.29), o erro da Eq. (2.30) não é indicado. 
A expressão da Eq. (2.29) para as demais raízes da Eq. (1.5) satisfaz a Eq. (2.13): 
lim௖→଴
(݊ − 1)ߨ2(ܿ + 3) ቆ2ܿ + 3 + 3ට1 + 4ܿ(ܿ + 3)3(݊ − 1)ଶߨଶቇ − (݊ − 1)ߨ 
ܿ =
1
ߚ௡,଴ 
e a existência deste limite implica em erro relativo tendendo a zero: 
lim௖→଴
ߚ௡(ܿ) − ߚ௡,଴ߚ௡,଴ = lim௖→଴
ߚ௡(ܿ) − ߚ௡,଴ܿ lim௖→଴
ܿ
ߚ௡,଴ =
݀ߚ௡݀ܿ ฬ௖ୀ଴ ∙ 0 = 0 
e também em erro absoluto tendendo a zero, como pode ser visto por: 
lim௖→଴ ൮
(݊ − 1)ߨ
2(ܿ + 3) ቌ2ܿ + 3 + 3ඨ1 +
4ܿ(ܿ + 3)
3(݊ − 1)ଶߨଶቍ൲ = (݊ − 1)ߨ = ߚ௡,଴ 
Ela também tem o valor correto quando ܿ tende a infinito: 
lim௖→ஶ ൭
(2݊ − 1)ߨܿ
2(ܿ + 1) ቆ1 +
(2݊ − 1)ଶߨଶ
12(ܿ + 1)ଷ + (2݊ − 1)ଶߨଶ(2ܿ − 1)ቇ൱ = ൬݊ −
1
2൰ ߨ = ߚ௡,ஶ 
então ela tem erro relativo tendendo a zero quando ܿ tende a infinito. 
Na Figura 8.18 é mostrado o erro da raiz ߚଶ e na Figura 8.19 é mostrado o da raiz ߚସ, ambas 
da Eq. (1.5), calculadas por estas expressões. A raiz ߚ଼ que seria calculada por estas expressões não 
consta das figuras porque o trabalho forneceu os pontos de divisão do intervalo correspondente ao 
domínio da definição de função por partes apenas para as cinco primeiras raízes. 
A expressão da Eq. (2.30) para as demais raízes da Eq. (1.7) tem muito boa exatidão não só 
em relação à tendência dada pela Eq. (2.13): 
lim௖→଴
ቀ݊ − 12ቁ ߨ ൭1 + 32(ܿ + 2) ቆට1 + 16(ܿ − 1)(ܿ + 2)3(2݊ − 1)ଶߨଶ − 1ቇ൱ − (݊ − 1)ߨ 
ܿ ≅
1
ߚ௡,଴ 
como também nos seus valores quando ܿ tende a zero: 
lim௖→଴
ۉ
ۈۇ൬݊ − 12൰ ߨ ൮1 +
3
2(ܿ + 2) ቌඨ1 +
16(ܿ − 1)(ܿ + 2)
3(2݊ − 1)ଶߨଶ − 1ቍ൲
ی
ۋۊ = ߚ௡,଴ 
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então tem erro relativos tendendo praticamente a zero quando ܿ tende a zero. Pode-se ver por 
cálculos análogos aos já mostrados que ela tem erro relativo tendendo a zero quando ܿ tende a 
infinito.  
O erro das raízes ߚଶ, ߚସ e ߚ଼ da Eq. (1.7) que são calculadas por estas expressões é mostrado 
na Figura 8.24, Figura 8.25 e Figura 8.26, respectivamente. Pode-se observar nas curvas de erro um 
comportamento gradativamente sequencial já que, desta vez, o ponto de divisão de domínio da 
definição de função por partes é sempre ܿ = 6, o que permite que quaisquer raízes possam ser 
calculadas, embora perceba-se que o erro esteja aumentando de uma raiz para outra. 
Stevens e Luck (1999) apresentaram para todas raízes da Eq. (1.5): 
 ߚ௡ ≅ ܿ௡ + ߨ4 ൬
ܿ − ܿ௡ܿ + ܿ௡൰ (2.31)
Para as demais raízes da Eq. (1.6) eles apresentaram: 
 ߚ௡ ≅ ݀௡ + ߨ4 ൬
ܿ − ݀௡ܿ + ݀௡൰ (2.32)
E para as demais raízes da Eq. (1.7): 
 ߚ௡ ≅ ݀௡ + ߨ2 ൬
ܿ − 2/ߨ
ܿ + ݀௡ ൰ (2.33)
onde 
ܿ௡ = (݊ − 3/4)ߨ 
݀௡ = (݊ − 1/2) ߨ 
As demais raízes da Eq. (1.5) dadas pela expressão da Eq. (2.31) tem valores corretos quando 
ܿ tende a zero ou infinito, como pode ser facilmente verificado por cálculo de limites, e observado na 
Figura 8.18, Figura 8.19 e Figura 8.20, para as raízes ߚଶ, ߚସ e ߚ଼, respectivamente. 
Porém, esta expressão não satisfaz a tendência da Eq. (2.13): 
lim௖→଴
ܿ௡ + ߨ4 ቀܿ − ܿ௡ܿ + ܿ௡ቁ − (݊ − 1)ߨܿ =
1
(0,64݊ − 0,48)ߨ >
1
(݊ − 1)ߨ =
1
ߚ௡,଴ 
O valor incorreto para essa tendência não pode ser visto por estas figuras, mas pode ser visto 
no gráfico não logarítmico que está na Figura 2.10, através da declividade incorreta das raízes obtidas 
pela expressão aproximada, em relação aos valores corretos que estão representados por linhas 
pontilhadas. 
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As demais raízes da Eq. (1.6) dadas pela Eq. (2.32) não tem limites corretos quando ܿ tende a 
zero ou infinito, ou seja, os erros absoluto e relativo não tendem a zero nestes extremos, porém trata-
se de aproximações razoáveis: 
lim௖→଴ ൮ܿ௡ +
ߨ
4 ቌ1 +
ܿ − ߨ4 − ܿ௡
ܿ + ߨ4 + ܿ௡
ቍ൲ = ൬݊ − 34൰ ߨ ≅ ߚ௡,଴ 
lim௖→ஶ ൮ܿ௡ +
ߨ
4 ቌ1 +
ܿ − ߨ4 − ܿ௡
ܿ + ߨ4 + ܿ௡
ቍ൲ = ൬݊ − 14൰ ߨ ≅ ߚ௡,ஶ 
como pode ser visto pelas curvas de erro relativo apresentadas na Figura 8.21, Figura 8.22 e Figura 
8.23, para as raízes ߚଶ, ߚସ e ߚ଼, respectivamente. 
 
 
Figura 2.10 Valores aproximados obtidos pela Eq. (2.20) de Stevens e Luck (1999) e valores exatos (representados por linhas 
pontilhadas) das quatro primeiras raízes da Eq. (1.5) 
 
As demais raízes da Eq. (1.7) dadas pela Eq. (2.33) tem erro absoluto que não tende a zero 
quando ܿ tende a zero, mas têm aproximação razoável: 
lim௖→଴ ൮൬݊ −
1
2൰ ߨ +
ߨ
2 ቌ
ܿ − 2ߨ
ܿ + ቀ݊ − 12ቁ ߨ
ቍ൲ = ൬݊ − 12൰ ߨ − ൬݊ −
1
2൰
ିଵ ߨିଵ ≅ ߚ௡,଴ 
e tem erro relativo tendendo a zero quando ܿ tende a infinito, o que pode ser visto por cálculos 
análogos aos já feitos. As raízes obtidas por esta expressão levam às curvas de erro relativo que estão 
apresentadas na Figura 8.24, Figura 8.25 e Figura 8.26, para as raízes ߚଶ, ߚସ e ߚ଼, respectivamente. 
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Haji-Sheikh e Beck (2000) propuseram melhoras para as expressões de Stevens e Luck 
(1999). Eles incluíram a tendência dada pela Eq. (2.12) na expressão da Eq. (2.31), e obtiveram que 
as raízes da Eq. (1.5) podem ser aproximadas por: 
 ߚ௡ ≅ ܿ௡ + ߨ4 ߛ௡,ଶଷ ൬݊ିଵߦଶଷ + (1 − ݊ିଵ)
tanh ߦଶଷtanh 1 ൰ (2.34)
onde 
ߛ௡,ଶଷ = 1 − 1,04 ቌඨܿ + ܿ௡ − ߨ/4ܿ + ܪ −
ܿ + ඥܪ(ܿ௡ − ߨ/4)ܿ + ܪ ቍ 
ߦଶଷ = ܿ − ܿ௡ܿ + ܿ௡ 
ܪ = 0,76 + 1,22(݊ − 1) 
e para as demais raízes da Eq. (1.7), eles obtiveram: 
 ߚ௡ ≅ ݀௡ + ߨ2 ߛ௡,ଵଷ ߦଵଷ (2.35)
onde 
ߛ௡,ଵଷ = 1 + ߦଵଷ(1 − ߦଵଷ) ൭1 − 0.85݊ + ൬0.6 −
0.71
݊ ൰ (1 + ߦଵଷ) ൬0.6 +
0.245
݊ − ߦଵଷ൰൱ 
ߦଵଷ = ܿܿ + ߨ݀௡/2 
݀௡ = (݊ − 1/2) ߨ 
As demais raízes da Eq. (1.5) calculadas pela Eq. (2.34) não satisfazem exatamente a tendência 
dada pela Eq. (2.13), porém tem erro relativo que tende a zero quando ܿ tende a zero, como poderia 
ser visto por argumentos e cálculos análogos aos mostrados para a expressão dada na Eq. (2.20); além 
disso, elas tem valores corretos quando ܿ tende a infinito (Figura 8.18, Figura 8.19 e Figura 8.20, para 
as raízes ߚଶ, ߚସ e ߚ଼, respectivamente) 
As demais raízes da Eq. (1.7) calculadas pela Eq. (2.35) não satisfazem a tendência dada pela 
Eq. (2.13), e nem mesmo tem erro absoluto que tende a zero quando ܿ tende a zero. Porém, seus erros 
absoluto e relativo tendem a zero quando ܿ tende a infinito (Figura 8.24, Figura 8.25 e Figura 8.26, 
para as raízes ߚଶ, ߚସ e ߚ଼, respectivamente). 
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3. NOVAS EXPRESSÕES ITERATIVAS PARA AS RAÍZES DAS EQS. (1.5), (1.6) E 
(1.7) 
O trabalho feito para se desenvolver uma função iterativa para calcular eficientemente as 
raízes das Eqs. (1.5), (1.6) e (1.7), acabou conduzindo a uma nova família de métodos que pode ser 
utilizada para qualquer equação. Esse método é baseado na aproximação de Padé, e a família de 
métodos obtida incluiu várias funções iterativas clássicas, inclusive a família de métodos de 
Householder. 
3.1. Funções Iterativas obtidas com o Polinômio de Taylor 
A aproximação de uma função ݂(ݔ) por seu polinômio de Taylor de grau ݉ na vizinhança de 
ݔ = ܽ é dada por: 
 ݂(ݔ) ≈ ܿ଴ + ܿଵ(ݔ − ܽ) + ܿଶ(ݔ − ܽ)ଶ + ⋯ + ܿ௠(ݔ − ܽ)௠ (3.1) 
onde os coeficientes ܿ଴, ܿଵ, … , ܿ௠ são obtidos através de: 
 ݀௜݀ݔ௜ ݂(ݔ)ቤ௫ୀ௔ =
݀௜
݀ݔ௜ (ܿ଴ + ܿଵ(ݔ − ܽ) + ⋯ + ܿ௠(ݔ − ܽ)௠)ቤ௫ୀ௔ , ݅ = 0, 1, 2, … , ݉ (3.2) 
o que leva a:  
 ܿ௜ = ݂
(௜)(ܽ)
݅! , ݅ = 0, 1, 2, … , ݉ (3.3) 
Duas funções iterativas clássicas para as raízes de equações podem ser obtidas através da 
aproximação por polinômios de Taylor de graus 1 e 2 através de um procedimento muito conhecido. 
O ponto ܽ é substituído pela estimativa ݔ௞, a variável ݔ é substituída pela estimativa seguinte ݔ௞ାଵ, é 
assumido que ݂(ݔ௞ାଵ) = 0, e então:  
 ݂(ݔ௞) + ݂ᇱ(ݔ௞)(ݔ௞ାଵ − ݔ௞) + ⋯ + ݂
(௠)(ݔ௞)݉! (ݔ௞ାଵ − ݔ௞)௠ = 0 (3.4) 
Para ݉ = 1, esta equação resulta em:  
 ݔ௞ାଵ = ݔ௞ − ݂(ݔ௞)݂′(ݔ௞)  (3.5) 
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o qual é conhecida como método de Newton-Raphson de busca de raízes. 
Neste texto, uma simplificação conveniente das notações de uma função ݂ e suas derivadas 
através da supressão de (ݔ௞) será usada para facilitar a comparação entre os vários métodos. Então, 
o método de Newton-Raphson será expresso por:  
 ݔ௞ାଵ = ݔ௞ − ݂݂′  (3.6) 
Para ݉ = 2, a Eq. (3.4) resulta em:  
 ݔ௞ାଵ = ݔ௞ −
݂
݂′
2
1 + ඨ1 − ݂ 2݂ᇱᇱ݂ᇱଶ
  (3.7) 
que é conhecida como método de Euler (AMAT; BUSQUIER; GUTIÉRREZ; 2003, KANWAR; SINGH; 
BAKSHI, 2008). Uma das raízes correspondentes a equação quadrática foi desconsiderada devido ao 
fato de que ݔ௞ deve tender a ݔ௞ାଵ quando ݂(ݔ௞) tende a zero (como pode ser visto pela regra de 
L’Hôpital). 
O polinômio de Taylor pode ser considerado como um caso particular da aproximação de Padé 
(BAKER, 1996). Da mesma maneira que os métodos de busca de raízes de Eqs. (3.5) e (3.7) são obtidos 
por um procedimento que utiliza o polinômio de Taylor, obteremos outros métodos utilizando a 
aproximação de Padé (MERZ, 1968, NOUREIN, 1976, CLAESSENS; LOIZOU; WUYTACK, 1977, FIELD, 
1990, SAKURAI; TORII; SUGIURA, 1991; LI ET AL., 2012). 
3.2. Funções Iterativas Com Derivadas Segundas 
A aproximação de Padé de ordem [݉/݊] na vizinhança de um ponto ݔ = ܽ de uma função ݂ (ݔ), 
é definida por:  
 ݂(ݔ) ≈ ܽ଴ + ܽଵ(ݔ − ܽ) + ܽଶ(ݔ − ܽ)ଶ + ⋯ + ܽ௠(ݔ − ܽ)௠1 + ܾଵ(ݔ − ܽ) + ܾଶ(ݔ − ܽ)ଶ + ⋯ + ܾ௡(ݔ − ܽ)௡   (3.8) 
onde os coeficientes ܽ଴, ܽଵ, … , ܽ௠, ܾଵ, ܾଶ, … , ܾ௡ são dados por: 
 ݀௜݀ݔ௜ ݂(ݔ)ቤ௫ୀ௔ =
݀௜
݀ݔ௜
ܽ଴ + ܽଵ(ݔ − ܽ) + ⋯ + ܽ௠(ݔ − ܽ)௠1 + ܾଵ(ݔ − ܽ) + ⋯ + ܾ௡(ݔ − ܽ)௡ ቤ௫ୀ௔ , ݅ = 0, 1, 2, … , ݉ + ݊ (3.9) 
A diferença para o polinômio de Taylor é que estes coeficientes não têm expressões simples. 
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A substituição de ݉  e ݊ por 1 nas Eqs. (3.8) e (3.9) resultam na aproximação de Padé de ordem 
[1/1]: 
 ݂(ݔ) ≈ ݂(ܽ) + ൬݂
ᇱ(ܽ) − ݂(ܽ)݂ᇱᇱ(ܽ)2݂ᇱ(ܽ) ൰ (ݔ − ܽ)
1 − ݂ᇱᇱ(ܽ)2݂ᇱ(ܽ) (ݔ − ܽ)
 (3.10)
que com as mesmas substituições feitas no polinômio de Taylor para se obter os métodos iterativos 
já mostrados resulta em:  
 ݂ + ൬݂
ᇱ − ݂݂ᇱᇱ2݂ᇱ ൰ (ݔ௞ାଵ − ݔ௞)
1 − ݂ᇱᇱ2݂ᇱ (ݔ௞ାଵ − ݔ௞)
= 0 (3.11)
que imediatamente leva a: 
 ݔ௞ାଵ = ݔ௞ −
݂
݂ᇱ
1
1 − ݂ ݂ᇱᇱ2݂ᇱଶ
 (3.12)
conhecida como método de Halley (AMAT; BUSQUIER; GUTIÉRREZ; 2003, KANWAR; SINGH; BAKSHI, 
2008). 
Três outras funções iterativas clássicas podem ser obtidas a partir da Eq. (3.12). A primeira é 
obtida através de: 
ݔ௞ାଵ = ݔ௞ − ݂݂ᇱ
1
1 − ݂ ݂ᇱᇱ2݂ᇱଶ
1 − ݂ ݂ᇱᇱ2݂ᇱଶ
1 − ݂ ݂ᇱᇱ2݂ᇱଶ
= ݔ௞ − ݂݂ᇱ
1 − ݂ ݂ᇱᇱ2݂ᇱଶ
1 − 2݂ ݂ᇱᇱ2݂ᇱଶ + ݂ଶ ቆ ݂
ᇱᇱ
2݂ᇱଶቇ
ଶ 
onde ݂ଶ tem valor bem menor do que os demais termos por ser o quadrado de um valor já baixo 
݂(ݔ௞). Então: 
ݔ௞ାଵ = ݔ௞ − ݂݂ᇱ
1 − ݂ ݂ᇱᇱ2݂ᇱଶ
1 − 2݂ ݂ᇱᇱ2݂ᇱଶ
= ݔ௞ − ݂݂ᇱ
2݂ᇱଶ − ݂݂ᇱᇱ
2݂ᇱଶ − 2݂݂ᇱᇱ 
o que leva a: 
 ݔ௞ାଵ = ݔ௞ − ݂݂ᇱ ቆ1 + ݂
݂ᇱᇱ
2݂′ଶ − 2݂݂ᇱᇱቇ (3.13)
conhecida como método de Super-Halley (AMAT; BUSQUIER; GUTIÉRREZ; 2003, KANWAR; SINGH; 
BAKSHI, 2008). 
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Utilizando (1 − ߙ)ିଵ ≅ 1 + ߙ para |ߙ| ≪ 1 na Eq. (3.12), ou negligenciando ݂݂ᇱᇱ na Eq. (3.13), 
obtém-se: 
 ݔ௞ାଵ = ݔ௞ − ݂݂ᇱ ቆ1 + ݂
݂ᇱᇱ
2݂′ଶቇ (3.14)
conhecida como método de Chebyshev (AMAT; BUSQUIER; GUTIÉRREZ; 2003, KANWAR; SINGH; 
BAKSHI, 2008). 
Utilizando (1 − ߙ)ଵ/ଶ ≅ 1 − ߙ/2 para |ߙ| ≪ 1 na Eq. (3.12), obtém-se: 
 ݔ௞ାଵ = ݔ௞ −
݂
݂ᇱ
1
ඨ1 − ݂ ݂ᇱᇱ݂′ଶ
  (3.15)
conhecida como iteração da raiz quadrada de Ostrowski (AMAT; BUSQUIER; GUTIÉRREZ; 2003, 
KANWAR; SINGH; BAKSHI, 2008). 
Utilizando novamente (1 − ߙ)ଵ/ଶ ≅ 1 − ߙ/2 para |ߙ| ≪ 1, também é possível se obter as Eqs. 
(3.7) e (3.12), uma a partir da outra. Por fim, usando a tendência de que ݂ se aproxima de zero, pode-
se obter o método de Newton-Raphson a partir de qualquer um dos outros acima. 
3.3. Funções Iterativas Com Derivadas Terceiras 
Substituindo ݉ por 1 e ݊ por 2 nas Eqs. (3.8) e (3.9), a aproximação de Padé de ordem [1/2] 
é obtida, e com a substituição acima descrita, ela resulta em:  
 ݂ + ൬݂
ᇱ + 3݂݂′݂ᇱᇱ − ݂ଶ݂ᇱᇱᇱ3݂݂ᇱᇱ − 6݂′ଶ ൰ (ݔ௞ାଵ − ݔ௞)
1 − 3݂′݂ᇱᇱ − ݂݂ᇱᇱᇱ3݂݂ᇱᇱ − 6݂′ଶ (ݔ௞ାଵ − ݔ௞) + ݂
ᇱ݂ᇱᇱᇱ − ݂′′ଶ3݂݂ᇱᇱ − 6݂′ଶ (ݔ௞ାଵ − ݔ௞)ଶ
= 0 (3.16)
e, portanto:  
 
ݔ௞ାଵ = ݔ௞ − ݂݂ᇱ
1
1 − ݂ ݂ᇱᇱ2݂ᇱଶ  
1 − ݂ ݂ᇱᇱᇱ3݂ᇱ݂ᇱᇱ
1 − ݂ ݂ᇱᇱ2݂ᇱଶ
 
(3.17)
que é um dos casos do método de Householder (1970). Observe-se que com a aproximação de ݂ para 
zero, a Eq. (3.12) é obtida da Eq. (3.17) e, portanto, todas outras apresentadas acima são também 
obtidas desta Eq. (3.17). 
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Utilizando (1 − ߙ)ିଵ ≅ 1 + ߙ para |ߙ| ≪ 1 na Eq. (3.17): 
ݔ௞ାଵ = ݔ௞ − ݂݂ᇱ
1
1 − ݂ ݂ᇱᇱ2݂ᇱଶ  11 − ݂ ݂ᇱᇱ2݂ᇱଶ
1
1 + ݂ ݂ᇱᇱᇱ3݂ᇱ݂ᇱᇱ
= ݔ௞ − ݂݂ᇱ
1
1 − ݂ ݂ᇱᇱ2݂ᇱଶ  11 − ݂ ݂ᇱᇱ2݂ᇱଶ + ݂ ݂
ᇱᇱᇱ
3݂ᇱ݂ᇱᇱ + ݂ଶ ݂
ᇱᇱᇱ
6݂ᇱଷ
 
e negligenciando-se o termo com ݂ଶ, obtém-se: 
 ݔ௞ାଵ = ݔ௞ −
݂
݂ᇱ
1
1 − ݂ ݂ᇱᇱ2݂ᇱଶ  11 − ݂ ቆ ݂ᇱᇱ2݂ᇱଶ − ݂
ᇱᇱᇱ
3݂ᇱ݂ᇱᇱቇ
 (3.18)
que é a função (5a) da compilação de funções iterativas de um ponto de Traub (1964). 
Utilizando novamente (1 − ߙ)ିଵ ≅ 1 + ߙ para |ߙ| ≪ 1 na Eq. (3.18), obtém-se: 
 ݔ௞ାଵ = ݔ௞ −
݂
݂ᇱ
1
1 − ݂ ݂ᇱᇱ2݂ᇱଶ ൭1 + ݂ ቆ ݂
ᇱᇱ
2݂ᇱଶ − ݂
ᇱᇱᇱ
3݂ᇱ݂ᇱᇱቇ൱
 (3.19)
que é a função (6a) da compilação de funções iterativas de um ponto de Traub (1964). 
Utilizando, além dessa aproximação, também (1 − ߙ)ିଵ ≅ 1 + ߙ + ߙଶ para |ߙ| ≪ 1, na Eq. 
(3.18), obtém-se: 
ݔ௞ାଵ = ݔ௞ − ݂݂ᇱ
ۉ
ۈۇ1 + 
݂ ݂ᇱᇱ2݂ᇱଶ
1 − ݂ ቆ ݂ᇱᇱ2݂ᇱଶ − ݂
ᇱᇱᇱ
3݂ᇱ݂ᇱᇱቇ
+
ۉ
ۈۇ
݂ ݂ᇱᇱ2݂ᇱଶ
1 − ݂ ቆ ݂ᇱᇱ2݂ᇱଶ − ݂
ᇱᇱᇱ
3݂ᇱ݂ᇱᇱቇی
ۋۊ
ଶ
ی
ۋۊ
= ݔ௞ − ݂݂ᇱ ൭1 +  ݂
݂ᇱᇱ
2݂ᇱଶ ൭1 + ݂ ቆ
݂ᇱᇱ
2݂ᇱଶ −
݂ᇱᇱᇱ
3݂ᇱ݂ᇱᇱቇ൱ + ቆ݂
݂ᇱᇱ
2݂ᇱଶቇ
ଶ൱ 
e, então: 
 ݔ௞ାଵ = ݔ௞ − ݂݂ᇱ ቌ1 + ݂
݂ᇱᇱ
2݂ᇱଶ ൭1 + ݂ ቆ
݂ᇱᇱ
݂ᇱଶ −
݂ᇱᇱᇱ
3݂ᇱ݂ᇱᇱቇ൱ቍ (3.20)
que é a função (3a) da compilação de funções iterativas de um ponto de Traub (1964), e que 
observamos também ter sido redescoberta por Pakdemirli et al. (2007). 
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Finalmente, utilizando (1 − ߙ)ଵ/ଶ ≅ 1 − ߙ/2 para |ߙ| ≪ 1 na Eq. (3.17), e negligenciando-se 
um dos termos que contém ݂, obtém-se: 
 ݔ௞ାଵ = ݔ௞ −
݂
݂ᇱ
2
1 + ඨ1 − ݂ 2݂ᇱᇱ݂ᇱଶ  ൬1 − ݂ ݂
ᇱᇱᇱ
3݂ᇱ݂ᇱᇱ൰
 (3.21)
que é a função (8a) da compilação de funções iterativas de um ponto de Traub (1964). A lista completa 
dessa compilação é constituída de oito funções: Eqs. (3.6), (3.7), (3.12), (3.14), (3.18), (3.19), (3.20) e 
(3.21). 
Substituindo ݉ = 2 e ݊ = 1 nas Eqs. (3.8) e (3.9), a aproximação de Padé de ordem [2/1] é 
obtida, e com as substituições prévias, ela resulta em: 
 ݂ + ൬݂
ᇱ − ݂݂ᇱᇱᇱ3݂ᇱᇱ ൰ (ݔ௞ାଵ − ݔ௞) + ൬݂
ᇱᇱ
2 − ݂
ᇱ݂ᇱᇱᇱ3݂ᇱᇱ ൰ (ݔ௞ାଵ − ݔ௞)ଶ
1 − ݂ᇱᇱᇱ3݂ᇱᇱ (ݔ௞ାଵ − ݔ௞)
= 0 (3.22)
a partir da qual uma nova função iterativa é obtida: 
 ݔ௞ାଵ = ݔ௞ −
݂
ܤ
1
1 + ට1 − ܣܤଶ ݂
 (3.23)
onde 
 ܣ = ݂ᇱᇱ2 −
݂ᇱ݂ᇱᇱᇱ
3݂ᇱᇱ  e ܤ =
݂ᇱ
2 −
݂݂ᇱᇱᇱ
6݂ᇱᇱ  (3.24)
e uma das raízes da correspondente à equação quadrática foi desconsiderada devido ao fato de que 
ݔ௞ାଵ − ݔ௞ não tenderia a zero quando ݂(ݔ௞) tendesse a zero. 
3.4. Funções Iterativas Com Derivadas de Ordem Maior do que Três 
É possível se obter mais funções com derivadas de ordem maior do que três, através de 
valores maiores de ݉ e ݊, mas aqui somente o caso onde ݉ = 1 será discutido, que é o mais simples, 
porque é mais fácil se tratar de funções lineares. 
Então, substituindo ݉ por 1 na Eq. (3.8), obtém-se: 
 ݂(ݔ) ≅ ܽ଴ + ܽଵ(ݔ − ܽ)1 + ܾଵ(ݔ − ܽ) + ܾଶ(ݔ − ܽ)ଶ + ⋯ + ܾ௡(ݔ − ܽ)௡ (3.25)
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que com as prévias substituições, resulta em 
 ݔ௞ାଵ = ݔ௞ − ܽ଴ܽଵ  (3.26)
Da Eq. (3.25), para ݌ ≥ ݊, obtém-se: 
 ൬1݂൰
(௣) (ݔ) ≈ (−1)௣݌! ܽଵ௣ − ܽ଴ܽଵ௣ିଵܾଵ + ܽ଴ଶܽଵ௣ିଶܾଶ + ⋯ + (−1)௡ܽ଴௡ܽଵ௣ି௡ܾ௡൫ܽ଴ + ܽଵ(ݔ − ܽ)൯௣ାଵ  (3.27)
que resulta em: 
 ൬1݂൰
(௣) (ܽ) ≈ (−1)௣݌! ܽଵ௣ − ܽ଴ܽଵ௣ିଵܾଵ + ܽ଴ଶܽଵ௣ିଶܾଶ + ⋯ + (−1)௡ܽ଴௡ܽଵ௣ି௡ܾ௡ܽ଴௣ାଵ  (3.28)
e, portanto: 
 ൬1݂൰
(௡ାଵ) (ܽ) ≈ −(݊ + 1) ܽଵܽ଴ ൬
1
݂൰
(௡) (ܽ) (3.29)
A substituição de ܽ଴/ܽଵ da Eq. (3.26) por seu valor dado pela Eq. (3.29) resulta em: 
 ݔ௞ାଵ = ݔ௞ + (݊ + 1) (1/݂)
(௡)
(1/݂)(௡ାଵ) (3.30)
a qual é a classe de Métodos de Householder (1970) e tem a Eq. (3.17) como caso particular 
correspondente a ݊ = 2. 
3.5. Organização das Funções Iterativas 
Como ݂ pode representar uma quantidade física com uma unidade diferente da unidade da 
variável independente ݔ, pelo Teorema dos Π de Buckingham, conclui-se que as funções iterativas 
que incluem ݔ, ݂, ݂ᇱ, ݂ᇱᇱ e ݂′′′, podem ser reescritas com 5 − 2 = 3 variáveis adimensionais. 
Observando as funções iterativas apresentadas, escolhemos como parâmetros Π: 
 ଵ݂ = ݂݂ᇱ , ଶ݂ =
݂݂ᇱᇱ
2݂ᇱଶ  e ଷ݂ =
݂݂ᇱᇱᇱ
3݂ᇱ݂ᇱᇱ (3.31)
e a Tabela 3.1 reapresenta as funções iterativas simplificadas pela utilização desses parâmetros, e 
ordenadas quanto as suas complexidades. 
Por esta tabela é possível se ver facilmente a equivalência das funções iterativas que utilizam 
derivadas até a mesma ordem, e também como as que utilizam menor ordem podem ser obtidas a 
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partir das que utilizam maior ordem, conforme as aproximações elementares anteriormente 
apresentadas. Essa tabela poderia conter mais nomes de métodos, se fossem mencionados os vários 
nomes que são atribuídos aos mesmos métodos na literatura (PETKOVIĆ; HERCEG, 1999, PETKOVIĆ; 
PETKOVIĆ; HERCEG, 2010). 
 
Tabela 3.1 Compilação de funções iterativas de um ponto 
Eq. Método Função Iterativa 
(3.6) Newton-Raphson ݔ௞ାଵ = ݔ௞ − ଵ݂ 
(3.14) Chebyshev ݔ௞ାଵ = ݔ௞ − ଵ݂(1 + ଶ݂) 
(3.12) Halley ݔ௞ାଵ = ݔ௞ − ଵ݂ 11 − ଶ݂ 
(3.15) Ostrowski ݔ௞ାଵ = ݔ௞ − ଵ݂ 1ඥ1 − 2 ଶ݂ 
(3.13) Super-Halley ݔ௞ାଵ = ݔ௞ − ଵ݂ 1 − ଶ݂1 − 2 ଶ݂ 
(3.7) Euler ݔ௞ାଵ = ݔ௞ − ଵ݂ 21 + ඥ1 − 4 ଶ݂ 
(3.20) Traub (3a) ݔ௞ାଵ = ݔ௞ − ଵ݂൫1 + ଶ݂(1 + 2 ଶ݂ − ଷ݂)൯ 
(3.19) Traub (6a) ݔ௞ାଵ = ݔ௞ − ଵ݂ 11 − ଶ݂(1 + ଶ݂ − ଷ݂) 
(3.18) Traub (5a) ݔ௞ାଵ = ݔ௞ − ଵ݂ 11 − ଶ݂  11 − ଶ݂ + ଷ݂
 
(3.17) Householder ݔ௞ାଵ = ݔ௞ − ଵ݂ 11 − ଶ݂  1 − ଷ݂1 − ଶ݂
 
(3.21) Traub (8a) ݔ௞ାଵ = ݔ௞ − ଵ݂ 21 + ඥ1 − 4 ଶ݂ (1 − ଷ݂) 
(3.23) Presente trabalho ݔ௞ାଵ = ݔ௞ −
ଵ݂1 − ଷ݂
2
1 + ඨ1 − 4 ଶ݂ − ଷ݂(1 − ଷ݂)ଶ
 
 
É possível se obter novas funções iterativas observando as lacunas lógicas desta tabela. Por 
exemplo: 
 ݔ௞ାଵ = ݔ௞ − ଵ݂ඥ1 + 2 ଶ݂ (3.32)
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pode ser obtida por várias maneiras a partir das funções tabeladas. É fácil provar que ela tem ordem 
de convergência 3, e isso poderá ser discutido em próximos trabalhos. 
 
3.6. Comparação de Resultados 
Para se escolher um grupo aleatório de funções, utilizou-se os exercícios sobre método de 
Newton-Raphson de Burden, Faires e Burden (2015), e o resultado está na Tabela 3.2. É claro que 
esse grupo não pode ser considerado como uma amostra representativa das funções para as quais 
pode-se buscar raízes e observou-se resultados bastante diferentes para outras funções testadas. 
 
Tabela 3.2 Cologaritmo do módulo do erro relativo máximo das raízes de várias equações após 3 iterações  
Equação 
Esti
mat
iva 
inic
ial 
Rai
z 
New
ton
-Ra
phs
on 
Che
bys
hev
 
Hal
ley 
Ost
row
ski 
Sup
er-H
alle
y 
Eul
er 
Tra
ub (
3a)
 
Tra
ub (
6a)
 
Tra
ub (
5a)
 
Hou
seh
olde
r) 
Tra
ub (
8a)
 
Pre
sen
te t
rab
alho
 
ݔଷ − 2ݔଶ − 5 = 0 4 2,69 3 8 10 15 25 8 16 21 24 27 8 35 ݔଷ + 3ݔଶ − 1 = 0 -3 -2,9 9 27 31 37 38 37 58 67 72 75 37 94 ݔ − cos ݔ = 0 0 0,74 4 8 14 17 22 24 15 26 41 40 24 41 ݔ − 0,8 − 0,2 sin ݔ = 0 0.5 0,96 10 33 31 30 29 29 59 62 53 63 29 55 ݁௫ + 2ି௫ + 2 cos ݔ − 6 = 0 2 1,83 7 22 27 41 28 27 49 60 64 71 27 75 ln(ݔ − 1) + cos (ݔ − 1) = 0 1.3 1,40 7 21 45 25 20 19 48 62 62 62 19 62 2ݔ cos 2ݔ − (ݔ − 2)ଶ = 0 2 2,37 7 4 11 14 20 18 - 17 28 31 18 33 2ݔ cos 2ݔ − (ݔ − 2)ଶ = 0 4 3,72 8 17 18 19 19 19 40 45 22 48 19 21 (ݔ − 2)ଶ − ln ݔ = 0 1 1,41 5 15 19 25 26 23 32 39 41 43 23 52 (ݔ − 2)ଶ − ln ݔ = 0 4 3,06 4 10 12 15 22 32 20 25 29 29 32 67 ݁௫ − 3ݔଶ = 0 1 0,91 10 30 33 35 39 39 67 74 83 79 39 90 ݁௫ − 3ݔଶ = 0 5 3,73 2 5 7 18 7 4 9 14 16 20 4 14 sin ݔ − ݁ି௫ = 0 0 0,59 5 16 19 21 26 29 34 38 42 42 29 54 sin ݔ − ݁ି௫ = 0 3 3,10 17 37 37 37 38 38 89 95 75 99 38 75 sin ݔ − ݁ି௫ = 0 6 6,29 17 25 25 26 26 26 66 72 43 78 26 42  
Os métodos desta tabela estão na mesma ordem da Tabela 3.1, onde se observa que os 
resultados de um método podem ou não ser melhores do que os de outro, dependendo de sinais das 
funções e de suas derivadas, e mesmo da raiz que se busca. 
Então, o importante é entender que a ordem de convergência de um método é definida 
matematicamente para um número infinito de iterações e, quando o objetivo é o de se procurar um 
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método que leve a uma determinada exatidão com um número mínimo de iterações, deve-se testar os 
métodos disponíveis, para a determinada equação, raiz que se busca, e estimativa inicial (KUNG; 
TRAUB, 1974, GONNET, 2001, NETA; SCOTT; CHUN, 2012). Por isso, escolheu-se, arbitrariamente 2 
ou 3 iterações para as comparações. 
Também é importante saber que todas funções iterativas que utilizam mesmo número de 
derivadas têm custo computacional praticamente igual quando as funções cujas raízes se procuram 
são transcendentes. Isso ocorre devido ao custo computacional ser muito maior para o cálculo de 
expressões transcendentes do que para as operações algébricas realizadas sobre elas. Então, o novo 
método apresentado neste trabalho tem custo computacional semelhante aos dos outros cinco 
métodos discutidos que utilizam até derivada terceira. 
3.7. Aplicação para as Raízes das Eqs. (1.5), (1.6) e (1.7) 
Expressões com erro máximo menor para pontos iniciais não implicam necessariamente em 
melhor convergência para todas funções iterativas porque cada uma é mais sensível ao erro de 
determinado intervalo de ܿ. 
Apesar de que o interesse sobre as Eqs. (1.5), (1.6) e (1.7) seja muito maior nas primeiras 
raízes, mais raízes serão incluídas nos resultados, para que eles fiquem mais completos, já que isso 
não implicará em espaço adicional ou esforço relevante. 
Para a aproximação inicial da primeira raiz ߚଵ, será utilizada a expressão da Eq. (2.19) de 
Yovanovich (1996), que pode ser escrita como: 
 ߚଵ,଴ = ݌ ൫1 + ݍ ܿ௥/ଶ൯ଵ/௥ (3.33)
onde  ݌ = 1,57, 2,40, 3,14, ݍ = 2,62, 3,29, 4,02 e ݎ = 2,14, 2,25, 2,34 para as Eqs. (1.5), (1.6) e (1.7), 
respectivamente. 
Para as aproximações iniciais das demais raízes ߚ௟ com ݈ = 2, 3, …, serão utilizadas as 
expressões das Eqs. (2.31), (2.32) e (2.33) de Stevens e Luck (1999), que podem ser sintetizadas numa 
única expressão: 
 ߚ௟,଴ = ߨ(݈ − ݌) + ܿ − ݍ2ܿߨ + 2݈ − ݎ
 (3.34)
onde ݌ = 1, 0,75, 0,5, ݍ = 0, 0, 2/ߨ e ݎ = 1,5, 1, 1 para as Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Até mesmo a forma das funções influencia na convergência dos métodos. Por exemplo, as duas 
funções que levam as raízes da Eq. (1.5): 
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݂(ߚ௡) = ߚ௡ tan ߚ௡ − ܿ 
݂(ߚ௡) = ߚ௡ sen ߚ௡ − ܿ cos ߚ௡ 
levam a velocidades iniciais de convergência diferentes em um mesmo método. Serão utilizadas as 
seguintes opções: 
 ݂(ߚ௡) = ߚ௡ tan ߚ௡ − ܿ (3.35)
para a Eq. (1.5),   
 ݂(ߚ௡) = ߚ௡ Jଵ(ߚ௡)J଴(ߚ௡) − ܿ (3.36)
para a Eq. (1.6), e 
 ݂(ߚ௡) = ߚ௡ cot ߚ௡ + ܿ − 1 (3.37)
para a Eq. (1.7), já que os pontos de descontinuidade que surgem nessas funções não interferem na 
convergência, e essas formas levam a funções iterativas mais simples. Uma comparação entre os 
resultados das funções iterativas foi feita através do erro relativo máximo que se obtém para cada 
raiz na segunda iteração conforme se varia o ܿ (Tabela 3.3, Tabela 3.4 e Tabela 3.5 para as Eqs. (1.5), 
(1.6) e (1.7), respectivamente). Os resultados não apresentados correspondem a métodos que não 
convergiram para alguma faixa de valores de ܿ como, por exemplo, o caso já citado de Stevens e Luck 
da Eq. (2.3).  
 
Tabela 3.3 Erro relativo máximo de raízes da Eq. (1.5) após 2 iterações 
Método Eq. Raiz 1ª 2ª 4ª 8ª 16ª 32ª 64ª 128ª Stevens e Luck simp. (2.6) 6∙10-12 6∙10-9 5∙10-10 1∙10-11 7∙10-13 4∙10-13 2∙10-13 7∙10-14 Stevens e Luck (2.3) 5∙10-27 4∙10-16 8∙10-15 1∙10-14 8∙10-15 5∙10-15 3∙10-15 1∙10-15 Newton-Raphson (3.6) - 6∙10-5 1∙10-4 1∙10-4 6∙10-5 3∙10-5 2∙10-5 8∙10-6 Chebyshev (3.14) 8∙10-10 8∙10-8 1∙10-6 2∙10-6 1∙10-6 8∙10-7 4∙10-7 2∙10-7 Halley (3.12) 4∙10-26 2∙10-16 5∙10-15 8∙10-15 7∙10-15 5∙10-15 3∙10-15 1∙10-15 Ostrowski (3.15) - 1∙10-9 1∙10-8 1∙10-8 1∙10-8 6∙10-9 3∙10-9 2∙10-9 Super-Halley (3.13) - 2∙10-8 2∙10-7 3∙10-7 2∙10-7 1∙10-7 6∙10-8 3∙10-8 Euler (3.7) - 1∙10-8 1∙10-7 1∙10-7 1∙10-7 6∙10-8 3∙10-8 2∙10-8 Traub (3a) (3.20) - 1∙10-11 3∙10-9 1∙10-8 1∙10-8 7∙10-9 4∙10-9 2∙10-9 Traub (6a) (3.19) 5∙10-4 5∙10-24 2∙10-21 9∙10-21 1∙10-20 8∙10-21 5∙10-21 3∙10-21 Traub (5a) (3.18) - 5∙10-24 3∙10-21 1∙10-20 1∙10-20 9∙10-21 6∙10-21 3∙10-21 Householder (3.17) 6∙10-46 4∙10-30 7∙10-30 7∙10-32 2∙10-35 1∙10-33 1∙10-33 6∙10-34 Traub (8a) (3.21) 1∙10-10 3∙10-24 6∙10-22 2∙10-21 2∙10-21 1∙10-21 8∙10-22 4∙10-22 Presente trabalho (3.23) 8∙10-47 5∙10-30 6∙10-25 6∙10-24 9∙10-24 8∙10-24 5∙10-24 3∙10-24  
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Tabela 3.4 Erro relativo máximo de raízes da Eq. (1.6) após 2 iterações  
Método Eq. Raiz 1ª 2ª 4ª 8ª 16ª 32ª 64ª 128ª Stevens e Luck simp. (2.6) 1∙10-11 4∙10-8 7∙10-11 3∙10-12 2∙10-12 5∙10-13 1∙10-13 4∙10-14 Stevens e Luck (2.3) - - - - - - - - Newton-Raphson (3.6) - - - - - - - - Chebyshev (3.14) - - - - - - - - Halley (3.12) 2∙10-23 6∙10-12 3∙10-13 6∙10-14 2∙10-14 6∙10-15 3∙10-15 2∙10-15 Ostrowski (3.15) - - - - - - - - Super-Halley (3.13) - - - - - - - - Euler (3.7) - - - - - - - - Traub (3a) (3.20) - - - - - - - - Traub (6a) (3.19) 2∙10-3 4∙10-3 9∙10-4 2∙10-4 5∙10-5 1∙10-5 3∙10-6 8∙10-7 Traub (5a) (3.18) - - - - - - - - Householder (3.17) 2∙10-39 2∙10-22 3∙10-27 7∙10-31 6∙10-34 4∙10-33 2∙10-33 8∙10-34 Traub (8a) (3.21) 2∙10-8 7∙10-7 3∙10-8 2∙10-9 1∙10-10 7∙10-12 4∙10-13 3∙10-14 Presente trabalho (3.23) 1∙10-39 4∙10-19 2∙10-21 2∙10-22 5∙10-23 2∙10-23 7∙10-24 3∙10-24  
 
Tabela 3.5 Erro relativo máximo de raízes da Eq. (1.7) após 2 iterações  
Método Eq. Raiz 1ª 2ª 4ª 8ª 16ª 32ª 64ª 128ª Stevens e Luck simp. (2.6) 1∙10-9 2∙10-7 1∙10-9 1∙10-11 6∙10-13 6∙10-13 2∙10-13 7∙10-14 Stevens e Luck (2.3) 2∙10-21 1∙10-11 5∙10-13 7∙10-14 2∙10-14 7∙10-15 3∙10-15 2∙10-15 Newton-Raphson (3.6) - 6∙10-5 1∙10-4 8∙10-5 5∙10-5 3∙10-5 2∙10-5 8∙10-6 Chebyshev (3.14) - 1∙10-7 9∙10-7 1∙10-6 1∙10-6 7∙10-7 4∙10-7 2∙10-7 Halley (3.12) 2∙10-22 3∙10-12 3∙10-13 6∙10-14 2∙10-14 7∙10-15 3∙10-15 2∙10-15 Ostrowski (3.15) 1∙10-4 2∙10-5 3∙10-5 2∙10-5 1∙10-5 8∙10-6 4∙10-6 2∙10-6 Super-Halley (3.13) - 3∙10-8 2∙10-7 2∙10-7 2∙10-7 1∙10-7 6∙10-8 3∙10-8 Euler (3.7) - 2∙10-8 9∙10-8 1∙10-7 9∙10-8 5∙10-8 3∙10-8 2∙10-8 Traub (3a) (3.20) - 3∙10-11 2∙10-9 7∙10-9 9∙10-9 7∙10-9 4∙10-9 2∙10-9 Traub (6a) (3.19) 5∙10-4 1∙10-20 1∙10-21 6∙10-21 8∙10-21 7∙10-21 4∙10-21 3∙10-21 Traub (5a) (3.18) - 3∙10-19 8∙10-21 6∙10-21 1∙10-20 8∙10-21 5∙10-21 3∙10-21 Householder (3.17) 4∙10-39 2∙10-23 2∙10-27 5∙10-31 1∙10-33 4∙10-33 3∙10-33 8∙10-34 Traub (8a) (3.21) 3∙10-31 2∙10-21 2∙10-22 1∙10-21 2∙10-21 1∙10-21 8∙10-22 4∙10-22 Presente trabalho (3.23) 2∙10-39 7∙10-20 2∙10-21 2∙10-22 5∙10-23 2∙10-23 7∙10-24 3∙10-24  
Através desses resultados observa-se que todos os métodos melhoram suas previsões a cada 
raiz, devido a elas terem comportamento mais suave. Entretanto, a necessidade de exatidão das raízes 
está justamente em ordem inversa. Estas raízes são utilizadas em séries que tem coeficientes 
decrescentes, e para uma determinada exatidão requerida para a soma da série, são necessárias 
exatidões maiores para as primeiras raízes. 
As duas funções iterativas que convergiram em todos casos e levaram a resultados mais exatos 
foram os das Eqs. (3.17) e (3.23). Esta última será apresentada em detalhe devido a ela corresponder 
51 
a uma equação quadrática e, portanto, ter seus termos agrupados como coeficientes, o que simplifica 
sua forma. 
A utilização das funções iterativas mais elaboradas para os casos que envolvem funções 
elementares, em particular funções trigonométricas, torna-se mais atrativo devido às frequentes 
identidades que envolvem essas funções. 
Portanto, os coeficientes da função iterativa da Eq. (3.23) são: 
 ܣ = − 13 ቆ݂ + ܿ − 3 +
ݔ௞ଶ݂ + ܿ + 1ቇ (3.38)
 ܤ = (ܿ + 1) ൬݂ + ܿ2ݔ௞ +
ݔ௞6(݂ + ܿ + 1)൰ +
ݔ௞3  (3.39)
para se obter as raízes da Eq. (1.5),  
 ܣ = ቀ−൫4ݔ௞
ଶ + 1൯(݂ + ܿ)ସ + 16ݔ௞ଶ(݂ + ܿ)ଷ − 2ݔ௞ଶ൫4ݔ௞ଶ + 5൯(݂ + ܿ)ଶ + 16ݔ௞ସ(݂ + ܿ)
− ܽସ൫4ݔ௞ଶ − 3൯ቁ /൫6ݔ௞ଶܦ൯ 
(3.40)
 ܤ = ൬3
(2ܿ + 1)(݂ + ܿ)ସ + 2൫2ݔ௞ଶ − 3ܿ − 1൯(݂ + ܿ)ଷ + 2 ቀ(4ܿ + 1)ݔ௞ଶ + ܿቁ (݂ + ܿ)ଶ
+ 2ݔ௞ଶ൫2ݔ௞ଶ − ܿ൯(݂ + ܿ) + ݔ௞ସ(2ܿ + 3)൰ /(6ݔ௞ܦ) 
(3.41)
 ܦ = (݂ + ܿ)ଶ(2(݂ + ܿ) − 1) + ݔ௞ଶ(2(݂ + ܿ) + 1) (3.42)
para as raízes da Eq. (1.6), e 
 ܣ = − 13 ቆ݂ − ܿ + 4 +
ݔ௞ଶ݂ − ܿቇ (3.43)
 ܤ = ܿ2ݔ௞ (݂ − ܿ + 1) +
ݔ௞6 ൬
ܿ
݂ − ܿ − 2൰ (3.44)
para as raízes da Eq. (1.7). 
Com estes coeficientes, e com os valores iniciais indicados no início da seção, pode-se obter a 
exatidão que se necessite com poucas iterações, conforme a Tabela 3.6, que inclui o erro da 
aproximação inicial (identificado por ݇ = 0). 
 
Tabela 3.6 Erro relativo máximo da função iterativa da Eq. (3.23) com valores inicias dados pelas Eqs. (3.34) e (3.33) e 
coeficientes dados pelas Eqs. (3.38) a (3.44) 
݇ Eq. (1.5) Eq. (1.6) Eq. (1.7) 0 1∙10-2 3∙10-2 2∙10-2 1 2∙10-7 1∙10-5 7∙10-6 2 9∙10-24 4∙10-19 7∙10-20 3 2∙10-87 9∙10-73 7∙10-76 
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A primeira utilização desta equação ocorreu aqui, mesmo nesse trabalho que começou 
utilizando as funções já embutidas de sistemas algébricos computacionais para se calcular as raízes 
exatas que foram utilizadas para gerar os gráficos do capítulo da revisão bibliográfica, e que agora 
podem ser substituídas por esta, diminuindo significativamente o tempo computacional necessário. 
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4. AS TABELAS DE RAÍZES 
Apesar do avançado estágio atual de desenvolvimento de métodos numéricos para se obter 
raízes de equações, e de toda a acessibilidade a esses métodos, estando disponíveis até em 
smartphones e na internet, as tabelas de raízes que não tem expressões fechadas continuam sendo 
usadas, e os livros de condução de calor, tanto os elementares como os avançados, continuam a 
publicá-las. Isto ocorre, em parte, devido aos métodos numéricos necessitarem de enumeração e 
localização das raízes para serem aplicados e, no caso das presentes equações, haver uma dificuldade 
adicional devido à existência de infinitas raízes (FRANKEL, 1937, MIKHAILOV; ÖZIŞIK, 1986). 
4.1. As Tabelas com Passo Variável 
Hahn e Ozisik (2012) apresentam tabelas com as seis primeiras raízes das Eqs. (1.5), (1.6) e 
(1.7), com quatro algarismos decimais, onde a primeira coluna tem uma variável expressa em termos 
de ܿ que assume valores com passo não uniforme. 
Essas tabelas são iguais às de Carslaw e Jaeger (1959) e são indicadas também por Arpaci 
(1966). Foram recalculadas as raízes utilizando os mesmos valores para a primeira coluna, obtendo 
a Tabela 4.1, a Tabela 4.2, e a Tabela 4.3, para as raízes das Eqs. (1.5), (1.6) e (1.7), respectivamente, 
e observou-se que os resultados publicados não apresentam erros (o que não ocorrerá com tabelas 
que serão apresentadas posteriormente). 
Métodos como o da capacitância concentrada podem ser utilizados em vez de métodos de 
separação de variáveis quando o valor da variável ܿ que aparece nessas tabelas é baixo. Além disso, 
quando o valor de ܿ é alto, a condição de contorno de terceiro tipo pode ser aproximada pela de 
primeiro tipo, quando, então, o autovalor é dado por uma equação com solução fechada. Porém, é 
conveniente que as tabelas contenham amplos intervalos das variáveis independentes, incluindo os 
valores baixos e altos, para que o método geral possa ser aplicado também nos casos nos quais outros 
métodos mais simples existam. 
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Tabela 4.1 Seis Primeiras Raízes da Eq. (1.5) 
ܿ ߚଵ ߚଶ ߚଷ ߚସ ߚହ ߚ଺ 0 0 3,1416 6,2832 9,4248 12,5664 15,708 
0,001 0,0316 3,1419 6,2833 9,4249 12,5665 15,708 
0,002 0,0447 3,1422 6,2835 9,425 12,5665 15,7081 
0,004 0,0632 3,1429 6,2838 9,4252 12,5667 15,7082 
0,006 0,0774 3,1435 6,2841 9,4254 12,5668 15,7083 
0,008 0,0893 3,1441 6,2845 9,4256 12,567 15,7085 
0,01 0,0998 3,1448 6,2848 9,4258 12,5672 15,7086 
0,02 0,141 3,1479 6,2864 9,4269 12,568 15,7092 
0,04 0,1987 3,1543 6,2895 9,429 12,5696 15,7105 
0,06 0,2425 3,1606 6,2927 9,4311 12,5711 15,7118 
0,08 0,2791 3,1668 6,2959 9,4333 12,5727 15,7131 
0,1 0,3111 3,1731 6,2991 9,4354 12,5743 15,7143 
0,2 0,4328 3,2039 6,3148 9,4459 12,5823 15,7207 
0,3 0,5218 3,2341 6,3305 9,4565 12,5902 15,727 
0,4 0,5932 3,2636 6,3461 9,467 12,5981 15,7334 
0,5 0,6533 3,2923 6,3616 9,4775 12,606 15,7397 
0,6 0,7051 3,3204 6,377 9,4879 12,6139 15,746 
0,7 0,7506 3,3477 6,3923 9,4983 12,6218 15,7524 
0,8 0,791 3,3744 6,4074 9,5087 12,6296 15,7587 
0,9 0,8274 3,4003 6,4224 9,519 12,6375 15,765 
1 0,8603 3,4256 6,4373 9,5293 12,6453 15,7713 
1,5 0,9882 3,5422 6,5097 9,5801 12,6841 15,8026 
2 1,0769 3,6436 6,5783 9,6296 12,7223 15,8336 
3 1,1925 3,8088 6,704 9,724 12,7966 15,8945 
4 1,2646 3,9352 6,814 9,8119 12,8678 15,9536 
5 1,3138 4,0336 6,9096 9,8928 12,9352 16,0107 
6 1,3496 4,1116 6,9924 9,9667 12,9988 16,0654 
7 1,3766 4,1746 7,064 10,0339 13,0584 16,1177 
8 1,3978 4,2264 7,1263 10,0949 13,1141 16,1675 
9 1,4149 4,2694 7,1806 10,1502 13,166 16,2147 
10 1,4289 4,3058 7,2281 10,2003 13,2142 16,2594 
15 1,4729 4,4255 7,3959 10,3898 13,4078 16,4474 
20 1,4961 4,4915 7,4954 10,5117 13,542 16,5864 
30 1,5202 4,5615 7,6057 10,6543 13,7085 16,7691 
40 1,5325 4,5979 7,6647 10,7334 13,8048 16,8794 
50 1,54 4,6202 7,7012 10,7832 13,8666 16,9519 
60 1,5451 4,6353 7,7259 10,8172 13,9094 17,0026 
80 1,5514 4,6543 7,7573 10,8606 13,9644 17,0686 
100 1,5552 4,6658 7,7764 10,8871 13,9981 17,1093 ∞ 1,5708 4,7124 7,854 10,9956 14,1372 17,2788 
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Tabela 4.2 Seis Primeiras Raízes da Eq. (1.6) 
ܿ ߚଵ ߚଶ ߚଷ ߚସ ߚହ ߚ଺ 0 0 3,8317 7,0156 10,1735 13,3237 16,4706 
0,01 0,1412 3,8343 7,017 10,1745 13,3244 16,4712 
0,02 0,1995 3,8369 7,0184 10,1754 13,3252 16,4718 
0,04 0,2814 3,8421 7,0213 10,1774 13,3267 16,4731 
0,06 0,3438 3,8473 7,0241 10,1794 13,3282 16,4743 
0,08 0,396 3,8525 7,027 10,1813 13,3297 16,4755 
0,1 0,4417 3,8577 7,0298 10,1833 13,3312 16,4767 
0,15 0,5376 3,8706 7,0369 10,1882 13,3349 16,4797 
0,2 0,617 3,8835 7,044 10,1931 13,3387 16,4828 
0,3 0,7465 3,9091 7,0582 10,2029 13,3462 16,4888 
0,4 0,8516 3,9344 7,0723 10,2127 13,3537 16,4949 
0,5 0,9408 3,9594 7,0864 10,2225 13,3611 16,5009 
0,6 1,0184 3,9841 7,1004 10,2322 13,3686 16,507 
0,7 1,0873 4,0085 7,1143 10,2419 13,3761 16,513 
0,8 1,149 4,0325 7,1282 10,2516 13,3835 16,5191 
0,9 1,2048 4,0562 7,1421 10,2613 13,391 16,5251 
1 1,2558 4,0795 7,1558 10,271 13,3984 16,5312 
1,5 1,4569 4,1902 7,2233 10,3188 13,4353 16,5612 
2 1,5994 4,291 7,2884 10,3658 13,4719 16,591 
3 1,7887 4,4634 7,4103 10,4566 13,5434 16,6499 
4 1,9081 4,6018 7,5201 10,5423 13,6125 16,7073 
5 1,9898 4,7131 7,6177 10,6223 13,6786 16,763 
6 2,049 4,8033 7,7039 10,6964 13,7414 16,8168 
7 2,0937 4,8772 7,7797 10,7646 13,8008 16,8684 
8 2,1286 4,9384 7,8464 10,8271 13,8566 16,9179 
9 2,1566 4,9897 7,9051 10,8842 13,909 16,965 
10 2,1795 5,0332 7,9569 10,9363 13,958 17,0099 
15 2,2509 5,1773 8,1422 11,1367 14,1576 17,2008 
20 2,288 5,2568 8,2534 11,2677 14,2983 17,3442 
30 2,3261 5,341 8,3771 11,4221 14,4748 17,5348 
40 2,3455 5,3846 8,4432 11,5081 14,5774 17,6508 
50 2,3572 5,4112 8,484 11,5621 14,6433 17,7272 
60 2,3651 5,4291 8,5116 11,599 14,6889 17,7807 
80 2,375 5,4516 8,5466 11,6461 14,7475 17,8502 
100 2,3809 5,4652 8,5678 11,6747 14,7834 17,8931 ∞ 2,4048 5,5201 8,6537 11,7915 14,9309 18,0711 
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Tabela 4.3 Seis Primeiras Raízes da Eq. (1.7) 
ܿ ߚଵ ߚଶ ߚଷ ߚସ ߚହ ߚ଺ 0 0 4,4934 7,7253 10,9041 14,0662 17,2208 0,005 0,1224 4,4945 7,7259 10,9046 14,0665 17,221 0,01 0,173 4,4956 7,7265 10,905 14,0669 17,2213 0,02 0,2445 4,4979 7,7278 10,906 14,0676 17,2219 0,03 0,2991 4,5001 7,7291 10,9069 14,0683 17,2225 0,04 0,345 4,5023 7,7304 10,9078 14,069 17,2231 0,05 0,3854 4,5045 7,7317 10,9087 14,0697 17,2237 0,06 0,4217 4,5068 7,733 10,9096 14,0705 17,2242 0,07 0,4551 4,509 7,7343 10,9105 14,0712 17,2248 0,08 0,486 4,5112 7,7356 10,9115 14,0719 17,2254 0,09 0,515 4,5134 7,7369 10,9124 14,0726 17,226 0,1 0,5423 4,5157 7,7382 10,9133 14,0733 17,2266 0,15 0,6609 4,5268 7,7447 10,9179 14,0769 17,2295 0,2 0,7593 4,5379 7,7511 10,9225 14,0804 17,2324 0,3 0,9208 4,5601 7,7641 10,9316 14,0875 17,2382 0,4 1,0528 4,5822 7,777 10,9408 14,0946 17,244 0,5 1,1656 4,6042 7,7899 10,9499 14,1017 17,2498 0,6 1,2644 4,6261 7,8028 10,9591 14,1088 17,2556 0,7 1,3525 4,6479 7,8156 10,9682 14,1159 17,2614 0,8 1,432 4,6696 7,8284 10,9774 14,123 17,2672 0,9 1,5044 4,6911 7,8412 10,9865 14,1301 17,273 1 1,5708 4,7124 7,854 10,9956 14,1372 17,2788 1,1 1,632 4,7335 7,8667 11,0047 14,1442 17,2845 1,2 1,6887 4,7544 7,8794 11,0137 14,1513 17,2903 1,3 1,7414 4,7751 7,892 11,0228 14,1584 17,2961 1,4 1,7906 4,7956 7,9045 11,0318 14,1654 17,3019 1,5 1,8366 4,8158 7,9171 11,0408 14,1724 17,3076 1,6 1,8798 4,8358 7,9295 11,0498 14,1795 17,3134 1,7 1,9203 4,8556 7,9419 11,0588 14,1865 17,3192 1,8 1,9586 4,875 7,9542 11,0677 14,1935 17,3249 1,9 1,9947 4,8942 7,9665 11,0766 14,2005 17,3306 2 2,0288 4,9132 7,9787 11,0855 14,2074 17,3364 2,5 2,1746 5,0036 8,0385 11,1295 14,2421 17,3649 3 2,2889 5,087 8,0962 11,1727 14,2764 17,3932 4 2,4556 5,2329 8,2045 11,256 14,3434 17,449 5 2,5704 5,354 8,3029 11,3348 14,408 17,5034 6 2,6537 5,4544 8,3913 11,4086 14,4699 17,5562 7 2,7165 5,5378 8,4703 11,4773 14,5288 17,6072 8 2,7654 5,6078 8,5406 11,5408 14,5847 17,6562 9 2,8044 5,6669 8,6031 11,5993 14,6374 17,7032 10 2,8363 5,7172 8,6587 11,6532 14,6869 17,7481 11 2,8628 5,7606 8,7083 11,7027 14,7335 17,7908 16 2,9476 5,908 8,8898 11,8959 14,9251 17,9742 21 2,993 5,9921 9,0018 12,025 15,0625 18,1136 31 3,0406 6,0831 9,1294 12,1807 15,238 18,3018 41 3,0651 6,1311 9,1987 12,2688 15,3417 18,418 51 3,0801 6,1606 9,242 12,3247 15,409 18,4953 61 3,0901 6,1805 9,2715 12,3632 15,4558 18,5497 81 3,1028 6,2058 9,3089 12,4124 15,5164 18,6209 101 3,1105 6,2211 9,3317 12,4426 15,5537 18,665 ∞ 3,1416 6,2832 9,4248 12,5664 15,708 18,8496  
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O mais importante para se entender sobre o uso dessas tabelas é que os problemas que 
acompanham os livros para facilitar a absorção de seus conteúdos, podem ter enunciados com dados 
que levam a um valor idêntico aos que estão disponíveis na primeira coluna das tabelas, porém, os 
problemas reais, ao contrário, dificilmente terão dados assim. Então, o uso das tabelas presume 
utilização de interpolação e, consequentemente, a exatidão dos resultados obtidos pela utilização de 
tabelas é limitada pela exatidão dos valores que são obtidos por interpolação. Por exemplo, se for 
necessário saber o valor da primeira raiz ߚଵ da Eq. (1.5) para ܿ = 0,14, será necessário interpolar os 
valores de ܿ = 0,1 e ܿ = 0,2, que são 0,3111 e 0,4328, para se obter ߚଵ ≅ 0,35978, enquanto que o 
valor exato é ߚଵ = 0,36566, o que representa um erro de −0,016 ≡ −1,6%. 
O erro relativo dos valores de ߚଵ obtidos através de interpolação linear em função de ܿ é dado 
na Figura 4.1. Então, apesar dessas tabelas terem todos esses algarismos significativos, o que 
representa um erro de valores tabulados menor do que 0,06%, para problemas práticos o uso dessa 
tabela pode levar a erro de até 1,6%, que é maior do que o de expressões aproximadas que serão 
desenvolvidas. 
 
 
Figura 4.1 Erro relativo dos valores de ߚଵ obtidos através de interpolação linear da Tabela 4.1 para 0,001 ≤ c ≤ 100 
 
Observe-se nesta figura que o erro é sempre negativo devido a curva dos valores exatos ter 
concavidade para baixo. Além disso, ele nunca é zero devido a limitação dos quatro algarismos 
decimais dos dados da tabela. 
Devido a este gráfico ser semilogarítmico, ܿ não alcança o valor nulo. A interpolação linear da 
primeira raiz entre 0 ≤ ܿ ≤ 0,001 é: 
ߚଵ(ܿ) ≅ 31,6ܿ 
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que tem um erro relativo tendendo a −100% quando ܿ tende a zero, como pode ser visto pela Eq. 
(2.12): 
lim௖→଴శ ൬
31,6ܿ
√ܿ ൰ = 0 ≠ 1 → lim௖→଴శ ቆ
31,6ܿ − √ܿ
√ܿ ቇ = −1 
e com velocidade de aumento de seu valor absoluto que não é baixa, como pode ser visto pela Figura 
4.2. 
Para 100 < ܿ < ∞, a interpolação linear dessa e de qualquer outra raiz resultaria em funções 
constantes ߚ௡ ≅ ݊ߨ, as quais representam um erro de aproximadamente 1%. Então, exclui-se os 
extremos de ܿ da avaliação dos erros de interpolação que será realizada. 
 
 
Figura 4.2 Erro relativo dos valores de ߚଵ obtidos através de interpolação linear da Tabela 4.1 para 0 ≤ c ≤ 0,001 
 
A Tabela 4.4 mostra o erro máximo de 1,6% (em módulo) da primeira raiz da Eq. (1.5) obtida 
por interpolação linear, bem como o das demais raízes. Este erro pode ser diminuído com 
interpolações de maior ordem e essa tabela mostra que este erro, por exemplo, pode diminuir para 
1,2% com interpolação de 7ª ordem. 
Os valores que não são mostrados nesta tabela, correspondem a erro maior do que o que é 
obtido com interpolações de menores ordens. Isto ocorre porque as curvas polinomiais podem oscilar 
muito quando o grau é alto, e o ajuste, então, é comprometido. 
As Eqs. (1.6) e (1.7) levam a erro com valores muito próximos a estes apresentados para a Eq. 
(1.5). Então, o módulo do erro do resultado do cálculo da primeira raiz para estas três equações é de 
aproximadamente 1,5% para interpolações lineares e de aproximadamente 1,2% para interpolação 
de 7ª ordem (Tabela 4.5 e Tabela 4.6, para as Eqs. (1.6) e (1.7), respectivamente). 
O espaçamento menor entre os menores valores de ܿ permite uma exatidão mais uniforme, 
porém, este espaçamento irregular aumenta o número de operações computacionais necessárias para 
se obter interpolações de maior ordem. 
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Tabela 4.4 Máximos módulos do erro relativo das raízes da Eq. (1.5) obtidas através de interpolação de várias ordens da 
Tabela 4.1 para 0,001 ≤ c ≤ 100 
Raiz 1ª 2ª 3ª 4ª 5ª 6ª 7ª 8ª 9ª ߚଵ 0,016 - - - - 0,013 0,012 - - ߚଶ 0,002 0,0008 0,0003 - 0,0002 - - - - ߚଷ 0,002 0,0007 0,0002 - 0,0001 - - - - ߚସ 0,001 0,0005 0,0001 0,00008 - - - - - ߚହ 0,0009 0,0003 0,00009 0,00005 - - - - - ߚ଺ 0,0007 0,0002 0,00005 - - - - - -  
 
Tabela 4.5 Máximos módulos do erro relativo das raízes da Eq. (1.6) obtidas através de interpolação de várias ordens da 
Tabela 4.2 para 0,01 ≤ c ≤ 100 
Raiz 1ª 2ª 3ª 4ª 5ª 6ª 7ª 8ª 9ª ߚଵ 0,015 - - - - 0,013 0,012 - - ߚଶ 0,002 0,0009 0,0003 - 0,0002 - - - - ߚଷ 0,002 0,0007 0,0002 - 0,0001 - - - - ߚସ 0,001 0,0005 0,0001 0,00006 - -  - - ߚହ 0,0009 0,0003 0,00008 0,00005 - - - - - ߚ଺ 0,0007 0,0002 0,00004 - - - - - -  
 
Tabela 4.6 Máximos módulos do erro relativo das raízes da Eq. (1.7) obtidas através de interpolação de várias ordens da 
Tabela 4.3, para 0,005 ≤ c ≤ 101 
Raiz 1ª 2ª 3ª 4ª 5ª 6ª 7ª 8ª 9ª ߚଵ 0,015 - - - - 0,013 0,011 - - ߚଶ 0,002 0,0008 0,0003 - 0,0001 - - - - ߚଷ 0,001 0,0006 0,0002 0,0001 - - - - - ߚସ 0,001 0,0004 0,0001 0,00005 - -  - - ߚହ 0,0008 0,0003 0,00007 0,00005 - - - - - ߚ଺ 0,0007 0,0002 0,00004 - - - - - -  
Devido a este aumento do número de operações e diminuição muito pequena do erro com 
interpolações de maior ordem, devido a não ser informado nestas tabelas qual a máxima ordem que 
poderia ser usada, e devido a importância do erro do primeiro autovalor, pode-se associar a estas 
tabelas a um erro relativo máximo da ordem de 1,5%. 
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4.2. As Tabelas com Passo Constante 
Zucker (1964) apresenta tabelas com as nove primeiras raízes das Eqs. (1.5) e (1.7) com cinco 
algarismos decimais, e das cinco primeiras raízes da Eq. (1.6) com quatro algarismos decimais. Pela 
divisão das tabelas em duas partes, com uma engenhosa escolha da variável da primeira coluna, pode-
se obter todos os valores não negativos de ܿ, através de uma variável da primeira coluna com passo 
constante, o que facilita interpolações de maiores ordens. 
Utilizando as mesmas formas, obtivemos a Tabela 4.7, a Tabela 4.8 e a Tabela 4.9, e 
observamos alguns erros de arredondamento na tabela publicada equivalente à Tabela 4.7, como por 
exemplo em ܿ = 0,05, onde o valor de ߚ଺ apresentado é 15,71114 enquanto que o valor correto é 
15,7111457..., e em ܿ = 1/0,9, onde o valor de ߚ଼ apresentado é 22,04151 enquanto que o valor 
correto é 22,04151586 … (ambos deveriam ter sido arredondados para cima). Contudo, estes erros 
estão dentro da tolerância assegurada por este manual que é de 6/10 do último algarismo 
significativo. 
No rodapé da tabela publicada indica-se que o erro de máximo módulo das raízes da Eq. (1.5) 
obtidas através de interpolação linear da Tabela 4.7 para 0 ≤ ܿ < 1 seria de 7,0 ⋅ 10ିସ. Recalculamos 
todos erros (Tabela 4.10) e verificamos que o máximo erro é, na verdade, de 8,0 ⋅ 10ିସ para ߚଵ. De 
fato, para ܿ = 0,22436 o valor de ߚଵ é 0,45666 … enquanto que a interpolação linear leva a 0,45586 … 
e, então, 0,45586 − 0,45666 = −0,00080. 
A tabela publicada equivalente à Tabela 4.8 foi parcialmente extraída de Carslaw e Jaeger 
(1959) e não tem erros de arredondamento. Já a equivalente a Tabela 4.9 tem alguns erros dentro da 
tolerância, e um erro fora da tolerância porque mostra ߚ଺ = 17,27875 para ܿ = 0,95, enquanto que o 
valor correto é 17,2787596 (este valor poderia ser obtido a partir do valor correto que está numa raiz 
equivalente na Tabela 4.7). 
Os erros máximos para o intervalo maior não foram indicados no rodapé da tabela publicada, 
mas também está apresentado na Tabela 4.10. Por fim, também não foram indicados os erros de 
máximos módulos obtidos através de interpolação linear da Tabela 4.8 e da Tabela 4.9 e em vez deles, 
será preferível se apresentar o erro relativo. 
Os máximos módulos do erro relativo das raízes obtidas a partir da Tabela 4.7, da Tabela 4.8 
e da Tabela 4.9 estão respectivamente indicados na Tabela 4.11, Tabela 4.12 e Tabela 4.13. Não foram 
excluídos delas os valores que são maiores do que os que são obtidos com interpolações de menor 
ordem, porque, apesar das interpolações de maior ordem serem mais recomendáveis com tabelas de 
passos constantes, deve-se atentar ao fato de que o erro pode aumentar em parte dos casos. 
61 
Tabela 4.7 Nove Primeiras Raízes da Eq. (1.5) 
ܿ ߚଵ ߚଶ ߚଷ ߚସ ߚହ ߚ଺ ߚ଻ ߚ଼ ߚଽ 0 0 3,14159 6,28319 9,42478 12,56637 15,70796 18,84956 21,99115 25,13274 0,05 0,22176 3,15743 6,29113 9,43008 12,57035 15,71115 18,85221 21,99342 25,13473 0,1 0,31105 3,1731 6,29906 9,43538 12,57432 15,71433 18,85486 21,99569 25,13672 0,15 0,37788 3,1886 6,30696 9,44067 12,5783 15,71751 18,85751 21,99797 25,13871 0,2 0,43284 3,20394 6,31485 9,44595 12,58226 15,72068 18,86016 22,00024 25,1407 0,25 0,48009 3,2191 6,3227 9,45122 12,58623 15,72386 18,86281 22,00251 25,14268 0,3 0,52179 3,23409 6,33054 9,45649 12,59019 15,72704 18,86546 22,00478 25,14467 0,35 0,55922 3,24891 6,33835 9,46175 12,59415 15,73021 18,8681 22,00705 25,14666 0,4 0,59324 3,26355 6,34613 9,467 12,59811 15,73338 18,87075 22,00932 25,14865 0,45 0,62444 3,27802 6,35389 9,47225 12,60206 15,73655 18,87339 22,01159 25,15063 0,5 0,65327 3,29231 6,36162 9,47749 12,60601 15,73972 18,87604 22,01386 25,15262 0,55 0,68006 3,30643 6,36932 9,48271 12,60996 15,74289 18,87868 22,01613 25,1546 0,6 0,70507 3,32037 6,377 9,48793 12,6139 15,74605 18,88132 22,01839 25,15659 0,65 0,72851 3,33413 6,38464 9,49314 12,61784 15,74921 18,88396 22,02066 25,15857 0,7 0,75056 3,34772 6,39226 9,49834 12,62177 15,75237 18,8866 22,02292 25,16056 0,75 0,77136 3,36113 6,39984 9,50353 12,6257 15,75553 18,88924 22,02519 25,16254 0,8 0,79103 3,37438 6,4074 9,50871 12,62963 15,75869 18,89188 22,02745 25,16452 0,85 0,80968 3,38744 6,41492 9,51388 12,63355 15,76184 18,89451 22,02971 25,1665 0,9 0,8274 3,40034 6,42241 9,51905 12,63747 15,76499 18,89715 22,03198 25,16849 0,95 0,84426 3,41306 6,42987 9,5242 12,64138 15,76814 18,89978 22,03424 25,17047 1 0,86033 3,42562 6,4373 9,52933 12,64529 15,77128 18,90241 22,0365 25,17245 1/ܿ ߚଵ ߚଶ ߚଷ ߚସ ߚହ ߚ଺ ߚ଻ ߚ଼ ߚଽ 1 0,86033 3,42562 6,4373 9,52933 12,64529 15,77128 18,90241 22,0365 25,17245 0,95 0,87647 3,43865 6,44508 9,53473 12,6494 15,77459 18,90518 22,03887 25,17453 0,9 0,89352 3,45292 6,45368 9,54072 12,65395 15,77827 18,90825 22,04152 25,17684 0,85 0,91158 3,46859 6,46324 9,54738 12,65904 15,78237 18,91168 22,04447 25,17943 0,8 0,93076 3,4859 6,47392 9,55486 12,66475 15,78698 18,91554 22,04778 25,18234 0,75 0,95116 3,50509 6,48593 9,56331 12,67121 15,79219 18,91991 22,05154 25,18563 0,7 0,97291 3,52649 6,49954 9,57292 12,67857 15,79814 18,9249 22,05583 25,18939 0,65 0,99617 3,55048 6,51508 9,58394 12,68704 15,805 18,93065 22,06077 25,19373 0,6 1,02111 3,57756 6,53297 9,59673 12,69689 15,81297 18,93734 22,06653 25,19879 0,55 1,04794 3,60834 6,5538 9,61173 12,70847 15,82237 18,94523 22,07333 25,20475 0,5 1,07687 3,6436 6,57833 9,62956 12,7223 15,83361 18,95468 22,08148 25,2119 0,45 1,1082 3,68433 6,60761 9,65109 12,73907 15,84728 18,96619 22,0914 25,22063 0,4 1,14223 3,73184 6,64312 9,67758 12,75985 15,86426 18,98052 22,10377 25,2315 0,35 1,17933 3,78784 6,68698 9,71092 12,78621 15,88591 18,99882 22,11961 25,24544 0,3 1,21995 3,8546 6,74233 9,75407 12,82073 15,91443 19,02302 22,14058 25,26392 0,25 1,26459 3,93516 6,81401 9,81188 12,86776 15,95363 19,05645 22,16965 25,28961 0,2 1,31384 4,03357 6,9096 9,89275 12,93522 16,01066 19,10552 22,21256 25,32765 0,15 1,36835 4,15504 7,04126 10,01222 13,03901 16,10054 19,18401 22,28187 25,38952 0,1 1,42887 4,3058 7,22811 10,20026 13,21419 16,25936 19,32703 22,41085 25,50638 0,05 1,49613 4,49148 7,49541 10,51167 13,54198 16,58639 19,64394 22,71311 25,79232 0 1,57080 4,71239 7,85398 10,99557 14,13717 17,27876 20,42035 23,56194 26,70354   
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Tabela 4.8 Cinco Primeiras Raízes da Eq. (1.6) 
ܿ ߚଵ ߚଶ ߚଷ ߚସ ߚହ 0 0 3,8317 7,0156 10,1735 13,3237 0,02 0,1995 3,8369 7,0184 10,1754 13,3252 0,04 0,2814 3,8421 7,0213 10,1774 13,3267 0,06 0,3438 3,8473 7,0241 10,1794 13,3282 0,08 0,396 3,8525 7,027 10,1813 13,3297 0,1 0,4417 3,8577 7,0298 10,1833 13,3312 0,2 0,617 3,8835 7,044 10,1931 13,3387 0,4 0,8516 3,9344 7,0723 10,2127 13,3537 0,6 1,0184 3,9841 7,1004 10,2322 13,3686 0,8 1,149 4,0325 7,1282 10,2516 13,3835 1 1,2558 4,0795 7,1558 10,271 13,3984 1/ܿ ߚଵ ߚଶ ߚଷ ߚସ ߚହ 1 1,2558 4,0795 7,1558 10,271 13,3984 0,8 1,3659 4,1361 7,1898 10,295 13,4169 0,6 1,5095 4,2249 7,2453 10,3346 13,4476 0,4 1,706 4,3818 7,3508 10,4118 13,5079 0,2 1,9898 4,7131 7,6177 10,6223 13,6786 0,1 2,1795 5,0332 7,9569 10,9363 13,958 0,08 2,2218 5,1172 8,0624 11,0477 14,0666 0,06 2,2656 5,2085 8,1852 11,1864 14,21 0,04 2,3108 5,3068 8,3262 11,3575 14,3996 0,02 2,3572 5,4112 8,484 11,5621 14,6433 0 2,4048 5,5201 8,6537 11,7915 14,9309 
  
 
Tabela 4.9 Nove Primeiras Raízes da Eq. (1.7) 
(c-1)-1 ߚଵ ߚଶ ߚଷ ߚସ ߚହ ߚ଺ ߚ଻ ߚ଼ ߚଽ 1 2,02876 4,91318 7,97867 11,08554 14,20744 17,33638 20,46917 23,60428 26,74092 0,95 2,04597 4,92303 7,98505 11,09021 14,2111 17,33939 20,47173 23,60651 26,74288 0,9 2,06453 4,93389 7,99212 11,09538 14,21517 17,34274 20,47457 23,60897 26,74506 0,85 2,0846 4,94592 7,99999 11,10116 14,21971 17,34648 20,47774 23,61173 26,74749 0,8 2,10638 4,9593 8,00881 11,10764 14,22482 17,35068 20,48131 23,61483 26,75023 0,75 2,13008 4,97428 8,01875 11,11496 14,23059 17,35543 20,48535 23,61834 26,75333 0,7 2,15598 4,99116 8,03004 11,12331 14,23717 17,36086 20,48996 23,62235 26,75688 0,65 2,1844 5,01031 8,04298 11,1329 14,24475 17,36711 20,49528 23,62697 26,76096 0,6 2,21571 5,03222 8,05794 11,14403 14,25357 17,37439 20,50147 23,63235 26,76573 0,55 2,25037 5,0575 8,07544 11,15712 14,26395 17,38298 20,50877 23,63871 26,77135 0,5 2,28893 5,08699 8,09616 11,17271 14,27635 17,39324 20,51752 23,64632 26,77809 0,45 2,33208 5,12176 8,12108 11,19159 14,29143 17,40574 20,52818 23,65561 26,78631 0,4 2,38064 5,16331 8,15156 11,21491 14,31012 17,42129 20,54146 23,66719 26,79656 0,35 2,43566 5,2137 8,18965 11,2444 14,33392 17,44113 20,55844 23,68201 26,80971 0,3 2,4984 5,27587 8,23845 11,28284 14,36517 17,46732 20,58092 23,70167 26,82716 0,25 2,57043 5,35403 8,30293 11,33483 14,40797 17,50343 20,61203 23,72895 26,85142 
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 33472,82 47231,52 51199,12 65948,81 69707,51 73665,21 87424,9 91382,6 95141,3 0 2533,72 65152,42 71771,12 16311,81 74260,51 30520,21 58100,9 90299,5 40399,2 50,0 55750,72 73759,32 42768,02 48097,71 74337,41 86207,11 13807,8 65067,5 77268,2 1,0 70649,62 86438,32 84137,02 90046,71 83665,41 81025,11 50815,8 87585,5 23057,2 51,0 4788,62 82967,32 28756,02 12655,71 78964,41 36804,11 53193,8 53454,5 66356,2 2,0
   29047,62 82406,32 71964,02 83633,71 44702,41 45580,11 76879,7 81319,4 67820,2 2 50937,62 71206,32 47664,02 15333,71 59302,41 1180,11 85279,7 57309,4 49110,2 59,1 91737,62 60006,32 3464,02 46033,71 64002,41 56670,11 84669,7 52498,4 56499,1 9,1 23537,62 59795,32 78164,02 77723,71 79691,41 91270,11 63069,7 86488,4 78679,1 58,1 54337,62 48595,32 34954,02 9423,71 74391,41 37760,11 22459,7 40578,4 75859,1 8,1 95137,62 27395,32 754,02 30223,71 79981,41 62360,11 70849,7 43568,4 47939,1 57,1 27927,62 16195,32 65454,02 61913,71 74681,41 97850,11 98149,7 75558,4 53029,1 7,1 58727,62 94985,32 21254,02 82613,71 69281,41 13450,11 17539,7 37548,4 63009,1 56,1 89527,62 83785,32 86944,02 4313,71 64971,41 28940,11 5929,7 38538,4 67978,1 6,1 21427,62 62585,32 42744,02 25013,71 59571,41 33540,11 92329,7 78528,4 25858,1 55,1 52227,62 41385,32 8444,02 46703,71 34271,41 38040,11 50719,7 48518,4 6638,1 5,1 83027,62 30185,32 63244,02 67403,71 29861,41 33630,11 8019,7 57508,4 69318,1 54,1 15817,62 19875,32 29934,02 78103,71 4561,41 28130,11 45409,7 16597,4 85097,1 4,1 46617,62 97675,32 84734,02 99892,71 88161,41 3720,11 72898,7 4587,4 14667,1 53,1 77417,62 76475,32 30534,02 1692,71 53851,41 87220,11 89198,7 31577,4 4147,1 3,1 9217,62 55275,32 95234,02 22392,71 38451,41 62810,11 76588,7 18467,4 15517,1 52,1 20117,62 34075,32 41034,02 33092,71 3151,41 37310,11 63978,7 34457,4 86886,1 2,1 51907,62 13865,32 7724,02 44782,71 77741,41 2900,11 30378,7 447,4 78066,1 51,1 82707,62 91665,32 52524,02 55482,71 42441,41 66400,11 96668,7 15337,4 99136,1 1,1 14507,62 70465,32 8224,02 56182,71 7041,41 21000,11 43068,7 89227,4 206,1 50,1 45307,62 49165,32 53024,02 67872,71 71731,41 75599,01 89358,7 93217,4 8075,1 1 76107,62 28955,32 9714,02 78572,71 36331,41 30199,01 16748,7 67107,4 3835,1 59,0 97996,62 7755,32 54514,02 79272,71 90031,41 74689,01 32148,7 80196,4 24405,1 9,0 29796,62 85555,32 314,02 70072,71 55621,41 29189,01 48438,7 53086,4 40964,1 58,0 50696,62 54355,32 55014,02 81762,71 10321,41 63779,01 44828,7 85966,4 30234,1 8,0 71496,62 33155,32 1804,02 82462,71 64911,41 97279,01 30228,7 87856,4 52393,1 57,0 3296,62 12945,32 56504,02 83162,71 29511,41 32869,01 26518,7 39746,4 25253,1 7,0 24096,62 80745,32 2304,02 84852,71 73211,41 66369,01 91908,7 50736,4 56903,1 56,0 55886,62 69445,32 57004,02 85552,71 28801,41 90959,01 67208,7 41626,4 4462,1 6,0 86686,62 38245,32 3893,02 86252,71 72501,41 25459,01 33697,7 91516,4 94612,1 55,0 8486,62 17045,32 48593,02 87942,71 37101,41 49949,01 88987,7 22406,4 65561,1 5,0 39286,62 85835,32 93393,02 88642,71 71890,41 73549,01 44387,7 12395,4 81111,1 54,0 50186,62 64635,32 49093,02 89342,71 26490,41 97049,01 89677,7 91285,4 97250,1 4,0 81976,62 33435,32 84883,02 80142,71 70190,41 12639,01 35077,7 41175,4 66989,0 53,0 3776,62 12235,32 30683,02 71832,71 25780,41 36139,01 70467,7 70065,4 97029,0 3,0 34576,62 80035,32 75383,02 72532,71 79380,41 40729,01 6757,7 99845,4 37448,0 52,0 55376,62 69725,32 21183,02 73232,71 14080,41 64229,01 41157,7 98735,4 13957,0 2,0 86176,62 38525,32 76873,02 74922,71 68670,41 88719,01 76447,7 87625,4 68066,0 51,0 8966,62 7325,32 12673,02 65622,71 3370,41 92319,01 2837,7 66515,4 82245,0 1,0 39766,62 85125,32 67373,02 66322,71 57960,41 17809,01 27137,7 45405,4 73583,0 50,0 50666,62 54915,32 3173,02 67022,71 91660,41 21409,01 52527,7 14394,4 0 0 ଽߚ ଼ߚ ଻ߚ ଺ߚ ହߚ ସߚ ଷߚ ଶߚ ଵߚ ܿ
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Tabela 4.10 Máximos módulos do erro relativo das raízes obtidas através de interpolação linear da Tabela 4.7   
Raiz 0 ≤ ܿ < 1 1 ≤ c < ∞ ߚଵ 8,0 ⋅ 10ିସ 9,6 ⋅ 10ିସ ߚଶ 2,5 ⋅ 10ିହ 4,6 ⋅ 10ିଷ ߚଷ 6,5 ⋅ 10ି଺ 1,2 ⋅ 10ିଶ ߚସ 6,4 ⋅ 10ି଺ 2,0 ⋅ 10ିଶ ߚହ 5,5 ⋅ 10ି଺ 3,5 ⋅ 10ିଶ ߚ଺ 5,7 ⋅ 10ି଺ 5,3 ⋅ 10ିଶ ߚ଻ 4,5 ⋅ 10ି଺ 7,5 ⋅ 10ିଶ ߚ଼ 5,6 ⋅ 10ି଺ 9,8 ⋅ 10ିଶ ߚଽ 5,4 ⋅ 10ି଺ 1,2 ⋅ 10ିଵ  
Os erros da Tabela 4.11 parecerem menores porque a situação crítica foi excluída, que é a do 
cálculo da primeira raiz com o valor da variável ܿ baixo. Então, para esta raiz não foi considerado o 
intervalo ܿ < 0,2 e por isso foi encontrado um erro de apenas 0,2% = 2 ⋅ 10ିଷ. O autor recomenda 
que neste caso, se utilize: 
ߚଵ = √ܿ ൬1 − 16 ܿ +
11
360 ܿଶ −
1
432 ܿଷ + ⋯ ൰ 
o que reduz a utilidade da tabela, já que esta raiz é a mais importante, e estes valores da variável ܿ 
não são tão baixos. 
Então, devido a primeira raiz ser a mais importante, pode-se dizer que o erro relativo máximo 
destas tabelas de passo constante é da ordem de 2% quando se utiliza interpolação linear, e de 0,5% 
se forem utilizadas interpolações de até 8ª ordem. 
Não serão discutidas em detalhe como as interpolações de maior ordem foram efetuadas para 
pontos dos extremos dos intervalos, nem em que regiões foram encontrados os maiores valores do 
erro, porque não se tem como objetivo um maior aprofundamento na análise da utilização destas 
tabelas, mas apenas informar as ordens de grandeza dos valores do erro que são obtidos com sua 
utilização para efeito de comparação com os que serão obtidos com as expressões aproximadas. 
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Tabela 4.11 Máximos módulos do erro relativo das raízes obtidas através de interpolação da Tabela 4.7, considerando todo o 
intervalo ܿ > 0 (ou ܿ ≥ 0,2 no caso de interpolação de 1ª ordem de ߚଵ) 
Raiz Ordem da Interpolação 1ª 2ª 3ª 4ª 5ª 6ª 7ª 8ª 9ª ߚଵ 2·10-3 3·10-4 5·10-5 5·10-5 2·10-5 2·10-5 9·10-6 2·10-4 1·10-4 ߚଶ 1·10-3 1·10-4 1·10-4 5·10-5 2·10-5 7·10-6 6·10-6 1·10-5 2·10-5 ߚଷ 2·10-3 2·10-4 1·10-4 2·10-4 1·10-4 8·10-5 4·10-5 1·10-5 9·10-6 ߚସ 2·10-3 4·10-4 5·10-4 5·10-4 4·10-4 3·10-4 2·10-4 1·10-4 9·10-5 ߚହ 3·10-3 6·10-4 5·10-4 6·10-4 6·10-4 5·10-4 5·10-4 4·10-4 3·10-4 ߚ଺ 3·10-3 8·10-4 5·10-4 7·10-4 7·10-4 7·10-4 7·10-4 6·10-4 6·10-4 ߚ଻ 4·10-3 1·10-3 3·10-4 6·10-4 8·10-4 8·10-4 8·10-4 8·10-4 8·10-4 ߚ଼ 4·10-3 1·10-3 4·10-4 5·10-4 7·10-4 8·10-4 8·10-4 9·10-4 9·10-4 ߚଽ 5·10-3 2·10-3 6·10-4 3·10-4 5·10-4 7·10-4 8·10-4 8·10-4 9·10-4  
 
Tabela 4.12 Máximos módulos do erro relativo das raízes obtidas através de interpolação da Tabela 4.8, considerando todo o 
intervalo ܿ > 0 (ou ܿ ≥ 0,02 no caso de interpolação de 1ª ordem de ߚଵ) 
Raiz Ordem da Interpolação 1ª 2ª 3ª 4ª 5ª 6ª 7ª 8ª 9ª ߚଵ 2·10-2 5·10-2 2·10-2 1·10-2 9·10-3 8·10-3 5·10-2 8·10-1 1·10-1 ߚଶ 8·10-3 4·10-3 4·10-3 5·10-4 7·10-4 8·10-4 1·10-2 2·10-2 7·10-2 ߚଷ 5·10-3 4·10-3 2·10-3 1·10-3 1·10-3 2·10-3 8·10-3 1·10-1 6·10-1 ߚସ 3·10-3 4·10-3 2·10-3 2·10-3 1·10-3 4·10-3 6·10-3 1·10-1 2·100 ߚହ 3·10-3 3·10-3 1·10-3 2·10-3 1·10-3 5·10-3 2·10-2 6·10-2 2·100  
 
Tabela 4.13 Máximos módulos do erro relativo das raízes obtidas através de interpolação da Tabela 4.9, considerando todo o 
intervalo ܿ > 0 (ou ܿ ≥ 0,05 no caso de interpolação de 1ª ordem de ߚଵ) 
Raiz Ordem da Interpolação 1ª 2ª 3ª 4ª 5ª 6ª 7ª 8ª 9ª ߚଵ 2·10-2 5·10-2 2·10-2 1·10-2 9·10-3 7·10-3 6·10-3 5·10-3 1·10-1 ߚଶ 1·10-3 2·10-4 8·10-5 4·10-5 1·10-5 4·10-6 2·10-6 3·10-6 4·10-6 ߚଷ 2·10-3 3·10-4 1·10-4 7·10-5 4·10-5 1·10-5 6·10-6 3·10-6 4·10-6 ߚସ 2·10-3 5·10-4 1·10-4 8·10-5 5·10-5 2·10-5 1·10-5 5·10-6 2·10-6 ߚହ 3·10-3 7·10-4 1·10-4 6·10-5 4·10-5 2·10-5 1·10-5 6·10-6 3·10-6 ߚ଺ 3·10-3 1·10-3 2·10-4 5·10-5 2·10-5 1·10-5 8·10-6 4·10-6 3·10-6 ߚ଻ 4·10-3 1·10-3 3·10-4 9·10-5 2·10-5 6·10-6 3·10-6 2·10-6 2·10-6 ߚ଼ 4·10-3 2·10-3 4·10-4 2·10-4 4·10-5 1·10-5 3·10-6 1·10-6 1·10-6 ߚଽ 5·10-3 2·10-3 5·10-4 2·10-4 7·10-5 3·10-5 9·10-6 3·10-6 2·10-6  
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5. NOVAS EXPRESSÕES APROXIMADAS PARA A PRIMEIRA RAIZ 
5.1. Uma Expressão que Utiliza Ponto Fixo 
Define-se matematicamente “ponto fixo” de uma função como o ponto que não tem seu valor 
alterado após a aplicação da função. As raízes da Eq. (1.5) são pontos fixos de várias funções: 
݂(ߚଵ) = ܿtan ߚଵ 
݂(ߚଵ) = arctan ܿߚଵ 
݂(ߚଵ) = ߚଵ(1 − tan ߚଵ) − ܿ 
݂(ߚଵ) = arcsen ܿ cos ߚଵߚଵ  
⋮ 
e a substituição dos ߚଵ que aparecem nestas equações por um valor aproximado da raiz, leva a um 
outro valor aproximado da raiz que pode ser mais exato. 
A segunda função listada acima, com ܿ = 0,5, está representada no gráfico da Figura 5.1. Pela 
Tabela 5.1, obtém-se que para ܿ = 0,5, a raiz da Eq. (1.5) é ߚଵ = 0,6533, valor este que corresponde à 
abscissa da intersecção desta curva com a bissetriz ݕ = ߚ. Observa-se que a utilização de um valor 
aproximado de ߚଵ menor do que este valor correto, leva a um correspondente ݂(ߚଵ) com valor maior 
do que o valor exato, e vice-versa. 
 
 
Figura 5.1 Ponto de intersecção correspondente à primeira raiz da Eq. (1.5) 
 
Para qualquer valor de ܿ, ݂ é decrescente, pois: 
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݀
݀ߚଵ ݂(ߚଵ) =
݀
݀ߚଵ arctan
ܿ
ߚଵ = −
ܿ
ߚଵଶ + ܿଶ < 0 
e a declividade de ݂ é acentuada quando ܿ tem um valor baixo, pois 
limఉభ→଴ ൭
݀
݀ߚଵ ݂(ߚଵ)൱ = −
1
ܿ 
Então, se for utilizado um baixo valor aproximado da raiz, pode-se obter um novo valor muito alto, o 
que acarreta em aumento do valor absoluto do erro, ao invés de diminuição.  Se, por outro lado, for 
utilizado um valor aproximado maior do que o valor exato da raiz, o novo valor calculado será menor 
do que o valor exato, e novamente o erro poderá aumentar em termos absolutos. 
Observando com mais cuidado, verifica-se que a declividade relevante é a da parte da curva 
que se situa entre o valor aproximado utilizado e o valor exato e, caso ela seja menor do que a unidade, 
o cálculo da expressão resultará num valor com mais exatidão. 
O valor absoluto da declividade da curva ݕ = ݂(ߚ) no ponto de intersecção com a reta ݕ = ߚ 
é: 
อ ݀݀ߚଵ ݂(ߚଵ)ฬఉభ ୲ୟ୬ ఉభୀ௖อ = อ−
ܿ
ߚଵଶ + ܿଶቤఉభ ୲ୟ୬ ఉభୀ௖อ = ฬ
sin 2ߚଵ2ߚଵ ฬ ≤ 1 para 0 ≤ ߚଵ ≤
ߨ
2 
Então, sabe-se que obrigatoriamente existirá uma vizinhança deste ponto de intersecção onde a 
declividade em todos pontos será menor do que a unidade. Portanto, se o valor aproximado estiver 
suficientemente próximo do valor exato (correspondente ao ponto de intersecção), ele estará numa 
parte da curva que garantirá que o módulo do erro diminua e o valor calculado seja uma aproximação 
melhor. 
Entre várias combinações averiguadas, um bom resultado foi obtido utilizando esta função 
discutida com a estimativa da Eq. (2.25), resultando: 
ߚଵ ≅ arctan ܿ
ඨ ܿ1 + ܿߚଵ,ஶଶ
 
que pode ser simplificada para: 
 ߚଵ ≅ arctan ඨc + 4ܿଶߨଶ  (5.1) 
Esta expressão continua satisfazendo a tendência da Eq. (2.12): 
lim௖→଴శ ۉ
ۇarctan ටc +
4ܿଶߨଶ
√ܿ ی
ۊ = 1 
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e continua tendo valor correto quando ܿ tende a infinito: 
lim௖→ஶ ቌarctan ඨc +
4ܿଶ
ߨଶ ቍ =
ߨ
2 = ߚଵ,ஶ 
portanto, seu erro relativo tende a zero quando ܿ tende a zero ou infinito como pode ser visto na 
Figura 8.7. 
Observe-se neste mesmo gráfico, como esta expressão reduziu o erro da expressão original e, 
portanto, todas as estimativas da Eq. (2.25) estiveram suficientemente próximas das intersecções 
para que a declividade da curva não ultrapassasse a unidade. 
Não é possível se aplicar o mesmo procedimento para a Eq. (1.6) porque, como já apontado 
anteriormente, apesar de  sin ߚ / cos ߚ ser definido como tan ߚ, a razão entre as funções de Bessel 
Jଵ(ߚ) / J଴(ߚ) não é definida como uma nova função e, portanto, não tem inversa. 
Repetindo-se o mesmo procedimento para a primeira raiz da Eq. (1.7), obtém-se:  
 ߚଵ ≅ arccot ቌ1 − ܿߨ ඨ1 +
ߨଶ
3ܿቍ (5.2) 
a qual, por cálculos análogos aos já mostrados, tem erro relativo tendendo a zero quando ܿ tende a 
zero ou infinito, como pode ser visto na Figura 8.9. 
As expressões mostradas nas Eqs. (5.1) e (5.2) são bastante simples por sequer incluírem 
parâmetros de ajuste. Elas consistem nas primeiras novas expressões desenvolvidas neste trabalho, 
e estão identificadas por “Ponto Fixo”. 
5.2. Coeficientes Ótimos para as Expressões Já Desenvolvidas 
Várias expressões obtidas em outros trabalhos são casos particulares da expressão: 
 ߚଵ ≅ (݌ܿ௦ + ݍ)ଵ௥   (5.3)
onde ݌, ݍ, ݎ e ݏ são constantes. É muito interessante observar nos trabalhos que mostram como as 
expressões foram obtidas, que isto ocorreu por diferentes deduções. 
A expressão de Luikov (1968) mostrada na Eq. (2.14) e obtida através de gráficos 
logarítmicos: 
ߚଵ ≅ ߚଵ,ஶට1 + ܿܣ௞
= ൫ܣߚଵ,ஶିଶ ܿି௞ + ߚଵ,ஶିଶ ൯ିଵଶ 
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corresponde ao caso em que ݌ = ܣߚଵ,ஶ௥ , ݏ = −݇, ݍ = ߚଵ,ஶ௥ , ݎ = −2. 
A expressão de Yovanovich (1996) mostrada na Eq. (2.19) e obtida a partir da relação 
empírica de Churchill e Usagi (1972): 
ߚଵ ≅ ߚଵ,ஶ
ቆ1 + ൬ߚଵ,ஶ√݉ܿ൰
௞ቇ
ଵ௞
= ൬݉ି௞ଶܿି௞ଶ+ߚଵ,ஶି௞ ൰
ିଵ௞ 
corresponde ao caso no qual ݌ = ݉௥/ଶ, ݏ = ݎ/2, ݍ = ߚଵ,ஶ௥ , ݎ = −݇. 
A expressão de Ostrogorsky e Mikic (2008) mostrada na Eq. (2.25) e obtida através de séries 
de potências: 
ߚଵ ≅ ඩ
݉ܿ
1 + ݉ܿߚଵ,ஶଶ
= ൬ 1݉ ܿିଵ + ߚଵ,ஶିଶ ൰
ିଵ/ଶ 
corresponde ao caso no qual ݌ = ݉௥/ଶ, ݏ = ݎ/2, ݍ = ߚଵ,ஶ௥ , ݎ = −2. 
A expressão de Stevens e Luck (1999) mostrada na Eq. (2.20) para a primeira raiz da Eq. (1.5): 
ߚଵ ≅ ߨ4 +
ߨ
4
ܿ − ߨ4
ܿ + ߨ4
= ൬12 ܿିଵ +
2
ߨ൰
ିଵ 
corresponde ao caso no qual ݌ = 1/2, ݏ = −1, ݍ = ߚଵ,ஶ௥ , ݎ = −1; a expressão mostrada na Eq. (2.21) 
para a primeira raiz da Eq. (1.6): 
ߚଵ ≅ 3ߨ8 +
3ߨ
8
ܿ − ߨ2
ܿ + ߨ2
= ൬23 ܿିଵ +
4
3ߨ൰
ିଵ 
corresponde ao caso no qual ݌ = 2/3, ݏ = −1, ݍ ≅ ߚଵ,ஶ௥ , ݎ = −1; e a expressão mostrada na Eq. (2.22) 
para a primeira raiz da Eq. (1.7): 
ߚଵ ≅ ߨ2 +
ߨ
2
ܿ଴,଺଻଺ − √ߨ2
ܿ଴,଺଻଺ + √ߨ2
= ൬ 12√ߨ ܿି଴,଺଻଺ +
1
ߨ൰
ିଵ 
corresponde ao caso no qual ݌ = 1/൫2√ߨ൯, ݏ = −0,676, ݍ = ߚଵ,ஶ௥ , ݎ = −1. 
A expressão de Ostrogorsky e Mikic (2009) mostrada na Eq. (2.26) para 0 ≤ ܿ < 2: 
ߚଵ ≅ ඨ ݉ܿ1 + ܿ݉ + 2
= ൬ 1݉ ܿିଵ +
1
݉(݉ + 2)൰
ିଵ/ଶ 
corresponde ao caso qual ݌ = ݉௥/ଶ, ݏ = ݎ/2, ݍ = 1/(݉(݉ + 2)), ݎ = −2, e a expressão para ܿ ≥ 2: 
ߚଵ ≅ ߚଵ,ஶ ܿܿ + ܽ = ൫ܽߚଵ,ஶିଵ ܿିଵ + ߚଵ,ஶିଵ ൯ିଵ 
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corresponde ao caso no qual ݌ = ܽߚଵ,ஶିଵ , ݍ = ߚଵ,ஶ௥ , ݏ = −1, ݎ = −1. 
A expressão de Ostrogorsky (2010) mostrada na Eq. (2.27) para 0 ≤ ܿ ≤ 0,1 e obtida da 
tendência dada na Eq. (2.12): 
ߚଵ ≅ √݉ܿ = ൫݉ଵ/ଶܿଵ/ଶ + 0൯ଵ 
corresponde ao caso no qual ݌ = ݉௥/ଶ, ݏ = ݎ/2, ݍ = 0, ݎ = 1, e a expressão para ܿ > 0,1: 
ߚଵ ≅ ߚଵ,ஶට1 + ܽܿ௞
= ൫ܽߚଵ,ஶିଶ ܿି௞ + ߚଵ,ஶିଶ ൯ିଵଶ 
corresponde ao caso no qual ݌ = ܽߚଵ,ஶିଶ , ݏ = −݇, ݍ = ߚଵ,ஶ௥ , ݎ = −2. Por fim, a expressão mostrada na 
Eq. (2.28): 
ߚଵ ≅ ߚଵ,ஶቀ1 + ܽܿ௞ቁௗ
= ቀܽߚଵ,ஶିଵ/ௗܿି௞ + ߚଵ,ஶିଵ/ௗቁିௗ 
corresponde ao caso no qual ݌ = ܽߚଵ,ஶିଵ/ௗ , ݏ = −݇, ݍ = ߚଵ,ஶ௥ , ݎ = −1/݀. 
Então, nosso objetivo será o de encontrar os melhores parâmetros para essa expressão. 
Inicialmente, a particularizaremos para que ela tenha os valores corretos quando ܿ tende a zero ou a 
infinito: 
lim௖→଴ ߚଵ = lim௖→଴(݌ܿ௦ + ݍ)
ଵ௥ = 0 = ߚଵ,଴ 
lim௖→ஶ ߚଵ = lim௖→ஶ(݌ܿ௦ + ݍ)
ଵ௥ = ߚଵ,ஶ → ݏ < 0, ݍ = ߚଵ,ஶ௥  
Observe-se que este valor de ݍ foi utilizado em todas expressões, exceto naquelas que não abrangem 
o final do intervalo e, portanto, não precisam tender a ߚଵ,ஶ. 
Assim, a expressão particularizada passa a ser: 
ߚଵ ≅ ൫݌ܿ௦ + ߚଵ,ஶ௥ ൯ଵ௥ 
onde há três parâmetros que devem ser calculados para que sua curva se ajuste a curva exata. Esta 
expressão é a mesma utilizada por Ostrogorsky (2010) na Eq. (2.28), onde há três parâmetros 
equivalentes calculados através de um critério de ajuste que não foi informado. 
O Método dos Mínimos Quadrados é muito utilizado para ajuste de curvas, porém, ele não 
deve ser aplicado ao presente problema porque ele leva a melhor função de ajuste quando os pontos 
ou a curva a ser aproximada tem erro com distribuição normal. 
No presente caso, a curva a ser aproximada não tem erro, e o objetivo é que o desvio relativo 
máximo desta expressão seja o menor possível, ou seja, ela deve ser uma aproximação MiniMax, 
também chamada de aproximação de Chebyshev (POWELL, 1981). 
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A obtenção de aproximações MiniMax não é um processo considerado elementar, e será 
discutido como se fazer isso ainda neste capítulo, apenas adiantando que os valores obtidos para que 
esta expressão se ajuste a função exata correspondente à primeira raiz da Eq. (1.7) leva à curva 
mostrada na Figura 5.2. Observe-se que o menor erro máximo é obtido quando os picos atingem 
mesmo valor, ou seja, o desbalanceamento deles causa um aumento do erro máximo. 
 
 
Figura 5.2 Erro relativo dos valores obtidos pela Eq. (2.28) de Ostrogorsky (2010), e dos valores obtidos pela mesma equação 
com parâmetros calculados pelo critério MiniMax 
 
Porém, ainda não será utilizada essa expressão, porque se considera inconveniente que ela 
não tenha a tendência da Eq. (2.12) e, portanto, leve a valores de erro proibitivos fora do intervalo de 
ajuste. Estas raízes são utilizadas em métodos válidos para qualquer ܿ, então, a utilização de uma 
expressão que restrinja os possíveis valores de ܿ acabariam por restringir a validade das equações. 
Assim, particularizaremos ainda mais essa expressão para que ela tenha a tendência da Eq. 
(2.12): 
lim௖→଴శ
൫݌ܿ௦ + ߚଵ,ஶ௥ ൯ଵ௥  
√݉ܿ = lim௖→଴శ ቌ݌
ܿ௦ି௥ଶ
݉௥ଶ + ቆ
ߚଵ,ஶଶ݉ܿ ቇ
௥ଶቍ
ଵ௥
= 1 
ou seja: 
ݏ = ݎ2 < 0 e 
݌
݉௥ଶ = 1 
e a expressão resultante é 
ߚଵ ≅ ቀ(݉ܿ)௥ଶ + ߚଵ,ஶ௥ ቁ
ଵ௥    (5.4) 
72 
onde ݎ < 0 é o parâmetro de ajuste. 
Esta expressão é a mesma que Yovanovich (1996) obteve a partir da expressão de Churchill e 
Usagi (1972), e ajustou por algum critério não relatado. Utilizaremos, então, o conceito da 
aproximação MiniMax para ajustar esta expressão aos valores exatos através da determinação do 
parâmetro ݎ. 
Pesquisando os sistemas algébricos computacionais modernos, observa-se que eles procuram 
os parâmetros MiniMax apenas de funções racionais, e não se encontrou algum que pudesse ser 
utilizado para se buscar os parâmetros desta expressão. Desenvolvemos um modo para se chegar a 
estes parâmetros através de gráficos que será apresentado agora. 
O erro relativo desta expressão plotado em função da variável independente ܿ e do parâmetro 
ݎ para o caso das raízes da Eq. (1.5), está no gráfico tridimensional da Figura 5.3. 
 
Figura 5.3 Erro relativo das raízes da Eq. (1.5) calculadas pela Eq. (5.4) 
 
Este gráfico pode ser rotacionado para que o eixo de ܿ fique perpendicular ao plano da figura, 
e o valor ótimo do parâmetro ݎ se torne evidente pelo “afunilamento” na área no ponto em que o 
módulo do erro relativo é mínimo (Figura 5.4). 
É claro que este “afunilamento” não existiria caso a forma da equação não fosse conveniente 
para a curva a ser ajustada quando, então, não haveria um valor do parâmetro que levaria a valores 
baixos de erro. 
Por este gráfico, pode-se ver que o valor ótimo se encontra entre -2 e -2,2, e um novo gráfico 
é gerado com os valores de ݎ limitados a este intervalo. Consecutivos refinamentos levam ao valor de 
ݎ com tanta exatidão quanto se queira. 
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Figura 5.4 Erro relativo das raízes da Eq. (1.5) calculadas pela Eq. (5.4) com o eixo de ܿ perpendicular à figura 
 
Durante esse processo, os gráficos tridimensionais podem ser substituídos por gráficos 
bidimensionais. Três seções transversais da superfície mostrada na Figura 5.3, correspondem às 
curvas mostradas na Figura 5.5.  
 
 
Figura 5.5 Erro relativo das raízes da Eq. (1.5) calculadas pela Eq. (5.4) para três valores do parâmetro de ajuste ݎ 
 
A curva correspondente a ݎ = −2 se encontra onde a superfície da Figura 5.3 passa por 
valores negativos do erro relativo, enquanto que a curva correspondente a ݎ = −2,2 se encontra na 
parte posterior da superfície, que passa por valores de erro relativo positivo. 
A curva correspondente aos menores valores de erro se encontra numa parte da superfície 
com um valor de ݎ intermediário a estes dois. Então, utilizando algo que lembra o método da bisseção 
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de busca de raízes, traçou-se a curva correspondente a ݎ = −2,1. Esta curva também tem um ponto 
de erro negativo com valor absoluto maior, o que significa que o valor de ݎ que leva ao erro mínimo 
se encontra entre -2,1 e -2,2. 
Uma nova curva com ݎ = −2,15 é traçada, e essa análise é repetida. Além de observar o erro 
decrescente, durante essa sequência de obtenções do valor do parâmetro ݎ, também se observou que 
a forma das curvas se modificou sucessivamente de maneira que o máximo módulo do erro relativo 
negativo convergiu para o mesmo valor do erro relativo positivo mínimo, o que é previsto pela teoria 
do MiniMax para funções racionais. Isto pode ser verificado no gráfico final da Figura 5.6. 
Comparando-se a Figura 5.6 com a Figura 5.2, nota-se que o aumento do erro máximo foi 
bastante baixo, e a incorporação das tendências corretas justificam-se plenamente. Verifica-se 
também que o maior arredondamento que não produz perda significativa de exatidão é ݎ = −2,14. 
 
 
Figura 5.6 Erro relativo das raízes da Eq. (1.5) calculadas pela Eq. (5.4) para o valor ótimo do parâmetro de ajuste ݎ 
 
Para as Eqs. (1.6) e (1.7), os gráficos iniciais são bastante semelhantes a estes da Eq. (1.5) 
(Figura 5.7 e Figura 5.8, respectivamente). A partir deles repetiu-se o procedimento acima, inclusive 
com o arredondamento dos valores finais até o limite que permitia não haver perda significativa de 
exatidão, obtendo-se ݎ = −2,14, −2,25 e − 2,34 para as Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Os erros relativos das raízes calculadas pela Eq. (5.4) utilizando esses valores do parâmetro ݎ 
que correspondem ao MiniMax estão na Figura 8.10, Figura 8.11 e Figura 8.12, para as raízes das Eqs. 
(1.5), (1.6) e (1.7), respectivamente. Ela está identificada como “Yovanovich MiniMax”. 
A simetria dos pontos extremos não está exata nestas figuras devido ao arredondamento dos 
parâmetros, e os pontos de mínimo também se situam para cima, devido a se utilizar módulos do erro 
relativo nestes gráficos. A comparação destes gráficos com as expressões dos trabalhos aqui 
discutidos corrobora as opções escolhidas. 
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Figura 5.7 Erro relativo das raízes da Eq. (1.6) calculadas pela Eq. (5.4) 
 
 
Figura 5.8 Erro relativo das raízes da Eq. (1.7) calculadas pela Eq. (5.4) 
 
5.3. Uma Expressão Algébrica 
O ajuste por expressões racionais é muito utilizado porque elas são simples, abrangem formas 
muito variadas de curvas, não são muito oscilantes, e podem ter assíntotas verticais. A ordem de 2x2 
geralmente é suficiente para um bom ajuste de curvas como a do presente trabalho, que podem ser 
consideradas “bem-comportadas” e, então: 
ߚଵ ≅ ܣ଴ + ܣଵܿ + ܣଶܿଶܤ଴ + ܤଵܿ + ܿଶ  
Para essa expressão ter o valor correto ߚଵ = 0 em ܿ = 0, deve ser utilizado ܣ଴ = 0, e para ela 
tender ao valor correto ߚଵ,ஶ quando ܿ → ∞, deve ser utilizado ܣଶ =  ߚଵ,ஶ. Então: 
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ߚଵ ≅ ܣଵܿ + ߚଵ,ஶܿଶܤ଴ + ܤଵܿ + ܿଶ 
Porém, para ela ter a tendência dada pela Eq. (2.12), seria necessário que o seguinte limite 
resultasse em valor unitário: 
lim௖→଴
ܣଵܿ + ߚଵ,ஶܿଶܤ଴ + ܤଵܿ + ܿଶ√݉ܿ = lim௖→଴
√ܿ൫ܣଵ+ߚଵ,ஶܿ൯
√݉(ܤ଴ + ܤଵܿ + ܿଶ) 
Se ܤ଴ = 0, então este limite é infinito, e se  ܤ଴ ≠ 0, então esse limite é nulo, ou seja, o valor unitário 
para o limite e, portanto, a tendência correta, nunca pode ser obtida. É possível se modificar essa 
expressão para que ela possa ter essa tendência para: 
ߚଵ ≅ ܣଵ√ܿ + ߚଵ,ஶܿଶܤ଴ + ܤଵܿ + ܿଶ  
Assim: 
lim௖→଴
ܣଵ√ܿ + ߚଵ,ஶܿଶܤ଴ + ܤଵܿ + ܿଶ√݉ܿ = lim௖→଴
ܣଵ+ߚଵ,ஶܿଷଶ
√݉(ܤ଴ + ܤଵܿ + ܿଶ) = lim௖→଴
ܣଵ
√݉ܤ଴ = 1 → ܣଵ = √݉ܤ଴ 
Então, uma expressão com as tendências corretas é: 
ߚଵ ≅ ܣ√݉ܿ + ߚଵ,ஶܿଶܣ + ܤܿ + ܿଶ  
onde os parâmetros ܣ e ܤ devem ser determinados por ajuste. 
Na seção anterior, havia apenas um parâmetro a ser determinado, então um gráfico 
tridimensional com o erro relativo em função do parâmetro e da variável independente ܿ foi utilizado. 
Agora há dois parâmetros, então não há como se fazer uma superfície correspondente ao erro. Então, 
seguiremos diretamente para os gráficos bidimensionais com as curvas de erro, sabendo que elas 
correspondem a algo como uma intersecção de uma superfície n-dimensional. 
Encontrou-se lógica nas “iterações gráficas”. Os valores do erro diminuem conforme os picos 
e vales tornam-se simétricos. Enquanto que no caso anterior, que correspondia a um único parâmetro, 
apenas um pico e um vale tornavam-se simétricos, aqui, há três pontos extremos tornando-se 
simétricos ao mesmo tempo. 
Além disso, quanto maior a potência de ܿ que um parâmetro multiplica, maior a influência 
para a parte direita das curvas, ou seja, aumentando um desses parâmetros, o lado direito das curvas 
sobe, e vice-versa. Já os parâmetros que multiplicam potências menores de ܿ atuam de maneira 
contrária, variando o lado esquerdo das curvas. Quando um parâmetro multiplica toda a expressão, 
ele simplesmente desloca a curva toda. 
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O menor erro máximo encontrado é de 0,92% e correspondeu aos valores dos parâmetros que 
levaram a curva de erro mostrada na Figura 5.9. 
 
 
Figura 5.9 Erro relativo das raízes da Eq. (1.5) calculadas pela primeira forma da expressão algébrica 
 
Os parâmetros de expressões MiniMax podem ser obtidos pelo algoritmo de trocas de Remez 
(POWELL, 1981) porém, sua convergência está provada apenas para funções racionais e esta 
expressão acima contém um termo com ܿଵ/ଶ, então ela não é racional, pois as expressões racionais 
apenas podem ter potências inteiras da variável independente (ZHIZHCHENKO, 2011). 
Será investigado o resultado obtido ao se aplicar este algoritmo. Devido a haver dois 
parâmetros para serem calculados, o algoritmo inicia com um conjunto de 2+1 pontos arbitrários da 
curva exata, que foram escolhidos serem os de abscissas [0,1 1 10]. A curva correspondente a esta 
expressão precisa passar com uma proximidade destes pontos que leve a um erro relativo de mesmo 
módulo e com sinais alternados por estes pontos. 
O cálculo desta curva é a parte mais crítica, por se tratar de um sistema de equações não 
lineares, e que talvez não tenha solução. Porém, foi possível encontrá-la com ܣ = 6,767 e ܤ = 1,877, 
e com o módulo do erro relativo dado por ℎ = 0,004963. 
O passo seguinte é o que consome mais tempo computacional. Comparando-se a curva que 
utiliza estes valores de parâmetros com a curva exata, encontra-se que o erro relativo máximo se 
encontra no ponto com abscissa ܿ = 2,380 e tem um valor de ܪ = +0,01439. 
A eficiência desse algoritmo é notável. Observe-se que estes parâmetros encontrados ܣ =
6,767 e ܤ = 1,877 já levaram ao erro de 1,439%, tudo isso já na primeira iteração, através da 
resolução de um único sistema de equações. E as próximas etapas diminuirão este erro. 
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O ponto de abscissa ܿ = 2,380 encontra-se entre o segundo e o terceiro pontos arbitrários 
iniciais, e deve substituir um deles, o que mantiver a alternância dos sinais. Fazendo-se isso, obtém-
se o novo conjunto de pontos com abscissas [0,1 2,380 10] sobre o qual o sistema de equações é 
novamente resolvido, novos valores de parâmetros são obtidos ܣ = 5,733 e ܤ = 1,779  com os quais, 
a expressão passa a ter erro máximo de 1,033%. 
Repetindo-se sucessivamente esses passos, o algoritmo prevê que ℎ deve aumentar e ܪ deve 
diminuir em módulo até tornarem-se iguais quando, então, a convergência é alcançada, e os 
parâmetros ótimos são encontrados. Isto foi obtido, e o erro relativo máximo atingiu o valor ℎ = |ܪ| =
0,9183% (Tabela 5.1). 
Quando se trata de funções racionais, demonstra-se que a sequência dos valores do erro é 
estritamente decrescente, o que não foi observado no caso desta expressão. Porém, encontrou-se 
exatamente os mesmos resultados que já haviam sido obtidos através das iterações gráficas. 
Repetindo-se esse procedimento para a Eq. (1.6) obtém-se o erro relativo máximo ℎ = |ܪ| =
0,009718 (Tabela 5.2), e para a Eq. (1.7) obtém-se o erro relativo máximo ℎ = |ܪ| = 0,01001 (Tabela 
5.3). Esses resultados foram confirmados através das iterações gráficas, e eles realmente 
correspondem ao ajuste MiniMax. 
Para não se utilizar parâmetros com muitos algarismos decimais, procurou-se os valores 
arredondados que fizessem com que o erro não aumentasse significativamente. Então, por exemplo, 
para se arredondar o ܤ = 1,929 para ܤ = 1,9 na Eq. (1.6) foi necessário variar o ܣ = 7,863 para ܣ =
7,6. Assim, para a Eq. (1.5): 
ߚଵ ≅ 6√ܿ + 1,57ܿଶ6 + 1,8ܿ + ܿଶ 
para a Eq. (1.6): 
ߚଵ ≅ 7,7√2ܿ + 2,4ܿଶ7,7 + 1,9ܿ + ܿଶ 
e para a Eq. (1.7): 
ߚଵ ≅ 9,3√3ܿ + 3,14ܿଶ9,3 + 2ܿ + ܿଶ  
onde os erros relativos máximos permanecem na ordem de 0,9% a 1%. 
Porém, essas expressões não serão utilizadas sem antes se investigar se não é possível 
encontrar outras melhores. Devido a ter sido possível se chegar a valores dos parâmetros de uma 
expressão com um dos termos com potência não inteira, foi iniciada uma tentativa mais ousada, que 
é a de se procurar expressões com mais potências não inteiras. 
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Tabela 5.1 Resultados do algoritmo de troca de Remez para a primeira raiz da Eq. (1.5) calculada pela primeira forma da 
expressão algébrica 
Abscissas ܣ ܤ ℎ ܿ ܪ [0,1 1 10] 6,767 1,877 0,004963 2,380 0,01439 [0,1 2,380 10] 5,773 1,779 0,006946 0,3129 -0,01033 [0,3129 2,380 10] 6,630 1,900 0,008148 19,36 -0,01091 [0,3129 2,380 19,36] 5,976 1,795 0,009163 0,2897 -0,009191 [0,2897 2,380 19,36] 5,982 1,796 0,009174 20,60 -0,009191 [0,2897 2,380 20,60] 5,978 1,795 0,009180 2,444 0,009191 [0,2897 2,444 20,60] 5,978 1,795 0,009183 0,2895 -0,009183  
 
Tabela 5.2 Resultados do algoritmo de troca de Remez para a primeira raiz da Eq. (1.6) calculada pela primeira forma da 
expressão algébrica  
Abscissas ܣ ܤ ℎ ܿ ܪ [0,1 1 10] 10,72 2,213 0,003891 2,776 0,01610 [0,1 2,776 10] 7,550 1,914 0,006754 0,3679 -0,01109 [0,3679 2,776 10] 9,603 2,150 0,008074 21,71 -0,01250 [0,3679 2,776 21,71] 7,855 1,928 0,009698 0,3370 -0,009735 [0,3370 2,776 21,68] 7,869 1,930 0,009712 23,00 0,009728 [0,3370 2,776 23,00] 7,863 1,929 0,009718 2,788 0,009719 [0,3370 2,788 23,00] 7,863 1,929 0,009718 0,3368 -0,009718  
 
Tabela 5.3 Resultados do algoritmo de troca de Remez para a primeira raiz da Eq. (1.7) calculada pela primeira forma da 
expressão algébrica  
Abscissas ܣ ܤ ℎ ܿ ܪ [0,1000 1,000 10,00] 18,41 2,830 0,002692 3,264 0,01633 [0,1000 3,264 10,00] 9,232 2,020 0,006506 0,4078 -0,01143 [0,4078 3,264 10,00] 13,43 2,432 0,007636 24,14 -0,01398 [0,4078 3,264 24,14] 9,565 2,025 0,009971 3,040 0,01006 [0,4078 3,040 24,14] 9,566 2,026 0,009992 0,3719 0,01003 [0,3719 3,040 24,14] 9,588 2,028 0,01001 24,83 0,01001  
Para que as tendências permaneçam corretas, a forma que será utilizada é: 
ߚଵ ≅ ܣ√݉ܿ + ߚଵ,ஶܿ௞ܣ + ܤܿ + ܿ௞  
Desta vez, infelizmente não foi possível a aplicação do Algoritmo de Remez com a inclusão da potência 
como incógnita adicional porque não se encontrou solução para o sistema de equações resultante, 
mesmo usando os sistemas algébricos computacionais mais modernos. 
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O modo utilizado, então, foi um tanto trabalhoso, e consistiu em se testar novas potências uma 
a uma, recalculando-se as tabelas acima para cada novo caso, e caminhando na direção que levava a 
melhores resultados. 
Apesar de trabalhoso, não há qualquer inovação nesse procedimento. Porém, durante as 
iterações chegou-se a uma situação nova. Com um conjunto de abscissas de [0,5 3 10], com sinais 
[+  −  +], o sistema de equações levou a ܿ = 74, que corresponde a erro negativo. Então, o algoritmo 
prevê que se deve substituir uma das abscissas por este valor. Devido a este valor de ܿ ser maior do 
que todos os três valores do conjunto de abscissas, o único ponto que poderia ser substituído é o de 
valor ܿ = 10, porém os sinais passariam a ser [+  −  −], o que contradiz os fundamentos do algoritmo, 
porque eles precisariam se manter alternados. 
Foi possível encontrar o caminho correto, e não se tratava de uma simples substituição. O 
valor de ܿ = 74 precisa ser o último, e ele tem erro negativo. Então o novo conjunto de abscissas deve 
ser [3 10 74]. 
Este procedimento levou a convergência e se chegou aos mesmos valores em termos 
absolutos para os picos e vales da curva de erro. Foi confirmado que o resultado é uma MiniMax 
através das iterações gráficas. Essa substituição com deslocamento indica uma possível generalização 
do algoritmo de Remez. 
Para a primeira equação, encontrou-se que os melhores resultados ocorrem quando as 
potências se situam entre 2,45 e 2,55. Não há grandes diferenças de resultados com variações no 
segundo dígito decimal das potências, então o valor 2,5 foi escolhido para a nova potência. 
Para as demais equações ocorreram exatamente as mesmas situações, e as melhores 
potências foram as de valor 2,6 e 2,8. Assim, obteve-se para a Eq. (1.5): 
ߚଵ ≅ 57√ܿ + 1,57ܿଶ,ହ57 + 10,15ܿ + ܿଶ,ହ 
para a Eq. (1.6): 
ߚଵ ≅ 136√2ܿ + 2,405ܿଶ,଺136 + 18,6ܿ + ܿଶ,଺  
e para a Eq. (1.7): 
ߚଵ ≅ 416√3ܿ + 3,14ܿଶ,଼416 + 45,6ܿ + ܿଶ,଼ 
com erros máximos realmente menores: 0,25% a 0,4% em módulo. 
Estes resultados de erros começam a se tornar muito interessantes, e a questão agora passa a 
ser sobre qual a forma ideal de expressão. Não há como se escolher formas arbitrárias e testar uma a 
uma, porque há uma infinidade de possibilidades. 
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Para que uma expressão que corresponda a uma razão com potências de ܿ ter valor correto 
quando ܿ  tende a infinito, é necessário que a maior potência do numerador seja igual a maior potência 
do denominador e que a razão de seus parâmetros seja igual a ߚଵ,ஶ. 
Para que esta expressão tenha a tendência dada pela Eq. (2.12), é necessário que a menor 
potência do numerador seja ½, a menor potência do denominador seja zero, e a razão entre seus 
parâmetros seja ݉. 
Contudo, estas condições ainda são satisfeitas por uma infinidade de formas. Felizmente, ao 
final deste trabalho, obteve-se como caso particular de uma expressão válida para todas as raízes da 
Eq. (1.5), a seguinte expressão: 
ߚଵ ≅ √ܿଶ + ܿ2ܿ/ߨ + 1 
que possui erro máximo de 0,5%. 
Este resultado é um tanto surpreendente porque esta expressão é tão simples que nem mesmo 
possui um parâmetro de ajuste, e isto nos fornece indicação de uma forma mais geral que pode ser 
investigada: 
ߚଵ ≅    
ቆݎଵ௤ (݉ܿ) ଵଶ௤ + ߚଵ,ஶ
ଵ௤ ܿ௣௤ቇ
௤
ݎ + ܿ௣  
Observe-se como o parâmetro com maior potência no numerador e no denominador levam ao 
resultado exato quando ܿ tende a infinito: 
lim௖→ஶ
ቆݎଵ௤ (݉ܿ) ଵଶ௤ + ߚଵ,ஶ
ଵ௤ ܿ௣௤ቇ
௤
ݎ + ܿ௣ = lim௖→ஶ
ቆߚଵ,ஶ
ଵ௤ ܿ௣௤ቇ
௤
ܿ௣ = ߚଵ,ஶ 
e como os parâmetros da menor potência leva a tendência dada pela Eq. (2.12): 
lim௖→଴
ቆݎଵ௤ (݉ܿ) ଵଶ௤ + ߚଵ,ஶ
ଵ௤ ܿ௣௤ቇ
௤
ݎ + ܿ௣√݉ܿ = lim௖→଴
ቆݎଵ௤ (݉ܿ) ଵଶ௤ቇ௤
ݎ√݉ܿ = 1 
Surpreendentemente, os sistemas algébricos computacionais que não puderam resolver o 
sistema de equações gerados pela expressão anterior, que era bem mais simples, conseguiram 
resolver este caso. Então o algoritmo de Remez pôde ser utilizado com incógnitas adicionais 
correspondentes às potências, o que diminuiu muito o trabalho. 
A expressão resultante passou a ter um erro máximo da ordem de 0,05% para a Eq. (1.5), o 
qual é muito menor do que os que foram obtidos até o momento. Além disso, ocorreu uma 
coincidência favorável a uma simplificação desta expressão: ݍ = 0,50437, o que nos leva a utilizar 
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ݍ = 0,5, ou seja, é possível se utilizar a potência fracionária mais simples, a raiz quadrada, sem perda 
significativa de exatidão. 
Apesar da obtenção da solução dos sistemas de equações, a busca dos valores finais ainda foi 
árdua, porque os sistemas levavam a várias soluções, que eram reordenadas de maneira diferente a 
cada iteração, e não havia como se distinguir entre algumas delas qual seria a correta, sendo 
necessário se testar mais de uma delas nestes casos. 
Tudo isso foi feito para as três equações, e o resultado final foi compensador por se tratar de 
uma expressão simples e de grande exatidão: 
 ߚଵ ≅    
ට݉ܣଶܿ + ߚଵ,ஶଶ ܿଶ௞
ܣ + ܿ௞  
(5.5)
onde ݇ = 1,037 e ܣ = 4,025 para a Eq. (1.5), ݇ = 1,062 e ܣ = 5,63 para a Eq. (1.6), e ݇ = 1,081 e ܣ =
7,25 para a Eq. (1.7). Novamente estes resultados foram confirmados pelas iterações gráficas e esta 
expressão está identificada como “Algébrica” na Figura 8.13, Figura 8.14 e Figura 8.15, 
respectivamente. 
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6. NOVAS EXPRESSÕES APROXIMADAS PARA A PRIMEIRA RAIZ OBTIDAS A 
PARTIR DA APROXIMAÇÃO DE PADÉ 
A aproximação de Padé foi utilizada para se obter uma nova família de funções iterativas no 
capítulo 3, e agora será utilizada para obter expressões aproximadas das raízes das Eqs. (1.5), (1.6) e 
(1.7).  
A aproximação de Padé é uma função racional que, de modo muito análogo ao polinômio de 
Taylor, pode ser utilizada para aproximar uma função. A expansão em frações contínuas também pode 
ser considerada como uma função racional, mas é escrita de um modo diferente: 
ܽଵ(ݔ)
ܾଵ(ݔ) + ܽଶ(ݔ)ܾଶ(ݔ) + ܽଷ(ݔ)ܾଷ(ݔ) + ⋯
 
onde ܽ௡ e ܾ௡ são polinômios em ݔ (LORENTZEN; 2010). Há forte relação entre estas três 
aproximações e, nos casos que serão apresentados, a expansão em frações contínuas também será 
caso particular da aproximação de Padé. 
6.1. Expressões Geradas por Sistemas Algébricos Computacionais 
A aproximação MiniMax está disponível no MatLab® 2015a apenas para problemas de 
processamento de sinais. O Maple® 2015 e o Wolfram Mathematica® 10 disponibilizam a aproximação 
MiniMax para funções racionais, sendo que por este último é possível se encontrar a aproximação de 
funções definidas parametricamente. 
As Eqs. (1.5), (1.6) e (1.7) podem facilmente passar da forma implícita para a forma 
paramétrica. Por exemplo, a Eq. (1.5) pode ser reescrita como: 
ቄߚ = ݐܿ = ݐ tan ݐ 
que é implementada no Wolfram Mathematica® 10. 
É necessário se especificar o intervalo para que a expressão racional MiniMax seja 
determinada, além dos graus do numerador e do denominador. Após várias simulações, o melhor 
resultado ocorreu com o intervalo [0,01, 100] e com a ordem [3, 2]: 
ߚଵ = 0,0496 + 6,892ܿ + 26,04ܿଶ + 0,0055ܿଷ1 + 20,32ܿ + 16,82ܿଶ  
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onde os valores dos parâmetros foram arredondados um a um, até um máximo que não acarretasse 
em diferença perceptível no resultado. Esta expressão tem erro relativo máximo de 0,7% no intervalo 
escolhido, conforme Figura 6.1, mas que cresceu proibitivamente fora desse intervalo, devido a essa 
expressão não ter valores corretos quando ܿ tende a zero ou infinito. 
 
  
Figura 6.1 Erro relativo das raízes da Eq. (1.5) calculadas pela primeira forma da expressão racional gerada pelos sistemas 
algébricos computacionais 
 
Em vez de se aproximar diretamente as soluções por expressões racionais MiniMax, uma 
outra iniciativa foi a de se aproximar o lado esquerdo das equações por estas expressões e então 
resolver as equações resultantes. 
Aplicaremos essa ideia à Eq. (1.5) utilizando a máxima ordem que permite solução por 
equação quadrática, que é a ordem [2, 2]. Naturalmente, o Maple® 2015 e o Wolfram Mathematica® 
10 levaram aos mesmos resultados. Observou-se que ao expandir o intervalo para um dos lados, a 
aproximação se tornava melhor para este lado, porém, a expansão dos dois lados simultaneamente 
levava a divergência. Procurou-se, então, o equilíbrio entre ambos lados através de simulações, o qual 
foi encontrado com o intervalo ܿ ∈ [0,031618, 1,47292] que corresponde ao intervalo das raízes ߚ ∈
[0,001, 15]. 
Assim, para este intervalo, a aproximação MiniMax é: 
ߚ tan ߚ = 0,00030275 − 0,013189ߚ + 1,4995ߚଶ1,3552 + 0,40372ߚ − 0,79806ߚଶ  
que leva a: 
0,00030275 − 0,013189ߚ + 1,4995ߚଶ
1,3552 + 0,40372ߚ − 0,79806ߚଶ = ܿ 
de onde se obtém: 
ߚଵ = 0,253ܿ + 0,008263 + ඥ1,7ܿଶ + 3,194ܿ − 0,000644ܿ + 1,879  
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que já apresenta um resultado um pouco melhor, porque, apesar do erro relativo máximo ser o 
mesmo, o intervalo para ܿ é mais amplo, conforme pode ser visto na Figura 6.2. 
 
   
Figura 6.2 Erro relativo das raízes da Eq. (1.5) calculadas pela expressão algébrica obtida indiretamente da expressão 
racional pelos sistemas algébricos computacionais 
 
Deixa-se registrado aqui que através da substituição de variável: 
ߚ = arctan ߞ 
onde 0 ≤ ߚ ≤ ߨ/2 e 0 ≤ ߞ < ∞, a Eq. (1.5) pode ser reescrita como: 
ߞ arctan ߞ = ܿ 
que tem um lado esquerdo que não é mais uma função com assíntota vertical. Porém, ela não leva a 
melhor resultado. 
Será visto na próxima seção que as funções que aparecem do lado esquerdo das Eqs. (1.5), 
(1.6) e (1.7) podem ser escritas em termos de potências pares de ߚ. Os sistemas algébricos 
computacionais não puderam ser utilizados em várias oportunidades ao longo deste trabalho, 
levando-nos a executar o algoritmo de Remes manualmente, justamente por eles servirem apenas 
para expressões racionais com todas as potências. 
Entretanto, uma modificação nas equações permite a utilização desses sistemas para obter 
expressões apenas com potências pares. Através da mudança de variável: 
ߞ = ߚଶ 
a Eq. (1.5) pode ser reescrita como: 
ඥߞ tan ඥߞ = ܿ 
onde o lado esquerdo pode ser aproximado por expressões racionais MiniMax em várias ordens. 
Utilizando ordem [1/1], obtém-se: 
ඥߞ tan ඥߞ = 0,00001385 + 0,9645ߞ1 − 0,392ߞ  
que leva a: 
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0,00001385 + 0,9645ߚଶ
1 − 0,392ߚଶ = ܿ 
e, portanto:  
 ߚଵ ≅ ඨ 2,55ܿܿ + 2,46 (6.1)
Apesar desta expressão não ter as tendências corretas, ela tem um erro que não aumenta 
ilimitadamente para os extremos do intervalo, conforme pode ser visto na Figura 6.3. 
 
 
Figura 6.3 Erro relativo das raízes da Eq. (1.5) calculadas pela expressão algébrica obtida indiretamente da expressão 
racional de ordem [1/1] gerada pelos sistemas algébricos computacionais 
 
Utilizando ordem [1/2], analogamente se obtém:  
 ߚଵ ≅ ඨඥ0,2364ܿଶ + 0,64ܿ + 1 − 1 − 0,32ܿ0,06718ܿ  (6.2)
onde se observa que se o valor de ܿ for muito baixo em relação ao número de dígitos que utiliza a 
máquina que estiver efetuando o cálculo, então ඥ0,2364ܿଶ + 0,64ܿ + 1 ≅ 1, o que adicionará erro 
devido a truncamento de dígitos. 
Este erro é muito conhecido em cálculo numérico, e a fórmula quadrática (conhecida no Brasil 
como fórmula de Báskara) pode ser modificada para que ele não ocorra: 
ܽݔଶ + ܾݔ + ܿ = 0 → ݔ = −ܾ ± √ܾଶ − 4ܽܿ2ܽ =
−2ܿ
ܾ ± √ܾଶ − 4ܽܿ 
onde se observa que o valor baixo de ܿ não causa erro em pelo menos uma das raízes de cada 
expressão, conforme ܾ for positivo ou negativo. 
Esta igualdade de fórmulas pode ser provada por multiplicações por conjugados e, da mesma 
maneira, pode-se modificar a expressão obtida para se chegar a uma forma que não tem essa restrição 
numérica: 
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ߚଵ ≅ ඨ 6,227ܿܿ + 3,13 + ඥ2,3ܿଶ + 6,3ܿ + 9,7 
Esta expressão (em qualquer uma das duas formas acima) tem erro máximo bem menor do que o da 
expressão obtida a partir da ordem [1, 1], como pode ser visto na Figura 6.4 
 
 
Figura 6.4 Erro relativo das raízes da Eq. (1.5) calculadas pela expressão algébrica obtida indiretamente da expressão 
racional de ordem [1/2] gerada pelos sistemas algébricos computacionais 
 
Utilizando ordem [2/1], analogamente se obtém: 
 ߚଵ ≅ ට2,713ܿ + 6,704 − ඥ(2,713ܿ + 6,704)ଶ − 13,398ܿ (6.3)
Apesar da ordem [2/1] ser equivalente à ordem [1/2], esta expressão tem erro máximo muito menor, 
como pode ser visto na Figura 6.5. Durante o desenvolvimento de expressões iterativas, observou-se 
em várias oportunidades que o denominador era mais importante para a convergência do que o 
numerador, mas agora observou-se esta inversão. 
Esta expressão é a que tem menor erro de todas desenvolvidas até aqui. Porém, com uma 
pequena mudança em seus valores, ela levará a resultados melhores, o que será feito mais adiante. 
 
 
Figura 6.5 Erro relativo das raízes da Eq. (1.5) calculadas pela expressão algébrica obtida indiretamente da expressão 
racional de ordem [2/1] gerada pelos sistemas algébricos computacionais 
 
Finalmente, utilizando ordem [2/2], se obtém:  
88 
 ߚଵ = ඨܿ + 2,32074 − ඥ0,776384ܿଶ + 2,541112ܿ + 2,32074ଶ0,04817737ܿ + 0,452517  (6.4)
a qual também tem uma subtração que poderá adicionar erro a seu resultado. Utilizando de 
multiplicações por conjugados, e arredondando-se novamente os parâmetros, obtém-se: 
ߚଵ = ඨ (381ܿ + 3578,6)ܿ(ܿ + 9,3927)(82,086ܿ + 190,5 + ඥ5231,2ܿଶ + 17122ܿ + 36288 
que tem erro máximo extremamente menor, como pode ser visto na Figura 6.6, e que tem todos esses 
dígitos significativos necessários, devido a seu grau de exatidão. 
 
 
Figura 6.6 Erro relativo das raízes da Eq. (1.5) calculadas pela expressão algébrica obtida indiretamente da expressão 
racional de ordem [2/2] gerada pelos sistemas algébricos computacionais 
 
Estas expressões não foram obtidas com tanta facilidade como podem aparentar. Os sistemas 
não conseguiam encontrar a MiniMax para intervalos grandes de ܿ, então foi necessário se procurar 
os intervalos que levassem aos melhores resultados, através de exaustivo processo de tentativa e erro. 
A diminuição de um dos extremos do intervalo só podia ser conseguida com o aumento do outro 
extremo, então sempre se procurou um equilíbrio entre os dois. 
Apesar da exatidão destas expressões, ainda não será utilizada esta metodologia para as duas 
outras equações, porque primeiro incluiremos nelas as tendências corretas, o que diminuirá o erro, 
eliminará as divergências que ocorrem com o aumento dos intervalos, e também elucidará algumas 
coincidências observadas como, por exemplo, na última expressão, onde se encontrou acidentalmente 
que 5,38583 ≅ 2,32074ଶ. 
Isto será conseguido substituindo esta abordagem com sistemas algébricos computacionais 
por uma abordagem analítica, e apenas os valores dos parâmetros que aparecem nestas expressões 
serão modificados: a forma será mantida a mesma e os resultados serão melhores. 
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6.2. A Expansão em Frações Contínuas e a Aproximação de Padé 
A expansão em frações contínuas das funções que estão presentes nas Eqs. (1.5), (1.6) e (1.7) 
são: 
tan ߚ = ߚ1 + ߚଶ−3 + ߚଶ5 + ߚଶ−7 + ߚଶ9 + ⋯
 
Jଵ(ߚ)J଴(ߚ) =
ߚ
2 − ߚଶ4 − ߚଶ6 − ߚଶ8 − ߚଶ10 + ⋯
 
cot ߚ = 1ߚ −
ߚ
3 − ߚଶ5 − ߚଶ7 − ߚଶ9 − ߚଶ11 − ⋯
 
É muito interessante se observar a convergência destas expressões. A Figura 6.7 exemplifica 
o caso da fração contínua truncada com os cinco quocientes parciais mostrados acima para a Eq. (1.6). 
 
 
Figura 6.7 Aproximação da razão entre as funções de Bessel por fração contínua 
 
As duas outras frações contínuas levam a gráficos análogos. Observe-se que até mesmo os 
pontos com assíntotas verticais podem ser aproximados através das raízes dos denominadores das 
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funções racionais. Quanto maior o grau do denominador, maior o número de raízes, e mais assíntotas 
podem ser representadas. 
Substituindo na Eq. (1.5) a respectiva fração contínua, obtém-se: 
 
ߚଶ
1 + ߚଶ−3 + ߚଶ5 + ߚଶ−7 + ߚଶ9 + ⋯
= ܿ 
(6.5)
Substituindo na Eq. (1.6), obtém-se: 
 
ߚଶ
2 − ߚଶ4 − ߚଶ6 − ߚଶ8 − ߚଶ10 + ⋯
= ܿ 
(6.6)
E na Eq. (1.7), obtém-se:  
 
ߚଶ
3 − ߚଶ5 − ߚଶ7 − ߚଶ9 − ߚଶ11 − ⋯
= ܿ 
(6.7)
A equivalência entre as três equações sob esta forma é notável, e mais uma vez se confirma a melhor 
opção de se utilizar (1 − ܿ) em vez de simplesmente ܿ na Eq. (1.7). 
O truncamento com apenas um termo da Eq. (6.5) leva a: 
ߚଶ
1 = ܿ → ߚଵ = √ܿ 
a da Eq. (6.6) leva a: 
ߚଶ
2 = ܿ → ߚଵ = √2ܿ 
e a da Eq. (6.7) leva a: 
ߚଶ
3 = ܿ → ߚଵ = √3ܿ 
Ou seja, a Eq. (2.12) é obtida através do truncamento para apenas um quociente parcial. 
Consideremos incialmente a Eq. (6.5). Ela pode ser resolvida por equação quadrática com as 
seguintes quantidades de quocientes: 
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ߚଶ
1 + ߚଶ−3
≅ ܿ, ߚଶ1 + ߚଶ−3 + ߚଶ5
≅ ܿ, ߚଶ1 + ߚଶ−3 + ߚଶ5 − ߚଶ7
≅ ܿ 
Este conjunto de equações pertence a um conjunto maior que é obtido através da aproximação 
de Padé de várias ordens da função ߚ tan ߚ: 
ߚ tan ߚ ≅ ߚଶ1 − 13 ߚଶ
 
ߚ tan ߚ ≅ ߚଶ1 − 13 ߚଶ − 145 ߚସ
 
ߚ tan ߚ ≅ ߚଶ −
115 ߚସ
1 − 25 ߚଶ
 
ߚ tan ߚ ≅ ߚଶ −
221 ߚସ
1 − 37 ߚଶ + 1105 ߚସ
 
as quais levam, respectivamente, a: 
ߚଵ ≅ ඨ 3ܿܿ + 3 
ߚଵ ≅ ඨ 32ܿ ൬ඥ45ܿଶ + 150ܿ + 225 − 5(ܿ + 3)൰ 
ߚଵ ≅ ට3ܿ + 7,5 − ඥ(3ܿ + 7,5)ଶ − 15ܿ 
 ߚଵ ≅ ඨ15(3ܿ + 7) − ඥ15 (107ܿଶ + 350ܿ + 735)2(ܿ + 10)  (6.8)
Estas expressões resultantes possuem valores máximos de erro, respectivamente, de 10%, 2%, 0,65% 
e 0,03%. Repetindo-se esse procedimento a partir da Eq. (6.6), obtém-se: 
ߚଵ ≅ ඨ 8ܿܿ + 4 
ߚଵ ≅ ඨ4ܿ ൬ඥ21ܿଶ + 72ܿ + 144 − 3(ܿ + 4)൰ 
ߚଵ ≅ ටܿ + 3 − ඥ(ܿ + 3)ଶ − 3ܿ 
92 
 ߚଵ ≅ ඨ12(3ܿ + 8) − 4ඥ3 (19ܿଶ + 48ܿ + 192)ܿ + 12  (6.9)
as quais possuem erros máximos, respectivamente, de 16%, 4,5%, 2% e 0,15%. Finalmente, a partir 
da Eq. (6.7), obtém-se 
ߚଵ ≅ ඨ 15ܿܿ + 5 
ߚଵ ≅ ඨ 52ܿ ൬ඥ133ܿଶ + 490ܿ + 1225 − 7(ܿ + 5)൰ 
ߚଵ ≅ ට5ܿ + 17,5 − ඥ25ܿଶ + 70ܿ + 306,25 
 ߚଵ ≅ ඨ105(ܿ + 3) − 3ඥ35 (23ܿଶ + 42ܿ + 315)2(ܿ + 14)  (6.10)
as quais possuem erros máximos, respectivamente, de 23%, 7%, 3% e 0,35%. Apenas as últimas 
equações correspondem a expressões que tem exatidões que sejam comparáveis às expressões já 
desenvolvidas. Na Figura 8.13, Figura 8.14 e Figura 8.15, respectivamente, as expressões das Eqs. 
(6.8), (6.9) e (6.10) estão identificadas como “Frações Parciais”. 
Observa-se que estas expressões têm apenas diferenças nos valores dos parâmetros em 
relação as das Eqs. (6.1) a (6.4), mas exatamente as mesmas formas. Então, nosso objetivo agora é o 
de descobrir os valores desses parâmetros que levem essas expressões aos melhores resultados. 
6.3. Uma Expressão Obtida a Partir da Aproximação de Padé de Ordem [1, 1] 
Iniciaremos pela primeira forma: 
ߚଵ ≅ ඨ ݔଵܿݔଶܿ + 1 
Para que ela tenha valor correto quando ܿ tende a zero, é necessário que: 
lim௖→଴శ ඨ
ݔଵܿݔଶܿ + 1 = 0 
o que é automaticamente satisfeito para quaisquer valores de parâmetros ݔଵ e ݔଶ. 
Para que esta expressão tenha a tendência da Eq. (2.12), é necessário que 
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lim௖→଴శ
ට ݔଵܿݔଶܿ + 1
√݉ܿ =
ݔଵ݉ = 1 
Para que ela tenha valor correto quando ܿ tende a infinito, é necessário que: 
lim௖→ஶ ඨ
ݔଵܿݔଶܿ + 1 = ඨ
ݔଵݔଶ = ߚଵ,ஶ 
Assim, resolvendo esse sistema de equações, a expressão é reescrita como: 
ߚଵ ≅ ඩ
݉ܿ
1 + ݉ܿߚଵ,ஶଶ
 
que já havia sido descoberta por Ostrogorsky e Mikic (2008), apresentada na Eq. (2.25), e utilizada 
no método do ponto fixo, levando as expressões das Eqs. (5.1) e (5.2). 
6.4. Uma Expressão Obtida a Partir da Aproximação de Padé de Ordem [1, 2] 
Consideremos a próxima forma: 
ߚଵ ≅ ඨඥݔଵܿଶ + ݔଶܿ + 1 − 1 − ݔଷܿݔସܿ  
que não foi a que deu melhores resultados, porém, é necessário verificar se a razão não é a de que os 
parâmetros estavam muito diferentes dos ideais. 
Para que ela tenha valor correto quando ܿ tende a zero, é necessário que: 
lim௖→଴శ ඨ
ඥݔଵܿଶ + ݔଶܿ + 1 − 1 − ݔଷܿݔସܿ = ඨ
ݔଶ − 2ݔଷ2ݔସ = 0 
Para que esta expressão tenha a tendência da Eq. (2.12), é necessário que 
lim௖→଴శ
ඨඥݔଵܿଶ + ݔଶܿ + 1 − 1 − ݔଷܿݔସܿ
√݉ܿ = ඨ
ݔଵ − ݔଷଶ2݉ݔସ = 1 
Para que ela tenha valor correto quando ܿ tende a infinito, é necessário que: 
lim௖→ஶ ඨ
ඥݔଵܿଶ + 2ݔଷܿ + 1 − 1 − ݔଷܿݔସܿ = ඨ
√ݔଵ − ݔଷݔସ = ߚଵ,ஶ 
Então, para que a expressão tenha as tendências corretas, ela deve ter a forma: 
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ߚଵ ≅ ളۣളള
ളളള
ളളള
ളለඨቆݔଷଶ − 4݉ݔଷߚଵ,ஶଶ +
4݉ଶߚଵ,ஶସ ቇ ܿଶ + 2ݔଷܿ + 1 − 1 − ݔଷܿ
ቆ 2݉ߚଵ,ஶସ −
2ݔଷߚଵ,ஶଶ ቇ ܿ
 
onde o valor de ݔଷ deve ser determinado para que o erro máximo tenha o menor valor possível. 
Observe-se que a expressão da Eq. (6.2) não satisfaz exatamente essas condições: 
ݔଵ = ݔଷଶ − 4݉ݔଷߚଵ,ஶଶ +
4݉ଶ
ߚଵ,ஶସ = 0,32ଶ −
4 ⋅ 1 ⋅ 0,32
ߨଶ4
+ 4 ⋅ 1ଶߨସ16
= 0,2407 ≠ 0,2364 = ݔଵ 
2 ⋅ 1
ߨସ16
− 2 ⋅ 0,32ߨଶ4
= 0,06913 ≠ 0,06718 = ݔସ 
e consequentemente pode-se ver na Figura 6.4 que o erro relativo não se aproximam de zero nos 
extremos. A expressão equivalente obtida por Padé de Ordem [1, 2] sem alteração dos parâmetros 
para o caso da Eq. (6.5) também não satisfaz exatamente essas condições: 
ݔଷଶ − 4݉ݔଷߚଵ,ஶଶ +
4݉ଶ
ߚଵ,ஶସ = ൬
1
3൰
ଶ − 4 ⋅ 1 ⋅
13ߨଶ4
+ 4 ⋅ 1ଶߨସ16
= 0,2281 ≠ 0,2 = ݔଵ 
2 ⋅ 1
ߨସ16
− 2 ⋅ 0,333ߨଶ4
= 0,0586 ≠ 0,0444 = ݔସ 
Por se tratar de um único parâmetro, é preferível utilizar diretamente as iterações gráficas em 
vez de se iniciar através do algoritmo de Remez, para então se confirmar os resultados através das 
iterações gráficas. Os resultados são ݔଷ = 0,323, 0,227 e 0,167 que levam a erros de 0,13%, 0,35% e 
0,5%, para as Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Os resultados dessa expressão realmente não melhoraram suficientemente para que seja 
considerada nos gráficos comparativos. É interessante notar que justamente essa expressão não é um 
caso das frações contínuas. 
6.5. Uma Expressão Obtida a Partir da Aproximação de Padé de Ordem [2, 1] 
Consideremos agora a forma: 
ߚଵ ≅ ටݔଵܿ + ݔଶ − ඥ(ݔଷܿ + ݔସ)ଶ − ݔହܿ 
Para que ela tenha valor correto quando ܿ tende a zero, é necessário que: 
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lim௖→଴శ ටݔଵܿ + ݔଶ − ඥ(ݔଷܿ + ݔସ)ଶ − ݔହܿ = 0 
Para que ela tenha valor correto quando ܿ tende a infinito, é necessário que: 
lim௖→ஶ ටݔଵܿ + ݔଶ − ඥ(ݔଷܿ + ݔଶ)ଶ − ݔହܿ = ඨ
ݔହ2ݔଵ = ߚଵ,ஶ 
Para que tenha a tendência da Eq. (2.12), é necessário que 
lim௖→଴శ
ඨݔଵܿ + ݔଶ − ට(ݔଵܿ + ݔଶ)ଶ − 2ݔଵߚଵ,ஶଶ ܿ
√݉ܿ = ඨ
ݔଵߚଵ,ஶଶ݉ݔଶ = 1 
Portanto, a expressão com as tendências corretas é: 
ߚଵ ≅ ඩݔଵܿ + ݔଵߚଵ,ஶ
ଶ
݉ − ඨቆݔଵܿ +
ݔଵߚଵ,ஶଶ݉ ቇ
ଶ
− 2ݔଵߚଵ,ஶଶ ܿ 
Incorporando esses resultados na expressão, e ajustando seus valores por gráficos para ela ser uma 
MiniMax, obtém-se: 
 ߚଵ ≅ ܽඩܿ + ߚଵ,ஶ
ଶ
݉ − ඨቆܿ +
ߚଵ,ஶଶ݉ ቇ
ଶ
− 2ߚଵ,ஶଶܽଶ ܿ (6.11)
onde ܽ = 1,6508, 1,8483 e 2,0215 para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Ela está identificada como “Padé de Ordem [2, 1]” na Figura 8.13, Figura 8.14 e Figura 8.15, 
respectivamente. 
6.6. Uma Expressão Obtida a Partir da Aproximação de Padé de Ordem [2, 2] 
Consideremos agora a última forma: 
ߚଵ ≅ ඨܿ + ݔଵ − ඥݔସܿଶ + ݔହܿ + ݔ଺ݔଶܿ + ݔଷ  
Para que ela tenha valor correto quando ܿ tende a zero, é necessário que: 
lim௖→଴శ ඨ
ܿ + ݔଵ − ඥݔସ ܿଶ + ݔହܿ + ݔ଺ݔଶܿ + ݔଷ = 0 
e, então: 
ݔଵ − ඥݔ଺ = 0 
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o que explica a coincidência citada inicialmente. 
Para que esta expressão tenha a tendência da Eq. (2.12), é necessário que 
lim௖→଴శ
ඨܿ + ݔଵ − ඥݔସ ܿଶ + ݔହܿ + ݔଵଶݔଶܿ + ݔଷ
√݉ܿ = ඨ
2ݔଵ − ݔହ2݉ݔଵݔଷ = 1 
Para que ela tenha valor correto quando ܿ tende a infinito, é necessário que: 
lim௖→ஶ ඨ
ܿ + ݔଵ − ඥݔସ ܿଶ + ݔହܿ + ݔଵଶݔଶܿ + ݔଷ = ߚଵ,ஶ 
Assim, a expressão pode ser reescrita como:  
 ߚଵ ≅ ඩܿ + ݔଵ −
ට൫1 − ߚଵ,ஶଶ ݔଶ൯ଶ ܿଶ + 2ݔଵ(1 − ݉ݔଷ)ܿ + ݔଵଶ
ݔଶܿ + ݔଷ  
(6.12)
a qual tem os três parâmetros ݔଵ, ݔଶ e ݔଷ que podem ser determinados para melhor ajuste. 
Então, utilizando gráficos, não foi muito difícil se obter os parâmetros para o caso da Eq. (1.5), 
porém o mesmo não pode ser dito em relação às demais equações e felizmente o algoritmo de Remez 
convergiu inclusive para confirmar os parâmetros obtidos para a primeira equação. Os resultados 
estão na Tabela 6.1, Tabela 6.2 e Tabela 6.3 para as Eqs. (1.5), (1.6) e (1.7), respectivamente. 
Observou-se uma velocidade inicial de convergência muito alta. No primeiro cálculo do 
sistema não linear, o qual resulta nos dados da primeira linha dessas tabelas, os valores dos 
parâmetros já se aproximaram muito dos valores ótimos, e o erro máximo já se iniciou muito baixo 
(mostrado na última coluna das tabelas). 
O tempo computacional é quase todo utilizado para se calcular o ponto de maior erro 
(mostrado na coluna do ܿ). Então, optou-se por ‘varrer’ o intervalo iniciando do extremo esquerdo 
0,01 e multiplicando sucessivamente este valor por 1,001 até chegar a 100. Após isso, passou-se a 
utilizar valores menores como 1,0001 e 1,00001. Não há qualquer preocupação com divergência 
devido a esse procedimento porque a estimativa inicial [0,1, 1, 10, 100] é absolutamente arbitrária, e 
qualquer linha pode ser considerada como um novo reinício. 
Assim, o menor erro possível foi encontrado com valores de parâmetros que podem ser 
arredondados para  ݔଵ = 2,3250266, ݔଶ = 0,0468978 e ݔଷ = 0,449981 para a Eq. (1.5), ݔଵ =
2,636312, ݔଶ = 0,030765 e ݔଷ = 0,340892 para a Eq. (1.6), e ݔଵ = 2,937165, ݔଶ = 0,0220076 e ݔଷ =
0,274973 para a Eq. (1.7), e os resultados estão na Figura 8.17. 
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Tabela 6.1 Resultados do algoritmo de troca de Remez para a primeira raiz da Eq. (1.5) calculada pela Eq. (6.12)  
Abscissas ݔଵ ݔଶ ݔଷ ℎ ܿ ܪ [0,1 1 10 100] 2,3249342 0,0469233 0,4500413 6,25·10-7 1,666797658 1,24·10-6 [0,1 1,667 10 100] 2,3250244 0,0468989 0,4499782 6,91·10-7 6,144625098 1,19·10-6 [0,1 1,667 6,145 100] 2,3248931 0,0469415 0,4500582 7,57·10-7 0,3079470685 1,25·10-6 [0,3079 1,667 6,145 100] 2,3252894 0,0468224 0,4498184 8,88·10-7 35,76783086 1,34·10-6 [0,3079 1,667 6,145 35,77] 2,3250260 0,0468980 0,4499812 9,86·10-7 0,2727371545 9,98·10-7 [0,2727 1,667 6,145 35,77] 2,3250308 0,0468966 0,4499784 9,89·10-7 38,62418076 9,99·10-7 [0,2727 1,667 6,145 38,62] 2,3250261 0,0468979 0,4499812 9,91·10-7 0,2730782875 9,95·10-7 [0,2731 1,667 6,145 38,62] 2,3250262 0,0468979 0,4499812 9,91·10-7 0,2758558565 9,95·10-7 [0,2759 1,667 6,145 38,62] 2,3250263 0,0468979 0,4499812 9,91·10-7 0,2715071705 9,95·10-7 [0,2715 1,667 6,145 38,62] 2,3250262 0,0468979 0,4499812 9,91·10-7 0,2764357595 9,95·10-7 [0,2764 1,667 6,145 38,62] 2,3250266 0,0468978 0,4499810 9,91·10-7 0,2753184645 9,96·10-7 [0,2753 1,667 6,145 38,62] 2,3250266 0,0468978 0,4499810 9,91·10-7    
 
Tabela 6.2 Resultados do algoritmo de troca de Remez para a primeira raiz da Eq. (1.6) calculada pela Eq. (6.12)  
Abscissas ݔଵ ݔଶ ݔଷ ℎ ܿ ܪ [0,1 1 10 100] 2,6348589 0,03090463 0,3412321 3,02·10-6 2,204630855 1,15·10-5 [0,1 2,205 10 100] 2,6352128 0,03088273 0,3411090 3,93·10-6 0,4154651714 8,10·10-6 [0,4155 2,205 10 100] 2,6371223 0,03068176 0,3407186 4,81·10-6 6,892287978 6,84·10-6 [0,4155 2,205 6,892 100] 2,6369688 0,03070218 0,3407502 5,20·10-6 40,50051052 7,23·10-6 [0,4155 2,205 6,892 40,50] 2,6362798 0,03076805 0,3408989 5,64·10-6 0,3539680992 5,75·10-6 [0,3540 2,205 6,892 40,50] 2,6363244 0,03076335 0,3408898 5,67·10-6 2,037906836 5,78·10-6 [0,3540 2,038 6,892 40,50] 2,6363328 0,03076266 0,3408875 5,70·10-6 44,70242703 5,75·10-6 [0,3540 2,038 6,892 44,70] 2,6363184 0,03076403 0,3408906 5,71·10-6 7,249821922 5,76·10-6 [0,3540 2,038 7,250 44,70] 2,6363121 0,03076476 0,3408920 5,72·10-6 0,3517065805 5,72·10-6 [0,3517 2,038 7,250 44,70] 2,6363117 0,03076480 0,3408921 5,72·10-6    
 
Tabela 6.3 Resultados do algoritmo de troca de Remez para a primeira raiz da Eq. (1.7) calculada pela Eq. (6.12)  
Abscissas ݔଵ ݔଶ ݔଷ ℎ ܿ ܪ [0,1 1 10 100] 2,9331966 0,0221881 0,2754676 6,12·10-6 2,623872756 3,80·10-5 [0,1 2,624 10 100] 2,9332943 0,0222139 0,2753433 9,54·10-6 0,5365104294 2,42·10-5 [0,5365 2,624 10 100] 2,9382152 0,0219564 0,2748602 1,28·10-5 47,09689287 1,64·10-5 [0,5365 2,624 10 47,10] 2,9371352 0,0220076 0,2749759 1,38·10-5 8,191478999 1,54·10-5 [0,5365 2,624 8,191 47,10] 2,9369712 0,0220174 0,2749927 1,42·10-5 0,4313832495 1,47·10-5 [0,4314 2,624 8,191 47,10] 2,9371425 0,0220084 0,2749761 1,44·10-5 2,379894729 1,48·10-5 [0,4314 2,380 8,191 47,10] 2,9371702 0,0220073 0,2749720 1,45·10-5 48,95234831 1,45·10-5 [0,4314 2,380 8,191 48,95] 2,9371654 0,0220076 0,2749726 1,45·10-5 0,4295191184 1,45·10-5 [0,4295 2,380 8,191 48,95] 2,9371655 0,0220076 0,2749726 1,45·10-5 8,136387854 1,45·10-5 [0,4314 2,380 8,136 48,95] 2,9371654 0,0220076 0,2749726 1,45·10-5    
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7. NOVAS EXPRESSÕES APROXIMADAS PARA AS DEMAIS RAÍZES 
7.1. A Generalização da Expressão Obtida a Partir da Aproximação de Padé de Ordem [1, 
1] 
Uma expressão para todas as raízes da Eq. (1.5) pode ser obtida a partir da aproximação de 
Padé de ordem [1, 1] da função tangente em torno do ponto ߚ = 0 que já foi utilizada para a primeira 
raiz: 
tan ߚଵ ≅ ߚଵ1 − 13 ߚଵଶ
 
Devido a periodicidade da função tangente, essa equação pode ser modificada para ser válida para 
qualquer raiz: 
tan ߚ௡ ≅ ߚ௡ − (݊ − 1)ߨ1 − 13 (ߚ௡ − (݊ − 1)ߨ)ଶ
 
e, então, a Eq. (1.5) pode ser aproximada por: 
ߚ௡ ߚ௡ − (݊ − 1)ߨ1 − 13 (ߚ௡ − (݊ − 1)ߨ)ଶ
≅ ܿ 
que tem solução: 
ߚ௡ ≅ ߨ(݊ − 1)(ܿ + 3/2) + ඥ3ܿଶ + 9ܿ + 9/4 ߨଶ(݊ − 1)ଶܿ + 3  
Como anteriormente, seus parâmetros podem ser substituídos por outros que levem a 
melhores resultados: 
ߚ௡ ≅ ݔଵ(݊ − 1)(ܿ + ݔଶ) + ඥݔଷܿଶ + ݔସܿ + ݔହ(݊ − 1)ଶܿ + ݔ଺  
Para que esta expressão tenha valores corretos quando ܿ tende a zero, é necessário que 
lim௖→଴శ
ݔଵ(݊ − 1)(ܿ + ݔଶ) + ඥݔଷܿଶ + ݔସܿ + ݔହ(݊ − 1)ଶܿ + ݔ଺ =
ݔଵݔଶ + ඥݔହݔ଺ (݊ − 1) = (݊ − 1)ߨ 
Para que ela tenha valores corretos quando ܿ tende a infinito: 
lim௖→ஶ
ݔଵ(݊ − 1)(ܿ + ݔଶ) + ඥݔଷܿଶ + ݔସܿ + ݔହ(݊ − 1)ଶܿ + ݔ଺ = ݊ݔଵ + ඥݔଷ − ݔଵ = ൬݊ −
1
2൰ ߨ 
e, devido a primeira raiz ser a mais importante, pode-se fazer com que ela satisfaça também a 
tendência da Eq. (2.12): 
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lim௖→଴శ
1
√ܿ
ݔଵ(1 − 1)(ܿ + ݔଶ) + ඥݔଷܿଶ + ݔସܿ + ݔହ(1 − 1)ଶܿ + ݔ଺ =
√ݔସݔ଺ = 1 
Então, a expressão passa a ser: 
ߚ௡ ≅ ߨ(݊ − 1)(ܿ + ݔଶ) +
ට(ߨܿ 2⁄ )ଶ + ݔ଺ଶ ܿ + ൫ߨ(ݔ଺ − ݔଶ)(݊ − 1)൯ଶ
ܿ + ݔ଺  
onde os parâmetros ݔଶ e ݔ଺ podem ser determinados para o melhor ajuste. 
Novamente devido a primeira raiz ser a mais importante, o ajuste inicial será feito por ela. 
Substituindo ݊ por 1 nessa expressão, obtém-se: 
ߚଵ ≅ ඥ(ߨܿ 2⁄ )ଶ + ݔ଺ଶ ܿܿ + ݔ଺  
que desacopla o parâmetro ݔଶ e permite que o ajuste de ݔ଺ seja feito com o auxílio de gráficos. Através 
da Figura 7.1, observa-se que há dois valores possíveis para o parâmetro ݔ଺, sendo que um deles é 
mais próximo do √12 ≅ 3,5 da expressão inicial. 
 
Figura 7.1 Localização dos melhores valores do parâmetro ݔ଺ para a expressão para as raízes Eq. (1.5) obtida a partir de 
Padé [1,1] 
 
Consecutivos refinamentos nos intervalos levam a ݔ଺ = 1,59 e ݔ଺ = 3,83. Cada um destes 
valores é substituído na expressão de ߚ௡, e uma nova busca é feita com o parâmetro resultante através 
de gráfico análogo, obtendo-se ݔଶ = 0,575 e ݔଶ = 2,286, respectivamente. Substituindo estes 
parâmetros na expressão de ߚ௡, obtém-se dois conjuntos de resultados que se encontram na Figura 
7.2 e na Figura 7.3. 
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Considera-se que os resultados da Figura 7.2 são melhores do que os da Figura 7.3, e utiliza-
se, então, ݔଶ = 0,575 e ݔ଺ = 1,59. Observando que ݔ଺ ≅ 1 − ݔଶ ≅ ߨ 2⁄ , é possível se simplificar a 
expressão de ߚ௡ para:  
 ߚ௡ ≅ 2(݊ − 1)(ܿ + 0,57) + ඥܿଶ + ܿ + 4(݊ − 1)ଶ2ܿ/ߨ + 1  (7.1) 
que tem mesmos parâmetros para qualquer raiz e é bastante simples. 
 
 
Figura 7.2 Expressão obtida a partir de Padé [1,1] para as raízes Eq. (1.5) com ݔଶ = 0,575 e ݔ଺ = 1,59 
 
 
 
Figura 7.3 Expressão obtida a partir de Padé [1,1] para as raízes Eq. (1.5) com ݔଶ = 2,286 e ݔ଺ = 3,83 
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A exatidão da expressão da Eq. (7.1) pode ser vista pela Figura 7.4, que tem como caso 
particular: 
ߚଵ ≅ √ܿଶ + ܿ2ܿ/ߨ + 1 
que foi utilizada para se encontrar a expressão algébrica da primeira raiz. Expressões análogas para 
as raízes das outras equações não são possíveis de serem obtidas, e os resultados desta expressão 
estão mostrados também na Figura 8.18, Figura 8.19 e Figura 8.20, respectivamente para a segunda, 
a quarta e a oitava da Eq. (1.5). 
 
 
Figura 7.4 Expressão obtida a partir de Padé [1,1] para as raízes Eq. (1.5) com os parâmetros que levam à Eq. (7.1) 
7.2. A Generalização da Expressão de Yovanovich MiniMax 
A expressão Yovanovich MiniMax, mostrada na Eq. (5.4), é uma das que levou aos melhores 
resultados para a primeira raiz e, então, buscaremos sua generalização para as demais raízes. 
Ela foi obtida como aplicação da expressão de Churchill e Usagi (1972): 
ߚଵ(ܿ) ≅ ටߚଵ,଴௥ (ܿ) + ߚଵ,ஶ௥ (ܿ)ೝ  
onde ߚଵ,଴(ܿ) e ߚଵ,ஶ(ܿ) são expressões assintóticas para ߚଵ conforme ܿ tende a zero ou infinito, 
respectivamente, e ݎ é o parâmetro de ajuste. 
Inicialmente observou-se ser necessário que ߚଵ,଴௥ (ܿ) tenda a zero quando ܿ tender a infinito, e 
que ߚଵ,ஶ௥ (ܿ) tenda a zero quando ܿ tender a zero, porque, do contrário, o valor de uma delas iria se 
somar ao valor da outra e o resultado em cada extremo seria comprometido. Isto faz com que as 
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expressões assintóticas ߚଵ,଴(ܿ) = √݉ܿ e ߚଵ,ஶ(ܿ) = ߚଵ,ஶ não possam ser aplicadas diretamente, se ݎ >
0. 
Quando é utilizado ݇ = −ݎ > 0, 
ߚଵ(ܿ) ≅ 1
ඨ 1ߚଵ,଴௞ (ܿ) +
1ߚଵ,ஶ௞ (ܿ)
ೖ
 
e as expressões assintóticas acima passam a ser utilizáveis porque quando ܿ tende a zero, o inverso 
de ߚଵ,଴௞ (ܿ) aumenta ilimitadamente, e o valor de ߚଵ,ஶ௞ (ܿ) passa a ser negligenciável. Além disso, quando 
ܿ tende a infinito, o inverso de ߚଵ,଴௞ (ܿ) tende a zero e passa a ser ele mesmo negligenciável. 
A engenhosidade da expressão de Yovanovich (1996) reside no fato de que o inverso de 
ߚଵ,଴௞ (ܿ) tende ora a zero, ora a infinito, enquanto que o inverso de ߚଵ,ஶ௞ (ܿ) permanece constante, 
fazendo com que cada um dos termos seja dominante em um dos extremos de ܿ. 
A questão que será tratada agora é a de como pode ser possível se aproximar as demais raízes, 
lembrando que elas não tendem nem a zero, nem a infinito, então não há como elas possuírem uma 
expressão assintótica com esse comportamento. 
Isso nos leva a adotar a estratégia de se não utilizar apenas ߚ௡(ܿ) como função a ser ajustada, 
mas ൫ߚ௡(ܿ) − ߚ௡,଴൯, a qual tende a zero quando ܿ tende a zero, e o objetivo agora passa a ser o de se 
encontrar uma expressão assintótica para esta função. 
A partir da tendência da Eq. (2.13): 
lim௖→଴
ߚ௡(ܿ) − ߚ௡,଴ܿ =
1
ߚ௡,଴ 
pode-se obter várias expressões assintóticas, sendo que a mais simples é função afim. Então, 
utilizando esta opção mais simples, e mantendo a outra expressão assintótica como constante, obtém-
se: 
ߚ௡ − ߚ௡,଴ ≅ ቆቆ ܿߚ௡,଴ቇ
௥ + ൫ߚ௡,ஶ − ߚ௡,଴൯௥ቇ
ଵ௥ 
O ajuste dessa expressão pelo algoritmo de Remez levou a erros da ordem de 2 ⋅ 10ିଷ, os quais não 
consideramos aceitáveis, e passamos a investigar outras possibilidades. 
Consideremos, inicialmente, o caso particular das raízes da Eq. (1.5), onde ߚ௡,଴ é um múltiplo 
de ߨ e, então: 
tan൫ߚ௡ − ߚ௡,଴൯ = tan ߚ௡ 
A aproximação muito conhecida de que: 
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tan൫ߚ௡ − ߚ௡,଴൯ → ߚ௡ − ߚ௡,଴ quando ߚ௡ − ߚ௡,଴ → 0 
leva, então, a 
tan ߚ௡ → ߚ௡ − ߚ௡,଴  quando ߚ௡ → ߚ௡,଴ 
Multiplicando-se por ߚ௡ ambos lados desta equação, e utilizando a Eq. (1.5), obtém-se: 
 ߚ௡(ܿ) → ඨܿ + ൬ߚ௡,଴2 ൰
ଶ + ߚ௡,଴ 2  quando ܿ → 0 (7.2) 
onde utilizou-se que ߚ௡ → ߚ௡,଴ é equivalente a ܿ → 0, e que ߚ௡ ≥ 0. 
Observe que essa expressão também satisfaz a Eq. (2.13): 
lim௖→଴
ඨܿ + ൬ߚ௡,଴2 ൰
ଶ + ߚ௡,଴ 2 − ߚ௡,଴
ܿ = lim௖→଴
ඨܿ + ൬ߚ௡,଴2 ൰
ଶ − ߚ௡,଴ 2
ܿ = lim௖→଴
1
ඨܿ + ൬ߚ௡,଴2 ൰
ଶ + ߚ௡,଴ 2
= 1ߚ௡,଴ 
e, utilizando ela como nova expressão assintótica, obtém-se: 
ߚ௡ ≅ ߚ௡,଴ + ൮ቌඨܿ + ൬ߚ௡,଴2 ൰
ଶ − ߚ௡,଴ 2 ቍ
௥
+ ൫ߚ௡,ஶ − ߚ௡,଴൯௥൲
ଵ௥
 
que generaliza a expressão de Yovanovich pois ߚଵ,଴ = 0. Já se adianta que o ajuste dessa expressão 
levará a resultados satisfatórios, e passamos a procurar formas análogas para as raízes das outras 
equações. 
A função cotangente não tem uma expansão de Taylor em torno de zero para ser possível se 
repetir a dedução acima. É possível se modificar a Eq. (1.7) para: 
1
ߚ tan ߚ =
1
1 − ܿ 
e utilizar novamente que: 
tan ߚ௡ → ߚ௡ − ߚ௡,଴  quando ߚ௡ → ߚ௡,଴ 
multiplicando-se ambos seus lados por 1/ߚ௡ para obter: 
ߚ௡(ܿ) → ߚ௡,଴ ൬1 − 1ܿ൰  quando ܿ → 0 
que poderia ser utilizada para uma dedução análoga, porém seu resultado não corresponderia à 
expressão de Yovanovich para ݊ = 1. O caso da Eq. (1.6) seria ainda pior, porque as funções de Bessel 
não têm periodicidade, o que foi base para a dedução acima. Investigaremos, então, outra maneira. 
No caso particular ݊ = 1, para a Eq. (1.5), Yovanovich (1996) obteve: 
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ߚଵ ≅ ቀ൫√ܿ൯௥ + ൫ߚ௡,ஶ൯௥ቁ
ଵ௥  
enquanto que, no caso geral das Eqs. (1.5), (1.6) e (1.7), ele obteve: 
ߚଵ ≅ ቀ൫√݉ܿ൯௥ + ൫ߚ௡,ஶ൯௥ቁ
ଵ௥ 
Pois bem, para a Eq. (1.5), demonstrou-se que: 
ߚ௡ ≅ ߚ௡,଴ + ൮ቌඨܿ + ൬ߚ௡,଴2 ൰
ଶ − ߚ௡,଴ 2 ቍ
௥
+ ൫ߚ௡,ஶ − ߚ௡,଴൯௥൲
ଵ௥
 
e agora é necessária uma expressão equivalente no caso geral. 
O grande número de vezes que foram obtidos resultados análogos para as três equações torna 
tentador investigar se a expressão genérica pode ser encontrada apenas substituindo ܿ por ݉ܿ. 
Observe-se como a expressão de Yovanovich, no caso da Eq. (1.5), é o caso particular correspondente 
a ߚଵ,଴ = 0, o que demonstra muita analogia entre essas três expressões. 
Porém, a dúvida passa a ser sobre como deve surgir o termo ߚ௡,଴/2 na expressão equivalente 
ao caso geral. Deixando esse termo como um parâmetro livre dentro do algoritmo de Remez, para 
encontrar quais são seus valores ótimos, obtém-se os resultados que estão apresentados na Tabela 
7.1 e se observa que ele se aproxima de ݉ߚ௡,଴/2. 
 
Tabela 7.1 Busca de expressão para um parâmetro ótimo da expressão de Yovanovich MiniMax Generalizada 
݊ Eq. (1.5) Eq. (1.6) Eq. (1.7) Parâmetro ótimo ݉ߚ௡,଴2  Parâmetro ótimo 
݉ߚ௡,଴2  Parâmetro ótimo 
݉ߚ௡,଴2  2 1,55 1,57 3,73 3,83 6,33 6,74 3 3,05 3,14 6,67 7,02 10,8 11,6 4 4,50 4,71 9,55 10,2 15,0 16,4 5 5,97 6,28 12,4 13,3 19,4 21,1 6 7,40 7,85 15,2 16,5 23,5 25,8 7 8,82 9,42 18,1 19,6 27,7 30,6 8 10,3 11,0 20,9 22,8 32,1 35,3 9 11,7 12,6 23,7 25,9 36,2 40,0  
Para o caso da Eq. (1.5), o parâmetro ótimo se aproxima do termo deduzido ߚ௡,଴/2, e para as 
outras equações, encontrou-se que ݉ߚ௡,଴/2 também é uma boa aproximação. Então, a expressão 
generalizada escolhida é: 
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 ߚ௡ ≅ ߚ௡,଴ + ൮ቌඨ݉ܿ + ൬݉ߚ௡,଴2 ൰
ଶ − ݉ߚ௡,଴2 ቍ
௥
+ ൫ߚ௡,ஶ − ߚ௡,଴൯௥൲
ଵ௥
   (7.3)
a qual foi ajustada aos valores exatos das raízes das Eqs. (1.5), (1.6) e (1.7) e tem parâmetros que 
foram obtidos através do algoritmo de Remez apresentados na Tabela 7.2. 
Essa expressão possui valores corretos quando ܿ tende a infinito: 
lim௖→ஶ
ۉ
ۈۇߚ௡,଴ + ൮ቌඨ݉ܿ + ൬݉ߚ௡,଴2 ൰
ଶ − ݉ߚ௡,଴2 ቍ
௥
+ ൫ߚ௡,ஶ − ߚ௡,଴൯௥൲
ଵ௥
ی
ۋۊ = ߚ௡,ஶ 
e também possui a tendência da Eq. (2.13): 
lim௖→଴
ߚ௡,଴ + ൮ቌඨ݉ܿ + ൬݉ߚ௡,଴2 ൰
ଶ − ݉ߚ௡,଴2 ቍ
௥
+ ൫ߚ௡,ஶ − ߚ௡,଴൯௥൲
ଵ௥
− ߚ௡,଴
ܿ =
1
ߚ௡,଴ 
então ela tem erro tendendo a zero quando ܿ tende a zero ou infinito, conforme pode ser visto desde 
a Figura 8.27 até a Figura 8.35, onde ela está identificada como “Yovanovich MiniMax Generalizada”. 
 
Tabela 7.2 Parâmetro ݎ da Eq. (7.3) 
 Eq. (1.5) Eq. (1.6) Eq. (1.7) 1 -2,140 -2,247 -2,334 2 -1,740 -1,612 -1,640 3 -1,650 -1,561 -1,572 4 -1,607 -1,538 -1,543 5 -1,581 -1,524 -1,527 6 -1,564 -1,514 -1,516 7 -1,551 -1,508 -1,509 8 -1,541 -1,502 -1,503 9 -1,533 -1,499 -1,499  
7.3. Uma Expressão Algébrica 
As demais raízes das Eqs. (1.5), (1.6) e (1.7) não possuem a tendência da Eq. (2.12), então uma 
forma diferente da expressão algébrica que foi utilizada para a primeira raiz, deve ser utilizada para 
elas. 
106 
Inspirando-se na forma que levou a bons resultados para a primeira raiz, utilizamos uma 
expressão que novamente não é racional por ter potências que não são inteiras:  
 ߚ௡ ≅ ܣߚ௡,଴ + ߚ௡,ஶܿ௞ܣ + ܿ௞  (7.4)
Esta expressão não satisfaz a tendência dada pela Eq. (2.13), mas tem valores corretos quando 
ܿ tende a zero ou infinito, como pode ser facilmente observado e, portanto, tem erro relativo tendendo 
a zero nesses dois extremos. 
Aplicando-se o algoritmo de Remez, obtém-se os valores da Tabela 7.3. Os resultados desta 
expressão podem ser vistos desde a Figura 8.27 até a Figura 8.35. 
 
Tabela 7.3 Parâmetros ݇ e ܣ da Eq. (7.4)  
݊ Eq. (1.5) Eq. (1.6) Eq. (1.7) ݇ ܣ ݇ ܣ ݇ ܣ 2 1,10 4,49 1,15 5,80 1,18 7,20 3 1,15 9,44 1,17 11,1 1,20 13,1 4 1,17 15,1 1,18 16,9 1,20 19,2 5 1,18 21,2 1,19 23,4 1,21 26,1 6 1,19 28,0 1,20 30,4 1,21 32,9 7 1,19 34,5 1,20 37,2 1,21 40,2 8 1,19 41,3 1,20 44,3 1,21 47,4 9 1,20 49,5 1,20 51,5 1,21 55,0  
7.4. A Generalização da Expressão que Utiliza Ponto Fixo 
Sabe-se que a função tangente tem período ߨ e, então, qualquer que seja ݊ inteiro: 
ݕ = tan ݔ = tan(ݔ + ݊ߨ) 
Deste modo, para ser invertida, ela tem seu domínio restrito a (−ߨ/2, ߨ/2) e, consequentemente, sua 
inversa tem esse intervalo como imagem: 
− ߨ2 < ݔ = arctan ݕ <
ߨ
2 
Então, para se ter o valor de ݔ que está no intervalo (−ߨ/2, ߨ/2) e que tem tangente igual a ݕ, 
utiliza-se a função tangente inversa (ou arco tangente) e, para se ter os demais valores de ݔ que tem 
tangente igual a ݕ, é necessário somar múltiplos de ߨ à tangente inversa de ݕ: 
ݔ = arctan ݕ + (݊ − 1)ߨ 
Deste modo, devemos manter em mente que 
ݕ = tan ݔ → ݔ = arctan ݕ + (݊ − 1)ߨ 
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Da Eq. (1.5), obtém-se: 
tan ߚ௡ = ܿߚ௡ 
então: 
ߚ௡ = arctan ܿߚ௡ + (݊ − 1)ߨ 
A expressão para a primeira raiz já foi obtida, e agora será necessário uma estimativa válida 
para as demais raízes que possa substituir o ߚ௡ do lado direito desta equação. A expressão da Eq. 
(2.20) é bastante simples e leva a 
ߚ௡ = arctan ܿܿ௡ + ߨ4 ቀܿ − ܿ௡ܿ + ܿ௡ቁ
+ (݊ − 1)ߨ 
onde 
ܿ௡ = ൬݊ − 34൰ ߨ 
Simplificando-se esta expressão, obtém-se: 
 ߚ௡ ≅ arctan
ܿ
ቀ݊ − 12ቁ ߨ − ߨ2 + 2ܿ/ߨ݊ − 3/4
+ (݊ − 1)ߨ (7.5) 
Ao contrário expressão da Eq. (2.20), esta expressão satisfaz a tendência dada pela Eq. (2.13), 
o que pode ser visto por cálculo elementar, através de: 
lim௖→଴
ߚ௡(ܿ) − ߚ௡,଴ܿ =
1
(݊ − 1)ߨ =
1
ߚ௡,଴ 
e também tem valor correto quando ܿ tende a infinito: 
lim௖→ஶ ߚ௡(ܿ) = ൬݊ −
1
2൰ ߨ = ߚ௡,ஶ 
Portanto, esta expressão tem erro relativo tendendo a zero quando ܿ tende a infinito. Observe-
se na Figura 8.27, Figura 8.28, Figura 8.29 para as raízes ߚଶ, ߚସ e ߚ଼, respectivamente, erros dessa 
expressão que que diminui muito rapidamente de uma raiz para outra. 
O procedimento acima pode ser repetido de maneira absolutamente análoga para a Eq. (1.7), 
e isto não será aqui repetido, mas apenas apresentado o resultado: 
108 
 ߚ௡ ≅ arccot
1 − ܿ
ቀ݊ − 12ቁ ߨ −
1 − ܿ ߨ2(݊ − 1/2)ߨ + ܿ
+ (݊ − 1)ߨ (7.6) 
a qual tem sucessão de erros que diminui ainda mais rapidamente de uma raiz para outra, conforme 
pode ser visto na Figura 8.33, Figura 8.34 e Figura 8.35, para as raízes ߚଶ, ߚସ e ߚ଼, respectivamente. 
Note-se que a última curva está quase se confundindo com o eixo horizontal do gráfico e essas 
expressões sequer inclui um parâmetro de ajuste. 
Porém, estas expressões apresentam resultados apenas medianos para a primeira raiz e, 
devido às várias limitações já citadas sobre as funções de Bessel, não há como se obter uma expressão 
análoga para as raízes da Eq. (1.6). 
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8. RESULTADOS E DISCUSSÃO 
Analisaremos os resultados de todas expressões aqui desenvolvidas, comparando-as com as 
já existentes. A simplicidade das expressões poderá ser observada por elas estarem repetidas aqui 
dentro de seções, e suas exatidões poderão ser observadas através de gráficos. 
Dividiu-se as expressões desenvolvidas neste e em outros trabalhos em dois grupos, o 
primeiro formado pelas expressões válidas para a primeira raiz, e o segundo com as expressões 
válidas para as demais raízes. 
O primeiro grupo foi dividido em seis seções, conforme suas exatidões e em cada seção 
apresentou-se gráficos relativos a cada uma das Eqs. (1.5), (1.6) e (1.7), resultando em 17 gráficos 
mostrados da Figura 8.1 à Figura 8.17 (a última figura inclui duas equações). 
O segundo grupo foi dividido em apenas duas seções, conforme suas exatidões, e em cada 
seção apresentou-se gráficos relativos a segunda, quarta e oitava raiz de cada uma das Eqs. (1.5), (1.6) 
e (1.7), resultando em 18 gráficos mostrados da Figura 8.18 à Figura 8.35. Esta numeração em 
progressão geométrica que está sempre sendo escolhida neste trabalho dá mais destaque as raízes de 
ordem inferior, sem deixar de mostrar as de ordem superior. Note-se que os erros têm tendência de 
diminuírem conforme a ordem aumenta. 
Como erros negativos tem mesmos significados do que erros positivos, para facilitar as 
comparações, é utilizado o módulo do erro relativo, evidenciando assim o que tiver maior magnitude. 
Também para facilitar as comparações, utilizou-se mesmos tipos de linhas (contínua, 
tracejada, pontilhada e tracejado-pontilhada) para cada trabalho dentro da mesma seção. Todos 
gráficos tiveram eixos horizontais logarítmicos, com escala de 10ିଷ a 10ଷ, sendo que apenas os da 
primeira seção tiveram eixos verticais também logarítmicos, para comportarem toda a variação de 
seus valores. 
Seria conveniente que estes gráficos também incluíssem o erro das raízes calculados por 
tabelas, para efeito de comparação, porém ele é muito oscilante e dificultaria a visualização das 
demais curvas, então deve-se manter em mente seus valores que foram apresentados durante a 
discussão das tabelas: 2% para as de passo variável e de até 0,5% para as de passo constante, se forem 
utilizadas interpolações de grande ordem, e não se utilizar valores baixos de ܿ. 
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8.1. Expressões de Muito Menor Exatidão para a Primeira Raiz 
As expressões de Stevens e Luck (1999) mostradas na Eqs. (2.20), (2.21) e (2.22): 
ߚଵ ≅ ߨ4 +
ߨ
4
ܿ − ߨ4
ܿ + ߨ4
 
ߚଵ ≅ 3ߨ8 +
3ߨ
8
ܿ − ߨ2
ܿ + ߨ2
 
ߚଵ ≅ ߨ2 +
ߨ
2
ܿ଴,଺଻଺ − √ߨ2
ܿ଴,଺଻଺ + √ߨ2
 
para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), respectivamente, podem ser reescritas como uma 
única expressão: 
ߚଵ = ݌ ܿ௤ܿ௤ + ݎ 
onde ݌ = ߨ/2, 3ߨ/4, ߨ, ݍ = 1, 1, 0,676 e ݎ = ߨ/4, ߨ/2, √ߨ/2 para as Eqs. (1.5), (1.6) e (1.7), 
respectivamente. Elas são bastante simples mas tem erro que tende a 100% quando ܿ tende a zero. 
A expressão de Haji-Sheik e Beck (2000) mostrada na Eq. (2.23): 
ߚଵ ≅ ߨ4 +
ߨ
4 ൮1 − 1,04 ቌඨ
ܿ
ܿ + 0,76 −
ܿ
ܿ + 0,76ቍ൲
ܿ − ߨ4
ܿ + ߨ4
 
para a primeira raiz da Eq. (1.5) tem erro que tende a 6,4% (em módulo) quando ܿ tende a zero, e a 
expressão mostrada na Eq. (2.24): 
ߚଵ ≅ 3ߨ4 +
ߨ
4
ܿ − 1 − 3ߨ4
ܿ − 1 + 3ߨ4
 
para a primeira raiz da Eq. (1.7), tem erro ilimitado quando ܿ tende a zero, além de não terem uma 
versão análoga para a Eq. (1.6). O objetivo de se desenvolver estas expressões foi o de se melhorar as 
expressões de Stevens e Luck (1999), porém, no caso da primeira, a melhor exatidão foi conseguida 
com diminuição muito grande da simplicidade e, no caso da segunda, a melhor exatidão não foi 
conseguida em todo o intervalo.  
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Figura 8.1 Expressões de muito menor exatidão para a primeira raiz da Eq. (1.5) 
 
 
Figura 8.2 Expressões de muito menor exatidão para a primeira raiz da Eq. (1.6) 
 
 
Figura 8.3 Expressões de muito menor exatidão para a primeira raiz da Eq. (1.7) 
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8.2. Expressões de Menor Exatidão para a Primeira Raiz 
A expressão de Luikov (1968) mostrada na Eq. (2.14): 
ߚଵ ≅ ߚଵ,ஶඥ1 + ܣ/ܿ௞ 
onde ܣ = 2,24, 2,45 e 2,70, e ݇ = 1,02, 1,04 e 1,07, para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), 
respectivamente, também pode ser escrita como: 
ߚଵ ≅ ൫ܤܿି௞ + ߚଵ,ஶିଶ ൯ିଵଶ 
onde ܤ = 0,908, 0,424, 0,273, respectivamente. Ela também tem erro que tende a 100% quando ܿ 
tende a zero, porém este aumento do erro é lento e visualizável apenas com valores de ܿ muito 
menores do que os que aparecem na escala escolhida para os gráficos (10ିଷ a 10ଷ), 
A expressão de Ostrogorsky e Mikic (2008) mostrada na Eq. (2.25): 
ߚଵ ≅ ඩ
݉ܿ
1 + ݉ܿߚଵ,ஶଶ
 
para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), também pode ser escrita como: 
ߚଵ ≅ ൫(݉ܿ)ିଵ + ߚଵ,ஶିଶ ൯ିଵଶ 
e é bem melhor do que as expressões dos três trabalhos acima por ter erro relativo tendendo a zero 
para os dois lados com valores máximos de 2,5% a 5%, ser válida para as três equações, e ser tão 
simples a ponto de não ter nem mesmo parâmetros de ajuste, mas apenas incluir os valores de ߚଵ,ஶ e 
݉. 
As expressões de Ostrogorsky e Mikic (2009) mostrada na Eq. (2.26): 
ߚଵ ≅
ۖە
۔
ۖۓඨ ݉ܿ1 + ܿ݉ + 2
, 0 ≤ ܿ < 2
ߚଵ,ஶ ܿܿ + ܽ , ܿ ≥ 2
 
onde ܽ = 0,95, 1,0 e 1,1, para as Eqs. (1.5), (1.6) e (1.7), respectivamente, tem erros de 1,7% a 2%, 
que consideramos altos para sua complexidade (divisão do intervalo de ܿ, e inclusão de parâmetro de 
ajuste). 
A expressão de Ostrogorsky (2010a) mostrada na Eq. (2.27): 
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ߚଵ ≅
ە۔
ۓ√݉ܿ, 0 ≤ ܿ ≤ 0.1ߚଵ,ஶ
ට1 + ܽܿ௞
, ܿ > 0.1  
onde ܽ = 2,3, 2,62 e 2,92, e ݇ = 1,035, 1,05 e 1,08 para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), 
respectivamente, tem erros máximos de 0,7% a 4%, que também consideramos altos. 
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Figura 8.4 Expressões de menor exatidão para a primeira raiz da Eq. (1.5) 
 
 
Figura 8.5 Expressões de menor exatidão para a primeira raiz da Eq. (1.6) 
 
 
Figura 8.6 Expressões de menor exatidão para a primeira raiz da Eq. (1.7)  
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8.3. Expressões de Intermediária Exatidão para a Primeira Raiz 
A expressão obtida no presente trabalho a partir do ponto fixo mostrada na Eq. (5.1): 
ߚଵ ≅ arctan ඨc + 4ܿଶߨଶ  
para a primeira raiz da Eq. (1.5), e a expressão mostrada na Eq. (5.2): 
ߚଵ ≅ arccot ቌ1 − ܿߨ ඨ1 +
ߨଶ
3ܿቍ 
para a primeira raiz da Eq. (1.7), tem erro máximo de 1,1%, e são simples a ponto de não ter 
parâmetro de ajuste, mas não tem uma versão análoga para a Eq. (1.6). 
A expressão de Ostrogorsky (2010b) mostrada na Eq. (2.28): 
ߚଵ ≅ ߚଵ,ஶቀ1 + ܽܿ௞ቁௗ
 
que também pode ser escrita como: 
ߚଵ ≅ ߚଵ,ஶ൫1 + ܽܿି௞൯ିௗ 
onde ܽ = 2,62, 3,28 e 4,1, ݇ = 1,07, 1,125 e 1,18, e ݀ = 0,468, 0,446 e 0,4238 para as Eqs. (1.5), (1.6) 
e (1.7), respectivamente, tem erro que cresce lentamente mas tende a 100% quando ܿ tende a zero. 
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Figura 8.7 Expressões de intermediária exatidão para a primeira raiz da Eq. (1.5) 
 
 
Figura 8.8 Expressões de intermediária exatidão para a primeira raiz da Eq. (1.6) 
 
 
Figura 8.9 Expressões de intermediária exatidão para a primeira raiz da Eq. (1.7) 
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8.4. Expressões de Maior Exatidão para a Primeira Raiz 
A expressão de Beck et al. (1992) mostrada na Eq. (2.16): 
ߚଵ ≅
ۖە
ۖۖ
۔
ۖۖ
ۖۓට3 ቀܿ − ܿଶ 5ൗ ቁ , 0 ≤ ܿ < 0,4
1
2 ߨ ൮1 +
3
2(ܿ + 2) ቌඨ1 +
16(ܿ − 1)(ܿ + 2)
3ߨଶ − 1ቍ൲ , 0,4 ≤ ܿ < 6
ߨ − ඨܽ + 3ߨ2(ܿ − 1)
య + ඨܽ − 3ߨ2(ܿ − 1)
య , ܿ > 6
 
para a primeira raiz da Eq. (1.7), onde 
ܽ = ඨ൬ 3݊ߨ2(ܿ − 1)൰
ଶ + ቀ ܿܿ − 1ቁ
ଷ 
é complexa demais para seu erro máximo de 0,9%. 
A expressão de Yovanovich (1996) mostrada na Eq. (2.19): 
ߚଵ ≅ ߚଵ,ஶ
ቆ1 + ൬ߚଵ,ஶ√݉ܿ൰
௞ቇ
ଵ௞
 
onde ݇ = 2,139, 2,238 e 2,314 para a primeira raiz das Eqs. (1.5), (1.6) a (1.7), respectivamente, tem 
erros máximos de 0,22% a 0,7%, bastante baixos em relação à sua simplicidade. 
A expressão obtida a partir das expressões de outros autores, e que tem a mesma forma da 
expressão acima de Yovanovich (1996), mas que tem seus parâmetros recalculados através do 
conceito de MiniMax, mostrada na Eq. (5.4): 
ߚଵ ≅ ቀ(݉ܿ)௥ଶ + ߚଵ,ஶ௥ ቁ
ଵ௥     
onde ݎ = −2,14, −2,25 e − 2,34 para as Eqs. (1.5), (1.6) e (1.7), respectivamente, tem erros máximos 
de 0,20% a 0,50%, valores estes menores do que os das expressões anteriores, e só não  substitui a 
expressão de Ostrogorsky e Mikic (2008), que tem erros máximos de 2,5% a 5%, e a de ponto fixo, 
que tem erro máximo de 1,1%, devido a suas simplicidades.  
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Figura 8.10 Expressões de maior exatidão para a primeira raiz da Eq. (1.5) 
 
 
Figura 8.11 Expressões de maior exatidão para a primeira raiz da Eq. (1.7) 
 
 
Figura 8.12 Expressões de maior exatidão para a primeira raiz da Eq. (1.7)  
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8.5. Expressões de Muito Maior Exatidão para a Primeira Raiz 
A expressão de Beck et al. (1992) mostrada na Eq. (2.15): 
ߚଵ ≅
ۖە
۔
ۖۓඨ 3ܿ3 + ܿ ቆ1 −
1
45 ൬
3ܿ
3 + ܿ൰
ଶቇ , 0 ≤ ܿ ≤ 2
ߨܿ
2(ܿ + 1) ቆ1 +
ߨଶ
12(ܿ + 1)ଷ + ߨଶ(2ܿ − 1)ቇ , ܿ > 2
 
para a primeira raiz da Eq. (1.5), tem erro máximo de 0,08%, mas tem muita complexidade além de 
não ter uma versão análoga para a Eq. (1.6), 
As expressões obtidas por frações parciais mostradas nas Eqs. (6.8), (6.9) e (6.10): 
ߚଵ ≅ ඨ15(3ܿ + 7) − ඥ15 (107ܿଶ + 350ܿ + 735)2(ܿ + 10)  
ߚଵ ≅ ඨ12(3ܿ + 8) − 4ඥ3 (19ܿଶ + 48ܿ + 192)ܿ + 12  
ߚଵ ≅ ඨ105(ܿ + 3) − 3ඥ35 (23ܿଶ + 42ܿ + 315)2(ܿ + 14)  
respectivamente para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), tem erros máximos de 0,028% a 
0,36%, porém não podem ser agrupadas numa expressão apenas, sob pena de se ter muitos 
parâmetros de ajuste, e sua simplicidade reside no fato de ter sido construída apenas com números 
inteiros. 
A expressão algébrica obtida no presente trabalho mostrada na (5.5): 
ߚଵ ≅    
ට݉ܣଶܿ + ߚଵ,ஶଶ ܿଶ௞
ܣ + ܿ௞  
onde ݇ = 1,037, 1,062, 1,081 e ܣ = 4,025, 5,63, 7,25 para a primeira raiz das Eqs. (1.5), (1.6) e (1.7) 
tem erros máximos de 0,066% a 0,22%. 
A expressão obtida a partir da aproximação de Padé de ordem [2, 1], mostrada na Eq. (6.11): 
ߚଵ ≅ ܽඩܿ + ߚଵ,ஶ
ଶ
݉ − ඨቆܿ +
ߚଵ,ஶଶ݉ ቇ
ଶ
− 2ߚଵ,ஶଶܽଶ ܿ 
onde ܽ = 1,6508, 1,8483 e 2,0215 para a primeira raiz das Eqs. (1.5), (1.6) e (1.7), tem erros de 
0,033% a 0,16% e a consideramos a melhor entre as expressões de muito maior exatidão. 
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Figura 8.13 Expressões de muito maior exatidão para a primeira raiz da Eq. (1.5) 
 
 
Figura 8.14 Expressões de muito maior exatidão para a primeira raiz da Eq. (1.7) 
 
 
Figura 8.15 Expressões de muito maior exatidão para a primeira raiz da Eq. (1.7) 
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8.6. Uma Expressão de Extrema Exatidão para a Primeira Raiz 
A expressão obtida a partir da aproximação de Padé de ordem [2, 2], mostrada na Eq. (6.12): 
ߚଵ ≅ ඩܿ + ݔଵ −
ට൫1 − ߚଵ,ஶଶ ݔଶ൯ଶ ܿଶ + 2ݔଵ(1 − ݉ݔଷ)ܿ + ݔଵଶ
ݔଶܿ + ݔଷ  
onde ݔଵ = 2,3250266, ݔଶ = 0,0468978 e ݔଷ = 0,449981 para a Eq. (1.5), ݔଵ = 2,636312, ݔଶ =
0,030765 e ݔଷ = 0,340892 para a Eq. (1.6), e ݔଵ = 2,937165, ݔଶ = 0,0220076 e ݔଷ = 0,274973 para 
a Eq. (1.7), realmente não é simples, inclusive por possuir três parâmetros de ajuste, mas tem erros 
máximos de 0,000099% a 0,0015% os quais são, de longe, os menores até hoje obtidos (Figura 8.16 
e Figura 8.17), e podem ser úteis em aplicações específicas. 
 
Figura 8.16 Expressão de extrema exatidão para a primeira raiz das Eqs. (1.5), (1.6) e (1.7) 
 
Figura 8.17 Expressão de extrema exatidão para a primeira raiz das Eqs. (1.5), (1.6) e (1.7) 
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8.7. Expressões de Menor Exatidão para as Demais Raízes 
As expressões de Stevens e Luck (1999) mostradas nas Eqs. (2.31), (2.32) e (2.33), que podem 
ser reescritas como: 
ߚ௡ ≅ ൬݊ − 34൰ ߨ +
ߨ
4
ܿ − ቀ݊ − 34ቁ ߨ
ܿ + ቀ݊ − 34ቁ ߨ
 
ߚ௡ ≅ ൬݊ − 12൰ ߨ +
ߨ
4
ܿ − ቀ݊ − 12ቁ ߨ
ܿ + ቀ݊ − 12ቁ ߨ
 
ߚ௡ ≅ ൬݊ − 12൰ ߨ +
ߨ
2
ܿ − 2ߨ
ܿ + ቀ݊ − 12ቁ ߨ
 
para as demais raízes das Eqs. (1.5), (1.6) e (1.7), respectivamente, são bastante simples e, apesar de 
terem erros muito altos, de 1% a 3%, elas são as únicas que são válidas para todo ݊ ≥ 2 da segunda 
equação. 
As expressões de Beck et al. (1992) para as demais raízes da Eq. (1.5), mostradas nas Eq. 
(2.29): 
ߚ௡ ≅
ۖە
۔
ۖۓ(݊ − 1)ߨ2(ܿ + 3) ቌ2ܿ + 3 + 3ඨ1 +
4ܿ(ܿ + 3)
3(݊ − 1)ଶߨଶቍ , ܿ menor
(2݊ − 1)ߨܿ
2(ܿ + 1) ቆ1 +
(2݊ − 1)ଶߨଶ
12(ܿ + 1)ଷ + (2݊ − 1)ଶߨଶ(2ܿ − 1)ቇ , ܿ maior
 
onde a divisão deve ocorrer em ܿ = 5, 8, 11 e 13 para ݊ = 2, 3, 4 e 5, respectivamente, tem erro 
máximo de 0,23%, mas são muito complexas e não valem para ݊ ≥ 6, enquanto as as expressões 
mostradas na Eq. (2.30): 
ߚ௡ ≅
ۖە
ۖ۔
ۖۖ
ۓ൬݊ − 12൰ ߨ ൮1 +
3
2(ܿ + 2) ቌඨ1 +
16(ܿ − 1)(ܿ + 2)
3(2݊ − 1)ଶߨଶ − 1ቍ൲ , ܿ < 6
ߨ − ඨܽ + 3݊ߨ2(ܿ − 1)
య + ඨܽ − 3݊ߨ2(ܿ − 1)
య , ܿ ≥ 6
 
para as demais raízes da Eq. (1.7), onde 
ܽ = ඨ൬ 3݊ߨ2(ܿ − 1)൰
ଶ + ቀ ܿܿ − 1ቁ
ଷ 
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além de serem muito complexas, tem erro que aumenta com ݊, e não tem uma versão análoga para a 
Eq. (1.6), 
A expressão de Haji-Sheik e Beck (2000) mostrada na Eq. (2.35): 
ߚ௡ ≅ ݀௡ + ߨ2 ߛ௡,ଵଷ ߦଵଷ 
para as demais raízes da Eq. (1.7), onde 
ߛ௡,ଵଷ = 1 + ߦଵଷ(1 − ߦଵଷ) ൭1 − 0.85݊ + ൬0.6 −
0.71
݊ ൰ (1 + ߦଵଷ) ൬0.6 +
0.245
݊ − ߦଵଷ൰൱ 
ߦଵଷ = ܿܿ + ߨ݀௡/2 
݀௡ = ൬݊ − 12൰  ߨ 
não só tem complexidade muito alta, como erro máximo de 4,9%. Ela tem uma versão análoga para a 
Eq. (1.7) que será apresentada no próximo grupo de expressões de maior exatidão. 
A expressão desenvolvida a partir da aproximação de Padé de ordem [1, 1] para as raízes da 
Eq. (1.5), mostrada na Eq. (7.1): 
ߚ௡ ≅ 2(݊ − 1)(ܿ + 0,57) + ඥܿଶ + ܿ + 4(݊ − 1)ଶ2ܿ/ߨ + 1  
tem erro máximo de 0,56% para a primeira raiz e de 0,59% para as demais raízes. Ela apresenta a 
vantagem de ter equilíbrio entre a exatidão da primeira raiz e das demais raízes. Porém, não tem 
versões análogas para as Eqs. (1.6) e (1.7).   
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Figura 8.18 Expressões de menor exatidão para a segunda raiz da Eq. (1.5) 
 
 
Figura 8.19 Expressões de menor exatidão para a quarta raiz da Eq. (1.5) 
 
 
Figura 8.20 Expressões de menor exatidão para a oitava raiz da Eq. (1.5) 
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Figura 8.21 Expressões de menor exatidão para a segunda raiz da Eq. (1.6) 
 
 
Figura 8.22 Expressões de menor exatidão para a segunda raiz da Eq. (1.6) 
 
 
Figura 8.23 Expressões de menor exatidão para a oitava raiz da Eq. (1.6) 
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Figura 8.24 Expressões de menor exatidão para a segunda raiz da Eq. (1.7) 
 
 
Figura 8.25 Expressões de menor exatidão para a quarta raiz da Eq. (1.7) 
 
 
Figura 8.26 Expressões de menor exatidão para a oitava raiz da Eq. (1.7) 
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8.8. Expressões de Maior Exatidão para as Demais Raízes 
A expressão de Haji-Sheik e Beck (2000) mostrada na Eq. (2.34): 
ߚ௡ ≅ ܿ௡ + ߨߛ௡,ଶଷ4 ൬݊ିଵߦଶଷ + (1 − ݊ିଵ)
tanh ߦଶଷtanh 1 ൰ 
para as demais raízes da Eq. (1.5), onde 
ߛ௡,ଶଷ = 1 − 1,04 ቌඨܿ + ܿ௡ − ߨ/4ܿ + ܪ −
ܿ + ඥܪ(ܿ௡ − ߨ/4)ܿ + ܪ ቍ 
ߦଶଷ = ܿ − ܿ௡ܿ + ܿ௡ 
ܪ = 0,76 + 1,22(݊ − 1) 
ܿ௡ = ൬݊ − 34൰ ߨ 
é muito complexa, além de não ter uma versão análoga para a Eq. (1.6). 
A expressão de Yovanovich generalizada com parâmetros calculados de maneira a ser uma 
MiniMax, mostrada na Eq. (7.3): 
ߚ௡ ≅ ߚ௡,଴ + ൮ቌඨ݉ܿ + ൬݉ߚ௡,଴2 ൰
ଶ − ݉ߚ௡,଴2 ቍ
௥
+ ൫ߚ௡,ஶ − ߚ௡,଴൯௥൲
ଵ௥
  
para as Eqs. (1.5), (1.6) e (1.7), onde ݎ é dado na Tabela 7.2, não valem para ݊ ≥ 10, porém, elas tem 
a vantagem de manter a mesma forma com a primeira raiz (note-se que a tabela incluiu ݊ = 1). 
A expressão algébrica mostrada na Eq. (7.4): 
ߚ௡ ≅ ߚ௡,ஶܿ௞ + ܣߚ௡,଴ܿ௞ + ܣ  
para as demais raízes das Eqs. (1.5), (1.6) e (1.7), onde ݇ e ܣ são dados na Tabela 7.3,  tem erro baixo 
para sua simplicidade, mas também não valem para ݊ ≥ 10. 
As expressões obtidas a partir do ponto fixo mostradas nas Eqs. (7.5) e (7.6): 
ߚ௡ ≅ arctan ܿቀ݊ − 12ቁ ߨ − ߨ2 + 2ܿ/ߨ݊ − 3/4
+ (݊ − 1)ߨ 
ߚ௡ ≅ arccot 1 − ܿቀ݊ − 12ቁ ߨ − 1 − ܿ ߨ/2(݊ − 1/2)ߨ + ܿ
+ (݊ − 1)ߨ 
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para as demais raízes da Eqs. (1.5) e (1.7), respectivamente, valem para qualquer ݊, inclusive ݊ = 1 
(embora o erro não seja tão baixo nesse caso), são muito simples, e tem erro que se torna baixíssimo 
conforme ݊ aumenta, porém elas não tem uma versão para a Eq. (1.6).   
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Figura 8.27 Expressões de maior exatidão para a segunda raiz da Eq. (1.5) 
 
 
Figura 8.28 Expressões de maior exatidão para a quarta raiz da Eq. (1.5) 
 
 
Figura 8.29 Expressões de maior exatidão para a oitava raiz da Eq. (1.5) 
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Figura 8.30 Expressões de maior exatidão para a segunda raiz da Eq. (1.6) 
 
 
Figura 8.31 Expressões de maior exatidão para a quarta raiz da Eq. (1.6) 
 
 
Figura 8.32 Expressões de maior exatidão para a oitava raiz da Eq. (1.6) 
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Figura 8.33 Expressões de maior exatidão para a segunda raiz da Eq. (1.7) 
 
 
Figura 8.34 Expressões de maior exatidão para a quarta raiz da Eq. (1.7) 
 
 
Figura 8.35 Expressões de maior exatidão para a oitava raiz da Eq. (1.7) 
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9. CONCLUSÕES E SUGESTÕES PARA PRÓXIMOS TRABALHOS 
Desenvolveu-se, neste trabalho, uma nova família de métodos iterativos para busca de raízes 
de equações, que gerou a expressão da Eq. (3.23), a qual, aplicada às raízes abordadas neste trabalho, 
que são as das Eqs. (1.5), (1.6) e (1.7), com valores inicias dados pelas Eqs. (3.35) e (3.36), e 
coeficientes dados pelas Eqs. (3.40) a (3.46), foi considerada como a que leva aos melhores resultados. 
Não se desenvolveu expressões com maiores ordens que podem ser obtidas a partir dessa 
família de métodos, e um próximo trabalho poderá fazer isso. Estas, além das novas expressões que 
já foram desenvolvidas e aplicadas para as equações abordadas pelo presente trabalho, poderão ser 
aplicadas para outras equações. 
Através do Teorema dos Π de Buckingham, obteve-se uma compilação de funções iterativas 
clássicas, bem como das que foram desenvolvidas neste trabalho, mostradas na Tabela 3.1, a qual 
correlaciona as funções iterativas existentes e sugere outras novas. Próximos trabalhos poderão 
explorar essas novas funções. 
Desenvolveu-se novas expressões aproximadas para a primeira e para as demais raízes das 
Eqs. (1.5), (1.6) e (1.7), e comparou-se suas exatidões com as das expressões já existentes. Com o 
desenvolvimento de novas expressões mais simples e com exatidão equivalente ou superior, algumas 
expressões antigas deixam de ter utilidade, sendo agora consideradas obsoletas. Deve-se lembrar que 
para cada aplicação existe uma determinada exatidão, e maiores exatidões são conseguidas com 
expressões menos simples. 
Para a primeira raiz recomenda-se as seguintes expressões partindo das mais exatas (e mais 
complexas) até as mais simples (mas menos exatas): 
1- Padé de ordem [2, 2]; 
2- Padé de ordem [2, 1]; 
3- Yovanovich MiniMax; 
4- Ponto fixo (não contempla a Eq. (1.6)); 
5- Ostrogorsky e Mikic (2008). 
Da mesma maneira, para o caso das demais raízes, recomenda-se utilizar as seguintes 
expressões (na mesma ordem já descrita): 
1- Ponto fixo (não contempla a Eq. (1.6)); 
2- Algébrica ou Yovanovich MiniMax generalizada; 
3- Padé de ordem [1, 1] (não contempla as Eqs. (1.5) e (1.6)); 
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4- Stevens e Luck (1999). 
Existe um equilíbrio entre a Algébrica e a Yovanovich MiniMax generalizada. Como a segunda 
raiz é mais importante do que as de ordens mais altas, a expressão de Yovanovich generalizada é 
melhor para o caso da Eq. (1.5), enquanto que a expressão algébrica é melhor para o caso da Eq. (1.7). 
No caso da Eq. (1.6), ambas apresentam exatidão próximas para a segunda raiz, mas para as raízes 
seguintes a expressão algébrica tem mais exatidão. 
A expressão de Yovanovich MiniMax generalizada é mais simples do que a expressão algébrica 
porque contém apenas um parâmetro de ajuste, enquanto que a expressão algébrica possui dois 
parâmetros. Além disso, a expressão de Yovanovich generalizada mantém a mesma forma para a 
primeira raiz, enquanto que a expressão algébrica muda de forma. 
A expressão obtida a partir da aproximação de Padé de ordem [1, 1] tem como vantagem o 
equilíbrio de exatidão entre a primeira e as demais raízes. Isto deve ser destacado aqui nas conclusões 
porque o estudo em separado das expressões para a primeira raiz dificulta se verificar este equilíbrio. 
Comparando-se a exatidão dos valores que se obtém a partir de tabelas publicadas com as 
destas expressões recomendadas, nota-se que apenas a última expressão de cada uma dessas duas 
listas tem exatidão menor do que as que são obtidas a partir das tabelas. 
O algoritmo de Remez está demonstrado na literatura para funções racionais, porém, 
verificou-se neste trabalho que ele leva a resultados corretos para outras funções, precisando ser 
adaptado em alguns casos. Um próximo trabalho conduzido por matemáticos poderá demonstrar este 
resultado aqui encontrado. 
A metodologia desenvolvida para se obter expressões MiniMax através de gráficos e através 
da adaptação do algoritmo de Remez, poderá ser utilizada para se reajustar qualquer expressão de 
física ou engenharia que tenha utilizado o critério de mínimos quadrados com dados que não 
envolviam erros. Além disso, o modo pelo qual utilizamos a aproximação de Padé e as frações parciais 
para se desenvolver expressões de ajuste poderá ser utilizado para outras equações em próximos 
trabalhos. 
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APÊNDICE A – O Método da Separação de Variáveis 
O problema de valor de contorno: 
ۖە
ۖ۔
ۖۖ
ۓ߲ଶ߲ܶݔଶ +
߲ଶܶ
߲ݕଶ = 0, 0 < ݔ < ܮ, 0 < ݕ < ܹܶ(0, ݕ) = 0, 0 < ݕ < ܹ߲ܶ
߲ݔ (ܮ, ݕ) + ܪ ܶ(ܮ, ݕ) = 0, 0 < ݕ < ܹܶ(ݔ, 0) = 0, 0 < ݔ < ܮܶ(ݔ, ܹ) = ݂(ݔ), 0 < ݔ < ܮ
 
pode ser resolvido pelo método da separação de variáveis. Substituindo: 
ܶ(ݔ, ݕ) = ෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡  
obtém-se: 
ۖە
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۓ ߲ଶ߲ݔଶ ෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡ +
߲ଶ
߲ݕଶ ෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡ = 0
෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡ ฬ௫ୀ଴ = 0߲
߲ݔ ෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡ ฬ௫ୀ௅ + ܪ ෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡ ฬ௫ୀ௅ = 0
෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡ ฬ௬ୀ଴ = 0
෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡ ฬ௬ୀௐ = ݂(ݔ)
 
que pode ser simplificada para: 
ۖە
ۖۖ
۔
ۖۖ
ۖۓ෍ ൫ܺ௡ᇱᇱ(ݔ) ௡ܻ(ݕ) + ܺ௡(ݔ) ௡ܻᇱᇱ(ݕ)൯௡ = 0
෍ ൫ܺ௡(0) ௡ܻ(ݕ)൯௡ = 0
෍ ൫ܺ௡ᇱ (ܮ) ௡ܻ(ݕ) + ܪܺ௡(ܮ) ௡ܻ(ݕ)൯௡ = 0
෍ ൫ܺ௡(ݔ) ௡ܻ(0)൯௡ = 0
෍ ൫ܺ௡(ݔ) ௡ܻ(ܹ)൯௡ = ݂(ݔ)
 
Uma das maneiras para que as somas acima sejam nulas é fazer todos termos nulos, então: 
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ۖۖە
۔
ۖۖۓ
ܺ௡ᇱᇱ(ݔ) ௡ܻ(ݕ) + ܺ௡(ݔ) ௡ܻᇱᇱ(ݕ) = 0ܺ௡(0) ௡ܻ(ݕ) = 0൫ܺ௡ᇱ (ܮ) + ܪܺ௡(ܮ)൯ ௡ܻ(ݕ) = 0ܺ௡(ݔ) ௡ܻ(0) = 0
෍ ൫ܺ௡(ݔ) ௡ܻ(ܹ)൯௡ = ݂(ݔ)
, para todo ݊ 
Rearranjando a primeira equação, e observando que uma das maneiras para que as três 
equações seguintes sejam nulas é fazer os termos constantes nulos, obtém-se: 
ۖە
ۖ۔
ۖۖ
ۓܺ௡ᇱᇱ(ݔ)ܺ௡(ݔ) = −
௡ܻᇱᇱ(ݕ)
௡ܻ(ݕ)ܺ௡(0) = 0ܺ௡ᇱ (ܮ) + ܪܺ௡(ܮ) = 0
௡ܻ(0) = 0
෍ ൫ܺ௡(ݔ) ௡ܻ(ܹ)൯௡ = ݂(ݔ)
, para todo ݊ 
Como ambos lados da primeira equação dependem de variáveis diferentes, a única maneira 
da igualdade ser satisfeita é fazê-las constantes, então: 
ܺ௡ᇱᇱ(ݔ)ܺ௡(ݔ) = −
௡ܻᇱᇱ(ݕ)
௡ܻ(ݕ) = −ߣ௡ 
Isso permite desacoplar o problema com ܺ: 
ۖە
ۖ۔
ۖۖ
ۓቐܺ௡
ᇱᇱ(ݔ) + ߣ௡ܺ௡(ݔ) = 0ܺ௡(0) = 0ܺ௡ᇱ (ܮ) + ܪܺ௡(ܮ) = 0
൞
௡ܻᇱᇱ(ݕ) − ߣ௡ ௡ܻ(ݕ) = 0
௡ܻ(0) = 0
෍ ൫ܺ௡(ݔ) ௡ܻ(ܹ)൯௡ = ݂(ݔ)
, para todo ݊ 
Se ߣ௡ < 0, então: 
ܺ௡(ݔ) = ܣ௡ senh ඥ−ߣ௡ݔ + ܤ௡ cosh ඥ−ߣ௡ݔ 
ܺ௡(0) = 0 → ܤ௡ = 0 → ܺ௡(ݔ) = ܣ௡ senh ඥ−ߣ௡ݔ 
ܺ௡ᇱ (ܮ) + ܪܺ௡(ܮ) = 0 → ܣ௡ඥ−ߣ௡ cosh ඥ−ߣ௡ܮ + ܪ ܣ௡ senh ඥ−ߣ௡ܮ = 0 
→ ܣ௡൫ඥ−ߣ௡ cosh ඥ−ߣ௡ܮ + ܪ senh ඥ−ߣ௡ܮ൯ = 0 → ܣ௡ = 0 → ܺ௡(ݔ) = 0 
já que estas funções hiperbólicas são estritamente positivas para argumentos positivos. 
Se ߣ௡ = 0, então: 
ܺ௡(ݔ) = ܣ௡ݔ + ܤ௡ 
ܺ௡(0) = 0 → ܤ௡ = 0 → ܺ௡(ݔ) = ܣ௡ 
ܺ௡ᇱ (ܮ) + ܪܺ௡(ܮ) = 0 → ܣ௡ = 0 → ܺ௡(ݔ) = 0 
Se ߣ௡ > 0, então: 
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ܺ௡(ݔ) = ܣ௡ sen ඥߣ௡ݔ + ܤ௡ cos ඥߣ௡ݔ 
ܺ௡(0) = 0 → ܤ௡ = 0 → ܺ௡(ݔ) = ܣ௡ sen ඥߣ௡ݔ 
ܺ௡ᇱ (ܮ) + ܪܺ௡(ܮ) = 0 → ܣ௡൫ඥߣ௡ cos ඥߣ௡ܮ + ܪ sen ඥߣ௡ܮ൯ = 0 
→ ܣ௡ = 0 ou ඥߣ௡ cos ඥߣ௡ܮ + ܪ sen ඥߣ௡ܮ = 0 
ܣ௡ = 0 → ܺ௡(ݔ) = 0 
ඥߣ௡ cos ඥߣ௡ܮ + ܪ sen ඥߣ௡ܮ = 0 → 
ߞ௡ cos ߞ௡ܮ + ܪ sen ߞ௡ܮ = 0 
onde ߞ௡ = ඥߣ௡. 
Como ܺ௡(ݔ) = 0 leva a ܶ(ݔ, ݕ) = 0, a qual não é solução do problema inicial, a única condição 
acima válida é ߣ௡ > 0. Neste caso: 
௡ܻᇱᇱ(ݕ) − ߣ௡ ௡ܻ(ݕ) = 0 → ௡ܻ(ݕ) = ܥ௡ senh ߞ௡ݕ + ܦ௡ cosh ߞ௡ݕ 
௡ܻ(0) = 0 → ܦ௡ = 0 → ௡ܻ(ݕ) = ܥ௡ senh ߞ௡ݕ 
Portanto: 
ܶ(ݔ, ݕ) = ෍ ൫ܺ௡(ݔ) ௡ܻ(ݕ)൯௡ = ෍ (ܣ௡ sen ߞ௡ݔ ܥ௡ senh ߞ௡ݕ)௡ = ෍ (ܧ௡ sen ߞ௡ݔ senh ߞ௡ݕ)௡  
Resta obter ܧ௡ a partir da última condição de contorno: 
ܶ(ݔ, ܹ) = ෍ (ܧ௡ sen ߞ௡ݔ senh ߞ௡ܹ)௡ = ݂(ݔ) 
O valor de ܶ(ݔ, ܹ) para ݔ < 0 é irrelevante, então pode-se considerar que ݂(ݔ) é uma função ímpar 
e a sua expansão por série de Fourier é simplesmente: 
݂(ݔ) = ܽ଴2 + ෍ (ܽ௡ cos ߞ௡ݔ + ܾ௡ sen ߞ௡ݔ)
ஶ
௡ୀଵ = ෍ (ܾ௡ sen ߞ௡ݔ)
ஶ
௡ୀଵ  
já que 
ܽ௡ = 1ܮ න ݂(ݔ) cos ߞ௡ݔ  ݀ݔ
௅
ି௅ = 0 
e o produto da função ímpar ݂(ݔ) pela função par cos ߞ௡ݔ resulta numa função impar que tem integral 
nula neste caso de intervalo simétrico em relação a origem  [−ܮ, ܮ]. 
Portanto: 
ܧ௡ senh ߞ௡ܹ = ܾ௡ = 1ܮ න ݂(ݔ) sen ߞ௡ݔ  ݀ݔ
௅
ି௅  
→ ܧ௡ = 1ܮ senh ߞ௡ܹ න ݂(ݔ) sen ߞ௡ݔ  ݀ݔ
௅
ି௅  
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Observe-se que se fosse utilizado ܺ௡(ݔ) = 0 para alguns ݊, não se teria uma base completa para a 
expansão de ݂(ݔ). Observe-se também como o ܶ(ݔ, ݕ) obtido satisfaz todas equações do problema de 
valor de contorno: 
߲ଶܶ
߲ݔଶ +
߲ଶܶ
߲ݕଶ =
߲ଶ
߲ݔଶ ෍ (ܧ௡ sen ߞ௡ݔ senh ߞ௡ݕ)௡ +
߲ଶ
߲ݕଶ ෍ (ܧ௡ sen ߞ௡ݔ senh ߞ௡ݕ)௡ = 
෍ ቆܧ௡ ߲ଶ߲ݔଶ sen ߞ௡ݔ senh
݊ߨݕ
ܮ + ܧ௡ sen ߞ௡ݔ
߲ଶ
߲ݕଶ senh ߞ௡ݕቇ௡ = 
෍ (ܧ௡(−ߞ௡ଶ) sen ߞ௡ݔ senh ߞ௡ݕ + ܧ௡  sen ߞ௡ݔ (ߞ௡ଶ) senh ߞ௡ݕ)௡ = 0 
ܶ(0, ݕ) = ෍ (ܧ௡ sen ߞ௡0 senh ߞ௡ݕ)௡ = 0 
ܶ(ܮ, ݕ) = ෍ (ܧ௡ sen ߞ௡ܮ senh ߞ௡ݕ)௡ = 0 
ܶ(ݔ, 0) = ෍ (ܧ௡ sen ߞ௡ݔ senh ߞ௡0)௡ = 0 
ܶ(ݔ, ܹ) = ෍ (ܧ௡ sen ߞ௡ݔ senh ߚ௡ܹ)௡ = ෍ (ܾ௡ sen ߞ௡ݔ)
ஶ
௡ୀଵ = ݂(ݔ) 
Se uma das paredes que está com temperatura fixada em 0° C, estivesse, em vez disso, isolada, 
o problema seria: 
ۖە
ۖۖ
۔
ۖۖۖ
ۓ߲ଶ߲ܶݔଶ +
߲ଶܶ
߲ݕଶ = 0, 0 < ݔ < ܮ, 0 < ݕ < ܹ߲ܶ
߲ݔ (0, ݕ) = 0, 0 < ݕ < ܹ߲ܶ
߲ݔ (ܮ, ݕ) + ܪ ܶ(ܮ, ݕ) = 0, 0 < ݕ < ܹܶ(ݔ, 0) = 0, 0 < ݔ < ܮܶ(ݔ, ܹ) = ݂(ݔ), 0 < ݔ < ܮ
 
e a mudança ocorreria em: 
ቐܺ௡
ᇱᇱ(ݔ) + ߣ௡ܺ௡(ݔ) = 0ܺ௡ᇱ (0) = 0ܺ௡ᇱ (ܮ) + ܪܺ௡(ܮ) = 0
 
que passaria a ter solução: 
ܺ௡(ݔ) = ܣ௡ cos ߞ௡ݔ 
onde os autovalores ߞ௡ seriam raízes de: 
ߞ௡ sen ߞ௡ܮ − ܪ cos ߞ௡ܮ = 0 
que também não possui solução em forma fechada.  
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APÊNDICE B – O Método de Superposição 
O problema de valor de contorno e inicial: 
ۖە
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۓ߲ଶ߲ܶݔଶ +
߲ଶܶ
߲ݕଶ +
ݍ′′′(ݔ, ݕ)
݇ =
1
ߙ
߲ܶ
߲ݐ ,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݐ
−݇ଵ ߲߲ܶݔ (0, ݕ, ݐ) + ℎଵܶ(0, ݕ, ݐ) = ଵ݂(ݕ), 0 < ݕ < ܮଶ, 0 < ݐ
݇ଶ ߲߲ܶݔ (ܮଵ, ݕ, ݐ) + ℎଶܶ(ܮଵ, ݕ, ݐ) = ଶ݂(ݕ), 0 < ݕ < ܮଶ, 0 < ݐ
−݇ଷ ߲߲ܶݕ (ݔ, 0, ݐ) + ℎଷܶ(ݔ, 0, ݐ) = ଷ݂(ݔ), 0 < ݔ < ܮଵ, 0 < ݐ
݇ସ ߲߲ܶݕ (ݔ, ܮଶ, ݐ) + ℎସܶ(ݔ, ܮଶ, ݐ) = ସ݂(ݔ), 0 < ݔ < ܮଵ, 0 < ݐܶ(ݔ, ݕ, 0) = ହ݂(ݔ, ݕ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ
 
pode ser resolvido pela superposição das soluções de seis problemas auxiliares, cada uma com um 
dos correspondentes termos não homogêneos: 
ܶ(ݔ, ݕ, ݐ) = ଵܶ(ݔ) + ଶܶ(ݔ, ݕ) + ଷܶ(ݔ, ݕ) + ସܶ(ݔ, ݕ) + ହܶ(ݔ, ݕ) + ଺ܶ(ݔ, ݕ, ݐ) 
A não-homogeneidade da equação governante está presente no primeiro problema auxiliar: 
ۖە
۔
ۖۓ݀ଶ ଵܶ݀ݔଶ +
ݍ′′′(ݔ, ݕ)
݇ = 0,    0 < ݔ < ܮଵ
−݇ଵ ݀ ଵܶ݀ݔ (0) + ℎଵ ଵܶ(0) = 0
݇ଶ ݀ ଵܶ݀ݔ (ܮଵ) + ℎଶ ଵܶ(ܮଵ) = 0
 
cuja solução pode ser obtida por integração direta. Note que apenas uma variável independente é 
necessária (foi escolhida ݔ). 
A não-homogeneidade das duas primeiras condições de contorno estão presentes nos dois 
problemas auxiliares: 
ۖە
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۓ߲ଶ ଶ߲ܶݔଶ +
߲ଶ ଶ߲ܶݕଶ = 0,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ
−݇ଵ ߲ ଶ߲ܶݔ (0, ݕ) + ℎଵ ଶܶ(0, ݕ) = ଵ݂(ݕ), 0 < ݕ < ܮଶ
݇ଶ ߲ ଶ߲ܶݔ (ܮଵ, ݕ) + ℎଶ ଶܶ(ܮଵ, ݕ) = 0, 0 < ݕ < ܮଶ
−݇ଷ ߲ ଶ߲ܶݕ (ݔ, 0) + ℎଷ ଶܶ(ݔ, 0) = 0, 0 < ݔ < ܮଵ
݇ସ ߲ ଶ߲ܶݕ (ݔ, ܮଶ) + ℎସ ଶܶ(ݔ, ܮଶ) = 0, 0 < ݔ < ܮଵ
 
e 
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ۖە
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۓ߲ଶ ଷ߲ܶݔଶ +
߲ଶ ଷ߲ܶݕଶ = 0,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ
−݇ଵ ߲ ଷ߲ܶݔ (0, ݕ) + ℎଵ ଷܶ(0, ݕ) = 0, 0 < ݕ < ܮଶ
݇ଶ ߲ ଷ߲ܶݔ (ܮଵ, ݕ) + ℎଶ ଷܶ(ܮଵ, ݕ) = ଶ݂(ݕ), 0 < ݕ < ܮଶ
−݇ଷ ߲ ଷ߲ܶݕ (ݔ, 0) + ℎଷ ଷܶ(ݔ, 0) = 0, 0 < ݔ < ܮଵ
݇ସ ߲ ଷ߲ܶݕ (ݔ, ܮଶ) + ℎସ ଷܶ(ݔ, ܮଶ) = 0, 0 < ݔ < ܮଵ
 
cujas soluções podem ser obtidas pelo método da separação de variáveis. 
A não-homogeneidade das duas últimas condições de contorno estão presentes nos dois 
problemas auxiliares: 
ۖە
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۓ߲ଶ ସ߲ܶݔଶ +
߲ଶ ସ߲ܶݕଶ = 0,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ
−݇ଵ ߲ ସ߲ܶݔ (0, ݕ) + ℎଵ ସܶ(0, ݕ) = 0, 0 < ݕ < ܮଶ
݇ଶ ߲ ସ߲ܶݔ (ܮଵ, ݕ) + ℎଶ ସܶ(ܮଵ, ݕ) = 0, 0 < ݕ < ܮଶ
−݇ଷ ߲ ସ߲ܶݕ (ݔ, 0) + ℎଷ ସܶ(ݔ, 0) = ଷ݂(ݔ) − ℎଷ ଵܶ(ݔ), 0 < ݔ < ܮଵ
݇ସ ߲ ସ߲ܶݕ (ݔ, ܮଶ) + ℎସ ସܶ(ݔ, ܮଶ) = 0, 0 < ݔ < ܮଵ
 
e 
ۖە
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۓ߲ଶ ହ߲ܶݔଶ +
߲ଶ ହ߲ܶݕଶ = 0,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ
−݇ଵ ߲ ହ߲ܶݔ (0, ݕ) + ℎଵ ହܶ(0, ݕ) = 0, 0 < ݕ < ܮଶ
݇ଶ ߲ ହ߲ܶݔ (ܮଵ, ݕ) + ℎଶ ହܶ(ܮଵ, ݕ) = 0, 0 < ݕ < ܮଶ
−݇ଷ ߲ ହ߲ܶݕ (ݔ, 0) + ℎଷ ହܶ(ݔ, 0) = 0, 0 < ݔ < ܮଵ
݇ସ ߲ ହ߲ܶݕ (ݔ, ܮଶ) + ℎସ ହܶ(ݔ, ܮଶ) = ସ݂(ݔ) − ℎସ ଵܶ(ݔ), 0 < ݔ < ܮଵ
 
cujas soluções podem ser obtidas pelo método da separação de variáveis. Note que são adicionados 
termos para compensar a solução acrescentada pelo primeiro problema. 
Por fim, o termo transitório é incluído neste último problema auxiliar: 
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ۖە
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۓ߲ଶ ଺߲ܶݔଶ +
߲ଶ ଺߲ܶݕଶ =
1
ߙ
߲ ଺߲ܶݐ ,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݐ
−݇ଵ ߲ ଺߲ܶݔ (0, ݕ, ݐ) + ℎଵ ଺ܶ(0, ݕ, ݐ) = 0, 0 < ݕ < ܮଶ, 0 < ݐ
݇ଶ ߲ ଺߲ܶݔ (ܮଵ, ݕ, ݐ) + ℎଶ ଺ܶ(ܮଵ, ݕ, ݐ) = 0, 0 < ݕ < ܮଶ, 0 < ݐ
−݇ଷ ߲ ଺߲ܶݕ (ݔ, 0, ݐ) + ℎସ ଺ܶ(ݔ, 0, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݐ
݇ସ ߲ ଺߲ܶݕ (ݔ, ܮଶ, ݐ) + ℎସ ଺ܶ(ݔ, ܮଶ, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݐ
଺ܶ(ݔ, ݕ, 0) = ହ݂(ݔ, ݕ) − ଵܶ(ݔ) − ଶܶ(ݔ, ݕ) − ଷܶ(ݔ, ݕ) − ସܶ(ݔ, ݕ) − ହܶ(ݔ, ݕ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ
 
cuja solução pode ser obtida pelo método da separação de variáveis. Note que são adicionados termos 
para compensar as soluções acrescentadas pelos problemas auxiliares anteriores. 
É fácil provar que a soma dessas soluções leva a solução do problema original. A equação 
governante é satisfeita pela soma desses problemas auxiliares, pois: 
߲ଶܶ
߲ݔଶ +
߲ଶܶ
߲ݕଶ +
ݍ′′′(ݔ, ݕ)
݇ = 
= ߲ଶ߲ݔଶ ൫ ଵܶ(ݔ) + ଶܶ(ݔ, ݕ) + ଷܶ(ݔ, ݕ) + ସܶ(ݔ, ݕ) + ହܶ(ݔ, ݕ) + ଺ܶ(ݔ, ݕ, ݐ)൯ + 
+ ߲ଶ߲ݕଶ ൫ ଵܶ(ݔ) + ଶܶ(ݔ, ݕ) + ଷܶ(ݔ, ݕ) + ସܶ(ݔ, ݕ) + ହܶ(ݔ, ݕ) + ଺ܶ(ݔ, ݕ, ݐ)൯ +
݃(ݔ, ݕ)
݇ = 
= ቆ݀ଶ ଵܶ݀ݔଶ +
݃(ݔ, ݕ)
݇ ቇ + ቆ
߲ଶ ଶ߲ܶݔଶ +
߲ଶ ଶ߲ܶݕଶ ቇ + ቆ
߲ଶ ଷ߲ܶݔଶ +
߲ଶ ଷ߲ܶݕଶ ቇ + 
+ ቆ߲ଶ ସ߲ܶݔଶ +
߲ଶ ସ߲ܶݕଶ ቇ + ቆ
߲ଶ ହ߲ܶݔଶ +
߲ଶ ହ߲ܶݕଶ ቇ + ቆ
߲ଶ ଺߲ܶݔଶ +
߲ଶ ଺߲ܶݕଶ ቇ = 
= − 1ߙ
߲
߲ݐ ቀ൫ ଵܶ(ݔ) + ଶܶ(ݔ, ݕ) + ଷܶ(ݔ, ݕ) + ସܶ(ݔ, ݕ) + ହܶ(ݔ, ݕ) + ଺ܶ(ݔ, ݕ, ݐ)൯ቁ =
1
ߙ
߲ܶ
߲ݐ  
A primeira condição de contorno também é satisfeita pela soma desses problemas auxiliares, 
pois: 
−݇ଵ ߲߲ݔ ܶ(0, ݕ, ݐ) + ℎଵܶ(0, ݕ, ݐ) = 
= −݇ଵ ߲߲ݔ ൫ ଵܶ(0) + ଶܶ(0, ݕ) + ଷܶ(0, ݕ) + ସܶ(0, ݕ) + ହܶ(0, ݕ) + ଺ܶ(0, ݕ, ݐ)൯ + 
+ℎଵ൫ ଵܶ(0) + ଶܶ(0, ݕ) + ଷܶ(0, ݕ) + + ସܶ(0, ݕ) + ହܶ(0, ݕ) + ଺ܶ(0, ݕ, ݐ)൯ = 
= ൭−݇ଵ ߲߲ݔ ଵܶ(0) + ℎଵ ଵܶ(0)൱ + ൭−݇ଵ
߲
߲ݔ ଶܶ(0, ݕ) + ℎଵ ଶܶ(0, ݕ)൱ + 
+ ൭−݇ଵ ߲߲ݔ ଷܶ(0, ݕ) + ℎଵ ଷܶ(0, ݕ)൱ + ൭−݇ଵ
߲
߲ݔ ସܶ(0, ݕ) + ℎଵ ସܶ(0, ݕ)൱ + 
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+ ൭−݇ଵ ߲߲ݔ ହܶ(0, ݕ) + ℎଵ ହܶ(0, ݕ)൱ + ൭−݇ଵ
߲
߲ݔ ଺ܶ(0, ݕ, ݐ) + ℎଵ ଺ܶ(0, ݕ, ݐ)൱ = ଵ݂(ݕ) 
As demais condições de contorno também são satisfeitas de forma análoga, até a quarta 
condição de contorno: 
݇ସ ߲߲ݔ ܶ(ݔ, ܮଶ, ݐ) + ℎସܶ(ݔ, ܮଶ, ݐ) = 
= ݇ସ ߲߲ݔ ൫ ଵܶ(ݔ) + ଶܶ(ݔ, ܮଶ) + ଷܶ(ݔ, ܮଶ) + ସܶ(ݔ, ܮଶ) + ହܶ(ݔ, ܮଶ) + ଺ܶ(ݔ, ܮଶ, ݐ)൯ + 
+ℎସ൫ ଵܶ(ݔ) + ଶܶ(ݔ, ܮଶ) + ଷܶ(ݔ, ܮଶ) + ସܶ(ݔ, ܮଶ) + ହܶ(ݔ, ܮଶ) + ଺ܶ(ݔ, ܮଶ, ݐ)൯ = 
= ൭݇ସ ߲߲ݕ ଵܶ(ݔ) + ℎସ ଵܶ(ݔ)൱ + ൭݇ସ
߲
߲ݕ ଶܶ(ݔ, ܮଶ) + ℎସ ଶܶ(ݔ, ܮଶ)൱ + 
+ ൭݇ସ ߲߲ݕ ଷܶ(ݔ, ܮଶ) + ℎସ ଷܶ(ݔ, ܮଶ)൱ + ൭݇ସ
߲
߲ݕ ସܶ(ݔ, ܮଶ) + ℎସ ସܶ(ݔ, ܮଶ)൱ + 
+ ൭݇ସ ߲߲ݕ ହܶ(ݔ, ܮଶ) + ℎସ ହܶ(ݔ, ܮଶ)൱ + ൭݇ସ
߲
߲ݕ ଺ܶ(ݔ, ܮଶ, ݐ) + ℎସ ଺ܶ(ݔ, ܮଶ, ݐ)൱
= +ℎସ ଵܶ(ݔ) + ସ݂(ݔ) − ℎସ ଵܶ(ݔ) = ସ݂(ݔ) 
Por fim, a condição inicial também será satisfeita: 
ܶ(ݔ, ݕ, 0) = ଵܶ(ݔ) + ଶܶ(ݔ, ݕ) + ଷܶ(ݔ, ݕ) + ସܶ(ݔ, ݕ) + ହܶ(ݔ, ݕ) + ଺ܶ(ݔ, ݕ, 0) = 
= ଵܶ(ݔ) + ଶܶ(ݔ, ݕ) + ଷܶ(ݔ, ݕ) + ସܶ(ݔ, ݕ) + ହܶ(ݔ, ݕ) + 
+ ହ݂(ݔ, ݕ) − ଵܶ(ݔ) − ଶܶ(ݔ, ݕ) − ଷܶ(ݔ, ݕ) − ସܶ(ݔ, ݕ) − ହܶ(ݔ, ݕ) = ହ݂(ݔ, ݕ) 
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APÊNDICE C – A Função de Green 
Morse e Feshback (1953) mostram que o problema de valor de contorno e inicial: 
ۖە
ۖۖ
ۖۖ
ۖۖ
۔
ۖۖ
ۖۖ
ۖۖ
ۖۓ߲ଶ߲ܶݔଶ +
߲ଶܶ
߲ݕଶ +
߲ଶܶ
߲ݖଶ +
ݍ′′′(ݔ, ݕ, ݖ, ݐ)
݇ =
1
ߙ
߲ܶ
߲ݐ ,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, 0 < ݐ
−݇ଵ ߲߲ܶݔ (0, ݕ, ݖ, ݐ) + ℎଵܶ(0, ݕ, ݖ, ݐ) = ଵ݂(ݕ, ݖ, ݐ), 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, 0 < ݐ
݇ଶ ߲߲ܶݔ (ܮଵ, ݕ, ݖ, ݐ) + ℎଶܶ(ܮଵ, ݕ, ݖ, ݐ) = ଶ݂(ݕ, ݖ, ݐ), 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, 0 < ݐ
−݇ଷ ߲߲ܶݕ (ݔ, 0, ݖ, ݐ) + ℎଷܶ(ݔ, 0, ݖ, ݐ) = ଷ݂(ݔ, ݖ, ݐ), 0 < ݔ < ܮଵ, 0 < ݖ < ܮଷ, 0 < ݐ
݇ସ ߲߲ܶݕ (ݔ, ܮଶ, ݖ, ݐ) + ℎସܶ(ݔ, ܮଶ, ݖ, ݐ) = ସ݂(ݔ, ݖ, ݐ), 0 < ݔ < ܮଵ, 0 < ݖ < ܮଷ, 0 < ݐ
−݇ହ ߲߲ܶݖ (ݔ, ݕ, 0, ݐ) + ℎହܶ(ݔ, ݕ, 0, ݐ) = ହ݂(ݔ, ݕ, ݐ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݐ
݇଺ ߲߲ܶݖ (ݔ, ݕ, ܮଷ, ݐ) + ℎ଺ܶ(ݔ, ݕ, ܮଷ, ݐ) = ଺݂(ݔ, ݕ, ݐ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݐ
  
ܶ(ݔ, ݕ, ݖ, 0) = ଻݂(ݔ, ݕ, ݖ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ
 
tem solução 
ܶ(ݔ, ݕ, ݖ, ݐ) = න න න ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ ଻݂(ݔᇱ, ݕᇱ, ݖᇱ) ݀ݔᇱ௅భ௫ᇲୀ଴ ݀ݕᇱ
௅మ
௬ᇲୀ଴ ݀ݖᇱ
௅య
௭ᇲୀ଴  
+ ߙ݇ න න න න ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, ߬) ݍ′′′(ݔᇱ, ݕᇱ, ݖᇱ, ߬) ݀ݔᇱ
௅భ
௫ᇲୀ଴ ݀ݕᇱ
௅మ
௬ᇲୀ଴ ݀ݖᇱ
௅య
௭ᇲୀ଴ ݀߬
௧
ఛୀ଴  
+ߙ න න න ܩ(ݔ, ݕ, ݖ, ݐ|0, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ 1݇ଵ ଵ݂(ݕᇱ, ݖᇱ, ߬)݀ݕ
௅మ
௬ᇲୀ଴ ݀ݖ
௅య
௭ᇲୀ଴ ݀߬
௧
ఛୀ଴  
+ߙ න න න ܩ(ݔ, ݕ, ݖ, ݐ|ܮଵ, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ 1݇ଶ ଶ݂(ݕᇱ, ݖᇱ, ߬) ݀ݕ
௅మ
௬ᇲୀ଴ ݀ݖ
௅య
௭ᇲୀ଴ ݀߬
௧
ఛୀ଴ + ⋯ 
+ߙ න න න ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ܮଷ, ߬)|ఛୀ଴ 1݇଺ ଺݂(ݔᇱ, ݕᇱ, ߬) ݀ݕ
௅భ
௫ᇲୀ଴ ݀ݖ
௅మ
௬ᇲୀ଴ ݀߬
௧
ఛୀ଴  
onde a função de Green ܩ representa a temperatura no ponto (ݔ, ݕ, ݖ), no instante ݐ, devido a uma 
fonte de energia localizada no ponto (ݔᇱ, ݕᇱ, ݖᇱ) liberando energia espontaneamente no tempo ݐ = ߬, 
e satisfazendo condições de contorno homogêneas: 
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ۖە
ۖۖ
ۖۖ
ۖ۔
ۖۖ
ۖۖ
ۖۖ
ۓ߲ଶܩ߲ݔଶ +
߲ଶܩ
߲ݕଶ +
߲ଶܩ
߲ݖଶ +
ߜ(ݔ − ݔᇱ, ݕ − ݕᇱ, ݖ − ݖᇱ)ߜ(ݐ − ߬)
݇ =
1
ߙ
߲ܩ
߲ݐ , 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, ߬ < ݐ
−݇ଵ ߲ܩ߲ݔ (0, ݕ, ݖ, ݐ) + ℎଵܩ(0, ݕ, ݖ, ݐ) = 0, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, ߬ < ݐ
݇ଶ ߲ܩ߲ݔ (ܮଵ, ݕ, ݖ, ݐ) + ℎଶܩ(ܮଵ, ݕ, ݖ, ݐ) = 0, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, ߬ < ݐ
−݇ଷ ߲ܩ߲ݕ (ݔ, 0, ݖ, ݐ) + ℎଷܩ(ݔ, 0, ݖ, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݖ < ܮଷ, ߬ < ݐ
݇ସ ߲ܩ߲ݕ (ݔ, ܮଶ, ݖ, ݐ) + ℎସܩ(ݔ, ܮଶ, ݖ, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݖ < ܮଷ, ߬ < ݐ
−݇ହ ߲ܩ߲ݖ (ݔ, ݕ, 0, ݐ) + ℎହܩ(ݔ, ݕ, 0, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, ߬ < ݐ
݇଺ ߲ܩ߲ݖ (ݔ, ݕ, ܮଷ, ݐ) + ℎ଺ܩ(ݔ, ݕ, ܮଷ, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, ߬ < ݐ
  
 
Hahn e Özişik (2012) mostra um modo bem mais simples de se resolver esse problema 
auxiliar do que Morse e Feshback (1953) e, posteriormente, Carslaw e Jaeger (1959) apresentaram.  
ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, ߬) pode ser obtida simplesmente substituindo ݐ por ݐ − ߬ em 
ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, 0). 
Então, considerando o problema: 
ۖە
ۖۖ
ۖۖ
ۖۖ
۔
ۖۖ
ۖۖ
ۖۖ
ۖۓ߲ଶ߲߰ݔଶ +
߲ଶ߰
߲ݕଶ +
߲ଶ߰
߲ݖଶ =
1
ߙ
߲߰
߲ݐ ,    0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, ߬ < ݐ
−݇ଵ ߲߲߰ݔ (0, ݕ, ݖ, ݐ) + ℎଵ߰(0, ݕ, ݖ, ݐ) = 0, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, ߬ < ݐ
݇ଶ ߲߲߰ݔ (ܮଵ, ݕ, ݖ, ݐ) + ℎଶ߰(ܮଵ, ݕ, ݖ, ݐ) = 0, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ, ߬ < ݐ
−݇ଷ ߲߲߰ݕ (ݔ, 0, ݖ, ݐ) + ℎଷ߰(ݔ, 0, ݖ, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݖ < ܮଷ, ߬ < ݐ
݇ସ ߲߲߰ݕ (ݔ, ܮଶ, ݖ, ݐ) + ℎସ߰(ݔ, ܮଶ, ݖ, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݖ < ܮଷ, ߬ < ݐ
−݇ହ ߲߲߰ݖ (ݔ, ݕ, 0, ݐ) + ℎହ߰(ݔ, ݕ, 0, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, ߬ < ݐ
݇଺ ߲߲߰ݖ (ݔ, ݕ, ܮଷ, ݐ) + ℎ଺߰(ݔ, ݕ, ܮଷ, ݐ) = 0, 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, ߬ < ݐ߰(ݔ, ݕ, ݖ, 0) = ଻݂(ݔ, ݕ, ݖ), 0 < ݔ < ܮଵ, 0 < ݕ < ܮଶ, 0 < ݖ < ܮଷ
  
 
e utilizando o método da separação de variáveis: 
߰(ݔ, ݕ, ݖ, ݐ) = ෍ ෍ ෍ ܺ௠(ݔ) ௡ܻ(ݕ)ܼ௣(ݖ)Γ(ݐ)௣௡௠  
obtém-se 
ܺ௠ᇱᇱ (ݔ)ܺ௠(ݔ) +
௡ܻᇱᇱ(ݕ)
௡ܻ(ݕ) +
ܼ௣ᇱᇱ(ݖ)ܼ௣(ݖ) =
1
ߙ
Γᇱ(ݐ)
Γ(ݐ)  
Assim: 
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ۖە
۔
ۖۓܺ௠ᇱᇱ (ݔ) + ߞ௠ଶ ܺ௠(ݔ) = 0
௡ܻᇱᇱ(ݕ) + ߛ௡ଶ ௡ܻ(ݕ) = 0ܼ௣ᇱᇱ(ݖ) + ߟ௣ଶܼ௣(ݖ) = 0Γᇱ(ݐ) + ߙ൫ߞ௠ଶ + ߛ௡ଶ + ߟ௣ଶ൯Γ(ݐ) = 0
→
ۖە
۔
ۖۓܺ௠(ݔ) = ܣ௠ sen ߞ௠ݔ + ܤ௠ cos ߞ௠ݔ
௡ܻ(ݕ) = ܥ௡ sen ߛ௡ݕ + ܦ௡ cos ߛ௡ݕܼ௣(ݖ) = ܧ௣ sen ߛ௣ݖ + ܨ௣ cos ߛ௣ݖ
Γ(ݐ) = ݁ିఈ൫఍೘మ ାఊ೙మାఎ೛మ൯௧
 
onde as constantes e os autovalores são determinados pelas condições de contorno, ou seja, os 
autovalores vão satisfazer as mesmas equações obtidas pelos outros métodos. 
Portanto: 
߰(ݔ, ݕ, ݖ, ݐ) = ෍ ෍ ෍ ܿ௠௡௣݁ିఈ൫఍೘మ ାఊ೙మାఎ೛మ൯௧ܺ௠(ݔ) ௡ܻ(ݕ)ܼ௣(ݖ)௣௡௠  
A condição inicial leva a 
߰(ݔ, ݕ, ݖ, 0) = ෍ ෍ ෍ ܿ௠௡௣ܺ௠(ݔ) ௡ܻ(ݕ)ܼ௣(ݖ)௣௡௠ = ଻݂(ݔ, ݕ, ݖ) 
Aplicando-se a ambos lados da equação, sucessivamente, os operadores 
න ܺ௠(ݔ)௅భ଴ ݀ݔ, න ௡ܻ(ݕ)
௅భ
଴ ݀ݕ, න ܼ௣(ݖ)
௅భ
଴ ݀ݖ 
obtém-se 
ܿ௠௡௣ = 1ܰ(ߞ௠)ܰ(ߛ௡)ܰ൫ߟ௣൯ න න න ܺ௠(ݔᇱ) ௡ܻ(ݕᇱ)ܼ௣(ݖᇱ) ଻݂(ݔ, ݕ, ݖ)
௅భ
଴ ݀ݔᇱ
௅మ
଴ ݀ݕᇱ
௅య
଴ ݀ݖᇱ 
onde 
ܰ(ߚ௠) = න ܺ௠ଶ (ݔ)௅భ଴ ݀ݔ 
ܰ(ߛ௡) = න ௡ܻଶ(ݕ)௅భ଴ ݀ݕ 
ܰ൫ߟ௣൯ = න ܼ௣ଶ(ݖ)௅భ଴ ݀ݖ 
Agora resolve-se esse problema novamente por função de Green: 
߰(ݔ, ݕ, ݖ, ݐ) = න න න ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ ଻݂(ݔᇱ, ݕᇱ, ݖᇱ) ݀ݔᇱ௅భ௫ᇲୀ଴ ݀ݕᇱ
௅మ
௬ᇲୀ଴ ݀ݖᇱ
௅య
௭ᇲୀ଴  
+ ߙ݇ න න න න ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ 0 ݀ݔᇱ
௅భ
௫ᇲୀ଴ ݀ݕᇱ
௅మ
௬ᇲୀ଴ ݀ݖᇱ
௅య
௭ᇲୀ଴ ݀߬
௧
ఛୀ଴  
+ߙ න න න ܩ(ݔ, ݕ, ݖ, ݐ|0, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ 0 ݀ݕ௅మ௬ᇲୀ଴ ݀ݖ
௅య
௭ᇲୀ଴ ݀߬
௧
ఛୀ଴  
+ߙ න න න ܩ(ݔ, ݕ, ݖ, ݐ|ܮଵ, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ 0 ݀ݕ௅మ௬ᇲୀ଴ ݀ݖ
௅య
௭ᇲୀ଴ ݀߬
௧
ఛୀ଴ + ⋯ 
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+ߙ න න න ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ܮଷ, ߬)|ఛୀ଴ 0 ݀ݕ௅భ௫ᇲୀ଴ ݀ݖ
௅మ
௬ᇲୀ଴ ݀߬
௧
ఛୀ଴  
= න න න ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ ଻݂(ݔᇱ, ݕᇱ, ݖᇱ) ݀ݔᇱ௅భ௫ᇲୀ଴ ݀ݕᇱ
௅మ
௬ᇲୀ଴ ݀ݖᇱ
௅య
௭ᇲୀ଴  
Comparando-se as duas soluções, nota-se que: 
ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, ߬)|ఛୀ଴ = ݁
ିఈ൫఍೘మ ାఊ೙మାఎ೛మ൯௧ܺ௠(ݔ) ௡ܻ(ݕ)ܼ௣(ݖ)ܺ௠(ݔᇱ) ௡ܻ(ݕᇱ)ܼ௣(ݖᇱ)ܰ(ߚ௠)ܰ(ߛ௡)ܰ൫ߟ௣൯  
Então, substituindo ݐ por ݐ − ߬: 
ܩ(ݔ, ݕ, ݖ, ݐ|ݔᇱ, ݕᇱ, ݖᇱ, ߬) = ݁ିఈ൫఍೘
మ ାఊ೙మାఎ೛మ൯(௧ିఛ)ܺ௠(ݔ) ௡ܻ(ݕ)ܼ௣(ݖ)ܺ௠(ݔᇱ) ௡ܻ(ݕᇱ)ܼ௣(ݖᇱ)ܰ(ߚ௠)ܰ(ߛ௡)ܰ൫ߟ௣൯  
o que completa a solução. 
