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Bootstrap, or k-core, percolation displays on the Bethe lattice a mixed first/second order phase
transition with both a discontinuous order parameter and diverging critical fluctuations. I apply the
recently introduced M -layer technique to study corrections to mean-field theory showing that at all
orders in the loop expansion the problem is equivalent to a spinodal with quenched disorder. This
implies that the mean-field hybrid transition does not survive in physical dimension. Nevertheless,
its critical properties as an avoided transition, make it a proxy of the avoided Mode-Coupling-Theory
critical point of supercooled liquids.
Bootstrap, or k-core, percolation (BP) is an extension
of ordinary percolation in which the occupancy of a given
site is constrained by that of its neighbors. The definition
of the problem is very simple: first the sites of a given
lattice are populated with probability p, then each site
with less than k neighbors is removed and the process is
repeated until each site has at least k neighbors. When
the process is completed the remaining occupied sites,
if any, form the so-called the k-core. It was originally
introduced as a model of dilute magnetic materials but
has then been invoked in many different contexts, see [1]
for a review. In its mean-field (MF) Bethe-lattice for-
mulation [2] it displays a mixed first/second order phase
transition characterized by a discontinuous order param-
eter and a diverging critical fluctuations. The presence
of a hybrid transition has later been confirmed in many
other locally tree-like random graphs, including random
networks with generic connectivity [3] and heterogeneous
constraints [4, 5], while the large connectivity limit has
been recently studied in [6]. Correspondingly, it has been
argued that the culling process by which the k-core is gen-
erated is also critical at the hybrid transition, although
here the exact analysis is difficult also on locally tree-like
lattices and one may need to resort to numerics [7–9].
The hybrid nature of the BP transition itself has been
invoked in a wide range of contexts [1], e.g. network col-
lapse [10], jamming [11, 12] and Kinetically Constrained
Models (KCM) of supercooled liquids [13–15]. Since most
of these applications are defined in three dimensions an
essential question arises: does the hybrid MF transition
exist in finite dimension?
So far exact results on specific lattices in finite dimen-
sion d have always provided a negative answer [1]. It is
known rigorously that there is no transition in regular
lattices (RL) with k > d: the k-core is empty as soon as
p < 1 [16]. Furthermore numerical investigations suggest
that on RL with k = d = 4 the transition is simply first-
order with pc < 1 [17] while for k = d = 3 is continuous
[1, 17]. Note that numerical methods are affected by se-
vere non-trivial finite-size effects for k > d [18] but are
safer for k ≤ d [41]. Nevertheless these negative results
leave the question open for the countless other lattices
(either regular or random) in any dimension. Further-
more a perturbative expansion around the large dimen-
sion limit of [19] suggested that both the MF transition
and its hybrid character survives.
In the following I will address the problem from the
Renormalization-Group (RG) perspective. In the RG
framework a microscopic model at the critical point lies
on the so-called critical surface and will be driven by the
RG flow towards a fixed point (FP). Notably all models
in the basin of attraction of a given FP have the same
critical exponents leading to the celebrated Universality
property. The focus of the analysis is thus shifted from
specific microscopic models to specific ensembles of crit-
ical points associated to RG FP’s. Among all possible
FP’s the MF FP is particularly important: in the typical
scenario it develops an unstable direction on the critical
surface below the upper critical dimension so that a crit-
ical point, no matter how close to it, will flow towards
another stable FP. Thus in the RG framework the ques-
tion of the fate of the MF transition can be given a precise
statement: given a point on the critical surface infinitely
close to the MF FP, where will the RG flow take it?
Before discussing the answer to this question for BP
let us clarify the connection between RG FP’s and mi-
croscopic models. A priori any microscopic model that
can be studied with the MF approximation is a candi-
date to be in the basin of attraction of the MF FP or, if
unstable, of the stable FP connected to it. In the con-
text of BP this means that any lattice with connectivity
c > 2 is a priori a candidate: this includes all sorts of
lattices, e.g. RL’s, the triangular or honeycomb in d = 2,
diamond cubic in d = 3, plus random lattices in any di-
mension. However, to determine if a microscopic model
actually flows to the MF PF we should solve exactly the
RG equation, which is typically unfeasible. Clearly if we
know by other means that a model does not have a crit-
ical point (e.g. RL with k > d) we know that they will
not flow to the MF FP. Besides not all candidates mod-
els must have the same RG behavior: for instance it is
possible that a model flows to a completely different FP,
much as BP on the RL with k = d = 3 flows towards the
FP of ordinary percolation. On the other hand, the fact
that a given candidate does not display a MF-like tran-
sition is not enough to claim that none of the countless
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2others microscopic models also do not, one could never
be sure of not having picked the wrong lattice. In short,
only a FP RG analysis can give us information valid for
all microscopic models that flow towards the MF FP, but
it cannot tell us which models do and do not.
The result presented in the following implies that not
only the MF FP is unstable below the upper critical di-
mension du = 8 but that as soon as we move in the unsta-
ble direction the hybrid transition is washed out mean-
ing that there is no stable fixed point reachable from the
neighborhood of the unstable MF FP: the fate of the MF
hybrid transition is to disappear. This explains why such
a transition has never been observed in finite dimension:
no matter which lattice we consider we will never observe
neither the hybrid MF transition nor a transition associ-
ated to a stable FP reachable from the neighborhood of
the MF FP. At best one can observe pseudo-MF behavior
with an ordinary first-order transition occurring slightly
before the correlation length divergence, as indeed seems
to happen on the regular lattice with k = d = 4 [17].
According to what we said before, the RG analysis is in-
trinsically local and cannot rule out the possibility that
on a given specific lattices BP may display other types of
transitions by flowing towards different unknown FP’s,
however the MF hybrid transition that continues to at-
tracts so much interest in the literature is specifically
associated to the unique MF FP considered here.
In the modern theory of critical phenomena, to study
the MF FP one does not solve explicitly the RG equa-
tions. One considers instead a specific microscopic model
with a tunable parameter that controls the distance from
the MF FP. This is a continuum field theory (e.g. the φ4
theory for ferromagnetism) and the tunable parameter
is the bare coupling constant. If the coupling constant
is zero one sits exactly on the unstable MF FP, but as
soon as it is non-zero the RG flow takes the system to
the stable FP with different critical exponents. Because
of Universality, computing the critical exponents in the
field theory amounts to compute them for all models that
flow to the same FP. This computation is then performed
resumming the diagrammatic loop expansion of the field
theory through standard recipes inspired by RG argu-
ments [20–23]. Until now it was not be possible to im-
plement this program for BP because of the lack of a
known field-theoretical formulation, at variance with or-
dinary percolation where the Fortuin-Kastelein map pro-
vides the answer. To overcome this problem I have ap-
plied the M -layer construction recently proposed in [24]
to treat problems in which MF theory is only available on
the Bethe lattice. One introduces a microscopic model
with an additional parameter 1/M that plays the role of
the bare coupling constant: when it is zero the Bethe so-
lution is exact and the system flows to the MF FP, when
it is small but finite one explores the neighborhood of the
MF FP. Furthermore one can compute a loop expansion
around the Bethe solution in powers of 1/M and, if the
MF FP is unstable, compute the non-MF critical expo-
nents by resumming the series through the same recipes
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FIG. 1: The M -layer construction: the original lattice is
replicated M times and then each edge is rewired between
different copies (M = 3) (top). The 1/M expansion is ob-
tained summing over Feynaman diagrams (middle) that are
transformed into fat diagrams (bottom).
of the field theoretical expansions. The precise techni-
cal statement presented in the following is that the loop
expansion of BP at all orders is the same of a spinodal
with disorder, which is in turn equivalent to a quadratic
stochastic equation. The latter is ill-defined beyond per-
turbation theory and this leads to the fact that the MF
FP transition is washed out as soon as one moves in the
unstable direction.
The result does not at all curtail the interest and rel-
evance of the MF BP transition for systems in physi-
cal dimension. Indeed the way by which the MF transi-
tion is washed out, i.e. the mapping to a spinodal with
quenched disorder, consolidates the status of BP as a
proxy of the avoided Mode-Coupling-Theory (MCT) sin-
gularity in supercooled liquids. MCT predicts a sharp
dynamical arrest transition that is not observed in ac-
tual supercooled liquids. Although avoided, the transi-
tion manifests itself as a crossover whose existence and
relevance is well established experimentally. The con-
nection is established through Fredrikson-Andersen (FA)
models of supercooled liquids, that exhibit on the Bethe
lattice a sharp MCT transition quantitatively related to
BP [14, 15, 25]. Now this connection is further consol-
idated because a mapping to the very same quadratic
stochastic equations derived here have been obtained in
recent years for MCT in the context of the Random-First-
Order-Theory [26] motivating interest in other random
critical points [27, 28] and in zero-temperature disordered
spinodals [29]. Later a mapping to a well-defined dynam-
3ical stochastic equation, called stochastic beta relaxation
(SBR), has been obtained through a full-fledged dynam-
ical treatment [30, 31] to provide a complete description
of how the sharp transition of MCT is transformed into a
dynamical crossover. It is likely that SBR is also valid for
FA models, but at present such an analysis is hampered
by the lack of a Bethe lattice solution of the dynamics.
Indeed at present we are not even able to show analyt-
ically that FA models obey critical MCT equations, as
shown numerically in [14, 15, 25]. Be as it may, the re-
sult of [26] has already been successfully applied to FA
models [32, 33]. Similarly, it is natural to expect that
the correct dynamical scaling functions in finite dimen-
sion are given by SBR as confirmed in recent numerical
simulations in the M -layer framework [42].
Before sketching the basic steps of the computation
I note that the present RG analysis of BP has also a
methodological interest in itself because is the first result
that, at least at present, can only be obtained through
the M -layer construction. It is also worth mentioning
that some authors have successfully modified ad hoc the
BP rules in order to find a hybrid transition. Initiated by
Ref. [34, 35], this line of research is rather active [36, 37].
These models nonetheless are not directly relevant to the
question of the fate of the MF BP transition because: mi-
croscopically they are essentially different from BP, they
are not amenable to a MF treatment and, most impor-
tantly, their hybrid transitions display an essential and
striking qualitative difference from MF BP in that the
correlation length diverges faster than a power law.
The outcome of the culling process leading to the k-
core does not depend on the sequence of which sites are
culled, in particular one can consider the modified prob-
lem in which a given site i is occupied with probability
one and no culling is applied to it and then apply an
extraction and culling (eac) move to obtain its proba-
bility Psite to be in the k-core. The latter is given by
p times the sum over all configuration of its neighbors
{sj , j ∈ ∂i} satisfying the constraint of their occupancy
probability P (i)(sj , j ∈ ∂i) prior to eac on site i. On the
Bethe lattice with connectivity c one can argue that the
probability P (i)(sj , j ∈ ∂i) is factorized
P (i)({sj : j ∈ ∂i}) =
∏
j∈∂i
PB(sj) (1)
where s = 1 if the site is occupied and zero otherwise and
PB(s) ≡ δs,1 P + δs,0(1− P ) (2)
With the definition Ps,t ≡
∑t
i=s
(
t
i
)
P i(1−P )t−i the prob-
lem is determined by the following equations:
P = pPk−1,c−1 , Psite = pPk,c . (3)
For all k > 2 a solution with non-zero P is found at large
values of p; the solution disappears at a critical value
p = pc with a square-root singularity thus exhibiting the
celebrated mixed first-order/second-order character.
To implement the M -layer construction we consider M
copies of the original lattice (with connectivity c) so that
on each site i of the original lattice we have M sites sαi ,
α = 1, . . . ,M . The M edges corresponding to a given
edge of the original lattice are then randomly rewired
between them leading to a new lattice with the same
connectivity c, see fig. (1). One can argue that in the
limit M → ∞ the number of small loops in the graph
decreases with M and the new lattice has locally a tree-
like structure. Therefore the average over the possible
rewirings of any observable takes the value correspond-
ing to the above Bethe lattice solution with small 1/M
corrections that can be can be expressed as a sum over
Feynman diagrams.
A given Feynman diagram is transformed into a fat dia-
gram substituting its I lines with one-dimensional chains
of given lengths {L1, . . . , LI} and attaching the appropri-
ate number of Bethe trees to ensure that the connectivity
of each vertex is exactly c, see the example of fig. (1).
The natural observable in the context of BP is the joint
probability that two (or more) sites are both on the k-
core, in the following I will specialize to two-point corre-
lations and thus to Feynman diagrams with two external
vertexes but the mapping can be generalized straightfor-
wardly to higher orders correlations.
The computation of the occupation probability on a
given fat diagram can be done it two steps: first we study
the case in which the vertexes of the Feynman diagram
are occupied and perform eac on the internal lines and
then we apply eac to the vertexes. It turns out that in
order to evaluate a given diagram we need the probability
that sites s1 and sL−1 on a chain are occupied prior to
eac on the extremal point of the chain s0 and sL; the case
in which all sites on the chain are such that they have
exactly m occupied neighbors before eac on s0 and sL
must be treated separately, in this case, following stan-
dard terminology, we say that they are on the corona and
we introduce an additional binary variable χ equal to one
if this is the case and zero otherwise. As discussed in [24]
we have to attach to each line of length L the difference
between the probability distribution PL(s1, sL−1, χ) and
its L→∞ limit PB(s1)PB(sL)δχ,0:
∆PL(σ, τ, χ) ≡ PL(σ, τ, χ)− PB(σ)PB(τ)δχ,0 . (4)
A careful analysis, presented in the supplemental mate-
rial, leads to the following large-distance behavior:
∆PL(σ, τ, χ) = δχ,0[g(σ)g(τ) ∆Lλ
L−1 +O(λL)] +
+ δχ,1 δσ,1 δτ,1λ
L−1 (5)
where g(s) ≡ δs,1−δs,0 and ∆ is a positive constant. The
parameter λ has the following behavior close to the Bethe
critical point: λ ≈ (1−σ1/2)/(c−1) where σ is a positive
quantity vanishing linearly at the Bethe critical point
σ ∝ |p − pc|. Note that the corona probability decays
exactly as λL−1 but there is a larger O(LλL) off-corona
contribution, this uncommon feature, already noted in
[11], is the essential to the final result.
4According to [24] the Feynman diagram considered
must be embedded on the original lattice summing over
the positions of the internal vertexes, as in the the stan-
dard field theoretical loop expansions. Furthermore for
each line of the Feynman diagram we have a sum over
all non-backtracking paths connecting the two ends of
the line. In Fourier space the sum of (5) over the non-
backtracking paths generates the equivalent of the bare
propagator in standard field theory:
δχ,0g(σ)g(τ) ∆
(
1
σ1/2 + k2
)2
+ δχ,1 δσ,1 δτ,1
1
σ1/2 + k2
(6)
The key point is that the off-corona contribution leads to
a so-called double pole as in systems with quenched ran-
dom fields. The contribution of each Feynman diagram
diverges at the Bethe critical point and the modern the-
ory of critical phenomena provides recipes to compute the
critical exponents by resumming these divergent contri-
butions. For BP one would say that the leading contribu-
tion of a given Feynman diagram is obtained selecting for
each line the double pole contribution. Instead it turns
that such a contribution has a zero prefactor, technically
because of the property
∑
σ g(σ) = 0. A careful anal-
ysis (see supplemental material) shows that in order to
maximize the number of off-corona edges without hav-
ing a vanishing prefactor one has to arrange the corona
edges on trees in such a way that each internal vertex is
connected to either s1 and s2 by a path of corona edges.
Once this condition is fulfilled we can set the χ’s of the
remaining edges to zero.
In the M -layer construction one has to consider all
Feynman diagrams with internal vertexes of degree up to
the connectivity of the original lattice and at any given
order in the loop expansion the leading divergent dia-
grams are those where all vertexes have degree three.
Therefore the M -layer expansion at criticality is nat-
urally associated to cubic Feynman diagrams, unless,
which is not the case here, the contribution of cubic
vertexes vanishes for symmetry reason (as for a ferro-
magnetic transition). In fig. (2) we show a leading
non-vanishing assignment of the χ’s on a 13-th loop cu-
bic Feynman diagram. We have represented subleading
corona contributions with simple lines and leading off-
corona contributions with crossed lines as in the RFIM
literature [38, 39].
Using standard techniques borrowed from the
Ranodm-Field-Ising-Model literature (see the supple-
mental material for a complete derivation) one can show
that the above Feynman rules for diagrams are exactly
those of a magnetic spinodal in a random field. One can
then show that the most diverging diagrams are those
generated by the solution of a stochastic equation i.e.
the generic N -point correlation function of BP is given
by:
〈sx1 . . . sxN 〉 ≈ [m(x1) . . .m(xN )] (7)
where m(x) is the solution of the following stochastic
x
x
x x
x
x
xx
x
x xx x
x
FIG. 2: Top-Left: A cubic 13-loops Feynman diagram con-
tributing to the two-points correlation. Top-Right: one of the
possible leading non-vanishing assignments of the subleading
χ = 1 corona contributions (simple lines) and of the lead-
ing χ = 0 off-corona contributions (crossed lines). Bottom:
Graphical representation of the mapping between the random
field spinodal and quadratic stochastic equations (see text).
equation:
σ
2
+
h(x)
M˜
−∇2m(x)− 1
2
m2(x) = 0 (8)
and the square brackets mean average over the solution
of the equation with Gaussian random fields h(x)
[h(x)] = 0 , [h(x)h(y)] = ∆ δ(x− y) (9)
The mapping to the stochastic equation is represented
graphically in fig. (2). Before average the loop expan-
sion is given by Feynman diagrams with single poles (the
corona lines) and random sources (represented by ar-
rows), after average different sources are paired to give
the crossed lines (the off-corona lines).
The average over solutions in the r.h.s. of eq. (7) is
pathological simply because the equation does not admit
a real solution for certain (negative) values of h(x). The
equation is well-defined instead if the random fields are
imaginary and yields the universality class of branched
polymers [40]. As we said before the physical implication
is the hybrid critical point ceases to exist as soon as we
move in the unstable direction of the MF FP.
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6Supplemental Materials: Fate of the Hybrid Transition of Bootstrap Percolation in
Physical Dimension
I. THE LOOP EXPANSION AND THE MAPPING TO THE STOCHASTIC EQUATION
In the following a detailed derivation of the mapping discussed in the main text will be given. The derivation,
albeit rather straightforward, requires basic knowledge of i) the field theoretical approach to second-order phase
transition at a textbook level [20–23] ii) the M -layer expansion of [24] iii) the replica theory of the random field Ising
model (RFIM) and the mapping to stochastic equations leading to Parisi-Sourlas dimensional reduction [38], an good
compact presentation is given in sections 2.2-2.4 of [39]. For the sake of readability some of the passages already
discussed will be repeated.
In the M -layer framework the average of a given observable over all the possible rewirings can be expressed as a
sum over Feynman diagrams. A given Feynman diagram is transformed into a fat diagram substituting its I lines
with one-dimensional chains of given lengths {L1, . . . , LI} and attaching Bethe trees so that the connectivity of each
vertex is exactly c. Within bootstrap percolation the natural observable is the joint probability that two or more
sites are all on the k-core. I will specialize to two-point correlations and thus to Feynman diagrams with two external
vertexes. The derivation of the mapping can be easily generalized to higher orders correlations.
The computation of the occupation probability on a given fat diagram can be done it two steps: first we study the
case in which all the vertexes of the corresponding Feynman diagram are occupied and perform eac on the internal
lines and then we apply eac to the vertexes. In order to do so we need to discuss the properties of a chain of length L
in the Bethe lattice. At variance with the single-site case, knowledge of the configuration of sites s1 and sL−1 prior
to eac on sites s0 and sL is not enough to perform eac on s0 and sL: one has to take into account the possibility that
eac on s0 (sL) changes the value of sL−1 (s1). This happens if and only if site s0 is emptied by eac and every site
{s1, . . . , sL−1} had exactly m occupied neighbors before eac on s0. Following standard terminology we say that sites
{s1, . . . , sL−1} belong to the corona cluster before eac on s0 and sL. We introduce an additional variable χ that is
equal to one if every site on the chain is on the corona and vanishes otherwise. If χ = 0 eac on s0 (sL) depends only
on s1 (sL−1) before eac; if χ = 1 eac on s0 and sL cannot be done independently but is easily performed: essentially
the whole line can be replaced by a single edge connecting site s0 and sL directly.
Let us define the difference between the probability distribution PL(s1, sL−1, χ) and its L → ∞ limit
PB(s1)PB(sL)δχ,0:
∆PL(σ, τ, χ) ≡ PL(σ, τ, χ)− PB(σ)PB(τ)δχ,0 . (10)
In the next section we will derive the following large distance behavior:
∆PL(σ, τ, χ) = δχ,0[g(σ)g(τ) ∆Lλ
L−1 +O(λL)] + δχ,1 δσ,1 δτ,1λL−1 (11)
where g(s) ≡ δs,1 − δs,0 and ∆ is a positive constant. The function g(s) has the property∑
s
g(s) = 0 (12)
that will be crucial in the derivation of the mapping. Note that the corona probability decays exactly as λL−1 but
there is a larger O(LλL) off-corona contribution. The parameter λ is computed in the next section, it has the following
behavior close to the Bethe critical point p = pc:
λ ≈ 1
c− 1(1− σ
1/2) (13)
where σ is a positive quantity vanishing linearly at the critical point σ ∝ |p− pc|. As we will see in the following it is
essential that λ tends to 1/(c− 1) at p = pc with a square root deviation.
The configuration of the vertexes of any Feynman diagram after eac over them is completely determined by: i) the
configuration of the vertexes themselves after extraction but before culling, ii) the configuration of their neighbors
before culling on the Feynman vertexes but after eac on the lines iii) the values of the χ’s of the lines. Thus, for any
Feynman diagram G with two external vertexes we can define an indicator function I12 that is equal to one if an only
if site s1 and s2 (the external vertexes of the Feynman diagram) are both occupied after eac on all the vertexes:
I12(G, s1, . . . , sV ′ , χ1, . . . , χI) (14)
7where V ≥ 2 is the total number of vertexes of G, V ′ = V + c V is the number of sites including the c sites at the
frontier of each of each vertex and I is the number of lines. In order to obtain the probability that both sites s1 and s2
survive culling we have to sum the function I12 over all possible configurations prior to culling with the corresponding
probabilities.
It is convenient to specify for each edge l of the Feynman diagram a direction, in field theory this is usually done
to write the momentum conservation conditions at each vertex and thus will be useful later, at this stage it allows
to define a function in(l) (out(l)) that yields the index j of the site at the beginning (at the end) of edge l. We also
define Se as the set of frontier sites that are on the edges of the Feynman diagram, i.e. the 2I sites ssj such that
j = in(l), out(l) for l = 1, . . . , I. We then have:
〈s1s2〉 =
∑
s1,...sV ′ ,χ1,...,χI
I12
 V∏
i=1
p(si) ∏
j∈∂i,j 6∈Se
PB(sj)
[ I∏
l=1
PLl(sin(l), sout(l), χl)
]
(15)
where the square brackets mean average over the initials configurations. In the above formula Ll is the length of edge
l and we have omitted the explicit dependence of I12 from its arguments as given in (14). Actually the correct objects
to be computed in order the generate the 1/M expansion are the so-called line-connected observables for which a
general expression was given in [24]. This corresponds essentially to replace two-point correlations with connected
two-point correlations and in this context means that we have just to replace PL(σ, τ, χ) with ∆PL(σ, τ, χ):
〈s1s2〉lc =
∑
s1,...sV ′ ,χ1,...,χI
I12
 V∏
i=1
p(si) ∏
j∈∂i,j 6∈Se
PB(sj)
[ I∏
l=1
∆PLl(sin(l), sout(l), χl)
]
. (16)
The function I12 depends only on the topology of the Feynman graph and not on the actual lengths of the lines. As
discussed in [24] in the critical region we must consider the large L limit, therefore we should select the leading LλL
off-corona contribution in ∆PL for all lines. The key point is that such a contribution has a zero prefactor. Indeed if
χl = 0 on all l the function I12 does not depend on all its arguments but only on the vertexes on the frontier of s1
and s2. In particular it does not depend on any of the neighbors of all the other vertexes, as a consequence we can
sum on any of the neighboring sites independently and this yields a term
∑
s g(s) = 0 for each of them. Thus when
we select the leading contribution for a given line we must be careful not to get a vanishing contribution.
Let us concentrate on a single line l for which we select that leading term χl = 0. We consider a couple of
configurations of all the other variables (the occupancies of the sites and the χ’s of the other edges) that differ only
by the state (occupied or empty) of one of the sites of l, say in(l). If the function I12 does not change on these two
configurations then again the term
∑
sin(l)
g(sin(l)) = 0 leads to a vanishing contribution. Thus a necessary condition
for having a non-vanishing contribution is that the configuration of the other sites and of the other χ’s must be such
that the internal vertex to which sin(l) is connected is on the same corona cluster of either s1 or s2 when sin(l) is
occupied. This is the only case in which I12 may change when sin(l) is emptied. Similarly if we assign the values of χ
on each edge of the graph and study the effect of summing over the configurations of the sites on the edges with χ = 0,
we can easily see that the necessary condition to have a non-vanishing contribution is that when all sites on those
edges are occupied all sites connected to them must be on the same corona cluster of either s1 or s2. The previous
observations imply that in order to maximize the number of off-corona edges to have the largest possible contribution
while having a non-zero prefactor one has to arrange the corona edges on the graph on trees in such a way that each
internal vertex is connected to either s1 and s2 by a path of corona edges. Once this condition is fulfilled we can set
all other χ’s to zero thus selecting the leading contribution.
The only configurations of the corona edges and of the vertexes that survive the sum over the off-corona edges
vertexes are those such that all vertexes including s1 and s2 are on the corona when all sites on off-corona edges are
occupied, so that I12 = 1 on the latter and I12 = 0 as soon as any of the off-corona edges is emptied. Thus the total
weight of those configurations is obtained multiplying for each vertex a factor
pdv ≡ p
(
c− dv
k − dv
)
P k−dv (1− P )c−k (17)
where dv is the connectivity (also called the degree) of the vertex in the Feynman diagram. In general in the M -layer
context we have to consider Feynman diagrams with vertexes of degree up to c. Similarly to standard field theory one
can argue that the leading diverging contribution at each order in the loop expansion are obtained considering cubic
Feynman diagrams with the lowest degree dv = 3 for all internal vertexes, unless they vanish for symmetry reason
(which is not case here). For external vertexes we have simply dv = 1. More importantly we have a factor λ
Ll−1 and
∆Ll λ
Ll−1 respectively for each corona and off-corona line.
8According to [24] the diagram must then be embedded on the original lattice (with M = 1) assigning the positions
of the vertexes and the incoming and outgoing directions of each line. For each line we have to multiply a factor
NLl(x, y, µ, µ
′) that yields the number of non-backtracking paths of length Ll starting at lattice point x in the direction
µ and ending at lattice point y from direction µ′. In the interesting regime Ll  1 one can argue that NLl(x, y, µ, µ′)
is independent of the directions µ and µ′ and can be replaced by the total number of paths between x and y divided
by the connectivity squared NLl(x, y)/c
2. Then the sum over different directions yields for each vertex v a factor
ndv ≡ dv!
(
c
dv
)
. (18)
It is convenient to study the Fourier transform of the two-point function so that we have to sum over the positions
of all vertexes, including the external ones. In the relevant region where the vertexes are far apart the number of
non-backtracking paths of length L between two lattice points at x and y can be approximated by
NL(x, y) ≈ c(c− 1)
L−1
ρ
G(x− y) (19)
where c(c − 1)L−1 is the total number of paths starting from a given lattice point and ρ is the density of the sites
of the original lattice (corresponding to M = 1). G(x) is a Gaussian distribution with variance 2DNBW L where
DNBW is by definition the diffusion coefficient of non-backtracking random walks in the original lattice. Furthermore
since the integrand varies slowly we can replace the sum over the lattice points with an integral:
∑
i → ρ
∫
ddx. The
actual microscopic properties of the lattice encoded in DNBW and ρ are irrelevant for the derivation of the mapping
and indeed they will later be factorized. Performing also the internal integrals in Fourier space we end up with a
momentum conservation condition (and a factor (2pi)d−d dv/2) at each internal vertex and a factor ρ for each vertex.
Accordingly for each line we have a factor
1
c2
NL(k, k
′) ≈ δ(k + k′) (c− 1)
L−1
c ρ
exp[−LDNBW k2] (20)
where the factor c2 is to get the contribution at fixed incoming and outgoing directions.
At this point we perform the summation over L on each line and we see that at the critical point since λ obeys eq.
(13) the exponential decay is very slow and leads to a single pole contribution for a corona edge and a double pole
contribution for an off-corona edge:
1
c ρ
(
1
σ1/2 +DNBW k2
)
,
1
c ρ
∆
(
1
σ1/2 +DNBW k2
)2
. (21)
Finally according to [24] each diagram must be divided by the symmetry factor of the Feynman diagram S(G) and
multiplied by a factor 1/Mn+L−1 where n is the order of the observable (the number of external vertexes of the
diagram) and L is the number of loops. If we rescale the distances in order to have DNBW k
2 → k2 we have additional
factors for each internal line and for each internal vertex. We have thus constant factors pin associated to internal
vertexes, pext to external vertexes, iin to internal lines and iext to external lines. For cubic diagrams internal vertexes
and internal lines have expressions Vin = 2(L−1) +n and Iin = 3(L−1) +n thus if we also redefine the observable of
order n multiplying it by an appropriate constant bn all factors (except the (2pi)d−d 3/2 factor at each internal vertex)
can be reabsorbed into a rescaling of the factor M :
1
Mn+L−1
bniIinin i
n
extp
Vin
in c
n
extp
n
ext =
1
M˜n+L−1
. (22)
Thus we arrive at the final result that the (rescaled) observable of order n is obtained summing over all cubic Feynman
diagrams with a factor 1/(M˜n+L−1S(G)). For each diagram we have to consider all possible valid arrangements of
corona and off-corona edges and multiply the propagators (21) without the (cρ)−1 factors and with DNBW = 1. Then
we have to perform the integrals over the internal momenta with the momentum conservation condition and a factor
(2pi)d−d 3/2 at each internal vertex.
We will now show that the above Feynman rules are exactly the same of a spinodal in a random field. Let us recall
the definition of the corresponding replicated action in terms of fields ma(x) where a = 1, . . . n and n→ 0 at the end:∫ (∏
a,x
dma(x)
)
exp
[
−M˜L(m)
]
(23)
9L(m) ≡
n∑
a=1
∫
ddx
(
σ
2
ma(x) +
1
2
|∇ma(x)|2 − 1
3!
m3a(x)
)
− ∆
2
∫
ddx
(∑
a
ma(x)
)2
(24)
The loop expansion around the stable mean-field solution ma(x) = −σ1/2 is controlled by the propagator:
〈ma(k)mb(k′)〉c = δ(k + k′)
[
δab
σ1/2 + k2
+ ∆
(
1
σ1/2 + k2
)2]
(25)
Note that due to the n → 0 limit simple scaling badly fails and the propagator displays a double pole, following the
literature we associate a continuous line to the single-pole term and a crossed line to the double-pole term. Given
a Feynman diagram we would like to select the most diverging contribution but care must be taken because of the
replica summations. If we select the crossed term on each line entering a given vertex the summation over the vertex
replica indexes yields
∑
a = n = 0. A standard analysis, see e.g. [39] sec. 2.2-2.4, tells us that the leading non-
vanishing contributions are obtained arranging the simple and crossed propagators in such a way that all vertexes
are on trees of simple propagators connected to the external vertexes. Thus we see that the Feynman rules for the
most diverging diagrams are exactly the same that we have obtained above for bootstrap percolation. Furthermore
the factor (2pi)d−d 3/2 for the internal vertexes appears when we write the cubic vertex contribution in Fourier space.
One can also show that the most diverging diagrams are those generated by the solution of a stochastic equation.
Through a Hubbard-Stratonovich transformation we rewrite the term proportional to ∆ in (24) as:∫ [∏
dh(x)
]
e
−
∫
ddx
h2(x)
2∆ +M˜
∫
ddx
h(x)
M˜1/2
∑
a
ma(x) . (26)
Different replicas are now decoupled and a loop expansion of each replica separately before the integration over the
random fields generates all possible diagrams with simple poles and sources h(x). The subsequent average over the
Gaussian random fields generates the double poles through the merging of two sources h(x). Since, as we saw above,
the relevant diagrams after the average over the random sources are those where the simple poles are arranged on
trees we can select them before the average. A classic field-theoretic result states that tree diagrams are generated by
the solution of the mean-field equation:
σ
2
+
h(x)
M˜
−∇2m(x)− 1
2
m2(x) = 0 (27)
and therefore we can write for an N -point function in the replicated system
〈ma1(x1) . . .maN (xN )〉 ≈ [m(x1) . . .m(xN )] (28)
where m(x) is the solution of the above stochastic equation and the square brackets mean average over the solution
of the above stochastic equation with Gaussian random fields h(x)
[h(x)] = 0 , [h(x)h(y)] = ∆ δ(x− y) (29)
Note that in principle the averages over the random fields have a weight Zn and are not white, but they become white
averages at n = 0.
II. TWO-POINT CORRELATIONS ON THE BETHE LATTICE
In the following we will derive the expression of the two-point function through an iterative equation. We start
noticing that the probability that every site of a chain of length L is on the corona cluster is given exactly by λL−1
where the exact expression of λ is
λ = p
(
c− 2
k − 2
)
P k−2(1− P )c−k (30)
Therefore we have
∑
s1,sL−1 PL(s1, sL−1, 0) = 1 − λL−1. Next we write an iterative equation for PL+1(sL, s1, χ) in
terms of PL(sL−1, s1, χ) performing eac on sL while keeping sL+1 occupied. Unless every site {s1, . . . , sL−1} was on
the corona, the process of eac of sL will not affect s1; this case will contribute a term(
PL+1(1, s1, 0)
PL+1(0, s1, 0)
)
=
(
pPk−2,c−2 pPk−1,c−2
1− pPk−2,c−2 1− pPk−1,c−2
) (
PL(1, s1, 0)
PL(0, s1, 0)
)
+ . . . (31)
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where the dots represent the corona contribution to be discussed later. The above matrix has two eigenvalues, the
Perron-Frobenius (PF) eigenvalue λPF = 1 with right eigenvector (P, 1 − P ) and left eigenvector (1, 1) and another
eigenvalue equal to λ controlling the corona probability with right eigenvector (1,−1) (orthogonal to left PF eigenvector
(1, 1)).
The additional contribution to PL+1(sL, s0, 0) comes from those configurations that were on the corona prior to eac
on sL but are no longer on the corona after. This can either happen, after eac, if site sL is still occupied with more
than m occupied neighbors or if it is emptied. The first case contributes to PL+1(1, 1, 0), the second to PL(0, 0, 0) and
the sum of the two contributions must be equal to the probability that a corona configuration is no longer a corona
configuration after culling i.e. λL−1(1− λ).
Now let us write PL(sL−1, sL, 0) in full generality in terms of the eigenvectors of the matrix, we will have:
PL(σ, τ, 0) = a
(L)
11 PB(σ)PB(τ) + a
(L)
12 PB(σ)g(τ) + a
(L)
21 g(σ)PB(τ) + a
(L)
22 g(σ)g(τ) (32)
The normalization condition implies a
(L)
11 = 1 − λL−1 while symmetry of the function with respect to exchange of
its arguments implies a
(L)
12 = a
(L)
21 . The iterative equation translates then into an equation for the components a
(L)
ij .
Since the application of the linear matrix breaks the symmetry with respect to the exchange while all other terms in
the equation are symmetric we must have a
(L)
12 = a
(L)
21 = 0. For the same reason the contribution coming from the
corona cannot have a mixed term of the form PB(σ)g(τ) + PB(τ)g(σ), besides since it is concentrated on (1, 1) and
(0, 0) and zero otherwise it must be equal to:
λL−1(1− λ)(PB(σ)PB(τ) + P (1− P )g(σ)g(τ)) (33)
This leads to the following equation for a22
a
(L+1)
22 = λ a
(L)
22 + λ
L∆ , (34)
where
∆ ≡ 1− λ
λ
P (1− P ) (35)
The above equation is valid for L ≥ 2 with a(2)22 = λ∆ and the exact solution is then
a
(L)
22 = (L− 1)λL−1 ∆ (36)
leading to the final expression for the propagator:
∆PL(σ, τ, χ) = δχ,0[g(σ)g(τ) ∆Lλ
L−1 +O(λL)] + δχ,1 δσ,1 δτ,1λL−1 . (37)
Performing eac on the extrema s0 and sL we may obtain the correlation on the Bethe lattice at leading order:
〈s0sL〉 = P 2site +
p21 ∆
λ
LλL +O(λL) (38)
where:
p1 ≡ p
(
c− 1
k − 1
)
P k−1(1− P )c−k (39)
