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We study theoretically the onset of nonuniform superconductivity in a one-dimensional single
wire in presence of Zeeman (or exchange field) and spin-orbit coupling. Using the Green’s function
formalism, we show that the spin-orbit coupling stabilizes modulated superconductivity in a broad
range of temperatures and Zeeman fields. We investigate the anisotropy of the temperature-Zeeman
field phase diagram, which is related to the orientation of the Zeeman field. In particular, the
inhomogeneous superconducting state disappears if this latter field is aligned or perpendicular to
the wire direction. We identify two regimes corresponding to weak and strong spin-orbit coupling
respectively. The wave-vector of the modulated phase is evaluated in both regimes. The results also
pertain for quasi-1D superconductors made of weakly coupled 1D chains.
I. INTRODUCTION
Superconducting systems in the presence of Zeeman
field and spin-orbit coupling (SOC) exhibit striking spec-
tral and transport properties including modifications
in the pairing correlations [1, 2], the presence of Ma-
jorana zero-modes [3–10], unconventional magnetoelec-
tric effect [11–16], or critical field enhancement [17, 18].
This latter feature was first observed in the bulk non-
centrosymmetric heavy fermion superconductor CePt3Si
[19] and shortly after in CeRhSi3 [20] and CeIrSi3 [21].
Moreover, it has been predicted that the interplay be-
tween an in-plane magnetic field and SOC in a surface
superconductor would lead to an inhomogeneous super-
conducting phase [18, 22, 23], similar to the Fulde-Ferrell-
Larkin-Ovchinnikov (FFLO) phase [24, 25]. Low dimen-
sional systems were recently fabricated using strong spin-
orbit coupled semiconducting epitaxial InAsSb nanowires
coated by an extremely thin layer of superconducting
aluminium [8, 9] or in 2D platforms suitable for ma-
nipulating Majorana end states [10]. Besides the Majo-
rana physics, such low-dimensional systems should also
display a superconducting modulated phase. Moreover,
such a modulated phase is characterized by the rotation
of the superconducting phase along the wire, which pro-
duces a ground state with a finite phase difference ϕ0 for
a finite length wire used as a weak link [26–29]. Recently
such ϕ0-Josephson junction has been realized experimen-
tally in nanowire quantum dots [30].
The inhomogeneous FFLO state originates from the in-
teraction of the superconducting condensate with a Zee-
man field (see [31] as a review). The latter causes a
spin-splitting, which in turn leads to Cooper pairs with a
finite total momentum. For certain values of the Zeeman
field and temperature, the ground state has an oscillating
superconducting order parameter: ∆(~r) ∝ ei~q·~r, where ~q
is the total momentum of the Cooper pairs. As shown
in Fig. 2a, in the absence of spin-orbit coupling, the
FFLO state appears at low temperatures and high mag-
netic field. The transition between the normal and the
FFLO states is of second order [32, 33] in the ballistic
limit.
In a superconducting system, the interplay between
Zeeman field ~h and spin-orbit coupling leads to the fol-
lowing additional term in the Ginzburg-Landau func-
tional [34]:
− i ε~n ·
[
~h ∧
(
∆?~∇∆−∆~∇∆?
)]
, (1)
where ~n is a unit vector along the asymmetric potential
gradient and the phenomelological constant ε is propor-
tional to the microscopic spin-orbit coupling constant α.
In the following, we will use the constant α, defined be-
low in Eq. (3), to characterize the spin orbit coupling
strength. The term Eq. (1) is always non-zero if the di-
rection of the field ~h does not coincide with the direction
of the spin-orbit vector ~n and may result in the forma-
tion of the modulated state with finite ~q. This has been
theoretically studied in several works on infinite 2D and
3D systems [1, 2, 18, 22, 23, 35–37].
In this paper, we investigate the formation of inhomo-
geneous superconductivity in the presence of spin-orbit
interaction and Zeeman (or exchange) field ~h for the par-
ticular situation of one-dimensional systems. We con-
sider a superconducting wire deposited on a substrate
(Fig. 1). In this geometry, the modulation may occur
only along the wire direction x, and the vector ~n is nor-
mal to the substrate (along y). This implies that the
field ~h must have a component along the third direc-
tion, here z, in order to observe the effects related to the
coupling Eq. (1). Moreover, in the case of the exactly
quadratic electron spectrum, 1D systems have a peculiar
behavior: the modulated phase also requires a non zero
component along the wire direction [38]. Consequently,
the component hx of the field is also required to gen-
erate the nonuniform phase [14, 39]. Using the Green’s
function formalism, we provide a self-consistent study of
the effect of the magnetic field orientation on the field-
temperature phase diagram of 1D systems both in the
weak and strong spin-orbit coupling regimes. Our model
is also relevant for quasi-1D superconductors like some
organic superconductors [32, 40, 41]. Such compounds
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2consist of weakly coupled 1D chains. The interchain cou-
pling is described by a hopping parameter t. If the hop-
ping integral t  Tc, then the system can be described
by a strictly 1D model. On the other hand, as it has been
demonstrated in [42], the mean-field treatment is justi-
fied if t  T 2c /EF. So for T 2c /EF  t  Tc, the critical
fluctuations of the superconducting order parameter are
effectively suppressed, and the system can be treated as
a strictly superconducting 1D wire.
The paper is organized as follows. In section II, we
derive the Gor’kov equations [43, 44] for our system,
and solve them to obtain the anomalous Gor’kov Green’s
function Eq. (15) describing superconducting correla-
tions for arbitrary exchange field and spin-orbit coupling.
This solution is used to write the self-consistency gap
equation in the regime of small spin-orbit fields αpF 
Tc, and demonstrate the presence of a modulated super-
conducting phase. The modulation wavevector scales as
h2x hz α
3. In section III, we consider the regime of large
spin-orbit coupling αpF  Tc. In the strong spin-orbit
coupling regime, the electronic spectrum is drastically
modified, and it is necessary to work in the so-called
helical basis to describe the normal state. We further
derive the self-consistency relation in terms of the he-
lical Green’s functions. Analysis of the self-consistency
relation reveals that increasing the ratio αpF/h leads to
change the nature of superconducting correlations from
interband to intraband. We also find an inhomogeneous
superconducting phase in this regime, with a wave vector
of the modulation scaling as h2x hz /α, for large values of
α. We finally provide a complete (hx, hz, T )-phase di-
agram for different orientations of the Zeeman field and
several values of the spin-orbit coupling constant α.
II. WEAK SPIN-ORBIT COUPLING
We consider a single 1D superconducting wire de-
posited on top of a substrate (Fig. 1). The mirror
symmetry breaking induces Rashba spin-orbit interac-
tion in the wire. A magnetic field can be applied in the
plane x−z corresponding to the surface of the substrate,
thereby generating the Zeeman coupling. After introduc-
ing the Hamiltonian, we derive the corresponding exact
Gor’kov equations for the Green’s functions of the 1D
wire. The self-consistency relation is then studied in the
limit of weak spin-orbit interaction and small wave-vector
q of the modulated superconducting order parameter.
A. Model and Hamiltonian
Let us consider a superconducting wire deposited on
top of a substrate (Fig. 1). The wire is assumed to be in-
finite along the x-axis, and a Zeeman field ~h = (hx, 0, hz)
is applied within the plane x − z, thereby making an
arbitrary angle θ with the wire. The second quantized
FIG. 1. We consider an infinite superconducting wire along
the x-axis. A magnetic field is applied within the plane x− z
corresponding to the surface of the substrate, leading to a
Zeeman coupling where ~h = (hx, 0, hz). Inversion symmetry
is broken along the direction of the unit vector ~n normal to the
substrate surface, thus inducing Rashba spin-orbit interaction
in the wire.
Hamiltonian of the 1D wire is expressed as:
H = H0 +H~h +HSO +HBCS , (2)
where
H0 =
∑
ρ
∫
dxψ†ρ
(−~2
2m
∂2x − µ
)
ψρ , (3a)
H~h =
∑
ρ, ρ′
∫
dxψ†ρ
[
~h · ~σ
]
ρ ρ′
ψρ′ , (3b)
HSO = α ~
i
∑
ρ, ρ′
∫
dxψ†ρ [σz]ρ ρ′ ∂x ψρ′ , (3c)
HBCS =
∫
dx
(
∆(x)ψ†↑ ψ
†
↓ + ∆
?(x)ψ↓ ψ↑
)
. (3d)
The annihilation electronic field operator at position x is
written ψρ = ψρ(x), where ρ is the spin index. The sum-
mation is made over the spin ρ, and the Pauli matrices
σi (i = x, y, z) have the standard forms :
σx =
(
0 1
1 0
)
; σy =
(
0 −i
i 0
)
; σz =
(
1 0
0 −1
)
.
The kinetic term H0 corresponds to a purely quadratic
dispersion with an effective mass m and a chemical po-
tential µ. The Zeeman Hamiltonian H~h incorporates the
effect of a tilted field with respect to the wire direction x.
The Rashba Hamiltonian HSO originates from the mirror
symmetry breaking due to the substrate, and its strength
is given by the spin-orbit velocity α. Finally, HBCS en-
codes the standard s-wave superconducting correlations
within the BCS model.
Because of the Zeeman splitting, the singlet supercon-
ducting order parameter can oscillate along the x-axis
3as:
∆(x) = ∆0 e
iqx , (4)
where ∆0 is independent of the position x, and q is the
wave vector of the inhomogeneous order parameter.
B. Gor’kov equations
The Gor’kov Green’s functions are defined as the fol-
lowing 2-point correlators between the field operators:
Gαβ(x, x
′, τ) = −
〈
Tτ ψα(x, τ)ψ
†
β(x
′, 0)
〉
, (5)
F †αβ(x, x
′, τ) =
〈
Tτ ψ
†
α(x, τ)ψ
†
β(x
′, 0)
〉
, (6)
where Tτ is the time-ordering product for the imaginary
time τ , and the brackets denote averaging over the ther-
mal equilibrium distribution at temperature T and chem-
ical potential µ. The electronic field operators obeys
the fermionic anticommutation relations at equal (imag-
inary) times.
We follow the standard procedure [44, 45] to establish
the differential equations for the Gor’kov Green’s func-
tions. First, the equations of motion for the field oper-
ators ψα(x, τ) and ψ
†
α(x, τ) are obtained by evaluating
their commutators with the Hamiltonian Eq. (3). Sec-
ond, multiplying the latter equations of motion by the
field operators at (x′, 0) and averaging other the ther-
mal distribution leads to relations between the correla-
tors Eqs. (5,6) and their ∂τ derivatives with respect to
imaginary time. Due to invariance with respect to time
translations in τ , it is then convenient to express those
equations in Fourier space of Matsubara frequencies ωn :
(iωn +M(x)) G+ ∆(x) iσy F
† = δ(x− x′)1 ,(7a)
(iωn −M?(x)) F † −∆?(x) iσy G = 0 , (7b)
where G = G(x, x′, ωn) and F = F (x, x′, ωn) are
two by two matrices defined in spin space, and ωn =
2pi kB T (n+ 1/2), n being integer. The differential op-
erator M(x) is defined by :
M(x) =
~2
2m
∂2x + µ− ~h · ~σ − ασz
~
i
∂x , (8)
where 1 corresponds to the identity matrix. To simplify
the expressions, we will take ~ = kB = 1 in the following.
C. Solution near the second order transition
Here we solve the Gor’kov equations near the second
order phase transition between the normal and supercon-
ducting states, namely assuming the limit ∆0  Tc0.
To this purpose, it is useful to introduce the function
G0 which solves Eq. (7a) for ∆0 = 0, and also a closely
related function g0 which is the opposite of the kernel
appearing in Eq. (7b). Those functions G0 and g0 are
defined by the equations :
[iωn +M(x)]G0 = δ(x− x′)1 , (9)
− [iωn −M?(x)] g0 = δ(x− x′)1 , (10)
which are easily solved in momentum space, yielding :
G0 =
1
D−
(
iωn − ξ + αp+ hz hx
hx iωn − ξ − αp− hz
)
,
(11)
and:
g0 = − 1
D+
(
iωn + ξ + αp− hz −hx
−hx iωn + ξ − αp+ hz
)
,
(12)
where ξ = ξp =
p2
2m − µ, and the (p, ωn) arguments have
been omitted inG0(p) = G0(p, ωn) and g0(p) = g0(p, ωn).
The denominators D± are given by :
D± = [iωn ± (ξ + αp)− hz] [iωn ± (ξ − αp) + hz]−h2x .
(13)
In the limit ∆0 → 0, the Gor’kov Green’s function F †
can be written as :
F † = −∆0 g0(p) iσyG0(p+ q) . (14)
Finally, using Eqs. (11, 12, 13) to compute the off-
diagonal entry F †↓↑ of Eq. (14), one obtains :
F †↓↑
∆0
= − (iω + ξp − αp+ hz) (i ω − ξp+q + α (p+ q) + hz) + h
2
x
[(iω + ξp + αp− hz) (iω + ξp − αp+ hz)− h2x] [(iω − ξp+q − α (p+ q)− hz) (iω − ξp+q + α (p+ q) + hz)− h2x]
.
(15)
This expression Eq. (15) is the solution of the linearized
Gor’kov equations for the anomalous Green’s function.
At this stage, no assumptions are made upon the Zeeman
fields (hx and hz) and spin-orbit coupling α in the above
equation, the only assumption being the limit ∆0 → 0.
D. Self-consistency relation and critical
temperature
The self-consistency equation for the superconducting
order parameter, ∆(x) = |γ|F †↓↑(x, x, τ = 0), reads in
4momentum and Matsubara frequency representation :
∆0 = |γ|T
∑
ωn
∫ +∞
−∞
F †↓↑(p)
dp
2pi
, (16)
where γ is the attractive electron-electron BCS effective
coupling constant. Near the critical temperature, Eq.
(16) can be written in a more convenient form, eliminat-
ing γ :
ln
(
Tc
Tc0
)
= 2Tc
∑
ωn≥ 0
[
vF
2
∫ +∞
−∞
Re
(
F †↓↑
∆0
)
dp− pi
ωn
]
,
(17)
where vF is the Fermi velocity in the absence of SOC,
Tc is the critical temperature of the wire in presence of
Zeeman and Rashba interactions, while Tc0 is the critical
temperature in the absence of these fields, i.e. for hx =
hz = 0 and α = 0.
A simple way of seeing the influence of spin-orbit cou-
pling on the emergence of the modulated phase is to ex-
pand Eq. (17) in series with respect to the wave-vector
q as :
ln
(
Tc
Tc0
)
= 2pi Tc
∑
ωn≥0
[
−h
2
x + h
2
z
ω3n
+
7 p2F
ω7n
h2x hz α
3 q
− v
2
F
4ω3n
q2
]
. (18)
This expansion is justified by the fact that the wave-
vector q is small near the transition towards the nonuni-
form phase. We derived Eq. (18) assuming a weak Zee-
man field (hx, hz  Tc) and weak spin-orbit coupling
(αpF  Tc). The chemical potential is larger than all the
other energies: µ  hx, hz, Eso, where Eso = 12 mα2.
Therefore the Green’s function (15) may be expanded in
series with respect to the small energies hx, hz and αp.
Because of the p integration in Eq. (17), only even in
momentum terms will remain, allowing to transform the
integral over p into an integral over ξ following:∫ +∞
−∞
dp = 2
∫ +∞
−µ
N (ξ) dξ , (19)
where the density of states at energy ξ reads :
N (ξ) =
√
m
2 (ξ + µ)
. (20)
For a finite spin-orbit coupling, the Green’s function F †↓↑
contains terms proportional to p2 = 2m (ξ + µ) and p4 in
the numerator. Then, the presence of the small parame-
ters ξ/µ and ξ2/µ2 in G implies that we should expand
N (ξ) at the second order in ξ/µ. This is a specificity of
spin-coupled systems. In the absence of SOC, it is suffi-
cient to keep the density of state N (ξ) at zero order in
ξ/µ to compute the Green functions. Finally, the integral
Eq. (19) becomes:∫ +∞
−∞
dp→ 2
vF
∫ +∞
−∞
(
1− ξ
2µ
+
3 ξ2
8µ2
)
dξ , (21)
where vF =
√
2m/µ. The ξ integration is then per-
formed using the residue technique.
The main result is the presence of a linear term in q
which leads to the emergence of a modulated supercon-
ducting state at wave-vector q0 given by :
~q0 =
127m2 h2x hz α
3
8pi4 T 4c
ζ(7)
ζ(3)
, (22)
where the factor ~ has been restored (previously ~ = 1
in the derivation of the this result). The Euler-Riemann
zeta function is denoted ζ(s). Hence the modulation re-
quires spin-orbit coupling and a tilted Zeeman field, with
hx and hz both finite, and q0 ∝ h3 α3, which is in contrast
with the 2D case, where q0 ∝ hα3 [12, 46].
We conclude this section by a discussion of the ob-
servability of the modulated state in wires with weak SO
coupling. In order to evaluate the order of magnitude of
q0, we replace the mass m in Eq. (22) by its expression
in terms of µ and kF for an ideal parabolic band. We
obtain :
q0 ' 127
32pi4
ζ(7)
ζ(3)
h2x hz α˜
3
T 4c µ
2
k4F , (23)
where the ~ factors disappears. The spin-orbit coupling
has been expressed by the parameter α˜ :
α˜ = ~α , (24)
which is commonly used in experimental works on spin-
orbit systems. The modulation is very sensitive to
the value of this spin-orbit coupling. In the regime
of weak SO coupling corresponding to the range α˜ =
1− 10 meV.A˚, the modulation wavevector q0 reaches ex-
tremely small values (in comparison to kF ' 0.6 A−1)
which justifies a posteriori the expansion in q. For the
other parameters, we have fixed the values hx = hz = 0.5
meV for the Zeeman components, Tc = 1 meV, and
µ = 1 eV for the Fermi energy. In order to obtain
q0 which could be experimentally observable, it is nec-
essary to ”push” the SO parameter to values such as
α˜ = 100 meV.A˚, which are now experimentally available
but fall far beyond the domain of validity of the above
result Eq. (22).
III. STRONG SPIN-ORBIT COUPLING
In the previous section, the self-consistency relation
was derived in the case of weak spin-orbit interaction:
αpF  Tc. This section is devoted to the opposite
situation characterized by a strong spin-orbit coupling
αpF  Tc. After rewriting the normal Hamiltonian of
Eq. (3) in the helical basis with diagonalizes it, we de-
rive the self-consistency relation, in the limit of a small
∆0, but for strong spin-orbit coupling. This allows to
plot the (hx, hz, T )-phase diagram for various orienta-
tions of the Zeeman field and large spin-orbit coupling
5(a) (b)
FIG. 2. Phase diagrams in the Zeeman field-temperature (h, T ) plane, for a one-dimensional wire with Fermi energy µ = 103 Tc0.
(a) In the absence of spin-orbit coupling (α = 0), the FFLO phase diagram is characterized by a tricritical point located at
coordinates T ? = 0.56Tc0 and h
? = 1.07Tc0. It corresponds to the meeting point of three transition lines, which separate the
normal metal, the uniform superconductor (BCS) and nonuniform FFLO state. (b) In the presence of spin-orbit interaction
with strength α = 0.05 vF (αpF = 100Tc0), transition lines between the normal and the superconducting states for different
orientations of the Zeeman field. The modulus of the field is denoted by h = |~h|, while θ corresponds to the angle between ~h
and the wire, see Fig. 1.
constants. The limit of strong-spin orbit coupling, typ-
ically α˜ = 300 meV.A, can be achieved in narrow gap
semiconductors like InAs or InSb combined with alu-
minium as superconductor [8–10].
A. Hamiltonian in the helical basis
We still consider the same model Eq. (3) for the wire,
but we are going to use a different basis to facilitate the
study of the large spin-orbit coupling regime. In the ab-
sence of superconductivity, the Hamiltonian describing
the wire reads :
hˆN = (ξ + αpσz) τz + ~h · ~σ , (25)
where σx,y,z and τx,y,z are the Pauli matrices acting in
spin and Nambu space respectively.
Using the unitary transformation
hˆN → U† hˆN U = hˆhel , (26)
with U given explicitly in Appendix A, the normal state
Hamiltonian can be written in the helical basis as :
hˆhel = ξ τz − λ
2
[(ε+ + ε−) τ0 + (ε+ − ε−) τz] , (27)
where λ = ± labels the energy bands, and ε± =√
h2x + (hz ± αp)2. Matrix τ0 is the identity matrix act-
ing in Nambu space.
This allows to solve the equations for the normal state
Green’s functions for each helical band independently :(
iωn − hˆhel
)
Gˆ0 = 1 , (28)
which leads to the solutions in Nambu-helical space:
Gˆ0 =
(
Gλ (p, ωn) 0
0 −Gλ (−p, −ωn)
)
, (29)
where
Gλ (p, ωn) =
1
iωn − ξ + λ
√
h2x + (hz + αp)
2
. (30)
Let us now consider the system in the presence of su-
perconductivity in the limit ∆0  Tc. In order to take
into account the possibility of a modulated superconduct-
ing order parameter ∆0e
iqx, the self-consistency equation
reads
∆0 =
|γ|
4
T
∑
ωn
∫ +∞
−∞
Tr
(
GˆS
(
U (q)
)†
τx U (q)
)
dp
2pi
,
(31)
where U (q) is the ”momentum shifted” version (Appendix
B) of the unitary matrix connecting the original spin ba-
sis and the helical basis. The matrix GˆS is the Green’s
function in the presence of superconductivity. At first
order in ∆0:
GˆS = Gˆ
(q)
0 −∆0Gˆ(q)0
(
U (q)
)†
τx U (q) Gˆ(q)0 . (32)
6FIG. 3. Phase diagram in (h, T ) for different values of the spin-orbit coupling constant: α = 0, α = 0.01 vF (αpF = 20Tc0),
α = 0.05 vF (αpF = 100Tc0) and α = 0.1 vF (αpF = 200Tc0). The Zeeman field is taken such that hx = hz (θ = pi/4). The
Fermi energy is µ = 103 Tc0
The label S in GˆS denotes the presence of superconduc-
tivity, and the superscript q in Gˆ
(q)
0 and U (q) refer to
the ”shifted versions” of Gˆ0 and U defined in the ap-
pendix B. The Green’s function GˆS contains both in-
traband and interband terms (see Appendix C). In the
regime of strong spin-orbit interaction, αpF  hx, hz, Tc
and Eso =
1
2 mα
2  µ, the interband terms are negli-
gible and it is sufficient to consider only intraband pair-
ing. It is convenient to eliminate γ, and rewrite the self-
consistency relation Eq. (31) as :
ln
(
Tc
Tc0
)
= Tc
∑
ωn≥0, λ
[
vF
2
Re
(∫ +∞
−∞
Gλ
(
p+
q
2
, ωn
)
Gλ
(
−p+ q
2
, −ωn
)
dp
)
− pi
ωn
]
, (33)
which is reminiscent of Eq. (17) albeit expressed in the
helical basis labelled by λ, rather than in the spin basis.
For each helical band λ, the integral over momentum can
be turned into an integral over ξ using quasi-classical
approach:
∫ +∞
−∞
dp→ 1
vF
∫ +∞
−∞
dξ . (34)
The integration over ξ is then straightforward and the
expression of the self-consistency equation is provided in
Appendix C.
B. Modulated phase in the presence of strong SOC
In the same way as Sec. II D, we first investigate the
emergence of the modulated phase. We consider small
values of the Zeeman field hx, hz  Tc and small values
of q such that q  pF:
ln
(
Tc
Tc0
)
= 2pi Tc
∑
ωn≥0
[
− h
2
z
ω3n
+
3h2x hz
2ω3n αp
2
F
q − v
2
F
4ω3n
q2
]
.
(35)
The self-consistency relation Eq. (35) was obtained by
considering only intraband pairing. In this case, we can
notice that when hz = 0, Eq. (35) leads to Tc = Tc0,
which seems to indicate that superconductivity is not
affected by the Zeeman field when this one is normal to
the spin-orbit interaction. However, we have to keep in
mind that taking interband correlations into account in
Eq. (C2) would modify this result by terms of order
h2x/α
2 p2F in Eq. (35).
The q expansion of the self-consistency relation Eq.
(35) exhibits a linear term in q which leads to the emer-
gence of an inhomogeneous superconducting state at
wave-vector:
~q0 =
3h2x hz
4αµ2
, (36)
7where q0 is estimated by maximizing Eq. (35) with re-
spect to q. This expression of q0 is only valid for large
values of α, and we have restored the factor ~. The scal-
ing in hx and hz is similar to the one for weak spin orbit,
see Eq. (22).
Introducing the parameter α˜ commonly used in the
experimental literature, this expressions reads :
q0 =
3h2x hz
4 α˜ µ2
. (37)
For the values α˜ = 300 meV.A of the SO coupling, hx =
hz = 0.5 meV of the Zeeman components, and µ = 1 eV
for the Fermi energy, this formula leads to a very small
q0 which justifies a posteriori the expansion in q.
C. Numerical results and phase diagrams
We now solve the self-consistency relation Eq. (C7)
for arbitrary values of the wave-vector q, i.e. without do-
ing any expansion in parameter q. We solve numerically
the self-consistency equation Eq. (C7) in the following
way. First, the temperature is extracted from Eq. (C7)
as a function of both Zeeman field h and wave-vector
q. The optimal wave-vector q is then determined such
that it maximizes the temperature at a given h, which is
equivalent to minimize the Ginzburg-Landau free energy.
Following this procedure, the (hx, hz, T )-phase dia-
gram is plotted (Fig. 2b) for different orientations of
the field and for spin-orbit coupling α = 0.05 vF (αpF =
100Tc0). One can first observe the anisotropy induced
by spin-orbit interaction: at fixed critical field (temper-
ature), the critical temperature (field) increases when θ
decreases, θ corresponding to the angle between the field
and the wire (see Fig. 1). This means that the supercon-
ducting phase is widened when the field tends to be nor-
mal to the SOC. As expected from Eq. (35), the purely
parallel Zeeman field h = hz (θ = pi/2) or purely perpen-
dicular h = hx (θ = 0) to the spin-orbit field correspond
to particular cases in which the linear term in q in Eq.
(35) vanishes.
When the field is longitudinal (hx = 0), we get back to
the FFLO case without SO, namely the modulated phase
emerges at the tricritical point (T ? = 0.56Tc0, h
? =
1.07Tc0). Indeed, when the spin-orbit and Zeeman fields
are parallel, the SOC can be gauged out, and we obtain
an effective Hamiltonian without SOC.
In the opposite case, namely when the Zeeman field
is transverse to the SOC (hz = 0), we obtain a rather
different effect: The wave-vector q vanishes, and Tc is
not modified with respect to Tc0 within leading order in
hx/α pF  1. As we mentioned previously, this result
comes from the fact that we neglect interband correla-
tions in the self-consistency relation Eq. (C7).
We can also compare the (hx, hz, T )-phase diagrams
for different values of the spin-orbit coupling constant
α for hx = hz, as illustrated in Fig. 3. The blue curve
represents the transition line between the normal and su-
perconducting states in the absence of SOC, whereas the
three others correspond to three finite values of α. Glob-
ally, the presence of spin-orbit interaction stabilizes the
superconducting phase in a broader range of fields and
temperature. Let us focus on the transition lines corre-
sponding to α 6= 0. At temperatures T > T ? = 0.56Tc0,
these curves cannot be distinguished from each other due
to the very small values of q. These ones can be es-
timated from Eq. (36) for a small Zeeman field: for
example at h = 0.5Tc0, θ = pi/4 and α = 0.05 vF,
q ≈ 10−10 pF, which weakly influences the critical tem-
perature. But these values significantly increase for tem-
peratures smaller than the tricritical temperature, re-
lated to the competition between helical and FFLO-like
modulations [47]: At large temperatures, the modulation
coming from the helical state dominates, whereas below
the tricritical temperature T ? = 0.56Tc0, the modulation
stems mainly from the FFLO-like state.
IV. CONCLUSION
We have studied the onset of nonuniform superconduc-
tivity in a one-dimensional wire in presence of Rashba
spin-orbit coupling and Zeeman effect. The spin-orbit
coupling stabilizes a FFLO-like modulated order param-
eter at low field and for all temperature below Tc0. We
have derived the self-consistency relation for the modu-
lated superconducting order parameter in two extreme
regimes of weak and strong spin-orbit strength respec-
tively. The analytical expressions for the wavevectors of
the modulated state scale as q ∝ h2x hzα in the weak spin-
orbit coupling regime (αpF  Tc), and q ∝ h2x hz/α in
the strong α regime (αpF  Tc). When the ratio αpF/h
increases, superconducting correlations change from in-
terband to intraband, which was also demonstrated in
two dimensions in [2].
The Zeeman field-temperature phase diagrams have
been obtained numerically using the self-consistency re-
lations for arbitrary strength of the spin-orbit coupling.
These phase diagrams exhibit anisotropy effects related
to the angle between the Zeeman field and the wire axis.
We have plotted the phase diagram in the case of strong
spin-orbit coupling for different orientations of the Zee-
man field and several values of the spin-orbit constant,
and highlighted the anisotropy caused by SOC. At last
we have shown that increasing α and the ratio hx/hz
allows superconductivity at larger temperature.
Finally, the results above also pertain for the case of
quasi-one dimensional organic superconductors consist-
ing in weakly coupled one-dimensional chains, although
the spin-orbit should be due to the bulk structure of the
crystal instead of the surface Rashba coupling.
Some perspectives result from this work. Because of its
sensitivity to impurities [48], it has been extremely diffi-
cult to observe experimentally the FFLO state. However,
spin-orbit interaction should be sufficient to protect the
8modulated phase [49]. Thus one could emphasize that
the nonuniform phase would be directly observable in an
experimental system made of a superconductor coupled
to a ferromagnet with strong spin-orbit interaction.
Our model may be generalized to the two wire (or two
plane) system, where superconductivity is generated in
one wire (plane), while the spin-orbit and exchange in-
teractions occur in the other one. Such model may be
relevant for the description of S/F systems with spin-
orbit interaction. Using a method similar to [50], we
should obtain the exact solution for this model in terms
of the Gor’kov Green’s functions. Using a SU(2) covari-
ant method, the two-wire system has been studied in and
shown to exhibit spontaneous currents [51].
Moreover, we outline that the system described in the
present paper could be used as a link between two iden-
tical superconductors to create an anomalous Josephson
junction [26, 27], similarly as [30]. Note that in [52] it was
demonstrated that a superconductor with a conical heli-
cal magnetic structure is described by the same model as
a 1D wire with spin-orbit and exchange interactions. The
theoretical analysis of the Josephson effect in 1D conical
ferromagnet [53] demonstrates the emergence of the ϕ0-
junction. In such a system, the modulation parameter
q would play the role of the phase difference needed to
generate a current in the junction, which would open new
possibilities of application of these ϕ0-junctions in mem-
ory devices [54].
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Appendix A: Normal state Hamiltonian in the
helical basis
Here we provide details concerning the derivation of
the diagonal Hamiltonian Eq. (27). In Nambu space,
the Hamiltonian describing the wire in the absence of
superconductivity may be written:
hˆN = (ξ + αpσz) τz + ~h · ~σ , (A1)
where σx,y,z and τx,y,z are the Pauli matrices acting in
spin and Nambu space respectively.
The idea is to rotate the spin Pauli matrices σx and σz
around σy, by a suitable angle φp :
φp = arccos
 hz + αp√
h2x + (hz + αp)
2
 , (A2)
in the τz = +1 sector, and by the distinct angle (pi+φ−p)
within the τz = −1 (hole) sector. For this purpose, we
introduce the matrix :
U =
(U˜ (φp) 0
0 U˜ (pi + φ−p)
)
, (A3)
where U˜ (φp) = e−i
φp
2 σy is the spin rotation matrix in the
τ = +1 sector.
Using the transformation hˆN → U† hˆN U = hˆhel, one
can write the Hamiltonian operator in the helical basis:
hˆhel = ξ τz − λ
2
[(ε+ + ε−) τ0 + (ε+ − ε−) τz] , (A4)
where ε± =
√
h2x + (hz ± αp)2 and λ = ± labels the
energy bands.
Appendix B: Superconductivity in the helical basis
Since the system is studied near the nor-
mal/superconducting transition (∆0  Tc), super-
conductivity can be treated perturbatively. To take into
account the momentum shift q caused by the modulation,
it is useful to define the ”shifted quantities”, labelled by
the superscript q as U → U (q) and Gˆ0 → Gˆ(q)0 , with
U (q) =
U˜ (φp+ q2) 0
0 U˜
(
pi + φ−p+ q2
) , (B1)
and
Gˆ
(q)
0 =
(
Gλ
(
p+ q2 , ωn
)
0
0 −Gλ
(−p+ q2 , −ωn)
)
. (B2)
Then, to first order in ∆0, the Green’s function matrix
in the presence of superconductivity is:
GˆS = Gˆ
(q)
0 −∆0Gˆ(q)0
(
U (q)
)†
τx U (q) Gˆ(q)0 . (B3)
9Appendix C: Derivation of the self-consistency
relation
In the helical basis, the self-consistency equation may
be written
∆0 =
1
4
|γ|T
∑
ωn
∫ +∞
−∞
Tr
(
GˆS
(US)† τx US) dp
2pi
. (C1)
The trace in Eq. (C1) contains two finite terms:
Tr
(
GˆS
(US)† τx US) =
2 ∆0
[
sin2
(η
2
)∑
λ
Gλ
(
p+
q
2
, ωn
)
Gλ
(
−p+ q
2
, −ωn
)
+ cos2
(η
2
)∑
λ,λ′
Gλ
(
p+
q
2
, ωn
)
Gλ′
(
−p+ q
2
, −ωn
) ,
(C2)
where η = φ−p+q/2 − φp+q/2. The first term of Eq. (C2)
describes intraband pairing correlations, whereas the sec-
ond one corresponds to interband pairing. Using this
expression, the self-consistency relation can be put in a
more convenient form, thus eliminating γ:
ln
(
Tc
Tc0
)
= 2Tc
∑
ωn≥0
[
vF
8
Re
(∫ +∞
−∞
Tr
(
F˜
)
dp
)
− pi
ωn
]
,
(C3)
where F˜ = −
(
GˆS
(US)† τx US) /∆0.
In the regime of strong spin-orbit interaction, αpF 
hx, hz, Tc and Eso =
1
2 mα
2  µ, the phase difference
η → pi at zeroth order in the Zeeman field, thus allowing
to neglect interband pairing terms. Therefore, the self-
consistency relation Eq. (C3) becomes :
ln
(
Tc
Tc0
)
= Tc
∑
ωn≥0, λ
[
vF
2
Re
(∫ +∞
−∞
Gλ
(
p+
q
2
, ωn
)
Gλ
(
−p+ q
2
, −ωn
)
dp
)
− pi
ωn
]
. (C4)
The method used to perform the p integration in Eq.
(C4) is quite different from the one used in Sec. II D
for the small spin-orbit limit. Indeed in the regime of
strong spin-orbit interaction, we consider only intraband
pairing terms, which allows to treat each band separately.
Therefore, it is possible to compute the integral in the
customary way [55]. Because the Green’s functions Gλ
are peaked around the Fermi energy pλF, we can turn the
p integral into a ξ integral but for each band separately:∫
dp→ 1
vF
∫
dξ , (C5)
and we can approximate the momentum p by pλF in the
αp and q p terms, where
pλF = λmα+
√
2mµ+m2 α2 , (C6)
is the Fermi momentum of the band λ, obtained by ne-
glecting the Zeeman contribution with respect to the
SOC: hx, hz  αpF. In such a way the ξ integration
can be performed straightforwardly.
ln
(
Tc
Tc0
)
= 2pi Tc
∑
ωn≥0, λ
 2ωn
4ω2n +
[
q vλF − λ
(√
h2x +
(
hz + αpλF + α q/2
)2 −√h2x + (hz − αpλF + α q/2)2)]2 −
1
2ωn
 .
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