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Abstract
The rapid development of connected vehicle technology and the emergence of ride-hailing services have en-
abled the collection of a tremendous amount of probe vehicle trajectory data. Due to the large scale, the
trajectory data have become a potential substitute for the widely used fixed-location sensors in terms of
the performance measures of transportation networks. Specifically, for traffic volume and queue length es-
timation, most of the trajectory data based methods in the existing literature either require high market
penetration of the probe vehicles to identify the shockwave or require the prior information about the queue
length distribution and the penetration rate, which may not be feasible in the real world. To overcome
the limitations of the existing methods, this paper proposes a series of novel methods based on probability
theory. By exploiting the stopping positions of the probe vehicles in the queues, the proposed methods try
to establish and solve a single-variable equation for the penetration rate of the probe vehicles. Once the
penetration rate is obtained, it can be used to project the total queue length and the total traffic volume.
The validation results using both simulation data and real-world data show that the methods would be
accurate enough for assistance in performance measures and traffic signal control at intersections, even when
the penetration rate of the probe vehicles is very low.
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1 Introduction and Motivation
Traffic volumes and queue lengths are important performance measures for signalized intersections. Con-
ventional approaches for traffic volume measurement and queue length estimation are primarily based on
fixed-location sensors, such as loop detectors (Liu et al., 2009; Lee et al., 2015; An et al., 2018). However,
the installation and maintenance of the fixed-location sensors are very costly, calling for urgent needs of new
alternatives of data sources. This gap can be now fulfilled, thanks to the rapid development of connected
vehicle technology and the emergence of ride-hailing services. The global positioning system (GPS) devices
on the connected vehicles or the smartphones in the ride-hailing vehicles could record the trajectories of
these probe vehicles, providing rich information about the traffic conditions in transportation networks.
Based on the probe vehicle trajectory data, a wide range of methods have been proposed for estimating the
queue lengths and traffic volumes at the signalized intersections (Guo et al., 2019). A stream of literature
solves the problem from the perspective of probability theory and statistics. Comert and Cetin (2009)
showed that given the penetration rate of the probe vehicles and the distribution of queue lengths, the
positions of the last probe vehicles in the queues alone would be sufficient for cycle-by-cycle queue length
estimation. Comert and Cetin (2009) also analyzed the relationship between the probe vehicle market
penetration ratio and estimation accuracy. Comert and Cetin (2011) extended their work to both spatial
and temporal dimensions by considering the time when the probe vehicles joined the queues. In 2013,
Comert studied the effect of the data from stop line detection (Comert, 2013a) and proposed another simple
analytical model (Comert, 2013b). Li et al. (2013) formulated the dynamics of the queue length as a
state transition process and employed a Kalman filter to estimate the queue length cycle by cycle. With
the assumption of Poisson distribution, Comert (2016) summarized a series of methods of queue length
estimation and penetration rate estimation and evaluated the estimators systematically. As for traffic volume
estimation, Zheng and Liu (2017) applied maximum likelihood estimation, assuming the vehicle arrivals at
the intersections follow a time-varying Poisson process. The model was validated using the trajectory data
collected from connected vehicles and taxis. Zhan et al. (2017) studied citywide traffic volume estimation
using large-scale trajectory data, by combining some machine learning techniques and the traditional traffic
flow theory. Wang et al. (2019) constructed a three-layer Bayesian network to capture the relationship
between vehicle arrival processes and the timing information in probe vehicle trajectory data. The average
arrival rate was inferred from the Bayesian network by applying the Expectation-Maximization algorithm.
There is also a stream of literature that applies the shockwave theory to probe vehicle data (Ban et al., 2011;
Cetin, 2012; Hao et al., 2015; Hao and Ban, 2015; Ramezani and Geroliminis, 2015; Li et al., 2017; Rompis
et al., 2018), or combines probe vehicle data and loop detector data (Badillo et al., 2012; Cai et al., 2014;
Wang et al., 2017; Shahrbabaki et al., 2018), to estimate or predict the queue lengths. Since these studies
are not closely related to this paper methodologically, they will not be introduced in detail.
Most of the existing literature introduced above on queue length estimation focuses on cycle-by-cycle
estimation and requires the prior information about the penetration rate of the probe vehicles and the
distribution of queue lengths. However, the prior information is usually not available. Although a recent
study by Wong et al. (2019a) proposed a novel method that provides an unbiased estimator for the probe
vehicle penetration rate solely based on probe vehicle trajectory data, the method cannot handle the cases
when some of the queues are empty. As for traffic volume estimation, the model developed by Zheng and
Liu (2017) assumes the vehicle arrivals in each cycle follow a time-varying Poisson process, which might not
be reasonable in over-saturation cases when the arrival process, the queueing process, and the departure
process are all different. Although the method proposed by Zhan et al. (2017) can be applied in large scale,
it requires the ground-truth traffic volume data on some road segments to build a connection between their
high-level features and the actual volume categories, which implies that the method depends on not only the
trajectory data but also other sources of data. Zhao et al. (2019) proposed a simplified method of finding
the penetration rate of the probe vehicles based on Bayes’ theorem. Extending the method in Zhao et al.
(2019), this paper aims to propose a general framework and a series of methods that can estimate queue
length and traffic volume both accurately and efficiently.
Estimating the states of the whole population from a small portion of it (Wong and Wong, 2015, 2016a),
in nature, has to build a connection between the small portion and the whole population by their common
features. When the traffic is flowing, it is difficult to infer how many regular vehicles are around the probe
vehicles. Consequently, it is almost impossible to estimate the penetration rate of the probe vehicles in
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the traffic. However, when the vehicles are stopping at the intersections, because the empirical value of
the space headway is usually around 7.5 m/veh, the number of vehicles in front of the last probe vehicle
can be roughly inferred. Although the number of vehicles behind the last probe vehicle is still unknown,
the incomplete information could still provide an opportunity to estimate the penetration rate of the probe
vehicles. According to the penetration rate, the total queue length and the total traffic volume can be
projected by scaling up the number of probe vehicles in the queues and in the traffic, respectively (Wong
and Wong, 2016b; Wong et al., 2019b). The proposed methods in this paper take the stopping positions at
the intersections as the common characteristics between the probe vehicles and the regular vehicles. Since
the proposed methods in this paper have few external dependencies, they could overcome the limitations of
the existing methods and be applied to a broader range of scenarios. The methods have been validated by
both simulation and large-scale real-world data, showing good accuracy.
The rest of this paper is organized as follows. In Section 2, a detailed description of the problem will be
given. Depending upon the existence of the probe vehicles, the queues over different cycles will be categorized
into two classes: the observable queues (with probe vehicles) and the hidden queues (without probe vehicles).
It will also be shown that the total traffic volume and the total queue length can be easily obtained once the
probe vehicle penetration rate is known. Section 3 will present four different estimators of the total length
of the observable queues. Section 4 will present two different estimators of the total length of the hidden
queues. In Section 5, two methods for estimating the penetration rate of the probe vehicles will be proposed,
which combine the various estimators presented in Section 3 and Section 4. The proposed methods are
validated and evaluated in Section 6. Finally, there will be some concluding remarks in Section 7.
2 Problem Statement
When the vehicles are stopping at the intersections due to the traffic lights, some vehicles in the queue might
be the probe vehicles of which the trajectories could be recorded by the onboard GPS devices. For a specific
movement and a specific time slot, the vehicle arrival process is assumed to be stationary; the probe vehicles
are assumed to be homogeneously mixed with other vehicles. Let p denote the penetration rate of the probe
vehicles, that is, when arbitrarily selecting a vehicle from the queue, its probability of being a probe vehicle
is p, where p ∈ (0, 1).
Suppose the trajectory data of the probe vehicles are collected for C cycles. In each cycle, the positions
of the probe vehicles in the queue can be easily extracted from the trajectory data. The average space
headway when vehicles are stopping at the intersections is assumed to be known empirically, which is a
common assumption in the relevant literature. Then, with the knowledge of the position of the stop bar, the
number of vehicles in front of the last probe vehicle can also be inferred, although the number of vehicles
behind the last probe vehicle is still unknown. Denote the queue length in the ith cycle by a random variable
Qi,∀i ∈ {1, 2, . . . , C}. Denote the number of probe vehicles in the ith cycle by a random variable Ni. Denote
the observed partial queue in the ith cycle by a tuple qi consisting of “0”s and “1”s which represent regular
vehicles and probe vehicles, respectively. Denote the length of the observed partial queue by |qi|. Apparently,
Qi ≥ |qi| ≥ Ni,∀i ∈ {1, 2, . . . , C}.
Figure 1 illustrates what can be easily inferred from the trajectory data. Q1, Q2, Q4, Q5, Q7, and Q9
are (partially) observable because of the probe vehicles in the queues. Q3, Q6, and Q8 are hidden because
there are no probe vehicles. Denote the total length of the observable queues and the total length of the
hidden queues by Qobs and Qhid, respectively. In Figure 1, Qobs = Q1 +Q2 +Q4 +Q5 +Q7 +Q9 = 30 and
Qhid = Q3 +Q6 +Q8 = 7. In the ith cycle, if the queue is observable, then denote the positions of the first
and the last probe vehicles by Si and Ti, respectively.
Define a binary random variable X li to indicate if the queue length in the ith cycle is l, that is,
X li =
{
1, Qi = l
0, Qi 6= l
, (1)
where l ∈ {0, 1, . . . , Lmax} and Lmax is an upper bound of the queue length. Denote the number of queues
of length l in all the cycles by Cl. Obviously, C =
∑Lmax
l=0 Cl and Cl =
∑C
i=1X
l
i .
To estimate the traffic volume and the total queue length for a specific movement and a specific time
slot, the key step is to find the penetration rate p. Denote the total number of probe vehicles in the queues
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Figure 1: Observation process
by Qprobe and denote the traffic volume of probe vehicles by V probe. Since Qprobe and V probe can be easily
obtained from the trajectory data by counting the number of probe vehicles in the queues and in the traffic
flows, once p is known, equation (2) and equation (3) can give an estimate of the total queue length and the
total traffic volume, respectively (Wong et al., 2019b; Wong and Wong, 2019; Zhao et al., 2019).
Qˆall =
Qprobe
p
. (2)
Vˆ all =
V probe
p
. (3)
Table 1 summarizes the notations defined above.
Table 1: Notations
Notation Description
C The total number of cycles
Qi The queue length in the ith cycle
qi The observed partial queue in the ith cycle
Ni The number of probe vehicles in the ith cycle
Si The position of the first probe vehicle in the ith cycle
Ti The position of the last probe vehicle in the ith cycle
X li A binary variable to indicate if the queue length in the ith cycle is l
Cl The total number of queues of length l
Lmax An upper bound of the queue length
Qobs The total length of all the (partially) observable queues
Qhid The total length of the hidden queues
Qprobe The total number of probe vehicles in all the queues
V probe The traffic volume of probe vehicles
3 Estimation of Qobs
Qobs can be estimated through two approaches. Estimator 1, 2, and 3 are based on the fact that the probe
vehicles are expected to segregate the regular vehicles equally. These estimators only require the number
of stopping probe vehicles in each cycle and the stopping positions of the first and the last probe vehicles
in the queues, all of which can be easily extracted from the trajectory data. Therefore, the estimators are
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constant values. By contrast, estimator 4 is based on Bayes’ theorem, which relies on the penetration rate
p. Thus, estimator 4 is a function of p.
3.1 Estimator 1 using the first probe vehicles in the queues
Theorem 1:
For any integer ni ≥ 1, given that Ni = ni in the ith cycle,
E(Qi | Ni = ni) = E(Si | Ni = ni)(ni + 1)− 1. (4)
The proof is in Appendix A.
Theorem 1 states that given the number of probe vehicles in an observable queue, the expected queue
length can be obtained from the expected stopping position of the first probe vehicle. Based on Theorem 1,
given the number of probe vehicles in each cycle, the expected total length of the observable queues can be
expressed as ∑
i:ni 6=0
E(Qi | Ni = ni) =
∑
i:ni 6=0
(E (Si | Ni = ni) (ni + 1)− 1) . (5)
=
∑
i:ni 6=0
E (Si | Ni = ni) (ni + 1)−
∑
i:ni 6=0
1 (6)
=
Lmax∑
j=1
∑
i:ni=j
E (Si | Ni = j) (j + 1)−
∑
i:ni 6=0
1 (7)
=
Lmax∑
j=1
(j + 1)
∑
i:ni=j
E (Si | Ni = j)−
∑
i:ni 6=0
1. (8)
Therefore, given the position of the first stopping probe vehicle Si = si in the ith cycle, ∀i ∈ {1, 2, , . . . , C}, by
substituting the sample mean
∑
i:ni=j
si∑
i:ni=j
1 for the expected value E (Si | Ni = j) ,∀j ≥ 1, Qobs can be estimated
by
Qˆobs1 =
Lmax∑
j=1
(j + 1)
∑
i:ni=j
si −
∑
i:ni 6=0
1 (9)
=
Lmax∑
j=1
∑
i:ni=j
si (j + 1)−
∑
i:ni 6=0
1 (10)
=
∑
i:ni 6=0
si (ni + 1)−
∑
i:ni 6=0
1 (11)
=
∑
i:ni 6=0
(si (ni + 1)− 1) . (12)
3.2 Estimator 2 using the last probe vehicles in the queues
Theorem 2:
For any integer ni ≥ 1, given that Ni = ni in the ith cycle,
E(Qi | Ni = ni) = E(Ti | Ni = ni)ni + 1
ni
− 1. (13)
The proof is in Appendix A.
Theorem 2 states that given the number of probe vehicles in an observable queue, the expected queue
length can be obtained from the expected stopping position of the last probe vehicle. Based on Theorem
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2, given the number of probe vehicles in each cycle, the expected total length of observable queues can be
expressed as ∑
i:ni 6=0
E(Qi | Ni = ni) =
∑
i:ni 6=0
(
E(Ti | Ni = ni)ni + 1
ni
− 1
)
. (14)
Following the similar derivations with estimator 1, given the position of the last stopping probe vehicle
Ti = ti in the ith cycle, ∀i ∈ {1, 2, . . . , C}, by substituting the sample mean
∑
i:ni=j
ti∑
i:ni=j
1 for the expected value
E (Ti | Ni = j) ,∀j ≥ 1, Qobs can be estimated by
Qˆobs2 =
∑
i:ni 6=0
(
ti
ni + 1
ni
− 1
)
. (15)
3.3 Estimator 3 using the first and the last probe vehicles in the queues
Theorem 3:
For any integer ni ≥ 1, given that Ni = ni in the ith cycle,
E(Qi | Ni = ni) = E(Si | Ni = ni) + E(Ti | Ni = ni)− 1, (16)
E(Qi | Ni ≥ 1) = E(Si | Ni ≥ 1) + E(Ti | Ni ≥ 1)− 1. (17)
The proof is in Appendix A.
Theorem 3 states that given the number of probe vehicles in an observable queue, the expected queue
length can be obtained from the expected stopping positions of the first and the last probe vehicles. Based
on Theorem 3, given the number of probe vehicles in each cycle, the expected total length of the observable
queues can be expressed as∑
i:ni 6=0
E(Qi | Ni = ni) =
∑
i:ni 6=0
(E(Si | Ni = ni) + E(Ti | Ni = ni)− 1) . (18)
Therefore, by substituting the sample means
∑
i:ni=j
si∑
i:ni=j
1 and
∑
i:ni=j
ti∑
i:ni=j
1 for the expected values E(Si | Ni = ni)
and E(Ti | Ni = ni),∀j ≥ 1, respectively, Qobs can be estimated by
Qˆobs3 =
∑
i:ni 6=0
(si + ti − 1) . (19)
The mechanism behind Qˆobs3 is intuitive. Take Figure 2 for example. The queue in the kth cycle is
the reverse of the queue in the jth cycle, which implies that the number of vehicles behind the last probe
vehicle in the jth cycle is equal to the number of vehicles in front of the first probe vehicle in the kth
cycle. Because of the symmetry, these two queues have the same probability of occurring. Therefore, even
though the number of vehicles behind the last probe vehicle in a cycle is unknown, as long as the sample
size is sufficient, the missing number could be compensated by the number of vehicles in front of the first
probe vehicle in another cycle. Essentially, Qˆobs3 is obtained by summing up the position of the last probe
vehicle ti and the number of vehicles in front of the first probe vehicle si − 1, which could be regarded as a
compensation of the missing vehicles in the rear.
Figure 2: The missing information compensated by another queue
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3.4 Estimator 4 based on Bayes’ theorem
Given all the observed partial queues, as derived in Zhao et al. (2019), the conditional expectation of the
total length of the observable queues can be expressed as
∑
i:ni 6=0
E(Qi | qi) =
∑
i:ni 6=0
Lmax∑
l=1
P (Qi = l)P (qi | Qi = l)∑Lmax
j=0 P (Qi = j)P (qi | Qi = j)
l (20)
=
∑
i:ni 6=0
Lmax∑
l=|qi|
E(Cl)pni (1− p)l−ni∑Lmax
j=|qi| E(Cj)p
ni (1− p)j−ni
l (21)
=
∑
i:ni 6=0
Lmax∑
l=|qi|
pE(Cl)∑Lmax
j=|qi| pE(Cj) (1− p)
j−l l. (22)
Cl, the number of cycles with queues of length l, equals to the difference between the count of stopping
vehicles at position l + 1 and the count of stopping vehicles at position l, as illustrated by the first two
diagrams in Figure 3. Since the probe vehicles are assumed to be homogeneously mixed with other vehicles,
the histogram of the stopping positions of the probe vehicles is a p scaled-down version of the histogram
of the stopping positions of all the vehicles. Therefore, Cˆl, the difference between c¯l, the count of stopping
probe vehicles at position l + 1, and c¯l+1, the count of stopping probe vehicles at position l, can be used to
approximate pE(Cl). When the difference is negative, a least-squares method can be applied to ensure the
nonnegativity of Cˆl (Zhao et al., 2019).
Figure 3: The relationship between the distributions of queue lengths and stopping positions
Once Cˆl is obtained, replacing pE(Cl) in equation (22) by its approximation Cˆl gives an estimate of Qobs
Qˆobs4 (p) =
∑
i:ni 6=0
Lmax∑
l=|qi|
Cˆl∑Lmax
j=|qi| Cˆj (1− p)
j−l l, (23)
which is a function of the penetration rate p.
4 Estimation of Qhid
After estimating Qobs, the following question is how to estimate Qhid, as there is no probe vehicle in the
corresponding cycles. Fortunately, the fact that no probe vehicle is in the queues also contains information.
In this section, two estimators of Qhid will be presented. Similar to Qˆobs4 (p), estimator 1 of Q
hid applies
Bayes’ theorem to the hidden queues directly. Estimator 2 utilizes the ratio between the probability of being
observable and the probability of being hidden for each queue, to estimate the total length of the hidden
queues.
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4.1 Estimator 1 based on Bayes’ theorem
Similar to equation (22), given the fact that no probe vehicle is observed in the hidden queues, the expected
total length of the hidden queues can be expressed as
∑
i:ni=0
E(Qi | qi) =
∑
i:ni=0
Lmax∑
l=0
P (Qi = l)P (qi | Qi = l)∑Lmax
j=0 P (Qi = l)P (qi | Qi = j)
l. (24)
=
∑
i:ni 6=0
Lmax∑
l=0
pE(Cl)∑Lmax
j=0 pE(Cj) (1− p)j−l
l. (25)
Therefore, an estimator of Qhid can be given by
Qˆhid1 (p) =
∑
i:ni=0
Lmax∑
l=0
Cˆl∑Lmax
j=0 Cˆj (1− p)j−l
l. (26)
Please note that different from equation (23), the summation over l in equation (26) starts from 0, because
when qi is an empty tuple,
P (qi | Qi = l) = (1− p)l. (27)
Here shows how to find Cˆ0, an estimate of pE(C0).
In all the queues, the expected counts of queues of length 0 is
E(C0) = C −
Lmax∑
l=1
E(Cl). (28)
Therefore, multiplying p on the two sides of the equation gives
pE(C0) = pC −
Lmax∑
l=1
pE(Cl). (29)
Cˆ0, an estimate of pE(C0), can be easily given by
Cˆ0 = pC −
Lmax∑
l=1
Cˆl. (30)
All the parameters except p on the right-hand side of equation (26) can be calculated, therefore, Qˆhid1 (p) is
a function of only p. If stop line detection (such as loop detectors) data are available, Cˆ0 can be more easily
obtained.
4.2 Estimator 2 using the probabilities of being observed and being hidden
Among the observable queues, ∀l ∈ {1, 2, . . . , Lmax}, the expected counts of queues of length l can be
expressed as ∑
i:ni 6=0
E
(
X li | qi
)
=
∑
i:ni 6=0
(
P (X li = 1 | qi) · 1 + P (X li = 0 | qi) · 0
)
(31)
=
∑
i:ni 6=0
(P (Qi = l | qi) · 1 + P (Qi 6= l | qi) · 0) (32)
=
∑
i:ni 6=0
P (Qi = l | qi). (33)
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For a queue of length l, the probability of being hidden (without any probe vehicle) is (1−p)l; the probability
of being observed (with at least one probe vehicle) is 1 − (1 − p)l. Therefore, the expected total length of
the hidden queues can be estimated by
Lmax∑
l=1
 (1− p)l
1− (1− p)l
∑
i:ni 6=0
E
(
X li | qi
) l = Lmax∑
l=1
(1− p)l
1− (1− p)l
∑
i:ni 6=0
P (Qi = l | qi)l (34)
=
∑
i:ni 6=0
Lmax∑
l=1
(1− p)l
1− (1− p)l
P (Qi = l)P (qi | Qi = l)∑Lmax
j=0 P (Qi = j)P (qi | Qi = j)
l (35)
=
∑
i:ni 6=0
Lmax∑
l=|qi|
(1− p)l
1− (1− p)l
pE(Cl)∑Lmax
j=|qi| pE(Cj) (1− p)
j−l l. (36)
Then, an estimator of Qhid, the total length of the hidden queues, can be defined as
Qˆhid2 (p) =
∑
i:ni 6=0
Lmax∑
l=|qi|
(1− p)l
1− (1− p)l
Cˆl∑Lmax
j=|qi| Cˆj (1− p)
j−l l. (37)
5 Estimation of Penetration Rate
In this section, two different methods for penetration rate estimation will be presented. The methodology
is to establish an equation with only a single unknown variable p using the estimators developed in the
previous sections. Then, an estimate of p can be obtained by solving the equation. Method 1 is based
upon the equivalence between the different estimators. Method 2 exploits the fact that the portion of probe
vehicles in the queues is approximately equal to the penetration rate.
5.1 Method 1
When estimating Qobs, estimator 1, 2, and 3 can generate constant results, whereas estimator 4 is a function
of p. Since the four estimators are of the same variable Qobs, it is intuitive to establish the following
single-variable equation
Qˆobsi = Qˆ
obs
4 (p),∀i = 1, 2, 3. (38)
Solving the equation will yield an estimate of the penetration rate p. Similarly, when estimating Qhid, both
estimator 1 and estimator 2 are functions of p. Therefore, another single-variable equation can be given by
Qˆhid1 (p) = Qˆ
hid
2 (p). (39)
A more general formulation of this method can be expressed as follows.
Qˆobsi (p) + Qˆ
hid
j (p) = Qˆ
obs
m (p) + Qˆ
hid
n (p). (40)
As long as it is an equation with a single unknown variable p, solving it will give an estimate of the penetration
rate. Both the left-hand side and the right-hand side of equation (40) can be regarded as estimators of the
total queue length.
5.2 Method 2
Another way to establish a single-variable equation for p is shown by equation (41).
Qprobe
Qˆobsi (p) + Qˆ
hid
j (p)
= p,∀i = 1, 2, 3, 4,∀j = 1, 2, (41)
The left-hand side of equation (41) could be interpreted as an estimate of the portion of probe vehicles in the
queues. The right-hand side is the penetration rate which should be approximately equal to the left-hand
side. Similarly, solving this equation yields an estimate of p.
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In practice, it is usually hard to find p by solving equation (38), (39), (40), or (41) directly. Instead, an
iterative algorithm should be applied. One may search p from an upper bound to 0 with a small step size
until the difference between the left-hand side and the right-hand side reaches certain stopping criteria. The
upper bound can be taken as Q
probe∑
i|qi| since it is an overestimate of the penetration rate p.
Once p is estimated, equation (2) and equation (3) can be used to estimate the total queue length and
the total traffic volume, respectively.
6 Validation and Evaluation
6.1 Simulation
The focus of this test is on the estimation of penetration rate and queue length. Unlike the existing methods
(Comert and Cetin, 2009; Comert, 2016; Zheng and Liu, 2017), the proposed methods in this paper do not
require the prior information about the penetration rate and the queue length distribution. For demon-
stration purposes, the testing dataset is generated by a simulation of Poisson processes, although any other
stochastic process can also be applied. The penetration rate of the probe vehicles is enumerated from 0.01
to 0.99 with a step size of 0.01 in each test, in order to test the robustness of the proposed methods.
6.1.1 The comparison of different methods
Figure 4 shows the results of penetration rate estimation using six different submethods introduced in
Section 5. The simulation data are generated by a Poisson process with an average arrival rate during the
red phase λ = 10 for 1,000 cycles. The horizontal axes represent the ground truth of the penetration rates.
The vertical axes represent the estimated values. The used measure of the estimation accuracy is the mean
absolute percentage error (MAPE). As Figure 4 shows, the dots in blue are very close to the diagonals, which
implies that the methods can estimate the penetration rate very accurately. Figure 5 shows the results of
queue length estimation using the different submethods. The horizontal axes represent the penetration rates,
and the vertical axes represent the estimated average queue lengths. The results show that the higher the
penetration rate is, the better the estimation results tend to be. It is intuitive because when the penetration
rate is very low, only a tiny portion of vehicles can be observed. By contrast, if the penetration rate is very
close to 100%, there will be little missing information and the estimation results would be more accurate.
In general, method 2 outperforms method 1. To better understand the mechanism behind method 2,
define an inverse proportional function
f(x) =
M
x
,
where M is a positive constant. When x  √M , the absolute value of the derivative is |f ′(x)| = Mx2  1.
In method 2, as equation (41) shows, the denominator of the left-hand side is Qˆobsi (p) + Qˆ
hid
j (p), which is
much larger than
√
Qprobe. Therefore, due to the property of the inverse proportional function, the error in
Qˆobsi (p) + Qˆ
hid
j (p) only results in an error of p which is orders of magnitude smaller. That is why method 2
generally outperforms method 1.
Among the estimators of Qobs, Qˆobs1 scales up the stopping positions of the first probe vehicle by a
relatively large scaling factor (ni+1) in each cycle, and thus usually results in large variances when estimating
Qobs. Qˆobs2 scales up the stopping positions of the last probe vehicle with a relatively smaller scaling factor
ni+1
ni
, which results in smaller variances than Qˆobs1 . Qˆ
obs
3 estimates Q
obs by summing up the stopping positions
of the first and the last probe vehicles in each cycle. Since there is no scaling up factor, the estimation
accuracy is even better. Qˆobs4 is a function of the penetration rate p. The queue length distribution required
in the calculation is approximated by aggregating the stopping positions of all the probe vehicles. The
performance of Qˆobs4 is similar to Qˆ
obs
3 . As for the estimators of Q
hid, Qˆhid2 generally has an edge over Qˆ
hid
1 ,
as it usually gives better results than Qˆhid1 . In addition, Qˆ
hid
1 requires the signal timing information such as
the number of cycles which is not necessarily needed by Qˆhid2 .
10
(a) (b)
(c) (d)
(e) (f)
Figure 4: The results of penetration rate estimation using different methods
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(a) (b)
(c) (d)
(e) (f)
Figure 5: The results of queue length estimation using different methods
6.1.2 The effect of sample size
In order to demonstrate the impact of sample size on the estimation accuracy, the data of 100 cycles,
200 cycles, 500 cycles, and 1,000 cycles are used in four rounds of tests, respectively. The submethod
Qprobe
Qˆobs3 (p)+Qˆ
hid
2 (p)
= p is applied. The results in Figure 6 and Figure 7 show that better results can be obtained
when the sample size is larger.
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(a) (b)
(c) (d)
Figure 6: The results of penetration rate estimation with different sample sizes
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(a) (b)
(c) (d)
Figure 7: The results of queue length estimation with different sample sizes
6.1.3 The effect of the arrival rate during the red phase
To study the impact of the arrival rate on the estimation accuracy, the same submethod is applied to four
different Poisson processes of which the average arrival rates are 3, 5, 10, and 15, respectively. In each test,
1,000 cycles of data are used. The results in Figure 8 and Figure 9 show that the larger the arrival rate is, the
more accurate the estimation tends to be. The reason is that a higher arrival rate implies more observations
of the probe vehicles, which could generally improve the estimation accuracy.
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(a) (b)
(c) (d)
Figure 8: The results of penetration rate estimation with different arrival rates
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(a) (b)
(c) (d)
Figure 9: The results of queue length estimation with different arrival rates
6.1.4 The effect of overflow queues
In previous subsections, it is assumed that the queue in each cycle can be entirely discharged, that is, there
are no overflow queues. In the real world, the number of vehicles arriving at an intersection in a cycle might
exceed the number of vehicles the traffic signal can serve. To investigate the impact of the overflow queues
on the estimation accuracy, the cases with overflow queues are also simulated. The simulation set-up of the
overflow queues is similar to Comert and Cetin (2009). The average arrival rates in the green phase and in
the red phase are set to 10. The maximum number of vehicles that can be served in each cycle is set to 22.
The estimation results for penetration rates and queue lengths are shown in Figure 10. Since the simulation
captures the effect of overflow queues, the average queue length is different from the average arrival rate in
the red phase.
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(a) (b)
Figure 10: The estimation results of the cases with overflow queues: (a) penetration rate estimation, (b)
queue length estimation
6.2 Real-world data
The proposed methods are also tested using real-world data. The focus of this test is on traffic volume
estimation. Queue length estimation is not validated using real-world data because the ground truth of
queue lengths is not available. The trajectory data are collected by Didi Chuxing from the vehicles offering
its ride-hailing services in an area in Suzhou, Jiangsu Province, China, shown in Figure 11. The data of
the 15 workdays from May 8, 2018, to May 28, 2018, are used for validation. The GPS trajectories of the
Didi vehicles in the selected area are mapped onto the transportation network by a map matching algorithm
(Newson and Krumm, 2009). For each movement and each one-hour time slot, the “snapshots” of the
trajectory data are taken to extract the observed partial queues. Due to the accuracy of the trajectory data,
the average space headway for the queueing vehicles could not be easily estimated. Therefore, its value is
empirically set to 7.5 m/veh for the peak hours and 8.0 m/veh for the off-peak hours. For the movements with
multiple lanes, since the accuracy of the trajectory data cannot reach the lane level, the stopping vehicles
are randomly assigned to the different lanes. The random assignment process is repeated for 50 times to
get an average estimate. Signal timing information from other data sources is not necessarily needed, as the
trajectory data of the probe vehicles already contain some signal timing information. For instance, if the
observed partial queue changes from (0, 0, 1, 0, 0, 0, 1) to (0, 0, 0, 0, 0, 0, 1), then it can be inferred that the
latter queue is in the green phase because the first probe vehicle in the former queue has moved away. In
general, the cycle length of the traffic signal ranges from 2 min to 3 min in the selected area. Therefore, for
each movement and each time slot, the number of signal cycles of the evaluation period is in the range of
300 to 450.
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Figure 11: The studied movements in Suzhou
The methodology in this paper does not apply to the right-turn movements, as there might not be queues.
Also, due to the accuracy of the data, it is almost impossible to deal with the lanes with mixed movements.
The studied movements are represented by the arrows in Figure 11. In total, 22 through movements and 31
left-turn movements are studied.
Most of the signalized intersections in the selected area are covered by the camera-based automatic vehicle
identification systems (AVIS) that can record the timestamps when vehicles go through the intersections.
Nevertheless, not all the vehicles could be successfully identified by the cameras, and thus the vehicle counts
given by the cameras are always smaller than the actual traffic volumes. Therefore, for each camera, its
identification rate is estimated by the ratio of the number of identified Didi Vehicles and the total number
of Didi vehicles passing the camera. Then, the real “ground truth” of the traffic volumes are projected by
dividing the vehicle counts by the estimated identification rates. The estimated identification rates of three
representative cameras during May 8, 2018, to May 15, 2018, are shown in Figure 12. The identification
rates mostly vary from 80% to 100% during the day time, whereas the performance of the cameras becomes
very unstable during the night time. Camera 1 outperforms camera 2 and camera 3 at night likely due to
better lighting conditions. Considering the unstable accuracy during the night time, we only used the data
collected from 8:00 to 19:00 for the validation.
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(a)
(b)
(c)
Figure 12: Accuracy of three typical cameras: (a) camera 1, (b) camera 2, (c) camera 3
6.2.1 Results
Figure 13 shows the results of traffic volume estimation for the studied through movements in six different
time slots. The estimation results show that the applied method Q
probe
Qˆobs3 +Qˆ
hid
2 (p)
= p can estimate traffic volume
very accurately, which would be sufficient for most applications of mid-term or long-term signal control
and performance measures. Figure 14 shows the results for the left-turn movements. The undermined
performance further verifies the effect of the arrival rate on the estimation accuracy studied using the
simulation data, since the traffic volumes of the left-turn movements are much smaller compared to the
through movements.
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Compared to the results of the simulation data, the estimation accuracy is undermined when the method
is applied to the real-world data, due to the following reasons. First, although the map matching algorithm
(Newson and Krumm, 2009) can mitigate the effect of GPS errors at the data preprocessing stage, the
errors in the real-world trajectory data could still influence the estimation accuracy. Second, in the real
world, for each movement and each one-hour time slot, the penetration rate and the queueing pattern might
slightly vary during the studied 15 workdays. Third, the average space headway for the queueing vehicles
is set empirically, which might introduce some biases into the results. If the data with better accuracy are
available, the value of the average space headway should be estimated independently for each movement and
each time slot.
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(a) (b)
(c) (d)
(e) (f)
Figure 13: Traffic volume estimation results for the through movements in different TODs: (a) 08:00-09:00,
(b) 10:00-11:00, (c) 12:00-13:00, (d) 14:00-15:00, (e) 16:00-17:00, (f) 18:00-19:00
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(a) (b)
(c) (d)
(e) (f)
Figure 14: Traffic volume estimation results for the left-turn movements in different TODs: (a) 08:00-09:00,
(b) 10:00-11:00, (c) 12:00-13:00, (d) 14:00-15:00, (e) 16:00-17:00, (f) 18:00-19:00
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7 Conclusions
This paper proposes a general framework and a series of methods for the trajectory-based queue length and
traffic volume estimation. For each specific movement and each specific time slot, the penetration rate of the
probe vehicles is estimated by using the aggregated historical trajectory data of the probe vehicles. Once
the penetration rate is estimated, it can be used to project the queue length and the traffic volume.
The proposed methods do not assume the type of vehicle arrival process or the queueing process. There-
fore, the proposed methods are adaptable to both under-saturation and over-saturation cases. The proposed
methods do not require high penetration rates and would be feasible for use in reality nowadays. The tests
by both the simulation and the real-world data show good estimation accuracy, indicating that the proposed
methods could be used for traffic signal control and performance measures at signalized intersections.
There are certain limitations in the current work that should be addressed in the future. For instance,
the proposed methods in this paper take the stopping positions of the probe vehicles as the features to infer
the penetration rate of the probe vehicles. However, there might not be queues forming at the non-signalized
intersections or in the right-turn movements. Also, the queueing patterns in the shared left-through (right-
through) lanes could be different from other left-turn (right-turn) lanes or through lanes. Therefore, when
applying the proposed methods to these cases, additional care is required.
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Appendix A
Definitions
For k, n ∈ N and n ≥ k,
Ckn =
n!
k!(n− k)! , (A.1)
Akn =
n!
(n− k)! . (A.2)
Theorem 1
For conciseness, Qi, Ni, Si, Ti, ni, si, ti are represented by Q,N, S, T, n, s, t, respectively.
E(S | N = n,Q = l) = l + 1
n+ 1
, (A.3)
E(Q | N = n) = E(S | N = n)(n+ 1)− 1, (A.4)
where n ≥ 1.
Proof:
E(S | N = n,Q = l) =
l−n+1∑
j=1
P (S = j | N = n,Q = l)j (A.5)
=
l−n+1∑
j=1
nCj−1l−nA
j−1
j−1A
l−j
l−j
All
j (A.6)
=
l−n+1∑
j=1
nAn−1l−j
Anl
i (A.7)
=
n
Anl
l−n+1∑
j=1
An−1l−j j (A.8)
=
n
Anl
l−n∑
k=0
An−1n+k−1(l − n+ 1− k) (A.9)
=
n
Anl
l−n∑
k=0
An−1n+k−1(l + 1)−
n
Anl
l−n∑
k=0
An−1n+k−1(n+ k) (A.10)
= (l + 1)
l−n∑
k=0
(n+ k − 1)!(l − n)!n!
k!l!(n− 1)! −
n
Anl
l−n∑
k=0
Ann+k (A.11)
=
l + 1
Cnl
l−n∑
k=0
Cn−1n+k−1 −
n
Cnl
l−n∑
k=0
Cnn+k (A.12)
= (l + 1)
Cnl
Cnl
− nC
n+1
l+1
Cnl
(A.13)
= (l + 1)− n l + 1
n+ 1
(A.14)
=
l + 1
n+ 1
(A.15)
Chu’s theorem (Merris, 2003) is applied when converting equation (A.12) to equation (A.13).
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Then, based on the results above,
E(S | N = n) =
Lmax∑
j=1
P (S = j | N = n)j (A.16)
=
Lmax∑
j=1
Lmax∑
l=j+n−1
P (S = j | N = n,Q = l)P (Q = l | N = n)j (A.17)
=
Lmax∑
l=n
l−n+1∑
j=1
P (S = j | N = n,Q = l)P (Q = l | N = n)j (A.18)
=
Lmax∑
l=n
P (Q = l | N = n)
l−n+1∑
j=1
P (S = j | N = n,Q = l)j (A.19)
=
Lmax∑
l=n
P (Q = l | N = n)E(S | N = n,Q = l) (A.20)
=
Lmax∑
l=n
P (Q = l | N = n) l + 1
n+ 1
(A.21)
=
1
n+ 1
Lmax∑
l=n
P (Q = l | N = n)(l + 1) (A.22)
=
1
n+ 1
(E(Q | N = n) + 1) . (A.23)
This is equivalent to
E(Q | N = n) = E(S | N = n)(n+ 1)− 1. (A.24)
Theorem 2
For conciseness, Qi, Ni, Si, Ti, ni, si, ti are represented by Q,N, S, T, n, s, t, respectively.
E(T | N = n,Q = l) = n l + 1
n+ 1
, (A.25)
E(Q | N = n) = E(T | N = n)n+ 1
n
− 1, (A.26)
where n ≥ 1.
Proof:
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E(T | N = n,Q = l) =
l∑
j=n
P (T = j | N = n,Q = l)j (A.27)
=
l∑
j=n
nCl−jl−nA
j−1
j−1A
l−j
l−j
All
j (A.28)
=
l∑
j=n
nAn−1j−1
Anl
j (A.29)
= n
l∑
j=n
Anj
Anl
(A.30)
= n
l∑
j=n
Cnj
Cnl
(A.31)
=
n
Cnl
l−n∑
k=0
Cnn+k (A.32)
=
nCn+1l+1
Cnl
(A.33)
= n
l + 1
n+ 1
(A.34)
Then, based on the results above,
E(T | N = n) =
Lmax∑
j=n
P (T = j | N = n)j (A.35)
=
Lmax∑
j=n
Lmax∑
l=j
P (T = j | N = n,Q = l)P (Q = l | N = n)j (A.36)
=
Lmax∑
l=n
l∑
j=n
P (T = j | N = n,Q = l)P (Q = l | N = n)j (A.37)
=
Lmax∑
l=n
P (Q = l | N = n)
l∑
j=n
P (T = j | N = n,Q = l)j (A.38)
=
Lmax∑
l=n
P (Q = l | N = n)E(T | N = n,Q = l) (A.39)
=
Lmax∑
l=n
P (Q = l | N = n)n l + 1
n+ 1
(A.40)
=
n
n+ 1
Lmax∑
l=n
P (Q = l | N = n)(l + 1) (A.41)
=
n
n+ 1
(E(Q | N = n) + 1) . (A.42)
This is equivalent to
E(Q | N = n) = E(T | N = n)n+ 1
n
− 1. (A.43)
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Theorem 3
For conciseness, Qi, Ni, Si, Ti, ni, si, ti are represented by Q,N, S, T, n, s, t, respectively.
E(Q | N ≥ 1) = E(S | N ≥ 1) + E(T | N ≥ 1)− 1 (A.44)
Proof:
First of all,
P (S = j | N ≥ 1, Q = l) = p(1− p)j−1, if 1 ≤ j ≤ l. (A.45)
P (T = l − j + 1 | N ≥ 1, Q = l) = p(1− p)l−(l−j+1) (A.46)
= p(1− p)j−1 (A.47)
= P (S = j | N ≥ 1, Q = l), if 1 ≤ j ≤ l. (A.48)
Then,
E(S | N ≥ 1) =
Lmax∑
j=1
P (S = j | N ≥ 1)j (A.49)
=
Lmax∑
j=1
Lmax∑
l=j
P (S = j | N ≥ 1, Q = l)P (Q = l | N ≥ 1)j (A.50)
=
Lmax∑
l=1
l∑
j=1
P (S = j | N ≥ 1, Q = l)P (Q = l | N ≥ 1)j (A.51)
=
Lmax∑
l=1
l∑
j=1
P (T = l − j + 1 | N ≥ 1, Q = l)P (Q = l | N ≥ 1)j (A.52)
=
Lmax∑
l=1
l∑
k=1
P (T = k | N ≥ 1, Q = l)P (Q = l | N ≥ 1)(l − k + 1) (A.53)
E(T | N ≥ 1) =
Lmax∑
k=1
P (T = k | N ≥ 1)k (A.54)
=
Lmax∑
k=1
Lmax∑
l=k
P (T = k | N ≥ 1, Q = l)P (Q = l | N ≥ 1)k (A.55)
=
Lmax∑
l=1
l∑
k=1
P (T = k | N ≥ 1, Q = l)P (Q = l | N ≥ 1)k (A.56)
Therefore,
E(S | N ≥ 1) + E(T | N ≥ 1)− 1 =
Lmax∑
l=1
l∑
k=1
P (T = k | N ≥ 1, Q = l)P (Q = l | N ≥ 1)(l − 1) + 1 (A.57)
=
Lmax∑
l=1
P (Q = l | N ≥ 1)(l − 1) + 1 (A.58)
=
Lmax∑
l=1
P (Q = l | N ≥ 1)l (A.59)
= E(Q | N ≥ 1) (A.60)
Alternatively, Theorem 3 can also be proved by combining Theorem 1 and Theorem 2.
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