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V tem diplomskem delu je predstavljena implementacija A* algoritma za načrtovanje poti 
in trajektorije na mikrokrmilniku Arduino UNO. Načrtovanje poti pogosto obravnavamo kot 
problem iskanja najkrajše poti od začetnega do končnega vozlišča v grafu. Glavni izziv pri 
implementaciji predstavljajo omejene zmogljivost mikrokrmilnika, saj algoritem zasede 
veliko delovnega pomnilnika. Rezultat dela predstavlja implementirani program, ki je 
časovno in prostorsko optimiziran z ustreznimi podatkovnimi tipi, prioritetno vrsto ter 
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The thesis presents an implementation of the A* algorithm and trajectory planning on 
microcontroller Arduino UNO. Path planning is usually formulated as a problem of 
searching for the shortest path, from start to end node in a graph. The biggest challenge of 
the implementation are the limited sources of the microcontroller because the algorithm 
consumes a lot of memory. The result of the work is an A* implementation which is time 
and space-optimized by choosing the right data types, using a priority queue, and choosing 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
f / vrednost skupne 
poti 
g / vrednost opravljene 
poti 
h / vrednost hevristične 
poti 
v m s-1 hitrost 
x m  pot v x smeri 
x' m s-1 hitrost v x smeri 
x'' m s-2 pospešek v x smeri 
y m  pot v y smeri 
y' m s-1 hitrost v y smeri 
y'' m s-2 pospešek v y smeri 
w s-1 kotna hitrost 
Indeksi   
   
i trenutni  
n neskončni  
   
   
   













integrirano razvijalno okolje 
delovni spomin 








1.1 Ozadje problema 
Načrtovanje poti obravnavamo kot problem iskanja najkrajše oziroma najugodnejše poti, ki 
jo opravi robot, za premik z začetne na končno točko. Medtem ko problem načrtovanja poti 
na področjih računalniške animacije in računalniške geometrije razrešujemo na zmogljivih 
računalnikih, prilagojenimi zahtevnosti problema, smo pri načrtovanju poti v robotiki zaradi 
uporabe mikrokrmilnikov pogosto omejeni z računsko močjo in spominom. Izbira 
mikrokrmilnika, kot je npr. Arduino, je smiselna zaradi prednosti kot je nizka cena ter 
brezplačno dostopno odprtokodno razvijalno okolje, v katerem lahko napišemo program 
algoritma. 
 
Vendar pa je mikrokrmilnik Arduino UNO je za razreševanje večjih problemov, kot je 
načrtovanje poti zelo omejen s svojim delovnim pomnilnikom. Implementiran program, ki 
bo razreševal algoritem iskanja najboljše poti, mora biti zato prostorsko in časovno 
efektiven, da za svoje delovanje v najkrajšem času porabi čim manj statičnega delovnega 




Cilj diplomskega dela je implementacija A* algoritma na mikrokrmilniku UNO, analiza 
prostorske in časovne kompleksnosti najdene poti in razvoj programa za vizualizacijo 
trajektorije.  
 
V prvem delu diplomske naloge se bomo seznanili s teoretičnimi osnovami pojma 
načrtovanja poti. Na začetku bodo predstavljene metode pri načrtovanju poti. Podrobno 
bomo spoznali delovanje Dijkstritovega algoritma za načrtovanje poti, nato pa bomo 
ugotovili po čem se razlikuje od A* algoritma. Predstavili bomo razliko med Evklidsko in 
Manhattan razdaljo. Nato bo sledil sklop, kjer bomo preučili metode za ustvarjanje 
trajektorij, ki upoštevajo gibanje robota.  
 
V naslednjem sklopu bo predstavljena podrobna implementacija programa za načrtovanje 
poti. Seznanili se bomo s tehničnimi lastnosti mikrokrmilnika Arduino UNO ter spoznali 
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programsko okolje za pisanje implementiranega programa. Predstavili bomo različne 
podatkovne tipe glede na vrsto uporabe in velikost spomina, ki ga zasedejo, ter spoznali 
uporabo struktur in njihovo delovanje. Za preračunavanje algoritma bomo ustvarili nove 
funkcije in predstavili knjižico PriorityQueue.h. 
 
Sledile bodo optimizacije s katerimi želimo, da program za načrtovanje poti dosega boljše 
časovne in prostorske rezultate. Želimo si, da bi bil program sposoben razreševati kar se da 
velik problem. Velikost problema bo pogojena z velikostjo matematične matrike, ki bo 
predstavljala graf točk oziroma vozlišč, po katerih se bo gibal robot. Za vsako od vozlišč 
grafa, bo program rezerviral določen prostor na delovnem pomnilniku mikrokrmilnika, zato 
obstaja nevarnost, da napisan program zasede več prostora, kot bi ga dejansko potreboval za 
razreševanje algoritma in s tem zmanjšal velikost maksimalnega problema, ki ga lahko 
razrešimo z mikrokrmilnikom. Predstavili bomo optimizacijo podatkovnih tipov, pravilno 
uporabo struktur, v namen razbremenjevanje delovnega pomnilnika, pa bomo predstavili 
tudi optimizacijo s shranjevanjem podatkov v bliskovni pomnilnik.  
 
Za prikaz izrisa trajektorije in preračuna hitrosti bomo predstavili model polinoma tretjega 
reda. Z določitvijo robnih pogojev lahko določimo dejanski potek trajektorije gibanja in 
spreminjanja hitrosti v odvisnosti od časa. Program za določevanje robnih pogojev polinoma 
bo prav tako napisan v Arduino IDE. 
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2 Teoretične osnove 
2.1 Načrtovanje poti 
V robotiki načrtovanje poti predstavlja problem, kako robota premakniti z ene lokacije na 
drugo tako, da bi pri tem opravil najkrajšo pot. Pri tem lahko robot uporablja široko paleto 
algoritmov, ki nam lahko na modificiran način izračunajo najbližjo oziroma najučinkovitejšo 
pot premika robota. Robot se pri tem lahko premika po topološkem zemljevidu, ki ga lahko 
predstavlja matematična matrika. V robotiki načrtovanje poti lahko delimo na tri področja: 
 
1. Načrtovanje gibanja (ang. motion planning) 
2. Načrtovanje trajektorije (ang. trajectory planning) 
3. Načrtovanje z negotovostjo  
 
Prvi dve lahko za svoje delovanje potrebujeta senzorje, aktuatorje in sposobnost razreševanja 
problema na robotu. Načrtovanje gibanja običajno ignorira kinematiko gibanja in se 
osredotoča le na rotacijo in translacijo kontroliranega robota, medtem ko načrtovanje 
trajektorije običajno analizira rešitev, ki nastane z načrtovanjem gibanja in določi gibanje 
glede na omejitve okolja v katerem se robot giblje in same mehanske omejitve robota, ki so 
nam podane [1]. 
 
Načrtovanje poti z negotovostjo poznamo pri avtonomnih robotih, ki se gibljejo v 
nepredvidljivih okoljih. Negotovost odziva robota nastaja med funkcijo zaznavanja okolice 
in krmiljenja robota [2]. 
 
 
2.2 Načrtovanje gibanja 
Načrtovanje gibanja predstavlja problem kako robota prestavimo iz točke A na točko B brez, 
da bi se pri tem zadel ob ovire, ki jih srečuje na poti do cilja. Ta problem imenujemo 
»problem premikanja klavirja« (ang. »piano mover's problem«) in predstavlja za nas 
dragocen predmet, ki ga želimo premakniti, ne da bi ga pri premiku poškodovali. Slika  2.1 
shematsko prikazuje rotacije in translacije predmeta, ki so potrebne pri načrtovanju gibanja, 
za premik brez nastalih poškodb [3]. 
Teoretične osnove  
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Slika  2.1: Problem »premikanja klavirja« 
 
2.2.1 Zemljevid 
Čeprav si premikanje robota predstavljamo v realnem svetu, le-ta potuje v svetu točk in 
vozlišč, ki sestavljajo graf oziroma zemljevid točk. Robot tako v vsakem trenutku ve kje se 
nahaja in se tako enostavno orientira na poti do cilja in se izogne oviram.  
 
 
2.2.2 Dijkstrov algoritem 
Med bolj znane algoritme za načrtovanje poti zagotovo spada Dijkstrov algoritem, ki ga je 
leta 1959 objavil Edsger W. Dijkstra [4]. Algoritem izračuna razdalje oziroma vrednosti, ki 
jih robot opravi za premike med vozlišči. Delovanje algoritma lahko na enostaven način 
ponazorimo z naslednjimi koraki: 
 
1. Ustvarimo prazno množico neobiskanih vozlišč Q. 
Teoretične osnove 
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2. Začetnemu vozlišču določimo vrednost g enako 0, vsem ostalim ∞. Nastavimo 
začetno vozlišče za trenutno. 
3. Sosednjim vozliščem izračunamo pot, ki jo opravimo za premik s trenutnega. V 
primeru, da je pot že določena prek drugega vozlišča, zapišemo manjšo od obeh 
vrednosti, in vozlišče, preko katerega pridemo po krajši poti, postane starševsko 
vozlišče. 
4. Po preračunu vseh sosednjih vozlišč, trenutno označimo za obiskano in jo odstranimo 
z množice neobiskanih. 
5. V primeru, da je ciljno vozlišče obiskano ali pa je najmanjša pripisana vrednost 
vozlišča na seznamu neobiskanih vozlišč neskončna (v tem primeru pot ne obstaja), 
se algoritem ustavi. 
6. V nasprotnem primeru s seznama neobiskanih vozlišč izberemo vozlišče z najmanjšo 
pripisano vrednostjo in ga določimo za trenutno vozlišče ter nadaljujemo na tretjem 
koraku algoritma. 
 
Algoritem tako ustvari drevo najkrajših poti, kot to prikazuje slika 2.2, preko katerih po 




Slika 2.2: Drevesni prikaz iskanja najbližje poti 
 
 
2.2.3 A* algoritem 
Algoritem A* je eden izmed najboljših znanih algoritmov za načrtovanje najugodnejše poti 
od začetnega do končnega vozlišča na znani grafu oziroma zemljevidu in predstavlja 
nadgradnjo Dijkstritovega algoritma. Algoritem je bil prvič objavljen leta 1968, v okviru 
projekta izdelave prvega večopravilnega mobilnega robota Shakey the Robot [5] in se od 
Dijkstrovega algoritma razlikuje po tem, da poskuša zmanjšati število pregledanih vozlišč 
na poti do cilja [6]. Algoritem se tako z uporabo prioritetne liste vozlišč, ki so pripravljeni 
Teoretične osnove  
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za pregled, izogne pregledovanju nepotrebnih vozlišč in tako zmanjša čas, ki ga potrebuje 
za iskanje najbližje poti.  
 
Ta metoda iskanja poti je največkrat uporabljena, zaradi svoje učinkovitosti pri reševanju 
obsežnejših problemov (velike količine podatkov) iskanja poti, saj deluje po metodi 
najboljši-naprej in tako skupaj z Dijkstrovim algoritmom spada med t.i. pohlepne algoritme. 
 
Algoritem velja za hiter in učinkovit način ugotavljanja poti, vendar pa je njegova slabost 
ta, da porabi veliko delovnega spomina [7], saj med preračunom shranjuje več različnih vrst 
podatkov o posameznih vozliščih. Algoritem lahko na polju kvadratnih oblik, ki 
predstavljajo vozlišča, išče pot v vseh osmih smereh (levo, desno, gor, dol, diagonale). 
Vsakemu vozlišču, ki je na vrsti za preračun, je potrebno določiti vrednost f , ki jo dobimo 
po enačbi 2.1. 
𝑓𝑖 = 𝑔𝑖 + ℎ𝑖 (2.1) 
 
V enačbi 2.2, 𝑔 predstavlja vrednost opravljene poti od začetnega do izbranega vozlišča, 




2.2.3.1 Vrednost g  
Za določitev vrednosti 𝑔 v enačbi 2.2, moramo upoštevati že opravljeno pot od začetnega 
do trenutnega vozlišča. Pri tem moramo določiti vrednosti posameznih premikov z vozlišča 
na vozlišče. V primeru grafa, ki ga ponazarja šahovnica, se lahko med vozlišči premikamo 









V primeru šahovnice moramo smiselno, glede na razdaljo med vozlišči, določiti vrednosti 
za premik po smereh gor, dol, levo in desno, ter po smereh diagonal. Najbolj običajen je 
pripis 𝑔 vrednosti za 10 enot v primeru premikov gor, dol, levo in desno, ter pripis 𝑔 
vrednosti za 14 (1√2 · 10) enot v primeru premikov po diagonalah.  
 
Do posameznih vrednosti g v vozliščih, lahko pridemo po več različnih poteh, zato je 
bistvenega pomena, da se že predpisane 𝑔 vrednosti na določeni točki lahko posodobijo, v 
primeru, ko bi na novo izračunana 𝑔 vrednost v določeni točki, bila manjša od predhodne. 
𝑔𝑛+1 =  𝑔1 + 𝑔2 + ⋯ + 𝑔𝑛 (2.2) 
 
2.2.3.2 Vrednost h 
Za razliko od Dijkstritovega algoritma, A* algoritem za iskanje poti uporablja hevristično 
vrednost ℎ poti od posameznega vozlišča do ciljnega. To vrednost lahko določimo z 
dejanskim merjenjem zračne razdalje oziroma izračunom razdalje s pomočjo Pitagorovega 




Slika  2.4: Prikaz Evklidske razdalje 
 
Za izračun h vrednosti lahko uporabimo tudi Manhattan razdaljo (2.4), kjer računamo 
absolutne razlike med koordinatama trenutne in končne točke oziroma premike po obeh oseh 
kot to prikazuje slika 2.5.  
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Slika  2.5: Prikaz »Manhattan« razdalje 
ℎ𝑖 =  √(|𝑥𝑖 − 𝑥𝑘|)2 + (|𝑦𝑖 − 𝑦𝑘|)2 (2.3) 
ℎ𝑖 = (|𝑥𝑖 − 𝑥𝑘|)
2 + (|𝑦𝑖 − 𝑦𝑘|)
2  (2.4) 
Pomembno je, da so ℎ vrednosti na posameznih vozliščih s približevanjem k cilju 
optimistične. To pomeni, da se bo s približevanjem h končnemu vozlišču vrednost  ℎ nižala 
in imela vrednost 0, ko se premaknemo na končno vozlišče.  
 
 
2.2.3.3 Koraki algoritma 
Predpostavimo, da so v začetnem vozlišču vse vrednosti enake 0. 
 
1. Ustvarimo prazen seznam nepregledanih vozlišč Q, na katerega dodamo začetno 
vozlišče. 
2. Premaknemo se na trenutno vozlišče ter sosednjim vozliščem izračunamo 𝑔, ℎ in 𝑓 
vrednosti. V primeru prehodno pripisane vrednosti 𝑔, zapišemo najnižjo in vozlišču 
pripišemo starševsko vozlišče.  
3. Vse preračunane sosednja vozlišča, če še niso, uvrstimo na seznam nepregledanih 
vozlišč, trenutno pa označimo za pregledano. 
4. Dokler ne najdemo ciljnega vozlišča, izmed vseh vozlišč, ki so na seznamu 
nepregledanih vozlišč izberemo tistega z najnižjo 𝑓 vrednostjo in ga določimo za 
trenutno vozlišče.  
5. Če vozlišč na seznamu ni več, pot ne obstaja. Algoritem se ustavi. 
6. Dokler se ne izpolni 4. točka, algoritem ponavlja cikel. 
Teoretične osnove 
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2.3 Načrtovanje trajektorije 
Aplikacije mobilnih robotov kažejo vedno več potencialnih realizacij, ki jih bomo lahko ali 
jih že uporabljamo. Te aplikacije lahko ločimo na aplikacije v notranjih prostorih (čiščenje, 
nadzor, pomoč starejšim) ter aplikacije v zunanjih prostorih (transport). Zelo pomembna 
karakteristika robota, je sposobnost gibanja po prostoru brez, da bi pri tem prišlo do trka z 
ovirami. 
 
V ta namen lahko definiramo strukturiran in predvidljiv prostor brez spremenljivk, ki bi 
zmanjševale možnosti za uspešno gibanje po prostoru tako, da robot v vsakem trenutku 
gibanja pozna odzive, ki sledijo. Nepredvidljiv prostor pa predstavlja prostor s spremenljivo 
temperaturo, prahom, vlažnostjo in tudi človeškim poseganjem. Potovanje po takem 
prostoru predstavlja zahtevno nalogo prilagajanja gibanje robota [9].  
 
Ko s pomočjo algoritmov izračunamo najbližjo oziroma najugodnejšo pot od začetne do 
končne lokacije, lahko za dobljeni primer izrišemo trajektorijo gibanja robota. Načrtovanje 
trajektorije predstavlja problem načrtovanja optimalne poti z optimiziranjem določenih 
karakteristik potovanja robota kot so čas potovanja, pospeški v določenih točkah, medtem 
ko si želimo zagotoviti kinematične zahteve danega robota med gibanjem okoli ovir. Slika 
2.6 predstavlja izris enostavnega primera načrtovanja trajektorije, ki ga bomo podrobneje 
opisali v naslednjem poglavju. 
 
Trajektorija je pot, po kateri od začetne do končne točke določimo časovni potek gibanja. 
Ker si želimo, da so poti gladke, so odvodi poti (2.5), torej hitrost (2.6), pospešek (2.7), in 
trzaj, zvezni. Polinom petega reda ustreza modelu, katerega odvodi poti popišejo vse 
navedene karakteristike modela.  
𝑥(𝑡) = 𝐴𝑡5 + 𝐵𝑡4 + 𝐶𝑡3 + 𝐷𝑡2 + 𝐸𝑡 + 𝐹 (2.5) 
𝑥′(𝑡) = 5𝐴𝑡4 + 4𝐵𝑡3 + 3𝐶𝑡2 + 2𝐷𝑡 + 𝐸 (2.6) 
𝑥′′(𝑡) = 20𝐴𝑡3 + 12𝐵𝑡2 + 6𝐶𝑡 + 2𝐷 (2.7) 
 
Začetno točko definiramo pri 𝑡 = 0, končno pa pri 𝑡 = 𝑇. 
Teoretične osnove  
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Slika 2.6: Prikaz izrisa trajektorije 
 
Ker pa enačbe 2.5, 2.6 in 2.7 veljajo le za x-os v naši dvo-dimenzionalni matriki na enak 
način izračunamo tudi pot (2.8), hitrost (2.9) in pospešek (2.10) v y-osi. 
𝑦(𝑡) = 𝑀𝑡5 + 𝑁𝑡4 + 𝑂𝑡3 + 𝑃𝑡2 + 𝑅𝑡 + 𝑆 (2.8) 
𝑦′(𝑡) = 5𝑀𝑡4 + 4𝑁𝑡3 + 3𝑂𝑡2 + 2𝑃𝑡 + 𝑅 (2.9) 
𝑦′′(𝑡) = 20𝑀𝑡3 + 12𝑁𝑡2 + 6𝑂𝑡 + 2𝑃 (2.10) 
 
Z znanimi hitrostmi v obeh smereh izračunamo skupno hitrost na nasleden način. 
𝑣(𝑡) = √(𝑥′(𝑡))2 + (𝑦′(𝑡))2 (2.11) 
 
















3.1 Zasnova programa za načrtovanje poti 
Preden začnemo s pisanjem kode programa, moramo razumeti delovanje algoritma. Zato na 
začetku potek delovanja algoritma zapišemo na list papirja. S tem zaokrožimo celotno 
kompleksnost, ki jo nato v procesu pisanja programa razčlenimo glede na značilnosti 




Slika  3.1 prikazuje prvi korak, kjer inicializiramo vrednosti začetnega vozlišča z 0, 
preračunamo vse vrednosti sosednjim vozliščem in jih uvrstimo na seznam nepregledanih 
vozlišč. Rdeča polja predstavljajo vozlišča, ki so že bile pregledana, rumena polja pa 




Slika  3.1: A*, prvi korak 
Metodologija 
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Slika  3.2 predstavlja drugi in tretji cilj iskanje najbližje poti. V drugem ciklu algoritem izbira 
med tremi vozlišči z enako 𝑓 vrednostjo. Izbira, ali se odloči za prvo ali zadnjo (nikoli 
srednje) v seznamu, je odvisna od nastavitve izbire točke z najnižjo vrednostjo v prioritetni 




Slika  3.2: (a) A*, drugi korak, (b) A*, tretji korak 
 
Slika  3.3 prikazuje končni rezultat iskanja najbližje oziroma najugodnejše poti. Zelena polja 
prikazujejo najbližjo pot od začetnega do končnega vozlišča. Rezultat lahko preverimo tako, 





Slika  3.3: A*, končni rezultat 
Metodologija 
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3.2 Psevdokoda programa za načrtovanje poti 
Program se izvaja na mikrokrmilniku Arduino UNO, zato se kodo programa piše v programu 
Arduino IDE. Pred tem za lažje razumevanje programa ustvarimo psevdokodo prikazano v 
kodi 1, ki nam na poenostavljen način prikaže delovanje dejanske kode. 
 
 
Koda 1: Psevdokoda A* algoritma 
 
 
3.3 Arduino  
Program za načrtovanje poti z A* algoritmom za svoj proces izračuna koristi delovni 
pomnilnik procesorja (RAM), zato nam v našem primeru omejitve velikosti problema 
predstavljajo karakteristike mikrokrmilnika Arduino UNO, kateri bo preračunaval algoritem 
za iskanje najbližje poti. 
 
Začetki projekta Arduino segajo v leto 2005, ko so študentje na šoli oblikovanja v italijanski 
Ivrei, s ciljem izdelave nizkocenovne dostopnega mikrokrmilnika, ki temelji na 
mikrokrmilniku Wiring [8] in omogoča širšo amatersko uporabo v robotiki. 
Metodologija 
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3.3.1 Arduino UNO 
Arduino UNO, ki je prikazan na sliki 3.4, je cenovno med bolj dostopnimi mikrokrmilniki 
odprtokodnega tipa, ki jih v robotiki uporabljamo predvsem za amatersko eksperimentiranje. 
Kot je podano v preglednici 1, mikrokrmilnik deluje na napetosti 5 V, jedro pa predstavlja 
mikrokrmilnik ATmega328, kateri premore 32 kB bliskovnega pomnilnika ter 2 kB 




Slika  3.4: Arduino UNO 
 
Primerjava: računalnik na katerem se piše to diplomsko delo premore 8 GB delovnega 
pomnilnika, kar znaša kar 106 več v primerjavi z Arduinom UNO. Temu primerna je tudi 
primerjava kompleksnosti procesov, ki jih lahko izvajamo na Arduinu ali računalniku. 
 
Mikrokrmilnik je v robotiki in mehatroniki zelo popularen, saj nam omogoča enostavno 
komunikacijo z vhodno/izhodnimi enotami. Na voljo imamo 14 digitalnih izhodov/vhodov, 









 Preglednica 1: Karakteristike Arduina UNO  
 
 
3.3.2 Arduino IDE 
Za programiranje mikrokrmilnika Arduino uporabljamo ekosistem Arduino IDE (ang. 
Integrated Development Environment). Ekosistem Arduino IDE predstavlja integrirano 
razvijalno okolje s katerim lahko uporabniki enostavno, s predznanjem programskih jezikov 
C in C++, programirajo delovanje mikrokrmilnika. V Arduino IDE ekosistemu uporabnik 
kodo piše v prilagojenem jeziku, sintaksi, prevajalnik pa kodo nato prevede v C/C++ jezik. 
Program je odprtokodnega tipa in deluje na operacijskih sistemih kot so Windows, 
Mac OS X in Linux.  
 
 
3.4 Poimenovanje spremenljivk 
3.4.1 Podatkovni tipi 
Pri pisanju programa za načrtovanje algoritma A*, moramo tako kot pri vseh programih 
uporabiti podatkovne tipe, ki shranjujejo podatke. Podatkovni tipi v računalništvu določijo 
vrsto oziroma dodelijo oznako podatkom. Z njimi deklariramo oziroma napovemo kakšne 
omejitve bo imel določen podatek. V ekosistemu Arduino IDE lahko med drugim 
uporabljamo naslednje podatkovne tipe:  
 
‐ int (shranjuje cela negativna ali pozitivna števila), 
‐ float (shranjuje negativna ali pozitivna števila z decimalno vejico), 
‐ char (shranjuje znake), 
‐ string (shranjuje skupek znakov), 
‐ byte (shrani števila od 0 do 255), 
Mikrokrmilnik ATmega328 
Delovna napetost 5 V 
Delovni pomnilnik 32 kB 
Statični delovni pomnilnik  2 kB 
Električno izbrisljiv programljiv bralni pomnilnik  1 kB 
Bliskovni pomnilnik  32 kB 
Takt delovanja 16 MHz 
Dolžina 68,6 mm 
Širina 53,4 mm 
Teža 25 g 
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‐ array (delovanje opisano v poglavju 3.4.2), 
‐ bool (shrani true ali false) 
‐ unsigned long (shranjuje samo pozitivna cela števila). 
 
Podatkovni tipi se med seboj ne razlikujejo le po omejitvah, temveč tudi po velikosti prostora 
za shranjevanje posameznega podatka, kot je to prikazano v preglednici 2. Pri podatkovnih 
tipih kot so string ali array velikosti določimo s količino podatkov, ko jim dodelimo določen 
podatkovni tip. 
 
Preglednica 2: Velikosti podatkovnih tipov 
Podatkovni tip Velikost v bitih Velikost v bajtih 
byte, bool, char 8 1 
int 16 2 
float, unsigned long 32 4 
 
 
3.4.2 Podatkovni tip array 
Podatkovni tip array se od ostalih razlikuje po tem, da lahko do spremenljivk ali vrednosti, 
ki so zapisane znotraj podatkovnega tipa dostopamo preko indeksa, ki ga ima vsak podatek. 
Analogno to lahko ponazorimo z matematičnimi matrikami. V našem primeru bomo 
podatkovni tip array uporabili za shranjevanje podatkov o lokaciji ovir na zemljevidu 
oziroma matriki, kjer se bo gibal robot. Deklariranje podatkov tega podatkovnega tipa lahko 
vidimo na sliki 3.5, kjer vidimo, da shranjujemo podatke tipa int. Poleg vrste podatkov 
moramo določiti tudi število elementov oziroma velikost matrike. V našem primeru nas 




Slika 3.5: Podatkovni tip array 
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3.5 Struktura struct 
Struktura struct v ekosistemu Arduino sicer ni najpogosteje uporabljena, vendar pa vseeno 
pridejo prav, ko želimo urejeno shranjevati več različnih tipov podatkov skupaj. Analogno 
to lahko predstavimo kot primer knjižnice, kjer želijo za vsako knjigo hiter dostop do 
naslova, pisatelja, zvrsti, leta izdaje ali še kakšnega drugega podatka.  
 
Enako želimo tudi mi za vsako točko na zemljevidu shraniti več različnih podatkov, preko 
katerih algoritem naj preračuna najbližjo oziroma najučinkovitejšo pot. Strukturo definiramo 
s struct [ime strukture] kot je to vidno v kodi 2. Znotraj zavitih oklepajev vpišemo člane 
strukture (ang. members), v katerih se shranijo željeni podatki za vsako posamezno točko.  
 
Tako določimo spremenljivke, ki bodo shranjevale: 
 
‐ x: koordinata vozlišča po x osi 
‐ y: koordinata vozlišča po y osi 
‐ xParent: koordinata starševskega vozlišča po x osi 
‐ yParent: koordinata starševskega vozlišča po y osi 
‐ gCena: skupna vrednost že opravljene poti 




Koda 2: Primer strukture struct 
 
 
Ko ustvarimo spremenljivko strukture, v našem primeru tipa Node, do podatkov zapisanih v 
članih dostopamo s piko (».«), ki jo zapišemo med spremenljivko strukture in članom 
Metodologija 
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strukture. V kodi 2 v funkciji setup() vidimo deklariranje objekta poimenovanega trenutni, 
kateremu pripadajo vsi člani strukture. V naslednjih dveh vrsticah smo na shranili nove 
vrednosti članom strukture x in y.  
 
Seznam strukture Node 
 
Za potrebe shranjevanja pred nastavljenih podatkov atributov strukture, ustvarimo seznam 
tipa Node, ki ga vidimo v kodi 3. V seznam se bodo v vrstnem redu, kot smo ga zapisali v 
strukturi, shranili podatki. Samodejno nastavljene vrednosti so 0 ali false (LOW) v primeru 
tipa bool. S pred nastavitvijo prvih dveh vrednosti tako, na primer zapišemo koordinate 
trenutnega vozlišča, ki jih kasneje ne bomo spreminjali, v polji z -1 vrednostjo bomo zapisali 
x in y koordinati starševskega vozlišča, ter v zadnje dve, ki jih sicer nebi bilo potrebno 




Koda 3: Seznam tipa Node 
 
 
3.6 Preračun g in h vrednosti 
Po definiranju strukture hranjenja podatkov imamo vse pripravljeno glavni preračun 
algoritma. Preračun izvaja ustvarjena funkcija preveriSosede(trenutnoVozliščea), katere 
potek delovanja vidimo na sliki 3.7. Funkcija prejema spremenljivko Node trenutno 
izbranega vozlišča z vsemi člani, ki jih struktura vsebuje in so potrebni za preračun.  
 
Program na začetku vedno ugotavlja lokacijo trenutnega vozlišča in določi meje iskanja 
sosednjih vozlišč. Te meje se lahko razlikujejo, saj je v matriki lahko devet različnih lokacij 
glede na iskane sosednja vozlišča in te so: 
 
‐ štiri lokacije vozlišč v kotih matrike, ki imajo po tri različne sosednje vozlišča 
‐ štiri lokacije vozlišč na stranicah matrike, ki imajo po pet različnih sosednjih vozlišč 
‐ lokacija vozlišča, ki ni na robu matrike in ima osem različnih sosednjih vozlišč, 




Slika  3.6: Primer sosednjih vozlišč 
 
Po definiranju mej vseh sosednjih vozlišč iščemo ustrezna vozlišča, ki še niso bila 
pregledana in ne predstavljajo ovire. To stori tako, da določi mejne lokacije v vrsticah in 
stolpcih matrike. V našem primeru so mejne vrstice z zaporedno številko 1 in 3, prav tako je 
tudi pri določevanju mejnih stolpcev.  
 
Koda 4 prikazuje določevanje sosednjih točk, ki jih bomo pregledali. Za to uporabimo 
ugnezdene cikle. Ugnezdeni cikli delujejo po principu seštevanja ali odštevanja in se 
izvajanja dokler ne pridejo do konca prednastavljenega števila. Začetno število tako 




Koda 4: Določevanje sosednjih točk 
 
Dogodek določitve g in h vrednosti se za vsako posamezno sosedno točko zgodi zaporedno 
nato pa program poišče naslednjo ustrezno sosednjo točko, kot to prikazuje slika 3.7. 
Program najprej izračuna že opravljeno pot od začetnega do trenutnega vozlišča in vrednost 
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shrani, če ugotovi, da je bila morebitna že izračunana g vrednost manjša od trenutno 
izračunane. Nato izračuna še hevristično vrednost, ki jo po naši zbiri določita Manhattan 




Slika  3.7: Diagram poteka funkcije preveriSosede() 
 
3.7 Prioritetna vrsta 
Za iskanje naslednje najugodnejšega vozlišča, algoritem pregleda seznam odprtSeznam. V 
njem so shranjene vsa vozlišča, katerim smo vsaj enkrat že določili g in h vrednosti oziroma 
so bili sosednji enemu izmed trenutnih vozlišč, ki jih opisuje slika 3.7. 
 
Prioritetna vrsta, kot nam to pove že samo ime, razvrsti vsa vozlišča v prioritetno vrsto. V 
našem primeru vrača vozlišče najnižjo vrednostjo atributa, ki smo ga določili, torej vozlišče 
z najnižjo f vrednostjo. Vse to se zgodi s pomočjo odprtokodne knjižice PriorityQueue ki je 
nadgradnja bolj znane knjižice QueueList.h[10]. Za uspešno delovanje knjižice moramo le 
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to uspešno dodati v Arduino IDE (Sketch, Include library, Add .ZIP Library), ki jo nato, po 
navadi povsem na začetku skice programa kličemo oziroma določimo dostop do knjižice s 
funkcijo #INCLUDE <imeKnjizice.h>. 
 
 
3.8 Izpis poti 
Za izpis poti ustvarimo novo funkcijo, ki se imenuje izpisPoti(). V primeru, ko v procesu 
preračuna sosednjih vozlišč pridemo do preračuna končnega vozlišča in ga nato program po 
prioritetni listi izbere kot najustreznejšega za preračun, vemo, da smo prišli do cilja. Takrat 
se aktivira funkcija izpisPoti(), ki nam v vrstnem redu od končnega do začetnega vozlišča 
izpiše koordinate vseh vozlišč. Le-ti so zapisani v spremenljivkah atributov xParent in 
yParent, v ustvarjenem podatkovnem tipu Node. Rezultat na sliki 3.8, ki predstavlja pot, se 




Slika  3.8: Rezultat preračuna A* algoritma 
 
Za izpis poti v serijskem vmesniku, je potrebna vzpostavitev komunikacije med krmilnikom 
in vmesnikom. To dosežemo s klicanjem vgrajene funkcije Serial.begin(hitrost), ki določi 
hitrost prenosa podatkov v bitih na sekundo. Nato pa z uporabe funkcije Serial.print() 
izpišemo ustrezne koordinate. 
 
 
3.9  Načrtovanje trajektorije 
Po končani implementaciji programa za načrtovanje poti ustvarimo funkcijo, ki nam bo 
omogočala izračunavanje koeficientov, kateri izračun je prikazan v poglavju 2.3. Enačbe so 
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nastavljene, da med začetnimi in končnimi robnimi pogoji preteče 1 s časa, ne glede na 
dolžino trajektorije. Pred klicanjem funkcije, moramo na njena mesta za sprejemanje vpisati 




Koda 5: Vstavljanje robnih pogojev 
 
Program za izračun koeficientov se izvaja v vgrajeni funkciji void loop(), ki izvaja ciklično 
v neskončnost, dokler je mikrokrmilnik priklopljen na napajanje, saj funkcija polozajX ali 
polozajY, kot svoj prvi argument sprejme podatek, ki ga vpišemo preko serijske 
komunikacije. Podatek predstavlja čas ob katerem nam izpiše koordinate položaja robota ob 
danih robnih pogojih. Rezultat na sliki 3.9, ki se nam izpiše v serijskem vmesniku, 




Slika 3.9: Izračun koeficientov in lokacije 
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Primer načrtovanja trajektorije 
 
Za lažji prikaz načrtovanja trajektorije na sliki 2.6 definiramo polinom tretjega reda (3.1), s 
katerim lahko v določenih točkah predpostavimo opravljene poti ter hitrosti robota oziroma 
določimo robne pogoje pri času 𝑡. Na ta način bomo dobili vse štiri koeficiente polinoma in 
s tem izračunali lokacijo ali hitrost v poljubni točki. 
𝑥(𝑡) = 𝐴𝑡3 + 𝐵𝑡2 + 𝐶𝑡 + 𝐷 (3.1) 
𝑥′(𝑡) = 3𝐴𝑡2 + 2𝐵𝑡 + 𝐶 (3.2) 
S pomočjo robnih pogojev ob začetnem (𝑡 = 0) in končnem (𝑡 = 1) času, tako izračunamo 




Robni pogoji v x-smeri: 
Robot ima v začetni legi po hitrost 𝑥′(0) = 0, pospešuje pa le v y-osi, zato velja 𝑥′(1) = 0. 
Ker v smeri x-osi ne naredimo premika, pot na koncu polja znaša 𝑥(1) = 0,5.  
 
𝑥(0) = 𝐴𝑡3 + 𝐵𝑡2 + 𝐶𝑡 + 𝐷 = 0 → 𝑫 = 𝟎, 𝟓 (3.3) 
 
𝑥′(0) = 3𝐴𝑡2 + 2𝐵𝑡 + 𝐶 = 0 → 𝑪 = 𝟎 (3.4) 
 
𝑥(1) = 𝐴𝑡3 + 𝐵𝑡2 + 𝐶𝑡 + 𝐷 = 0,5 (3.5) 
 
𝑥′(1) = 3𝐴𝑡2 + 2𝐵𝑡 + 𝐶 = 0 (3.6) 
 
 
Iz danega sistema enačb ob začetnem (𝑡 = 0) in končnem (𝑡 = 1) času izrazimo koeficienta 
𝐷 = 0,5 in 𝐶 = 0, s pomočjo enačb (3.4) in (3.5) pa izrazimo tudi 𝐵 = 0 in 𝐴 = 0.  
 
Robni pogoji v y-smeri: 
Robot ima v začetni legi po hitrost 𝑦′(0) = 0, nato pa do konca polja pospeši na hitrost      
𝑦′(1) = 1. Pot na začetku znaša 𝑦(0) = 0,5 koncu polja znaša 𝑦(1) = 1, kar lahko 
odčitamo tudi s slike 2.6.  
 
𝑦(0) = 𝐸𝑡3 + 𝐹𝑡2 + 𝐺𝑡 + 𝐻 = 0,5 → 𝑯 = 𝟎, 𝟓  (3.7) 
 
𝑦′(0) = 3𝐸𝑡2 + 2𝐹𝑡 + 𝐺 = 0 → 𝑮 = 𝟎 (3.8) 
 
𝑦(1) = 𝐸𝑡3 + 𝐹𝑡2 + 𝐺𝑡 + 𝐻 = 1  (3.9) 
 
𝑦′(1) = 3𝐸𝑡2 + 2𝐹𝑡 + 𝐺 = 1 (3.10) 
 
 
Iz danega sistema enačb ob začetnem (𝑡 = 0) in končnem (𝑡 = 1) času izrazimo koeficienta 




Trajektorija, ki jo izrišemo je vidna v polju »začetek« na sliki 2.6, dobljeno hitrost, ki do 
konca polja enakomerno narašča do 𝑥′(1) = 1 pa predstavlja premica na sliki 3.10. Ker 
vemo, da odvod poti predstavlja pospešek, to lahko preverimo tudi na grafu, saj je odvod 




Slika  3.10: Graf hitrosti pri enakomernem pospeševanju 
 
2. Enakomerna vožnja »navzgor« 
 
Robni pogoji v x-smeri: 
Začetna in končna pozicija so definirane kot 𝑥(1) = 0,5 in 𝑥(2) = 0,5, hitrost po x smeri 
pa se ne spreminja in ostaja v primerih 𝑥′(1) = 0 in 𝑥′(2) = 0. Iz enakih enačb kot v 
prejšnjem primeru izračunamo koeficiente 𝐴 = 0, 𝐵 = 0, 𝐶 = 0 in 𝐷 = 0,5. 
 
Robni pogoji v y-smeri: 
Začetna in končna pozicija so definirane kot 𝑦(0) = 1 in 𝑦(1) = 2, hitrost po y smeri pa je 
ves čas enakomerno 𝑦′(0) = 0 in 𝑦′(0) = 1. Iz enakih enačb kot v prejšnjem primeru 
izračunamo koeficiente 𝐸 = 0, 𝐹 = 0, 𝐺 = 1 in 𝐻 = 1. 
 
Grafični prikaz trajektorije je viden na sliki 2.6, slika 3.11 pa prikazuje hitrost med gibanjem 
robota. Ker je gibanje enakomerno, je odvod hitrosti, torej pospešek, po celotnem polju 





Slika  3.11: Graf hitrosti pri enakomernem gibanju 
3. Ovinek 
 
Robni pogoji v x-smeri: 
Sedaj lahko že predvidimo, da se začetni robni pogoji ujemajo s končnimi pri prejšnjem 
primeru. Začetni pogoji so torej 𝑥(0) = 0,5, 𝑥′(0) = 0, končni ob 𝑡 = 1, pa znašajo     
𝑥(1) = 1 in 𝑥′(1) = 1. Iz enakih enačb kot v prejšnjem primeru izračunamo koeficiente   
𝐴 = 0, 𝐵 = 0,5, 𝐶 = 0 in 𝐷 = 0,5. 
 
Robni pogoji v y-smeri: 
Začetna in končna pozicija so definirane kot 𝑦(0) = 1 in 𝑦(1) = 0, hitrost po y smeri pa je 
ves čas enakomerno 𝑦′(0) = 0 in 𝑦′(0) = 1. Iz enakih enačb kot v prejšnjem primeru 
izračunamo koeficiente 𝐸 = 0, 𝐹 = 0, 𝐺 = 1 in 𝐻 = 1. Slika  3.12 in slika 3.13, prikazujeta 
grafa hitrosti in pospeškov v ovinku. Opazimo, da odvod krivulje hitrosti ne predstavlja 





Slika  3.12: Hitrost v ovinku 
 
Slika  3.13: Pospešek v ovinku 
 
4. Premik v vodoravni smeri 
Robni pogoji v x-smeri: 
Robot ima v začetni legi po hitrost 𝑥′(0) = 1, saj se bomo od sedaj naprej gibali le po x-osi, 
pospeškov ne predvidevamo, zato velja 𝑥′(1) = 1. Ker v smeri x-osi naredimo premik, pot 




Robni pogoji v y-smeri: 
Ker premikov v y smeri ne naredimo, so začetna in končna pozicija definirane kot 
 y(0) = 2,5 in 𝑦(1) = 2,5, hitrost po y smeri pa je ves čas enakomerno 𝑦′(0) = 0 in 𝑦′(1) =
0.  
 
Iz enakih enačb kot v prejšnjih primerih izračunamo koeficiente 𝐴 = 0, 𝐵 = 0, 𝐶 = 1 in 
𝐷 = 1, ter koeficiente 𝐸 = 0, 𝐹 = 0, 𝐺 = 0 in 𝐻 = 2,5. 
 
Opazimo, da so koeficienti enakomernega premika »navzgor« po y-smeri ter koeficienti 
premika v vodoravni smeri po x-smeri, identični, saj gre v obeh primerih za enakomerno 




Robni pogoji v x-smeri: 
Robot ima v začetni legi po hitrost 𝑥′(0) = 1, ker pa gre za zadnje polje v naši trajektoriji, 
velja 𝑥′(1) = 0. Začetna  pozicija je 𝑥(0) = 2, končna pa 𝑥(1) = 2,5.  
 
Robni pogoji v y-smeri: 
Ker premikov v y smeri tako kot pri prejšnjem premiku ne naredimo, so začetna in končna 
pozicija definirane kot y(0) = 2,5 in 𝑦(1) = 2,5, hitrost po y smeri pa je ves čas 
enakomerno 𝑦′(0) = 0 in 𝑦′(1) = 0 in zato bodo tudi koeficienti polinoma tretjega reda 
enaki kot v prejšnjem primeru.  
 
Iz enakih enačb tako izračunamo koeficiente 𝐴 = 0, 𝐵 = −0,5, 𝐶 = 1 in 𝐷 = 2, ter 
koeficiente 𝐸 = 0, 𝐹 = 0, 𝐺 = 0 in 𝐻 = 2,5. 
 
 
3.10 Časovna in prostorska optimizacija programa 
Zmogljivosti razreševanja problema načrtovanja poti, so na Arduinu UNO omejene. Koda 
programa mora biti oblikovana tako, da bo za dosego cilja porabila minimalno velikost 
delovnega pomnilnika. V ta namen moramo kodo po implementaciji testirati, primerjati z 
možnimi alternativami in po potrebi preoblikovati.  
 
Da lažje razumemo bistvo procesa prostorske, kot tudi časovne optimizacije, moramo 
poznati dejstvo, da je mikrokontroler ATmega382, ki predstavlja jedro našega 
mikrokrmilnika, je 8-bitni mikrokontroler. To pomeni, da v enem ciklu aritmetično logične 
enote, lahko prenese oziroma procesira 8 bitov informacij.  
 
 
3.10.1 Merjenje procesnega časa 
Na mikrokrmilnikih Arduino sta nam omogočeni dve vgrajeni funkciji za merjenje časa. 
Funkcija millis() vrača vrednosti v milisekundah, funkcija micros() pa vrednosti v 
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mikrosekundah. Za inicializacijo spremenljivke, ki jo uporabljamo za shranjevanje vrednosti 
po navadi uporabimo podatkovni tip unsigned long, ki predvideva povečano velikost 
prostora števila, ki ga shranjujemo. Podatkovni tip unsigned long shrani 32 bitov in shranjuje 
le pozitivna števila, z razponom od 0 do 4 294 967 295, vendar pa v našem primeru z 
optimizacijo izberemo podatkovni tip byte, saj ne pričakujemo večjega števila od 255, ki je 
najvišje pozitivno število, ga lahko shranimo z osmimi biti, ki jih shrani podatkovni tip byte.  
 
 
3.10.2 Shranjevanje v bliskovni pomnilnik 
Bliskovni pomnilnik je vrsta elektronsko izbrisljiv pomnilnika, ki ga lahko reprogramiramo. 
V njegov spomin na primer zapišemo skico programa, ki se nato izvaja na statičnem 
delovnem pomnilniku. V primeru, ko deklariramo konstantne sezname ali besedila, jih 
namesto v delovni spomin, zapišemo v bliskovni pomnilnik. Dostopanje do zapisanih 
podatkov v njem sicer ni tako učinkovito kot dostopanje do delovnega pomnilnika na 




3.10.3 Shranjevanje seznamov 
Poleg raznih besedil med konstantne spremenljivke spadajo tudi seznami, ki v katere 
shranimo podatke le na začetku preračuna in se tekom izvajanja algoritma ne spreminjajo. 
V našem primeru lahko na tak način shranimo seznam, ki hrani lokacije ovir v grafu. Za 
razliko od običajnega shranjevanja seznamov, ki jih shranjujemo v delovni spomin (slika 
3.5), se seznam, ki ga shranimo v bliskovni pomnilnik razlikuje potem, da moramo v seznam 
definirati vrednosti, ki so konstantnega tipa in na koncu deklariranja matrike zapisati 




Slika  3.14: Shranjevanje seznamov v bliskovni pomnilnik 
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Klicanje podatkov iz seznama v tem primeru ne poteka po ustaljeni metodi, zato moramo v 
tem primeru uporabiti vgrajeno funkcijo pgm_read_byte(), pred ime seznama, pa dodamo še 
znak »&«, ki ponazarja lokacijo v spominu, kjer je shranjen seznam oziroma element 
seznama. Koda 6 prikazuje shranjevanje elementa s seznama v spremenljivko byte progmem, 




Koda 6: Klicanje podatkov s bliskovnega pomnilnika 
 
 
3.10.4 Shranjevanje besedil 
Pri komuniciranju uporabljamo funkcijo Serial.print("besedilo"), ki preko serijskega 
vmesnika prikazuje poslane znake kot besedilo. Za prikazovanje podatkov, ki so ves čas 
procesa enaki oziroma niso vrednosti, ki bi se tekom izračuna spreminjali, lahko te podatke 
shranimo v bliskovni pomnilnik tako, da besedilo, ki želimo shraniti zapišemo znotraj F(), 
kot to prikazuje koda 7. Vidimo, da je mogoče le shranjevanje konstantnih znakov, medtem 
ko spremenljivk, kot je v našem primeru spremenljivka cas, ki shranjuje podatke o 





Koda 7: Shranjevanje besedila v bliskovni pomnilnik 
 
 
3.10.5 Optimizacija strukture 
V strukturi, ki je opisana v poglavju 3.5, lahko uporabimo različne podatkovne tipe glede na 
različne vrste podatkov, ki jih shranjujemo. Če uporabimo podatkovni tip int, bomo s tem 
rezervirali 16 bitov, oziroma 2 bajta delovnega spomina pomnilnika za vsako spremenljivko, 
ter tako shranili števila med -32,768 in 32,767. Vendar pa v primerih, ko bomo predvideli 
shranjevanje števil med 0 in 255 lahko uporabimo podatkovni tip byte. 
 
Zato v strukturi Node spremenljivke, ki bodo shranjevale x in y koordinato točke, ter g in h 
vrednosti  shranimo kot podatkovni tip byte, saj v vseh primerih pričakujemo pozitivna cela 
števila manjša od 256, tudi v primeru h vrednosti, ko uporabimo Manhattan razdaljo.  
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Spremenljivki, ki bosta shranjevali x in y koordinati starševske točke, pa shranimo kot 
podatkovni tip int, saj imamo v tem primeru že pred shranjeno vrednost -1 na vseh lokacijah, 
ki se bodo tekom preračuna po potrebi spremenile, vendar ne dobo večja od števila 14. 
 
 
3.10.6 Bitna polja 
Bitno polje ponazarja lokacijo vsakega bita, ki imamo na voljo v pomnilniku. Kot smo že 
ugotovili, sta spremenljivki byte in int velikosti 1 in 2 bajta oziroma 8 in 16 bitov, kot nam 




Slika 3.15: Bitna polja 
 
Ker vemo, da spremenljivke byte x in byte y ne bodo shranjevale večjega števila od 14, saj 
je to največja možna x ali y koordinata matrike, ugotovimo, da za zapis binarnega števila 14, 
potrebujemo le 4 bite, saj po pretvorbi v binarni sistem ugotovimo, da vsa števila, ki so enaka 
ali manjša od 15 lahko zapišemo s štirimi biti, kot to prikazuje slika 3.16. Z deklariranjem 
spremenljivke s podatkovnim tipom byte, smo tako v spominu rezervirali 8 bitov prostora, 








Ker pa je ta spremenljivka deklarirana v strukturi, nam le ta omogoča, da omejimo število 
bitov, ki jih porabi spremenljivka za shranjevanje podatkov in tako prihranimo na količini 
predvidenega prostora za shranjevanje podatkov oziroma hranimo podatke brez 
nezapolnjenih bitov. Kot lahko razberemo v 8, širino bitnega zapisa določimo po 





Koda 8: Določevanje števila bitov članom strukture 
 
3.10.7 Zapolnjevanje 
Ker pa poleg dobro izkoriščenega prostora želimo, da bo koda tega programa delovala 
učinkovito, moramo primerno izbrati dolžine spremenljivk. Kot smo ugotovili na začetku 
poglavja 3.10.5, en cikel predstavlja procesiranje 8 bitov oziroma 1 bajt prostora. V primeru, 
ko deklariramo spremenljivko, ki bi rezervirala 6 bitov, do zapolnitve celotnega naslova 
primanjkujeta dva bita. V ta dva bita, program že začne pisati naslednjo spremenljivko, 
katere preostanek zapiše v naslednji naslov. Ker to ni učinkovito in nam lahko povzroči 
težave s poravnavo in procesiranjem struktur, si želimo temu izogniti. Na sliki 3.17, 
a) primer prikazuje napačno zapolnjevanje naslovov, saj je ena spremenljivka zapisana v 






Slika  3.17: Napačno določevanje števila bitov članov struktur 
 
V takem primeru se odločimo, da spremenljivki zapišemo s polnimi osmimi biti, ki so nam 
na voljo in se izognemo težavam pri poravnavah struktur.  
 
V našem primeru zapolnjevanja bitnih polj, ugotovimo, da se prvi dve spremenljivki zapišeta 
v skupni naslov, vse ostale pa vsaka v svoj podatkovni naslov. Tako za shranjevanje 
podatkov, ki pripadajo eni točki v grafu, rezerviramo 5 B prostora. V  najslabšem primeru, 
brez zapolnjevanja bitnih polj, bi za shranjevanje rezervirali 7 B prostora. 
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4 Rezultati in diskusija 
4.1 Izrisi različnih potekov trajektorij 
Glede na omejitve, ki jih imamo postavljene glede na specifikacije robota ali dejanskega 
stanja prostora po katerem se bo gibal robot, lahko določimo prilagojene izrise trajektorij z 
izbiro ustreznih robnih pogojev.  
 
Slika  4.1 prikazuje modifikacijo grafa na sliki 2.6 oziroma enega izmed možnih potekov 
krivulje robota, v primeru, ko polje, ki predstavlja oviro nebi bilo v celoti neprevozno. Tako 
bi robotu omogočili krajšo pot saj bi diagonalno prehajal med polji tako, kot to preračunava 




Slika  4.1: Modifikacija izrisa krivulje 
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4.1.1 Diskusija 
Načrtovanje trajektorije, pomeni prilagajanje gibanja robota od začetnega do končne 
vozlišča. Da je prilagajanje uspešno moramo predvideti vse omejitve robota in površine 
polja, hkrati pa tudi vsa možna posredovanja v delovanje oziroma gibanje v robota. V našem 
primeru smo izris krivulje uporabili polinom tretjega reda, s katerim smo uspešno predvideli 
pot in hitrost gibanja robota po trajektoriji. Z določitvijo ustreznih robnih pogojev na začetku 
in na koncu polja, smo tako zagotovili gladek potek krivulje med polji.  
 
 
4.2 Rezultati optimizacije programa 
4.2.1 Izbira ustreznih podatkovnih tipov v strukturah 
Ena izmed opaznejših razlik pri optimizaciji je določevanje ustreznih podatkovnih tipov v 
strukturah. V primeru, ko strukture ne optimiziramo z ustreznimi podatkovnimi tipi, v našem 
primeru tako za vse člane uporabimo podatkovni tip int, pride do časovnih in prostorskih 
slabših rezultatov. Tako rezultate na sliki 4.2 brez optimizacije dosežemo izračun 10 x 10 
matrike, z optimizacijo pa zagotovimo več prostora dinamičnega pomnilnika in dosežemo 
velikost matrike 12 x 12. Optimizacija poteka tako, člane strukture, ki shranjujejo pozitivna 




Slika 4.2: Procesni časi testiranja strukture 
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Slika 4.3 prikazuje zasedenost dinamičnega pomnilnika mikrokrmilnika. Rezultati kažejo, 
da sta velikosti maksimalno možnih matrik brez ali z optimizacijo, v obeh primerih enake, 
čeprav gre pri tem za razliko 44 vozlišč. 
 
 
Slika 4.3: Velikost programa strukture 
 
4.2.2 Ustrezna raba bitnih polj 
Po ustrezni izbiri ustreznih podatkovnih tipov, lahko strukture optimiziramo tudi z bitnimi 
polji. V poglavju 3.10.6 je opisana ustrezna uporaba bitnih polj, zato lahko primerjamo 
rezultate ustrezne uporabe podatkovnih tipov kot rezultate brez optimizacije, ter ustrezne 




Slika  4.4:Procesni časi z in brez optimizacije bitnih polj 
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Z optimizacijo podatkovnih polj, smo tako dosegli velikost matrike 15 x 15, kot je vidno na 
sliki 4.5, kar je v primerjavi z optimizacijo kjer uporabimo le ustrezne podatkovne tipe več 




Slika  4.5: Velikosti programov z in brez optimizacije bitnih polj 
 
4.2.3 Shranjevanje na bliskovni pomnilnik 
Kot je opisano v poglavju 3.10.3, lahko sezname, ki se tekom izvajanja programa ne 
spreminjajo, namesto v dinamični pomnilnik, shranjujemo v bliskovni pomnilnik. Tako 
prihranimo velikost spomina, ki ga zasede seznam. Če optimiziranemu programu iz 
prejšnjega poglavja torej zapišemo seznam ovir v dinamični pomnilnik, dosežemo 
maksimalno velikost matrike 14 x 14, medtem ko, procesni časi ostajajo enaki.  
 
 
4.2.4 Primerjava Evklidske razdalje in Manhattan principa 
Za izračun hevristične vrednosti do cilja lahko izbiramo med dvema načina. Oba, izračun 
Manhattan razdalje in izračun Evklidske razdalje, sta opisana v poglavju 2.2.3.2. Glavna 
razlika med njima je, da v primeru Manhattan razdalje, z izračunom dobimo celo število v 
primeru izračuna Evklidske razdalje, pa dobimo decimalno vrednost.  
 
Graf na sliki 4.6 prikazuje razliko časovne rezultate procesnih časov za obe različni razdalji. 
Višje procesne čase pri preračunavanju z Evklidsko razdaljo lahko pripišemo uporabi 
decimalnega števila za zapisa vrednosti, tako vsebuje vgrajeno matematično funkcijo za 
korenjenje sqrt() in funkcijo abs(), ki vedno vrne absolutno razliko med koordinatami 
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trenutnega in končnega vozlišča. V nasprotnem primeru Manhattan razdalja uporablja le 




Slika  4.6: Primerjava hitrosti preračuna hevrističnih vrednosti 
 
Slika  4.7 prikazuje prostorsko zasedenost pri uporabi obeh razdalj v odvisnosti od velikosti 
matrike. Zadnje 3 vrednosti, ki so izrisane pri Evklidski razdalji, so le teoretične vrednosti 
prostora, ki bi ga zasedel program, saj nam omejitve mikrokrmilnika ne dopuščajo 




Slika  4.7: Primerjava velikosti programa preračuna hevrističnih vrednosti 
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4.2.5 Diskusija 
Učinkovitost programa je ključnega pomena za ustrezno delovanje. Pri optimizaciji je zelo 
pomembno kako dobro je program zasnovan od začetka pisanja programa, saj bo le z 
ustrezno zasnovo učinkovita tudi optimizacija. Pri časovni in prostorski optimizaciji je 
običajno tako, da se moramo odločiti za eno ali drugo komponento, ki jo poizkušamo 
izboljšati. V našem primeru nam je uspelo izboljšati obe komponenti, vendar pa bi bila z 
ustreznejšo optimizacijo maksimalna velikost matrike 16 x 16, bi tako za zapis koordinat 
potrebovali največjo število 15, večjega števila od 15  pa ne moremo shraniti v podatkovni 
tip byte. 
 
Končno optimizirani program ima rezultate, ki jih kažeta sliki 4.4 in 4.5. Maksimalna 
velikost problema, ki jo mikrokrmilnik še preračuna je matematična matrika v velikosti 
15 x 15 vozlišč, za kar potrebujemo 47 ms. 
 
 
4.3 Nestabilnost mikrokrmilnika 
Maksimalna zasedenost globalne spremenljivke mikrokrmilnika, da še uspešno najdemo pot 
od začetnega do končnega vozlišča torej ni maksimalno zasedena. V primeru, ko dodamo še 
zanjo možno velikost matrike 16 x 16, program neuspešno preračuna algoritem. Slika 4.8, 
prikazuje zadnja trenutna vozlišča, ki jih izpišemo v serijski komunikaciji. Opazimo, da so 




Slika  4.8: Napaka ob nestabilnosti mikrokrmilnika 
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4.4 Rezultati programa za načrtovanje trajektorij 
Program za izris časovno in prostorsko testiramo, saj si želimo vedeti kakšen je računski čas 
programa za izvedbo izračunov in koliko prostora delovnega pomnilnika zasede. Testiranje 
programa izvajamo ločeno od programa za načrtovanje poti, saj želimo izvedeti dejanske 
rezultate programa. 
 
Program za svoje delovanje porabi 200 bajtov delovnega pomnilnika, saj za svoje delovanje 
shranjuje podatkovne tipe float. Zaradi izvajanja programa v loop() funkciji, moramo za 
preračun časovnega poteka definirati dve funkciji millis(), ki bosta beležili čas ob začetku in 
koncu kode znotraj zanke. Računski časi za preračun koeficientov in lokacije ob podanem 





Slika  4.9: Graf procesnih časov z ali brez funkcije načrtovanja trajektorije 
 
Funkcijo za načrtovanje trajektorije smo v primeru kombinacije z načrtovanjem poti vgradili 
v funkcijo setup(), da potek izračuna poenostavimo in vedno računamo polinom za 
načrtovanje trajektorije ob istem času. Merjenje zato poteka samo z eno millis() funkcijo. 
Slika  4.10 prikazuje velikosti programa z ali brez funkcije načrtovanja trajektorije. 
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Slika  4.10: graf velikosti programa z ali brez funkcije načrtovanja poti 
 
4.4.1 Diskusija 
Končni program sicer ne izriše celotnega poteka krivulje, vendar nam poda le koeficiente 
polinoma tretjega reda. S temi koeficienti je možno nato izrisati trajektorijo. Opazimo, da 
pri programu z načrtovanjem poti in trajektorije ne pride do bistvenega odstopanja od 
programa, ki načrtuje le pot. Opazimo tudi, da minimalno povečanje obremenitve 





V diplomskem delu smo ugotovili, da je Arduino UNO primeren krmilnik za razreševanje 
problema najkrajše poti z A* algoritmom in načrtovanja trajektorije. Tekom izdelave naloge 
smo naredili in ugotovili naslednje:  
 
1) Zasnovali smo program, v katerem je implementiran A* algoritem za iskanje najbližje 
poti s pomočjo hevristične vrednosti in prioritetne vrste. 
2) Zasnovali smo program, ki nam omogoča lažji izris trajektorije načrtovanje poti, saj 
nam glede na podane robne pogoje v določenem polju grafa izračuna koeficiente 
polinoma tretjega reda, s katerim lahko izrišemo grafa poti in hitrosti. 
3) Omenjeni program za načrtovanje poti smo optimizirali z uporabo ustreznih 
podatkovnih tipov, ustrezno rabo bitnih polj v strukturah, ter shranjevanjem konstantnih 
podatkov v bliskovni pomnilnik mikrokrmilnika. 
4) Ugotovili smo, da je program, ki hevristično vrednost preračunava s pomočjo Evklidske 
razdalje, počasnejši in zasede več delovnega pomnilnika, v primerjavi s programom, ki 
uporablja Manhattan razdaljo. 
5) Ugotovili smo, da je največja možna matrika, ki jo program lahko uspešno razreši s 
procesnim časom 47 ms, velikosti 15 x 15. 
6) Ugotovili smo, da mikrokrmilnik pri višjih obremenitvah z implementiranim 
programom za načrtovanje poti ne deluje stabilno in zato ne najde prave poti od 
začetnega do končnega vozlišča. 
 
 
Načrtovanje najbližje poti in načrtovanje trajektorije je tako možno tudi na krmilniku 
Arduino UNO. Optimiziran program tako preračunava problem načrtovanja poti v velikosti 
grafa z 225 vozlišči. Tako smo ugotovili, da je Arduino UNO sposoben za izračun najbližje 
poti v primeru vodenja mobilnega robota.  
 
 
Predlogi za nadaljnje delo 
 
Program za načrtovanje poti je optimiziran, vendar je so možne izboljšave, predvsem v smeri 
prostorske komponente. Možna je optimizacija v smeri shranjevanja koordinat (prva dva 
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atributa strukture) v bliskovni pomnilnik, saj se med delovanjem programa ne spreminjata, 
vendar pa obstaja možnost, da bi s tem delovanje programa upočasnili. Možna je še nadaljnja 
raziskava, čemu pride do problemov ob povečani obremenitvi mikrokrmilnika, saj s 
implementiranim krmilnikom ne zasedemo maksimalnih kapacitet statičnega delovnega 
pomnilnika.  
 
Pri programu za načrtovanje trajektorije je možna nadgradnja oziroma vgradnja v program 
za načrtovanje poti tako, da bi se programa izvajala v eni skici tako, da bi del programa, ki 
je namenjen izrisu trajektorije, prepoznal ugotovljeno najbližjo pot od končnega do 
začetnega vozlišča. Trajektorijo v poljih bi nato program »sestavljal« po delih, glede na 
robne pogoje v polju.  
 
Z usklajenim delovanjem bi bila nato možna dejanska implementacija na mobilnem robotu. 
Odvisno od potreb oziroma zahtev, bi lahko mobilni robot za izračun najbližje poti in 
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