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Abstract— With monocular Visual-Inertial Odometry (VIO)
system, 3D point cloud and camera motion can be estimated
simultaneously. Because pure sparse 3D points provide a
structureless representation of the environment, generating 3D
mesh from sparse points can further model the environment
topology and produce dense mapping. To improve the accuracy
of 3D mesh generation and localization, we propose a tightly-
coupled monocular VIO system, PLP-VIO, which exploits point
features and line features as well as plane regularities. The co-
planarity constraints are used to leverage additional structure
information for the more accurate estimation of 3D points and
spatial lines in state estimator. To detect plane and 3D mesh
robustly, we combine both the line features with point features
in the detection method. The effectiveness of the proposed
method is verified on both synthetic data and public datasets
and is compared with other state-of-the-art algorithms.
I. INTRODUCTION
Simultaneous motion estimating and dense mapping are
important to many robotic applications like autonomous driv-
ing, augmented reality, and building inspection. Camera and
inertial measurement units (IMUs) are low-cost and effective
sensors, based on which the Visual-Inertial Odometry (VIO)
system can be implemented. Existing VIO methods [1]–[3]
can estimate pose accurately but only provide a sparse map
of 3D points. In [4], [5] dense mapping can be realized based
on monocular vision and pixel-wise reconstruction, which is
time-consuming and highly relies on Graphics Processing
Unit (GPU) to guarantee real-time performance.
For light-weight dense mapping, Lucas et al. [6] used
sparse point features on image to generate 2D Delaunay
triangulation and build a dense map for aerial inspection. 3D
Delaunay triangulation, which is generated from sparse 3D
points estimated by ORB-SLAM, is used to build a dense
map in real-time for robot navigation [7]. However, these
algorithms decouple pose estimation and dense mapping,
causing information loss. Antoni et al. [8], [9] proposed an
incremental visual-inertial 3D mesh generation system that
uses 3D mesh to detect plane and enforces planar structural
regularities to improve localization accuracy. However, the
spares points-based map is structureless so that the mesh
does not fit the environment well.
For heterogeneous features utilization, the line and plane
feature have attracted researchers’ attention. In our previous
work [10], The environment reconstructed with 3D straight
lines can reflect more geometric structure information than
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Fig. 1: The proposed monocular VIO system that detects
planes and builds 3D mesh of the environment by combining
3D sparse points and structural lines. (a) 2D Delaunay
triangulation of point features and line features. (b) Plane
detection (blue) with the 2D triangulation result and the 3D
structural line (green). (c) 3D mesh of the environment and
the related structural lines (green).
point features. Moreover, line features incorporated into the
SLAM system can improve pose accuracy and the robustness
under illumination-changing scenes [10], [11]. However, they
do not consider the geometric constraint between point and
line features. Zou et al. [12] proposed a monocular line based
VIO system leveraging structural regularity from the Atlanta
world model. But point features are not introduced into their
StructVIO system. Moreover, all these works did not use
structural landmarks to build a dense map. Planar constraints
used in these SLAM system are more often relies on the
depth sensor [13]–[15]. Lu et al. [16] presented a multi-layer
feature graph utilizing points, lines, planes, and vanishing
points to improve the accuracy of bundle adjustment. How-
ever, they used RANSAC-based approaches to detect planes
which require numerous iteration and are time-consuming.
Yang et al. [17] investigated the observability of the VIO
using heterogeneous features of points, lines, and planes.
[18] proposed a unified representation for all the point, line
and plane features but they still need depth sensors for plane
detection.
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In this paper, we propose a tightly-coupled monocular VIO
system that involves heterogeneous visual features including
points, lines, and planes as well as their co-planarity con-
straints (PLP-VIO), to realize accurate motion estimation
and dense mapping, as shown in Fig.1. A related work
[8] also utilized planar regularities, which only used sparse
point features. In comparison, our proposed method not only
leveraged the planar regularities but also involves both point
features and line features to detect planes, so that richer
structural information is used for 3D mesh generation. The
main contributions of this work include:
• We propose a non-iterative plane detection method and a
3D mesh generation method based on sparse points and
spatial lines for monocular VIO. Our proposed method
utilizes structural line to improves the correctness and
robustness of plane detection and mesh generation com-
pared to the method involving only sparse points.
• We develop a tightly-coupled monocular VIO sys-
tem that utilizes heterogeneous visual features, include
points, lines, and planes, as well as their co-planarity
constraints. The richer visual information and spatial
constraints between landmarks improve the estimator
accuracy and robust.
• We provide an ablation experiment to verify the ef-
fectiveness of heterogeneous features on both synthetic
data and the EuRoc dataset [19]. Experimental results
demonstrated that our system simultaneously improves
the accuracies of pose estimation and mapping.
II. SYSTEM OVERVIEW
The proposed system is derived from our previous work
PL-VIO [10] which incorporate line segments into Vins-
Mono [2]. As shown in Fig. 2, our system contains two
modules: the front end and the back end. In the front end, raw
measurements from IMU and camera are pre-processed. The
related operations include IMU pre-integration, detection,
and matching of point-line features, which are described in
[10]. Here we mainly introduce the plane-related operations
in the back end.
First, the 2D point and line features are triangulated to
estimate the 3D point and line landmarks in the map. Second,
these 3D landmarks are used to generate plane and 3D mesh.
Also, co-planar constraints are extracted from the planes to
constraint the 3D landmarks. A detailed description of the
plane reconstruction will be presented in Sec. III. Third,
the IMU body state and 3D landmarks in the map will be
optimized with the sliding window optimization by minimiz-
ing the sum of the IMU residuals, the vision re-projection
residuals, and the co-planar constraints residuals. All these
residuals will be described in Sec. IV. The marginalization
strategy of the keyframe in the sliding window can be found
at [2]. Finally, the invalid planes are culled. If active point
and line features belonging to a plane are fewer than the
threshold number δpi = 30, this plane is culled from the
map and the co-planar constraints with this plane are also
removed.
IMU
Image
IMU Pre-integration
Feature Detection and Matching
Point Features
FAST
Line Featrues
LSD-LBD
Point Features
Matching
Line Featrues
Matching
Front End
Back End
Outlier Culling
Point Culling
Line Culling
Plane Culling
New Landmarks
Point 
Reconstruction
3D Mesh 
Generation
Line 
Reconstruction
Sliding Window Optimization
Prior Information
States 
Optimization 
and 
Marginalization
IMU Residuals
Point and Line 
Projection Residuals
Point and Line on 
Plane Residuals
Plane 
Reconstruction
Fig. 2: Overview of our PLP-VIO system. The Front-End
module is used to extract information from the raw mea-
surements; The 3D points, lines, mesh map, and the body
states are estimated with sliding window optimization in the
Back-End.
III. CO-PLANARITY DETECTION
Given a set of 3D points and spatial lines, the planes and
their co-planarity are detected. Below we introduce the land-
marks representation, the 3D mesh generation from point-
line features, and plane detection with sparse landmarks
sequentially.
A. Landmarks Representation
Since 3D plane detection is based on the 3D landmarks
representation, here we briefly introduce the geometry mean-
ing and parameterization of these 3D landmarks.
1) Point representation: We use the inverse depth λ ∈ R
to parameterize the point landmark from the first keyframe
in which this point is observed. Given its observation z =
[u, v, 1]> in the normalized image plane I (located at the
focal length = 1), we can get its 3D position by f = 1λ · z.
2) Line representation: Plu¨cker coordinates Lc =[
nc>,dc>
]>
are used for 3D line initialization and trans-
formation. dc ∈ R3 is the line’s direction vector in camera
frame c, and nc ∈ R3 is the normal vector of the plane
determined by this line and the camera frame’s origin point.
The Plu¨cker coordinates are over-parameterized since there
is an implicit constraint between the vector n and d, i.e.,
n>d = 0. The orthonormal representation O = (U,W) ∈
SO(3) × SO(2) is used in optimization to avoid over-
parameterization. The geometric representation of 3D line
and the transformation between parameterized forms are
introduced in detail at [20].
3) Plane representation: We denote a plane in world
frame w by pi =
[
n>, d>
]>
, where n ∈ R3 is the plane’s
normal vector, d ∈ R is the distance from frame origin to
plane. The unit normal vector n have three parameters but
only two Degrees of Freedom (DoF). We therefore optimize
the plane normal vector n on its tangent space during op-
timization. Inspired by the gravity vector’s parameterization
in [2], we represent n as n¯+w1b1 +w2b2, where n¯ is a unit
Tangent space
Fig. 3: Illustration of the parameterization of the 2 DoF
normal vector with two orthogonal basis b1,b2, which span
the tangent space.
normal vector. b1 and b2 are two orthogonal basis spanning
the tangent plane, as shown in Fig.3.
B. 3D Mesh Generation
Since it is difficult to directly generate 3D mesh from
sparse 3D landmarks, we build 3D mesh from 2D Delaunay
triangulation using both point and line features, as shown
in Fig.4. Firstly, we detect point and line features in the
latest keyframe. Then, we use the constrained Delaunay
triangulation algorithm [21] to build a 2D mesh from these
points and line segments. Compared to the basic Delaunay
triangulation, the constrained Delaunay triangulation retains
the observed line edges on the image frame. Thus, the
structural information of line features is preserved.
However, there might be some invalid 3D triangular
patches since they build from 2D observation. To remove
these outliers, we filter the patches according to two con-
ditions: if a 3D triangular patch is on a plane, there must
be more than two adjacent patches that the angle between
their normal vectors is less than a certain threshold. The other
one condition is used in [8] that 3D triangular patches should
not be particularly sharp triangles, such as triangles with the
aspect ratio higher than 20 or an acute angle smaller than
5deg.
We maintain the update of the 3D mesh map over the
sliding window. When 3D points and lines are marginalized,
the associated mesh will be fixed. Considering the instability
of the straight-line endpoint detection, we do not directly
propagate the mesh between frames instead of detecting
mesh on every new frame and merging it into the local
map. Mesh fusion is conducted by comparing the current
3D triangular patches to the previous 3D mesh in the
sliding window and removing duplicated patches. If the state
estimator does not provide any 3D points or lines, which
might happen during fast rotation, the 3D mesh will not be
generated.
C. Plane Detection
After getting the 3D mesh in the scene, we can detect
planes from these triangular patches and spatial lines as
shown in Fig.4. Utilizing both triangular patches and all
spatial lines to detect planes is more suitable for not only
point-rich but also textureless scenes, compared to utilizing
only triangular patches or only lines.
Fig. 4: 3D mesh generation and plane detection. 2D Delaunay
triangulation (green) build with point (black dot) and line
(red) features in image plane I are used to build 3D mesh
(blue patches). Plane pij is detected with 3D mesh and spatial
lines. Plane pii is detected mainly using spatial lines when
point features are few.
Before finding the plane, we collect useful information
from triangular patches and spatial lines. For each triangular
patch, we compute its normal direction npi . For spatial lines,
the plu¨cker coordinates treat a 3D line as an infinite straight
line, and we select two 3D points on the line to help to detect
plane. Since the observation of a straight line in an image is a
line segment, the endpoints of a line segment can be used to
calculate the two 3D points on a spatial line [20]. Moreover,
the reconstructed 3D lines have noise, we need to filter or
merge some 3D lines. If two lines have similar directions d
and are close enough in 3D space, we will regard them as
the same straight line in the process of plane detection.
In order to extract planes in a non-iterative manner, we
divide the planes in space into horizontal planes, vertical
planes, and other planes. The horizontal and vertical planes
can be identified using the direction of gravity measured by
IMU measurements. As to horizontal plane detection, we
collect all triangular patches and spatial lines that are vertical
to the gravity direction. Then, we build a 1D histogram of
the height of vertices of triangular patches and the height
of 3D points on lines. Moreover, considering the structural
information of lines, we give higher weights to 3D points on
the lines than to other points in statistics. The weight of a line
equals to the total weights of four points. After statistics, a
Gaussian filter is used to eliminate multiple local maximums
as used in [8]. Finally, we extract the local maximum of
the histogram which exceeds the threshold (σt = 20) and
considers it a valid plane.
As to vertical plane detection, we collected patches and
lines which is approximately vertical to a horizontal normal.
A 2D histogram is built, whose one axis is the azimuth of the
patches’ normal vectors or lines’ direction vectors in world
frame, and the other axis indicates the projection distance
from a vector, pointing from the world frame origin to a
3D point, onto the normal vector which perpendicular to an
azimuth. Then, we select the candidate planes in a similar
way of horizontal plane detection.
As for other planes, the above non-iterative method cannot
be adopted since the angle of the normal vector have 2 DoF.
Considering the efficiency of plane detection, these planes
are not detected in our system. Fortunately, a lot of patches
and lines have been classified after detecting the horizontal
and vertical planes in a man-made structural environment.
After plane detection, we need to detect whether a plane
is already in the estimator according to their parameters pi.
If close enough they will be removed to avoid duplicated
plane variables. To generate planar regularity to improve
the VIO accuracy, we will assign the 3D points and spatial
lines to their corresponding plane when the distance from
landmark to plane is lower than a threshold. After the sliding
window optimization, if the distance from the point or the
line endpoints to the plane exceeds 3cm, then the point or line
will not be constrained by the planar regularity, and meshes
which use these points or lines as vertices will be removed.
IV. PL-VIO WITH PLANAR CONSTRAINT
In this section, we build our VIO system with the sliding
window optimization which estimates body states and 3D
landmarks by fusing IMU and visual information.
A. Formulation
The full state vector of the proposed VIO system within
a sliding window contains the IMU states, point features’
depths, 3D line landmarks, and plane states. The states at
time t are defined as:
X t .= {xi, λk,Owl ,piwh }i∈Bt,k∈Ft,l∈Lt,h∈Πt
xi
.
=
[
pwbi ,qwbi ,v
w
bi ,b
bi
a ,b
bi
g
] (1)
where the set Bt contains the active IMU body states in the
sliding window at time t. The sets Ft, Lt and Πt contain the
point, line and plane states active in sliding window at time
t, respectively. xi is composed of ith IMU body position
pwbi ∈ R3, orientation qwbi , velocity vwbi ∈ R3 with respect
to the world frame w. bbia ,b
bi
g ∈ R3 are accelerometer bias
and gyroscope bias in body frame bi, respectively. We use
quaternion to represent orientation within state vector and use
rotation matrix R ∈ SO(3) to rotate vectors. For landmarks,
We use the inverse depth λk to parameterize the kth point
landmark from the first keyframe in which the landmark is
observed. Owl and piwh are the orthonormal representations
of the lth line feature and the hth plane in the world frame
w, respectively.
We optimize all the state variables in the sliding window
by minimizing the sum of cost terms from all the measure-
ment residuals:
X = arg min
X
‖rp −HpX‖2 +
∑
i∈B
‖rb‖2Σbibi+1
+
∑
i∈B
(∑
k∈F
ρ
(∥∥∥rcifk∥∥∥2ΣF
)
+
∑
l∈L
ρ
(∥∥rciLl∥∥2ΣL)
)
+
∑
h∈Π
(∑
k∈F
ρ
(∥∥∥rpihfk ∥∥∥2ΣpiF
)
+
∑
l∈L
ρ
(∥∥rpihLl ∥∥2ΣpiL)
)
Fig. 5: Illustration of visual residuals (red dash line) : point
re-projection residual rcf , line re-projection residual r
c
L, the
distance from 3D point to plane rpif , the distance from 3D
line to plane rpiL.
where rb is the IMU measure residuals. rcifk and r
ci
Ll
are re-
projection residual of point and line, respectively. rpihfk and
rpihLl are point-on-plane residual and line-on-plane residual,
respectively. An illustration of these residuals is shown in
Fig.5. rp and Hp are the prior residual and Jacobian from
marginalization operator, respectively [2]. Since the IMU
pre-intergration residual and sliding window marginalization
is not our main contribution, their details can be found in
[2]. ρ (·) is the Cauchy robust funtion used to suppress
outliers. Σ(·) is the covariance matrix of a measurement.
The covariance matrices of measurements are constant in our
experiments except Σbibi+1 , which is calculated by covari-
ance propagation with IMU measurement noise. The setting
of each covariance will be introduced in the subsequent
sections. The Ceres solver [22] is used to solve this nonlinear
problem.
B. Point Feature Measurement Model
For point features, the re-projection error of a 3D point
is the distance between the projected point and the observed
point in the normalized image plane. Given the kth point
feature measurement at frame cj , z
cj
fk
= [u
cj
fk
, v
cj
fk
, 1]>, the
re-projection error is defined as:
rcifk =
[
xcj
zcj
− ucjfk
ycj
zcj
− vcjfk
]
f
cj
k =
xcjycj
zcj
 = R>bc(R>wbj (Rwbi((Rbc 1λk
ucifkvcifk
1

+ pbc) + pwbi)− pwbj )− pbc)
(2)
where zcifk = [u
ci
fk
, vcifk , 1]
> is the first observation of the
feature in camera frame ci. Rbc and tbc is the extrinsic
parameters between the camera frame and the IMU body
frame. The setting of the covariance matrix ΣF is based on
the assumption that the feature point coordinates are affected
by isotropic white Gaussian noise. The standard deviation of
the noise is set with 1 pixel.
C. Line Feature Measurement Model
Usually, the re-projection error of a line segment is defined
as the distance from its endpoints to the projected line in the
normalized image plane. However, the observation of the
same spatial line in different frames have different lengths.
Therefore, we normalize the distance with the line segment
lengths as our line re-projection residuals.
Given a 3D line with its Plu¨cker coordinates in camera
frame Lcl = [ncl ,dcl ]. The measurement of the line segment
zcLl in the normalized image plane consists with two end-
points scl = [us, vs, 1]
> and ecl = [ue, ve, 1]
>. The line re-
projection residual is defined as:
rcLl =
1∥∥zcLl∥∥
[
d(scl ,n
c
l )
d(ecl ,n
c
l )
]
(3)
with d(s,n) indicating the distance function from endpoint
s to the projection line l:
d(s,n) =
s>n√
n21 + n
2
2
(4)
For the setting of covariance ΣL, we assume that the end-
point of the line segment is also affected by white Gaussian
noise as with point features.
D. Plane Feature Measurement Model
3D landmarks co-planar constraints are defined by the
distances from 3D landmarks to the 3D plane.
1) Point on plane residual: Given a 3D point fk on the
plane pih, the residual is defined as:
rpihfk = npi · fk − dpi (5)
2) Line on plane residual: A line on the plane can provide
information from two aspects [18].
• every point on this spatial line must be on the plane.
• the direction of this line and the plane normal vector
are orthogonal.
Hence, given 3D lines Plu¨cker coordinates Ll = [nl,dl]>,
the residual is given by:
1r
pih
Ll
= npi ·Q− dpi
2r
pih
Ll
= npi · dl
(6)
where Q = nl×dl||dl|| corresponds to a point in the 3D line.
According to the plane detection in Sec.III-C, the residual
error of the distance from the point to the plane will not
exceed 3cm, we model the distance residual with white
Gaussian noise with the standard deviation is 1cm. As for
the angle uncertainty of 2rpihLl , the standard deviation is set
with 1deg.
V. EXPERIMENTAL RESULTS
To evaluate the proposed approach we conduct experi-
ments on synthetic data and the EuRoc dataset. The tra-
jectory accuracy, mapping quality, and runtime are analyzed.
In these experiments, the algorithm ran on a computer with
Intel Core i7-8550U @ 1.8GHz, 16GB memory and the ROS
Kinetic [23].
To assess the advantages of our proposed approach, we
compared our method with OKVIS with monocular mode
[3], VINS-Mono [2] without loop closure, PL-VIO [10], PP-
VIO [8]. For simplicity and comparison, we denote VINS-
Mono as P which only uses point features, the method in [8]
as PP which uses point features and co-planarity constraints,
and PL-VIO as PL which uses both point and line features.
Our method is denoted as PLP which uses point, line and
co-planarity constraints. For the effectiveness of the ablation
study on heterogeneous features, we reimplement PP with
VINS-Mono so that P, PP, PL, and PLP are all extended from
the VINS-Mono code. The same parameters configuration
are also used. We chose the absolute pose error (APE) as
the main evaluation metric, which directly compared the
trajectory error between the estimate and the ground truth
[24]. We also use relative pose error (RPE) to further obtain
the qualitative analysis. The TUM evaluation toolkit [24] was
used to calculated APE and RPE in our experiments.
A. Synthetic Data
To verify the validity of VIO estimator with planar con-
straint, we generated a synthetic environment in which line
and point features are distributed on the walls of a square
room, as shown in Fig. 6. The virtual camera moved in the
room, collecting images of 640 × 480 pixels. Gaussian white
noises were added to the points and endpoints of lines in the
captured images.
Table I summarizes the results of the methods P, PP, PL
and the proposed PLP on the synthetic data. The root mean
squared error (RMSE) of APE was used to evaluate the accu-
racy. Map error means the root mean square error of distance
between true 3D position and the position we estimated.
The results showed co-planarity constraints could improve
the trajectory accuracy and our proposed PLP outperformed
the comparison methods. For mapping quality, it can be seen
that the largest map error from PL is caused by the inaccurate
triangulation of the straight line endpoints. However, plane
constraint can effectively improve the accuracy of the straight
line and the mapping results.
Fig. 6: A Synthetic scene with line features (blue), point
features (red) and camera trajectory (green).
TABLE I: Results for pipelines P, PP, PL and our proposed
aprroach PLP on the synthetic data. In bold the best result.
P PP PL PLP
RMSE APE (cm) 8.94 8.06 7.97 7.34
Map error (cm) 3.21 1.57 3.44 1.32
B. EuRoc Dataset
The EuRoc micro aerial vehicle (MAV) datasets were
collected by a MAV in two indoor scenes, which contain
stereo images from a global shutter camera at 20FPS and
synchronized IMU measurements at 200 Hz. The two scenes
contain walls, floor, and some other planar objects. Each
dataset had a ground truth trajectory and a ground truth
point cloud which can be used to evaluate localization
accuracy and the 3D mesh map quality. In our experiments,
the extrinsic and intrinsic parameters are specified by the
datasets. Besides, we only used the images of the left camera.
1) Localization Accuracy: we evaluated the RMSE APE
of pipelines OKVIS, P, PP, PL and PLP on EuRoc dataset.
Tab. II shows the results of different methods. OKVIS results
are from [10]. For the experiment details of P, PP, PL and
PLP, we use the default parameters from [2], except the
number of features. To improve the effectiveness of mesh
detection, we increase the number of point features that each
new frame image will collect 200 point features and all line
features with its length more than 50 pixels.
From the Tab. II, PLP can improve the performance of PL
on all sequences, but PP is not necessarily effective for P.
This shows that using only sparse point features to detect
the plane can sometimes bring incorrect structural infor-
mation, and the introduction of straight lines can improve
the accuracy of plane detection. In addition, Our approach
using all point, line and plane features achieves the smallest
translation error on all sequences except for V1 02. The
sequences of V1 were collected in a square room with
rich textures on walls and floors. Further analysis of the
results on V1 01 and V1 02 shows the texture is so rich
that P with only point features has achieved high accuracy
and mismatched straight line features in PL will reduce the
accuracy. However, since the camera movement speed in
the V1 03 is very fast compared to V1 01 and V1 02,
the blurring and illumination-changing caused by high-speed
motion will decrease the accuracy of P while the straight line
features matching and detection are more stable so that the
accuracy of PL is higher than P. The structure regularities of
plane are valid for P and PL on all the sequences of V1.
To get more insight into the effectiveness of our system,
RPE is used to investigate the local accuracy of a trajectory.
Fig.7 shows the results on MH 05. PLP presented the lower
translation error of the RPE than the other methods, espe-
cially within the time range 57 ∼ 67s. An image example
recorded within this time range is shown in Fig.8, which
demonstrated a scene with few point features and many struc-
tural lines on a plane. Compared with point features, the use
of line features or plane structural regularities can effectively
improve the positioning accuracy when point features cannot
be effectively used for localization. In addition, the accuracy
of PP is sometimes lower than P, such as around t = 20s
and t = 90 ∼ 100s. In comparison, straight lines make the
plane detection more accurate, and the PLP error is smaller
than PL. Thus it verified the validity of the straight line in
retaining spatial structure information.
TABLE II: The RMSE of the state-of-art methods compare
to our PLP method on EuRoc dataset. The translation (cm)
and rotation (deg) error are list as follows. In bold the best
result.
Seq. OKVIS P PP PL PLPtrans. rot. trans. rot. trans. rot. trans. rot. trans. rot.
MH 02 36.0 3.5 15.3 2.1 14.4 2.0 11.7 1.8 10.9 1.7
MH 03 21.5 1.5 18.5 1.3 18.6 1.3 15.4 1.1 14.9 1.1
MH 04 24.0 1.1 24.7 1.7 24.5 1.7 21.6 1.5 20.6 1.4
MH 05 39.6 1.1 22.2 1.3 22.3 1.3 18.3 1.2 16.6 1.2
V1 01 8.6 5.5 6.1 5.2 5.7 5.2 6.4 5.7 5.4 5.2
V1 02 12.2 2.3 7.5 1.8 7.4 1.8 7.6 1.8 7.5 1.8
V1 03 19.6 3.8 12.8 4.4 12.3 4.0 11.4 3.8 11.0 3.3
V2 02 18.2 2.7 15.7 3.2 13.7 2.6 15.0 2.4 12.5 2.4
V2 03 30.5 4.3 20.0 3.4 16.8 3.4 16.6 3.2 15.4 2.4
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Fig. 7: Translation error of RPE on dataset MH 05 with the
approaches P, PP, PL, PLP (proposed).
Fig. 8: An example of the scene with rich line features and
few point features on a plane. Detected points and lines are
drawn in red and blue, respectively.
2) Mapping Quality: To evaluate the methods based on
the metric of mapping quality, which is defined in [25],
we converted the generated a 3D mesh to a dense point
cloud by sampling the mesh with a uniform density of 103
points/m2. The resulting point cloud is aligned with the
ground truth point cloud using the Iterative Closest Point
(ICP) algorithm. For each point, the mapping error was its
distance to its nearest ground truth point. To further verify
that the geometric structure of the straight line is effective
for plane detection and dense reconstruction, and to verify
that the plane structure can improve the accuracy of the
map, we compared the PLP with P. For the method P,
we use the sparse point features to construct the mesh for
dense reconstruction, but do not use structural constraints
in optimization. The results given by P and PLP on dataset
V1 01 are shown in Fig.9. PLP gave a more complete dense
map than P because the straight line gave better structural
information during the mesh reconstruction process, espe-
cially for objects with the textureless surfaces, such as the
large box object marked by the red line in Fig.9. Moreover,
the PLP has a lower mean distance error (2.8cm) than P
(3.6cm) benefit from the planar regularities.
3) Runtime Evaluation: Because line and plane were
added in the sliding window optimization, the state vector’s
size and the problem complexity are both increased. Here,
we mainly compared the average execution time of the back-
end module with other methods’, which are evaluated on
the V1 02 sequence. From Tab.III, we can observe that
our non-iterative method detected plane and created mesh
efficiently and the runtime was under 2ms. The time cost of
the optimization and marginalization was increased by only
a few milliseconds. The reason was that Schur complement
trick was used to accelerate the solver, besides, the plane
number (≈ 5) and line number (≈ 30) were fewer compared
with point number (≈ 200) in a sliding window.
TABLE III: Mean execution time (Unit: millisecond) of
different approaches run with the sequence V1 02.
Module P PP PL PLP
plane detection 0 0.39 0 0.44
Mesh Creation 0 0.65 0 1.42
Optimization 31.61 33.63 30.59 35.88
Marginalization 6.05 6.27 7.29 8.34
VI. CONCLUSIONS
In this paper, we present a novel VIO system combining
point, line and plane features, which is called PLP-VIO.
Both points and structural lines are used to detect plane
and build 3D mesh, which is superior to the detection with
only sparse points. The integration of planar regularity and
heterogeneous visual features can significantly improve the
localization accuracy and dense mapping accuracy simulta-
neously.
In the future, we plan to embed the loop-closure module
in our VIO system to build a globally consistent dense map,
for robot navigation applications.
0.00 0.300.150.05 0.250.200.10point cloud error [m]
Fig. 9: Mapping quality comparison. The two colorful point
clouds are generated by P (middle) and PLP (bottom) running
on V1 01. Colors encode the corresponding mapping errors.
The large box with textureless surfaces (red rectangle) (top)
can be reconstructed by PLP.
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