Abstract. We study forcing pairs for quasirandom graphs. Chung, Graham, and Wilson initiated the study of families F of graphs with the property that if a large graph G has approximately homomorphism density p epF q for some fixed p P p0, 1s for every F P F, then G is quasirandom with density p. Such families F are said to be forcing. Several forcing families were found over the last three decades and characterising all bipartite graphs F such that pK 2 , F q is a forcing pair is a well-known open problem in the area of quasirandom graphs, which is closely related to Sidorenko's conjecture. In fact, most of the known forcing families involve bipartite graphs only. We consider forcing pairs containing the triangle K 3 . In particular, we show that if pK 2 , F q is a forcing pair, then so is pK 3 , F ▷ q, where F ▷ is obtained from F by replacing every edge of F by a triangle (each of which introduces a new vertex). For the proof we first show that pK 3 , C ▷ 4 q is a forcing pair, which strengthens related results of Simonovits and Sós and of Conlon et al.
all but finitely many members of the sequence are pε, pq-quasirandom. For a simpler discussion, we sometimes say that a graph G is p-quasirandom without any reference to the sequence, by which we mean that some sufficiently large graph G is pε, pq-quasirandom for some small unspecified ε ą 0. If the density p is of no particular importance, then we may just say G is quasirandom.
A large part of the theory on quasirandom graphs concerns equivalent characterisations of p-quasirandom graph sequences. Early results in that direction implicitly appeared in [2, 3, 20, 40] and Chung, Graham, and Wilson [12] gave six alternative characterisation. Since then many more such characterisations were found (see, e.g., [9, 16, 28, 29, 41-43, 46-49, 56] ).
Here we focus on characterisations that rely on the densities of graph homomorphisms of given graphs F into large graphs G, which we denote by tpF, Gq. Let us recall that a pair of graphs pF 1 , F 2 q is said to be forcing if for every p P p0, 1s and ε ą 0 there is some δ ą 0 such that the following holds: if a graph G satisfies tpF 1 , Gq ě p1´δqp
and tpF 2 , Gq ď p1`δqp
then it is pε, pq-quasirandom. This notion goes back to [12] and has frequently been discussed in the literature. The probably most classical example of such a family is the pair pK 2 , C 4 q. The statement that the pair pK 2 , F q is forcing for every bipartite graph F that does not happen to be a forest, called the forcing conjecture, can be traced back to Skokan and Thoma [49] (see also [14] ). It has been the subject of intensive study that led to its verification in various cases. For the most recent contributions to the forcing conjecture and the closely related conjectures of Erdős and Simonovits [45] and of Sidorenko [44] we refer to [14, 17, 18, 25, 30, 36, 50] . Until recently all known forcing pairs contained bipartite graphs only. In fact, already Chung, Graham, and Wilson [12] noted that pK 2 , K 3 q (and also pK 1,2 , K 3 q) is not a forcing pair, by giving an example of n-vertex graphs G with all vertices having degree close to n{2 and with tpK 3 , Gq « 1{8, but containing independent sets and cliques of size tn{4u. However, it was shown by Simonovits and Sós [47] that such a situation can be avoided by appealing to the hereditary nature of quasirandom graphs, i.e., if G " pV, Eq is p-quasirandom, then the induced subgraphs GrU s are p-quasirandom for linear sized subsets U Ď V . Simonovits and Sós then showed that requiring tpF, GrU sq "´1˘δ
for a given graph F with at least one edge and for all U Ď V forces G to be p-quasirandom. Recently, Conlon, Hàn, Person, and Schacht [16] (see also [24] ) observed that condition (1.2) gives rise to a forcing pair pF, M F q for an appropriate graph M F depending on F .
We study forcing pairs involving triangles. For that case it was shown in [16] that the pair pK 3 , M q is forcing, where M denotes the line graph of the 3-dimensional Boolean cube, depicted on the right. The idea behind the proof is roughly as follows: Three successive applications of the Cauchy-Schwarz inequality yield tpM, Gq ě tpK 3 Our main result shows that the same effect as above can be achieved with two applications of the Cauchy-Schwarz inequality only. This implies that the pair pK 3 , C ▷ 4 q is forcing, where C ▷ 4 is obtained from the 4-cycle C 4 where every edge is replaced by a triangle (each of which introduces a new vertex), i.e., the graph shown on the left. As we shall explain in more detail below, we have tpC
for all graphs G, and if approximate equality holds for some graph G, then it satisfies the assumption of the following theorem, which weakens the assumption of the Simonovits-Sós theorem in the triangle case. Theorem 1.2. For every p P p0, 1s and ε ą 0 there is an η ą 0 such that any graph G " pV, Eq satisfying
The following corollary renders the aforementioned connection between condition (1.3) and tpC As it turns out Corollary 1.3 applied in the context of weighted graphs allows the following general result, which is our main result on forcing pairs involving triangles. Corollary 1.4. If pK 2 , F q is a forcing pair, then so is pK 3 , F ▷ q.
Organisation. We prove Theorem 1.2 in Section 2 and Corollary 1.3 in Section 3. In Section 4 we switch to the analytical language of graphons and prove Corollary 1.4. We conclude by recording some further observations and problems for future research in Section 5. §2. The two sets condition
The proof of Theorem 1.2 is based on the regularity method for graphs. This means that we use a regularity lemma and a counting lemma in order to reduce the problem at hand to a somewhat different one that speaks about a certain "reduced graph." In the present situation we need to conceive this reduced graph as a weighted graph. Such objects may also be regarded as symmetric matrices with entries from the unit interval. The precise statement we shall require is stated as Lemma 2.1 below. The interested reader may check that this lemma could conversely also be deduced from Theorem 1.2.
Lemma 2.1. Given any real numbers p P p0, 1s and ε ą 0 there is a real δ ą 0 such that the following holds: Let pd ij q i,jPrts P r0, 1s
tˆt be a symmetric matrix such that for all distinct indices i, j P rts we have
Proof. Throughout the proof we work with the hierarchy δ ! ! p, ε for some auxiliary chosen constant . Since the sum on the left-hand side of (2.1) is at most t, we have 
Now (2.2) yields
for all i P rts, so it follows that
where neither sum on the left-hand side is negative. Thus there is an index w P rts with pd wy´b q`pa´d wz q ď 8p´6δ. In particular, the numbers a " d wz ď a and
Applying (2.1) to the pairs pw, yq and pw, zq in place of pi, jq and subtracting the resulting estimates we obtainˇˇˇÿ
Thus the triangle inequality and (2.3) lead to
i.e., |aa´bb| ď 4p´3p1`4p´6qδ. Consequently (2.4) yields
and thus a´b ď 4p´6p1`2p´3`4p´6qδ ď . Now for any four indices i, j, k, P rts the extremal choice of a´b gives
In other words, there is an interval of length 2 containing all the d ij . In the light of (2.1) and the smallness of this interval needs to be contained in pp´ε, p`εq. Thereby Lemma 2.1 is proved.
As we have already said, our proof of Theorem 1.2 depends on Szemerédi's regularity lemma [51] , a version of which we would like to state next:
Lemma 2.2. For every positive real number δ there is a positive integer T such that every graph G " pV, Eq admits a partition
V " V 0 Ÿ V 1 Ÿ . . . Ÿ V t of
its vertex set obeying the following conditions:
For each i P rts there are at most δt many indices j P rts such that the pair pV i , V j q is not δ-quasirandom.
Here a pair pA, Bq of nonempty subsets of V , say with density d "
The above statement differs in several aspects from the "standard" regularity lemma and we briefly discuss those differences:
‚ The crucial property obtained for most pairs pV i , V j q is often taken to be something called δ-regularity * rather than δ-quasirandomness. These two concepts are known to be equivalent up to polynomial losses in the involved constants, and in fact δ-regularity implies δ-quasirandomness. Our reason for working with this notion here is that allows a slightly cleaner presentation of the proof. ‚ Instead of the second condition one usually finds a weaker clause just stating that at most δt 2 pairs pV i , V j q fail to be quasirandom in the literature. The above version has also been used and to obtain it, one may apply the standard version of the regularity lemma with some appropriate δ 1 ! δ in place of δ and then relocate all classes V i with i ą 0 that violate (b ) to V 0 .
‚ Usually one requires also a lower bound t 0 on the number of vertex classes t in advance and then one obtains T ě t ě minpt 0 , |V |q rather than just T ě t in the first part of (a ). The rationale behind this is that in many applications one has no intentions of "looking inside the individual V i ," wherefore it brings certain advantages to have these sets reasonably small. In our current situation, however, even the extreme outcome t " 1 would be useful. In view of (b ) it would mean that the pair pV 1 , V 1 q is δ-quasirandom, and since, provided that δ is small, V 1 would be almost all of V pGq, this is essentially all we need to infer for the proof of Theorem 1.2.
In the course of proving Theorem 1.2 we will also need to be able to count triangles after regularising G. This will be rendered by the following strong, but well-known, form of the triangle counting lemma. for all A, B Ď V be given. The regularity lemma yields a partition
satisfying the above clauses (a ) and (b ). For i, j P rts we denote the density of the pair pV i , V j q by d ij . The assumption (2.5) is only going to be used in the special case A, B P tV 1 , . . . , V t u. It then discloses the following useful property of the numbers d ij :
for all i, j P rts. To see this, we consider any two indices i, j P rts. Let R i denote the set of all k P rts for which the pair pV i , V k q is not δ-quasirandom, let R j be defined similarly with respect to j, and set R " R i Y R j . Owing to condition (b ) from Lemma 2.2 we have |R i | ď δt and |R j | ď δt, whence |R| ď 2δt. Let us write M " |V 1 | " . . . " |V t |.
Then M t " |V |´|V 0 | ě p1´δq |V |. As we may assume δ ď 1 2 , is follows that |V | ď 2M t, whence |V 0 | ď 2δM t. Now we havěˇˇ
Here the first term may be estimated trivially by
Moreover, for k P rts R the triangle counting lemma (Lemma 2.3) tells us thaťˇ
while for k P R we still have the obvious bounďˇ
Due to |R| ď 2δt all this combines tǒˇˇ
On the other hand, plugging A " V i and B " V j into (2.5) we learňˇ
which in turn yieldsˇˇ
In view of
a suitable choice of η leads toˇˇ
Together with (2.7) this concludes the proof of (2.6). We may assume that depending on ε and p the constant δ has been chosen so small that Lemma 2.1 guarantees d ij " p˘ε 2 for all i, j P rts. Let us write S for the set of all pairs pi, jq P rts 2 such that the pair pV i , V j q is not δ-quasirandom. Notice that condition (b ) from Lemma 2.2 implies |S| ď δt 2 .
Now for any A, B Ď V we havěˇˇe
pA, Bq´p |A| |B|ˇˇď
Each term on the left-hand side having i " 0, j " 0, or pi, jq P S may be bounded from above by |V i | |V j |, so altogether these terms contribute at most
Owing to the quasirandomness, each of the remaining terms on the right hand side of (2.8) may be estimated as follows:ˇˇe
So taken together these terms amount to at most pδ`ε 2˘| V | 2 , and in view of δ ! ε we finally we arrive atˇˇe
for arbitrary A, B Ď V . This proves that G is indeed pε, pq-quasirandom. §3. Proof of Corollary 1.3
In this section we deduce Corollary 1.3. The only thing we need to check is the following proposition, which combined with Theorem 1.2 yields the corollary. Besides the Cauchy-Schwarz inequality itself the proof will also use the following known and easy to confirm result on situations were equality holds almost. 
Then we have
Proof of Proposition 3.1. Let G " pV, Eq, p, and δ be as in the hypothesis and let A, B Ď V be arbitrary. We begin the proof by setting up some notation: Let S denote the graph obtained by gluing two triangles together at a vertex (see the picture on the left). We consider the homomorphism densities of K 3 , S, and C ▷ 4 and define the the real numbers a, b, and c so as to obey where n " |V |. Notice that the assumption translates to a ě 1´δ and c ď 1`δ. Given a vertex x P V we write T x for the number of pairs py, zq P V 2 such that xyz is a triangle in G.
Moreover, for any two vertices u, v P V we denote the number of triples px, y, zq P V 3 with ux, uy, vx, vz, xy, xz P E by S uv . In terms of these numbers the equations (3.1), (3.2), and (3.3) rewrite as
Thus the Cauchy-Schwarz inequality implies
Due to Fact 3.2 (applied with α " ap 3 n 2 and ν " p 3 n 2 ? b´a 2 ), (3.4), and (3.5) we have
Owing to 1´δ ď a ď 1`δ and ? b´a 2 ď 3 ? δ (see (3.7)), this leads to
Similarly Fact 3.2 (applied with α " bp 6 n 3 and ν " p 6 n 3 ? c´b 2 ), (3.5), and (3.6) give
Now if Q and R denote the real numbers satisfying
then (3.8) and (3.9) entail
whilst a final application of Fact 3.2 (applied with α " p 3 nQ and ν " p 3 n ?
It follows from (3.10) that R´Q 2 ď 12δ 1{2 n 2 and owing to (3.11) we obtaiňˇˇ
as desired. §4. Proof of Corollary 1.4
4.1. Notation. We mostly follow the notation from Lovász's research monograph [37] and in this subsection we remind the reader of what we actually need. By W we mean the space of all bounded symmetric measurable functions from the unit square r0, 1s 2 to the set of reals.
So W is a linear space whose members are sometimes referred to as kernels. It is known that for each kernel W the maximum
A, B Ď r0, 1s measurable * exists and that W Þ ÝÑ }W } l is a norm on W, the so-called cutnorm. If }W } l " 0 holds for W P W, then this kernel vanishes almost everywhere, i.e., the set tpx, yq P r0, 1s
has measure zero (see [37, Section 8 
.2.3]).
The group of measure preserving bijections form the unit interval onto itself is denoted by S r0,1s . This group acts in an obvious way on the space of kernels by
for all W P W, ϕ P S r0,1s , and x, y P r0, 1s. The cut distance δ l pW 1 , W 2 q between two kernels W 1 , W 2 P W is defined by
( . Actually, this infimum is known to be a minimum, but this fact is rarely needed and we shall make no use of it. Those W P W that satisfy W px, yq P r0, 1s for all x, y P r0, 1s are called graphons and the set of all graphons is denoted by W 0 . With each graph G " pV, Eq we can associate a graphon W G by taking an arbitrary partition r0, 1s " Ť vPV P v of the unit interval into measurable pieces of measure |V |´1 and defining for all x, y P r0, 1s
This graphon depends, of course, not only on G but also on the underlying partition, but modulo the action of S r0,1s mentioned above it is uniquely determined by G.
An important insight due to Lovász and Szegedy [38] is the compactness of the pseudometric space pW 0 , δ l q. In fact, the compactness easily implies the regularity lemma for graphs (see also [37, Theorem 9.23] ). This result does actually occupy a central place in the limit theory of dense graphs. Besides, it is beautifully complemented by the fact that the set tW G : G is a graphu is dense in pW 0 , δ l q.
Given a graph F and a kernel W the homomorphism density tpF, W q is defined to be the multidimensional integral
This stipulation extends the usual definition of homomorphism densities for graphs in the sense that tpF, W G q " tpF, Gq holds for all graphs F and G.
Analytically speaking, the global counting lemma asserts that for every graph F the map W Þ ÝÑ tpF, W q from pW 0 , δ l q to r0, 1s is Lipschitz continuous with Lipschitz constant epF q (see [37, Theorem 10.23] Recently, it was shown by Conlon, Fox, and Sudakov [13] that the corresponding dependency of the parameters in the Simonovits-Sós theorem for the triangle is in fact linear (see also [27, 39] that span a K k in G. The Simonovits-Sós theorem implies for every k ě 2 that K k is k-forcing and it is not hard to show that no clique is 1-forcing. Theorem 1.2 tells us that K 3 is 2-forcing and it would be interesting to determine for every k ě 4 the smallest such that K k is -forcing. Currently, we are not aware of any reason that rules out the possibility that every clique K k is 2-forcing or that there is a universal bound independent of k.
‚ One may also consider hypergraphs extensions of those results. For example, one may investigate, whether the tetrahedron K p3q 4 is 3-forcing for the notion of quasirandomness investigated in [6, 33] .
