ABSTRACT
use the unit root tests to investigate an equilibrium hypothesis for wage movements; Meese and Singleton (1983) apply the unit root tests to exchange rates and discuss the importance of unit root testing in the theory of linearized expectations; Nelson and Plosser (1982) discuss the relationship of unit roots to the effect that monetary disturbances have on macroeconomic series; and Schwert (1987) analyses several macroeconomic variables and compares different methods for
• detecting the presence of a single unit root. Schwert (1987) also considers ARIMA models with two unit roots for the variables: Consumer Price Index,
Gross National product, Monetary Base and Total Civilian Noninstitutional
Population. (All of the variables are transformed using natural logarithm.)
Models with more than two unit roots, though very rare in economics, have some applications in physical sciences. Box and Pallesen (1978) analysed the xcoordinate of a missile trajectory using an ARIMA model (ARIMA (0,3,5)) with three unit roots.
In this paper we present methods for testing the hypothesis that the process has a specified number of unit roots. We begin the discussion with pure autoregressive processes .
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Let the time series {Y t } satisfy case, the asymptotic properties of a and of the related likelihood ratio type "F-statistic" are well known. Hannan and Heyde (1972) .
See Mann and Wald (1943) . Anderson (1971) and Dickey and Fuller (1979) and Fuller (1979) have considered testing for a single unit root in a p-th order autoregressive process (i.e .
•
• m 1 = 1 and Im j l < 1. j=2, ...• p). Phillips (1987) and Phillips and Perron (1986) 
which can also be written as
Now, comparing (2.3) with (2.4) we get Note that the additional assumption Im j l < , for j = d+', ... ,p in the
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Let p denote the ordinary least squares estimator of p obtained by
where and
Define the regression "F-statistic" for testing
the (ixi) submatrix consisting of the first i rows and i columns of where C(i) is
... , /3 . ) '; and Define also the regression t-statistic for testing the hypothesis p. =
1,n n p,n ;
where a ii is the (i,i)th element of (t,t)-l. Following Lemma 1, we use the p,n
We now present a lemma that
We use the notation " this paper, 2 and a = 1. convergence in probability of a statistic as the sample size tends to infinity.
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Lemma 2: Define,
where e t is a sequence of iid random variables with E[letI4+ol < M <~for some o > O. Then, as n tends to infinity, Yajima (1985) .)
The representations are similar to those of the Wvariables presented in Hasza and Fuller (1979) and are useful in obtaining the percentiles of the limiting distribution.
We now present the joint limiting distributions of the "F-statistic" F. 
where f is a finite positive constant, hypotheses. Consider for example an AR(3) process. As mentioned earlier, Sen (1985) observed that the Dickey and Fuller (1979) criterion based on t 1 (3) ,n rejects the hypothesis H, of exactly one unit root in favor of the hypothesis H O of no unit roots more often under H 2 and H 3 than under H,. So we cannot hopẽ to obtain a consistent procedure by first testing~, = 0 (for a single unit Page 12 root), then testing~2 = 0 (for two unit roots) and then testing~3 = O. Also the sequential procedure that first tests~3 = 0 using t 3 ,n(3) and then tests = 0 using t 2 (3) will not be consistent. This is because it is possible to 2 ,n We now obtain the asymptotic distribution of the likelihood ratio type t- * Also, the t -procedure makes use of the one sided nature of the alternatives and hence is expected to be more powerful than the F-procedure. On the other hand, the F-procedure is a two-tailed test and hence is expected to be robust in the presence of mildly explosive roots. Of course, the t*-procedure can be modified to a two-tailed procedure by considering t*d 2 (p) and comparing it ,n with the percentiles of~2 = F 1
(1 * developed a sequential procedure based on the t -statistics that is also * asymptotically consistent. The t -procedure takes into account the one-sided nature of the alternatives and hence is superior to the F-procedure.
We have presented the results for an autoregressive process with mean zero.
Our procedure can be extended to autoregressive processes where an intercept or a time trend is included. The percentiles for the F-statistic when an intercept is included in the regression are given in Pantula (1985) . (See also Phillips and Perron (1986) .) Also, the assumption of e t being a sequence of independent random variables can be weakened to e t being a sequence of martingale differences as in Chan and Wei (1986) and Phillips (1987) . In Appendix B, following the approach of Said and Dickey (1984) , the sequential procedures are extended to autoregressive moving average processes. n~1'···'~= gk,n k,n gk,n ' is a kxk matrix;~= (g1 k , ... ,~k )'; "1<,n "n -K"n
,n lJ, ,n
,n
We now obtain the limiting distributions of F. (1985) and Chan and Wei (1986) showed that E k is nonsingular. Therefore, Now, (A.6)~(
~The result (iii) follows immediately from (i) and (ii).
follows from (A.5), (A.6) and (ii Hasza and Fuller (1979) and Lemmas 2.4 and 2.5 of Tiao and Tsay (1983) it can be shown that, for 0~i, j~d-1,
Page 23 e and i where Wi,t = (1-6) W t .
(See also Lemma A.1 and Proposition A.1 of Yajima (1985) .) (A.11)
We now obtain the limiting distributions of F. in (A.7) • Note that, is also the , ,p regression coefficient of V t -1 in the regression of (1-B)V t on Vt-1' for i~d. For the remainder of the paper, , ,n we assume that the choice of k is such that k-1 and n-1 k 3 tend to zero as n tends to infinity.
