Optimizing online advertising space bidding by Bevc, Jakob
Univerza v Ljubljani
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Naslov: Optimizacija nakupovanja spletnega oglasnega prostora
V procesu nakupovanja spletnega oglasnega prostora dandanes prevladuje
tako imenovano programatično oglaševanje. Gre za trženje oglasnega pro-
stora preko avtomatiziranih dražb v realnem času. Za uspešno sodelovanje na
dražbah je potrebno usklajeno delovanje različnih procesov, v katerih ključno
vlogo igrajo sodobne metode strojnega učenja. Eden izmed ključnih procesov
je modeliranje tržne cene prikaza, saj lahko le-ta pomaga pri določitvi po-
nudbe za določen oglasni prostor. Na ta aspekt programatičnega oglaševanja
se osredotoča naša magistrska naloga.
Algoritme za modeliranje tržne cene prikaza lahko razdelimo v dve sku-
pini. V prvo spadajo algoritmi, ki napovedo celotno gostoto verjetnosti zmage
v odvisnosti od vǐsine ponudbe. V drugo skupino spadajo algoritmi, ki napo-
vedo verjetnost zmage samo pri dani vrednosti ponudbe. V nalogi smo imple-
mentirali in primerno ovrednotili več algoritmov iz obeh skupin. Za potrebe
temeljitega ovrednotenja smo razvili novo metodo, ki algoritme primerja na
podlagi zgrajenih referenčnih gostot verjetnosti in Kullback-Lieblerjeve di-
vergence.
Rezultati kažejo, da algoritmi, ki napovedujejo celotno gostoto verjetno-
sti zmage v odvisnosti od vǐsine ponudb, dosegajo občutno bolǰse rezultate.
Poleg tega ti algoritmi za podajanje napovedi potrebujejo manj časa.
Ključne besede
spletno oglaševanje, dražbe v realnem času, napoved porazdelitve ponudb

Abstract
Title: Optimizing online advertising space bidding
Programmatic advertising is the automated process of selling and buying
online advertising space in real time, commonly referred to as the real-time
bidding. Successful collaboration in real time bidding requires coordinated
work of several processes, in which modern machine learning approaches play
the crucial role. One of these is the modeling of the market price, which can
in later stages help with identifying the optimal bid for a given advertising
space.
We divide the algorithms for modeling the market price into two groups,
the algorithms that model the entire probability distribution of the market
price and the pointwise algorithms that predict the probability of winning
only at a given bid value. In this work we have implemented and experimen-
tally evaluated several algorithms from both groups. We have also proposed a
new method for evaluating the predicted probability distributions that com-
pares algorithms based on the generated reference probability distribution
and the Kullback-Liebler divergence measure.
Our experiments show that algorithms that predict the entire probability
distribution preform much better. Moreover, this type of algorithms require
less time for the inference process than the pointwise algorithms.
Keywords




Oglaševanje je tržna dejavnost, katere cilj je promocija in prodaja produkta,
storitve ali ideje. Oglaševalci so običajno podjetja, ki želijo promovirati in s
tem povečati prodajo njihovih produktov ali storitev. Oglaševanje se izvaja
preko več različnih kanalov, ki dosegajo veliko množico ljudi. Mednje sodijo
tradicionalni mediji (časopisi, revije, televizija, radio, oglasni panoji ob cestah
in oglasni letaki, dostavljeni preko pošte) ter noveǰsi spletni mediji (blogi,
socialna omrežja, spletne strani in mobilne aplikacije). V tej magistrski nalogi
se osredotočamo na področje spletnega oglaševanja in optimizacijo le-tega.
1.1 Programatično oglaševanje
Način prodaje in nakupovanja spletnega oglasnega prostora se je v zadnjem
desetletju močno spremenil. Iz prvotnega načina direktnega dogovora med
ponudnikom oglasnega prostora in oglaševalcem je praktično celotna indu-
strija prešla na sistem programatičnega oglaševanja [1, 2]. Programatično
oglaševanje je način prodaje in nakupovanja spletnega oglasnega prostora
preko dražb v realnem času (angl. real time bidding, RTB). Za programatično
oglaševanje veljata načeli granularnosti in avtomatizacije. Programatično
oglaševanje s pomočjo programske opreme in specializiranih algoritmov stroj-
nega učenja popolnoma avtomatizira celoten postopek prodaje in nakupova-
1
2 POGLAVJE 1. UVOD
nja spletnega oglasnega prostora. To je tudi predpogoj, da je omogočeno
načelo granularnosti. Granularnost sledi iz sposobnosti obravnave na nivoju
posameznega prikaza oglasa, kar omogoča natančno targetiranje ciljne pu-
blike, izbolǰsa uspešnost kampanj in poveča število konverzij. Granularnost
omogoča oglaševalcem nakup vsakega oglasnega prostora posebej na podlagi
ocene vrednosti, ki jo pripǐsejo prikazu oglasa [3].
Ekosistem RTB je sestavljen iz treh glavnih udeležencev: platforme na
strani ponudbe (angl. supply side platform, SSP), platforme na strani pov-
praševanja (angl. demand side platform, DSP) in oglasne borze (angl. ad
exchange). DSP-ji so programska oprema oziroma storitev, ki jo upora-
bljajo oglaševalci za avtomatizacijo nakupovanja spletnega oglasnega pro-
stora. Služijo kot pooblaščeni udeleženci dražb za oglaševalce, v imenu
katerih oddajajo ponudbe na dražbah organiziranih s strani oglasne borze.
Omogočajo sodelovanje na več oglasnih borzah preko enega skupnega vme-
snika, kar olaǰsa delo oglaševalcem.
Platforme na strani ponudbe služijo kot posrednik med založnikom (angl.
publisher) in oglasno borzo, saj skrbijo za avtomatizacijo in optimizacijo pro-
daje spletnega oglasnega prostora založnika. Omogočajo prodajo oglasnega
prostora na več oglasnih borzah in tako maksimizirajo prihodke založnika.
Oglasne borze služijo kot povezovalni element med obema platformama. Na
eni strani sprejemajo oglasne priložnosti, katere nato licitirajo DSP-jem na
drugi strani. Skrbijo za sprejemanje ponudb in določanje zmagovalca posa-
mezne dražbe. Celoten ekosistem programatičnega oglaševanja je prikazan
na Sliki 1.1.
Ko uporabnik obǐsče spletno stran, SSP pošlje oglasni borzi informa-
cijo o potencialnem prikazu oglasa, ki je nato licitiran DSP-jem. Ti od-
dajo ponudbe, ki so jih pripravljeni plačati za prikaz oglasa danemu uporab-
niku. Običajno vǐsino ponudbe in odločitev o samem sodelovanju na dražbi
določajo na podlagi informacij, ki jih dobijo od oglasne borze in opcijsko tudi
od zunanjega ponudnika podatkov (angl. third party data). Informacije so
vezane na uporabnika in kontekst spletne strani, ki jo uporabnik obiskuje.
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Slika 1.1: Prikaz ekosistema RTB.
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Ob zaključku dražbe se glede na najvǐsjo ponudbo določi zmagovalca, kate-
rega oglas se nato prikaže uporabniku. Celoten postopek licitacije se izvede
med tem, ko se uporabniku nalaga spletna stran. Postopek se mora izvesti
zelo hitro, na način, ki je za uporabnika povsem nemoteč.
Dražbe delimo na dva tipa. Prvi tip so dražbe prve cene (angl. first-price
auction), kjer zmagovalec plača ceno svoje ponudbe. Drugi tip so dražbe
druge cene (angl. second-price auction) ali Vickeryjeve dražbe [4] (angl.
Vickery auction), kjer zmagovalec (tisti, ki je ponudil največ) plača ceno
druge najvǐsje ponudbe.
Obe različici dražb sta zaprtega tipa, kar pomeni, da udeleženec dražbe
nima informacije o ponudbah ostalih udeležencev. Tudi po koncu dražbe
oglasna borza te informacije ne poda udeležencem. Torej v primeru zmage na
dražbi prve cene DSP pozna dejansko najvǐsjo ponudbo (njegova ponudba),
ki je hkrati tudi tržna vrednost prikaza. Nasprotno v primeru poraza ogla-
sna borza DSP-ju ne razkrije vǐsine zmagovalne ponudbe in tržne vrednosti
prikaza. V tem primeru DSP ve zgolj to, da je bila njegova ponudba pre-
nizka (tržna cena je zagotovo vǐsja od njegove ponudbe). V primeru zmage
na dražbi druge cene, DSP poleg poznavanja vrednosti svoje ponudbe, izve
tudi vrednost druge najvǐsje ponudbe na dražbi (tržna cena prikaza na dražbi
druge cene). V primeru poraza je povratna informacija oglasne borze enaka
kot na dražbi prve cene. Takemu tipu podatkov pravimo desno cenzurirani
podatki.
V procesu licitacije je oglaševalec (DSP) soočen s tremi pomembneǰsimi
izzivi. Prvi izziv je napovedovanje pričakovane verjetnosti klika na oglas
(CTR) ali pričakovane verjetnosti konverzije (CVR) za posamezno oglasno
priložnost. Drugi izziv je napovedovanje pričakovanih izdatkov za prikaz
oglasa oz. vǐsine plačane ponudbe za prikaz. Tretji izziv je združevanje
rezultatov prvih dveh korakov v učinkovito strategijo sodelovanja na dražbah,
s ciljem zmagati čim več dražb z visoko vrednostjo CTR/CVR s čim manǰsimi
izdatki.
Napovedovanje vrednosti CTR (ali CVR) je definirano kot binarni kla-
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sifikacijski problem, katerega lahko rešujemo z algoritmi strojnega učenja,
kot so logistična regresija, metode gradientnega pospeševanja (angl. gradient
boosting), faktorizacijskmi metodami itd. Algoritme običajno optimiziramo
za izgubno funkcijo prečne entropije, ki meri napako med napovedanimi vre-
dnostmi CTR (ali CVR) in dejanskimi odzivi uporabnikov.
Po drugi strani pa je ocenjevanje pričakovanih izdatkov definirano kot
napovedovanje gostote verjetnosti tržne cene prikaza za posamezno dražbo
ali kot direktno napovedovanje tržne cene za dano oglasno priložnost. Ta
problem v literaturi pogosto imenujejo kot napovedovanje krajine ponudbe
(angl. bid landscape forecasting) [5, 6]. Natančna napoved gostote verje-
tnosti tržne cene prikaza DSP-ju daje informacijo o predvideni porazdelitvi
ponudb vseh ostalih udeležencev na dražbi. Na podlagi te informacije in
napovedane vrednosti CTR lahko DSP izračuna optimalno vǐsino oddane
ponudbe [7, 8], ki je močno odvisna od ciljev posamezne oglasne kampanje
in strategije sodelovanja na dražbah. Licitiranje z optimalno vǐsino ponudbe
DSP-ju zagotavlja večje število prikazanih oglasov z istimi izdatki. Slednje
je stroškovno bolj učinkovito in tudi bolj donosno, kar je glavni cilj platform
na strani povpraševanja [9].
V magistrski nalogi se bomo osredotočili na problem napovedovanja go-
stote verjetnosti ponudb na podlagi cenzuriranih podatkov iz preteklih dražb.
Preizkusili bomo več trenutno uveljavljenih algoritmov ter ocenili njihovo
uspešnost na realnih podatkih iz industrije.
1.2 Motivacija
Algoritmi uporabljeni na področju spletnega oglaševanja morajo biti zelo hi-
tri. Potreba po hitrosti izvira iz dveh lastnosti tega okolja: velike količine
podatkov in kratkega časa za odziv na dražbo (od 10 ms do 100 ms). V
praksi se za napovedovanje gostote verjetnosti ponudb pogosto uporabljajo
algoritmi, ki napovedujejo verjetnost zmage pri dani ponudbi. Za celotno go-
stoto verjetnosti je tako potrebno narediti serijo točkovnih napovedi za vsako
6 POGLAVJE 1. UVOD
izmed mogočih ponudb. Denimo, da je maksimalna vǐsina ponudbe $10 in
napovedujemo na cent natančno. Za celotno gostoto verjetnosti je tako po-
trebno narediti 1000 napovedi, katere moramo naknadno gladiti z izbranim
algoritmom za glajenje, v tej nalogi smo uporabili algoritem LOWESS (angl.
locally weighted scatterplot smoothing) (Slika 1.2). Tak postopek je časovno



















Slika 1.2: Na zgornjem grafu so prikazane točkovne napovedi algoritmov pri
vsaki izmed možnih vrednosti ponudbe in LOWESS glajenje teh napovedi.
Spodnji graf prikazuje napoved algoritma, ki direktno napoveduje celotno
gostoto verjetnosti, kar je veliko bolj učinkovito.
zelo potraten in pogosto tudi nenatančen. V literaturi se v zadnjem času
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pojavljajo novi pristopi, ki odpravljajo omenjene pomanjkljivosti z direk-
tnim napovedovanjem celotne gostote verjetnosti z eno napovedjo. Ob tem
se pojavlja tudi vprašanje, kako smiselno oceniti kvaliteto napovedanih go-
stot verjetnosti ponudb. Na dražbah zaprtega tipa so informacije o vǐsinah
ponudb konkurence vsakemu izmed sodelujočih nepoznane. Slednje močno
omeji možnosti kvantitativnega ovrednotenja napovedi. Natančno ovredno-
tenje algoritmov že pred A/B testom je zelo pomembno, saj zmanǰsa stroške
povezane s tem procesom.
1.3 Cilji magistrskega dela
Prvi cilj magistrskega dela je medsebojna primerjava modernih pristopov
[10, 11, 12] in obstoječega točkovnega pristopa za problem napovedovanja
gostote verjetnosti ponudb. Algoritme bomo medsebojno primerjali na po-
datkovni množici podjetja Zemanta, ki predstavlja podatke, generirane na
način da so podobni realnim podatkom iz RTB industrije. Dodatno bomo
primerjavo izvedli tudi na javno dostopni podatkovni množici iPinYou [13],
ki se v literaturi pogosto uporablja za učenje in evalvacijo algoritmov na
tem področju. Primerjali bomo kvaliteto napovedanih gostot verjetnosti in
časovno učinkovitost algoritmov. Kvaliteto napovedanih gostot verjetnosti
bomo ocenjevali s pomočjo povprečnega negativnega logaritma verjetnosti
(angl. average negative log probability, ANLP). Drugi cilj magistrskega dela
je razvoj postopka, ki bo zgolj na podlagi učnih podatkov omogočil smiselno
ocenjevanje kvalitete napovedi celotne gostote verjetnosti. Omogočal bo pri-
merjavo aproksimacije dejanske gostote verjetnosti ponudb z napovedanimi.
Na podlagi dejanske gostote verjetnosti bomo nato kvaliteto napovedi ocenili
s Kullback-Leiblerjevo metriko divergence.
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1.4 Sorodna dela
Napovedovanje gostote verjetnosti ponudb na področju programatičnega o-
glaševanja lahko razdelimo na tri skupine. Prva temelji predvsem na gručenju
posameznih primerov na nivoju oglaševalske kampanje ali na nivoju različnih
kombinacij vhodnih atributov. Na podlagi vsebovanih primerov se za vsako
gručo izračuna gostota verjetnosti ponudb [14]. Tak način je omejen na
določeno oglaševalsko kampanjo oz. kombinacijo vhodnih atributov in po-
sledično ne deluje optimalno na nivoju posameznega primera.
Druga veja temelji na napovedovanju parametrov normalnih, logaritem-
sko normalnih in gama gostot verjetnosti. Wu et al. [5] predlagajo algori-
tem, ki kombinira običajno linearno regresijo in cenzuriran regresijski model,
osnovan na analizi preživetja [15] za napovedovanje vrednosti zmagovalne
ponudbe. Algoritem optimizirajo na celotnih podatkih in predpostavijo nor-
malno porazdelitev ponudb za izračun verjetnosti zmage pri dani ponudbi.
Predlagan pristop nato v delu [16] posplošijo na poljuben algoritem za napo-
vedovanje parametrov porazdelitve. Preizkusijo ga v različnih kombinacijah
algoritmov in gostot verjetnosti (normalna, logaritemsko normalna, Gum-
belova). Izkaže se, da uporaba globokih nevronskih mrež izbolǰsa kvaliteto
napovedi, medtem ko nobena od izbranih gostot verjetnosti ne izstopa. Po-
doben pristop uporabljajo tudi Zhu et al. [17], kateri predlagajo uporabo
cenzurirane linearne regresije na podlagi gama porazdelitve. Vsem prispev-
kom iz druge skupine je skupno to, da imajo apriorne predpostavke o tipu in
obliki gostot verjetnosti ponudb, ki pa v realnih primeri ne držijo vedno.
V zadnjem času v ospredje prihajajo algoritmi in pristopi, ki ne delajo
predpostavk o tipu in obliki gostote verjetnosti. Ren et al. [10] predlagajo
metodo, ki temelji na uporabi rekurenčnih nevronskih mrež. Te modelirajo
ponavljajoče se vzorce pogojne verjetnosti zmage glede na vǐsino ponudbe in
vhodni vektor značilk. Z uporabo rekurenčnih nevronskih mrež se informacija
o pogojni verjetnosti zmage pri preǰsnji vrednosti ponudbe prenese v trenutno
stanje ter uporabi za izračun pogojne verjetnosti zmage pri trenutni vrednosti
ponudbe. Tako modeliranje se prevede v diskretni prostor ponudb. Učenje
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algoritma poteka na celovit način s prilagojenimi funkcijami izgube.
Alternativa omenjenemu pristopu je modeliranje gostote verjetnosti po-
nudb z linearno kombinacijo znanih porazdelitev (mešanica porazdelitev).
Prednost tega pristopa je, da lahko aproksimira katerokoli gostoto verjetno-
sti s poljubno veliko natančnostjo [18]. Bishop [19] predstavi novo metodo,
ki združuje nevronske mreže in model mešanice porazdelitev, imenovano ne-
vronska mešanica gostot verjetnosti (angl. mixture density networks, MDN).
Algoritem MDN lahko teoretično predstavi poljubno gostoto verjetnosti na
enak način, kot lahko nevronska mreža predstavi poljubno transformacijo iz
vhodnega v izhodni prostor. Ghosh et al. [11] prilagodijo funkcije izgube al-
goritma MDN za cenzurirane podatke. Algoritem preizkusijo na podatkovni
množici iPinYou in poročajo o visoki napovedni točnosti.
V tem magistrskem delu bomo preizkusili pristopa, ki nimata predpostavk
o tipu in obliki gostote verjetnosti ponudb [10, 11] in sta prilagojena za
področje spletnega oglaševanja. Primerjali ju bomo s pristopom točkovnega
napovedovanja verjetnosti zmage s faktorizacijskimi metodami (FM) [20] in
algoritmom DeepFM [21].
1.5 Struktura dela
V naslednjem poglavju predstavimo teoretično ozadje problema ter podat-
kovne množice iz RTB dražb. V drugem poglavju so natančno definirani
algoritmi za napovedovanje celotne gostote verjetnosti. Podamo tudi kraǰso
definicijo algoritmov, ki napovedujejo verjetnost zmage pri dani vǐsini po-
nudbe. V tretjem poglavju predstavimo uporabljene podatkovne množice,
transformacije le-teh in postopek optimizacije ter regularizacije. V istem
poglavju predstavimo tudi metriko ANLP in postopek grajenja referenčnih
gostot verjetnosti. V četrtem poglavju predstavimo rezultate poizkusov na
Zemantini in iPinYou podatkovni množici. Pristope primerjamo glede na
metriki ANLP in Kullback-Leiblerjevo divergenco ter vizualno s pomočjo
napovedanih in referenčnih gostot verjetnosti.




DSP ponudnik je po prejemu zahteve za draženje (angl. bid request) s strani
oglasne borze pozvan k oddaji ponudbe za dano oglasno priložnost (vǐsino
ponudbe označimo z b). Zahteva za draženje vsebuje podatke o uporab-
niku, ki obiskuje spletno stran, in kontekstu dane spletne strani. Lastnosti
uporabnika in spletne strani povzamemo v vektorju značilk x. Običajno vek-
tor značilk vsebuje podatke o regiji, mestu, oglasni borzi, založniku spletne
strani, brskalniku, tipu naprave ipd. Po oddaji vseh ponudb oglasna borza
razglasi zmagovalca dražbe in vsem udeležencem pošlje povratno informacijo
y, ki predstavlja izid dražbe (0/1 - poraz/zmaga). Trojica (x, b, y) predsta-
vlja en učni primer iz RTB dražbe.
Izziv, s katerim se soočajo ponudniki platform DSP, je ta, da na dražbah
zaprtega tipa ni informacije o ponudbah ostalih udeležencev. Težavo rešujejo
z modeliranjem pogojne gostote verjetnosti ponudb p(b | x). Na podlagi na-
povedane gostote verjetnosti ponudb lahko nato izračunajo verjetnost zmage
na dražbi pri ponudbi b′ kot:
W (b′) = P (b < b′) =
∫ b′
0
p(b | x)db. (2.1)
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Iz tega sledi tudi definicija verjetnosti poraza na dražbi:
S(b′) = P (b ≥ b′) = 1−W (b′) =
∫ ∞
b′
p(b | x)db. (2.2)
Za razvoj optimalne strategije sodelovanja na dražbah, ki je stroškovno
učinkovita in dosega visok delež zmag, je nujno potrebna natančna ocena ver-
jetnosti zmage ali poraza za vsako izmed možnih ponudb. Ocena verjetnosti
zmage ali poraza temelji na natančni napovedi pogojne gostote verjetnosti
ponudb p(b | x). V praksi se za napovedovanje te uporabljajo različni al-
goritmi strojnega učenja. Delimo jih na točkovne pristope, ki napovedujejo
verjetnost zmage pri dani ponudbi, in specializirane pristope, ki napovedujejo
celotno gostoto verjetnosti ponudb v enem koraku. V tem delu preizkusimo
pristope obeh tipov in ocenimo njihovo natančnost ter hitrost napovedi, ki
je na področju spletnega oglaševanja zelo pomembna.
Poglavje 3
Opis uporabljenih algoritmov
V tem poglavju opǐsemo uporabljene algoritme. Začnemo z nevronskimi
mrežami, ki so ključni del algoritmov za napovedovanje celotne gostote ver-
jetnosti ponudb. Izmed slednjih opǐsemo algoritem MDN in algoritem glo-
bokega napovedovanja krajine (angl. deep landscape forecasting, DLF).
Za napovedovanje gostote verjetnosti ponudb se v praksi pogosto upo-
rabljajo tudi klasifikacijski algoritmi, ki napovedujejo verjetnost zmage pri
dani vrednosti ponudbe. S spreminjanjem vrednosti ponudbe lahko prido-
bimo celotno (diskretno) gostoto verjetnosti oddanih ponudb. Za napove-
dovanje slednje preizkusimo klasifikacijski algoritem FM in njegovo globoko
izpeljanko DeepFM, ki sta opisani na koncu tega poglavja.
3.1 Nevronske mreže
Nevronske mreže so eden izmed najpomembneǰsih algoritmov strojnega učen-
ja v zadnji letih. Gre za relativno kompleksen algoritem z veliko komponen-
tami, ki jih težko opǐsemo na omejenem prostoru. Zaradi tega v tem poglavju
predstavimo zgolj del nevronskih mrež, ki je potreben za nadaljnjo izpeljavo
ostalih algoritmov uporabljenih v tej magistrski nalogi. Bolj natančen opis
vseh komponent nevronskih mrež lahko bralec najde v literaturi [22].
Cilj nevronskih mrež je učenje transformacije iz vhodnega vektorja značilk
13
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x = {x1, . . . , xd} v ciljno spremenljivko b. V našem primeru je ciljna spre-
menljivka ena sama vrednost (vǐsina ponudbe b), v splošnem pa je lahko
tudi vektor ciljnih vrednosti [19]. V praksi nevronske mreže učimo na končni
podatkovni množici, katero označimo kot {xq, bq}, kjer je q = 1, . . . , n in
q označuje enega izmed n učnih primerov. Cilj učenja nevronskih mrež je
modeliranje procesa, ki generira naše učne primere. Tako naučena mreža
omogoča najbolǰse mogoče napovedi ciljne spremenljivke b, ko napovedujemo
za nov nepoznan vhodni vektor značilk x. Statistični opis procesa, ki gene-
rira podatke, je najbolj splošna in celovita definicija le-tega [23]. Izrazimo
jo lahko kot gostoto verjetnosti p(x, b) v združenem vhodno-izhodnem pro-
storu. Združena gostota verjetnosti definira verjetnost, da posamezen primer
(x, b) leži na intervalu (∆x,∆b), kot p(x, b)∆x∆b. Kumulativna verjetnost,
da točka leži nekje v vhodno-izhodnem prostoru, je podana kot:∫
p(x, b)dxdb = 1. (3.1)
Za probleme določanja transformacije iz vhodnega v izhodni prostor Bi-
shop [19] predlaga delitev združene vhodno-izhodne gostote verjetnosti na
dva dela:
p(x, b) = p(b | x)p(x), (3.2)
kjer p(b | x) predstavlja pogojno gostoto verjetnosti ciljne spremenljivke b,
pogojeno z vhodnim vektorjem značilk x. Drugi del, p(x), predstavlja go-
stoto verjetnosti vhodnih podatkov. Avtor trdi, da ima p(x) sicer pomembno
vlogo pri evalvaciji napovedi naučene mreže [24], vendar da moramo za na-
men napovedovanja b na podlagi novih vrednosti x modelirati samo pogojno
gostoto verjetnosti p(b | x) [19].







(f (xq;w)− bq)2 , (3.3)
kjer je b vrednost ciljne spremenljivke in f(xq;w) transformacija iz vhodnega
v izhodni prostor. Transformacija je parametrizirana z matriko uteži w, ki
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jo prilagajmo med postopkom učenja. Nevronske mreže, ki jih optimiziramo
po metodi najmanǰsih kvadratov, nas pripeljejo do transformacij f(x;w),
ki aproksimirajo povprečno vrednost (pričakovano vrednost) ciljne spremen-
ljivke b, pogojeno z vhodnim vektorjem x
f(x;w) = E[b | x]. (3.4)
Pričakovana vrednost ciljne spremenljivke Q(b) pogojene z x je definirana
kot
E[Q | x] =
∫
Q(b)p(b | x)db. (3.5)
Podoben rezultat velja tudi če kot funkcijo izgube uporabimo prečno entro-
pijo. Celotna izpeljava tega rezultata je na voljo v literaturi [19, 22].
Za klasifikacijske probleme, pričakovane vrednosti ciljne spremenljivke
pogojene z x (enačba 3.4), predstavljajo posteriorne verjetnosti za pripadnost
primera določenemu razredu in jih kot take lahko smatramo za optimalne.
Nasprotno, za regresijske probleme pogojna povprečja vrednosti nudijo zelo
omejen opis lastnosti ciljne spremenljivke. Zaradi omenjenega razloga Bishop
[19] predlaga nov razred nevronskih modelov, ki modelirajo pogojno gostoto
verjetnosti ciljne spremenljivke b, pogojeno z vhodnim vektorjem x.
3.2 Nevronska mešanica gostot verjetnosti
Ob predpostavki, da pogojna gostota verjetnosti ciljne spremenljivke sledi
Gaussovi porazdelitvi, dobimo z optimizacijo nevronske mreže po metodi
maksimizacije verjetja enak rezultat kot po metodi najmanǰsih kvadratov
[19]. Omenjen rezultat je Bishop-ova motivacija za zamenjavo normalne go-
stote verjetnosti z modelom mešanic porazdelitev (angl. mixture model),
katerega predlagata McLachlan in Basford [18]. Pogojna gostota verjetno-
sti ciljne spremenljivke je tako definirana kot linearna kombinacija znanih
porazdelitvenih funkcij
p(b | x) =
m∑
i=1
αi(x)φi (b | x) , (3.6)
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kjer m predstavlja število komponent v mešanici. Parameter αi(x) pred-
stavlja utež vsake od komponent v mešanici (angl. mixing coefficient) in je
odvisen od vhodnega vektorja x. Funkcija φi(b | x) predstavlja pogojno go-
stoto verjetnosti za i-to komponento v mešanici. V praksi so mogoče različne
izbire funkcije φ. Bishop [19] se omeji na Gaussove verjetnostne porazdelitve,
definirane kot:












kjer µi(x) predstavlja pričakovano vrednost in σi(x) varianco i-te kompo-
nente. Mešanica Gaussovih porazdelitev (3.6) lahko aproksimira katerokoli
gostoto verjetnosti s poljubno visoko natančnostjo, pod pogojem, da so pa-
rametri αi(x), µi(x), σi(x) pravilno določeni [18].
Bishop [19] definira parametre mešanice Gaussovih porazdelitev, αi(x),
µi(x), σi(x), kot splošne zvezne funkcije vhodnega vektorja značilk x. Para-
metre mešanice modelira z uporabo običajnih nevronskih mrež, ki na vhodu
sprejmejo x. Celotno strukturo zgrajeno iz usmerjenih nevronskih mrež
(angl. feed-forward neural network) in mešanice Gaussovih porazdelitev po-
imenuje kot nevronska mešanica gostot verjetnosti MDN. Opisana ideja je
ponazorjena na Sliki 3.1. Algoritem MDN lahko, ob izbiri dovolj velikega
števila Gaussovih porazdelitev m (3.6) in nevronske mreže z dovolj veliko
skritih nivojev, aproksimira poljubno pogojno gostoto verjetnosti p(b | x), s
poljubno natančnostjo [19].
Za nevronsko mrežo avtor izbere večnivojski perceptron f(x;w), sesta-
vljen iz vhodnega nivoja, skritega nivoja sigmoidnih nevronov in linearnega
izhodnega nivoja. V primerjavi z običajno nevronsko mrežo, kjer imamo c
nevronov na izhodnem nivoju, je sedaj skupno število nevronov na izhodnem
nivoju določeno kot (c+2)×m, kjer je c dimenzija izhoda b (v našem primeru
1) in m število komponent v mešanici.




αi(x) = 1. (3.8)
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Slika 3.1: Algoritem MDN je sestavljen iz običajne usmerjene nevronske
mreže in modela mešanic porazdelitev. Izhodi nevronske mreže določajo pa-
rametre mešanice porazdelitev, ki definira pogojno gostoto verjetnosti ciljne
spremenljivke, pogojeno z vhodnim vektorjem x. Slika povzeta po Bishop
[19].
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na izhodnem nivoju perceptrona, kjer zαi predstavlja izhodne nevrone za αi.
Uporaba softmax aktivacijske funkcije zagotavlja, da vrednosti αi ležijo na
intervalu (0, 1) in da je njihova vsota enaka 1 [25, 26].
Variance σi(x) predstavljajo razpršenost gostote verjetnosti. Bishop [19]
predlaga, da so definirane kot eksponentne vrednosti izhodnih nevronov zσi :
σi = exp z
σ
i . (3.10)
Takšna definicija odpravlja morebiten problem, ko bi bila ena ali več varianc
enaka 0.
Parameter µi predstavlja pričakovano vrednost (parameter lokacije) Ga-
ussove porazdelitve. Avtor predlaga, da je parameter µi definiran direktno z




Vrednosti uteži v matriki w določamo na podlagi končne podatkovne
množice {xq, bq}. Slednje lahko dosežemo z maksimizacijo verjetja, da je
izbran model generiral dano podatkovno množico. Ob predpostavki, da so
učni primeri vzorčeni neodvisno od gostote verjetnosti definirane z enačbo








p(bq | xq)p(xq), (3.12)
kjer uporabimo zvezo (3.2). Vrednost L je funkcija uteži w, katerih vrednosti
določimo tako, da maksimiziramo L. V praksi se zaradi numerične stabilnosti
funkcijo L transformira v logaritemski prostor. Tako problem maksimizacije
L prevedemo na problem minimizacije negativnega logaritma L, kar pogosto
označujemo kot funkcijo izgube
E = − logL. (3.13)
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Ker je negativna vrednost logaritma monotonična funkcija je minimizacija E
ekvivalentna maksimizaciji L.
Na podlagi enačb (3.12), (3.13) in pravila o logaritmu produkta, lahko





kjer je Eq definiran kot:










q | xq) je definiran v (3.7). Funkcija izgube za določanje uteži w
nevronske mreže, je tako definirana kot:














Ghosh et al. [11] predlagajo razširitev algoritma MDN. Razširitev poimenu-
jejo MCNet, katere glavni del predstavlja prilagoditev optimizacijske funk-
cije za cenzurirane podatke. Po originalni definiciji Bishopa-a [19], algoritem
MDN napoveduje poljubno pogojno gostoto verjetnosti p(b | x), pri čemer
algoritem optimiziramo na podlagi maksimizacije verjetja L oz. minimizacije
negativnega logaritma L. Na področju spletnega oglaševanja smo soočeni s
problemom cenzuriranih podatkov. Za izgubljene dražbe imamo zgolj in-
formacijo, da je bila naša ponudba prenizka, za zmagane dražbe pa imamo
informacijo o tržni vrednosti prikaza, le-ta je enaka vǐsini naše ponudbe.
Temu primerno Ghosh et al. [11] redefinirajo funkcijo izgube, da ločeno
obravnava primere zmage oziroma poraza na dražbi. Poimenujejo jo pov-
prečna negativna logaritemska verjetnostna napaka (angl. average negative
log probability, ANLP).
V primer poraza na dražbi algoritem MCNet napoveduje verjetnost po-
raza na dražbi P (b < W | x). Verjetnost poraza lahko izračunamo kot kom-
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plement verjetnosti zmage P (b ≥ W | x), ki je za normalne gostote verjetno-
sti definirana kot:














Algoritem MCNet tako za primere poraza optimiziramo po naslednji defini-
ciji:





αi(x)Φi (b | x)
)
, (3.18)
kjer izračunamo komplement verjetnosti zmage na dražbi, glede na vse kom-
ponente v mešanici.
V primeru zmage na dražbi poznamo dejansko tržno ceno prikaza. Za
zmagovalne dražbe maksimiziramo verjetje (enačba 3.15). V primeru cen-
zuriranih podatkov tako ǐsčemo parametre, ki minimizirajo funkcijo izgube
ANLP:


























kjer je (xq, bq) ∈ Dzmage množica vseh učnih primerov zmage in (xq, bq) ∈
Dporazi množica vseh učnih primerov poraza.
3.2.2 Log-Sum-Exp trik
V procesu optimizacije algoritma MCNet moramo za izračun funkcije izgube
ANLP za vsak zmagovalni učni primer q izračunati uteženo povprečje verjetij
(3.15) pri dani ponudbi bq. Verjetje za normalno gostoto verjetnosti, podano
v enačbi (3.7), lahko zapǐsemo tudi kot:
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kjer je l
′
kraǰsa oznaka za vrednosti v eksponentu izraza. S pomočjo zapisane
enačbe lahko del funkcije izgube ANLP za posamezen zmagovalen primer
sedaj zapǐsemo kot:



























. Pri izračunu takšnih izrazov lahko pogosto pride do nu-
meričnih problemov (npr. exp(1000) privede do numeričnega preliva). V pra-
ksi se zato pogosto uporablja tako imenovani Log-Sum-Exp trik, ki omogoča
numerično stabilen izračun takšnih izrazov. Ime tega trika izhaja iz zaporedja












Ker a zavzame največjo vrednost ki lahko nastopa v eksponentu original-
nega izraza, sledi, da bo po uporabi trika največje število v eksponentu
0 (exp(0) = 1). S tem v svoji implementaciji algoritma MCNet rešujemo
morebiten problem velikih vrednosti v eksponentu, ki bi lahko privedle do
numeričnega preliva.
3.3 Globoko napovedovanje krajine
Leta 2019 so Ren et al. [10] razvili nov algoritem za napovedovanje gostote
verjetnosti ponudb na področju spletnega oglaševanja, algoritem so poimeno-
vali globoko napovedovanje krajine (angl. deep landscape forecasting, DLF).
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Njihov algoritem temelji na uporabi rekurenčnih nevronskih mrež, ki mo-
delirajo ponavljajoče se vzorce pogojnih verjetnosti zmage, glede na vǐsino
ponudbe in vhodni vektor značilk. Algoritem ne dela predpostavk o obliki
gostote verjetnosti ponudb, kar prinaša dodatno fleksibilnost v samo mode-
liranje porazdelitve, saj dejanske porazdelitve ne sledijo nujno standardnim
porazdelitvam.
3.3.1 Diskretizacija ponudb
Ren et al. [10] v prvem koraku predlagajo transformacijo modeliranja verje-
tnosti zmage na dražbi iz zveznega v diskretni prostor. Oddane ponudbe so
v praksi diskretne zato je transformacija smiselna.
Najprej definirajo množico ponudb 0 < b1 < b2 < · · · < bl, kjer je l =
1, 2, . . . , L in razlika med dvema zaporednima ponudbama poljubno majhna.
V diskretnem smislu nato razdelijo vrednosti ponudb na disjunktne intervale
Vl = (bl, bl+1], kjer je l = 1, 2, . . . , L. Za vsak učni primer je bL najvǐsja
možna vrednost ponudbe.
Za diskretno definicijo prostora ponudb je verjetnost zmage na dražbi
definirana kot:
W (bl) = P (z < bl) =
∑
j<l
P (z ∈ Vj), (3.24)
verjetnost poraza pa:
S(bl) = P (z ≥ bl) =
∑
j≥l
P (z ∈ Vj). (3.25)
V enačbah bl predstavlja vǐsino oddane ponudbe in z tržno ceno prikaza.
Diskretna verjetnost, da tržna cena z leži na intervalu Vl, je:
pl = P (z ∈ Vl) = W (bl+1)−W (bl) = S(bl)− S(bl+1). (3.26)
Pogojna verjetnost zmage, pogojena s ponudbo bl, je definirana kot:
hl = P (z ∈ Vl | z ≥ bl−1) =
P (z ∈ Vl)
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Slika 3.2: Struktura modela DLF. Za vsak interval Vl, l-ta celica rekurenčne
nevronske mreže napove pogojno verjetnost zmage hl pri ponudbi bl, pogo-
jeno z napovedmi v preǰsnjih celicah (stanjih) in vhodnim vektorjem značilk
x. Na sliki (x, 1) predstavlja interval V0 = (0, 1], (x, 2) predstavlja interval
V1 = (1, 2] itd. Slika povzeta po Ren et al. [10].
Ta predstavlja verjetnost, da tržna cena z leži na intervalu Vl = (bl, bl+1]
pri pogoju, da je tržna cena z večja od ponudb manǰsih od bl. Z drugimi
besedami, pogojna verjetnost zmage na dražbi pri pogoju, da naša ponudba
leži na l-tem intervalu.
3.3.2 Rekurenčni nevronski model
Po definiciji diskretnega prostora ponudb in pripadajočih verjetnosti zmag
ter porazov, avtorji zasnujejo algoritem, ki temelji na rekurenčnih nevron-
skih mrežah f(x;θ), parametriziranih s θ. Cilj rekurenčnih nevronskih mrež
je zaznavanje zaporednih vzorcev pogojne verjetnosti hl za vsak interval Vl.
Detajlna struktura algoritma DLF je prikazana na Sliki 3.2. l-ta celica reku-
renčne nevronske mreže za vsak interval Vl napove pogojno verjetnost zmage
hl pri ponudbi bl. Napoved je pogojena z napovedmi v preǰsnjih celicah
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(stanjih) in vhodnim vektorjem značilk x:




V enačbi je f(. . . ;θ) rekurenčna nevronska celica, ki na vhodu sprejme dvo-
jico (xq, bl), na izhodu pa napove pogojno verjetnost h
q
l , kjer je rl−1 vek-
tor spomina, izračunan v preǰsnji RNN celici. Avtorji predlagajo uporabo
nevronske mreže z dolgim kratkoročnim spominom (angl. long short-term
memory, LSTM) [27].
3.3.3 Definicija funkcije izgube
Enačbe (3.24)-(3.28) so Ren et al. [10] uporabili za izpeljavo funkcije verje-
tnosti poraza na dražbi S(b) in funkcije verjetnosti zmage na dražbi W (b),
pri ponudbi b in vhodnemu vektorju značilk x:
S(b | x) = P (b ≤ z | x) = P (z 6∈ V1, z 6∈ V2, . . . , z 6∈ Vl | x)
= P (z 6∈ V1 | x) · P (z 6∈ V2 | z 6∈ V1,x) · · ·













kjer je lb oznaka za interval, na katerem leži dana vrednost ponudbe b.
Optimizacijska funkcija algoritma je, podobno kot pri algoritmu MCNet,
prilagojena za cenzurirane podatke. V praksi nimamo podatka niti o gostoti
verjetnosti ponudb na dražbi, niti o verjetnosti zmage, zato avtorji kot prvi
del funkcije izgube (L1) predlagajo maksimizacijo logaritma verjetja. Za
primere zmage minimiziramo negativno vrednost logaritma verjetja, tako da
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je tržna cena z = zq:
L1 = − log
∏
(xq ,bq)∈Dzmage




log (P (bq ∈ Vlq | xq; θ)) ,
(3.31)
kjer je lq oznaka intervala, na katerem leži tržna vrednost prikaza.
Avtorji nato predlagajo drugi del funkcije izgube (L2), ki temelji na ma-
ksimizaciji verjetnosti zmage oz. poraza na dražbi. V primeru zmage je cilj
znižati verjetnost zmage za ponudbe [0, z] in zvǐsati verjetnost zmage za po-
nudbe [z,∞]. Drugi del funkcije izgubne za primere zmage na dražbi je tako
definiran kot:
Lzmage = − log
∏
(xq ,bq)∈Dzmage




log (W (bq | xq; θ)) .
(3.32)
V primeru poraza na dražbi imamo zgolj informacijo o tem, da je tržna cena
vǐsja od naše ponudbe, torej z > b. Na podlagi tega želimo maksimizirati
verjetnost poraza za ponudbe manǰse od b. Drugi del funkcije izgube za
primere poraza na dražbi je definiran kot:
Lporazi = − log
∏
(xq ,bq)∈Dporazi




log (S (bq | xq; θ)) .
(3.33)
Izraza Lzmage + Lporazi dejansko predstavljata prečno entropijo za napovedo-
vanje verjetnosti zmage, pri ponudbi b in vhodnem vektorju značilk x, za vse
učne primere. Avtorji predlagajo minimizacijo optimizacijske funkcije:
θ∗ = arg min
θ
(αL1 + (1− α)L2) , (3.34)
kjer je L2 = Lzmage +Lporazi in α nastavljiv parameter za iskanje najbolǰsega
razmerja med obema funkcijama izgube.
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V naših preizkusih se izkaže, da je tudi za algoritem DLF bolǰsa izbira op-
timizacijske funkcije ANLP (enačba 3.19). Ta ne vsebuje dodatnega dela za
maksimizacijo verjetnosti zmage na dražbi, definirane v enačbi 3.32. Funk-
cija izgube za algoritem DLF, uporabljena v tem magistrskem delu, je tako
definirana kot:
θ∗ = arg min
θ
(L1 + Lporazi) . (3.35)
3.4 Faktorizacijske metode
Faktorizacije metode (angl. factorization machines, FM) so poseben razred
prediktorjev, ki združujejo prednosti metod podpornih vektorjev (angl. su-
pport vector machines, SVM) in matrične faktorizacije. Podobno kot SVM,
so faktorizacijske metode splošen prediktor, ki na podlagi vhodnega vektorja
značilk napoveduje ciljno spremenljivko. Glavna razlika v primerjavi z al-
goritmom SVM je ta, da algoritem FM modelira vse medsebojne interakcije
značilk z uporabo faktoriziranih parametrov, namesto goste parametrizacije,
uporabljene v SVM. Slednje omogoča optimizacijo tudi na zelo redkih po-
datkih, ki so značilni za RTB. Algoritem FM lahko uporabljamo za reševanje
regresijskih problemov kot tudi problemov binarne klasifikacije [20].
Enačba modela faktorizacijskih metod (drugega reda) je definirana kot:









kjer je w0 ∈ R parameter pristranskosti, wi ∈ Rn je utež linearnega dela
i-te značilke in 〈vi,vj〉 skalarni produkt latentnih vektorjev, ki modelira in-
terakcijo med i-to in j-to značilko. Modeliranje interakcij med značilkami s
faktorizacijo odpravi potrebo po posebnem parametru ŵi,j za vsako izmed
možnih kombinacij značilk. Posamezen vektor vi je vsebovan v matriki V
in predstavlja i-to značilko s k latentnimi parametri. Skalarni produkt je
definiran kot:
ŵi,j = 〈vi,vj〉 =
k∑
f=1
vi,f · vj,f , (3.37)
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kjer je k ∈ N+0 nastavljiv parameter, ki definira dimenzionalnost faktorizacije
(število latentnih vektorjev). θ predstavlja vektor vseh parametrov algoritma
FM.
Zaradi uporabe faktoriziranih interakcij med značilkami algoritem ne vse-
buje nobenega parametra, ki bi bil direktno odvisen od dveh značilk. Na pod-






















Optimizacijo parametrov algoritma lahko učinkovito izvedemo z uporabo
stohastičnega gradientnega spusta. Za funkciji izgube vsote kvadratov in





1, za θ = w0
xi, za θ = wi
xi
∑n
j=1 vj,fxj − vi,fx2i , za θ = vi,f
. (3.39)
V tem delu faktorizacijske metode uporabljamo kot binarni klasifikacijski
algoritem, ki napoveduje verjetnost zmage pri ponudbi b in vektorju značilk
x. Za funkcijo izgube smo uporabili prečno entropijo:







yq · log (f(xq, b;θ))




kjer za klasifikacijski problem velja f(xq, b;θ) = sigmoid(fFM(x
q, b;θ)).
3.5 DeepFM
Algoritem DeepFM je nadgradnja faktorizacijskih metod z globokimi nevron-
skimi mrežami. Združuje arhitekturi faktorizacijskih in nevronskih metod
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Slika 3.3: Arhitektura algoritma DeepFM. FM in DNN komponenti si delita
isti vhodni vektor značilk, kar algoritmu omogoča sočasno modeliranje tako
nizko nivojskih kot tudi visoko nivojskih medsebojnih interakcij značilk. Slika
povzeta Guo et al. [21].
(Slika 3.3) z namenom modeliranja nizko (FM) in visoko nivojskih (DNN)
medsebojnih interakcij značilk. Glavna prednost algoritma v primerjavi z ob-
stoječimi algoritmi s podobnimi arhitekturami je, da lahko algoritem učimo
na celovit način, brez dodatnih postopkov pridobivanja novih značilk. Sle-
dnje je mogoče, ker si FM del in DNN del algoritma delita isti vhodni vektor
značilk x. Enačba algoritma je podana kot:
f(x) = sigmoid(fFM(x) + fDNN(x)), (3.41)
kjer je f(x) ∈ (0, 1) napovedana verjetnost zmage na dražbi, fFM(x) izhod
FM komponente in fDNN(x) izhod DNN komponente algoritma. Pri opti-
miziranju algoritma DeepFM smo za funkcijo izgube uporabili prečno entro-
pijo (enačba 3.40). Ker sta natančen opis ter podrobna definicija algoritma
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DeepFM precej obsežni in kompleksni, hkrati pa za naše delo nista ključnega
pomena, smo se odločili, da ju izpustimo. Zainteresiran bralec ju lahko najde
v izvirnem članku [21].




Učenje in vrednotenje metod izvedemo na dveh podatkovnih množicah. Obe
množici predstavljata realne podatke iz industrije. Prva množica predstavlja
podatke podjetja Zemanta, medtem ko za drugo množico uporabimo javno
dostopno množico iPinYou [13].
4.1.1 Podatki Zemanta
Glavni del naših eksperimentov izvedemo na podatkovni množici, ki jo je
zagotovilo podjetje Zemanta. Slednji na dražbah sodelujejo iz stalǐsča po-
nudnika DSP storitev. Dražbe predstavljene v tej podatkovni množici so
zaprtega tipa prve cene.
Podatki so podobni tistim iz produkcijskega okolja in skupno vsebujejo
približno 27 milijonov primerov. Podatki ne vsebujejo nobenih razpoznavnih
(angl. identifyable) informacij, izhajajo iz specifičnega podvzorca podatkov
in so dodatno vzorčeni, da zakrijejo dejanske porazdelitve, ki so poslovna
skrivnost. Podani so za časovno obdobje dveh tednov. Učenje algoritmov
izvedemo na prvih 12 dneh, preostala dva dneva predstavljata validacijsko in
testno množico. Vsak učni primer vsebuje 22 značilk, oddano ponudbo in izid
dražbe. Podatki so iz perspektive enega oglaševalca in ne vsebujejo nobenih
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informacij o konkurenci na dražbi in njihovih ponudbah, torej predstavljajo
povsem realen scenarij za podjetje, ki ponuja DSP storitve. Količina zmag in
porazov je zelo neuravnotežena (pozitivnih primerov je zgolj dva odstotka).
Vsi uporabljeni podatki so vnaprej anonimizirani.
Vse algoritme učimo na učni množici podatkov velikosti 10 milijonov s
celotnim naborom značilk. Podatke predhodno filtriramo (4.1.3) in prev-
zorčimo (4.1.4). Zaradi velike količine podatkov v procesu učenja naredimo
samo en prehod skozi učne podatke. Naučene modele primerjamo na testni
množici velikosti 500.000 primerov.
4.1.2 Podatki iPinYou
iPinYou je prva javno dostopna podatkovna množica iz področja RTB [13].
V literaturi se pogosto uporablja kot standard za ponovljivo primerjavo
različnih algoritmov na tem področju. Podatkovna množica je bila javno
objavljena v sklopu tekmovanja, ki ga je leta 2013 organiziralo podjetje iPi-
nYou. Gre za podatke iz dražb, ki potekajo po principu drugih cen. Vsebujejo
informacije iz dražb (značilke, ponudbe in izide) in tudi celotno nadaljnjo ve-
rigo odzivov uporabnika na prikazan oglas. Za naše delo so pomembni samo
podatki iz dražb.
Za podatke je značilen visok delež zmag, kar je posledica strategije, s
katero je podjetje sodelovalo na dražbah. Ker je bil cilj pridobiti čim več
informacij o tržnih cenah prikazov, je podjetje uporabljajo strategijo, ki je
dražila z nadpovprečno visokimi ponudbami. Posebnost strategije draženja
je tudi to, da je bila za vsako dražbo oddana ponudba ena izmed dveh vna-
prej definiranih vrednosti, kar v smislu cenzuriranih podatkov iz dražb druge
cene pomeni naslednje: v primeru zmage je dejanska tržna cena nižja od
ponudbe, v primeru poraza pa imamo za spodnjo mejo tržne cene vedno eno
izmed dveh uporabljenih vrednosti. Posledica tega je, da algoritmi, ki na
vhodu sprejmejo vrednost oddane ponudbe b, že po nekaj iteracijah učenja
ugotovijo, da se bo za določeno vrednost oddane ponudbe zagotovo zgodil
poraz in pri vseh ostalih zagotovo zmaga. Zato na podatkovni množici iPi-
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nYou primerjamo zgolj algoritme, ki napovedujejo celotno gostoto verjetnosti
na podlagi vektorja značilk x in ne potrebujejo vǐsine ponudbe b kot vhodno
značilko (algoritma MCNet in DLF).
Izvirna podatkovna množica iPinYou je razdeljena na dve seji (Session
2 in Session 3 ). Znotraj posamezne seje je podatkovna množica nadalje
razdeljena še po posameznih dneh. Ghosh et al. [11] so izvedli ločen poizkus
za vsak dan znotraj posameznega dela. Za vsak dan so podatkovno množico
naključno razdelili v učno (60 %), validacijsko (20 %) in testno množico
(20 %). V naših poizkusih obravnavamo tri dneve znotraj tretje seje, pri
čemer uporabimo enako porazdelitev podatkov v učno, validacijsko in testno
množico.
Evalvacija algoritmov na cenzuriranih podatkih je težavna, saj ne po-
znamo zmagovalne ponudbe v vseh primerih. Več raziskovalcev [5, 10, 12]
je to težavo pri uporabi iPinYou podatkov rešilo tako, da so izmed vseh po-
datkov izbrali zgolj podmnožico zmagovalnih primerov. Na tej podmnožici
podatkov so nato simulirali strategijo draženja in tako generirali sintetično
podatkovno množico s cenzuriranimi ponudbami. Na ta način za vsak pri-
mer poznajo dejansko najvǐsjo ponudbo, kar omogoča evalvacijo napovedi
na vseh podatkih. Pomanjkljivost takega pristopa je, da ne uporablja vseh
podatkov in spremeni resnično porazdelitev podatkov. Zaradi omenjenega
razloga Ghosh et al. [11] predlagajo uporabo celotne množice podatkov in
metrike ANLP, ki omogoča evalvacijo na primerih zmage in poraza.
4.1.3 Filtriranje podatkov
Iz porazdelitve ponudb na Sliki 4.1, za Zemantino podatkovno množico, lahko
razberemo, da ima večina ponudb zelo nizko ceno. Kljub temu se pojavljajo
tudi ponudbe večje od $1, kar je lahko problematično za optimizacijo algo-
ritma DLF. Za optimizacijo slednjega je namreč vsak učni primer (x, b, y)
razvit v zaporedje primerov, pri čemer je vektor značilk x vse skozi enak.
Spreminja se le vǐsina ponudbe b, pripeta vektorju x, in sicer od 0 do b s
korakom $0,01. Ob visokih vrednostih ponudbe b je ta sekvenca lahko zelo
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Slika 4.1: Histogram porazdelitve ponudb.
dolga, kar izdatno poveča čas učenja. Zaradi tega smo v svoje eksperimente
uvedli filtriranje podatkov in z njim odstranili vse primere, za katere velja
b > $5. Takšnih primerov je v podatkih zgolj približno 0,3 % (Tabela 4.1).
Brez filtiranja S filtriranjem
Število primerov 59.604.817 59.449.716
Tabela 4.1: Število primerov po filtriranju s filtrom b < 5 $. Filtrirane
primere v naslednjem koraku naključno podvzorčimo.
4.1.4 Naključno podvzorčenje
Podatki, pridobljeni iz sodelovanja na spletnih dražbah, so običajno zelo ne-
uravnoteženi. Podatkovna množica, ki jo je zagotovilo podjetje Zemanta,
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vsebuje približno 2 % pozitivnih primerov (zmage, manǰsinski razred), vsi
ostali primeri so negativni (porazi, večinski razred). Rezultati učenja na tako
neuravnoteženih podatkih so običajno pristranski zaradi prevelikega prilega-
nja večinskim primerom. To težavo rešujemo s spreminjanjem števila pri-
merov posameznega razreda v naših podatkih. Pri tem nam velika količina
razpoložljivih podatkov dopušča možnost naključnega podvzorčenja (angl.
random undersampling oziroma subsampling). Naključno podvzorčenje je
postopek, pri katerem se zmanǰsuje število primerov večinskega razreda.
Po končanem postopku naključnega podvzorčenja na Zemantinih podat-
kih je razmerje med pozitivnimi in negativnimi primeri v učni množici 1 : 9.
Razmerja pozitivnih in negativnih primerov v validacijski in testni množici
ne spreminjamo.
4.1.5 Prilagojen format podatkov LIBSVM
Večina značilk v spletnem oglaševanju je kategoričnega tipa z velikim številom
različnih vrednosti. Običajno kategorične značilke pretvorimo v več binarnih
značilk (angl. one-hot encoding). Število nastalih binarnih značilk je enako
številu različnih vrednosti, ki jih kategorična značilka zavzame. Velja tudi,
da ima za vsako kategorično značilko vrednost 1 samo ena izmed nastalih
binarnih značilk. Rezultat pretvorbe vseh kategoričnih značilk v binarne je
velik in redek vektor značilk x.
V praksi se zaradi tega pogosto uporablja format podatkov LIBSVM po-
datkov, kjer za vsako kategorično značilko hranimo samo oznako (indeks)
tiste binarne značilke, ki ima vrednost 1. Za numerične značilke hranimo
dejansko vrednost. Vsak primer tako shranimo v obliki:
<y>,<ind_1>:<val_1>,<ind_2>:<val_2>,...,<ind_n>:<val_n>,
kjer se vsaka vrstica začne z izidom dražbe y. Nato sledijo indeksi <ind_n>
ne-ničelnih binarnih značilk in vrednosti <val_n>, ki jih zavzamejo.
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V našem primeru so vse značilke x kategoričnega tipa, z izjemo vǐsine od-
dane ponudbe b, ki je numeričnega tipa. Zaradi tega so vse vrednosti <val_n>
v formatu LIBSVM enake 1. V magistrskem delu uporabljamo optimizirano
izpeljanko formata LIBSVM, v katerem hranimo zgolj indekse ne-ničelnih
binarnih značilk. Dodatno hranimo tudi informacijo o vǐsini ponudbe b. Pri-
lagojena verzija formata LIBSVM, ki jo uporabljamo v našem primeru, je
tako:
<y>,<b>,<ind_1>,<ind_2>,...,<ind_n>.
Zaradi uporabe lastne implementacije vseh algoritmov v programskem ogrod-
ju PyTorch1 smo lahko format LIBSVM in obliko vhodnih podatkov za po-
samezen algoritem poljubno prilagodili. Implementacijski detajli so podani
v Prilogi A.1.
4.2 Učenje
V tem podpoglavju bomo predstavili podrobnosti učenja algoritmov. Za
učenje smo uporabili podatkovne množice predstavljene v Podpoglavju 4.1.
4.2.1 Minimizacija izgubne funkcije
V preteklih letih je bilo razvitih veliko učinkovitih algoritmov za stohastični
gradientni spust, kot na primer Nesterov pospešeni gradientni spust, Ada-
grad, Adadelta, RMSprop in Adam [28]. V tem delu smo za optimizacijo
parametrov algoritmov izbrali optimizacijsko metodo Adam [29]. Slednja
je znana po svoji robustnosti, kar je bil tudi naš glavni razlog za njeno iz-
biro. Algoritem Adam nadomešča klasični stohastični gradientni spust, ki
uporablja vnaprej določeno stopnjo učenja α (angl. learning rate) za vse
parametre algoritma. Nasprotno klasičnemu načinu, algoritem Adam hrani
individualno stopnjo učenja za vsako utež in jo skozi iteracije učenja tudi
1https://pytorch.org/
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ustrezno prilagaja. Prilagajanje stopnje učenja za posamezno utež se izvaja
na podlagi izračuna prvega in drugega momenta gradienta. Uporaba opti-
mizacijske metode Adam zmanǰsa pomembnost začetne nastavitve stopnje
učenja α.
Za izračun gradientov se dandanes uporabljajo programska ogrodja za
avtomatsko odvajanje. Slednja omogočajo avtomatsko numerično odvajanje
funkcij, ki jih definiramo v programski kodi. Avtomatsko odvajanje je široko
področje, o katerem lahko bralec več izve v literaturi [30, 31].
4.2.2 L2 regularizacija
Dlje kot poteka učenje uteži, bolj so le-te prilagojene učnim podatkom in bolj
ekstremne vrednosti zavzamejo. Z naraščanjem vrednosti uteži postajajo na-
povedi bolj nestabilne, kar posledično pomeni velike spremembe napoveda-
nih vrednosti že pri majhni spremembi vhodnih podatkov (visoka varianca
in nizka pristranskost). Slednje je lahko znak prevelikega prileganja učnim
podatkom. Preveč prilagojen model bo najverjetneje slabo deloval na novih
podatkih. V izogib prevelikemu prileganju uteži uporabljajmo regularizacij-
ske funkcije. Regularizacija je dodatna kazen, ki se prǐsteje k funkciji izgube.
V tem delu za regularizacijo parametrov w algoritmov uporabljamo Evklid-
sko normo. Definirana je kot:
‖w‖ =
(
(|w1|)2 + (|w2|)2 + · · ·+ (|wn|)2
) 1
2 . (4.1)
Tako regularizirani model je bolj splošen in deluje bolje na testni množici
podatkov.
4.3 Mere za vrednotenje uspešnosti metod
Napovedovanje gostote verjetnosti ponudb smo ocenjevali na podlagi dveh
metrik. Prva je metrika ANLP (angl. average negative log probability), druga
pa je Kullback-Leiblerjeva divergenca, ki jo uporabljamo za primerjavo na-
povedanih gostot verjetnosti z referenčnimi. V prilogi te magistrske naloge
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so podani tudi rezultati za metriki prečne entropije in AUC, ki ju poznamo
iz klasičnega strojnega učenja, medtem ko sta metriki ANLP in Kullback-
Leiblerjeva divergenca specifični za to domeno.
4.3.1 Povprečna negativna logaritemska verjetnostna
napaka
V literaturi je mera ANLP pogosto uporabljena za ocenjevanje uspešnosti
metod, ki napovedujejo gostote verjetnosti ponudb na dražbah [10, 11, 12].
Definirana je kot:








log (P (W q ≥ bq)) ,
(4.2)
kjer je P (W q = bq) verjetje za ponudbo bq in P (W q ≥ bq) verjetnost poraza
pri ponudbi bq. Dzmage predstavlja množico vseh dražb na katerih smo zmagali
in Dporazi množico vseh izgubljenih dražb, torej velja |Dzmage|+ |Dporazi| = n.
Potrebno je poudariti, da v procesu učenja algoritmov MCNet in DLF
izračunavamo verjetje (angl. probability density function, PDF) dane po-
nudbe za zmagovalne dražbe in verjetnost (angl. cumulative distribution
function, CDF) poraza za izgubljene dražbe. Z namenom, da tudi verjetje
zmagovalne ponudbe obravnavamo kot verjetnost, Ghosh et al. [11] predla-
gajo uporabo kvantizacijskega trika [32] za pretvorbo zvezne verjetnostne go-
stote ponudbW v diskretno. Sledi da jeWkoš = l, če veljaW ∈ [l−0,5, l+0,5],
kjer je koš oznaka za interval ponudb. Tako za zmagovalne dražbe Dzmage s
ponudbo b izračunamo kvantizirano verjetnost zmage kot:
P (Wkoš = b) = P (W ≤ b+ 0,5)− P (W ≤ b− 0,5). (4.3)
Iz tega sledi, da je verjetnost poraza za izgubljene dražbe Dporazi pri ponudbi
b enaka:
P (Wkoš ≥ b) = 1− P (W ≤ b− 0,5). (4.4)
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Po uporabi kvantizacijskega trika, je metrika ANLP definirana kot:









log (P (W qkoš ≥ b
q)) ,
(4.5)
Takšna definicija izračuna metrike ANLP nam omogoča konsistentno pri-
merjavo vseh preizkušenih algoritmov ne glede na to, ali so njihove napovedi
zvezne ali diskretne gostote verjetnosti. Za Zemantino podatkovno množico
predstavlja interval ±0,5 polovico centa amerǐskega dolarja, za podatkovno
množico iPinYou, pa ta interval predstavlja polovico FEN -a, kitajske valute
Renmibi.
4.3.2 Grajenje referenčnih gostot verjetnosti
Najbolj intuitiven način ocenjevanja napovedi je primerjava napovedanih go-
stot verjetnosti s pravimi. Zaradi cenzure podatkov pa se pojavi problem, saj
pravih gostot verjetnosti ne poznamo. To je bila glavna motivacija za razvoj
metode, ki na podlagi velike količine učnih podatkov pridobi približek prave
gostote verjetnosti za posamezen primer. Apriorna omejitev tega pristopa je,
da lahko aproksimira zgolj referenčne gostote za manǰse skupine primerov,
ki se dovolj pogosto pojavljajo v učni množici.
Za grajenje referenčnih gostot verjetnosti potrebujemo prave podatke o
tržni ceni posameznega prikaza. Ker to poznamo samo v primeru zmage na
dražbi, se omejimo zgolj na ta del učne množice. Izbran del učne množice raz-
delimo na skupine, ki si delijo podobne lastnosti (imajo podobno gostoto ver-
jetnosti). Na podlagi domenskega znanja iz področja spletnega oglaševanja
in poznavanja učnih podatkov smo določili množico značilk (exchange, pu-
blisher, tag id in country), po katerih smo razdelili primere v ločene skupine
(združevanja glede na vrednost značilke, angl. group by). Znotraj posamezne
skupine se pojavljajo specifični vzorci licitiranja in porazdelitve ponudb, ki
jih uporabimo za primerjavo z napovedanimi. Vsaka skupina je opisana s
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četverico vrednosti, ki jih izbrane značilke zavzamejo, pri čemer posamezno
četverico imenujemo kombinacija vrednosti značilk.
V naslednjem koraku ločujemo med dvema načinoma izbire kombinacije
vrednosti značilk, za katera nato generiramo referenčne gostote verjetnosti
in jih primerjamo z napovedmi za isto kombinacijo v testni množici:
1. Najbolj pogoste kombinacije: Izmed vseh skupin izberemo tiste, ki
vsebujejo več kot 200 primerov.
2. Naključne kombinacije: Izmed vseh skupin izberemo tiste, ki vse-
bujejo več kot 20 primerov. Izmed vseh teh nato naključno izberemo
50 kombinacij vrednosti značilk, na katerih nato preizkusimo izbrane
pristope.
Za vsako izmed skupin (definirano s kombinacijo vrednosti značilk) nato
izračunamo histogram verjetnosti oddanih ponudb. Dobljen histogram pred-
stavlja referenčno diskretno gostoto verjetnosti ponudb za dano kombinacijo
vrednosti značilk. Na podlagi Kullback-Leiblerjeve divergence nato merimo
razliko med referenčno diskretno gostoto verjetnosti in napovedmi naših pri-
stopov v teh točkah.
Točke histograma z uporabo lokalno utežene regresije (LOWESS) poveže-
mo v gladko (referenčno) krivuljo in izračunamo intervala zaupanja za dano
aproksimacijo točk (Slika 4.2). Referenčno krivuljo uporabljamo za vizualno
primerjavo z napovedanimi gostotami verjetnosti.
4.3.3 Kullback–Leibler
Divergenca Kullback–Leibler [33], ki jo označujemo z DKL, je standardna sta-
tistična mera razlike med dvema gostotama verjetnosti. Z izračunom mere
DKL dobimo številčno oceno, ki nam pove, kako se napovedana gostota ver-
jetnosti razlikuje od referenčne. Bolj natančno, v teoriji informacij, nam
vrednost DKL pove, koliko dodatnih bitov informacije potrebujemo za opis
gostote verjetnosti Q v primerjavi s P . Za diskretne gostote verjetnosti jo
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Slika 4.2: Primer delovanja lokalno utežene regresije LOWESS.
izračunamo po enačbi:









pri čemer je P referenčna diskretna gostota verjetnosti in Q napovedana
diskretna gostota verjetnosti.
4.4 Strojna oprema
Vsi eksperimenti so bili izvedeni na superračunalniku HPC Maister. Slednji
je eden izmed superračunalnikov, ki so za raziskovalne namene dostopni zno-
traj projekta HPC RIVR2. Glavni cilj tega projekta je krepitev nacionalnih
visokozmogljivih računskih kapacitet za potrebe slovenskega raziskovalno-
inovacijskega in gospodarskega prostora.
Struktura gruče HPC Maister je sestavljena iz prijavnih in delovnih vo-
zlǐsč. Do prijavnega vozlǐsča dostopamo preko protokola ssh. Po uspešni po-
2https://www.hpc-rivr.si/
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vezavi na prijavno vozlǐsče nato preko SLURM 3 (sistem za urejanje čakalnih
vrst in upravljanje virov) pošiljamo naloge na delovna vozlǐsča. Izmed de-
lovnih vozlǐsč so za nas najpomembneǰsa tista, ki razpolagajo z zmogljivimi
grafični karticami, na primer NVIDIA V100 TENSOR CORE GPU. Upo-
raba grafičnih kartic nam v kombinaciji s programskim ogrodjem PyTorch
omogoča paralelizacijo matričnih izračunov v procesu optimizacije uteži ne-
vronskih mrež, kar znatno zmanǰsa čas učenja algoritmov. Upoštevajoč ogro-
mne količine podatkov, s katerimi imamo opravka na področju spletnega
oglaševanje, je uporaba grafičnih kartic praktično nujna. Več detajlov o upo-




V tem poglavju predstavimo rezultate algoritmov, ki smo jih naučili na Ze-
mantini in iPinYou podatkovni množici. Izbrane algoritme smo medsebojno
primerjali na podlagi metrike ANLP in vrednosti divergence Kullback-Leibler
med napovedanimi in referenčnimi gostotami verjetnosti. Rezultate na iPi-
nYou podatkovni množici smo primerjali z rezultati v relevantni literaturi.
Za vsak eksperiment smo naredili 5 ponovitev in na podlagi teh izračunali
povprečno vrednost ter standardni odklon obeh metrik.
Za vse eksperimente smo izračunali tudi vrednosti metrike, prečne entro-
pije in AUC, katere lahko bralec najde v Prilogah B.1 in B.2.
5.1 Parametri uporabljenih algoritmov
V eksperimentih smo preizkusili dve različni verziji algoritma MCNet, al-
goritem DLF in točkovni pristop napovedovanja verjetnosti zmage z algo-
ritmoma FM in DeepFM. Vse algoritme smo optimizirali z optimizacijsko
metodo Adam [29]. Algoritma (MCNet in DLF) smo optimizirali glede na
funkcijo izgube ANLP (enačba 3.19), medtem ko smo algoritma FM in Dee-
pFM optimizirali za izgubno funkcijo prečne entropije (enačba 3.40).
Preizkušeni različici algoritma MCNet imata več skupnih lastnosti, ki so
povzete v Tabeli 5.1. Razlikujeta se le v številu skritih nivojev, od koder
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tudi ime posamezne različice:
• MCNet shallow: en skriti nivo velikosti 64,








Tabela 5.1: Parametri različic algortima MCNet.
Pristranskosti (angl. bias) izhodnih nivojev nevronov, ki napovedujeta pri-
čakovano vrednost µ in varianco σ posamezne komponente, smo inicializirali
glede na srednjo vrednost in varianco oddanih ponudb v učni množici podat-
kov.
Algoritem DLF zahteva razdelitev vseh možnih vrednosti ponudbe na dis-







Tabela 5.2: Parametri algoritma DLF cent.
na 1 cent. Vsak učni primer smo tako razvili v zaporedje vrednosti, kjer se
5.2. ŠTEVILO PORAZDELITEV V MEŠANICI (ALGORITEM MCNET)45
vektor značilk x ponavlja, vǐsina ponudbe pa se je spreminjala od $0 do ma-
ksimalne vrednosti, s korakom $0,01 (1 cent). Ostali parametri algoritma
DLF cent so podani v Tabeli 5.2.
Algoritma FM in DeepFM si delita enake parametre, ki so podani v Ta-
beli 5.3. Nevronska komponenta algoritma DeepFM ima pet skritih nivojev







Tabela 5.3: Parametri algoritmov FM in DeepFM.
5.2 Število porazdelitev v mešanici (algori-
tem MCNet)
Algoritem MCNet na izhodnem nivoju napoveduje parametre mešanice Ga-
ussovih porazdelitev. Za iskanje optimalnega števila porazdelitev v mešanici
smo izvedli poizkus (na Zemantini podatkovni množici), kjer smo število po-
razdelitev v mešanici spreminjali od 1 do 5 s korakom 1, poleg tega smo
preizkusili tudi vrednosti 10 in 20. Na podlagi dobljenih rezultatov (Sliki 5.1
in 5.2) smo za vse nadaljnje eksperimente uporabili algoritem MCNet s 4
porazdelitvami. Pri tej vrednosti smo dobili najbolǰsi rezultat, 0,962, za me-
triko DKL in 0,11 za metriko ANLP. Vrednost slednje je sicer bolǰsa pri 10
porazdelitvah v mešanici (0,108), vendar so razlike zanemarljive.
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Slika 5.1: Vrednost metrike ANLP v odvisnosti od števila Gaussovih po-
razdelitev.





















Slika 5.2: Vrednost metrike DKL v odvisnosti od števila Gaussovih poraz-
delitev.
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5.3 Zemantina podatkovna množica
Rezultati medsebojne primerjave pristopov so podani v Tabeli 5.4. Glede na
metriko ANLP najbolǰse rezultate dosega algoritem DLF cent. Primerljive
rezultate smo dobili tudi za pristopa MCNet deep/shallow, katerih vrednosti
metrike ANLP so bile le za odtenek slabše. Razlog za dobre rezultate algo-
ritma DLF bi lahko bila njegova specifična lastnost, ki mu omogoča mode-
liranje gostote verjetnosti popolnoma poljubne oblike. To pomeni, da lahko
dodeli večjo verjetnost za ozko območje ponudb, ki so zelo blizu zmago-
valne. V primerjavi z algoritmom DLF, algoritem MCNet s 4 porazdelitvami
v mešanici, ne more napovedovati popolnoma poljubnih gostot verjetnosti,
zaradi česar bi lahko bila napovedana verjetnost za ozko območje ponudb
nižja. Preostala dva pristopa, FM in DeepFM, sta delovala precej slabše in
sta dosegla (do skoraj trikrat) vǐsje vrednosti metrike ANLP.
Pristop ANLP Čas učenja [s] Čas napovedi [ms]
MCNet deep 0,109 ± 0,003 5.975 0,395 (0,395)
MCNet shallow 0,111 ± 0,002 4.099 0,322 (0,322)
FM* 0,181 ± 0,002 4.690 0,382 (38,2)
DeepFM* 0,301 ± 0,003 6.770 0,458 (45,8)
DLF cent 0,106 ± 0,002 26.942 0,797 (0,797)
Tabela 5.4: Primerjava napake ANLP, časa učenja in časa napovedi pre-
izkušenih pristopov. Pri vseh metrikah manǰsa vrednost pomeni bolǰsi re-
zultat. Čas učenja je podan za en prehod skozi celotne podatke. Čas napo-
vedi predstavlja povprečen čas napovedi za en primer iz testne množice. Z
zvezdico so označeni algoritmi, ki ne napovedujejo gostote verjetnosti (na-
povedujejo verjetnost zmage na dražbi pri dani vrednosti ponudbe). Za čas
napovedi je v oklepajih podan tudi skupen čas, ki je potreben za napoved
celotne gostote verjetnosti.
Poleg metrike ANLP smo v vseh primerih merili tudi čas učenja in pov-
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prečen čas napovedi za posamezen testni primer. Najmanǰsi čas napovedi
smo dosegli z algoritmom MCNet shallow, primerljive hitrosti je bil tudi al-
goritem MCNet deep, kar ni presenetljivo, saj gre za isti algoritem z več
skritimi nivoji.
Pristopa označena z zvezdico v Tabeli 5.4 sta naredila točkovne napovedi
verjetnosti zmage pri dani vǐsini ponudbe. Za celotno gostoto verjetnosti
(na primer, da nas zanima porazdelitev za ponudbe od $0 do $1 na cent
natančno) smo v tem primeru naredili 100 napovedi, po eno za vsak cent.
Tako moramo za pristopa FM in DeepFM čas napovedi za posamezen pri-
mer pomnožiti s faktorjem 100. Vsi ostali algoritmi so napovedovali celotno
gostoto verjetnosti, kar pomeni, da smo za vsak primer potrebovali zgolj eno
napoved. Dejanske vrednosti za čas napovedi celotne gostote verjetnosti so
podane v oklepajih.
Napovedi pristopov, ki so osnovani na podlagi algoritma MCNet, so po
definiciji gladke krivulje in ne zahtevajo dodatnega glajenja napovedi. To pa
ne drži za pristopa FM in DeepFM. Napovedi teh dveh algoritmov so pogosto
žagaste oblike, zaradi česar je potrebno dodatno glajenje napovedi, kar še
poveča časovno zahtevnost teh algoritmov. V tem magistrskem delu smo
napovedi algoritmov FM in DeepFM gladili s filtrom drsečega povprečenja z
oknom velikosti 10 točk.
5.3.1 Primerjava algoritmov na podlagi referenčnih go-
stot verjetnosti
V Tabeli 5.5 so prikazane vrednosti Kullback-Leiblerjeve divergence (DKL)
med napovedanimi in referenčnimi gostotami verjetnosti za vse preizkušene
pristope. Poročamo divergenco za najbolj pogoste kombinacije v učni množici
podatkov, ki se pojavijo tudi v testni množici. Hkrati poročamo tudi diver-
genco za naključne kombinacije značilk iz učne množice, ki se pojavijo v
testni množici. Za slednje je značilno, da je njihova pojavnost v učni množici
manǰsa. Cilj vrednotenja na naključnih kombinacijah je, da ne določamo
najbolǰsega pristopa zgolj glede na rezultate na najbolj pogostih primerih,
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Pristop Pogoste Naključne
MCNet deep* 1,154 ± 0,081 1,591 ± 0,289
MCNet shallow* 1,045 ± 0,161 2,108 ± 0,562
FM 1,738 ± 0,020 2,741 ± 0,977
DeepFM 5,838 ± 0,218 7,283 ± 0,465
DLF cent* 2,308 ± 0,288 3,357 ± 0,711
Tabela 5.5: Primerjava vrednosti DKL preizkušenih pristopov. Manǰsa vre-
dnost metrike pomeni bolǰsi rezultat. Primerjava je osnovana na grajenju
referenčnih gostot verjetnosti (Podpoglavje 4.3.2), in sicer na najbolj pogo-
stih reprezentativnih primerih iz učne množice in na naključnih primerih iz
učne množice.
saj bi to lahko vodilo do prevelikega prileganja.
Glede na DKL na najbolj pogostih kombinacijah sta najbolǰse rezultate
dosegla algoritma MCNet deep in MCNet shallow. Na naključnih kombina-
cijah je globoka verzija algoritma dosegla za 0,215 bolǰsi rezultat od nizke
izpeljanke algoritma, pri čemer je bila negotovost napovedi bistveno manǰsa
za globoko verzijo algoritma. Na Slikah 5.3 in 5.4 so prikazane napovedi go-
stote verjetnosti algoritmov za 2 najbolj pogosti kombinaciji v učni množici.
Napovedi algoritmov MCNet shallow in MCNet deep na pogostih kombina-
cijah so podobne, kar se sklada z vrednostmi DKL (več primerov je podanih v
prilogi B.1). Večje odstopanje metrike divergence za algoritem MCNet med
pogostimi in naključnimi kombinacijami bi lahko nakazovalo preveliko pri-
leganje tega algoritma na učno množico oziroma na pogoste primere v učni
množici.
Dobre rezultate smo dosegli tudi z algoritmom FM, ki je na pogostih kom-
binacijah, glede na metriko DKL, napovedoval bolj natančno od algoritma
DLF. Iz vizualizacij napovedi (Sliki 5.3 in 5.4) opazimo, da se napovedi al-
goritma FM na nekaterih primerih približajo referenčni gostoti verjetnosti,
medtem ko na nekaterih drugih algoritem popolnoma zgreši z napovedjo.
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Iz vizualne primerjave napovedi bi lahko sklepali, da so napovedi algoritma
DLF na pogostih kombinacijah bolj natančne (od algoritma FM), vendar pri
določenih vrednostih ponudb zavzemajo ekstremne vrednosti, kar bi lahko
bil razlog za slabšo vrednost metrike DKL v primerjavi z algoritmom FM.
Omenjene ekstremne vrednosti bi bile lahko tudi razlog, da algoritem DLF
dosega najbolǰse rezultate glede na metriko ANLP. Iz tega stalǐsča metrika
ANLP ni optimalna mera za ocenjevanje kvalitete napovedanih gostot ver-
jetnosti ponudb, saj daje preveliko težo ozkemu področju ponudb, ki so zelo
blizu zmagovalne. Za ostale vǐsine ponudb, ki se od zmagovalne ponudbe bolj
razlikujejo, je lahko napoved bistveno slabša, vendar metrika ANLP tega ne
upošteva. Take napovedi v samem postopku izbire optimalne vǐsine ponudbe
niso idealne, saj imamo v napovedih velike skoke verjetnosti.
Tudi medsebojna primerjava napovedi algoritmov DLF cent in MCNet
deep, kaže na to, da so napovedi MCNet pristopa bolj gladke in v splošnem
bolje sledijo referenčni gostoti verjetnosti.
Glede na metriko DKL so rezultati algoritma DeepFM najslabši praktično
v vseh primerih, razlog za to bi lahko bilo preveliko prileganje na učne po-
datke in optimizacija za izgubno funkcijo prečne entropije.
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Slika 5.3: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj prve najbolj pogoste
kombinacije v Zemantini podatkovni množici.
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Slika 5.4: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj druge najbolj pogoste
kombinacije v Zemantini podatkovni množici.
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5.4 iPinYou podatkovna množica
V tem podpoglavju obravnavamo rezultate algoritmov, ki smo jih preizkusili
na iPinYou podatkovni množici. V Ghosh et al. [11] so za omenjeno podat-
kovno množico ovrednotili algoritem MCNet (z enim skritim nivojem veliko-
sti 64) glede na metriko ANLP. V članku lahko poleg povprečne vrednosti
ANLP najdemo tudi njen standardni odklon pri 5 ponovitvah poskusov.
V Tabeli 5.6 so predstavljeni rezultati naših eksperimentov za tri dneve
znotraj Session 3 dela podatkovne množice. Kot razloženo v Podpoglav-
ju 4.1.2, smo preizkusili samo algoritma MCNet in DLF, ki napovedujeta
celotno gostoto verjetnosti. Arhitekture in parametri algoritmov so bili enaki
kot definirani v Poglavju 5.1, spremenili smo zgolj število nevronov v skritem
nivoju algoritma MCNet shallow, da je le-to enako kot v literaturi [11], torej
64. Iz Tabele 5.6 je razvidno, da so rezultati, ki so jih dobili Ghosh et
al. [11] za 25–35 % bolǰsi od rezultatov, dobljenih iz naših poizkusov za
isti algoritem (MCNet shallow). Tudi z globoko verzijo algoritma MCNet
se ne približamo njihovim rezultatom (odstopanje 15–22 %). Iz medsebojne
primerjave algoritmov MCNet shallow in MCNet deep opazimo, da več skritih
nivojev znatno izbolǰsa dobljene rezultate. Če primerjamo rezultate MCNet
pristopa iz članka [11] z rezultati naših poizkusov z algoritmom DLF, lahko
opazimo, da se v tem primeru zelo približamo njihovim rezultatom.
Odstopanje rezultatov od poročanih (za algoritma MCNet) ne moremo
pojasniti tudi po izdatni komunikaciji z avtorjem dela [11]. Pri tem je vredno
omeniti, da smo se v tem delu osredotočili predvsem na metodologijo in nismo
do potankosti optimizirali algoritmov in njihovih parametrov za specifično
podatkovno množico, kar bi lahko privedlo do bolǰsih končnih rezultatov.
Vrednosti metrike ANLP se med posameznimi datumi konkretno razli-
kujejo, kar bi bil lahko indikator dnevnih trendov, ki otežijo napovedovanje
gostote verjetnosti ponudb. Iz Tabele 5.6 je razvidno, da je vrednost metrike
ANLP občutno nižja za zadnjega izmed testiranih dni. Tudi rezultati vseh
algoritmov za ta dan so si zelo blizu skupaj, kar bi lahko bil indikator, da je
modeliranje gostote verjetnosti zmage za to podmnožico podatkov lažje.










21.10.13 2,338 ± 0,03 2,968 ± 0,080 3,088 ± 0,087 2,347 ± 0,035
22.10.13 2,576 ± 0,03 3,086 ± 0,024 3,313 ± 0,049 2,614 ± 0,036
23.10.13 0,854 ± 0,02 1,025 ± 0,043 1,274 ± 0,116 0,856 ± 0,003
Tabela 5.6: Vrednosti metrike ANLP na iPinYou podatkih za tri individu-
alne datume znotraj Session 3 dela podatkovne množice. Manǰsa vrednost
metrike pomeni bolǰsi rezultat. Najbolǰsi rezultati naših poizkusov so ozna-
čeni odebeljeno.
5.4.1 Primerjava algoritmov na podlagi referenčnih go-
stot verjetnosti
Za iPinYou podatke smo določili množico značilk (exchange, city, region),
po katerih smo razdelili primere v ločene skupine in na podlagi teh zgradili
referenčne gostote verjetnosti ponudb. Tabeli 5.7 in 5.8 vsebujeta rezultate
na najbolj pogostih in naključnih kombinacijah značilk v testni množici. Po-
novno smo najbolǰse rezultate dosegli z algoritmoma MCNet deep in MCNet
shallow tako na pogostih kombinacijah kot tudi na naključnih kombinacijah
značilk. Slednje sicer nasprotuje metriki ANLP, za katero je algoritem DLF
bistveno bolǰsi. Razlog za to bi lahko bile že omenjene ekstremne vrednosti,
ki jih algoritem DLF zavzame v ozkem področju zmagovalne ponudbe.
Vizualna primerjava napovedi algoritmov MCNet shallow in DLF, na pr-
vem izmed treh datumov (za dve pogosti kombinaciji iz učne množice po-
datkov), je podana na Slikah 5.5 in 5.6. Opazimo lahko, da algoritem DLF
modelira kompleksneǰse oblike porazdelitve v primerjavi z MCNet algorit-
moma, ki modelirata preprosteǰse porazdelitve. Vizualna primerjava potr-
juje vrednost DKL, saj napovedi algoritma DLF bistveno bolj odstopajo od
referenčne kakor napovedi algoritmov MCNet. Več vizualizacij je podanih v
Prilogi B.2.








21.10.2013 0,314 ± 0,374 0,223 ± 0,311 3,648 ± 0,145
22.10.2013 0,429 ± 0,446 0,897 ± 0,034 3,686 ± 0,267
23.10.2013 0,433 ± 0,276 0,732 ± 0,170 4,881 ± 0,137
Tabela 5.7: Vrednosti metrike DKL na pogostih kombinacijah v iPinYou
podatkih za tri individualne datume znotraj Session 3 dela podatkovne








21.10.2013 3,322 ± 0,676 3,299 ± 0,892 5,703 ± 1,448
22.10.2013 2,808 ± 0,325 2,917 ± 0,281 4,348 ± 0,755
23.10.2013 5,864 ± 0,468 5,001 ± 0,601 6,980 ± 0,462
Tabela 5.8: Vrednosti metrike DKL na naključnih kombinacijah v iPin-
You podatkih za tri individualne datume znotraj Session 3 dela podatkovne
množice. Manǰsa vrednost metrike pomeni bolǰsi rezultat.
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Slika 5.5: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj prve najbolj pogoste
kombinacije v iPinYou podatkovni množici za datum 21.10.13.
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Slika 5.6: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj druge najbolj pogoste
kombinacije v iPinYou podatkovni množici za datum 21.10.13.
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Poglavje 6
Zaključek
V magistrski nalogi smo najprej predstavili področje spletnega oglaševanja in
problem napovedovanja gostote verjetnosti ponudb na RTB dražbah. Za na-
povedovanje gostote verjetnosti ponudb se uporabljajo različni algoritmi, ki
jih v tej magistrski nalogi razdelimo na tiste, ki napovedujejo točkovno verje-
tnost zmage pri dani vǐsini ponudbe (FM in DeepFM), in tiste, ki neposredno
napovedujejo celotno gostoto verjetnosti ponudb za posamezno dražbo (MC-
Net in DLF), kar je bolje iz vidika hitrosti napovedovanja. Za učenje algo-
ritmov uporabljamo podatke iz preteklih RTB dražb, za katere je značilno,
da vsebujejo veliko značilk kategoričnega tipa. Pretvarjanje katerogričnih
značilk v enične vektorje je zelo potratno zato smo morali uporabiti format
podatkov LIBSVM. Tega optimiziramo tako, da odstranimo nepotrebne in-
formacije vsebovane v originalni različici tega formata. Naučene algoritme
nato preizkusimo na testni množici podatkov, kar pa je zaradi nepoznavanja
resničnih gostot verjetnosti zelo omejeno. V magistrskem delu zato pre-
dlagamo postopek grajenja referenčnih gostot verjetnosti na podlagi učne
množice podatkov. Slednje nam omogoča izračun Kullback-Liblerjeve di-
vergence (DKL) med referenčno in napovedano gostoto verjetnosti ponudb.
Uspešnost algoritmov ocenjujemo tudi na podlagi metrike ANLP. Metrika
DKL v primerjavi z metriko ANLP omogoča celoviteǰso primerjavo napo-
vedi skozi celotno območje možnih ponudb in se ne osredotoča zgolj na ozko
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območje, na katerem leži tržna cena prikaza. Temeljito ovrednotenje vsakega
algoritma je zelo pomembno, saj zmanǰsa stroške, povezane s pošiljanjem
slabega algoritma v A/B test.
Natančno napovedovanje gostote verjetnosti ponudb je eden izmed ključnih
predpogojev za konkurenčno sodelovanje na RTB dražbah. Izkaže se, da
so glede na obe metriki za ocenjevanje kvalitete napovedi (ANLP in DKL)
bolǰse tiste metode, ki napovedujejo celotno gostoto verjetnosti na podlagi
vhodnega vektorja značilk (MCNet in DLF). Nasprotno so napovedi algo-
ritmov, ki napovedujejo točkovno verjetnost zmage pri dani ponudbi (FM
in DeepFM) manj natančne. Točkovno napovedovanje je tudi časovno bolj
potratno, kar pa je na področju RTB-ja nezaželeno, saj imamo za odziv na
dražbo na voljo zelo malo časa. Rezultati na Zemantini podatkovni množici
kažejo, da je izbira globoke verzije algoritma MCNet najbolj splošna in na-
poveduje natančno tako za pogoste kot za redke primere v testni množici.
Rezultate na pogostih in redkih primerih iz testne množice smo ocenili glede
na dva različna načina grajenja referenčih krivulj in nadalje izračuna me-
trike DKL. Dobre rezultate dosega tudi plitva različica algoritma MCNet,
v primerjavi z globoko različico je ta časovno manj potratna (ima samo en
skriti nivo). Algoritem DLF sicer dosega najbolǰse vrednosti metrike ANLP,
vendar je glede na metriko DKL med napovedanimi in referenčnimi gosto-
tami verjetnosti ponudb občutno slabši od algoritmov MCNet. Pridobljeni
rezultati algoritma MCNet na iPinYou podatkovni množici se z odstopanjem
25–35 % približajo poročanim v delu [11]. Z algoritmom DLF se približamo
omenjenim rezultatom na 1–3 %, glede na metriko ANLP.
Nepoznavanje resničnih porazdelitev verjetnosti ponudb, kljub predlaga-
nim metrikam za ocenjevanje napovedi, zelo omejuje dejansko evalvacijo al-
goritmov. Kvaliteto napovedi predlaganih algoritmov bi bilo smiselno oceniti
z izvedbo A/B testa v realnem RTB sistemu. Z izvedbo A/B testa bi lahko
primerjali vrednosti poslovnih metrik za različne pristope, kar je iz stalǐsča
končnega cilja tudi najbolj pomembno. Hkrati bi A/B test lahko uporabili
za vrednotenje kvalitete ocenjevana algoritmov na podlagi referenčnih go-
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stot verjetnosti. V tem delu smo se osredotočili izključno na metodologijo in
zato nismo dodatno optimizirali izbora značilk in arhitekture ter parametrov
pristopov. Izbira teh je v praksi zelo pomembna, saj so lahko že majhne
izbolǰsave v napovedih na tem področju ključne.
V magistrski nalogi smo pokazali, da so algoritmi, ki napovedujejo celotno
gostoto verjetnosti zmage v odvisnosti od vǐsine ponudb, hitreǰsi in dosegajo
občutno bolǰse rezultate. To smo pokazali tako na uveljavljeni meri ANLP
kot tudi z uporabo novega načina primerjave algoritmov na podlagi zgrajenih
referenčnih gostot verjetnosti ter Kullback-Lieblerjeve divergence.
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Dodatek A
Implementacijski detajli
A.1 Sprotno nalaganje podatkov s PyTorch
V procesu učenja in napovedi izkorǐsčamo nekaj dodatnih prednosti, ki jih
Pytorch omogoča v sklopu nalaganja in procesiranja podatkov. Najprej de-
finiramo razred DatasetFM (Izvorna koda A.1), ki podeduje lastnosti ra-
zreda torch.utils.data.Dataset. To nam v nadaljevanju omogoča iz-
korǐsčanje že implementiranih funkcionalnosti, kot je na primer večprocesna
obdelava podatkov. Ob klicu instance razreda DatasetFM z izbranim inde-
ksom instanca[i] Python kliče metodo getitem . Slednja na podlagi
indeksov, ki so podani v prilagojenem formatu LIBSVM, ustvari ničelni vek-
tor z enicami na indeksiranih mestih. Tako za vsak paket (angl. batch) sproti
gradimo polne vektorje, ki služijo kot vhodni podatek za izbran algoritem.
Za sprotno pripravo podatkov, ki jih v paketih sproti pošiljamo v al-
goritem, smo uporabili objekt DataLoader1. Ta uporablja implementiran
generator podatkov DatasetFM in skrbi, da so podatki ves čas pripravljeni
za pošiljanje v algoritem. Sprotno grajenje polnih vektorjev značilk v pa-
ketih ni optimalno, vendar je za potrebe te magistrske naloge dovolj dobro
in hkrati veliko bolj učinkovito kot enkratna pretvorba celotne podatkovne
množice v goste vektorje binarnih značilk. Opisan postopek za sprotno gene-
1https://pytorch.org/docs/stable/data.html
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Izvorna koda A.1: Razred DatasetFM
class DatasetFM(Dataset ):
def __init__(self , X, y, n_znacilk ):
self.X = X[:, 1:]. long()
self.y = y.long()
self.b = X[:, 0]. double ()
self.n_znacilk = n_znacilk




x = torch.zeros ((self.n_znacilk ))
x[feature_index_vector] = 1.0
return x, y, bid_price
riranje podatkov odpravlja morebitna ozka grla, ki bi se na tem mestu lahko
pojavila.
A.2 Izvajanje eksperimentov na HPC
Pred pošiljanjem nalog preko vmesnika SLURM moramo pripraviti vsebnik
Docker, znotraj katerega bomo izvajali poizkuse. Vsebnik mora vsebovati
vse knjižnice in programske pakete, ki potrebujemo za izvedbo poizkusov.
Poljubno lahko v vsebnik dodamo tudi izvorno kodo in podatkovne množice
katere uporabljamo, vendar se zaradi fleksibilnosti izvajanja poskusov za to
nismo odločili. Izvorno kodo in podatke hranimo v ločenih imenikih zno-
traj prijavnega vozlǐsča. Naslove teh imenikov v nadaljevanju povežemo na
naslove znotraj našega vsebnika.
V naslednjem koraku za zagon poslov na delovnih vozlǐsčih oblikujemo
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zagonsko skripto oz. nalogo (Izvorna koda A.2). V skripti najprej definiramo
parametre, ki definirajo računske kapacitete, ki jih potrebujemo, in meta-
podatke o poizkusu. Parametri so sledeči:
• job-name: ime naloge,
• output : naslov datoteke, ki bo služila kot standardni izhod,
• ntask : število nalog,
• time: čas, za katerega bomo rezervirali izbrane računske kapacitete,
• cpus : število procesorjev,
• mem-per-cpu: količina pomilnika na cpu,
• partition: izbrana particija,
• gpu: število grafičnih kartic.
Po definiciji parametrov sledi ukaz oziroma naloga, ki jo želimo izvesti zno-
traj našega vsebnika. Za zagon skripte main.py znotraj našega vsebnika
uporabimo ukaz:
singularity exec [nastavitve exec ...] <vsebnik> <ukaz>.
Singularity2 je, podobno kot Docker, rešitev, ki podpira delovanje vsebnikov,
vendar je, zaradi večje varnosti, bolj primerna za uporabo na HPC siste-
mih. Popolnoma je kompatibilna z vmesniki zgrajenimi v Docker -ju. Zno-
traj ukaza singularity exec definiramo vse povezave imenikov iz prijav-
nega vozlǐsča na naslove znotraj vmesnika z ukazom bind. Nato definiramo
prevajalnik, skripto in pripadajoče parametre, vezane na sam eksperiment.
2https://sylabs.io/docs/
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Izvorna koda A.2: Zagonska skripta za zagon poslov na HPC Maister
#!/bin/bash
#SBATCH --job -name=zem_fm
#SBATCH --output =./ logs/zemanta_fm.txt
#SBATCH --ntasks =1
#SBATCH --time =0 -01:00:00
#SBATCH --cpus -per -task=1





-B ./data/pytorch :/user/data/pytorch_format \
-B ./ tensorboard_logging :/user/runs \
-B ./code/src:/user/src \
./ images/maister_image_plotting.sif \
python -u /user/src/main.py \
--data -path /user/data/raw \
--dataset zemanta \
--data -size 1000000 \
--batch -size 1024 \
--features znacilka1 znacilka2 ... \








Dodatni rezultati in grafi
B.1 Zemantini podatki
Iz Tabele B.1 lahko vidimo, da smo najbolǰse vrednosti prečne entropije
dosegli z MCNet pristopoma, kljub temu da sta le-ta optimizirana za metriko
ANLP. Vrednosti metrike AUC so za vse algoritme približno enake, izstopata
zgolj algoritma DeepFM (za približno 0,01 večja vrednost) in DLF cent (za
približno 0,03 manǰsa vrednost). Ponovno poudarjamo, da smo algoritme
MCNet shallow, MCNet deep in DLF cent optimizirali glede na metriko
ANLP. Slednja je tudi glavna metrika za medsebojno primerjavo algoritmov,
ne glede na to, da smo algoritma FM in DeepFM optimizirali za metriko
prečne entropije.
67
68 DODATEK B. DODATNI REZULTATI IN GRAFI
Pristop Prečna entropija AUC
MCNet deep* 0.059 ± 0.001 0.954 ± 0.001
MCNet shallow* 0.059 ± 0.001 0.953 ± 0.003
FM 0.074 ± 0.002 0.956 ± 0.001
DeepFM 0.072 ± 0.002 0.962 ± 0.001
DLF cent* 0.080 ± 0.002 0.920 ± 0.002
Tabela B.1: Metriki prečne entropije in AUC. Manǰsa vrednost metrike
prečne entropije pomeni bolǰsi rezultat in obratno za metriko AUC.
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Slika B.1: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj tretje najbolj pogoste
kombinacije v Zemantini podatkovni množici.
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Slika B.2: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj četrte najbolj pogoste
kombinacije v Zemantini podatkovni množici.
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Slika B.3: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj pete najbolj pogoste
kombinacije v Zemantini podatkovni množici.
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B.2 iPinYou podatki






























Slika B.4: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj tretje najbolj pogoste
kombinacije v iPinYou podatkovni množici za datum 21.10.13.
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Slika B.5: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj četrte najbolj pogoste
kombinacije v iPinYou podatkovni množici za datum 21.10.13.
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Slika B.6: Napovedana gostota verjetnosti in pripadajoča kumulativna go-
stota verjetnosti za naključni testni primer znotraj pete najbolj pogoste
kombinacije v iPinYou podatkovni množici za datum 21.10.13.
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