Introduction

TS
1 In modern computer science, ontology is a data model that represents knowledge within a domain (a part of the world), providing a common understanding about the type of objects and concepts that exist in the domain. The biological sciences are replete with descriptive terms, and ontologies are useful here to reach a common understanding of these terms. The explicit definition of concepts in an ontology supports the sharing and reuse of formally represented knowledge among systems [49.1] and helps people and machines to communicate semantically, and not just syntactically [49.2] .
Data mining (DM) is a part of the larger overall process of knowledge discovery; it is the process of discovering meaningful patterns in data [49.3] and as such is wholly relevant to the field of biology with the massive quantities and types of data available. Ontologies and DM work in parallel to identify and formalize knowledge -ontologies help in expressing the knowledge in a meaningful way while DM and machine learning (ML) help in extracting useful knowledge from data.
The current use of ontologies in biomedical sciences, however, is limited. The term ontology is used loosely in biomedicine and refers to a number of artifacts -such as controlled vocabularies, terminologies, and ontologies [49.4] . Ontologies have largely been used to facilitate interoperability among the various databases that contain datasets of biomedical experiments by indexing databases with standard terms to help locate and retrieve information. Ontologies have also been used for storing microarray experiment results and data; the microarray gene expression data ontology provides the common terminology and structure used for microarray experiments.
Ontologies in Bioinformatics
Gene ontology (GO) [49.4 ] is a preeminent example of the most common usage of ontologies in bioinformatics. GO provides a set of controlled, structured vocabularies to describe key domains of molecular and cellular biology and biological processes, including gene product attributes and biological sequences. 8] , which contains information about genes involved in three diseases and their mutations, health and nutrition information, and life history data. The diseases are the top three common chronic diseases in developed countries-cardiovascular disease, type2 diabetes, and obesity. These diseases are thought to be mainly caused by interactions of common factors such as genes, nutrition, and life-style. Five domainsorganism domain, molecular domain, medical domain, nutritional domain, and a biomedical informatics map exist in CDO. These five classes contain further subclasses and instances as shown in Table 49 .1. Each subclass has a set of slots which provides information about each instance and have relationships among other slots, instances, and concepts [49.16]. There are about 76 genes in the ontology. Each gene instance has diverse information associated with the gene and has relationships with other domains. The population group of the organism domain contains information on 50 different population groups; the patient group contains individual patient data.
CDO makes it possible to input information on individual patients such as symptoms, gene maps, diet, and life history details, and generate a personalized 19] discuss the knowledge available in textual documents and the efficient detection and use of this knowledge, which is a challenging task. Biologists need tools to support them in the interpretation and validation of their experiments to facilitate future experiments. The authors propose an ontology-based approach for generation of semantic annotations and information retrieval and suggest that the proposed approach can probably be extended to other massive analysis of biological events. However, the authors do not present any experimental work. The proposed work is only suitable for microarray DNA experiment data. The proposed approach uses an annotation base and relations, and in certain cases these relations can be used interchangeably by the biologists and there is a gap between system-based ontology and user-based ontology integration. To bridge the gap, biologists are required to strengthen the system-based ontologies by providing regular feedback of their ontology usage. The contextual information in the text documents is also very important in designing the ontologies in biological domain. The major problem, however, is that there are a number of text mining techniques consisting of different operators, but as yet there is no generic ontology framework for text mining in the biological domain.
Kuo, Lonie, Sonenberg, and Paizis [49.20] report on using a domain ontology-driven approach to DM using clinical data of patients undergoing treatment for chronic kidney disease. The authors acknowledge the challenges in mining such a multiple attribute dataset; the attributes in the dataset useful for DM are not apparent without domain knowledge. The reported work explores the use of medical domain ontology as a source of domain knowledge in both extracting and expressing knowledge in a useful format. Domain ontology has been used to categorize attributes in preparation for mining association rules in the data. The authors report that domain ontology driven DM can obtain more meaningful results than naive mining. However, determining the meaningfulness of the results is not an easy taska strong association rule does not guarantee a useful rule. Also, although domain ontology has been used to provide domain expert knowledge to guide the mining process, a domain expert is still required to gauge the usefulness of the rules/results.
Data Mining Specific Ontologies
In this section, we present some recent work in ontologies for the DM domain.
Diamantini, Potena, and Storti [49.21] discuss the highly complex, iterative, and interactive, goal-driven and domain-dependent nature of the knowledge discovery in databases (KDD) and the DM process. The effective design of KDD process, the continuous development of new algorithms, their many characteristics, and the applicability to different kinds of data are all considered and the authors discuss issues in designing a successful knowledge discovery process. The main contribution of the work is the design of KDDONTO, an ontology for supporting both the discovery of suitable KDD algorithms and the composition of the KDD process. An ontology building methodology has been proposed with the justification that previously proposed methodologies for ontology design were mainly borrowed from the software engineering field. There are a number of similarities between software engineering and ontology fields but the goals are totally different. For instance, the goal of software engineering is the development of implementable classes while the knowledge engineer looks for the formal representation of the domain. The proposed methodology satisfies the quality requirements of the formal ontology such as coherence, clarity, extensibility, minimization of encoding bias, and minimization of ontological commitment. For KDDONTO implementation, the authors have chosen the OWL-DL language. However, there are some issues yet to be resolved due to the expressive semantics re- The existing limitation of the work is that the KDD process composition using the proposed methodology is not automatic. However, authors plan to report the semi-automatic process composition in the future. In order to help data miners consider the vast design space of possible processes thoroughly, Bernstein, Provost, and Hill [49.22] present an intelligent discovery assistant (IDA) that works with an explicit ontology of DM techniques to navigate space and present the user with a systematic enumeration of valid DM processes. IDA considers the characteristics of the data, the desired results, and works with the ontology to search for and enumerate valid plans to achieve the desired results. The processes may be ranked on criteria such as speed, accuracy, model comprehensibility, etc. The strength of the work is that the authors discuss how the proposed IDA tool can play an important role in knowledge sharing in the team of data miners. However, there are a few limitations in the work such as the fact that IDA provides a large number of valid plans to choose from but does not provide assistance in recommending a combination of processes to assist the user at this stage. Furthermore, there is no indication of which particular induction algorithm will be better to choose based on heuristic knowledge. IDA also lacks the incorporation of the characteristics of a dataset, which is a very important aspect before applying any DM technique. The ontology designed in this work is lightweight and does not contain the internal structure of DM operators [49.23]. The major gap is in the identification of interesting DM processes, which we think should be the primary objective of applying any DM technique.
Based on the need for a unifying framework for DM and an as yet unfulfilled proposal to describe the hierarchies of DM operations in terms of their signatures [49.24], Panov, Dzeroski, and Soldatova [49.23] put forward the idea of a DM ontology called OntoDM for the description of the DM domain. The authors' aim is to design OntoDM with sound theoretical foundations. They argue that ontologies proposed thus far are light-weight ontologies which can be easily developed and meet the specific purpose for which they were created but do not follow good practices of ontology development. They tend to be shallow, with no rigid relations between defined entities. The DM domain, unlike other domains, requires detailed inference over data and, therefor, a rigid, heavy weight ontology is needed. In contrast to the work of Bernstein et al. [49.22] , the proposed OntoDM covers the details of basic DM entities such as data types and datasets, DM tasks, and the DM algorithm and components CE 3 . OntoDM follows the philosophy of OBI (ontology for biomedical investigations) and EXPO ontology of scientific experiments. OBI's top-level ontology BFO (basic formal ontology) is used to define upper level classes. OBO RO (relational ontology) is also used to define the semantics of the relationships between the DM entities. The methodology is developed keeping in mind the complex entities and more popular research areas such as constraint based mining. The proposed ontology consists of three main components: classes, a hierarchical structure of classes, and relations between classes. The basic entities considered are based on a framework proposed by one of the authors in a prior work. The entities describe the different orthogonal dimensions of DM, and it is the authors' intention that different combinations of these can be used to describe most of the present DM approaches CE 4 . The entities are: dataset, data type, DM tasks, generalizations, DM algorithm, and components of DM algorithms such as distance functions, kernel functions, and features. Furthermore, it provides for defining more complex entities such as constraints and DM tasks. We find that the claim that OntoDM covers all the basic entities of DM and can be used for complex DM tasks needs proof of concept and further evaluation. The rapidly growing field of DM is incorporating intense nature inspired algorithms that are different from the traditional DM approaches and algorithms. We believe that such advancement should also be covered in the proposed ontology. Furthermore, the use of previous knowledge and the sharing of information have not been covered in the proposed ontology, which is an important aspect of KDD.
In Panov, Soldatova, and Dzeroski [49.25] TS 5 the authors extend the work presented in [49.23] and present an updated version of OntoDM. The version described is updated in a number of ways. Alignment of the structure of the ontology with the top level structure of the OBI ontology introduced new entities in the ontology. For instance, the entity DM algorithm was split into three entities, each capturing a different aspect of the algorithm such as algorithm specification, algorithm implementation, and algorithm description. The set of relations used in the initial version is extended with relations defined in OBI ontology in order to express the relations between informational entities or entities CE 3 Please check that this is the intended meaning. that are realized in a process and processes. The authors have also extended the OBI classes with DM specific classes for defining complex entities such as DM scenarios and queries. However, the ontology presented is still in the early stages of development. There is a need to populate the proposed classes of DM entities with individuals and to refine the structure of OntoDM as needed in order to cover the various aspects of the DM domain.
An illustrative example of the use of ontology for DM has been provided in [49.26] , which reports on an ontology-based DM system for discovering knowledge from incomplete data and the effectiveness of ontology in knowledge management. The results of applying ontologies for DM with incomplete data in a classroom environment are reported. The limitation is that a very simple example has been used for the demonstration of ontology development. As mentioned previously, there is a strong need for ontology development for complex DM tasks and procedures.
Hilario, Kalousis, Nguyen, and Woznica [49.27] present their vision of a DM ontology designed to support meta-learning for algorithm and model selection.
The authors argue that previous research has focused on aligning experiments and performance metrics and not much work has been done on explaining observations in terms of the internal logic and mechanism of learning algorithms. The authors extended the previously proposed Rice model, which related dataset descriptions to performance of algorithms, by adding algorithm features to dataset features as a parameter of algorithm selection. The key components of an algorithm include the structure and parameters of the models produced, the cost function used to quantify the appropriateness of a model, and the optimization strategy adopted to find the model parameter values that minimize the cost function. The authors discuss the next steps for the continuation of the proposed work. The first step is to gather interested data miners and ontology engineers to consolidate the core concepts of the DM ontology proposed, and the next step is to show how DM ontology can be used to improve algorithm selection through meta learning. However, there are still some ongoing issues in the proposed work. DM research has identified other components of bias for learning algorithms in addition to those described in this paper.
Discussion and Future Work
It is generally recognized that a standardized ontology framework makes data easily available for advanced methods of analysis and artificial intelligence algorithms. In the biomedical domain, GO and the subsequent OBO consortium have been instrumental in allowing the community of scientists to speak the same language, add to the knowledge by creating annotations, and use this in drawing inferences. The interested reader is referred to a detailed review [49.28] of trends in biomedical ontologies. The potential for wider use of ontologies in bioinformatics will be realized with greater use of ML methods.
Our review also found also that the use of ontologies with DM is either in a specific domain of interest, such as bioinformatics, or in the DM domain itself. There are ongoing research efforts both in the construction of light-weight DM ontologies and in the construction of top-level DM ontologies. Neither meet the needs of the KDD community entirely. Light-weight DM ontologies meet the specific purpose they were created for but do not follow good practices of ontology development. General purpose, top-level DM ontologies are not conceived for achieving specific support requirements, like discovery of algorithms and process composition [49.21] . While such a general purpose top-level ontology is meant to be useful in supporting different activities, it ends up providing inefficient support in each CE 6 . Ontologies, with their high level of abstraction, suffer as their construction and usage have been decoupled [49.29] . We believe that a coupling or integration of these two types of ontologies will open up new grounds for potentially rich areas of research into DM ontologies. Such integration is capable of providing excellent solutions to treat complex data and sophisticated DM methods and algorithms.
In the DM domain, ontologies are used to detect patterns in data, and further to retrieve facts or information. Knowledge in the ontology may be used to deduce features from the ontology, which help modify classical feature representations. We believe more work is required in enhancing an ML model with knowledge from ontology, resulting in a richer model.
We propose to develop a wholly-integrated ontology system capable of evaluating newly discovered knowledge and evolving in a recurring, automatic manner. The integrated ontology system will be composed of Index entries on this page ML methods, ontology, and associated knowledge base.
To the best of our knowledge, there is no methodology that has dealt with these two types of ontologies in a single framework. This integration will ensure that usage will continuously add to the data and semantics of the ontology. For this to be realized a major challenge pertains to resolving the process of ontology augmentation -the knowledge, or additional facts, need to be confirmed as improving the accuracy of predictions on new data before they can be acknowledged as conceptual changes (new concepts or relationships), or as explication changes (changes to existing concepts or relationships) to the ontology [49.14]. We propose to use BGO in this exploration.
Summary
This chapter has reviewed current research in bioinformatics ontologies and found that, in general, biomedical ontologies are prolific and current ML efforts reuse existing ontologies in order to support text mining and/or other ML efforts. Research has concentrated on the solution of domain-specific problems or DM issues. We emphasize a need for a methodology that deals with the two types of ontologies in a single framework. Such an integrated solution can improve the analytical powers of modern DM systems. Our proposal for an integrated environment will also aid the coupling of construction and usage of ontologies and continued refinement, where usage will continuously add to the data and semantics of the ontology for significant advancement in computing research. Enhancement the decision-making process based on both ontology and ML is a rich and exciting area with substantial potential.
