Abstract. Data editing is essential to check the survey data for possible data problems. Outlying data values are frequently encountered in sample surveys. Consequently, in working with data, the correctness of the reported values must be verified, and if a reported value constitutes an outlier, its appropriate treatment needs to be considered. In this paper, the Iterative method for the reducing the impact of outlying data points is proposed. The novelty of the Iterative method for the reducing the impact of outliers is the following: an iterative approach for determining the outlying data points is proposed; outliers are determined considering the impact of conjoined factors; estimation of weight coefficients of the outliers and estimation of the total measurement error of the non-linear regression model is carried out.
Introduction
Nowadays there is an increasing demand of high quality, reliable and timely statistical data. Confidence in the quality of the statistical data is a matter of survival for a statistical office. Data quality results from the interaction between the attributes of the analytical data (such as its bias, precision, detection and quantitation limits, and other characteristics that together contribute to data uncertainty) and the intended use of the data [6] . Data quality effects in survey data arise from modes of collection [7] , interviewers [14] and survey design [35] . The main data quality problems with survey data are non-response problems [17] , coverage biases [9] , measurement error [2] and outliers. In sample survey data the outliers do not come alone, but are almost always "accompanied" by missing values, large data sets, sampling weights, mixture of continuous and categorical variables etc. [34] .
Outliers-data values that differ greatly from the majority of a set of data -are not a new concern [27] . Outlying data values frequently occur in sample surveys, especially in surveys measuring economic and financial phenomena. Outliers exist for the following reasons: incorrect data entry can cause data to contain extreme cases; failure to indicate codes for missing values in a dataset; the case did not come from the intended sample; the distribution of the sample for specific variables may have a more extreme distribution than normal (Statistical Solutions).
Chambers [3] classifies outliers into two groups: "representative outlier values (correctly measured sample values that are outlying relative to the rest of the sample data and for which there is no reason to believe that similar values do not exist in the non-sampled part of the survey population; non-representative outlier values (gross errors in the sample data, caused by deficiencies in survey processing (e.g. miscoding)".
Eurostat [18] . The outliers can be detected by conducting hypothesis tests, e.g. Grubb's test [15] , Dixon test [8] . Knorr et al. introduced a distance-based method to identify the outliers [20] . Spiros et al. introduce the method to detect outliers by using the multi-granularity deviation factor (MDEF) [30] . Recently, Kriegel et al. proposed the angle-based method that computes outlier scores based on the angles of the points with respect to other points [21] . However, the method can not detect outliers surrounded by other points.
Various approaches to the identification of univariate and multivariate outliers exist in the statistical literature: see, for example, Rousseeuw and van Someren [28] , Peña and Prieto [25] , Filzmoser [12] . Methods proposed for univariate outlier detection are based on (robust) estimation of location and scatter, or on quantiles of the data. A major disadvantage is that these rules are independent from the sample size. Moreover, by definition of most rules outliers are identified even for "clean" data (Filzmoser (a)). Multivariate outliers can be identified with the use of Mahalanobis distance and can also be recognized using leverage, discrepancy, and influence (Statistical Solutions). Each of these methods has strengths and weaknesses.
Penny and Jolliffe conducted a comparison study with six multivariate outlier detection methods. In particular, the methods depend on whether or not the data set is multivariate normal; on the dimension of the data set; on the type of the outliers; on the proportion of outliers in the dataset; and on the outliers' degree of contamination (outlyingness) [26] .
The multivariate aspect of the data collected in surveys makes the task of outlier identification particularly challenging. The outliers can be completely hidden in one or two dimensional views of the data [34] .
In this paper, author presents the Iterative method for the reducing the impact of outlying data points. The Iterative method aims to deal with multivariate outliers in the sample survey data. The Iterative method has not weaknesses described above. The novelty of the Iterative method for the reducing the impact of outliers is the following: an iterative approach for determining the outlying data points is proposed; outliers are determined considering the impact of conjoined factors; estimation of weight coefficients of the outliers and estimation of the total measurement error of the non-linear regression model is carried out.
The iterative method for the reducing the impact of outlying data points
Detection and treatment of values deviating extremely from other values of the data set is an old problem of statistics.
The aim of the outlier treatment is improving the estimation.
The iterative method for the reducing the impact of outlying data points described below aims to ensure statistical data quality during data pre-processing step.
The Iterative method involves a series of steps to identify outlying data points and reduce its impacts. During the first step, an indicator and a factor is selected for further analysis. The conjoined factor may be used during the analysis. During the second step, the best-fit regression model for further analysis is determined. The third step is the total estimate error of the chosen regression model measurement. The fourth step is the most extensive as it consists of four substeps. During the fourth step, firstly, potential outlier points are identified. After potential outlier points are evaluated for the reason of their existence and factual outlier points are identified. Then, the author suggests to minimize the impact of factual outliers on the results: weight ratio for the outlier data point is determined by the normal distribution law. As a result, regression's model recalculation with the corrected data is performed. The last step is validation. During the validation step, the received results should be analyzed and evaluated. If potential outliers are detected, come back to the 2 nd step and run a new Iterative method circle.
We shall take a closer look at these steps. An example of such a survey is the Community Innovation Survey. In this paper the Iterative method will be approbated using the Community Innovation x j − survey data (a factor); j = 1, k
In this example as a factor the conjoined factor is used and is calculated by the following formula:
, A z-score of 2, 33 means that we are talking about the value that is 2, 33 standard deviations from the mean. In our case, this is equivalent to 4 enterprises.
One can notice that the conjoined factor was calculated using two determinants of the size of the enterprise: the turnover and the number of employees. The question of how enterprise size relates to the ability and propensity to innovate is one of the oldest in political economy [16] . A number of studies based on innovation counts have found that small enterprises have introduced more innovations per thousand employees than larger enterprises. Small enterprises are more innovative than large enterprises, or that small enterprises are more efficient innovators than large enterprises [4] . This interpretation, however, depends on the important assumption that, on average, the value of the innovations introduced did not increase systematically with the size of the innovating enterprises [33] .
In the context of innovation surveys, the enterprise size (determined by turnover or number of employees) still is one of the main factors that has an impact on innovative performance of the enterprises.
nd step: Determine the best-fit model for further analysiŝ
y = f (A, x CE j ) -regression model (e.g.
logistic, exponent, semi-logarithmic etc.)
The best shape of the function is determined using quality evaluation criteria.
In this practical example, a logarithmic function is used.
rd step: Measure the total estimate error of the chosen regression model
Šķiltere and Danusevičs [32] developed the Iterative method for evaluating parameters of truly non-linear trend models. This method is based on least square method and gradual calculation of the model parameters [32] . This approach is used in the Iterative method for the reducing the impact of outlying data points.
For an exponent function: 2 , where
For a Pearl-Reed model:
For a logarihtmic function:
Sŷ -standard deviation of the model,
where p is the number of independent variables or predictors. S a -standard deviation of the parameter a,
S b -standard deviation of the parameter b,
In this practical example, the total estimate error for a logarithmic function is calculated.
th step: Outlier treatment
The aim of the outlier detection during the editing phase is to decide whether this value is a real value or an error. Errors have to be corrected. Real extreme values cannot be the objects of imputation.
Potential outlier point identification
where -y i -survey data; i = 1, n -y
P OP i
-potential outlier points (POP); i = 1, n -ŷ i -regression model predicted values; i = 1, n -Δ -the total estimate error of the chosen regression model
Potential outlier points are selected with statistical methods. Once potential outlier points have been identified they should be further evaluated to determine the reason for their existence. Potential outlier points should generally be kept as part of the data set unless there is reasonable evidence that they are the result of an error, standardization failure etc.
Factual outlier point identification and treatment
Qualitative analysis of potential outlier points:
]; i = 1, n. In this sub-step, it's important to investigate the nature of the potential outlier before deciding what to do with it. There is always possibility to put in some subjective consideration when we analyze the nature of potential outlier points. Potential outlier points are evaluated for the reason of their existence.
Outliers can arise from several different mechanisms or causes. Anscombe [1] sorts outliers into two major categories: those arising from errors in the data, and those arising from the inherent variability of the data. Some more outlier causes, proposed by researchers:
Outliers from data errors. Outliers are often caused by human error: errors in data collection, recording, or entry [24] .
Outliers from standardization failure. Outliers can be caused by research methodology, particularly if something anomalous happened during a particular subject's experience [24] .
Outliers from faulty distributional assumptions. Incorrect assumptions about the distribution of the data can also lead to the presence of suspected outliers [19] .
Reduce outlier influence by determining weight ratio to outlier data point
There are three main methods of dealing with outliers in a finite population [5] : reducing the weights of outliers (trimming weight); changing the values of outliers (winsorization, trimming); using robust estimation techniques such as M-estimation.
In author's view, an approach of excluding an outlier data point from the dataset reduces the amount of data therefore the author suggests to minimize the impact of outliers on the results: weight ratio for the outlier data point is determined by the normal distribution law:
, where Sŷ -standard deviation of the regression model. In the next sub-section, author provides a practical example.
Iterative method for the reducing the impact of outlying data points calculations
The percentage of the total turnover in 2012 from new or significantly improved products introduced during the three years 2010 to 2012 that were new to the market by conjoined coefficient presented in Fig. 2 (grey dots). The proportions of sampled enterprises by size according to the number of employees in the Community Innovation Survey carried out in Latvia in 2012 are the following: 63% of the surveyed enterprises are small (10-49 employed persons); 29% are medium (50-249 employed persons) and 8% are large enterprises (250 or more persons employed).
In theory, one can argue that the larger is an enterprise the higher is the percentage of the turnover from innovative products. In practice, in Latvia there is a high number of small enterprises. SMEs are of great importance to Latvia's business economy as they provide 78% of employment and 72% of value added, significantly higher than the EU averages (67% and 58% respectively) [10] . The share of manufacturing in Latvia's economy is one of the lowest among the new EU member states. Also, productivity level in Latvia's manufacturing is considerably below the EU average. Specialization in low technology sectors in Latvia is the key factor that reduces the productivity level in manufacturing [29] . All these peculiarities of the Latvian economic structure explain the data layout on the graph and the shape of the model curve on Fig. 2 .
Thin grey line marked asŷ t in Fig. 2 shows a regression model function that is a logarithmic function that describes the predicted values of the model.
According to the normal curve probability density function, 95% of the data will fall within 1.960 standard deviations of the mean. Depending on the stringency of the researcher's criteria, which should be defined and justified by the researcher, the following values can be discussed: of interval (cautious researcher), interval (moderate researcher) or even interval (liberal researcher). The author have chosen the threshold for an example discussed in this paper.
The data points that are not covered by interval in this practical example are potential outliers. The values were checked very carefully because these data values differ greatly from the majority of a set of data. Human intervention is an important part of this process. The errors with data were identified, and in order to minimize the impact of outliers on the results: weight ratios for the outlier data points were determined by the normal distribution law: β . Recalculated regression impact modelŷ * i after minimization of the impact of the outliers is the following: y * i = −4, 717 ∈ (x CF ) + 2, 1895. In this practical example, during the validation step, no more potential outliers were detected.
Conclusions
The author have presented the Iterative method for reducing the impact of outlier data points. This method provides a new approach for the reducing the impact of outliers and ensuring data quality. The novelty of the Iterative method is the following: an iterative approach for determining the outlying data points; outliers are determined considering the impact of conjoined factors; estimation of weight coefficients of the outliers and estimation of the total measurement error of the non-linear regression model is carried out.
