Abstract: We consider output processes which are realizable by stochastic linear time-invariant (LTI) systems. Such processes can always be realized by LTI systems in forward innovation form, and we study the transfer matrices of such LTI realizations. We show that such a transfer matrix is consistent with an acyclic directed graph if and only if the edges of this graph represent Granger-causality relations among the components of the output process. By consistency we mean that if there is no edge between two vertices of the graph, then the corresponding block of the transfer matrix is zero. Under this assumption, conditional Granger non-causality between the components of the process is equivalent with a zero block in the transfer matrix.
INTRODUCTION
Many complex systems arise by interconnecting several smaller subsystems which communicate with each other. The resulting network structure and its consequences for the global behavior of the system are of interest both for control and analysis of such systems. In addition, reverse engineering of this network structure is a major challenge in several applications. Understanding the relationship between the network structure and the global observed behavior is essential for addressing all these problems. Unfortunately, this relationship is far from obvious: even if the number of subsystems is known, and each subsystem generates observations, it is not clear if the interaction between any two subsystems induces an intrinsic relationship between their observed behavior. If the observed behavior is modelled as a collection of stochastic processes, then various notions from probability theory can be used to formalize the interactions among them. For example, the notion of (conditional) Granger causality Granger (1963) can be used. Informally, a process y 1 does not conditionally Granger cause a process y 2 with respect to y 3 , if using the past values of y 1 , y 2 and y 3 do not allow to predict the future values of y 2 with a higher accuracy then using only the past values of y 2 and y 3 . The concept of Granger causality has been used in systems biology, neuroscience and economics Roebroeck et al. (2011); Valdes-Sosa et al. (2011) . Although there are several ways to represent a stochastic process (auto-regressive, moving average, state-space models), the relationship between Granger causalities and the network structure of these representations is not evident.
In this paper, we consider discrete-time multivariate stochastic processes with a proper rational spectrum, i.e., stochastic processes which can be interpreted as outputs of linear-time time-invariant stochastic state-space representations, shortly LTI state-space representation, driven by a white noise process. Consider such a process y. It is well known that there exists an LTI state-space representation whose output is y and whose noise process is the innovation process of y. Furthermore, if this state-space representation is minimal then it is unique up to isomorphism, and hence its transfer matrix is uniquely determined by y. We will call this transfer matrix the innovation transfer matrix of y. It is well known that the LTI state-space representation with innovation noise (and hence the innovation transfer matrix) can be computed from the covariances of y, or estimated from a sample path of y using subspace identification methods (Lindquist and Picci (2015) ).
Contribution. We show that the innovation transfer matrix of a process y is consistent with a transitive acyclic graph, if and only if the components of y are related by conditional Granger non-causality in a way determined by that graph. By consistency with a graph we mean that the edges of the graph correspond to potentially non-zero blocks of the innovation transfer matrix. That is, we relate the graph structure of the innovation transfer matrix with a graph formed by conditional Granger non-causality relations of the components of y. Note that each block of the innovation transfer matrix can be viewed as a transfer matrix of a subsystem. Hence, the graph with which the innovation transfer matrix is consistent can be interpreted as a description of interconnections among various subsystems. That is, the results of the paper relate intrinsic properties of a process with the interconnection structure of a finite representation (innovation transfer matrix) of this process. In addition to providing insights into fundamental theoretical problems, the result of the paper could serve as a starting point for testing (conditional) Granger causality.
Related work. Reverse engineering of the network structure of deterministic linear systems has been investigated in i.e.,
In this paper, we consider discrete-time multivariate stochastic processes with a proper rational spectrum, i.e., stochastic processes which can be interpreted as outputs of linear-time time-invariant stochastic state-space representations, shortly LTI state-space representation, driven by a white noise process. Consider such a process y. It is well known that there exists an LTI state-space representation whose output is y and whose noise process is the innovation process of y. Furthermore, if this state-space representation is minimal then it is unique up to isomorphism, and hence its transfer matrix is uniquely determined by y. We will call this transfer matrix the innovation transfer matrix of y. It is well known that the LTI state-space representation with innovation noise (and hence the innovation transfer matrix) can be computed from the covariances of y, or estimated from a sample path of y using subspace identification methods (Lindquist and Picci (2015)).
Related work. Reverse engineering of the network structure of deterministic linear systems has been investigated in i.e., Abstract: We consider output processes which are realizable by stochastic linear time-invariant (LTI) systems. Such processes can always be realized by LTI systems in forward innovation form, and we study the transfer matrices of such LTI realizations. We show that such a transfer matrix is consistent with an acyclic directed graph if and only if the edges of this graph represent Granger-causality relations among the components of the output process. By consistency we mean that if there is no edge between two vertices of the graph, then the corresponding block of the transfer matrix is zero. Under this assumption, conditional Granger non-causality between the components of the process is equivalent with a zero block in the transfer matrix.
Proceedings of the 20th World Congress
The International Federation of Automatic Control Toulouse, France, July 9-14, 2017
Copyright © 2017 IFAC Yuan et al. (2015 Yuan et al. ( , 2011 Nordling and Jacobsen (2011) and the references therein. In contrast to the cited papers, we consider stochastic systems and we relate their network structure to Granger causality of their outputs. In Dufour and Renault (1998); Caines (1976); Gevers and Anderson (1982) the relationship between Granger causality of two processes and their Wold decomposition was investigated. Granger causality for state-space representation was studied by using transfer matrix approach in Barnett and Seth (2015) . Contrary to those papers, we consider a more general graph of Granger causality relations, which involves more than two processes, and we relate it to the zero blocks of the innovation transfer matrix of the joint process. The notion of conditional Granger causality is a type of spurious causality in Hsiao (1982) , where Hsiao related causality relation with representations but did not discuss multiple causality conditions. More complex causality structure was also studied for state space representation, see Caines et al. Outline. Before presenting our results, in §2 we introduce the terminology and the basic tools, such as the stochastic processes of interest, Hilbert spaces generated by stochastic processes and transfer matrices. Then, in §3.1 we characterize Granger non-causality between two components of a process with the help of transfer matrices. As a generalization, in §3.2 we present our main result for conditional Granger non-causalities between several components of a process. In §3.3, we provide an example for our main result.
