As an important tool to help users filter Internet information, recommender 
Introduction
Due to the popularity of the Internet and information explosion, it is becoming much more difficult to find the information needed efficiently. And this is called information overload. As an effective solution to information overload, recommendation system has been widely used in fields including e-commerce, music, video, social networks, locationbased services, and advertising etc.
Recommendation algorithm based on collaborative filtering has been used widely in Industry. It can be divided to two categories: memory-based and model-based. The former implements by the user similarity or item similarity, but the sparsity of the user-item rating matrix can reduce the accuracy. So the data sparsity affects its application in real scenario. The latter builds a predefined model by training datasets.
Although the recommendation technology based on collaborative filtering mechanism has gradually matured and been widely used in areas such as Amazon , GroupLens, CDNow and so on, unfortunately, key issues like cold start, data sparsity, system scalability, real-time recommendation, quality of the recommended results, evaluation methods and many others are still waiting to be solved.
In recent years, recommendations based on social networks have gradually been proposed with the growth of Facebook, Twitter and other online social networks. Apart from the traditional recommender systems assuming all the users are independent and identically distributed, these methods support that a user's social network will affect this user's behaviors on the Web directly or indirectly, so we can effectively solve the new
Related Work
At present, the matrix factorization algorithm has been widely used in the field of recommendation system, its main idea is to factorize the product of a highdimension matrix to low-dimension ones to realize computational complexity so that characteristics of high dimensional data can be studied in low dimensional space. Literature [1] in the early stage introduced the trust relationships between users into the recommendation system framework and proposed a collaborative filtering recommendation algorithm based on trust perception. Based on the literature [2] , a new algorithm is proposed to improve the accuracy of the recommendation system. In literature [3] , the probabilistic matrix factorization (PMF) model is proposed to discusses the concept of matrix factorization from the point of view of probability, the three algorithms proposed in this article are based on the matrix factorization model . Literature [4] is a kind of social recommendation algorithm based on matrix factorization proposed by Epinions data set to solve the problem of score prediction, following the intuition that a user's social network will affect this user's behaviors on the Web. It has a relatively high degree of similarity of latent feature vector between users by fusing the existing probability matrix factorization model and regularization terms so as to solve the new user's cold start problem. Literature [5] deals the label content with LDA algorithm and proposes a social recommendation algorithm based on tags after combining the social recommendation algorithm in literature [4] .
Literature [6] considers that a user has similar preference with his trusting users and following the intuition, proposes a social recommendation algorithm in a way of linear combination, largely improving the accuracy of the algorithm proposed by paper [4] . On the basis of the existing work, the MF Social algorithm is proposed in Literature [7] to improve the quality of the recommendation results by fus ing the integration of the trust mechanism and the social recommendation model. Literature [8] introduces social network to the regularization term of the matrix factorization model, and Literature [9] further improves the quality of the recommendation res ults in a certain extent by the integration of the Bayes formula into the probabilistic matrix factorization model. Literature [12] [13] choose relatively new geographybased social network, such as Gowalla, Brightkite and so on, as the experimental materials. They have done relative studies of the recommending-area and achieved.
Compared with the above researches,from the perspective of probability, this paper presents a fusion of the baseline forecast model mentioned in Literature [10] , [11] and BISMF algorithm of the existing probability matrix factorization model.
Problem Description
For convenient exposition, the main symbols in this article are showed in Table 1 below. 
Table 1. Symbol Definition
Symbol Explanation } , , { 2 1 N u u u   US Users Set } , , { 2 1 M i i i   IS Items Set M N i u   ] [ , R R User-item rating matrix R K  Latent feature space dimension
T
,and larger value indicates the more trusting. Usually, T indicates matrix of non-symmetrical form.
In addition to the trust relationship among users, we should also consider the similarity of interests among users. For example, we trust our parents in real life, but we don't necessarily like the things they like. The similarity matrix among the users can be
. After fully considering the trust relationship among users and interest similarity, In this paper, we represents a degree of correlation among the users basing on the user -user correlation matrix
, but not just the trust network among users:
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Among these, the symbol  indicates that the trust network between the users and the interest similarity of interests can be expressed by a certain method, with the value
. For simplicity,  is represented as a left term multiplied by the right term whose value range is constant. Users may not score all the items, so the user -item rating matrix may become a sparse matrix with a large number of missing values. So the target of the recommendation system based on social network is to predict the unknown user's score by the known user history score and the network of trust network and interest network among users.
Social Recommendation Algorithm

BPMF Model
In the practical the recommendation system, there are different application scenarios, and some of its own attributes have nothing to do with the users and the items, similarly, users also have some properties which are not related with application scenarios and items, and so do the items. Each of the three has independent attributes affecting the final scoring system, that is to say, the final score of the i th item is affected by u th user in the application scenario, so in the probability matrix factorization model, we added three
Bv in the probabilistic matrix factorization model to modify the existing probabilistic model , as is shown in Figure 1 .
Among these,  indicates the global average of all the scores in the training set, which represents the independent property of the application scene, that is because in different application scenarios, such as clothing sites and books online shopping sites, the overall score distribution may vary from different sites of the positioning and sales of goods, we users offset term, u represents the U-th user's own scoring habits and the application of the scene as well as the object of the object, for instance, as a result of some users with more demanding, the score will be lower, and vice versa, will be high.
i Bv indicates that the item reference term, it means that the item has already existed in the user's score. For example, the quality of the goods is relatively high, and the score will be low, and vice versa, will be high. The BPMF model is based on the following assumptions: Assume that A, B, C are independent and identically distributed.
For a given user u , implied feature vectors u U , i V for item i ,user u standardized score of articles i meet normal distribution who has mean ) (
and variance R  and mutually independent. The user -item rating matrix conditional probability distribution is as follows: . A posteriori distribution function of U , V , Bu , Bv can be derived from Figure 1 , the log function formula of the posterior distribution function can be seen in formula (7):
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Among these, C is constant. The maximum formula (7) can be considered as an unconstrained optimization problem, the minimization formula (8) is equivalent to maximizing the formula (7): 
Bv can be seen in formula (9) ~ (12):
ISMF Model
ISMF model is an improved social recommendation model of MF Social model proposed by literature [7] . ISMF model uses the formula (1) to modify the deficiency brought by only using trust value to represent the degree of correlation between users in the MF Social model. What is more, Social MF models is designed for the actual situation that different user has various trusting user preferences, which may bring in the problem of information missing, and this will ultimately affect the user's latent feature vector, 
T T 
,following the formula mentioned in the literature [7] , thus obtained the ISMF model, as is shown in Figure 2 .
U
Figure 2. ISMF Model
The ISMF model is based on the following assumptions:
V are subject to normal distribution and are independent of each other. Formula with (2),
For given user u , hidden feature vector u U , i V of items i ,the standard score of item i given by user u is ) ( 
A posterior distribution function of U , V is derived, and the formula (15) is obtained as followed:
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The minimization formula (16) is equivalent to the log function of the maximum formula (15): 
BISMF Model
In Section 4.1, combined with the baseline prediction model, in the existing probability model, the independent attribute factors, which are applied to the scene, the user and the item, are added, and the BPMF model is proposed to modify the probability matrix factorization model; in this way, BPMF model is put forward. In Section 4.2, considering correlation between users on trust and interest similarity, ISMF model is presented by amending the latent defect feature vectors for users at the same time; In this section, we fuse the advantages of the above two models and get the BISMF model by using the simple fusion BPMF and ISMF model, as is shown in Figure 3 . 
Figure 3. BISMF Model
According to the model, the formula is as follows:
V are the same as formula (9), (10), (12) . The Gradient descent formula of u U is shown in formula (20):
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Similarity Function
The social recommendation algorithms promoted in Section 4.2 and Section 4.3 need to use the similarity among the users, that is to say, calculation is essential to get the result
. We can calculate the similarity between user and item according to user -item score record of all users, in this paper, the PCC (Pearson Correlation Coefficient) method is used to define the similarity between users u and users v ,as is shown in formula (21): 
Complexity Analysis
In this paper, we analyze the complexity of parameter learning, for the BISMF algorithm, assuming that every user evaluation score is r , the average number of trusting users is t , the complexity of the minimization function is )
, since the user -item rating matrix and user -user trust matrix are sparse matrix, so the value of r and t is relatively small, therefore, the computational complexity is low as well. , obviously, the computational complexity of BISMF proposed in this article is much better.
Results and Analysis
In this section, we analyze some experimental results to compare our proposed recommendation method with the recommendation quality of the existing algorithms.
Experimental Environment and Data Set
This paper uses a program in a 2.00GB for the GHz, the processor for the dual core 2.93 Intel CPU RAM with Windows 7 operating system on the computer.
In this paper, we use the data set from the Movielens data set and Epinions data set. We use the 1M-version Movielens data set, which has roughly six thousand users, four thousand movies, and one million user rating records to compare the quality of the recommendation of the BPMF with PMF algorithm. We use Epinions data set to compare the recommended quality among the Social MF, ISMF, BISMF, their specific specifications can be seen in Table 2 . 
Evaluation Index
We use two evaluation metrics: mean absolute error (MAE) and root mean square error (RMSE) to calculate. Their calculation methods are respectively Formula (22) and (23) R is a predictive score for the calculation of the recommendation algorithm. The RMSE does the square for each absolute error, as a result, increasing the penalty squared term, obviously, RMSE is always equal to or greater than MAE, and RMSE has stringenter request for system evaluation than MAE. Table 4 and Table 3 are different percentages of training sets when PMF and BPMF each has the percentage of 90%, 80%, 70% respectively, on the condition of K=10 and K=30,And in this experiment, we set
Experimental Results
. Compared with the data in Table 4 and Table 3 , in the same conditions, BPMF outperforms PMF in both two evaluation indexes of RMSE and MAE. Here are the performance comparisons among Social MF and ISMF, BISMF proposed in this article when K = 10 and K = 30, respectively,and the experiments were performed on the Epinions data set of 60%, 70%, 80%, 90% training sets, note that,
Obviously, conclusions can be drawed that ISMF has improved the MF Social to a certain extent, and compared with the MF Social, it has achieved more accurate results. 
Conclusion
This paper mainly studies how to improve the prediction accuracy of recommendation system based on social network, and we put forward three models. The experimental results show that our approach outperforms the other state-of-the-art collaborative filtering algorithms, and can further improve the prediction accuracy of recommendation system.
With the development of the Internet, social networks are becoming more and more complexed, the social networks among users are becoming closer. Social relations of various social networks, such as Facebook based on social graph, Twitter based on interest and Gowalla based on geographic information service will be explored in the coming future.
