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Abstract
We prove existence of nonnegative solutions to−u + u = 0 on a smooth bounded domainΩ subject to the singula
boundary derivative condition∂u
∂ν
= −u−β + λf (x,u) on ∂Ω ∩ {u > 0} with 0 < β < 1. There is a constantλ∗ such that for
0< λ < λ∗ every nonnegative solution vanishes on a subset of the boundary with positive surface measure. Forλ > λ∗ we show
the existence of a maximal positive solution. We analyze its linearized stability and its regularity. Minimizers of the
functional related to the problem are shown to be regular and satisfy the equation together with the boundary conditio
 2005 Elsevier SAS. All rights reserved.
Résumé
Nous démontrons l’existence de solutionsu  0 de l’équation−u + u = 0 sur un domaine borné régulierΩ avec la
condition de Neumann singulière suivante :∂u
∂ν
= −u−β + λf (x,u) sur ∂Ω ∩ {u > 0} oú 0< β < 1. Il existe une constant
λ∗ telle que pour 0< λ < λ∗, toute solutionu  0 s’annule sur une partie du bord, de mesure (surfacique) strictement po
Pourλ > λ∗, nous démontrons l’existence d’une solution maximale positive. Nous analysons ses propriétés de stabilité
et de régularité. On démontre que les minimiseurs de la fonctionnelle d’énergie associée sont réguliers et vérifient l
ainsi que la condition de bord.
 2005 Elsevier SAS. All rights reserved.
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We study the existence and regularity of solutions of the following nonlinear boundary value problem
−u + u = 0 in Ω,
u  0 in Ω,
∂u
∂ν
= −u−β + f (x,u) on ∂Ω ∩ {u > 0},
(1)
whereΩ ⊂ Rn, n  2, is a bounded domain with smooth boundary, 0< β < 1 andν is the exterior unit norma
vector to∂Ω . We assume that
f : ∂Ω × R → R is C1 andf  0. (2)
By a solution of (1) we mean a functionu ∈ H 1(Ω) ∩ C(Ω) satisfying∫
Ω
∇u · ∇ϕ + uϕ =
∫
∂Ω∩{u>0}
(−u−β + f (x,u))ϕ, ∀ϕ ∈ C10(Ω ∪ (∂Ω ∩ {u > 0})). (3)
An equivalent way to write problem (1) is
−u + u = 0 in Ω,
∂u
∂ν
= −u−β + f (x,u) onΓ+(u),





x ∈ ∂Ω: u(x) > 0}, Γ0(u) = {x ∈ ∂Ω: u(x) = 0}.
The last boundary condition in (4) is trivial by the definition ofΓ0(u) itself. This notation emphasizes the fact th
u satisfies a boundary condition of mixed type: a nonlinear Neumann condition onΓ+(u) and Dirichlet onΓ0(u).
Observe thatΓ+(u) andΓ0(u) form a partition of the boundary that depends on the solutionu. In this senseu
solves a free boundary problem on the boundary.
In principle one may try to find solutions of (1) which are positive on∂Ω , but it turns out that there are situatio
where no such a solution exists, and nonetheless there are nontrivial solutions of (1), see Theorem 1.8.
There are at least two approaches to tackle the question of existence of a solution: one is to work with
larization of problem (1) and the second one is a variational formulation for (1), see (7) below.




(u+ε)1+β + f (x,u) on∂Ω,
(5)
whereε > 0 is a parameter tending to zero.
The solutions of (5) have the following convergence property.
Theorem 1.1. Supposef satisfies(2) and
f (x,u)
u
→ 0 for u → ∞ uniformly inx. (6)
Then Eq.(5) possesses a maximal solutionūε which is positive in
Ω andu = limε→0 ūε exists. The convergence
uniform inΩ andu is a solution to the free boundary problem(1).










(|∇u|2 + u2) + ∫
∂Ω
(u+)1−β
1− β − F(x,u
+), (7)
whereF(x,u) = ∫ u0 f (x, s)ds andu+ = max{u,0}.
Theorem 1.2. Suppose thatf satisfies(2) and (6). Thenφ attains its minimum inH 1(Ω) and any minimizeru of
φ solves the free boundary problem(1).
Next we deal with the regularity of the maximal solutionūε to (5) or a minimizeru of φ.
Theorem 1.3. Supposef satisfies(2) and (6). Then there exists a constantC independent ofε such that the
maximal solution̄uε to (5) satisfies
|∇ūε|  C(ūε)−β in Ω.
As a consequence we have
‖ūε‖C1/(1+β)( 
Ω)  C.
Remark 1.4. A consequence of the previous theorem is that the convergenceūε → u of the maximal solution to
(5) in Theorem 1.1 is in the norm ofCµ( 




Theorem 1.5. Supposef satisfies(2) and (6). Letu denote a minimizer ofφ (cf. (7)). Then there exists a consta
C such that
|∇u|  Cu−β in Ω
and henceu ∈ C1/(1+β)( 
Ω).
Remark 1.6. A prototype function describing the behavior of the solutions of (1) near a free boundary p
given by
u(r, θ) = crα sin(αθ),
expressed in polar coordinates (x1 = r cosθ , x2 = r sinθ ), where
α = 1
1+ β .
The function u is harmonic in the upper half-planeR2+ = {(x1, x2) ∈ R2 | x2 > 0} and satisfiesu = 0 on
{(x1,0): x1  0} and
∂u
∂ν
= −u−β on{(x1,0): x1 < 0},
for a suitable choice of the constantc > 0.
This example indicates that the regularity stated in Theorems 1.3 and 1.5 is optimal with respect to the
exponent. A modification of this harmonic functionu will be useful later in the proof of the regularity theorems
For the proof of Theorem 1.5 we will use a Hardy type inequality.









isProposition 1.7. Let G ⊂ Rn be a smooth domain(not necessarily bounded) and let Γ ⊂ ∂G be a bounded
relatively open subset with smooth boundary∂Γ (the boundary is taken relative to∂G).
Let us define
dΓ c(x) = dist(x,Γ c), Γ c = ∂G \ Γ.







|∇ψ |2, ∀ψ ∈ C∞0 (G ∪ Γ ), (8)
whereCh depends onΓ andG.
Finally we address the question of whether there are in fact situations where the solutions that we con
Theorems 1.1 and 1.2 are positive inΩ or whether there are nontrivial solutions which are zero at some sub
∂Ω . For this purpose we consider (1) withf replaced byλf whereλ > 0 is a parameter
−u + u = 0 in Ω,
u  0 in Ω,
∂u
∂ν
= −u−β + λf (x,u) on∂Ω ∩ {u > 0} .
(9)
Theorem 1.8. Assumef satisfies(2), (6) and
f (x,u) is increasing inu and there is aξ > 0 such thatf (x, ξ) ≡ 0. (10)
Then for anyλ > 0 Eq. (9) has a maximal solution̄uλ and the mapλ ∈ (0,∞) → ūλ is nondecreasing. Moreove
(a) There existsλ∗ > 0 such that forλ > λ∗, ūλ > 0 in Ω .
(b) For 0 < λ < λ∗ all solutions must vanish in a nontrivial subset of∂Ω , that is, the surface measure
{x ∈ ∂Ω: u(x) = 0} is positive.
(c) The extremal solution̄uλ∗ is positive a.e. on∂Ω .













Remark 1.9. If in addition to (2) and (6) we assume thatf is concave, then actually the stability condition (1
characterizes the maximal solution in a similar way as in [4].
Depending on the dimension, the maximal solutionūλ∗ could be positive on∂Ω , not only a.e. The relation
betweenβ andn is (3β + 1+ 2√β2 + β)/(β + 1) > n−1, which can only hold for some 0< β < 1 in dimensions
n = 2,3,4. The proof of this assertion is related to the stability ofuλ.
Proposition 1.10. The extremal solution satisfiesūλ∗  c > 0 on ∂Ω if (3β + 1+ 2
√
β2 + β)/(β + 1) > n − 1,
wherec is a constant.
There are a few works dealing with a singular derivative boundary condition. For example in [5,6] the a
study an evolution equation in one space dimension with a Neumann condition involving the singular term−u−β .
In higher dimensions a similar evolution problem was addressed in [8] with a positive unbounded nonlinear
as 1/(1 − u) and with a time interval[0, T ) where 0 u(t) < 1. One of the main contributions of this paper












aim wethat we deal with the possibility that the solution of the stationary problem in dimension 2 vanishes on a larg
subset of∂Ω . In this situation the solution develops a free boundary, a phenomenon that can occur only wΩ
is at least a two-dimensional domain.
Elliptic equations involving a nonlinear Neumann boundary condition have been studied elsewhere in t
ature, see for instance [3,11,13] and [14].
The plan of the paper is the following. In Section 2 we present additional results and examples concer
behavior of the maximal solution of (9) asλ varies. The proof of these assertions is postponed until Secti
The Hardy-type inequality of Proposition 1.7 is proved in Section 3. Section 4 is devoted to introduce no
for later purposes. In Section 5 we construct alocal subsolution[4,12] which is then used in Sections 6 and 7
the proof of the regularity Theorems 1.3 and 1.5 respectively. In the proof of these theorems we employ fre
auxiliary results for linear equations that for convenience we have collected in the Appendix. Theorem 1.1 is
in Section 6 and the proof of Theorem 1.2 is given in Section 7. Finally in Section 8 we prove Theorem 1
Proposition 1.10.
2. Examples
In this section we give some examples illustrating the exact vanishing properties of the maximal solutio
whenλ varies.
Proposition 2.1. Let Ω be a ball inRn and assume thatf satisfies(2) and (6) (the requirements of Theorem1.8)
and depends only onu. Thenūλ = 0 for 0< λ < λ∗.
Proposition 2.2. For any smooth domainΩ and any functionf satisfying the hypotheses of Theorem1.8we have
that ūλ ≡ 0 for λ sufficiently small.
Example 2.3. Let Ω be a ball inRn. We construct a functionf = f (x) (depending only onx) such thatūλ ≡ 0
for 0< λ < λ̄ andūλ ≡ 0 for λ̄  λ  λ∗ where 0< λ̄ < λ∗.
The construction of this example is presented in Section 9.
3. Hardy inequalities
In order to achieve our regularity results we need to establish the Hardy type inequality (8). For this




(x1, x2) ∈ R2 | x2 > 0
}
and
Γ = {(x1, x2) ∈ R2 | x1 < 0, x2 = 0}.
















































For the opposite inequality we consider functions of the special form
ψ(r, θ) = ϕ(r)θ,





















































r if 0  r  ε,
− logr if ε  r  1 ,



























→ 0 asε → 0+. 
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in
case of
etRemark 3.2. The fact that the functionsψ in (12) are required to vanish on a half of∂R2+ is important for the









This can be seen by takingψ = ϕε as defined in (13).
We prove now the Hardy inequality in a domain.
Proof of Proposition 1.7. First we claim that it suffices to prove (8) for functions inC∞0 (G ∪ Γ ) which have
support near∂Γ . Indeed, letσ > 0 and consider
(∂Γ )σ = {x ∈ G: dist(x, ∂Γ ) < σ}.
Let η ∈ C1(
G) be such thatη ≡ 0 in G \ (∂Γ )σ andη ≡ 1 in (∂Γ )σ/2. Suppose that (8) is true for functions




















|∇ψ |2 + ψ2.




























Combining (14) and (15) we see that (8) holds.
Using a partition of unity and the same argument as before we see that it is sufficient to consider the
ψ ∈ C∞0 (G ∪ Γ ) with support in a small ballBσ (x0) centered atx0 ∈ ∂Γ . In this situation choose an open s
W ⊃ Bσ (x0) and a change of variablesϕ :W → Bσ (0) which flattens the boundary ofG, that is,ϕ(W ∩ G) =
Bσ (0) ∩ H where
H = {(x′, x ): x′ ∈ Rn−1, x > 0},n n
310 J. Dávila, M. Montenegro / Ann. I. H. Poincaré – AN 22 (2005) 303–330andϕ(W ∩ ∂G) = Bσ (0) ∩ ∂H , ϕ(W \ 
G) = Bσ (0) \ 
H . We can also assume thatW ∩ Γ is mapped into{
(x1, x2, . . . , xn): x1 > 0, xn = 0
} ∩ Bσ (0).
Then, applying Proposition 3.1 toψ ◦ ϕ in the half plane{(x1, x2, . . . , xn): x1 > 0, x2 ∈ R, x3 = · · · = xn = 0} and
integrating in the variablesx3, . . . , xn we see that (8) is valid. 
4. Notations
Let us choose and fixτ0 > 0 small enough so that for anyx0 ∈ ∂Ω there exists an open setW containing the
ball Bτ0(x0) and a smooth diffeomorphismϕ: W ⊂ Rn → Bτ0(0) which flattens the boundary ofΩ , that is
ϕ(W ∩ Ω) = Bτ0(0) ∩ H,
ϕ(W ∩ ∂Ω) = Bτ0(0) ∩ ∂H,
ϕ(W \ 
Ω) = Bτ0(0) \ 
H,
where
H = {(x′, xn): x′ ∈ Rn−1, xn > 0}.
We can also assume thatϕ(x0) = 0, ∇ϕ(x0) = I andϕ preserves the normal direction on the surfaceW ∩ ∂Ω .
For 0< τ < τ0 andx0 ∈ ∂Ω let us adopt the notation
B+τ = Bτ (x0) ∩ Ω, (16)
and let us decompose its boundary as∂B+τ = Γ e ∪ Γ i (the external and internal boundaries ofB+τ )
Γ i = ∂Bτ (x0) ∩ Ω, Γ e = Bτ (x0) ∩ ∂Ω. (17)
We also decomposeΓ e = Γ 1 ∪ Γ 2 with
Γ 1 = ϕ−1(Bτ/2(0)) ∩ ∂Ω, Γ 2 = Γ e \ Γ 1. (18)
In Fig. 1. we show the above defined sets. For convenience we have flattenedΓ 1 andΓ 2, but in fact they are
portions of the boundary∂Ω .
Let us introduce the rescaled variablesx̃ andỹ which allow us to work in the unit ball:
x = τ x̃ + x0, ỹ = ϕτ (x̃) = 1
τ
ϕ(τ x̃ + x0) = 1
τ
ϕ(x). (19)
Henceforth we use the notation:
B̃+ = 1
τ
(B+τ − x0) = B1(0) ∩
1
τ
(Ω − x0), Ω̃ = 1
τ
(Ω − x0),
Γ̃ i = 1
τ
(Γ i − x0), Γ̃ e = 1
τ
(Γ e − x0), Γ̃ k = 1
τ
(Γ k − x0), k = 1,2. (20)
Fig. 1.
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e
ngs to5. Construction of a local subsolution
Given x0 ∈ ∂Ω and 0< τ < τ0 we construct a special functioñv in B̃+. This construction is inspired by th
explicit solution of Remark 1.6.
Let a ∈ L∞(B̃+), a  0. For a parameters > 0 consider the linear equation
−ṽ + a(x̃)ṽ = 0 in B̃+,
∂ṽ
∂ν
(x̃) = −dist(x̃, Γ̃ 2)−β/(1+β) x̃ ∈ Γ̃ 1,
ṽ(x̃) = 0 x̃ ∈ Γ̃ 2,
ṽ(x̃) = s dist(x̃, ∂Ω̃) x̃ ∈ Γ̃ i .
(21)
Remark 5.1. The above problem (21) has a solution. By Hardy’s inequality of Lemma 1.7 the solution belo
H 1(B̃+) and by potential theory methods it can be shown that the solution is inC0(B̃+).
The main goal of this section is to prove:
Lemma 5.2. Let a ∈ L∞(B̃+), a  0. There existτ0 > 0 (even smaller than that one in(16)) ands0 > 0 such that
if 0< τ < τ0 ands  s0 the solution of(21) is positive inB̃+and satisfies
ṽ(x̃)  cs dist(x̃, Γ̃ 2)1/(1+β), ∀x̃ ∈ Γ̃ 1, (22)
wherec > 0 is independent ofx0, τ ands (c depends only onΩ , n, β and‖a‖L∞(B̃+)).
Remark 5.3. Note that in particular, for larges the solutionṽ to (21) satisfies
∂ṽ
∂ν
 −ṽ−β on Γ̃ 1. (23)
For this reason we call̃v a local subsolution. We will takes0 larger if necessary so that (23) holds fors  s0.
For the construction of the subsolution consider the function
u(ỹ) = ρα(sin(γ θ) + bθ2), α = 1
1+ β , (24)
whereγ, b > 0 are constants to be chosen later andρ, θ,ω are toroidal coordinates:






ω + ρ sinθen.
Herew = (w1, . . . ,wn−1,0) ∈ Sn−2 which is the unit sphere ofn − 2 dimensions, anden = (0, . . . ,0,1).
Abusing notation and using (19) we write
u(x̃) = u(ϕτ (x̃)). (25)
Lemma 5.4. Leta ∈ L∞(B̃+). For σ > 0 define
Vσ =
{
x̃ ∈ B̃+: dist(x̃, ∂Γ̃ 1) < σ}.
There exist12 < γ < α (recall that
1
2 < α < 1) andb > 0, σ > 0, τ0 > 0 small so that for all0< τ < τ0 the function
u(x̃) defined by(24)and (25)satisfies
− u + a(x̃)u  0 in V .x̃ σ
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−C dist(x̃, Γ̃ 2)−β/(1+β)  ∂u
∂νx̃
(x̃)  − 1
C
dist(x̃, Γ̃ 2)−β/(1+β) ∀x̃ ∈ Γ̃ 1, (26)
whereC > 0. The constantsγ , b, σ , τ0, C depend only onΩ , n, β and‖a‖L∞(B̃+).









(α2 − γ 2)sin(γ θ) + bθ2 + 2b)
+ ρ(α cos(θ)(bθ2 + sin(γ θ)) − sin(θ)(2bθ + γ cos(γ θ)))]
= ρα−2((α2 − γ 2)sin(γ θ) + bθ2 + 2b + O(ρ)), (27)
whereO(ρ) stands for a function bounded by a constant timesρ.









= ρα−1(γ cos(γ π) + 2bπ).
We choose nowb > 0 small enough so that
γ cos(γ π) + 2bπ < 0.
This ensures the validity of (26).
A computation shows that
x̃u = Aij ∂ỹi ỹj u + Bi∂ỹi u, (28)













ϕ(τ x̃ + x0), ϕ(x0) = 0 and∇ϕ(x0) = I we have
1
τ




Aij = δij + O(τ), Bi = O(τ).
Thus from (28)
x̃u = ỹu + O(τ)D2ỹu + O(τ)Dỹu.
On the other hand observe that
D2ỹu = O(ρα−2), Dỹu = O(ρα−1).
Hence (27) implies
x̃u − a(x̃)u  ρα−2
[
2b + O(ρ) + O(τ) + O(τρ) − O(ρ2)],
and thus, sinceb > 0 we can chooseτ , σ small enough so that
 u − a(x̃)u  0 in V . x̃ σ
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ll
forProof of Lemma 5.2. Let us writeṽ = ṽ1 + ṽ2 whereṽ1 is the solution of the following problem
−ṽ1 + a(x̃)ṽ1 = 0 in B̃+,
∂ṽ1
∂ν
(x̃) = −dist(x̃, Γ̃ 2)−β/(1+β) x̃ ∈ Γ̃ 1,
ṽ1(x̃) = 0 x̃ ∈ Γ̃ 2 ∪ Γ̃ i ,
andṽ2 satisfies
−ṽ2 + a(x̃)ṽ2 = 0 in B̃+,
∂ṽ2
∂ν
(x̃) = 0 x̃ ∈ Γ̃ 1,
ṽ2(x̃) = 0 x̃ ∈ Γ̃ 2,
ṽ2(x̃) = s dist(x̃, ∂Ω̃) x̃ ∈ Γ̃ i .
Observe that̃v1  0 while ṽ2  0 in B̃+.
Let σ > 0 be small as in Lemma 5.4 and recall:
Vσ =
{
x̃ ∈ B̃+: dist(x̃, ∂Γ̃ 1) < σ}.
For x̃ ∈ B̃+ let P(x̃) ∈ ∂Ω̃ denote the closest point in∂Ω̃ closest tox̃. If τ is small enough this projection is we
defined and smooth oñB+. Hence we fixτ0 even smaller than that one in (16), so that this property holds
0< τ < τ0.
For x̃ ∈ B̃+ define
g(x̃) =
{
dist(x̃, ∂Ω̃) if P(x̃) ∈ Γ̃ 2,
1 if P(x̃) ∈ Γ̃ 1. (29)
By the strong maximum principle and Hopf’s lemma applied toṽ2/s we have
ṽ2(x̃)  csg(x̃), ∀x̃ ∈ B̃+ \ Vσ ,
wherec > 0 depends only onΩ andσ . It follows that fors large
ṽ(x̃)  csg(x̃), ∀x̃ ∈ B̃+ \ Vσ , (30)
for a new constantc > 0 (here we use only the fact thatṽ1 is bounded from above iñB+ \ Vσ ).
Let u(x̃) be the function of Lemma 5.4. We are going to show that for larges there holds
su  Cṽ in Vσ ,
whereC is a constant. Indeed, first recall thatu − a(x̃)u  0 in Vσ . Also one hasu  Cg on ∂Vσ ∩ Ω̃ for some
constantC. By (30) with s sufficiently large one obtains





(x̃)  − s
C
dist(x̃, Γ̃ 2)−β/(1+β) ∀x̃ ∈ ∂Vσ ∩ Γ̃ 1.






on ∂Vσ ∩ Γ̃ 1. (32)
On the other hand
u = ṽ = 0 on∂V ∩ Γ̃ 2. (33)σ
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t
Hence, by the maximum principle fors large
su  Cṽ in Vσ . (34)
We fix s0 sufficiently large such that (30)–(34) are valid fors  s0. This shows that̃v is positive in B̃+ and
satisfies (22). 
6. Existence, regularity and convergence of ūε
In this section we prove Theorems 1.1 and 1.3. First we remark that there exists a maximal solutionūε to (5)
because 0 is a subsolution and a large constant is a supersolution by (10).








for all 0< ε < 1.
We need a Harnack inequality which, for completeness, we prove in the Appendix.
Lemma 6.1. Suppose thatu ∈ H 1(B3 ∩ Ω̃), u  0 satisfies{−u + a(x̃)u = 0 in B3 ∩ Ω̃,
∂u
∂ν
 N on Γ̃ e,
whereN is a constant. Then there is a constantck > 0 such that




, ∀x̃ ∈ B̃+ and∀x̃1 ∈ B1/2 ∩ B̃+.
The constantck can be chosen independent ofx0 ∈ ∂Ω and of0< τ < τ0 (τ0 > 0 was introduced in Section4).
Let τ0 ands0 be the constants in the statement of Lemma 5.2 and Remark 5.3. Let us fix a large constanC̃ > 0,
















For the sake of notation, from this point on we writeu = ūε .
Given a pointx0 ∈ ∂Ω and 0< τ < τ0 we define
ũ(x̃) = τ−1/(1+β)u(τ x̃ + x0), x̃ ∈ Ω̃ = 1
τ
(Ω − x0), (39)
which satisfies{−ũ + τ2ũ = 0 in Ω̃,
∂ũ = gε(x̃, ũ) on ∂Ω̃, (40)
∂ν̃ τ
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gετ (x̃, ũ) = τβ/(1+β)gε(τ x̃ + x0, τ1/(1+β)ũ),
and
gε(x,u) = − u
(u + ε)1+β + f (x,u).
Lemma 6.2. Letx1 ∈ Ω and assume that








and letx0 ∈ ∂Ω be such that
dist(x1, ∂Ω) = |x0 − x1|. (43)
Thenτ < τ0 and ũ (defined in(39))verifies
ũ(x̃)  s0 dist(x̃, ∂Ω̃), ∀x̃ ∈ Γ̃ i .




by (38), (41)–(43). Observe that by the choice ofτ we have
ũ(x̃1) = C̃. (45)
Using Harnack’s Lemma 6.1 and (45) we obtain







, ∀x̃ ∈ B̃+. (46)




















Inserting this in (46) and recalling (35) we find
ũ(x̃)  1
2
c2kC̃ dist(x̃, ∂Ω̃)  s0 dist(x̃, ∂Ω̃), ∀x̃ ∈ Γ̃ i . 
Proof of Theorem 1.3. Let x be a point inΩ . We distinguish two cases.1
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)
e
in (40)Case 1. Assume
u(x1)  C0δ(x1)1/(1+β). (47)
Let τ be given by (42) andx0 ∈ ∂Ω be such that dist(x1, ∂Ω) = |x0 − x1|. Let ṽ be the solution of problem (21
with s = s0 anda(x̃) = τ2. We know by Lemma 5.2 that̃v satisfies
ṽ(x̃)  cs0 dist(x̃, Γ̃ 2)1/(1+β) ∀x̃ ∈ Γ̃ 1. (48)
By Lemma 6.2
ũ  ṽ on Γ̃ i . (49)
We claim thatũ  ṽ on B̃+. To see this, define
Ũ (x̃) =
{













is a subsolution of Eq. (5) (cf. (23)) and sinceu is the maximal solution we haveU  u in Ω and as consequenc
ṽ  ũ in B̃+.
This fact in combination with (48) yields the estimate
ũ(x̃)  cs0 dist(x̃, Γ̃ 2)1/(1+β), ∀x̃ ∈ Γ̃ 1. (50)
From the boundary condition in (40) we deduce that∣∣∣∣∂ũ∂ν̃
∣∣∣∣  C dist(x̃, Γ̃ 2)−β/(1+β) + τβ/(1+β)M on Γ̃ 1, (51)
and therefore, on a smaller set we obtain an estimate∣∣∣∣∂ũ∂ν̃
∣∣∣∣  C onB1/3 ∩ ∂Ω̃, (52)
with a constantC independent ofε. We will deduce from this an estimate of the form∣∣∇ũ(x̃1)∣∣  C, (53)
with C independent ofε. From the definition of̃u it will follow that∣∣∇u(x1)∣∣  Cu(x1)−β.
Let us prove (53). For this purpose choosep > n and taken < r < np
n−1. By Lemma 9.3















By the assumption (2) and the lower bound (50) we see that the right-hand side of the boundary condition
satisfies∥∥gετ (x̃, ũ)∥∥Cµ(B1/4∩∂Ω̃)  C
(∥∥∥∥∂ũ∥∥∥∥ + ‖ũ‖L1(B1/3∩Ω̃)).∂ν̃ Lp(B1/3∩∂Ω̃)
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y


















with C independent ofε. It suffices then to find an estimate for‖ũ‖L1(B1/3∩Ω̃). Using (51) we see that∣∣∣∣∂ũ∂ν̃
∣∣∣∣  C onB5/12 ∩ ∂Ω̃




ũ(x̃) + 1), ∀x̃ ∈ B1/2 ∩ Ω̃.
Puttingx̃ = x̃1 in the latter estimate and recalling (44) and (45) we obtain the desired conclusion.
Case 2. Assumeu(x1)  C0δ(x1)1/(1+β).
Define ũ(x̃) = τ−1/(1+β)u(τ x̃ + x1), whereτ = 12δ(x1). Then−ũ + τ2ũ = 0 in B1(0), ũ  0 in B1(0) and
ũ(0)  21/(1+β)C0. Sinceũ  0, by elliptic estimates we have|∇ũ(0)|  C, whereC depends only on , β, C0,
τ0. This implies|∇u(x1)|  Cτ−β/(1+β)  Cu(x1)−β . 
Proof of Theorem 1.1. Note thatūε decreases asε decreases to 0 and by the uniform estimate of Theorem
there existsu ∈ C1/(1+β)( 
Ω) such that̄uε → u in Cµ( 
Ω) for 0< µ < 11+β . Let ϕ ∈ C10(Ω ∪ (∂Ω ∩ {u > 0})). It is
easy to pass to the limit in∫
Ω










for all terms, except possibly for
∫
Ω
∇ūε · ∇ϕ. But ūε is bounded inH 1(Ω) since, by takingϕ = ūε in (54) we get∫
Ω
|∇ūε|2 + (ūε)2 
∫
∂Ω
f (x, ūε)ūε  C.
Thus for a sequenceεk → 0, we conclude that̄uεk converges weakly inH 1(Ω) to a function which necessaril
coincides withu. Then by weak convergence
∫
Ω
∇ūε ·∇ϕ → ∫
Ω
∇u ·∇ϕ. This shows thatu is a solution of (1). 
7. Regularity for minimizers of φ
Let us recall the functional corresponding to problem (1):
φ(u) = 1
2
∫ (|∇u|2 + u2) + ∫ (u+)1−β
1− β − F(x,u
+).
Ω ∂Ω
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Proof of Theorem 1.5. Suppose thatu ∈ H 1(Ω) is a minimizer ofφ. First observe thatu  0. Indeedu+ is
also a minimizer andφ(u+)  φ(u). But if u+ ≡ u, thenφ(u+) < φ(u), which is an absurd. Next remark thatu
satisfies−u + u = 0 in Ω . This follows by observing that for anyϕ ∈ C∞0 (Ω) the functions → φ(u + sϕ) is
differentiable and attains its minimum value ats = 0. Thusu is smooth inΩ and the objective now is to show th∣∣∇u(x1)∣∣  Cu(x1)−β, ∀x1 ∈ Ω, (55)
for some constantC.
The argument follows the same scheme as in the proof of Theorem 1.3: givenx1 ∈ Ω we distinguish two cases
Case 1. u(x1)  C0δ(x1)1/(1+β), and
Case 2. u(x1)  C0δ(x1)1/(1+β).
In Case 2, the argument is exactly the same as in the proof of Theorem 1.3.
Suppose that Case 1 occurs. Letτ be given by (42) andx0 ∈ ∂Ω be such that dist(x1, ∂Ω) = |x0 − x1|. Let ṽ be
the solution of problem (21) withs = s0. By Lemma 6.2 we deduce (49), that is
ũ  ṽ on Γ̃ i .
We claim that
ũ  ṽ in B̃+. (56)
To prove this letv(x) = τ1/(1+β)ṽ( 1
τ
(x − x0)) and define
U(x) =
{





for x ∈ Bτ (x0) ∩ Ω.
ThenU satisfies{−U + U  0 in Ω,
∂U
∂ν
 −U−β + f (x,U) on ∂Ω ∩ {U > 0}. (57)
We shall prove that ifτ is small enough thenφ(U) < φ(u) unlessu ≡ U . First note that




(∣∣∇(U − u)∣∣2 + (U − u)2) + ∫
Ω






1−β − u1−β) − F(x,U) + F(x,u). (58)
Next we multiply (57) byU − u  0 and integrate by parts to obtain∫
Ω





(U − u) 
∫
∂Ω∩{U>0}
(−U−β + f (x,U))(U − u). (59)
Combining (58) and (59)













F(x,U) − F(x,u) − f (x,U)(U − u).
∂Ω∩{U>0}





1− β − U
−β(U − u)  CU−1−β(U − u)2 (60)
and ∣∣F(x,U) − F(x,u) − f (x,U)(U − u)∣∣  CU−1−β(U − u)2. (61)





1− β − U
−β(U − u) = 1
2
βξ−1−β(U − u)2  β
2
u−1−β(U − u)2  CU−1−β(U − u)2.




1− β − U







To prove (61) observe that
F(x,U) − F(x,u) − f (x,U)(U − u) = 1
2
fu(x, ξ)(U − u)2,
for someu  ξ  U and (61) follows becausefu(x, ξ) is bounded on∂Ω × [0,max∂Ω U ].
Hence




∣∣∇(U − u)∣∣2 + C ∫
∂Ω∩{U>0}
U−1−β(U − u)2. (62)
DefineŨ(x̃) = τ−1/(1+β)U(τ x̃ + x0). Using thatŨ ≡ ũ in Ω̃ \ B̃+ we can rewrite (62) as











Using the explicit lower bound (22) we obtain












dist(x̃, Γ̃ 2)−1(Ũ − ũ)2
)
,
where we have also used the fact that ifṽ(x̃) = 0 thenŨ (x̃) − ũ(x̃) = 0, which allows us to restrict the integr
to Γ̃ 1. By Hardy’s inequality (cf. (8))











We can chooses0 larger if necessary in order to make(−1/2+ CCh/s(1+β)0 ) < 0. Thus, we see thatφ(U) < φ(u)
unlessŨ ≡ ũ, which implies our claim (56).
The rest of the argument continues in exactly the same manner as in the proof of Theorem 1.3.
Proof of Theorem 1.2. Sincef is sublinear and 0< β < 1 the functionalφ attains its minimum inH 1(Ω). Let u
be a minimizer ofφ. We have shown at the beginning of the proof of Theorem 1.5 thatu is smooth inΩ and solves
−u + u = 0 in Ω.




By Theorem 1.5 we know also thatu ∈ C1/(1+β)( 
Ω) and hence∂Ω ∩ {u > 0} is an open subset of∂Ω . To verify
the boundary condition in (1) observe that
d
ds
φ(u + sϕ)|s=0 = 0, ∀ϕ ∈ C10
(
Ω ∪ (∂Ω ∩ {u > 0}))
which is equivalent to (3). 
8. Proof of Theorem 1.8 and Proposition 1.10
Proof of Theorem 1.8. By Theorem 1.1 for everyλ > 0 there is a solution of (1). The solutionūελ of (21) is unique,
sincef is sublinear. Furthermorēuλ = limε→0 ūελ is the maximal solution of (1). Indeed, ifv is a solution of (1),
then it is a subsolution to (21), sov  ūελ. Asε → 0 one obtainsv  ūλ. This solutionūλ is also nondecreasing wit
respect toλ because the same is true for (21), that is,λ1  λ2 implies thatūελ1  ū
ε
λ2
, sincef (x,u) is increasing
in u.
Forλ > 0 small enough there is no nontrivial solution, see the proof of Proposition 2.2 in Section 9.
Forλ > 0 large enough we will see that there exists a positive solution. To prove this we will follow the m
of sub-super solutions. By a subsolution of (9) we mean a functionu ∈ H 1(Ω) ∩ C( 
Ω) such that the surfac
measure of{x ∈ ∂Ω: u(x) = 0} is zero and that verifies{−u + u  0 in Ω,
∂u
∂ν
 −u−β + λf (x,u) on ∂Ω, (63)
A supersolution is a function̄u ∈ H 1(Ω)∩C( 
Ω) the surface measure of{x ∈ ∂Ω: u(x) = 0} is zero satisfying the
above (63) with the inequality signs reversed. Our aim is to find a subsolution c > 0 for some constantc and a
supersolution̄u such thatu  ū, implying the existence of a solutionu such thatu  u  ū, see [1].
Construction of the subsolution for sufficiently largeλ: Let Y be the solution of{−Y + Y = 0 in Ω,
∂Y
∂ν
= 1 on ∂Ω. (64)
Let ξ0 be as in the assumption (10), that is, such thatf (x, ξ0) ≡ 0 and solve{−v + v = 0 in Ω,
∂v
∂ν
= f (x, ξ0) on ∂Ω. (65)
By the maximum principle and Hopf’s lemmav is positive in 
Ω . Let us fixε > 0 such that
b := inf
Ω (v − εY ) > 0.
Define
u = k(v − εY ),
where we choosek large enough in such a way that
kb  ξ0 and b−β  εk1+β.
Subsequently we chooseλ  k. This results in
kf (x, ξ0)  λf (x, kb) and k−β(v − εY )−β  kε,
implying the normal derivative inequality in (63).
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Construction of the ordered supersolution:Let Y be the solution to (64) and definēu = AY , whereA > 0 is a
large constant such thatA  λf (x,A) for everyx ∈ ∂Ω . This makes̄u a supersolution of (9). We may takeA even
larger in order to haveu  ū. 
We now proceed with the proof of the remaining items of Theorem 1.8.
Proof of Theorem 1.8(a) and (b). Define
λ∗ = inf {λ > 0: ūλ > 0 in 
Ω}.
Observe that 0< λ∗ < ∞. Let 0< λ′ < λ∗ and suppose that̄uλ′ > 0 a.e. on∂Ω . Fix λ such thatλ′ < λ < λ∗. Let
ζ be the solution of{−ζ + ζ = 0 in Ω,
∂ζ
∂ν
= f (x, ūλ′) on ∂Ω. (66)
Clearly ζ > 0 in Ω sincef (x, ūλ′)  0 andf (x, ūλ′) ≡ 0 on ∂Ω . Let 0< ε  λ − λ′. Then the functionw =





λ′ + λ′f (x, ūλ′) + εf (x, ūλ′)  −w−β + λf (x,w).
Hencew is a subsolution of (9) corresponding toλ, thusūλ  w in Ω . Sinceλ < λ∗ this contradicts the definitio
of λ∗. 

















λ∗ asλ decreases toλ






λ∗  C. In particularūλ∗ > 0 a.e. on∂Ω . 
Proof of Theorem 1.8(d). Fix λ > λ∗. From now on we drop the dependence onλ and writeu = ūλ, we also write
uε = ūελ. Our aim is to prove thatΛ(u) > 0, see the definition in (11). First we prove that forλ > λ∗ the maximal
solutionu is weakly stable [2,4] in the sense that
Λ(u)  0. (67)









|∇ϕ|2 + ϕ2, ∀ϕ ∈ C1( 
Ω). (68)
Sinceuε  c for somec > 0 independent ofε one can letε → 0 in (68) and obtain (67).
Let us show thatΛ(u) > 0. We introduce a new parameterθ  0 and consider the family of problems
−u + u = 0 in Ω,
u  0 in Ω,
∂u
∂ν
= −u−β + λf (x,u) + θ on ∂Ω ∩ {u > 0}.
(69)
The main observations to conclude are:
there existsθ < 0 such that forθ > θ (69) has a positive maximal solution̄u , and (70)0 0 θ
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al solu-for θ > θ0 we haveΛ(ūθ )  0 andΛ(ūθ ) is strictly increasing withθ . (71)
Indeed, assuming (70) and (71) we have a maximal solution¯θ to (69) for someθ < 0. But then
0 Λ(ūθ ) < Λ(ū0)
and finally note that̄u0 is just the maximal solution of (9).
Proof of (70). Fix λ′ such thatλ∗ < λ′ < λ and let 0< ε  λ − λ′. Let ζ be the solution of (66) andY be the




For θ > θ0 set
w = ūλ′ + εζ + θY,




λ′ + λ′f (x, ūλ′) + εf (x, ūλ′) + θ  −w−β + λf (x,w) + θ.
Thus w is a positive subsolution, and by the method of sub and supersolutions we can find a maxim
tion ūθ . 
Proof of (71). Let θ0 < θ1 < θ2 and letūθ1, ūθ2 denote the maximal solution of (69) with parametersθ1 andθ2.
Note that
ūθ1 < ūθ2. (72)
Let ψ1 andψ2 denote the first eigenfunctions, i.e.,{−ψi + ψi = 0 in Ω,
∂ψi
∂ν
= βu−β−1ψi + λfu(x,u)ψi + Λ(ūθi )ψi on ∂Ω, (73)



































where the last inequality is strict becauseψ2 > 0 and (72). 
Proof of Proposition 1.10. We shall prove that there exists a constantc > 0 independent ofλ such that
ūλ  c on ∂Ω, ∀λ > λ∗. (74)
The conclusion follows by lettingλ ↘ λ∗.
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∇ūλ · ∇ϕ +
∫
Ω
ūλϕ = 0. (75)
Takeϕ = ū−γλ whereγ > 1 will be specified later. Notice thatϕ is well defined becausēuλ > 0 in 
Ω for λ > λ∗.




























































































which is equivalent to(
4γβ(1− ε)





















We need the following versions of Sobolev’s inequality and trace inequality.






















, ∀ϕ ∈ C1( 
Ω). (80)
Proof of Proposition 1.10 continued. We use (79) and (80) withϕ = ū(1−γ )/2λ andd1 > 0, d2 > 0 to be fixed
shortly, and combine with (78)(
4γβ(1− ε)








































Ω ∂Ω ∂Ω Ω
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4γβ(1− ε)





















with a constantC independent ofλ, for λ in a bounded interval, say,λ∗ < λ  λ0. For this reason we taked1 > 0
so thatd1
1−γ
2 = −β − 1 and conclude(
4γβ(1− ε)











whereC independent ofλ for λ∗ < λ  λ0.





λ by a constant independent ofλ, λ
∗ < λ  λ0.
By Lemma 9.1,












dist(x, ∂Ω)d2(1−γ )/2 dx < ∞, (82)
if we fix d2 > 0 small so thatd2
1−γ
2 > −1.
Finally, from (81) and (82) we deduce(
4γβ(1− ε)






The latter estimate is useful if 4γβ(1− ε)/(1− γ )2 − 1 > 0 for someε > 0, that is, if 4γβ/(1− γ )2 > 1. This is
the case for 1< γ < 1+ 2β + 2√β + β2.





Let vλ = 1/ūλ. Thenvλ satisfies{−vλ + vλ  0 in Ω,
∂vλ
∂ν
 v2+βλ on ∂Ω.
The proof of (74) will be completed with the aid of the following lemma.
Lemma 8.2. Supposev ∈ C2( 
Ω) satisfies{−v + v  0 in Ω,
∂v  vq on ∂Ω,
∂ν








on awhereq > 1. If∫
∂Ω
vp < K
for somep > (n − 1)(q − 1) then
‖v‖L∞(∂Ω)  C,
whereC depends only onΩ , p, q andK .
Proof of Lemma 8.1. We only prove (79) the other inequality being analogous. By Hölder’s inequality we
assume thatd < 2(n−1)
n−2 , the Sobolev exponent for the trace inequality. For the sake of contradiction suppo














Thenϕn is bounded inH 1(Ω) and up to a subsequenceϕn ⇀ ϕ weakly inH 1(Ω). By the compact embeddin
H 1(Ω) ⊂ L2(∂Ω) we have∫
∂Ω




|ϕ|d = 0, a contradiction. 
Proof of Lemma 8.2. We havevq ∈ Lp/q(∂Ω). By Lp theoryv ∈ W1,r (Ω) for all 1 r < pn/(q(n − 1)). By the





n−1 − 1n−1. It follows that
v ∈ Lt(∂Ω) for t < t∗ with 1
t∗ = qp − 1n−1. But t∗ > p. Repeating this process a finite number of times (bootst
we obtain the conclusion.
9. Proofs for Section 2
Proof of Proposition 2.1. If the domain is a ball andf = f (u), the maximal solutions̄uε to (5) are radial and
henceūλ is radial. This means thatūλ is a constant on∂Ω and this constant is either positive or zero.
Proof of Proposition 2.2. Assumeūλ ≡ 0 for a sufficiently smallλ > 0. Sinceūλ = ūλ  0, thenūλ attains
it maximum at a pointy ∈ ∂Ω . Thus ∂ūλ
∂ν
(y)  0, implies 1
λ
 ūλ(y)βf (y, ūλ(y)). But ūλ(y)βf (y, ūλ(y))  K
whereK > 0 is a constant independent ofλ for λ small, because the mapλ → ūλ is nondecreasing. This is a
absurd. 
Construction of Example 2.3. Let Ω = BR(0) and pick a pointx0 ∈ ∂BR . We takef smooth such that 0
f  1, f ≡ 1 in Br0(x0) andf ≡ 0 in Rn \ B2r0(x0) for a fixedr0 > 0 and consider the problem{−u + u = 0 in BR,
∂u
∂ν
= −u−β + λf (x) on ∂BR ∩ {u > 0}. (83)
We will proceed in two steps. First we will prove that for largeR andλ the maximal solution of (83) is nontrivia
Then we fix such a largeλ = λ̄ and takeR even larger in order to prove that the maximal solution vanishes
subset of∂BR(0) with positive surface measure.
Claim 1. If λ is large enough then for anyR large the maximal solution of(83) is nontrivial.
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n aIn fact, we will construct a nontrivial subsolution of (83) forλ large. LetD = B3r0(x0) ∩ BR(0) and write its
boundary as∂D = Γ ∪ Υ whereΓ = Br0(x0) ∩ ∂BR(0) andΥ = ∂D \ Γ .
Let w = w1 + w2 wherew1 solves
−w1 + w1 = 0 in D,
∂w1
∂ν
(x) = −dist(x,Υ )−β/(1+β) on Γ ,
w1 = 0 on Υ ,
andw2 satisfies
−w2 + w2 = 0 in D,
∂w2
∂ν
(x) = λ on Γ ,
w2 = 0 on Υ .
For σ > 0 defineWσ = {x ∈ D: dist(x, ∂Γ ) < σ }. A similar calculation as in Lemma 5.4 implies that forR large
enough there is a functionu defined inWσ that satisfies
−u + u  0 in Wσ ,
∂u
∂ν
(x)  − 1
C
dist(x,Υ )−β/(1+β) on Γ ∩ ∂Wσ ,
u = 0 on Υ ∩ ∂Wσ .
(TakingR large here corresponds to work with smallτ in Lemma 5.4.) Moreover, as in (22)
u  c dist(x,Υ )1/(1+β) onΓ ∩ ∂Wσ ,
wherec > 0. HereC andc are positive constants that are independent ofR andλ.
Following the argument of Lemma 5.4 the following assertions hold:
(1) w  cλu in ∂Wσ ∩ D for λ large enough,
(2) w = cλu = 0 on∂Wσ ∩ Υ ,
(3) cλ∂u
∂ν
(x)  −λdist(x,Υ )−β/(1+β)  ∂w
∂ν
(x) for everyx ∈ ∂Wσ ∩ Γ andλ large, see (26).
By the maximum principle
cλu  w in Wσ .
Therefore




(x) = −dist(x,Υ )−β/(1+β) + λ  −cβλβw−β + λ.
Thus, ifλ is sufficiently large,w is a subsolution inD.
Next, we extendw by zero toBR(0) \ D and this is a nontrivial subsolution of (83).
Claim 2. We fix a sufficiently largeλ = λ̄ and prove that forR large enough the maximal solution vanishes o
subset of∂BR with positive surface measure.
Definev(y) = u(Ry) andy = x
R
for y ∈ B1 thenv satisfies{−R−2v + v = 0 in B1,
∂v = −v−βR + λRf (Ry) on ∂B ∩ {v > 0}.
∂ν
1
































f (Ry)  CλR−n. (84)
To proceed further we need to estimatev on ∂B1. DefineY(r) = 12R r2 + nR , which satisfies{−Y + Y  0 in BR,
Y ′(R) = ∂Y
∂ν
= 1 on ∂BR.
The functionU = MY is a supersolution of (83) if one takesM large enough (independently ofλ). Therefore
u  CY on ∂BR . Notice thatY(R) = R2 + nR and hencev  CR on ∂B1. Using this estimate in (84) we deduce
CR−β
∣∣∂B1 ∩ {v > 0}∣∣  ∫
∂B1∩{v>0}
v−β  λCR−n+1.
We conclude that forR large enough∣∣∂B1 ∩ {v > 0}∣∣  λCR−n+1+β < |∂B1|.
This implies thatu vanishes on subset of∂BR of positive surface measure.
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Appendix. Auxiliary results
In this section we collect a number of auxiliary results for linear equations that we use in the paper.
Lemma 9.1. Let D ⊂ Rn be a bounded, smooth domain,a ∈ L∞(D) and a  0. Supposeu ∈ H 1(D), u  0
satisfies
−u + a(x)u  0 in D.






dist(x, ∂D), ∀x ∈ D. (85)
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uality
ore weProof. Let D′ ⊂⊂ D be a nonempty open set, with smooth boundary. By a weak version of Harnack’s ineq




u ∀x ∈ D′,






Let w be the solution of{−w + a(x)w = χD′ in D,
w = 0 on ∂D.









































From here we deduce that (85) holds forx ∈ D′. If x ∈ D \ D′ we argue as follows. Letz solve−z + a(x)z = 0 in D \

D′,
z = 0 on ∂D,
z = 1 on ∂D′.
By Hopf’s lemmaz(x)  c dist(x, ∂D) for all x ∈ D \D′, wherec > 0. Thenv(x) = u(x)/(C ∫
∂D
u) satisfiesv  z











dist(x, ∂D) ∀x ∈ D \ D′. 
The next estimate follows from [10].
Lemma 9.2. LetD ⊂ Rn be a bounded, smooth domain,a ∈ L∞(D) anda  0. Supposeu ∈ H 1(D) satisfies{−u + a(x)u = 0 in D,
u = g on ∂D,
whereg ∈ Lp(∂Ω) andp  1. Let1 r < np
n−1 Then there existsC independent ofg andu such that
‖u‖Lr(D)  C‖g‖Lp(∂D).
We state the next results in this section in a form suitable for the proof of the regularity results. Theref
recall the notation introduced in Section 4:
Ω̃ = 1
τ
(Ω − x0) wherex0 ∈ ∂Ω, 0< τ < τ0,
B̃+ = Ω̃ ∩ B1(0), Γ̃ e = ∂Ω̃ ∩ B1(0). (86)
The constants that appear in the next lemmas can be chosen independently ofx0 ∈ ∂Ω and 0< τ < τ0.
The following estimate follows from [10].
J. Dávila, M. Montenegro / Ann. I. H. Poincaré – AN 22 (2005) 303–330 329Lemma 9.3. Leta ∈ L∞(B̃+). Supposeu ∈ H 1(B̃+) satisfies{−u + a(x)u = 0 in B̃+,
∂u
∂ν
= g on Γ̃ e,
whereg ∈ Lp(∂Ω) andp  1. Let1 r < np
n−1 . Then there existsC independent ofg andu such that
‖u‖W1,r (B3/4∩Ω̃)  C
(‖g‖Lp(Γ̃ e) + ‖u‖L1(B̃+)).
Lemma 9.4. Leta ∈ L∞(B̃+) and suppose thatu ∈ H 1(B̃+) satisfies{−u + a(x)u  0 in B̃+,
∂u
∂ν
 N on Γ̃ e,
whereN is a constant. Ifp > 1 then there is a constantC > 0 independent ofu, N such that
u(x)  C
(‖u+‖Lp(B3/4∩B̃+) + N), ∀x ∈ B1/2 ∩ B̃+.
Proof. Use Moser’s iteration scheme, see e.g. [7, p. 195].
Proof of Lemma 6.1. By (86) we may assume that there is a smooth domainD ⊂ B̃+ such that(B2 ∩ Ω̃) ⊂ D ⊂
(B3 ∩ Ω̃). Denotex = x̃ andx1 = x̃1. By Lemma 9.4
u(x1)  C‖u‖Lr(B3/4∩B̃+) + C N, (87)
where we fix 1< r < n






dist(x, ∂D) ∀x ∈ D. (88)





and by (88) and the fact that dist(x, ∂D) = dist(x, Γ̃ e) ∀x ∈ B̃+, we find
u(x)  c‖u‖Lr(B3/4∩B̃+) dist(x, Γ̃ e) ∀x ∈ B̃+.
Using (87) we obtain
u(x)  c dist(x, Γ̃ e)
(
u(x1) − C N
)
. 
Lemma 9.5. Leta ∈ L∞(B̃+) and suppose thatu ∈ H 1(B̃+), u  0 satisfies{−u + a(x)u  0 in B̃+,
∂u
∂ν
 −N on Γ̃ e,




u(x) + N) ∀x ∈ B1/2 ∩ B̃+.
Proof. Use Moser’s iterations, see e.g. [7, p. 195].
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