An affine column independent matrix is a matrix whose entries are polynomials of degree at most 1 in a number of indeterminates where no indeterminate appears with a nonzero coefficient in two different columns. A completion is a matrix obtained by giving values to each of the indeterminates. Affine column independent matrices are more general than partial matrices where each entry is either a constant or a distinct indeterminate. We determine when the rank of all completions of an affine column independent matrix is bounded by a given number, generalizing known results for partial matrices. We also characterize the square partial matrices over a field all of whose completions are nonsingular. The maximum number of free entries in such *
Introduction
Let F be a field. A partial matrix over F is a matrix in which some entries are specified as elements of F, and the other entries are unspecified and can be freely chosen within F.
A completion of a partial matrix is a specific choice of values from F for its unspecified entries. We also use completion to refer to the matrix obtained by choosing values for its unspecified entries. In a partial matrix, we call the unspecified entries indeterminates, since they are free to range over F.
There is a substantial literature on matrix completions of which for our purposes [1, 4, 5, 6] are particularly relevant. Matrix completions have found applications in collaborative filtering and image processing [3] and in system analysis [7] .
Let M m,n (F) be the set of m×n matrices whose entries belong to F, and let P m,n (F) be the set of m × n partial matrices over F. If m = n, then we use the abbreviations M n (F) and P n (F), respectively. We call elements in F constants and call matrices in M m,n (F) matrices of constants or, more simply, constant matrices, in contrast to indeterminates and partial matrices respectively.
First consider the following general problem. Let A be a partial matrix in P n (F) with k unspecified entries. We label the unspecified entries of A with distinct indeterminates x 1 , x 2 , . . . , x k over F, and then the determinant of A is a polynomial in x 1 , x 2 , . . . , x k with coefficients from F:
For example, the above determinant when n = 4 becomes In general, the degree of each indeterminate in p A (x 1 , x 2 , . . . , x k ) is at most 1. In what follows we consider a more general class of matrices with the same property. Thus, in an ACI-matrix, the indeterminates in the unspecified entries in a column are independent of the indeterminates in the unspecified entries in every other column. In a partial matrix, each unspecified entry is independent of all the other unspecified entries.
An affine row independent matrix can be defined in a very similar way to affine column independent matrices. By combining affine combinations of indeterminates to new indeterminates, it is easy to see that partial matrices and matrices that are both affine row and column independent are essentially equivalent. [1, 4, 6, 7] with much simpler proofs. Bapat [1] obtains a more abstract theorem from which the solution follows.
We first solve Problem 4 for ACI-matrices from which we obtain the solution for partial matrices. We then solve Problem 3 in the case that the field F has at least n + 1 elements where n is the order of the matrix. We also determine the maximum number of indeterminates (unspecified entries) that a partial matrix of a given order can have if all of its completions are nonsingular; the partial matrices that attain this maximum number are then characterized.
Main Results
The following lemma is elementary.
Proof. Let A = (a 1 , a 2 , . . . , a n ) where a 1 , a 2 , . . . , a n are the columns of A. Then T AP = (T a 1 , T a 2 , . . . , T a n )P , and the result follows. Proof. First assume that (ii) holds. Multiplying T A on the left and right by permutation matrices if necessary, we may assume that
We always use O r,s to denote the r × s zero matrix. If we use the same letter A to mean any completion of A, then the rank of T A is at most the rank of
plus the rank of A 22 . The former has n − s columns and so its rank is at most n − s. The latter, that is, A 22 , has ρ + s − n rows and so its rank does not exceed ρ + s − n. Hence the rank of T A, and so the rank of A, is at most
Therefore (i) holds.
We use induction on m to prove that (i) implies (ii). If m = 1 or n = 1, then ρ = 0, and A is a zero matrix. In either case (ii) clearly holds. Next let m ≥ 2, n ≥ 2 and assume that the result holds for ACI-matrices with row number less than m. 
The matrix T = [1] ⊕ T is a nonsingular constant matrix. There exist permutation matrices P, Q such that
where C 11 is a p × (n − q) ACI-matrix and C 22 is an (m − p) × q ACI-matrix.
Since P T AQ is an ACI-matrix by Lemma 2, C 11 and C 22 contain no indeterminate in common. Hence every completion of A can be obtained by first completing C 11 and C 22
and then choosing values for those indeterminates in A that do not occur in C 11 and C 22 .
Suppose that both C 11 has a completion of rank ρ − (m − p) + 1 or greater and C 22 has a completion of rank ρ − (n − q) + 1 or greater. Then P T AQ and hence A has a completion of rank at least
Thus either all completions of C 11 have rank at most ρ − (m − p), or all completions of C 22 have rank at most ρ − (n − q). Suppose the former holds. It is easy to verify that ρ − (m − p) < min{p, n − q}. Then using induction on C 11 , there are a nonsingular constant matrix S and a permutation matrix Q 1 such that
where a and b are positive integers with
Hence (SP T )A has an a × (b + q) zero submatrix where In the case of partial matrices, an additional equivalent condition can be included in Theorem 3. We will need the following elementary and well-known fact. Proof. By Theorem 3 we know the equivalence of (i) and (ii). Thus it suffices to show the equivalence of (ii) and (iii). First assume that (iii) holds. Without loss of generality, we may assume that
Lemma 6 Let
where B is an r×s constant matrix with r+s ≥ m+n−ρ and rank B ≤ r+s−(m+n−ρ).
There exists a nonsingular constant matrix T such that multiplication of A on the left by T puts B in row-echelon form with at least
Thus (ii) holds. These two claims show that (iii) holds.
To complete the proof we show that when A is a partial matrix, (ii) implies (iii). Let T = [t ij ] be a nonsingular constant matrix such that G = [g ij ] = T A has an

Since T is nonsingular and T [γ|α ] = O, rank T [γ|M ] = rank T [γ|α] = r. Thus |α| ≥ r
and so
and (a) holds.
Suppose that there exists i 0 ∈ α and j 0 ∈ β such that a i 0 ,j 0 is an indeterminate z. By the definition of α, there exists i ∈ γ such that t i,i 0 = 0. But then 
We now apply Lemma 6 to get
Thus rank B = rank A[α|β]
≤ |α| − r The corollary now follows. 2
Hence (iii) holds and the proof is complete. 2 We note that if A is an ACI-matrix, (iii) of Theorem 7 implies (i) but (i) does not imply (iii). For example, let
A be the n × n ACI-matrix        x 1 x 2 · · · x n x 1 x 2 · · · x n . . . . . . . . . . . . x 1 x 2 · · · x n        .
Then all completions of
Next we study ACI-matrices all of whose completions are nonsingular.
Theorem 10 Let F be a field with at least n + 1 elements. Let A be an n × n ACI-
is a nonzero constant if and only if there exist a nonsingular constant matrix T ∈ M n (F) and a permutation matrix Q ∈ M n (F) such that
T AQ is an upper triangular matrix with nonzero constant diagonal entries.
Proof. The condition is obviously sufficient. To prove the necessity we use induction on the order n. The conclusion for n = 1 is trivially true. Now let n ≥ 2, and assume that the conclusion holds for all ACI-matrices of order n − 1. Let A be an ACI-matrix of order n over F[x 1 , . . . , x k ] with det A equal to a nonzero constant.
We assert that A has at least one column with only constant entries. To the contrary, suppose each column of A contains at least one indeterminate implying that the number of indeterminates in A is at least n. Without loss of generality we assume that x j appears in the j-th column of A = [a ij ] for j = 1, . . . , n. Let
where for each j, b 1j , b 2j , . . . , b nj are not all zero. We show that there exist constants
In fact we may successively choose t 2 , . . . , t n such that if b i,j 0 = 0 for some i and j 0 , then
(1) will follow from (2) This contradicts the condition that det A is a nonzero constant.
Suppose the q-th column of A contains only constant entries. This column has at least one nonzero entry, say, in the r-th row. We interchange columns 1 and q, and then interchange rows 1 and r to get a matrix A 0 = P 1 AQ 1 = [ã ij ] withã 11 = 0 where P 1 , Q 1 are permutation matrices. Adding −ã i,1 /ã 11 times the first row to the i-th row in A 0 for i = 2, . . . , n successively we get a matrix A 1 = T 1 A 0 , where T 1 ∈ M n (F) is the nonsingular matrix corresponding to these elementary row operations. Partition A 1 as
where H is of order n − 1. Then detA 1 =ã 11 detH and
is a nonzero constant.
By Lemma 2, A 1 and hence H is an ACI-matrix. Using the induction hypothesis on H, we know that there exist a nonsingular constant matrix T 2 ∈ M n−1 (F) and a permutation matrix Q 2 ∈ M n−1 (F) such that T 2 HQ 2 is an upper triangular matrix with nonzero constant diagonal entries.
is a permutation matrix and
is an upper triangular matrix with nonzero constant diagonal entries. 
We conclude that all the completions of A are nonsingular. Here the operations we performed are: interchanging the first and the fourth columns; adding −1 times the first row to the second, third and fourth row; interchanging the second and fourth rows;
interchanging the second and third columns.
Next we study the possible numbers of indeterminates in a partial matrix all of whose completions are nonsingular. Obviously it suffices to determine the maximum number. We assert that the j-th column ofÃ contains at most j − 1 indeterminates, j = 1, . . . , n. To the contrary suppose the j-th column ofÃ has exactly p indeterminates, say,
and b ij are constants for i ≥ j, we have t i,is = 0 for j ≤ i ≤ n and 1 ≤ s ≤ p. So T has an (n − j + 1) × p zero submatrix and (n − j + 1) + p ≥ n + 1. By the easy part of the Frobenius-König theorem [2] , det T = 0, which contradicts the fact that T is nonsingular.
Therefore, the number of indeterminates of A, which is equal to that ofÃ, is less than or equal to
If A has the properties stated in the theorem, then A has n(n − 1)/2 indeterminates and all completions are nonsingular. Now suppose that the number of indeterminates of A is equal to n(n − 1)/2 and that all completions are nonsingular. From the above argument we see that the j-th column ofÃ has exactly j − 1 indeterminates. Note thatÃ is a partial matrix. To complete our proof of Theorem 12, it suffices to prove the following statement: We use induction on the order n to prove (S). It holds trivially for the case n = 1. Next let n ≥ 2 and assume (S) holds for matrices of order n − 1. There exists a permutation matrix P 1 such that if we denote By the induction hypothesis there exists a permutation matrix P 2 of order n − 1 such that P 2 G 1 is upper triangular with nonzero constant diagonal entries and with all the entries above the diagonal being indeterminates. Set P = (P 2 ⊕ 1)P 1 . Then P is a permutation matrix and
is upper triangular with nonzero constant diagonal entries and with all the entries above the diagonal being indeterminates. This completes the proof. 2
Finally we pose two problems.
Problem 5 Let
A be an m×n ACI-matrix and let r be an integer with r ≤ min{m, n}.
When do all completions of A have rank r? When do all completions of A have rank ≥ r?
The maximum rank of a partial matrix is investigated in [4] . is also maximal-nonsingular.
Problem 6 We call a partial matrix
