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Resumen: Este art´ıculo muestra la aplicacio´n del marco de evaluacio´n QARLA
sobre los resu´menes evaluados en el foro DUC-2004, para las tareas 2 y 5. El marco
QARLA permite evaluar de forma automa´tica los sistemas segu´n diferentes aspectos
(me´tricas de similitud) en relacio´n a un conjunto de resu´menes modelo, identificando
as´ı los aspectos ma´s deficitarios de las estrategias de resumen existentes. Por otro
lado, el marco QARLA permite combinar y meta-evaluar diferentes me´tricas de
similitud, otorgando ma´s peso a los aspectos que caracterizan a los modelos en
relacio´n a los resu´menes automa´ticos.
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Abstract: This article shows an application of the QARLA evaluation framework on
DUC-2004 (tasks 2 and 5). The QARLA framework allows to evaluate summaries
with regard to different features. Second, it allows to combine and meta-evaluate
different similarity metrics, giving more weigh to metrics which characterize models
(manual summaries) regarding automatic summaries.
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1. Introduccio´n
A lo largo de los u´ltimos an˜os se han eval-
uado en el foro DUC, sobre diferentes tar-
eas, distintas aproximaciones automa´ticas al
problema del resumen. Existen diversos tra-
bajos orientados a la evaluacio´n automa´tica
dentro de la tarea de resumen o traduc-
cio´n automa´tica (Culy y Riehemann, 2003;
Coughlin, 2003; Joseph P. Turian y Melamed,
2003; Lin y Hovy, 2003). Sin embargo, en
el DUC, la evaluacio´n se ha realizado v´ıa
juicios humanos. Por un lado, los jueces re-
sponden a un cuestionario en relacio´n a la
calidad del resumen. Por otro lado, analizan
la cobertura de los resu´menes automa´ticos en
relacio´n a un conjunto de resu´menes mode-
lo, mediante un interfaz y siguiendo ciertas
directrices. Esto permite generar un rank-
ing de resu´menes automa´ticos. Este rank-
ing se puede contrastar con los resultados
obtenidos por ciertas me´tricas automa´ticas,
como ROUGE (Lin y Hovy, 2003), por medio
del coeficiente de correlacio´n de Pearson.
Esta estrategia de evaluacio´n tiene la lim-
itacio´n de que una evaluacio´n manual es sub-
jetiva, en cuanto que depende de los jueces
y del protocolo de evaluacio´n seguido, por
ejemplo, en el caso del DUC, evaluacio´n man-
ual orientada a cobertura mediante el interfaz
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SEE (http://www.isi.edu/cyl/SEE/).
El modelo QARLA (seccio´n 2), propuesto
en (Amigo´ et al., 2005), aborda este proble-
ma:
1. QARLA dispone de un criterio au-
toma´tico (QUEEN) de evaluacio´n de
resu´menes sobre un conjunto de modelos
y un conjunto de me´tricas de similitud.
El resultado de la aplicacio´n (QUEEN)
de me´tricas de similitud es independi-
ente de la escala de las me´tricas. Esto im-
plica que podemos comparar los valores
de calidad de un mismo resumen segu´n
distintos criterios de similitud. (seccio´n
2.1)
2. QARLA dispone de un criterio (KING)
de meta-evaluacio´n automa´tica de me´tri-
cas de similitud, alternativa a la cor-
relacio´n con rankings manuales. Estas
medidas se apoyan en criterios obje-
tivos, otorgando ma´s peso a aquellas
me´tricas de similitud que discriminan a
los modelos respecto de los resu´menes
automa´ticos. Es decir, otorga ma´s pe-
so a los rasgos caracter´ısticos de los
resu´menes modelo. (seccio´n 2.2)
En este art´ıculo aplicamos el modelo
QARLA sobre dos tareas del DUC 2004. La
tarea 2 consiste en generar resu´menes cortos
(100 palabras) a partir de un conjunto de doc-
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umentos, y la tarea 5 consiste en generar un
resumen corto en base a una cuestio´n del tipo
¿Quie´n es...?
La seccio´n 2 describe el marco de evalu-
acio´n QARLA: QUEEN como estimacio´n de
la calidad de un resumen automa´tico, KING
como estimacio´n de la calidad de una me´tri-
ca de similitud, y JACK como estimacio´n
de la fiabilidad del proceso de evaluacio´n
en relacio´n al conjunto de resu´menes au-
toma´ticos disponibles. La seccio´n 3 describe
las me´tricas de similitud empleadas en este
trabajo, as´ı como el me´todo de seleccio´n de
las mismas. En la seccio´n 4 se evalu´an y
analizan los resu´menes automa´ticos genera-
dos por los sistemas participantes en DUC
2004.
2. Descripcio´n del marco de
evaluacio´n QARLA
El marco QARLA esta´ descrito en detalle
en (Amigo´ et al., 2005). En este apartado
hacemos una breve descripcio´n.
El marco QARLA se define a partir de
un conjunto A de resu´menes automa´ticos a
evaluar, un conjunto M de resu´menes mod-
elo generados manualmente, y un conjunto
X de me´tricas de similitud entre pares de
resu´menes.
2.1. QUEEN : Estimacio´n de la
calidad de un resumen
automa´tico
QUEENx,M es una medida probabil´ısti-
ca que estima la calidad de un resumen au-
toma´tico a ∈ A, a partir de un conjunto
de resu´menes modelo M y de una medida
de similitud x. La medida QUEEN define
la calidad de un resumen automa´tico a co-
mo la probabilidad calculada sobre tripletes
de resu´menes manuales m,m′,m′′ de que a
este´ ma´s pro´ximo a un modelo que los otros
dos modelos entre s´ı. Formalmente:
QUEENx,M (a) ≡ P (x(a,m) ≥ x(m′,m′′))
Podemos generalizar esta medida QUEEN
para conjuntos de me´tricas si imponemos
que el resumen evaluado cumpla la condicio´n
QUEEN para todas las me´tricas de similitud
del conjunto X. Es decir:
QUEENX,M (a) ≡ P (∀x ∈ X.x(a,m) ≥ x(m′,m′′))
Esta medida cumple algunas propiedades
interesantes. El valor QUEEN aumenta a me-
dida que el resumen automa´tico se asemeja a
los modelos segu´n las me´tricas X, pero es a la
vez independiente de la escala de las me´tri-
cas de similitud, dado que cualquier me´tri-
ca de similitud x′ mono´tona y estrictamente
creciente respecto de x devuelve los mismos
valores en QUEEN. Es decir, depende u´nica-
mente de la topolog´ıa de las me´tricas de simil-
itud, por lo que podemos comparar los val-
ores de QUEEN sobre un mismo resumen au-
toma´tico para distintas me´tricas de similitud.
QUEEN definida como probabilidad tiene
un rango entre 0 y 1, en el que un valor de 0.5
implica que el resumen evaluado se asemeja
tanto a un modelo como dos modelos entre
s´ı. Un valor de QUEEN = 0 implica que
el resumen evaluado no se asemeja a ningu´n
modelo ma´s que dos modelos cualesquiera en-
tre si.
Por ejemplo, un valor de QUEEN = 0,5
para una me´trica basada en co-seleccio´n de
frases, y un valor de QUEEN = 0,1 sobre
una me´trica basada en concurrencia de te´rmi-
nos clave, implica que el sistema es capaz
de comportarse como un resumen manual en
cuanto a las frases escogidas, pero no acier-
ta con los conceptos clave que deben estar
incluidos en el resumen.
Otra propiedad interesante es que, gracias
al cuantificador universal sobre x, me´tricas
redundantes en el conjunto X no sesga el val-
or de QUEEN.
2.2. KING: estimacio´n de la
calidad de una me´trica de
similitud
Un resumen automa´tico puede asemejarse
al conjunto de resu´menes modelo en relacio´n
a una determinada me´trica de similitud. Sin
embargo, es posible que dicha me´trica de
similitud no sea un rasgo caracter´ıstico de los
resu´menes modelo (por ejemplo, el nu´mero de
ocurrencias de la letra ’a’ en el resumen). La
medida KING estima el peso de una me´tri-
ca de similitud en la evaluacio´n evitando el
coste (y la subjetividad) de un juicio hu-
mano directo. Partimos de la hipo´tesis de que
la me´trica ma´s pesada es aquella que mejor
caracteriza resu´menes manuales en oposicio´n
a resu´menes automa´ticos. Esa me´trica de-
ber´ıa identificar los resu´menes manuales co-
mo ma´s pro´ximos entre s´ı y ma´s distantes a
los resu´menes automa´ticos. Esta hipo´tesis la
E. Amigó, A. Peñas, J. Gonzalo, F. Verdejo
60
podemos expresar como:
KINGM,A(X) ≡
P (∀a ∈ A.QUEENM,x(m) > QUEENM,x(a))
que representa la probabilidad de que
un modelo m ∈ M tenga mayor valor
QUEENX,M , que cualquier resumen au-
toma´tico a ∈ A. Expresado en te´rminos de
ranking, indica la probabilidad de que un
modelo ocupe la primera posicio´n respecto a
todos los resu´menes automa´ticos.
Esta medida cumple ciertas propiedades
de gran intere´s. En primer lugar, KING es in-
dependiente de la distribucio´n de resu´menes
automa´ticos. Es decir, el cuantificador uni-
versal sobre a evita que caracter´ısticas redun-
dantes en los sistemas de resumen automa´tico
afecten a la medida.
Por otro lado, una me´trica de similitud no
informativa, por ejemplo, de valor constante
o aleatorio, produce por definicio´n un valor
KING = 0.
Por u´ltimo, al igual que QUEEN, KING
no depende de la distribucio´n de las me´tric-
as del conjunto X. Es decir, me´tricas redun-
dantes en X que evalu´an las mismas carac-
ter´ısticas de los resu´menes, no sesga el valor
de KING.
2.3. JACK: fiabilidad del conjunto
de resu´menes automa´ticos
La medida JACK determina si el conjun-
to A de resu´menes automa´ticos es disperso
respecto del conjunto M de resu´menes mod-
elo. Esta medida es u´til, en primer lugar,
para determinar la fiabilidad de los resulta-
dos dados por KING, dado que se trata de
un valor estad´ıstico dependiente del conjunto
A. Por tanto, si A es ma´s heteroge´neo, en-
tonces KING es ma´s fiable. En segundo lugar,
JACK nos dice si los sistemas de resumen au-
toma´tico siguen estrategias redundantes.
Esta medida JACK se define como:
JACK(X,M,A) ≡
≡ P (∃a, a′ ∈ A.QUEEN(a) > 0 ∧QUEEN(a′) > 0
∧∀x ∈ X.x(a, a′) ≤ x(a,m))
es decir, la probabilidad sobre todos los
resu´menes modelo m de encontrar un par de
resu´menes automa´ticos a, a′ menos cercanos
entre s´ı que a m segu´n todas las me´tricas.
Las condiciones relativas a QUEEN(a) hacen
que JACK sea robusto ante resu´menes au-
toma´ticos dispersos pero muy distantes de los
resu´menes modelo.
3. Seleccio´n de me´tricas de
similitud
Cada me´trica de similitud permite carac-
terizar los resu´menes sobre la base de cri-
terios diferentes. Nuestro objetivo es selec-
cionar las me´tricas que permiten caracteri-
zar mejor los resu´menes manuales y, a la
vez, obtener la mayor informacio´n posible so-
bre el comportamiento de los resu´menes au-
toma´ticos.
En primer lugar, se describen las me´tric-
as disponibles como punto de partida (59 en
total). A continuacio´n se van a seleccionar
12 me´tricas de forma que se minimice la in-
formacio´n redundante que puede aportarnos
cada una de ellas y, a la vez, se maximice la
capacidad de caracterizar resu´menes.
Finalmente, se analiza brevemente las car-
acter´ısticas de las me´tricas seleccionadas.
Estas me´tricas sera´n las que se utilicen
en el siguiente apartado de evaluacio´n de
resu´menes del DUC 2004.
3.1. Descripcio´n de las medidas de
similitud
Para aplicar el modelo QARLA necesi-
tamos definir el conjunto X de me´tricas
de similitud. Las me´tricas de similitud em-
pleadas en este trabajo son:
Me´tricas basadas en ROUGE (R): La me´tri-
ca de evaluacio´n ROUGE (Lin y Hovy,
2003) estima la calidad, en te´rminos
de cobertura de n-gramas, de un re-
sumen automa´tico en relacio´n a un
conjunto de resu´menes modelo. Pode-
mos transformar esta me´trica de eval-
uacio´n en una me´trica de similitud en-
tre pares de resu´menes si consideramos
un u´nico modelo en el ca´lculo. Existen
diferentes tipos de me´tricas ROUGE co-
mo ROUGE-W, ROUGE-L, ROUGE-1,
ROUGE-2, ROUGE-3, ROUGE-4 etc.
(Lin, 2004). Cada una de estas me´tric-
as puede calcularse sobre resu´menes pre-
procesados de tres formas: con stem-
ming y sin te´rminos de parada (c), con
stemming (b) o sin ningu´n pre-procesado
(a). En total, obtenemos 24 me´tricas de
similitud derivadas de ROUGE.
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Me´tricas basadas en ROUGE invertida
(Rpre) Las me´tricas ROUGE esta´n ori-
entadas a cobertura. Por tanto, si in-
vertimos la direccio´n del ca´lculo de la
similitud, obtendremos me´tricas orien-
tadas a precisio´n. Es decir Rpre(a, b) =
R(b, a). Generamos as´ı otras 24 me´tricas
de similitud derivadas de ROUGE inver-
tida
TruncatedVectModel (TVMn): Estas me´tric-
as de similitud comparan la distribucio´n
en los resu´menes de n de los te´rminos
ma´s frecuentes en los documentos origi-
nales. El proceso de ca´lculo consiste en:
(1) obtener una lista con los n te´rminos
lematizados, ignorando los te´rminos de
parada, ma´s frecuentes en los documen-
tos originales; (2) generar un vector con
la frecuencia relativa de cada te´rmino en
el resumen; (3) la medida de similitud se
calcula como la inversa de la distancia
eucl´ıdea entre los vectores asociados a
dos resu´menes. Hemos usado nueve vari-
antes de esta medida, correspondientes a
n = 1, 4, 8, 16, 32, 64, 128, 256, 512.
AveragedSentenceLengthSim (AVLS):
Esta´ me´trica de similitud compara
la longitud promedio de las frases
contenidas en dos resu´menes, y puede
ser u´til para comparar el grado de
abstraccio´n de los resu´menes.
GRAMSIM : Esta´ me´trica de similitud com-
para la distribucio´n de tipos de pal-
abras (verbos, adjetivos, etc.) de dos
resu´menes. El proceso de ca´lculo es el
siguiente: (1) etiquetamos los resu´menes
mediante la herramienta tree-tagger
(Schmid, 1994); (2) por cada resumen
generamos un vector con la frecuencia
de cada una de las posibles etiquetas
gramaticales; (3) medimos la distancia
eucl´ıdea entre los vectores correspondi-
entes a los dos resu´menes. Esta me´tri-
ca de similitud no esta´ orientada a con-
tenidos, y esta´ relacionada con el estilo
lingu¨´ıstico de los resu´menes.
3.2. Agrupacio´n de me´tricas de
similitud
Dado el conjunto de me´tricas de simili-
tud descrito anteriormente, tenemos un to-
tal de 57 (24+24+9) me´tricas orientadas a
contenidos, y 2 me´tricas dependientes de as-
pectos estil´ısticos. El ana´lisis de 48 aspectos
relativos a contenidos puede ser redundante.
Ser´ıa interesante por tanto poder agrupar
conjuntos de me´tricas de similitud que se
comporten de manera similar.
Para ello, calculamos la similitud entre dos
conjuntos de me´tricas como:
sim(X,X ′) ≡ Prob[HX ↔ HX′ ]
HX ≡ ∀x ∈ Xx(a,m) ≥ x(m′,m′′)
Consideramos que dos conjuntos de me´tri-
cas son similares si se comportan de la mis-
ma forma respecto a la condicio´n QUEEN
(predicado H de la fo´rmula) ante una mues-
tra {a,m,m′,m′′}. Es decir, la probabilidad
de que ambos conjuntos de me´tricas discrimi-
nen los mismos resu´menes automa´ticos frente
a los mismos pares de modelos.
La tabla de la figura 1 muestra, sobre un
nu´mero fijado en 10, los grupos de me´tric-
as de similitud obtenidos para la tarea 2 de
DUC 2003. En cuanto a las me´tricas de tipo
ROUGE, el proceso agrupa las 48 me´tricas
en siete grupos, dependiendo de la longitud
de los n-gramas y del tipo de pre-procesado
de los textos. En cuanto a las 9 me´tricas tipo
TVM, se distinguen tres grupos: tomando so-
lo el te´rmino ma´s frecuente, 4 u 8 te´rminos
ma´s frecuentes y otro conjunto con el resto
de configuraciones TVM.
3.3. Calidad de las me´tricas de
similitud: valores de KING
Dentro de cada grupo de la figura 1, la
me´trica de similitud marcada en negrita se
corresponde con la me´trica de mayor KING.
Como puede verse, en los conjuntos basados
en n-gramas con stemming, las me´tricas de
mayor KING son de tipo R, basadas en cober-
tura (grupos 2,3 y 4), mientras que en los con-
juntos de me´tricas sobre n-gramas sin stem-
ming (grupos 5,6 y 7) las me´tricas de may-
or KING son de tipo Rpre, basadas en pre-
cisio´n. En cuanto a me´tricas de tipo TVM,
las de mayor KING son siempre aquellas que
se basan en un nu´mero mayor de te´rminos
frecuentes (grupos 8,9 y 10).
Finalmente, tomamos como me´tricas rep-
resentativas, la me´trica de mayor KING en
cada grupo, en total 10 me´tricas orientadas a
contenidos.
La figura 2 muestra el valor KING de las
distintas me´tricas de similitud seleccionadas,
es decir, la capacidad de las me´tricas de car-
acterizar a los resu´menes modelo frente a los
resu´menes automa´ticos.
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Figura 1: Agrupaciones de me´tricas de similitud
Figura 2: Calidad de las me´tricas de similitud
Figura 3: Calidad de los resu´menes automa´ticos
Figura 4: Correlacio´n entre evaluacio´n en DUC y QARLA
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En cuanto a las me´tricas aisladas, Rpre-W
obtiene un alto KING en ambas tareas. Es-
ta me´trica de similitud se basa en precisio´n
de secuencias no contiguas de te´rminos en los
resu´menes (ROUGE-W-1.2). Para las me´tri-
cas de tipo TVM a medida que consideramos
ma´s te´rminos frecuentes, la me´trica asciende
en valores KING, es decir, caracteriza mejor
a los resu´menes modelo.
La u´ltima columna representa la combi-
nacio´n de mayor KING de entre las posi-
bles combinaciones de me´tricas de simili-
tud. En ambas tareas esta combinacio´n es
Rpre − W y TMV ,512, y supera en valor
KING a cualquiera de las me´tricas individ-
uales. Este hecho muestra que la capacidad
de caracterizacio´n de los modelos puede au-
mentar por medio de la estrategia de combi-
nacio´n de me´tricas que ofrece el marco QAR-
LA.
4. Evaluacio´n de resu´menes
automa´ticos en DUC 2004
En esta seccio´n, a partir de las me´tri-
cas seleccionadas en la seccio´n anterior, se
abordan tres cuestiones: que´ resu´menes au-
toma´ticos tienen un contenido ma´s similar
a los resu´menes modelo, si siguen aproxima-
ciones similares, y que´ caracter´ısticas tienen.
4.1. Ranking de resu´menes
automa´ticos
La combinacio´n de mayor KING en am-
bas tareas es Rpre-W y TVM.512. La figura
3 representa el ranking de resu´menes segu´n
dicha combinacio´n, de acuerdo a los val-
ores de QUEEN{Rpre-W,TVM.512} obtenidos.
Los resu´menes modelo obtienen los may-
ores valores de QUEEN en ambas tareas
con una diferencia significativa respecto a los
resu´menes automa´ticos.
El ranking manual generado en DUC rep-
resenta un criterio concreto de evaluacio´n,
mientras que el modelo QARLA da ma´s peso
a aquellos aspectos que son ma´s discrimina-
tivos entre modelos y resu´menes automa´ticos.
Los resultados por tanto no tienen por que´ co-
incidir necesariamente. Sin embargo, s´ı de-
ber´ıa de existir cierta correlacio´n. La figura
4 muestra la correlacio´n existente entre am-
bas estrategias de evaluacio´n, es decir valores
de QUEEN{Rpre-W,TVM.512} (eje horizontal)
frente a los valores de la evaluacio´n man-
ual (eje vertical). Esta correlacio´n es ma´s
patente en la tarea 5 (orientada a pregun-
ta) donde los contenidos de los resu´menes
son ma´s precisos. Por otro lado, en la tarea
2 (resu´menes gene´ricos) puede verse que los
sistemas con mayor puntuacio´n en QUEEN
tambie´n tienen una buena valoracio´0n por
parte de los jueces humanos en DUC.
4.2. Heterogeneidad de los
resu´menes automa´ticos
Mediante la medida JACK podemos
analizar la heterogeneidad de los resu´menes
automa´ticos. La figura 5 muestra como crece
el valor JACK, tomando como me´tricas la
combinacio´n de ma´ximo KING, Rpre-W y
TVM.512, a medida que aumentamos el
nu´mero de resu´menes automa´ticos. En ambas
tareas los resultados tienden a estabilizarse
a partir de cierto nu´mero de resu´menes, lo
que indica cierta redundancia en las aprox-
imaciones seguidas por los sistemas partici-
pantes.
Por otro lado, en la tarea 2 (resu´menes
gene´ricos) el conjunto de resu´menes au-
toma´ticos es ma´s heteroge´neo que en la tarea
5 (resumen orientado a pregunta). Es decir, se
han empleado estrategias ma´s diversas en la
generacio´n automa´tica de resu´menes gene´ri-
cos, mientras que en la tarea 5, probable-
mente, la pregunta haya centrado los sistemas
en un mismo tipo de estrategia.
4.3. Caracterizacio´n de resu´menes
automa´ticos
El modelo QARLA permite evaluar los
resu´menes automa´ticos en relacio´n a difer-
entes me´tricas de similitud. Si la me´trica o el
conjunto de me´tricas aplicado tiene un mayor
KING, entonces representa un rasgo que car-
acteriza a los resu´menes manuales frente a
resu´menes automa´ticos, considera´ndose ma´s
fiable como criterio de evaluacio´n.
Sin embargo adema´s de evaluar un sis-
tema de resumen, QARLA permite analizar
las propiedades de los resu´menes evaluados.
Dado que QUEEN es independiente de la es-
cala de las me´tricas, esto se puede hacer com-
parando los valores de QUEEN obtenidos por
los sistemas en relacio´n a distintas me´tricas
de similitud.
Las figuras 6 y 7 muestran la calidad de
los resu´menes automa´ticos en relacio´n a las
12 me´tricas de similitud seleccionadas, ex-
tra´ıdas mediante el proceso de agrupamiento
descrito. Los valores de QUEEN ma´s eleva-
dos aparecen marcados en negrita.
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Figura 5: JACK vs. numero de resu´menes automa´ticos
Figura 6: Calidad de los resu´menes automa´ticos en la tarea 2
Los sistemas de resumen (eje vertical)
esta´n ordenados segu´n el ranking generado
manualmente en DUC. Como puede verse, en
ambas tareas los primeros sistemas obtienen
buena puntuacio´n segu´n la mayor´ıa de los
rasgos orientados a contenidos (me´tricas R,
Rpre y TVM).
A partir de estos datos, si nos fijamos en
los valores promedio (u´ltima fila) de QUEEN
sobre distintas me´tricas de similitud, pode-
mos extraer algunas conclusiones:
Los resu´menes automa´ticos generados
en el DUC no coindicen en longitud
de frases con los resu´menes modelo. La
puntuacio´n promedio sobre la me´trica
AV LS (0.26 y 0.22) es bastante reducida
en relacio´n al valor obtenido por el resto
de las me´tricas.
Los resu´menes automa´ticos son capaces
de identificar los te´rminos ma´s rele-
vantes (valores de QUEEN ma´s altos en
TVM.1), mientras que no identifican el-
ementos menos frecuentes de los doc-
umentos originales pero que s´ı son co-
munes en los resu´menes modelo (valores
de QUEEN ma´s bajos en TMV.512).
El estilo lingu¨´ıstico de los resu´menes au-
toma´ticos es especialmente diferente al
de los modelos en la tarea 5 (resumen
orientado a pregunta) frente a la tarea
2 (resumen gene´rico). Presumiblemente
los resu´menes manuales orientados a pre-
gunta tienen unos rasgos de estilo ma´s
definidos.
Los resu´menes automa´ticos se asemejan
a los modelos en secuencias de palabras
largas (valores altos en R-3,R-4) en la
misma medida que los modelos entre s´ı,
especialmente en los resu´menes de tipo
gene´rico (tarea 2).
5. Conclusiones
El marco de evaluacio´n QARLA ha permi-
tido nos ha permitido, por un lado, identificar
me´tricas de evaluacio´n fiables y comparar
resu´menes automa´ticos entre s´ı. Los resulta-
dos muestran que existe una alta correlacio´n
entre la evaluacio´n resultante de QARLA y
la evaluacio´n realizada por jueces humanos.
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Figura 7: Calidad de los resu´menes automa´ticos en la tarea 5
Por otro lado, QARLA ha permitido ex-
traer conclusiones acerca de que´ aspectos
esta´n mejor o peor cubiertos por las aprox-
imaciones de los sistemas existentes al prob-
lema del resumen automa´tico, por medio de
la aplicacio´n de distintas me´tricas de simili-
tud. Aplicado sobre los datos del DUC-2004,
los resultados han resultado coherentes con
las caracter´ısticas reales de los sistemas, por
lo general, extractivos y basados en estrate-
gias superficiales. Los resultados son tambie´n
coherentes con las diferencias entre la tarea
de generacio´n de un resumen gene´rico y un
resumen orientado a pregunta.
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