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Rt~sum6. Nous donnons un algorithme qui permet de d6terminer toutes les occurrences des facteurs 
d'un mot donn6 dans un texte en temps lin6aire par rapport a la longueur du texte. 
Abstract. We here give an algorithm which finds all occurrences of the factors of a given word 
in a text in time linear in the length of the text. 
Introduction 
Le probl6me g6n6ral de la recherche d'un mot dans un texte bien connu sous la 
terminologie de 'string-matching' est r6solu en temps lin6aire relativement /~ la 
longueur du texte par les algorithmes de Knuth, Morris et Pratt [12] ou de Boyer 
et Moore [7] (voir aussi [1, 2, 13-15, 17]). 
A. Blumer, J. Blumer, Ehrenfeucht, Haussler et McConnell [3] ont donn6 un 
algorithme qui d6termine l'automate partiel minimal ~(x)  des facteurs droits d'un 
mot x en temps lin6aire par rapport/l la longueur Ixl de ce mot; puis [4] (voir aussi 
[5]) un algorithme qui d6termine l'automate partiel minimal ~(x) des facteurs de 
x qui est un quotient de ~)(-x). 
Crochemore [8] (voir aussi [9]) a donn6 ind6pendamment un algorithme qui 
d6termine l'automate partiel ~(x) et, en outre, une fonction de sortie; le transducteur 
ainsi obtenu d6termine la premiere occurrence de chaque facteur du mot x. 
Nous introduisons ici un transducteur de r6initialisation compl6mentaire a celui 
de Crochemore t qui d6termine, pour tout facteur u de x et pour toute lettre a de 
l'alphabet A du mot x telle que ua ne soit pas facteur de x, le plus grand facteur 
droit v de u tel que va  soit facteur de x et la position de la premiere occurrence 
de va clans x. La construction des deux transducteurs e t en O([xlcard(A)). 
Nous donnons ensuite un algorithme qui d6termine/L l'aide des deux transducteurs 
toutes les occurrences de facteurs maximaux de x dans un texte. Ce dernier 
algorithme st lin6aire par rapport/L la longueur du texte et ind6pendant de son 
alphabet. 
Les modifications apport6es/l l'algorithme de Crochemore [8] afin de pouvoir 
:alculer la fonction de sortie du transducteur de r6initialisation, ous ont amen6 
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donner une nouvelle preuve de l'algorithme. En particulier, on peut noter que l'6tude 
simultan6e et non successive comme en [5]~des  automates ~(x)  et ~(x)  simplifie 
cette preuve. 
Crochem0re [10] annonce des r6sultats compl6mentaires proches de nos r6sultats. 
1. G~n~ralit~ sur ies automates partiels qui reconnaissent les facteurs d'un mot 
D6finition 1.1. Soit x un mot non vide du monoide libre A* d'a lphabet/L 
(i) Un mot u de A* est appel6 un facteur (respectivement, facteur gauche, facteur 
droit) de x s'il existe vl, v2 e A* tels que x = VlUV2 (respectivement, x = uv2, x = vlu). 
Soit F(x) (respectivement, Fg(x), Fd(x)) l'ensemble des facteurs (respectivement, 
facteurs gauches, facteurs droits) de x. Si u e Fg(x) (respectivement v e Fd(x)),  il 
existe un unique mot v (respectivement u) dans A* tel que x = uv et il est not6 
v = u-~x (respectivement u = xv-~). 
(ii) Si L~_ A* et si u E A*, Vv ~ A* tel que uv ~ Lest  appel~ un contexte droit de 
u pour L. Soit ContdL(u) l'ensemble des contextes droits de u pour L. PdL= 
{(u, v)[ ContdL(u)= ContdL(v)} est la congruence syntaxique ~droite du langage L. 
(iii) ru fF (x )  soit [u ]=[u]x  la classe de u modulo Pdmx ). Si S=Sx= 
{[u] lusF(x )}  et si z=~-~ est la fonction de transition partielle telle que 
soit d6fini en ( [u] ,a)  si, et seulement si, ua~F(x)  et alors z([u], a)=[ua],  
~(x) = (S, z) est l'automate partiel minimal de F(x)  d'apr~s le th~or~me de Myhill 
et Nerode [16]. ~(x) reeonnaSt F(x)  en prenant [1] comme ~tat initial et S comme 
ensemble d'~tats terminaux. Si z n'est pas d6fini en ([u], a)sSxA,  on pose 
"r([u], a) = ~. 
(iv) ru fF (x )  soit [u]'=[u]" la classe de u modulo PdFd(x). Si S '=  
{[u]' Iu ~ F(x)} et si ~" est d6fini en ([u]', a) si, et seulement si, ua ~ F(x)  et alors 
z'([u]', a)=[ua]' ,  ~(x)=(S ' ,  z') est rautomate partiel minimal de Fd(x). ~(x )  
reconna[t Fd(x) en prenant [1]' comme 6tat initial et T '= {[u]'[ u c Fd(x)} comme 
ensemble d'6tats terminaux. 
(v) Vu ~ F(x)  soit pref(u) = pref~(u) le plus petit facteur gauche de x qui admet 
u comme facteur (droit). Par exemple, s ix  = abbcab, pref(b)= ab, pref(bb)= abb 
et pref( cab ) = x. 
(vi) Vu ~ F(x)\{1} soit suf(u) = SUfx(U) (respectivement suf'(u) = suf ' (u ) )  le mot 
le plus grand de Fd(u) \ [u]  (respectivement Fd(u) \ [u] ' ) .  S ix  = abbcab, suf (ab)= 
suf(bb) = b, suf(abbc) = 1 et suf(x) = ab. 
Remarque 1.2. (i) Si u ~ F(x) ,  Vv ~ [u], pref(v) = pref(u) car, si w est le mot le plus 
long de ContdF(x)(U) = ContdF(x)(V), alors pref(u).w = x = pref(v).w. 
(ii) Si u est le mot le plus long de [u], alors [u] = Fd(u) \Fd(suf(u))  car, Vv ~ [u], 
v ~ Fd(u) d'apr~s (i) et, si Ivl ~< ]suf(u)l, alors Contdmx)(U ) c Contdv(x)(suf(u)) _c
ContdF(x)(v) et vg [u]. I Ien  r6sulte que, '¢v ~ [u], suf(v) = suf(u). 
(iii) Si pref (u)= pref(v) et su f (u )= suf(v), alors [u] = [v] d'apr~s (i) et (ii). 
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(iv) ~(x)  et suf' v6dfient des propd6t6s analogues. 
D6finition 1.3. (i) D'apr~s la Remarque 1.2, il existe une application pref de S dans 
N telle que, Vu E F(x), pref([u]) = [pref(u)[. I1 existe de m~me une application suf 
de S\{[1]} dans S telle clue, Vu E F(x)\{1}, suf([u])=[suf(u)] et qui est appel6e 
le lien sufftxe de ~(x). En introduisant un &at fictif 0 tel que, Va E A, ~'(0, a) = [1] 
on peut poser suf([1]) = 0. II existe de mSme une application pref' et un lien suflixe 
suf' pour ~(x) .  
(ii) Comme les langages F(x) et Fd(x) sont finis, les graphes ~(x) et ~)(x) sont 
sans circuits et, Vs E S (respectivement Vs E S') le maximum des longueurs des 
chemins d'extr6mit6 terminale s est un entier naturel rg(s) appel6 rang de s. Si u 
est le mot le plus long de [u], alors rg([u])= lu[. 
Exemple. S ix  = abbcab, ~(x) et ~(x)  sont isomorphes (voir Fig. 1); T = {1, 3, 6, 8} 
est l'ensemble des &ats terminaux de ~(x).  
Proposition 1.4. (i) Vu E F(x), [u]'_c [u]. 
(ii) Vu E F(x) et Va ~ A, [u]x. c [u],,. 
(iii) $i x ne contient aucune occurrence de la lettre a, alors, Vu E F(x), [u],~ = [u]' .  
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Preuve. (i) ~(x )= (S', ~") reconna~t F(x) avec l'ensemble S' d'6tats terminaux. 
~(x) est donc un automate partiel quotient de ~b(x) et, VuE F(x), [u]'c_ [u]. 
(ii) ~(xa)= (S", ~") reconna$t aussi F(x) avec S"\{[xa]~} comme ensemble 
d'&ats terminaux. Par suite, Vu e F(x), [u]~ _~ [u]x. 
(iii) S ix  ne contient aucune occurrence de la lettre a, Vu E Fd(x), [u]~.a 
[ua],,, = F(xa)\F(x), d'ofl [u]~ _ Fd(x). ~(xa) reconnatt donc aussi Fd(x) et, par 
suite, [u]x,, ~ [u]'. R6ciproquement, si T' est l'ensemble des &ats terminaux de 
~)(x)=(S', "r'), si q~S', S~=S'u{q} et si ~'1 est le prolongement de ~" tel que, 
Vt E T', ~h(t, a) = q l'automate partiel 9~1 = ($1, ~'~) reconnai't aussi F(x). ~(x) est 
doric un quotient de 9At et, VuEF(x),  [u]'__[u]~. ~(x)  est donc isomorphe 
l'automate partiel obtenu en supprimant darts ~(xa) l'&at [xa],,~. [] 
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D6finition 1.5. (i) Si ~(x)  = (S, ~-), l 'application partielle ~b de S x A dans N d6finie 
en (s, a) e S x A si, et seulement si, ~" est d6fini et (s, a) et telle que 
$(s, a )= pref(z(s, a ) ) -  p re f (s ) -  1 
est appel6e lafonction de sortie de ~(x).  Le triplet (S, ~', ~b) est alors un transducteur 
[8] (generalized sequential machine [11], voir aussi [6]) appel6 le transducteur de 
Crochemore de x. 
(ii) Vu ~ F(x) ,  soit init(u)= [pref(u) l -  lu[ = [pref(u)u-ll le hombre de lettres de 
x plac6es avant la premiere occurrence de u. S ix  = a~. . .  a, avec a~, a2 , . . . ,  a~ ~ A 
et si a~+~ . . .  a~ est la premiere occurrence de u comme facteur de x avec i <j,  alors 
j--1 
init(u) = ~ ~b([a,+l... ak], ak+l) = i, 
k=i  
avec a~+~ . . .  a k = 1 lorsque k = i. 
(iii) Vu ~ F(x)\{1} soit isuf(u) = init(suf(u)). Comme, Vv c [u], suf(v) = suf(u) 
d'aprSs la Remarque 1.2, il existe une application isuf de S dans N telle que, 
Vu e F(x)\{1}, isuf([u]) = isuf(u) et insuf([1]) = 0. 
Th6or6me 1.6 (A. Blumer et al. [4]). Pour tout mot x de longueur Ix[ > 2, les nombres 
e( x ) d' 6tats et t( x ) de transitions de r automate partiel minimal ~( x ) de F( x ) v6rifient 
Ix[ + 1 <~ e(x) <~ 2Ix[- 2 et Ix I <~ t(x) <<- 31x1-4. 
Ce r6sultat est aussi d6montr6 en [5, 8, 9]. 
2. De ~(x)  i ~(xa)  
Lemme 2.1. Si u ~ F(x)  est le mot le plus lorig de [u] ' ,  alors [u ] "  = [u]" sauf si 
sufx~(xa)~ [u] ' \{u} et, dans ce cas, [u]"  est la r6union des deux classes disjointes 
[u ] "  et [sUf~a(Xa)]'~. 
Preuve. Vu ~ F(x) \Fd(xa) ,  CondtFd(xa) (u )  = CondtFd<x)(u).a et, rue  F(x)  c~ 
Fd(xa),  Condtrd~)(u)  = Condtvdtx)(u).a u {1}. Par suite, si [u ] "_  F(x) \Fd(xa)  ou 
si [u]'__ F(x)  c~ Fd(xa),  alors [u ] "  = [u] ' .  En outre, [u] 'a # [u]" si, et seulement 
si, u ~ F(x) \Fd(xa)  et [u ] 'n  Fd(xa)# 0 et alors, si v est le mot le plus long de 
[u]"  c~ Fd(xa), Fd(v) _ Fd(xa) et il existe b ~ A tel que by E Fd(xa)\[u]" et by ~ F(x)  
puisque v e [u]" d'o6 v =suf~(xa)  et [u]"  se d6eompose n deux classes [u]'o et 
[v]-. [] 
D~flaition 2.2. Si ~ = (S, ~') est l 'automate partiel minimal de Fd(x) (respectivement 
de F(x)),  si suf est son lien suffixe et si s ~ S et a ~.4, la suite (So, s l , . . . ,  Sk) 
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d'6ltments de S telle que 
So= S; 
Vie  {1, . . . ,  k}, si = suf(s,_~) et T(s, a) = ~(s, a); et 
T(suf(sk ), a ) # r( s, a ) 
est appelte la suite sufftxe de s relativ'e h la lettre a dans 92. suf(sk) est appel~ la 
borne de la suite sufftxe (so, s~,... ,  Sk). Darts le cas particulier o6 Sk = 1, l'~tat fictif 
0 est la borne de la suite suttixe. 
Cette d~finition est aussi utilis~e dans le cas 06 z(s, a )= 0. Cette notion de suite 
suttixe se distingue de celle de [5] par l' introduction d'une borne (qui d~pend de 
la lettre a). 
D6fmition 2.3. Si (So, s l , . . . ,  Sk) est la suite suflixe de q0=[x]" (respectivement 
qo = [x]x) relative & a darts 92 et si q = [xa]" (respectivement q = [xa]~),  l'automate 
partiel 92,=(S,,  ~',) tel que S~=Su{q}, T~ est le prolongement de r, tel que, 
V ie{0 , . . . ,  k}, rl(si , a )= q et suf~ est le prolongement de suf tel que suf~(q)= 
~'(suf(sk), a), est appel6 le prolongement suffixe de 92 relatif d la lettre a. 
Exemple. Si x = abbcab, ~(x)= ~(x) et la suite suttixe de 8 relative & c est (8, 3) 
et le prolongement sutiixe de ~(x)  relatif & cest  ~(abbcabc) (d'apr~s le Th6orbme 
4.1 qui suit) (cf. Fig. 2). 
D6fiaition 2.4. Si (s, a) e S x A est tel que ~'(s, a) # 0, la transition de s & t = z(s, a) 
est dite stable si rg(t)= rg(s)+ 1, et est dite instable si rg ( t )> rg(s)+ 1. Si u e F(x) 
est tel que [u] '= s (respectivement [u] = s), la transition de s & tes t  stable si, et 
seulement si, [u]'.a (respectivement [u].a) contient le mot le plus long de [ua]' 
(respectivement [ua]). 
c14 
---" 0 "" / / -  " "  " \ ,  "'X 
- ~  - -  - ? . . . - -5 ,  ~ 2 ,~ =v- -  ~ - ' -=~ 
I / /0  x / V- / \ 
c/3 
Fig. 2. 
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D6finition 2.5. Soient r le borne de la suite suffixe de qo = [x]" (respectivement 
qo = [x]x) relative ~ la lettre a dans 92 et (rl, r2 , . . . ,  h) la suite suflixe de r relative 
a. Si la transition de r ~ d = ~'(r, a) est instable, I 'automate partiel 922 = ($2, ~'2) 
tel que: 
(i) S2=S]L){d '  } avec d'~tS~; 
(ii) Vb ~ A tel que z](d, b) # O, z2(d', b) = zl(d, b); 
(iii) V ie{ I , . . . ,  l}, r2(r~, a )= d'; 
(iv) V(s ,b )eS~xA\{( r ,a ) l ie{1 , . . . , l}} ,  ~'2(s,b)=zl(s,b);  
(v) ~'2 n'est pas d6fini pour aucun couple autre que eeux de (ii), (iii) et (iv), est 
appel6 le transformd e 9A~ par duplication de d selon (r, a). 
922 admet alors le lien sutIixe suf2 tel que: 
(i) suf2(d') = suf](d), suf2(d) = d' et suf2(~'(qo, a)) = d'; 
(ii) VsE S~\{d, z(qo, a)}, suf2(s) = suf~(s). 
Exemple. Si x = abbcab, 92.1 = ~(x)= q~(x), 92] = q~(abbcabc) (cf. l'exemple apr~s la 
D6finition 2.3), r = [b] = 6, la transition de r ~ d = ~-(r, a) = 5 est instable puisque 
rg(5) =4 et rg(6)= 1, et rautomate partiel 922 transform6 de 921 par duplication de 
d = 5 selon (6, c) est, en posant d'= 10, 922 = ~(abbcabc),  d'apr~s le Th6or~me 2.6 
qui suit, avec T = {9, 10, 1} comme ensemble d'6tats terminaux (voir Fig. 3). 
c /4  
. . - -  . .  
o / 
[ x. ~ I / I 12 /a /O  P 
Fig. 3. 
Th6or~me 2.6. $i ~)( x ) = ( S, ~') est l 'automate partiel minimal de Fd(x) et s i r  est la 
borne de la suite sufftxe de qo = [x]" relative fi la lettre a de .4, alors, lorsque la 
transition de r fi d = ~'(r, a) est stable, ~(xa)  est isomorphe au prolongement sufftxe 
9.I1 de ~(  x ) relatif it aet  sinon, ~3( xa ) est isomorphe fi l' automate partiel 922 transformd 
de 921 par duplication de d scion ( r, a ). 
Reconnaissance d s facteurs d'un mot dans un texte 41 
Preuve. (i) Si (So, s l , . . . ,  sk) est la suite suffixe de qo = [x]" relative ~ a dans ~(x) ,  
V ie{0 , . . . ,  k} et pour tout mot w de s~, ~([1], wa)= ~-(s~, a )=~ et, par suite, wae 
Fd(xa) \F (x )  = [xa]',,. Si vest  le mot le plus long de la borne r = suf(sk) de cette 
suite suifixe, va ~ ~'(suf(sk), a) ~ ~, d'o6 va ~ F (x ) ,  va = suf~a(Xa) et d = [va]'xa. 
(ii) Si [val=rg(d) ,  la transition de r h d est stable et, VseS1,  ou bien s= 
Fd(xa) \F (x )  = [xa]"  ou bien s e S et il existe u ~ F (x )  tel que s = [u]" d'ofl s = [u]'~ 
d'apr6s le Lemme 2.1 et ou bien [u ] "  ~_ Fd(xa) ou bien [u]'o c~ Fd(xa)= ¢I. I1 en 
r6sulte que ~(xa)  est isomorphe/~ 921 dans cecas. 
(iii) Si[va[ <rg(d) ,  la transition de r ~ d est instable et le mot le plus long u de 
[va]'x est tel que [va[ < [u[. La duplication de d selon (r, a) transforme alors den  
d = [u]'~ = [u ] ' \ Fd(xa)  et d '= [va] "  = [u]" c~ Fd(xa). En outre, d'apr6s le Lemme 
2.1, Vs ~ S~\{d} ou bien s = Fd(xa) \F (x )  = [xa]'a ou bien il existe w ~ F (x )  tel que 
s = [w]" = [w]"  et ceci prouve que ~(xa)  est alors isomorphe/t 922. [] 
3. De ~(x) ~ ~(x) 
Th6or~me 3.1. Si z = suf(x) et si le facteuru de x est le mot le plus long de [u], alors 
[ u ] ~ [ u ]' si, et seulement si, il existe v ~ [ u ] c~ Fg(z) tel que I vl < l ul -- rg([ u]) et alors 
vest  unique et [u] est la rdunion des deux classes disjointes [u]' et [v]'. En particulier, 
~(x)  et ~)(x)  sont isomorphes i, et seulement si, [z[ = rg([z]). 
Preuve. (i) Comme z=suf(x) ,  z~Fd(x)  et 3a  cA  tel que az [x] d'apr~s la 
Remarque 1.2. Par suite, az n'admet qu'une seule occurrence comme facteur de x 
alors que z en admet au moins deux. 
(ii) Si ]zl<rg([z]), 3bEA tel que bzc[z ]~F(x) .  Alors b#a et, par suite, 
bz ~ Fd(x) d'ofi 1 ¢ ContdFa~x)(z)\ContdFatx)(bz) et [bz]' ~ [z]' ce qui implique [z]' 
[z]. Plus g~n~ralement, s'il existe v ~ [u] • Fg(z) tel que Iv] < ]u I = rg([u]), ::lc ~ A 
tel que cva[u]  et, si w=v- l z ,  cz=cvw~[v] .w~_[z ] .  Alors c~a et czgFd(x)  et, 
comme pr6c6demment, [cz ] '# [z]'. Comme cv.w ~ [cv]'.w c_ [cz]', vw ~ [v]'.w ~_ [z]' 
et [ z ] 'n  [cz] '=~, [cv ] '~[v] '  et [u ] '~  [u]. 
(iii) R6ciproquement, si [u ] '#  [u], 3v ~ [u] et 3c ¢ A tel que cv ~ [u] et [cv] '# 
Iv]'. Si west  le mot le plus long de ContdFat,o(v)\ContdFat,,)(cv), vw ~Fd(x) et 
cvw ~ F (x ) \Fd(x )  car w ~ Contdvtx)(CV),= Contdvtx)(v).  vw admet donc au moins 
deux occurrences distinctes comme facteur de x et vw ~ [x] ce qui implique que 
vw ~ Fd(z) = Fd(x)\[x].  En outre, il existe a ~ A tel que avw ~ Fd(x) et alors a # c 
et avw n'admet qu'un~ unique occurrence dans x d'apr~s la maximalit~ de w. I Ien 
r~sulte que avw ~ Ix] et que vw-  z d'apr~s la Remarque 1.2(ii). I1 en r~sulte aussi 
que vc[u]nFg(z )  avec Ivl<lul=rg([u]). 
(i'~) Si v, v '~Fg(z) avec v#v ' ,  on peut supposer que Iv'J<[v[ par raison de 
sym~trie. II existe donc y ~ A + tel que v = v'y d'ofi 
pref(v') < pref(v') + lyl ~< pref(v). 
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D'apr~s la Remarque 1.2(i), [u] contient done au plus un mot v de Fg(z). Si 
I v l < l ul = rg([ u ]), [ u ]es t  done la r6union des deux classes disjointes [u ]' = [ u ]\ Fd(v) 
et [v] '= [~J] n Fd(v). [] 
D6finition 3.2. (i) Si x = a~...  a, avec a~, . . . ,  a,  ~ Aet  si z = suf(x)= ah+l. . ,  a, 
avee h>0 est tel que [zl<rg([z]),  il existe un plus petit entier naturel m de 
{h + 1 , . . . ,  n - 1} tel que, en posant v = ah+l..,  am, rg([Vam+l]) > rg([v]) + 1; r = [v] 
est alors appel6 l'~tat critique de ~(x)  et le facteur droit am+i.. • a, de x est appel6 
le facteur critique de x. 
(ii) Soient 92~ = ($1, zl) l 'automate partiel transform6 de 920 = ~(x) par duplica- 
tion de d~ = z(r, am+l) selon (r, a~+l), 922 = ($2, ~'2) le transform6 de 92x par duplica- 
tion de d2 = z(r, ara+lam+2) selon (~h(r, am+l), am+~) etainsi de suite jusqu'~ 92[,_,, = 
(S,_m, ~_,~) transform6 de 92,-m-t par duplication de d,_m = z(r, am+l..,  an) = z 
selon (zn-~+l(r, am+l.. ,  a,_~), a,). L'automate partiel 92n-,, est alors appel6 le 
transform~ de q~ (x ) par duplication selon ( r, a~+ l . . . an). 
Corollaire 3.3. Si z = suf(x) est tel que Izl < rg([z]) ,  s i r  est l'dtat critique de ~(x)  et 
si u est le facteur critique de x, alors ~(x)  est isomorphe au transform~ de ~(x)  par 
duplication selon ( r, u ). 
Preuve. D'apr~s le Th6or~me 2.6, 921 admet un sous-automate partiel isomorphe 
~(ax . . .  am+~), 922 un sous-automate partiel isomorphe h ~(a l . . .  am+2) et ainsi de 
suite jusqu'h 92,-m qui admet un sous-automate partiel isomorphe ~ ~(x) .  D'apr~s 
le Th6or~me 3.1, ~(x )  est isomorphe ~ 92,-m. [] 
Exemple. Si x = abbcabca, z =bca (voir Fig. 4), ~(x) admet r = 6 = [b] comme &at 
critique et ca est le faeteur critique de x. Alors ~(x)  est le transform6 de ~(x) par 
duplication selon (6, ca); les 6tats 5 et 7 sont dupliqu6s (cf. Fig. 5). 
4. De ~(x) et ~(x)  i ~(xa) 
Th~orkme 4.1. Soient x ~ A +, a ~ A, ~(x)  (respectivement ~)(x)) l 'automate partiel 
minimal de F ( x ) ( respectivement Fd(x)) et z = SUfx(X). Si za ~ F ( x ) ou si za ~ F ( x ) 
et [z I = rg([z]~,), alors ~(xa)  est isomorphe au prolongement suffixe de ~(x)  relatif it 
a. Si za ~ F ( x ) et [z[ <rg([z]~), alors q~( xa ) est isomorphe au prolongement suffixe 
de ~)(x) relatif fi a. 
Preuve. (i) Si za ~ F (x ) ,  comme [x]x.a c [xa]~ et que za ~ [xa]~,  za = sufxo(xa) 
et [x],,.a = [xa]~.  Dans ce cas, la suite suflixe de qo = [x]x se r6duit ~ (qo) et le 
prolongement suflixe 921 = ($1, ~'1) de ~(x) relatif ~ a eomporte une unique transition 
de q0 a q = ~q(qo, a) = [xa]~ n'appartenant pas ~ ~(x).  921 reeonna~t done F(xa)  
avec $1 somme ensemble d'6tats terminaux. Comme ~(x)  est minimal, 92~ rest aussi. 
921 est done isomorphe h ~(xa).  
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(ii) Si za ~ F(x)  et Izl : rg([zax), ~(x)= ~(x)  d'apr~s le Th6or~me 3.1 et, Vu 
Fd(x), [u]x = [u]~ ~ Fd(x) d'apr~s le Lemme 2.1. Si (So, sl , .  • •, sk) est la suite suffixe 
de qo = [x]x relative h a et si, V ie  {0 , . . . ,  k}, ui est le mot le plus long de si, le 
prolongement suffixe 9~t = (St, zt) de F(x) relatif ~t a v~rifie 
q Tt(SO, a) Tt(Sk, a) k = = . . . . .  U,=o[U,]x.a=Fd(xa)\F(x)=[xa]xa. 
I1 en r6sulte que 9~t reeormalt F(xa) et, eomme ~(x) est minimal, ~1 rest aussi et 
est done isomorphe ~ ~(xa). 
(iii) Si za ~ F(x)  et Izl < rg(fz]~), 3b ~ A tel que bz e [Z]x et bz~ Fd(z). Si 9~ t = 
(St, Zl) est le prolongement sumxe de ~(x)  relatif h a, 9~t reconnaSt F(xa) d'apr~s 
(ii). En outre, VVE Fg(z ) te l  que Ivl <rg( [Q~) ,  si w= v-tz, bow= bz~ f(x)\Fd(x) 
d'ofi bvwa ~ F(xa) alors que vwa = za e Fd(xa) ~_ F(xa). I1 en r6sulte que [bv]xa 
[v]~ et, par suite, que ~(xa) ne peut avoir moins d'6tats que 9~t; ~(xa) est done 
isomorphe ~ 9~t. [] 
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Corol la i re  4.2. Si x e A +, a e A, z = sufx(x) et si u e F(x ) ,  alors [u]xa # [u]x si, et 
seulement si, za ~ F ( x ) et il existe v ~ [u ]x  n Fg(z) tel que Ivl <rg(Eu]x) et, dans re 
cas, v est unique et [u]x est la rdunion des deux classes disjointes [v]~o = [ U ]x c~ Fd(v) 
et [U]x\Fd(v). 
Preuve. Ce r6sultat est une cons6quence imm6diate des Th6or6mes 4.1 et 3.1 et de 
la Proposition 1.4. [] 
Exemple. Si x = abbcabca (voir Fig. 6), ~(xa)  est isomorphe au prolongement suflixe 
de ~(x)  (voir l'exemple apr~s le Corollaire 3.3) relatif & a. 
5. L 'a lgor i thme de construct ion du transducteur de Crochemore 
5.1. Introduction 
L'algorithme qui suit est une vadante de l'algorithme de Crochemore [8, 9] et ne 
s'en diff6rentie que par les choix suivants: 
- l'utilisation d'un tableau tau pour la fonction de transition ~" ce choix est 1i6 & 
t'introduction d'un transducteur compl6mentaire en 6 ; 
- l'introduction des proc6dures DUPLIQUE et LIRE: 
- l'utilisation de la proc6dure de calcul du prolongement suttixe qui est remplae6e 
dans la proc6dure duplique par une it6ration plus simple 
- et par-le calcul compl6mentaire d  la fonction isuf qui sera utilis6e en 6. 
Nous utilisons utt tableau tau pour la fonction de transition ~" et de mSme un tableau 
phi pour la fonction de sortie ~. L'alphabet A est une pattie de 'a ' , . . . ,  'z' m6mods6e 
par l'ensemble alpha ainsi que par le tableau let qui contient les lettres de A. 
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5.2. Le calcul du prolongement su~ixe 
Le calcul du prolongement suttixe de ~(x)  relatif ~ la lettre c est r6alis6 par la 
proc6dure r6cursive suivante: 
Procedure PROLSUFFIXE(S0 :integer; c : char); 
var s l ,  tO, t l  : integer; 
begin sl  := suf[s0]; tO:= tau[s0, c]; tl := tau[sl ,  c]; 
if t l  = 0 then begin tau[sl ,  c] := tO; 
phi[s 1, c] := pref[ tO] - pref[s 1 ] - 1; 
PROLSUFFIXE(S 1, c); 
end 
else begin suf[t0] := tau[s l ,  c]; 
isuf[t0] := isuf[s0] + phi[sl ,  c]; 
r0 := sO; 
end; 
end. 
L'6tat r0 qui est d6termin6 en outre est le demier 616ment de la suite suffixe de 
q0 = [x] relative ~ c; r = suf(r0) est donc la borne de cette suite suttixe. 
5.3. Le calcul du transformd par duplication 
Etant donn~s la lettre bet  les ~tats r0 et t tels que la transition de r = suf(r0) 
d = ~-(r, b) soit instable et suf(~'(t, b)) = d, la procedure DUPLIQUE r6alise la duplica- 
tion de d scion (r, b) et remplace, en outre, t par z(t, b). L'~tat dupliqu~ de d est 
un nouvel ~tat cr6~ q. 
Procedure DUPLIQUE; 
begin r := suf[r0]; d := tau[r, b]; t := tau[t, b]; 
q := q+ 1; tau[r, b] := q; rg[q] := rg[r] + 1; 
pref[q] := pref[d] ;  suf[q] := suf[d];  suf[t] := q; 
suf[d]  := q; isuf[d] := isuf[r0] +phi[r,  b]; 
for k := 1 to carda do 
begin c := let[k]; tau[q, c] := tau[d, c]; phi[q, c] := phi[d, c] end; 
s := r; 
while tau[suf[s],  b] = d do begin s := suf[s]; tau[s, b] := q end; 
isuf[q] := isuf[s] + phi[suf[s], b]; 
end. 
5.4. La procedure LxR~ 
Procedure LInE 
begin read(a);  x[n] := a; 
if not(a in alpha) then 
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begin tau[O, a] := 1; phi[O, a] := O; 
for s := 1 to 2*nbl do tau[s, a] := O; 
alpha := alpha + [a ]; carda := carda + 1; let [carda] "= a; 
end; 
end. 
La fonction essentielle de cette proc6dure est de lire une lettre a du mot x et, 
lorsque a ~ alpha, d'initialiser g 0 la colonne de tau relative ~ a. 
5.5. La ddtermination du transducteur de Crochemore 
Un 6tat fictif not6 0 tel que, Va ~ A, ~'(0, a) = 1 et ~/,(0, a )= 0, rg(0)= pref(0) = -1 
et suf(1) = 0 est adjoint ~ ~(x) ;  0 est la borne de tomes les suites suffixes de dernier 
616merit 1 et sert, par suite, darts le calcul des fonctions suf et isuf. 
begin 
readln(lgx); {lgx = longueur du mot x} 
alpha:=[ ]; carda:=0;  q0:--1; q := l ;  m:=0;  r0:=0; t := l  
rg[0] := -1 ;  pref[0] := -1 ;  suf[0] := 0; 
rg[1] :-- 0; pref[1] := 0; suf[1] := 0; isuf[1] := 0; 
for n := 1 to lgx do 
begin LIRE; 
q := q+ 1; rg[q] := rg[q0] + 1; pref[q] := pref[q0] + 1; 
tau[q0, a] := q; phi[q0, a] := 0; ql := q; 
if tau[suf[q0], a] > 0 
then begin suf[q] := tau[suf[q0], a]; 
isuf[q] := isuf[q0] + phi[suf[q0], a]; 
end 
else begin while m < n - 1 do 
begin m:= re+l ;  b:=x[m]; 
DUPLIQUE; rO := d; 
end; 
PROLSUFFIXE(qO, a); 
end; 
r := suf[ r0]; 
if (m = n - 1) and (rg[tau[r, a]] = rg[r ]+ 1) 
then begin m := n; r0 := tau[r0, a]; t := ql end; 
q0:= ql;  
end; 
end. 
Th6or~me 5.1. L'algorithme qui prdc$de ddtermine le transducteur de Crochemore du 
mot x ainsi que les fonctions pref, rg, suf et isuf assocides. 
Preuve. Supposons que l 'automate partiel calcul6 par l'algorithme pour le mot x 
soit isomorphe ~ ~(x),  que le calcul de m, r0 et tes t  correct et que le calcul des 
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fonctions pref, rg, suf et isuf l'est aussi. Soit a la lettre suivante t soit q0 = [x] et 
z = suf(x). 
(i) Si tau[suf[q0], a] > 0, e'est-~-dire si za ~ F(x), la suite suffixe de q0 relative 
a est r~duite ~ (q0) et l 'automate partiel ealcul~ est isomorphe au prolongement 
suflixe de ~(x) relatif h a, c'est-~-dire h ~(xa) d'apr~s le Th~or~me 4.1. Si m < n - 1, 
les ~tats r0, r = suf[r0] et t restent inchang6s et corrects. Sim = n - 1 et si la transition 
de r ~ tau[r, a] est instable, rest  l'6tat critique de q~(xa) et les ~tats r0, r et t restent 
encore inchang6s. Enfin, si m = n - 1 et si la transition de r h tau[r, a] est stable, 
m, r0 et t sont changes respectivement en n, tau[r0, a] et tau[t, a] et, par suite, 
corrects.  
(ii) Si tau[suf[q0], a] =0 et m = n - I ,  c'est-h-dire si za~ F(x) et Izl =rg([z]) 
avec [z] = r, l'automate partiel ealcul~ est isomorphe au prolongement suflixe de 
~(x) relatif h a, c'est-h-dire ~(xa) d'apr~s le Th~or~me 4.1. En outre, eomme 
Izl--rg([z]), Vv Fg(z), Ivl---rg([v]) d'o  m=n-1 ,  m, rO et t sont done changes 
respectivement en n, tau[r0, a] et tau[t, a] et, par suite, corrects. 
(iii) Si tau[suf[q0], a ]=0 et m< n- l ,  c'est-~-dire si za~ F(x) et Izl <rg([z]), 
comme m, r0 et t sont supposes corrects, r=  suf[r0] est l'&at critique de ~(x) et 
l'algorithme d~termine d'abord un automate partiel isomorphe h ~(x)  d'apr~s le 
Corollaire 3.3, puis son prolongement suffixe relatif h a qui est isomorphe h ~(xa) 
d'apr~s le Th6or~me 4.1. Si la transition de r = suf Jr0] h tau[r, a] est stable, m, r0 
et t sont chang6s en n, tau[r0, a] et tau[t, a] et sinon, ils restent inehang6s ce qui 
est encore correct. 
(iv) Les prolongements des fonctions pref et rg sont corrects. Le calcul de phi 
l'est done aussi. 
I1 enest de m~me pour les fonctions uf et isuf car, Vs ~ S = {1, . . . ,  q0} et Va ~ A 
tel que s' = tau[s, a] ~ 0, si (sO, s l , . . . ,  sk) est la suite suffixe de s relative h a, alors 
suf[s'] =tau[suf[sk],  a] et isuf[s'] =isuf[sk]+phi[suf[sk] ,  a  
.clans les procedures PROLSUFFIXE et DuPHQtJ~ et aussi darts le cas particulier o/~ 
tau[suf[q0], a ]>0.  [] 
Th6or~me 5.2 (A. Blumer et al. [4] et Crochemore [8]). S ix  est un mot de longueur 
n sur l'aiphabet A, la ddtermination du transducteur de Crochemore de x est en 
O(n card(A)). 
On retrouve aussi ce r6sultat en [5, 9]. En fait, ils 6noncent que l'algorithme st 
lin6aire en nen  supposant que l'alphabet A est fixe. 
6. Le trausducteur de r~inifialisafion de x 
D~finition 6.1. Soit ~(x) = (S, ~', ~b) le transducteur de Crochemore du mot x. Lcs 
applications partielles z'  de S× A dans Set  ~b' de S × A dans N d6finies en 
(s, a) ~ S × A si, et seulement si, I" et ~b ne le sont pas, c'est-~-dire si ~'(s, a) = ~, et 
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telles que, si (So, s~,.. . ,  Sk) est la suite suflixe de s relative ~ a alors 
~"(s, a )= ~'(suf(sk), a) et &'(s, a)=isuf(sk)+&(suf(sk), a) 
sont appel6es respectivement la fonction de transition et la fonction de sortie du 
transducteur ~' (x)= (S, 7', t~') qui est appel6 le transducteur de rdinitiaIisation du 
mot x. 
D'apr~s la D6finition 1.5, s i s  = [u] et v = ~(sufk+~(U), a), alors z'(s, a )= [v] et 
4>'(s, a) = Ipref(v)l-Ivl = Ipref(v)v -11 
est le nombre de lettres de x plac6es avant la premiere o.ecurrence de v comme 
facteur de x. 
Si ~ (respectivement q~) est l'applieation de S x A dans S (respectivement N) qui 
prolonge les applications partielles ~- et ~" (respectivement 4> et 4~'), alors ~(x)= 
(S, ~, ~) est un transducteur appel6 le transducteur complet du mot x. 
Exemple. Si x = abbcabc omme n l'exemple apr~s la D6finition 2.3, le transducteur 
de r6initialisation ~'(x) et le transducteur complet ~(x) sont (avec ~(x) en pointill6) 
donn6s par la Fig. 7. 
a/O 
1 a/O_~~ 
9"':. . . . .  
\ 
\ 
9 
b/1 
Fig. 7. 
6.2. La procddure de rdinitialisation 
Cette proc6dure st duale de la proc6dure PROLSUFFIXE. 
Procedure  REINmALISE(S0:integer; a :char); 
• var s 1, t 1 : integer; 
beg in  s l  := suf[s0]; tl := tau[sl, a]; 
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if tl=O 
then REINITIALISE(S 1, a) 
else begin u := t 1; 
if pref[t l ]  = pref[s l ]  +phi[s1,  a] + 1 
then v := isuf [s0]+phi [s l ,  a] 
else v := phi[s1, a] 
end; 
tan[s0, a] = u; phi[s0, a] := v; 
end. 
Cette proc6dure st appel6e par le programme suivant: 
begin 
for r := 1 to q do 
for k := 1 to carda do 
begin a := let[k]; 
if tan[r, a] = 0 then REINITIALISE(r, a); 
end; 
end. 
Th6or~me 6.2. L'algorithme qui prdc~de ddtermine l  transducteur de rdinitialisation 
du mot x. 
Preuve. (i) V(s, a) e S x A tel que ~'(s, a) ~ ~, pref(~'(s, a)) = pref(s) + O(s, a) + 1 
d'apr~s la d6finition de ~b en la D6finition 1.5. V(s, a )e  S x A tel que z(s, a) - -¢ ,  
si (So, s l , . . . ,  sk) est la suite suffixe de s relative a a, 
d'od 
¢'(s, a)-- ~'(suf(sk), a) et ok'(s, a)=isuf(sk)+ O(suf(sk), a), 
pref(¢'(s, a))=pref(suf(sk))+ ~5(suf(sk), a )+ 1 
= pref(suf(sk)) - isuf(sk) + ~b'(s, a) + 1. 
Or, s i s  = [u] et s iv  = sufk+l(U), alors suf(sk) -  [v] et 
isuf(sk) = isuf(v) = [pref( v)[ --Ivl = pref(suf(sk)) --Ivl. 
En cons6quence, pref(~'(s, a)) = Jr[ + 4/(s, a) + 1 et, comme v ~ Fd(u) et v ~ u, 
Jvl<[uj<~Jpref(u)J et pref(¢'(s,a))<pref(s)+4~'(s,a)+ l. 
(ii) Il r6sulte de (i) que le test "pref[ tl]  = pref[sl]  + phi[s l,  a] + 1" s6pare le cas 
o6 ~(s0, a) ~ ~ du cas of 1 ~(s0, a) = ~. Dans le premier cas on applique la D6finition 
6.1 alors que, clans l'autre, il suflit d'utiliser la valeur phi[sl ,  a] d~ja calcul6e. Par 
suite, s i¢ '  et 4~' sont correctement calcul6s pour tousles 6tats de {1, . . . ,  s} avec 
s < card(S), alors ils le sont aussi pour l'6tat s + 1. Le th6or~me n d6coule. [] 
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Th6or~me 6.3. S ix  est un mot de longueur n sur l'alphabet A, la ddtermination du 
transducteur de rdinitialisation ~'(x) du mot x et celle du transducteur complet ~(x) 
sont en O( n card(A)). 
Preuve. Pour chaque couple (s, a) tel que tau[s, a] = 0 la proc6dure RI~INITIALISE 
est appel6e une unique fois et, comme cette proc6dure st en O(1), la d6termination 
de ~'(x)  est en O(n card(A)). D'apr~s le Th6or~me 5.7, il en r6sulte que la d6termina- 
tion de ~(x)  est aussi en O(n card(A)). [] 
7. La reconnaissance des facteurs de x dans un texte 
7. I. L'algorithme 
Un mot texte de longueur lgtexte st lu lettre par lettre et le transducteur complet 
~(x)  du mot x d~termine toutes les occurrences de facteurs maximaux de x dans 
le inot texte ~ l'aide de la proc6dure suivante: 
Procedure FACTEUR COMMUN; 
var texte :mot; i, i2, j, j l ,  k, s, lgtexte : integer; c: char; 
procedure EDn'E; 
begin i2 := pref[s];  j l  := j+ i -  i2 - 1; 
writeln('position du facteur darts x : ', i : 3, ' . . . ' ,  i2: 3); 
writeln('position du facteur clans texte : ' , j1:3,  ' . . . ' , j -1 :3 ) ;  
for k := i to i2 do write(x[k]); writeln; 
end; 
begin readln(lgtexte); s := 1; i := 1; 
for j := 1 to lgtexte do 
begin read(c); texte[j] := c; 
if c in alpha 
then if pref[tau[s, c]] = pref[s]  + phi[s, c] + 1 
then begin i :=/+phi [s ,  c]; s := tau[s, c] end 
else begin EDI t ;  i:= 1 +phi[s,  c]; s:= tau[s, c] end 
else begin if s > 1 then EI~I1"E; i := 1; s := 1 end; 
end; 
j := lgtexte + 1; EDn'E; readln; 
end; 
Th~or~me 7.1. Cet algorithme ddtermine routes les occurrences dans le mot texte des 
facteurs communs maximaux de x et de texte en temps lindaire en fonction de la 
longueur du mot texte et inddpendamment de l'alphabet de texte et 6dite les facteurs 
communs trouv6s lindairement en fonction de la somme de leurs longueurs. 
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Preuve. (i) D'apr6s la d6monstration du Th6or~me 6.3, le test 
"'pref[tau[s, c]] = pref[s] + phi[s, c] + 1" 
permet de distinguer le cas 06 r(s, c) ~ 0 et le cas 06 ~'(s, c) = 0. Dans le premier 
cas, la transition de s ~ t =tau[s, c] = ¢(s, c) progresse d'une lettre ~ raide du 
transducteur de Crochemore dans la d6termination d'un facteur commun, la rec- 
tification de i 6rant justifi6e en la D6finition 1.5. Darts le deuxi6me cas, la transition 
de s/t t = tau[s, c] = ~"(s, a) marque la d6termination d'un facteur commun maximal 
u et initialise la recherche du facteur commun suivant en remplafant u par son plus 
grand facteur droit v tel que vc ~ F (x )  ~ raide du transducteur de r6initialisation. 
Dans le cas 06 c ~ alpha, un facteur commun maximal est aussi trouv6 saul si s = 1 
et la r6initialisation se ram6ne ~ poser s = 1 et i = 1. 
(ii) Si on supprime l'6dition des facteurs trouv6s, les calculs relatifs ~ une lettre 
c du mot texte est en O(1). L'algorithme st alors en O(lgtexte) et ind6pendant de 
l 'alphabet du mot texte et de l'alphabet A de x. Si m est la somme des longueurs 
des facteurs trouv6s, l'6dition de ces facteurs est 6videmment en O(m). Plus 
pr6cis6ment, si p est le nombre de facteurs communs maximaux trouv6s et si 
q = lgtexte -pet  lgx = [xl, pour tout facteur commun maximal u, [u[ ~< ~n(q ,  Igx) 
car, pour chaque lettre c de texte, ou bien le facteur commun n'est pas maximal et 
sa longueur est augment6e de 1, ou bien un facteur commun maximal u est trouv6 
et remplac6 par un de ses facteurs droits v tel que [vcl<~[ul . I I en  r6sulte que 
m <<- lg texte .min( lgx ,  ½1gtexte). [] 
Remarque 7.2. Cet algorithme st facilement adapt6 pour d6terminer tousles facteurs 
communs maximaux dont la longueur est sup6deure ou 6gale ~ une valeur donn6e 
ou bien celui ou ceux dont la longueur est maximum. 
Exemple (voir Fig. 8). Soit x = abbcabc comme en les exemples apres les D6finitions 
6.1 et 2.3 et soit texte = abcababbcabbc. On progresse d'abord/t l'aide du transducteur 
tau[1, a] =2, tau[2, b] =3, tau[3, c] =9 
avec la position i = 1 +phi [ l ,  a] +phi[2, b] +phi[3, c] = 5 de la premiere lettre et le 
test 
"pref[tau[9, a]] = 5 < pref[9] + phi[9, a] + 1 = 10" 
u3 
Ul 
u 2 u 4 
Fig. 8. 
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d6termine la premiere occurrence d'un facteur max imal  ul = abc de x dans texte. 
Le transducteur ~' (x)  donne  alors la r6init ial isation de s = tau[9, a] = 7 et de i = 
l+ph i [9 ,  a ]=3.  Puis on progresse ~ nouveau avec ~(x) :  tau[7, b ]=8 et i=  
3+ph i l7 ,  b] =3 et le test 
"pref[tau[8,  a ] ]  = 1 < pref[8]  +ph i [8 ,  a]  + 1 = 7" 
d6termine le deuxi~me facteur commun max imal  u2 = bcab. La r~initial isation donne 
s = tau[8, a ]  = 2 et i = 1 + phi[8,  a]  = 1. La nouvel le  progression avec ~(x)  d6termine 
alors le facteur u3 = abbcab ~ l 'aide du test 
"pref[tau[8,  b]] = 3 < pref[8]  + phi[8, b] + 1 = 7." 
La demi~re  progression donne alors u4 = abbc. 
R~f~reuces 
[1] A.V. Aho and M. J. Corasick, Efficient string matching; an aid to bibliographic research, Comm. 
ACM 18(6) (1975) 333-340. 
[2i A.V. Aho, Pattern matching in strings, in: R.V. Book, ed., Formal Language Theory (Academic 
Press, New York, 1980) 325-347. 
[3] A. Blumer, J. Blumer, A. Ehrenfeucht, D. Haussler and R. McConnell, Linear size finite automata 
for the set of all subwords of a word; an outline of results, Bull EATCS 21 (1983) 12-20. 
[4] A. Blumer, I. Blumer, A. Ehrenfeucht, D. Hanssler and P~ McConnell, Building the minimal DFA 
for the set of all subwords of a word on-line in linear time, Proc. ICALP 1984, Lectures Notes in 
Computer Sciences 172 (Springer, Berlin, 1984) 109-118. 
[5] A. Blumer, J. Blumer, D. Haussler, A. Ehrenfeucht, M. T. Chen anct J. Seiferas, The smallest 
automaton recognizing the subwords of a text, TheoreL Comput. Sci. 40 (1985) 31-55. 
[6] J. Berstel, Transductions and Context-free Languages (Teubner, Stuttgart, 1979). 
[7] P,-S. Boyer and J.S. Moore, A fast string searching algorithm~ Comm. ACM 20(10) (1977) 762-772. 
[8] M. Crochemore, Optimal factor transducers, Proc. NATO Advanced Research Workshop on Com- 
binatorial Algorithms on Words, Maratea, Italy (1984) 31-43. 
[9] M. Crochemore, Transducers and repetitions, TheoreL Comput Sc/..45(1) (1986) 63-86. 
[10] M. Crochemore, Computing LCF in finear time, Bull EATCS 30 (1986) 57-61. 
[11] S. Eilenberg, Automata, Languages and Machines (Academic Press, New York, 1974). 
[12] D.E. Knuth, J.H. Morris and V.I~ Pratt, Fast pattern-matching i  strings, SIAM J. Comput. 6(2) 
(1977) 323-350. 
[13] M. Lothaire, Combinatorics on Words (Addison-Wesley, Reading, MA, 1983). 
[14] E.M. McCreight, A space-economical sufifix-tree construction algorithm, J. ACM 23(2) (1976) 
262-272. 
[15] J.H. Morris and V.I~ Pratt, A linear pattern-matching al orithm~ Tech. Rept. 40, Computing Center, 
University of California, Berkeley, CA (1970). 
[16] A. Nerode, Linear automaton transformations, Pro¢ Amer. Mark So~ 9 (1958) 541-544. 
[17] P. Weiner, Linear pattern-matching algorithms, Proc 14th IEEE Ann. Syrup. on Switching and 
Automata Theory, Iowa, U.S.A. (1983) 1-11. 
