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Abstract 
A multi-resolution image matching technique; based on 
multi-wavelets, followed by a coarse to fine strategy is 
presented. The technique addresses the estimation of 
corresponding points in the presence of occlusion, 
ambiguity and illuminative variations in the two images. 
In order to tackle the problem of occlusion and ambiguity 
a geometric topological approach is used along with· the 
normalized correlation which performs well in the 
presence of illuminative variations. A comparison 
between scalar and multi-wavelets is also performed, in 
the context of fmding the optimal corresponding points. 
1 Introduction 
The main focus of this work is to generate 3D models of 
the die casting surfaces using more than one 2D 
perspective view. The 3D reconstruction [1, 2] process by 
itself can be categorized into three main categories, 
calibration (calculating the intrinsic and extrinsic 
parameters of the camera) [3,4] fmding the corresponding 
pairs of points projected from the same 3D point on to the 
two perspective views [2,3,4], and triangulation to project 
the 2D information back to the 3D space in order to 
create a 3D model [3,4,5,13]. The calibration and 
triangulation strategies are quite mature in both 
theoretical and applicative perspective but fmding 
corresponding points from two views still suffers from 
many problems like occlusion, ambiguity, illuminative, 
radial distortions, etc. 
For that purpose a multi-resolution technique was 
established, based on multi-wavelets. Ever since their 
discovery, multi-wavelets (wavelets with more than one 
scaling and wavelet functions) have been the focus of a 
lot of research in signal processing and pure mathematics. 
The interest in multi-wavelets is mainly due to the fact 
that they produce promising results in many applications 
such as speech, image, video compression, denoising, 
machine vision [8,9,11,12], etc. Their success stems from 
the fact that they can simultaneously posses the good 
properties of orthogonality, symmetry, high 
approximation order and short support which is not 
possible in the scalar case. Due to these properties multi-
wavelets drew the attention of many researchers to apply 
them in different applications. 
Multi-wavelets already have been proven to perform 
better, than scalar wavelets, in applications like image 
compression and denoising [8, 9] etc. In the application 
of correspondence matching some work has already been 
done using scalar wavelets [11, 12] and convmcmg 
results have been achieved. As multi-wavelets have 
proven to perform better than scalar ones, due to their 
extra properties, there is a great deal of moti 'c 
apply them in the application of corref 
matching. 
The organization of the rest of the work is as 
the next section a brief introduction of the 
multi-wavelets and their related filter banks; 
section 3, a complete image matching algorit 
which can be subcategorized into r 
decomposition, correlation, geometric topOlc 
refmement and interpolation. In section 4, some results 
are given; obtain from the simple implementation of the 
algorithm given in section 3. Conclusions are presented 
in section 5. 
2 Multi-Wavelets and Filter Banks 
Multi-resolution can be generated not just in the scalar 
context i.e., with just one scaling function and one 
wavelet but also in the vector case where there is more 
than one scaling functions and wavelets. The latter case 
leads to the notion of multi-wavelets. A multi-wavelet 
basis is characterized by r scaling and r wavelet 
functions. Here r denotes the multiplicity in the vector 
setting with r > 1. Multi-scaling functions satisfY the 
matrix dilation equation or the refmement equation 
ct>(t) == L Ckct>(2t - k) (1) 
k 
Similarly for the multi-wavelets the matrix dilation 
equation is given by 
'P(t)== LDkct>(2t-k) (2) 
k 
wherect>(t)== [¢o(t) ¢!(t)···¢r-l(t)Y, 
'P(t)==[V/o(t) V/l(t).·.lf/r-l(t)Y and Ck and Dk are real rby r 
matrices or multi-filter coefficients that iteratively and 
with rescaling defme the scaling and wavelet functions 
respectively i.e., the link between functions and filters is 
iteration with rescaling. For more information, about the 
generation and applications of multi-wavelets, with 
desired approximation order and orthogonality, the 
interested readers are referred to [6,7,8,10]. 
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The filter bank corresponding to multi-wavelet systems 
with r scaling functions and r wavelets is shown in 
Figure 1. 
Figure 1. 2 level multiwavelet filter bank 
In Figure 1, Ai and Di represents the coefficient matrices 
of approximation and detail spaces, respectively, 
possessing the properties as follows 
(3) 
(4) 
Similar to the scalar case, low pass filter Lp and high pass 
filter Hp consist of coefficients, corresponding to the 
matrix dilation equations (3) and (4). 
Lp=[Co (5) 
Hp=[Do (6) 
rxN-I coefficient matrices of scaling functions and 
wavelets respectively. As it is shown in Figure 1, filter 
banks need multiple streams instead of one, so input 
signals need to be preprocessed in order to be compatible 
with mUltiple stream criteria. For that purpose repeated 
row preprocessing is performed [8, 9]. An example of 
multi-wavelet decomposition is shown in Figure 2 
Original Image Decomposed Image 
Figure 2. Decomposed image after I-level 
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LHi, HLi and HHi, in figure 2, represents the horizontal, 
vertical and diagonal details of the image, which are 
actually the search spaces for the pixel matching process. 
During the rest of the process these image details LHi, 
HLi and HHi, will be called detail windows. 
3 Image Matching Algorithm 
The first step is the decomposition of images using a 
wavelet filter bank up to level N this ends up with 3 times 
£. number of wavelet coefficient matrices for each level. 
Where r is the multiplicity of the multi-wavelets where as 
scalar wavelets had unit multiplicity. These wavelet 
coefficients are also known as detail space coefficients of 
the images. For example using "Chui-Lian" multi-
wavelet [10], after decomposition the result is 12 detail 
space coefficients matrices for each level and similarly 
using "mw1l2J3-.r2" [7], it will be 27, due to the 
multiplicity 2 and 3 respectively. For simplicity, detail 
space coefficient matrices will be denoted by detail 
windows, through the rest of the work. 
3.1 Correlation 
Initially, at the coarsest level, area based search is 
performed for each pixel in the left image, through all 
pixels in the right. As these are 3 x2r details windows, we 
will perform a comprehensive search for each pixel is 
performed in each detail window of the left camera 
throughout all detail windows of the right image. For 
that purpose a normalized correlation expression is used 
as a criterion to pick the optimal corresponding match. 
The correlation expression that have been used here is 
wherep{ = PZ(x+i,y+ j), 
Prd = Prd(x+i+d,y+ j+d}where x and y represents 
the coordinates of the pixels and d represents the 
disparity (shift of the point in x and y direction) related t() 
the pixel location at x and y in the left image, and 
P, = LPI(x+i,y+i)ln2 (8) 
n 
Prd = LPrd(X+i+d,y+i+d)ln 2 (9) 
11 
are the averages of the pixel intensities within the 
correlation windows in the left and right images. The 
main purpose of subtracting the averages is to minimize 
the effect of illuminative variations between the tw() 
images. The second good feature of that correlation 
expression is that it is invariant to change from P, and P n 
to al P, + bl and a2 P rd + b2 , respectively [13]. During 
that correlation process a window of pixels, surrounding 
the pixel under consideration, is used instead of the single 
pixel. In the proposed work, windows of 7x7 and 9x9 are 
used. That windowed correlation process can be better 
explained graphically as 
YI 
x, r=t:i 
i P~"y,) 
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Figure 3. Windowed Correlation Process 
As it is quite obvious that the score CS(x,y,d) lies within 
[-1 1], with -1 for the correlation windows not similar at 
all and 1 for the identical ones. For each pixel in the left 
image there will be a set of 3 x 2r matches, as mention 
before, with the same number of CS(x,y,d) scores. That is 
in fact the upper limit of the number of corresponding 
matches for each pixel in the reference image. A 
constraint is then applied to select the most consistent 
matches. A pixel with correlation score higher than a 
predefmed threshold will be selected as a candidate 
match, as in (10) 
max(CS(x,y,d» >= threshold 
(x,y) 
(10) 
The threshold is usually taken within the range [0.5 0.8]. 
3.2 Geometric topological refining 
After the correlation technique, as described above, for 
each pixel there will be a set of candidate matches with 
the upper limit of 3 x 2r. These candidate matches can 
either be pointing to the same pixel location or different. 
Here an assumption for further processing is used. 
Assumption: If all the candidate matches are pointing to 
the same location and the size of the set of candidate 
matches is more than or equal to (3 times 2r)/2, then that 
pair will be considered as true match. 
In order to fInd an optimal match from the set of 
candidate matches, containing different locations, a 
geometric topological approach is used. This method is 
quite robust against the occlusions and ambiguity. It 
involves the calculation of some geometric features and 
along with their correlations scores will be called, it the 
strength of the candidate match. The geometric feature 
that have been taken into account are relative distances 
and angles (slopes of lines instead of angels for 
simplicity), which are the invariant features through 
many geometric transforms like affme, metric, etc. These 
transforms are very common in the applications of stereo 
vision and 3D modeling, which is the main goal. The 
match strength is defmed as 
[ 
-rdd, + -Spdk J 
MSk(x,y)=CSk e 2e (11) 
where k is the number of candidate matches for a specifIc 
pixel in the left image and CSk is the average correlation 
score of !(h candidate match. rddk is the average of the 
relative distance differences and spdk is the average of the 
slope differences between a pair of points, reference to 
candidate k. In order to minimize the effect of a wrong 
true match, chosen after the correlation step, rddk and 
spdk are calculated more than once by picking a random 
point every time from the bin of true matches and then 
averaging the values. The optimal match will be the one 
with maximum match strength. 
3,3 Interpolation 
After the completion of matching process at the coarsest 
level there are a number of matches. The constellation 
relation between the pixels at coarser and fmer levels can 
be understood by looking at factor 2 decimation involved 
in each level of wavelet fIlter bank, and is shown below 
Pixel location at coarser 
level 
Pixel location at fmer 
level 
0 
0 
0 
0 
• 0 
0 
• 0 
0 0 
• 0 0 
0 0 
• 0 0 
Figure 4. Coarser and finer level pixels' constellation relation 
From this constellation, it is clear that each pixel at 
coarser level represents 4 pixels at fmer scale. After the 
correlation step there will be a number of matching pairs. 
In the interpolation step these matches will be projected 
or interpolated to the next fIner level. A windowed 
correlation process, as described in section 3.1, is 
performed again to check the consistency of these 
matches at the fIner level. All the matches, at that level, 
with correlation scores satisfying the criterion of 
threshold, will be interpolated to the next fmer level. That 
process will be continued until the fmest resolution level 
is reached. 
4 Results 
The main purpose of this work was to produce 3D 
models of die casting surfaces. Due to copyright reasons, 
the die casting parts' images are not shown here. In order 
to show the performance of the technique presented 
above, an image of a mechanical part is used. For 
comparative reasoning, both wavelets and multi-wavelets 
are used for multi-resolution analysis. Due to the space 
shortage only the results obtained from Mallat's scalar 
wavelet [8] and mw112_r3-p2 [7] multi-wavelet are 
shown in Figures 5 and 6. 
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Left 
Image 
Right 
Image 
Figure 5. Corresponding point matches (695) found using 
Mallat's wavelets 
Left 
Image 
Right 
Image 
Figure 6. Corresponding point matches (2038) found using 
Mw112 _r3""'p2 Multi-wavelets 
For ease of demonstration, only small portions of the 
images are shown. There is no perfonnance check 
criterion available to check the comparative perfonnance 
of the scalar and multi-wavelets. The only thing that can 
be discussed, in tenns of the perfonnance here, is the 
number of corresponding matched points that have been 
obtained by using, scalar 695 and multi-wavelets 2038 
and it was quite obvious that multi-wavelets have 
perfonned better than scalar one. 
5 Conclusion 
A multi-resolution image matching technique based on 
multi-wavelets is presented. Multi-wavelets have 
perfonned well and proved to have the potential, as a 
good tool, of solving the problems of image matching. It 
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is also found and shown that multi-wavelets perfO! 
better than scalar ones, as has been proven in many ott 
applications. 
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