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In the phase separation occurring at the miscibility gap (at the spinodal region) of an alloy a discrete sym-
metry is spontaneously broken and a domain wall network is formed. Field theory simulations are often
used to study the dynamics of topological defects networks appearing in different physical contexts. In
this work, we focus on the dynamics of the two immiscible liquids appearing on the phase diagram of
the Bi–Zn system, one of the basic systems of lead free solders. We use phase field simulations to quan-
titatively simulate the dynamics of the two liquids separation in the Bi–Zn system, at different temper-
atures and for different concentrations. We obtain the miscibility gap curve and the domain
morphologies of the system as a function of time, temperature and component concentrations using
simulations.
 2008 Elsevier B.V. All rights reserved.1. Introduction In this work, we have performed phase field simulations of theLead free solder materials are under investigation for environ-
mental reasons. Structural and mechanical properties are of great
importance in what concerns solders, in particular for the amor-
phous ones. In order to study the mechanical properties of amor-
phous solders alloys, it is crucial to study the liquid phase.
Using phase field simulations, it is possible to simulate the
dynamics of immiscible liquids appearing at the miscibility gap
of an alloy. These simulations may be used to determine the equi-
librium compositions of the fluids for a given Gibbs energy. Even
more, it is known that different parameters of the excess Gibbs en-
ergy of a certain phase may exhibit different equilibrium morphol-
ogies, in spite of the similarity of the associated equilibrium curves.
Hence, these morphological studies may be an efficient method to
distinguish between different Gibbs energies that give approxi-
mately the same equilibrium compositions.
The phase field simulations of solid miscibility gaps (or liquid if
sufficiently rapidly quench is assumed) may also be used to deter-
mine how the mechanical properties (local stress, strain fields or
Young’s modulus) depend on the composition of the blend, which
is determinant in what concerns solders.ll rights reserved.two liquids separation occurring in the miscibility gap of the Bi–Zn
system for different temperatures and concentrations. We have
used the Bi–Zn Gibbs energy previously calculated using the CALP-
HAD method and found a rich diversity of equilibrium morpholo-
gies for different points of the Bi–Zn phase diagram. It was also
possible to determine the equilibrium compositions of Liq.#1 and
Liq.#2.
2. Determination of the Gibbs energies using the CALPHAD
method
The CALPHAD method was used prior to this work to obtain the
Gibbs energy of the liquid phase [1].
The method for the calculation of thermodynamic equilibrium
is based on modeling the Gibbs energies of all coexisting phases
and minimizing the total Gibbs energy of the system. The system
Bi–Zn was assessed by Malakhov [2] but some changes were intro-
duced in the first assessment by Vizdal and co-workers [1,3].
The Gibbs energy of the regular liquid phase mixture is ex-
pressed by Vizdal et al. [1], as
Gliquid ¼ Gid þ GE; ð1Þ
where Gid ¼ RTðxBi ln xBi þ xZn ln xZnÞ is the ideal mixing contribu-
tion, x the atomic fraction of the referred element; GE ¼
xBixZn
P6
m¼0ðxBi  xZnÞm  mLBi;Zn is the contribution due to non-ideal
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Gibbs energy of mixing) and mLBi;Zn ¼ aþ bT (a and b where deter-
mined using the CALPHAD method and experimental data). Other
excess Gibbs energy terms can be introduced in the Gibbs energy
of mixing, depending on the type of phase considered, e.g. pressure
dependence, energy of the interface, energy of plastic deformation,
energy of defects in the crystal lattice, etc.3. Numerical simulations
The phase field method is a subject of interest since a long time
ago [4–9]. Based on the Ginzburg–Landau theory of phase transi-
tions, it shows a wide range of application – especially in materials
sciences. The main feature of this method is to substitute boundary
conditions at the interface by a partial differential equation for the
evolution of an auxiliary field (the phase field) that takes the role of
an order parameter.
In the phase separation occurring at the spinodal region of
Bi–Zn system, a mixture of Liq.#1 and Liq.#2 is formed. Because
the mixture is incompressible we can characterize the system by
one order parameter, /, which is defined as / ¼ xZn  xBi. The free
energy of the system can be written, phenomenologically, as a
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Z
d~r½ðr/Þ2 þ Gliquidð/Þ; ð2Þ
where Gliquidð/Þ is the energy presented in (1). The evolution of the
order parameter is described by Cahn–Hilliard equation for the
phase separation in solids or in viscous liquids at the diffusive re-
gime [10]:
o/
ot
¼ r2 dF
d/
¼ r2 r2/ oG
liquid
o/
 !
: ð3Þ
We have integrated (3) using a standard finite-difference
method [11]. In Fig. 1, the miscibility gap curve of the Bi–Zn sys-
tem is shown. A very good agreement, between the equilibrium
curve calculated in [1] and the one obtained by the simulations
was found, as expected. Here, the simulations’ images for differ-
ent compositions and temperatures represent the morphologies
of the Bi–Zn system at a very large dynamical range, near the
equilibrium configuration. It can be seen that the size and shape
of the domains changes considerably with temperature for the
same concentration, and with the concentration, for the same
temperature.
In Fig. 2, the evolution of the immiscible liquids with time is
shown for an alloy with xZn = 0.8 at 450 C. This is an example of
the spontaneous symmetry breaking occurring inside the Bi–Zn0.7 0.8 0.9 1.0
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symmetry breaks spontaneously, as expected. It was also found
that with increasing temperature, the time to reach the equilib-
rium configurations also increases.
By the analysis of the asymptotic morphologies shown inside
the miscibility gap, it can be seen that for those compositions near
each side of the miscibility gap, there is a matrix of the more abun-
dant liquid and inside this matrix, isolated round shaped domains
of the other liquid phase appear. Concerning the system’ composi-
tions that are more in the middle of the spinodal region, for the
same temperature as the previously referred morphologies, inter-
connected domains can be observed.
The analysis of the morphologies as a function of temperature,
reveals that the latter interconnected domains will be transformed
in spheres as the temperature rises to the upper limit of the misci-
bility gap. The same type of composition and temperature mor-
phologies dependence was found in Ref. [12].
4. Conclusions
Using phase field simulations, the dynamics of the two immis-
cible liquids appearing on the phase diagram of the Bi–Zn systemwas studied. It was found a very good agreement between the mis-
cibility gap curve determined by the simulations and the one ob-
tained by the CALPHAD method, as expected.
The different morphologies and the time it takes to reach them
is a signature of the calculated excess Gibbs energy parameters for
a given system.
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