Abstract. We denote by A0 + AP+ the Banach algebra of all complex-valued functions f defined in the closed right halfplane, such that f is the sum of a holomorphic function vanishing at infinity and a "causal" almost periodic function. We give a complete description of the maximum ideal space M(A0 + AP+) of A0 + AP+. Using this description, we also establish the following results:
Introduction
The aim in this paper is to study the algebraic-analytic properties of a new Banach algebra which is relevant in control theory as a class of stable transfer functions.
This Banach algebra, denoted by A 0 + AP + , which is defined below, is a bigger Banach algebra than the well known algebra A + used widely in control theory since the 1970s (see [5] , [7] ), for systems described by PDEs and delay-differential equations. Recall that A + consists of all Laplace transforms of complex Borel measures µ on R with support contained in the half-line [0, +∞), and such that µ does not have a singular non-atomic part. Let C ≥0 := {s ∈ C : Re(s) ≥ 0}. Then by the Lebesgue decomposition, it follows that
f a ∈ L 1 [0, +∞), (f k ) k≥0 ∈ ℓ 1 , t 0 = 0 < t 1 , t 2 , t 3 , · · · .
       .
A + is a Banach algebra with pointwise operations, and the norm taken as the total variation of the measure, namely
The algebra A + is relevant in control theory as a class of stable transfer functions because it maps L p inputs to L p outputs for all 1 ≤ p ≤ +∞: indeed, if µ ∈ A + , 1 ≤ p ≤ +∞, u ∈ L p [0, +∞), then y := µ * u ∈ L p [0, +∞) and moreover,
In fact, if p = 1 or p = +∞, then we have equality above. On the other hand, another widely used Banach algebra in control theory serving as a class of stable transfer functions is the Hardy algebra H ∞ of the half-plane, consisting of all bounded and holomorphic functions f defined in the open right half-plane C >0 := {s ∈ C : Re(s) > 0}, again with pointwise operations, but now with the supremum norm:
It is well-known that if f ∈ H ∞ and u ∈ L 2 [0, +∞), then y defined by y(s) := f (s) u(s) (s ∈ C >0 ) is such that y ∈ L 2 [0, +∞). Moreover, we have sup 0 =u∈L 2
Clearly A + ⊂ H ∞ , but from the point of view of control theory, H ∞ is an unnecessarily large object to serve as a class of stable transfer functions, since it includes functions that can hardly be considered to represent any physical system. In this article we consider the closure of A + in H ∞ in the · ∞ , and this will be our Banach algebra A 0 + AP + . We give the precise definition below. and let the set of causal almost periodic functions AP + be the closure of span{e − · t , t ≥ 0} in the L ∞ -norm. In this paper we consider the following class of functions
with pointwise operations and with the norm f A 0 + f AP + ∞ .
More precisely, we consider classes of unstable control systems with transfer functions belonging to the field of fractions F(A 0 + AP + ). Our first main result is the following corona theorem for A 0 + AP + :
The following are equivalent;
(1) There exist x, y ∈ A 0 + AP + such that nx + dy = 1.
A similar theorem can also be shown for matricial data, but for the sake of simplicity, we just prove the result for a pair of functions. To prove this theorem, we characterize the maximal ideal space M(A 0 + AP + ) of the Banach algebra A 0 + AP + ; see Theorem 3.2. The next main result is the following:
With the corona theorem for A 0 + AP + , and the contractability of M(A 0 + AP + ), we prove a number of results, all of them concerning algebraic properties of A 0 + AP + :
(1) AP + + A 0 is a Hermite ring.
(2) AP + + A 0 is projective free.
is not a coherent ring. For the definitions of the above algebraic properties, we refer the reader to Section 2. From the point of view of applications, we now briefly mention the relevance of these results in the solution of the stabilization problem in control theory:
(1) Hermiteness: since the ring A 0 + AP + is Hermite, if a transfer function G has a left (or right) coprime factorization, then G has a doubly coprime factorization, and the standard Youla parametrization yields all stabilizing controllers for G, see [20, Theorem 66, p. 347]. (2) Projective freeness: since the ring A 0 + AP + is projective free, a plant is stabilizable if and only if it admits a right (or left) coprime factorization, see [15] . (3) Pre-Bezout property: Every transfer function p ∈ F(R) admits a coprime factorization if and only if R is a pre-Bezout domain, see [16, Corollary 4] . (4) GCD domain: Every transfer function p ∈ F(R) admits a weak coprime factorization if and only if R is a GCD domain, see [16, Corollary 3] . (5) Coherence: For implications of (the lack of) the coherence property we refer to [15] . The paper is organized as follows:
(1) In Section 2, we introduce the relevant notation used throughout in the article. 
Preliminaries and notation
Throughout the article, we consider the Banach algebra A 0 + AP + , defined in Definition 1.1, with pointwise operations and supremum norm. We point out that elements f AP + in AP + can be written
To prove the corona theorem for A 0 +AP + , we shall use Kronecker's approximation theorem, see for instance [8, Chapter 23 ].
Theorem 2.1. Let {τ 1 , · · · , τ n } be a set of rationally independent real numbers. Then, given ε > 0 and (δ 1 , · · · , δ n ) ∈ R n , there exist (m 1 , · · · , m n ) ∈ Z n and ξ ∈ R such that
We continue with a few definitions which explain the results presented in the introduction. Definition 2.2. A topological space X is said to be contractible if there exist a continuous map H : X ×[0, 1] → X and an x 0 ∈ X such that for all x ∈ X, H(x, 0) = x and H(x, 1) = x 0 . Definition 2.3. Let R be a ring with an identity element. A matrix f ∈ R n×k is called left invertible if there exists a g ∈ R k×n such that gf = I k . The ring R is called a Hermite ring if for all k, n ∈ N, k < n, and for all left invertible matrices f ∈ R n×k , there exist F, G ∈ R n×n such that GF = I n and F ij = f ij for all i ∈ {1, · · · , n}, j ∈ {1, · · · , k}.
Definition 2.4. Let R be a commutative ring with identity. Then R is projective free if every finitely generated projective R-module is free. Recall that an R-module M is called
It can be shown that every projective-free ring is Hermite, see for example [3] . We also recall the definition of a bounded approximate identity, which will play an important role when we prove that A 0 + AP + is not a GCD domain, not a pre-Bezout domain and not coherent. Definition 2.6. Let R be a commutative Banach algebra without identity element. Then R has a bounded left approximate identity if there exists a bounded sequence (e n ) n≥1 of elements e n ∈ R such that for all f ∈ R, lim n→∞ e n f − f ∞ = 0.
The maximal ideal space of
In this section we give a characterization of the maximal ideal space of A 0 + AP + . Before we state this theorem, we need to introduce some notation. For s ∈ C ≥0 let s denote point evaluation at s, that is, 
(c) There exist a σ ≥ 0 and a character χ such that
Proof. We note that via the conformal map
we can map D onto C ≥0 . In particular, this means that
Since the maximal ideal space of A(D) is D (point evaluations on the closed unit disc; see for instance [17, p. 283] ), it follows that the maximal ideal space of
which is a contradiction. So ϕ| A 0 +C = +∞, and there exists s 0 ∈ C ≥0 such that ϕ| A 0 +C = s 0 . Moreover, we note that A 0 is an ideal in A 0 + AP + . Thus for F ∈ A 0 + AP + , we have
But this is a contradiction since ϕ ∈ M(A 0 + AP + ) \ (C ≥0 ∪ {+∞}).
Hence ϕ| AP + is a nontrivial complex homomorphism. From the known characterization of the maximal ideal space of AP + (see for example [1, Theorem 4.1]), we obtain that there exist a σ ≥ 0, and a character χ such that ϕ| AP + = ϕ σ,χ , that is,
This completes the proof.
Corona theorem for
We will now give a proof of the corona theorem, Theorem 1.2. The proof relies on the characterization of the maximal ideal space of A 0 + AP + provided in Theorem 3.2.
Proof of Theorem 1.2. Suppose that the corona condition holds, that is, that there exist δ > 0 such that |n(s)| + |d(s)| ≥ δ > 0 for all s ∈ C ≥0 . Assume that (1) in Theorem 1.2 does not hold. Then the ideal n, d generated by n, d is not the whole ring, and so there is a maximal ideal which contains it. Thus there exists ϕ ∈ M(A 0 + AP + ) such that
In particular, ϕ(n) = ϕ(d) = 0. By Theorem 3.2 we know that the maximal ideal space of A 0 + AP + consists of three different types of homomorphisms. However, ϕ cannot be of type (a), since then there exists s ∈ C ≥0 such that ϕ(n) = n(s) = 0 and ϕ(d) = d(s) = 0, which contradicts the corona condition. Moreover, ϕ cannot be of type (b), since then
which again violates the corona condition. Therefore, ϕ must be of type (c). Let
There exist σ ≥ 0 and a character χ such that,
In particular, this means that
We shall now show that there exists a ω * ∈ R such that
Choose ξ 1 , · · · , ξ K rationally independent real numbers such that the real numbers t 1 , · · · , t N , τ 1 , · · · , τ N can be written as
for appropriate integers α jk , α jk . Since |χ(t)| = 1 for all t ∈ R, we may set χ(ξ k ) = e 2πiδ k for some δ k ∈ R. Then,
By Theorem 2.1, for all η > 0 there exist a β ∈ R and real numbers m 1 , · · · , m N such that
Hence
Then for η small enough,
Using this we obtain
. But the choice of M was arbitrary, and so, the above shows that for every δ > 0, there exists ω * ∈ R such that ∞ k=0 n k e −σt k e −iω * t k < δ 8 and
Hence |n AP + (σ + iω * )| + |d AP + (σ + iω * )| < δ/4. Now, we note that both n AP + (σ + i · ) and
We can use this fact to construct a sequence (ω n ) ∞ n=1 such that ω n → +∞ as n → ∞ and
Moreover, by definition of A 0 ,
Thus, taking s = σ + iω n in the corona condition we get
But using (4.3) we can make I as small as we please, and using (4.1)-(4.2), II is smaller than δ/2. That is, |n(s)| + |d(s)| ≤ δ, which is a contradiction. Thus, (1) in Theorem 1.2 must hold whenever (2) in Theorem 1.2 (the corona condition) holds. That (1) implies (2) in Theorem 1.2 is obvious and this concludes the proof.
Contractability of M(
We will show that the maximal ideal space M(A 0 + AP + ) of A 0 + AP + is contractible (Theorem 1.3) . Then, as corollaries, we obtain that A 0 + AP + is Hermite and projective free.
To prove that M(A 0 + AP + ) is contractible, we will proceed in several steps, and we start with a few lemmas which mainly concern the topology of M(A 0 + AP + ).
Proof. It is enough to show that C ≥0 is open. Let · denote the Gelfand transform. As a consequence of Theorem 3.2, ϕ ∈ C ≥0 if and only if there exists f A 0 ∈ A 0 such that
Therefore, Proof. The map ι : C ≥0 → C ≥0 given by s −→ s is onto. Further it is injective since, if s 1 = s 2 , then
That is, s 1 = s 2 . Therefore, ι is invertible. Let (s α ) be a net such that s α → s 0 . Since elements in A 0 + AP + are continuous in C ≥0 by definition, it follows that, for
Since this holds for arbitrary f it follows that s α → s 0 in C ≥0 . What remains to prove is that the inverse is continuous, but if s α → s 0 , then
Thus, s α → s 0 in C ≥0 so the inverse is continuous and C ≥0 is indeed homeomorphic to C ≥0 .
Proof. Note that, in particular, 
Proof. By hypothesis, for every f A 0 ∈ A 0 and for every exponential polynomial
we have that ϕ α (f A 0 + P ) → ϕ(f A 0 + P ) since ϕ α and ϕ are homomorphisms. Let
Then, for every ǫ > 0, we can chose an exponential polynomial P such that
Moreover, since ϕ α (f A 0 + P ) → ϕ(f A 0 + P ) there exists α * such that for all α > α * there holds
Combining (5.1) and (5.2)
That is ϕ α (f ) → ϕ(f ) for all f ∈ A 0 + AP + and consequently (ϕ α ) converges in the weak * -topology on M(A 0 + AP + ), which completes the proof.
With these tools available, we shall now prove that A 0 + AP + is contractible.
Proof of Theorem 1.3. Recall that M(A 0 + AP + ) consist of three kinds of homomorphisms, as stated in Theorem 3.2. We will define a map H :
and show that this map satisfies the necessary properties in Definition 2.2. In particular, we define H as follows;
(1) For s ∈ C ≥0 , define H(s, t) = s − log(1 − t) for t ∈ [0, 1), and H(s, 1) = +∞. It is therefore enough to prove that, for these three kinds of nets, if (ϕ α , t α ) converges to (ϕ, t)
We shall treat these cases separately.
Case when (ϕ α , t α ) = (s α , t α ) ∈ C ≥0 × [0, 1]. Firstly, if t α ≡ 1, then t = 1 by necessity, and
so we are done. Therefore, assume that each t α ∈ [0, 1), and thus
Now consider the following three cases.
But, since s α → s we know by Lemma 5.2 that s α → s in C ≥0 , and since log(1 − t) is continuous for t ∈ [0, 1), − log(1 − t α ) → − log(1 − t) and
Hence, using Lemma 5.2 once more we see that H(s α , t α ) → H(s, t).
On the other hand, if t = 1, then H(s, t) = H(s, 1) = +∞, and since t α → 1 we have that Re(s α − log(1 − t α )) → ∞. The elements f ∈ A 0 + AP + are given by
so f (s α − log(1 − t a )) → f 0 when Re(s α − log(1 − t α )) → ∞, which corresponds to evaluation at infinity. Since the choice of f ∈ A 0 + AP + was arbitrary, also in this case H(s α , t α ) → H(s, t). (1b) ϕ = +∞. In this case, H(ϕ, t) = +∞. Note that, by Lemma 
since elements in A 0 have limit zero at infinity. Moreover, for all T > 0,
and
Hence, using Lemma 5.4 we see that H(s α , t α ) → H(+∞, t).
and therefore s α − log(1 − t α ) → ∞. Let f ∈ A 0 + AP + with f as in (5.3) be given (and arbitrary). Then, arguing as above and for t = 1, we have
Since this holds for all f ∈ A 0 + AP + this implies that H(s α , t α ) → H(ϕ σ,χ , t). If t < 1, then for T > 0,
Since s α → ϕ σ,χ , we have that
which by the definition of H implies that H(s α , t α ) → H(ϕ σ,χ , t). Now, the cases (1a)-(1c) prove that H is continuous when (ϕ α , t α ) = (s α , t α ).
Case when (ϕ α , t α ) = (+∞, t α ) ∈ {+∞} × [0, 1]. This case is trivially satisfied, since ϕ = +∞ in this case, and H(ϕ α , t α ) = H(+∞, t α ) = +∞ = H(ϕ, t).
Case when (ϕ α , t α ) = (ϕ σα,χα , t α ). By Lemma 5.1 M(A 0 +AP + )\C ≥0 is closed, which means that ϕ ∈ M(A 0 + AP + )\C ≥0 . Therefore
From here on, we therefore only consider the case when f ∈ AP + . Firstly, if t α ≡ 1, then t = 1 and
for f ∈ AP + . Moreover, for T > 0,
We will now consider two separate cases.
(2a) ϕ = +∞. Then ϕ α → ϕ = +∞ so for T > 0,
If t < 1, then this implies that
and we are done. If t = 1 on the other hand, then
and so H(ϕ α , t α )(e −sT ) → H(ϕ, t)(e −sT ). (2b) ϕ = +∞. Since ϕ α → +∞, we have that ϕ α (e −sT ) → +∞(e −sT ) = 0 for T > 0. That is, e −σαT χ α (T ) → 0. Therefore,
and H(ϕ α , t α )(e −sT ) → H(ϕ, t)(e −sT ). Due to (5.4) this completes the proof in the case when (ϕ α , t α ) = (ϕ σα,χα , t α ).
We have now shown that H converges for all three types of subnets (ϕ α , t α ) which shows that M(A 0 + AP + ) is contractible. 
A 0 + AP + is not a GCD domain
The relevant definitions were presented in Section 2, and now we will prove that A 0 + AP + is not a GCD domain, by giving an example of two elements in A 0 + AP + which do not have a gcd. The method of proof is the same as in [13] . The two elements we will consider are
Note that both F 1 and F 2 belong to A 0 , and thereby to A 0 + AP + . We shall now state some preliminary results used in the proof. We begin with Cohen's factorization theorem; see for example [2, Theorem 1.6.5].
Proposition 6.1. Let R be a Banach algebra with a bounded left approximate identity. Then for every sequence (a n ) n≥1 in R converging to zero, there exists a sequence (b n ) n≥1 in R converging to zero, as well as an element c ∈ R such that a n = cb n for all n ≥ 1. We shall now prove that this is a bounded approximate identity for A 0 + AP + . First of all, we note that
Furthermore, e n (0) = 0, and so in fact, e n ∈ M 0 . Moreover,
so e n is bounded. We need to prove that
Proof. We claim that F 1 , F 2 in (6.1) have no gcd. Suppose, on the contrary that D is a gcd for F 1 and F 2 , so that
for some Q 1 , Q 2 ∈ A 0 + AP + . Suppose that Q 1 (0) = 0. Then, at least in a neighbourhood of zero,
However, this is impossible because
since Q 1 (0) = 0 and both Q 1 and Q 2 are continuous. Hence, Q 1 (0) = 0. Similarly, we suppose that Q 2 (0) = 0. Then, in a neighbourhood of zero,
does. We have thus concluded that Q 1 (0) = Q 2 (0) = 0, and thus both Q 1 and Q 2 belong to the maximal ideal M 0 := {f ∈ A 0 + AP + | f (0) = 0}. By Lemma 6.2, M 0 has a bounded approximate identity, and then, by Proposition 6.1 there exists a G ∈ M 0 such that G is a common factor for Q 1 and Q 2 . Hence, K := DG is also a divisor of both F 1 and F 2 . Since D is a gcd for F 1 and F 2 , K must divide D, and so
for some H ∈ A 0 + AP + . By definition F 1 = 0 for s = ∞, so the same must hold for D. Therefore, by (6.3), GH = 1 for s ∈ C ≥0 \{+∞}. But, G ∈ M 0 and H ∈ A 0 + AP + is bounded, so
which is a contradiction. Thus, F 1 and F 2 have no gcd in A 0 + AP + , and A 0 + AP + is not a GCD domain.
7.
A 0 + AP + is not a pre-Bezout domain
The proof that A 0 +AP + is not a pre-Bezout domain relies on the notion of an approximate identity, Proposition 6.1 and the corona theorem. The method of proof is the same as in [13] .
Proof. Consider the following two elements in A 0 + AP + :
and U 2 = e −s .
As U 1 is outer and U 2 is inner in the Hardy algebra of the right half-plane, it can be seen from the inner-outer factorization of H ∞ functions that the pair (U 1 , U 2 ) has 1 as a greatest common divisor in A 0 + AP + . Suppose that A 0 + AP + is a pre-Bezout domain. Then there exist X, Y in A 0 + AP + such that 1 = U 1 · X + U 2 · Y . Passing the limit as s → +∞, we arrive at the contradiction that 1 = 0. Hence A 0 + AP + is not a pre-Bezout domain.
The proof we give in this section is based on the same method used to show the noncoherence of the causal Wiener algebra W + in [12] . We will begin with two lemmas, the first lemma is a special case of Nakayama's lemma, see for instance [ by [12, Remark, p. 224] . Since e −s ∈ D for s ∈ C ≥0 , pS ∈ A 0 + AP + , and by definition p ∈ M 0 . Let I = (p) and J = (pS) be the ideals, (finitely) generated by p respectively pS.
To prove that A 0 + AP + is not coherent, we shall show that I ∩ J is not finitely generated. The first step is to characterize I ∩ J. Let, K = {pSf : f, Sf ∈ A 0 + AP + }.
We claim that K = I ∩ J. By definition, K ⊂ (I ∩ J), so we only need to show the reverse inclusion. Let g ∈ I ∩ J, then there exist two functions f, h ∈ A 0 + AP + such that g = ph = pSf.
Since p = 0 and since A 0 + AP + is an integral domain, h = Sf ∈ A 0 + AP + and so g ∈ K and K = I ∩ J. Now we shall prove that K = I ∩ J is not finitely generated. To do this, we define L = {f ∈ A 0 + AP + : Sf ∈ A 0 + AP + }.
Then K = pSL, and since S has a singularity at s = 0 we have that L ⊂ M 0 . We shall now prove that L = LM 0 . Then by Lemma 8.1 L cannot be finitely generated, and neither can K, so A 0 + AP + is not coherent. To prove that L = LM 0 , let f ∈ L be arbitrary. We want to find factors h ∈ L, g ∈ M 0 such that f = hg. Let f 1 = f ∈ M 0 , f 2 = Sf ∈ M 0 . Then, by Lemma 8.2, for every δ > 0 there exists a sequence (g n ) n≥1 in A 0 + AP + such that properties (1)- (3) of Lemma 8.2 hold. Let
n Sf. Then h n , H n ∈ M 0 and (3) in Lemma 8.2 imply that (h n ) n≥1 , (H n ) n≥1 are Cauchy sequences in A 0 + AP + . Since M 0 is closed, these sequences converge to h respectively H, h, H ∈ M 0 . Since the limit of a sequence of holomorphic functions is unique, lim n→∞ Sh n = Sh = H, and since both h and Sh are in M 0 , h ∈ L. Further, by (2) in Lemma 8.2,
where h ∈ L and g ∈ M 0 . That is, L = LM 0 , which completes the proof.
