Abstract-By assuming latent sources are statistically independent, independent component analysis (ICA) separates underlying sources from a given linear mixture. Since in many applications, latent sources are non-Gaussian, noncircular, and have sample dependence, it is desirable to exploit all these properties jointly. Mutual information rate, which leads to the minimization of entropy rate, provides a natural cost for the task. In this paper, we establish the theory for complex-valued ICA giving Cramér-Rao lower bound and identification conditions, and present a new algorithm that takes all these properties into account. We propose an effective estimator of entropy rate and a complex-valued entropy rate bound minimization algorithm based on it. We show that the new method exploits all these properties effectively by comparing the estimation performance with the Cramér-Rao lower bound and by a number of examples.
I. INTRODUCTION

I
NDEPENDENT component analysis (ICA) has been one of the most attractive solutions for the blind source separation (BSS) problem because it yields a useful decomposition with two simple ambiguities, scaling and permutation, under the assumption of statistical independence among the source signals. BSS methods have been proposed using other assumptions, such as sparsity and nonnegativity [1] . Furthermore, complex-valued ICA (cICA) is widely used in a number of applications such as communications, radar, and biomedicine [1] , [2] .
In general, cICA can be achieved by exploiting either one of the following three types of diversity-non-Gaussianity (higher-order statistics), sample dependence (nonwhiteness), or noncircularity-or a combination of those [1] , [3] - [5] . But, to the best of our knowledge, none of the existing cICA algorithms exploits all three types of diversity jointly, and most of them ignore sample dependence. The strongly uncorrelating The authors are with the Department of Computer Science and Electrical Engineering, University of Maryland, Baltimore, MD 21250 USA (e-mail: fugengs1@umbc.edu; ronald.phlypo@gmail.com; nosredna.wehttam@gmail.com; adali@umbc.edu).
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Digital Object Identifier 10.1109/TSP.2014.2385047 transform (SUT) [6] , [7] and the generalized uncorrelating transform (GUT) [8] algorithms only make use of noncircularity by using second-order statistics. The joint approximate diagonalization of eigenmatrices (JADE) [9] , complex FastICA [10] , and algorithms using nonlinear functions [11] , [12] only exploit non-Gaussianity by assuming signal is circular explicitly or implicitly. Noncircular FastICA [13] , the complex fixed-point algorithm (CFPA) [14] , kurtosis maximization (KM) [15] , complex entropy bound minimization (cEBM) [16] , and algorithms using nonlinear functions [17] - [22] take both non-Gaussianity and noncircularity into account. The Gaussian entropy rate minimization algorithm [23] separates noncircular correlated sources by exploiting non-Gaussianity and sample dependence. Performance analysis and identification conditions for the real-valued ICA are given in [1] . The performance analysis for complex-valued ICA is given in [4] along with the closed form Cramér-Rao lower bound (CRLB). However since the block diagonal structure of the Fisher information matrix (FIM) is not exploited, the derivation becomes complicated and in addition, the identification conditions are not derived.
In this paper, we establish the theory and present a new algorithm for cICA. We derive a general form of FIM and CRLB. An important special case, autoregressive (AR) sources, is discussed as well. Based on the FIM, we show the identification conditions for cICA problem. By assuming signal is generated by an invertible filter driven by an independently and identically distributed (i.i.d.) random process, we propose an entropy rate estimator. Then, we use the mutual information rate to derive an algorithm, cICA by entropy rate bound minimization (cERBM), and show that it exploits all three types of diversity by comparing with CRLB. Instead of minimizing entropy rate, which is equivalent to the minimization of mutual information rate, we minimize a bound on the entropy rate using a semi-parametric method. By estimating an upper bound, we achieve an algorithm which is robust to model mismatch. We show that cERBM provides very desirable performance by comparing its performance with those of competing algorithms. To the best of our knowledge, it is the first time that the identification conditions are shown, and cERBM is the first method that can exploit all three types of diversity jointly. We note that there is another diversity, nonstationarity, which cICA can exploit [24] . In this paper, even though we focus on the first three types of diversity, the performance analysis is performed for the general case, exploiting all four types of diversity.
The remainder of this paper is organized as follows. In Section II, we provide a review of complex signal processing, the linear mixture model, and cost function for cICA. The cICA performance bound and identification conditions are given in Section III. Based on an invertible filter source model, we propose an entropy rate estimator for complex-valued data in Section IV. We propose cERBM algorithm based on mutual information rate cost in Section V. Through some simulations, the effectiveness of cERBM is demonstrated in Section VI. Conclusions are given in Section VII.
II. BACKGROUND
A. Preliminaries
In this paper, we assume that a complex random vector has zero mean, i.e., , where and are the real and imaginary parts of , is the imaginary unit, and denotes expectation. Let superscript and H denote the transpose and Hermitian, respectively. The connection between real and complex descriptions is given by (1) where is the identity matrix. From now on, we omit the dimensions of the identity matrix, since they can be easily obtained from the context. The real-to-complex transformation is unitary up to a factor of 2: . The second-order statistics of are given by the following augmented covariance matrix where superscript denotes complex conjugate, and and are called covariance and pseudo-covariance (or complementary covariance) matrix, respectively.
The probability density function (PDF) and entropy rate of are defined as and , which exists under the condition of stationarity. Using (1), we can rewrite the PDF as a function of and , i.e., , where means equivalence. We choose to define the complex PDF in the form to remind the reader the use of Wirtinger calculus which is defined next. The random vector is called secondorder circular or proper if pseudo-covariance matrix , and strictly circular or circular if and have the same PDF for any . Let a complex parameter vector , and a real scalar cost function be given. Instead of calculating the derivatives with respect to real and imaginary parts of , we can use Wirtinger calculus to compute the partial derivatives with respect to and , treating and as two independent variables [2] , [25] . The partial derivatives of with respect to and are
The steepest descent direction of the cost function for parameter is given by [2] .
B. cICA Model
Let statistically independent, zero-mean sources be mixed through an nonsingular mixing matrix so that we obtain the mixtures .
where is the discrete time index. The mixtures are separated as , where , and is the separation or demixing matrix to be estimated. They can also be written in matrix form, , where , , ,
. The output are the estimates of sources subject to permutation and scaling ambiguities.
C. cICA Cost Function
Mutual information rate, a generalization of mutual information, provides a unifying framework such that non-Gaussianity, sample dependence, and noncircularity can be jointly taken into account for achieving the independent decompositions. It can be written as , where is the entropy rate of the th process , and the entropy rate of the observed vector-valued process is a constant with respect to . Hence, the cost function can be written as (2) since . In orthogonal BSS approaches, the mixtures are prewhitened and the demixing matrix is constrained to be an orthogonal matrix. In this case, the cost function given in (2) reduces to , s.t.
. If the samples are i.i.d., this cost function reduces to mutual information , and, as noted in [5] , [17] , [26] , the mutual information rate cost function is intimately related with the maximum likelihood and non-Gaussianity cost. For the general case, where samples are not i.i.d., we can show that mutual information rate cost (2) is equivalent to the negative log-likelihood cost given by (3) using the general asymptotic equipartition property [27] . Here, we assume that likelihood cost (3) uses the true density functions for latent sources as in mutual information rate cost (2).
III. PERFORMANCE ANALYSIS
In this section, we derive the performance bound and identification conditions for the cICA problem. The performance bound, i.e., the CRLB, for can be obtained by analysis of the FIM, which is given by the expected value of the Hessian of (3) under some mild regularity conditions. The identification conditions can be shown by deriving the conditions under which the FIM is nonsingular, i.e., CRLB is finite.
A. Performance Bound
The complex FIM of parameter vector is defined as (4) where and are called the information matrix and pseudo-information matrix, respectively, and . The CRLB of is given by the inverse of FIM as [4] , [28] , (5) where , , and are the augmented covariance, covariance and pseudo-covariance matrix of , respectively.
We derive the FIM with respect to and consider it around the optimal solution , due to the invariance of the induced Cramér-Rao lower bound (iCRLB) on [29] . By taking the derivative of likelihood cost (3) with respect to , we obtain, where the score functions are given as
Since the sources are independent, the FIM is block-diagonal (See Appendix A for the proof) with only 2 2 or 4 4 blocks, which are respectively, where and is the Kronecker delta, i.e., if and zero otherwise. Comparing with the real-valued ICA case, their FIMs have the same structure with different block sizes [1] . An example of for is given by (7) The CRLB of and , for an unbiased estimator, is given by the and entry of the inverse of , respectively. This FIM is a general form for the cICA problem. We can use this form for colored Gaussian or i.i.d. non-Gaussian cases. Other than these two cases, it might be difficult to evaluate , , , and , since their dimension is determined by sample size , which can be very large.
B. Identification Conditions
The identification conditions for real-valued ICA are well known to be that independent sources are blindly separablesubject to the scaling and permutation ambiguities-when no two sources are Gaussian with proportional covariance matrices [1] . Since complex data is characterized by augmented covariance matrix, intuitively, the identification conditions for cICA are expected to be related to the augmented covariance matrix or equivalently the covariance and pseudo-covariance matrices. In order to derive the identification conditions, we study the conditions for which pairwise FIM, , becomes singular due to the block diagonal structure of .
where means equation holds when the PDF is Gaussian. By evaluating the conditions for which becomes singular, the identification conditions for cICA are given by the following theorem. 
(10)
The proof of (8) is given by Lemma B.1 in Appendix B. Since the first and second terms of (9) are linear functions of and , respectively, and must be linear functions of and , respectively. Hence, (10) follows (9) . Because and , we have (11) . The proof of (12) is given by Lemma B.2 in Appendix B. By letting and , we have (13) . By letting , , and , we have (14). As we can see from Theorem III.1, the identification conditions for real-valued ICA [1] and cICA are very similar, which are based on the covariance matrix and augmented covariance matrix of sources, respectively. For cICA, pseudo-covariance matrices need to be equal up to a phase correction due to phase ambiguity. Basically, the identification conditions of these two cases tell us the same thing, i.e., sources cannot be identified iff there are Gaussian sources with "proportional" covariance matrices. With the addition of each new diversity type, identification conditions are relaxed, allowing identification of i.i.d. Gaussian sources in the cICA case.
C. An Important Special Case: AR Sources
As mentioned in Section III-A, FIM given by (7) is a general form for cICA which can be difficult to apply for colored nonGaussian cases, since it requires the estimation of a -dimensional density function from samples. One practical model we can consider is sources generated by AR models driven by i.i.d. processes. In this section, we derive CRLB for AR sources. Assuming the th source is generated by the following AR model, where are AR coefficients and order respectively. is the i.i.d. complex driving process.
The likelihood cost function (3) Hence, the following gradient can be evaluated as where is the score function of the th driving process, , and , which is the output of th whitening filter taking as input. The gradient of cost function, at the optimal point , with respect to demixing matrix is Hence, at the optimal point, the th entry of the gradient matrix is given by , where can be interpreted as the source filtered by the whitening filter of the source . The non-constant entries of , can be calculated as follows, where and can be calculated by using the properties of complex random process at output of linear system [28] . Hence, for data generated by AR model driven by a complex i.i.d. process, is given by (7), where and . Since the AR model has been widely used for modelling many signals, we can apply the conclusions in this section to many applications where sources are colored and non-Gaussian.
D. Other Important Cases
. Hence, cICA with circular sources is similar to real-valued ICA case. The identification conditions reduce to no two Gaussian sources, and , with proportional covariance matrices, , . For the case of real-valued ICA, the unknown parameters are real-valued numbers, instead of complex-valued numbers, i.e., half number of unknown parameters as cICA. Hence, we have , and that is always singular [28] . The performance analysis can be obtained by analyzing [1] .
In this section, we derive the FIM, and show the identification conditions for cICA problem. All the results in this section account for all four types of diversity-non-Gaussianity, sample dependence, noncircularity, and nonstationarity.
IV. COMPLEX ENTROPY RATE ESTIMATOR
For the estimation of entropy rate, we assume that there exists a whitening filter, i.e., there exists a such that where , , ,
, and . This implies an i.i.d. output process , though, practically, it is difficult and also unnecessary to make to be exactly i.i.d. as demonstrated by the experimental results in Section VI. We can always scale the whitening filter such that the input and output will have equal entropy, which means the entropy rate of equals the entropy of since is i.i.d. The optimal filter coefficients can be obtained by solving the following optimization problem: (15) where the constraint assures that the input and output will have equal entropy [23] . Estimation of the entropy of a complex random variable requires estimation of a bivariate distribution which is more complicated than the univariate real-valued case. Thus, we estimate an entropy bound instead, where the equality holds if and only if the real and imaginary part of are independently distributed. Fig. 1 . Plots of typical pdfs that can be matched by using the measuring functions given in Table I .
TABLE I MEASURING FUNCTIONS
For the estimation of entropy of a real-valued random variable, we use a suite of maximum entropy distributions to form a flexible model. The maximum entropy distribution problem can be written as the following optimization problem [27] , [30] :
where is the measuring function, and is the sample average of the measuring function. The maximum entropy distribution is given by where the parameters , , , and are chosen so that satisfies the constraints. As in [30] , four measuring functions are chosen in order to model distributions from the following four classes: symmetric, asymmetric, unimodal, and bimodal. Fig. 1 shows typical PDFs that can be matched by using the measuring functions given in Table I . The entropy bound of can be estimated by where is called the negentropy of [30] .
Hence, the cost function can be derived as follows where , , and and are standard deviation of and , respectively. Measuring function is chosen so that it provides the tightest bound among the four in Table I The details of the derivations are given in Appendix C. Hence, the entropy rate of , , is bounded by . In [16] , the bound is used for , where uncorrelated random variables and are linearly transformed from and . In our case, the whitening filter makes the samples of to be i.i.d., and also makes and as independent as possible, since we minimize . Also, it can be shown that a widely linear filter followed by a linear transformation is always equivalent to another widely linear filter. Hence, theoretically, we may achieve a tighter entropy bound by using the widely linear whitening filter output and , rather than and .
Though the new entropy rate estimator is applied to the cICA problem in this paper, it can be used in a wide array of applications in complex-valued signal processing.
V. COMPLEX ENTROPY RATE BOUND MINIMIZATION (CERBM) ALGORITHM
Using mutual information rate cost function (2), we propose an algorithm that exploits all three types of diversity: non-Gaussianity, sample dependence, and non-circularity. Using the new entropy rate estimator, the entropy rate is estimated by . Filter coefficients for different whitening filters can be different, but filter orders are assumed to be the same for simplicity.
Instead of minimizing with respect to the demixing matrix , we use a decoupling procedure [31] , [32] to divide the problem into minimizing with respect to each of the row vectors . We can then write the cost as a function of only, which is where is a unit Euclidian length vector that is perpendicular to all the row vectors of except , and is a constant term with respect to . The decoupling procedure permits the use of standard vector optimization procedures while still admitting a nonorthogonal estimate for W, which preserves a larger optimization space.
The gradient update rule is given by (16) The details of the derivation are given in Appendix D.
Since the update of the whitening filter contributes most to the CPU time, we also provide a computationally lite version, complex entropy rate bound minimization-lite (cERBM-L), by using the closed form approximation of . By assuming is Gaussian distributed, the optimal is given by the eigenvector of , where , associated with the maximum eigenvalue [23] .
The pseudocode of cERBM is given in Algorithm 1. We note that optional parameters lite and are indicator for cERBM-L and the order of whitening filter with default values of 0 and round , respectively. The step size is empirically chosen to be 0.02. We use the close form approximation of and the solution of cEBM as the initializations for the estimation of whitening filter and demixing matrix , respectively. This guarantees that cERBM can at least find a suboptimal solution for both the whitening filter and demixing matrix. In addition, we increase the step size for faster convergence when the cost keeps decreasing, and decrease the step size for better convergence to a stationary point when the cost oscillates.
We note, even if we use a noiseless ICA model in this paper, the new methods are robust against noise for the following two reasons. Firstly, the additive Gaussian noise can be reduced effectively by the dimension reduction step using principal component analysis for overdetermined case. Secondly, ICA methods can estimate certain types of noise as separate independent components by its nature. As an example, in [33] , authors proposed an ICA-based method to remove motion artifacts in functional magnetic resonance imaging (fMRI) data. Authors point out that ICA can separate neuronal activity and motion artifacts into different independent components since they are very likely to be statistically independent. The results indicate that the ICA-based method remove the motion effects more effectively than the conventional voxel-wise regression-based method.
We note that cERBM can separate Gaussian sources since it exploits all three types of diversity-non-Gaussianity, sample dependence, and noncircularity-jointly. It is possible to incorporate nonstationarity into the given framework by developing an adaptive cICA algorithm as in [34] .
VI. EXPERIMENTAL RESULTS
In this section, we study the performance analysis for cICA using conclusions of Section III. Also, we study the performances of proposed algorithms, cERBM and cERBM-L, in terms of the normalized interference to source ratio (ISR), which is given by , where is the th entry of the global demixing matrix . The performances of these algorithms are compared with the CRLB, using colored complex generalized Gaussian distributed (cGGD) data, to show that they exploit all types of diversity: non-Gaussianity, sample dependence, and noncircularity. In order to show cERBM and cERBM-L provide desirable performance for real world applications, we compare their performance with widely used complex BSS algorithms using colored quadrature amplitude modulation (QAM) data. All results are the average of 100 runs. In [35] , we apply cERBM to analysis of fMRI data in its native complex-valued form. Experimental results show that the new algorithm provides the best performance among all the methods we compared with.
A. Performance Bound for cICA Exploiting all Three Diversities
In order to verify the CRLB derived in the previous section, we now study cICA with colored cGGD sources. The PDF for cGGD is given by [36] : where and is the Gamma function. The shape parameter varies the form of the PDF from super-Gaussian to sub-Gaussian . The PDF is Gaussian when . The circularity of the PDF is controlled by . We consider cICA with two sources with 1000 samples. The first source is an i.i.d. cGGD source, with shape parameter and circularity coefficient . The second source is generated by a first order AR model, with coefficient , driven by a complex circular i.i.d. Gaussian process, i.e., shape parameter and circularity coefficient . Hence, the non-Gaussianity diversity is controlled by shape parameter , i.e., the further is away from one, the greater the influence of non-Gaussianity as form of diversity. There is no non-Gaussianity diversity when . The sample dependence diversity is controlled by AR coefficient , increasing as . When , there is no diversity in term of sample dependence. The noncircularity diversity is controlled by circularity coefficient , influence of noncircularity increasing with . When , there is no noncircularity diversity, since then sources are circular.
We use results from Section III-C to evaluate the CRLB. The score function of cGGD, is given by [4] , and the terms and are given by
According to Section III-C , CRLB of cICA can be shown by Figs. 2 and 3. In Fig. 2 , we visualize the 3D CRLB data. In Fig. 3 , we show four slices, with different AR coefficients of 3D CRLB data. As observed in Fig. 2 , the CRLB decreases with increasing non-Gaussianity, i.e., when the cGGD shape parameter moves away from one, and/or increasing diversity in terms of sample dependence, i.e., as the AR coefficient increases, and/or increasing diversity in terms of noncircularity, i.e., as the circularity coefficient increases. Sources are not separable when they are both Gaussian, i.i.d. and circular.
B. Performance of Proposed Algorithm Compared With Performance Bound
In order to show that the new algorithms, cERBM and cERBM-L, exploit all three types of diversity, we compare the performances with the CRLB for the separation of colored cGGD sources. The setup of first experiment is same as the one from previous section. We choose the value of and to be 0, 0.4, and 0.7, respectively. As observed in Fig. 4 , we can reach the same result about the CRLB as a function of the three types of diversity as previous section. Hence, as expected, the performance improves when all types of diversity are used simultaneously. In addition, the model is identifiable for Gaussian sources as well, as long as their augmented covariance matrices are not "proportional". We note that cEBM has similar performance for or 0.4, since it minimizes Fig. 2 . CRLB for the data generated by first order AR model driven by i.i.d. cGGD process. Note that the displayed value is the base ten logarithm of the actual value, the values at the intersections of different planes are continuous, and the brightness differences are due to 3D visualization effects. the entropy by assuming samples are i.i.d., hence, only makes use of non-Gaussianity and noncircularity diversity.
In the second experiment, we generate four sources using third-order AR models driven by i.i.d. cGGD processes with shape parameters 0.4, 0.9, 1.5, and 5, -two super-and two subGaussians. The AR coefficients are randomly generated from Gaussian distribution and chosen for stability. The circularity coefficients are randomly generated from a uniform distribution between 0 and 1. Both values are fixed for all runs, since we want to calculate the CRLB. From Fig. 5 , we observe that cEBM does not provide very desirable performance since it ignores sample dependence. The performance of cERBM and cERBM-L are close to the CRLB as the number of samples increases. The remaining gap is due to the model mismatch between cGGD and the maximum entropy distributions [26] . We use randomized initializations for CERBM and CERBM-L in this experiment, which shows the desirable convergence property for these two methods.
C. Performance of Proposed Algorithm Using Communication Signal
In order to demonstrate the effectiveness of proposed algorithms for real world applications, their performances are compared with widely used complex BSS algorithms in the separation of artificial mixtures of QAM data. In this experiment, we generate source by fourth order MA model, with random coefficients, driven by i.i.d. QAM sources with order for the th source. It is clear that, except for the first and the third sources, all sources are second-order circular. We perform this experiment with different sample size, number of sources is fixed to be 5, or different number of sources, sample size is fixed to be 1000. From Figs. 6 and 7 , we observed that cERBM perform the best among those algorithms in terms of percentage of failures or normalized ISR. But cERBM is the most time consuming one, since it needs to update the whitening filter coefficients for every iteration of in order to exploit the sample dependence diversity. cERBM-L is faster than cERBM, since it updates whitening filter coefficients using the close form solution instead of finding the solution iteratively.
VII. DISCUSSION
In this paper, we establish the general form of FIM and CRLB, and show the identification conditions for cICA problem. Independent vector analysis (IVA) is a recent generalization of ICA to multiple datasets [37] , and has been recently generalized to enable taking multiple types of diversity into account in its formulation along with performance analysis and identification conditions [38] . When compared to the complex-valued ICA work presented here, we note that the FIMs for real and complex-valued ICA as well as IVA have similar structures with different block sizes, and the identification conditions of these three cases have an important attribute in common, i.e., sources cannot be identified when there are Gaussian sources-or in the case of IVA source component vectors-with "proportional" covariance matrices. We propose an effective entropy rate estimator for complex-valued random process by using a flexible density matching method and assuming that sources can be whitened by widely linear filters. Based on the new entropy rate estimator, we introduce a new cICA algorithm, cERBM, that exploits all three types of diversity: non-Gaussianity, sample dependence, and noncircularity. Simulation results show that cERBM accounts for three types of diversity effectively, and provides very desirable performance for a variety of sources. We note that the new entropy rate estimator can be used in a wide array of applications in complex-valued signal processing.
APPENDIX A PROOF OF PROPERTIES OF FIM
To begin with, we give the following lemma [4] , [17] and equations that will be used in our derivation.
Lemma A.1: It holds and , as long as for and . Hence, the following equations can be derived by using previous lemma.
Lemma A.2: is a block diagonal matrix.
Proof: Off block diagonal entries can be shown to be all zero by the following equations.
For 
Since and is nonsingular, we have (17) . We arrive at (18) 
