Abstract: The paper presents the uncertainty quantification of an elevator system by the Method of Polynomial Chaos. Initially, the mathematical model (the equations of motion) of an elevator system is derived and the sources of randomness are identified, which are in the elevator's trail. The method of polynomial chaos is then presented in its two versions (intrusive and non-intrusive) and the non-intrusive version is applied (numerically) in order to evaluate the uncertainties in the amplitude of the rope and car vibration by means of a auto-covariance function.
INTRODUCTION
Elevator systems have several important applications from office building to industrial transportation of material and goods. In Fig. 1 , one can see a typical elevator system schematics, where the car (plus load) travels in a trail, that is normally a source of vibrations to the system as the car moves up/down (Kaczmarczyk and Iwankiewicz, 2006) . A counterweight helps to counterbalance the car in any position along the trail. A traction sheave apply torque to the system, that is responsible for the car's motion. Brakes are used to balance the system when it stops in a floor (and for safety reasons). The traveling cables deliver electrical energy and communication to the car. The traction sheave is investigated in Arrasate et al. (2014) , where several control techniques are approached. It is expected that a good velocity control of the traction sheave can be achieved, which guarantees that the mathematical model of the system can be decoupled and the car.
Polynomial Chaos is a technique to solve stochastic differential equations in which the system's solution (which is a stochastic process) is expanded in a base of orthogonal polynomials, that depends on the random parameters of the system. The polynomial chaos approach has two different methods to obtain the solution:
1. The intrusive method, in which it is obtained an associated deterministic system of differential equations for the time-varying coefficients of the expansion. This system has high dimension and must be solved numerically, in general;
2. The non-intrusive method, in which those same coefficients are obtained by using the definition of inner product in the polynomial space, that is related to the expected value operator. In this method, solving integrals is more critical than solving differential equations.
In Colón et al. (2014a,b) , the intrusive method is applied to practical control problems, in which robustness analysis are conducted real plants and its controllers, designed with classical techniques. Other references also apply the method to control problems (Fisher and Bhattacharya, 2008; Smith et al., 2006; Xiu and Karniadakis, 2002) . If p is the number of polynomials in the orthogonal basis, and n is the stochastic system's dimension, the associated deterministic system has order np, which represents a very heavy load to the computational system. Although both methods (intrusive and non-intrusive) are equivalent theoretically, they are very different in the numerical solution. Results in the literature, and our own experience, reveals that the non-intrusive method is more efficient numerically. Also, the time necessary to construct the associated deterministic system is considerable, which is not necessary in the non-intrusive method (Xiong et al., 2014) . Other works corroborate our conclusions, pointing out that the non-intrusive solution is more convenient (Sudret, 2008; Eldred, 2009) .
In this work, we present the application of the polynomial chaos technique to an elevator system in which the car submitted to an stochastic horizontal disturbance, that comes to irregularities in the trail's profile. We follow the line presented in Kaczmarczyk and Iwankiewicz (2006) . A mathematical model for the horizontal model of the system, some concepts of polynomial chaos are presented, as well as numerical results for the problem. 
MATHEMATICAL MODEL
In Kaczmarczyk and Iwankiewicz (2006) , the authors claim that a properly designed control system for the longitudinal (up/down) motion can decouple the motion of the car and the counterweight. Figure 2 shows a simplified schematics of the decoupled elevator system in order to determine the mathematical equations that describes the lateral motion of the car + load caused by the nonuniform profile of the trail. It is easy to see that the suspension ropes have the same linear velocity as the car. The coupling between the trail and the car is represented by a spring of constant k. One point of the spring varies according to the profile s(l) (that depends on a vertical coordinate l). The rope is under tension T (x, t) and its horizontal motion is described by the function w(x, t), where x is another vertical coordinate. The two boundary conditions are w(0, t) = 0 and w(L, t), which is car's horizontal position. The rope's linear specific mass is m. The complete mathematical model for the horizontal vibration of the car can then be considered as a distributed model with a discrete mass in one end, but with the length slowly variable. The rope's length (from the traction sheave to the load) is represented by L(t). If we define the parameter slow time factor = V /ω 0 L 0 , for the practical cases, we have that << 1, and we can define the slow time τ = t in order to clearly separate the dynamics related to the motion of the car (and variation of the rope's length) and its horizontal vibration. The time derivative of L is related to the slow time derivative byL = dL/ dτ = L . The complete system's dynamical equation assumes the form:
The boundary condition in the car end is given by:
A more detailed analysis of the modeling process can be found in Kaczmarczyk and Iwankiewicz (2006) . We search for solutions of the form:
where τ is slow time. We can search for functions of the form Ψ n (x, τ ) = sin(β n (τ )x), where the wave-number β n (τ ), that is slowly variable in time, satisfy the equation:
where T (τ ) = [M + (1/2)mL(τ )]g is the time-varying mean tension.
After a substitution, we obtain a set of ordinary differential equation for the time-varying coefficients of the form:
where r = 1, 2 · · · , N and
The wave-numbers β n are related to the natural frequencies of the several modes by ω n (τ ) =cβ n (τ ), wherec = T (τ )/m represents the time-dependent velocity of the lateral wave. The set of equations in Eq.4 are decoupled in the sense that the vibration modes are independent of one another. The equations are linear, but (slowly) time-varying with a damping coefficient ς r for the r natural mode. For a very slowly vertical motion, a frequency response analysis can be carried out by supposing that the trail's profile s(l) can be represented by a Fourier series/transform.
Stochastic equations
It appears more reasonable to suppose that s(l) has a random nature, as the trail fabrication can involve several random factors. Also, the natural degradation of the trail due to environmental factors (like oxidation) changes its format in nonpredictable ways. Finally, several sources of vibration (for example, small seismic disturbances and shape's variation coming from the effect of the wind in the building) are also present. In the present analysis, it is supposed that the trail shape s(l) is a Gaussian stochastic process (colored noise) with zero-mean and autocorrelation function given by:
where σ 2 s is the variance of s, and λ = l 2 − l 1 . This means that the stochastic process s(l) satisfies the Itô equation given by ds = −αs dl + σ s √ 2α dW (l), where W (l) is the Wiener process. The complete stochastic system is given by Eq.5 below:
where the scaling property of the Wiener process was used (Øksendal, 2003) . Solutions for this systems are vectors of stochastic processes. We can see that the greater the parameter α the lesser the correlation between different points in the trail.
In Kaczmarczyk and Iwankiewicz (2006) , it is analyzed an explicit solutions of Eq.5 by using Itô's stochastic calculus. This technique, on the other hand, is very difficult and non-intuitive to carry on, and can become very difficult to apply. The reader interested can find more on this procedure in Øksendal (2003) . Numerical solutions, on the other hand, could be used, specially if we are interested in the statistics associated to the problem (probability distributions, mean values, variances and the like). Any numerical procedure that we can use to find such results must use an approximation of the Wiener process W (t) as a combination of a finite number of random variables ∆ 1 , · · · , ∆ N (a good candidate is the Karhunen-Loeve (KL) approximation, that will be explained below). Monte Carlo (MC) simulation is a traditional way to obtain such results, which consists in sampling the parameter space and simulate the system for those values. The samples are obtained by a pseudo-random number generation. The several data obtained by the multiple simulation process are used for calculations that almost always involves integration (or numerical quadrature). If N samples are selected, the rate of convergence is of order O(1/ √ N ), and is independent of the dimension of the problem, that is, the number of independent random parameters in the system. Quasi-Monte Carlo techniques, that use low discrepancy sequences, has integration errors of order O(cN −α ), where α = 0.5 is for standard MC, but this performance degrades as the problem dimension increases and the objective function's smoothness decreases (Morokoff and Caflisch, 1995) .
POLYNOMIAL CHAOS METHOD
In this section, we present some theoretical aspects of the Polynomial Chaos Method. Given a measurable space as (Ω, F), where Ω is the sample space and F its σ-algebra (family of measurable sets), and P a probability measure in this space, any measurable function f : Ω → R is a random variable (in the Borel σ-algebra of R). A stochastic process is a function g : T × Ω → R m , represented by g(t, ω), with ω ∈ Ω, in which, for each t ∈ T , g t (ω) is a random variable, and g ω (t) is a trajectory of the stochastic process. A stochastic process can also be viewed as a new sample spaceΩ where the points are the trajectories of the process, and the σ-algebra is formed by measurable sets of these trajectories, as can be seen in Øksendal (2003) . An appropriate measure is this space completes the specification of the stochastic process.
The Hermite polynomials (in dimension one) satisfy the following relation (Spiegel, 1974) :
If the inner product in the Hilbert space of functions L 2 (R) is defined by the integral in Eq.6, where the weight function is ρ(x) = e 
There are also recursive formulas that can be used to calculate the set of normalized Hermite polynomials, that is H n+1 (x) − xH n (x) + nH n−1 (x) = 0.
The polynomial chaos theory proves that it is possible to express stochastic processes that depends on a finite number of random variables ∆ 1 (ω), ∆ 2 (ω), · · · , ∆ n (ω) (Cameron and Martin, 1947; Ghanem and Spanos, 1993) , that is:
where Γ 0 (t) is the expected value of the stochastic process, and
In the simplest case, where all the random variables and stochastic process depends on (or is approximated by) only one random variable ∆, we have:
and it is easy to show that E(N 0 (∆)) = 1 and E(N n (∆)) = 0.
It would be severely restrictive a theory if it only worked for Gaussian processes. In fact, for other probability measures, similar polynomial expansions can be done, with the same numerical advantages of Hermite case. In those cases, different families of polynomials must be used, that relates probability density functions (PDF) and the corresponding orthogonal polynomials. Those families of polynomial functions are known as Wiener-Askey scheme, and are presented in ?. All this polynomials form basis in the space L 2 (Ω, F, P ), which is also the space of finite variance random variables.
Intrusive Polynomial Chaos
In many applications, it is possible to find explicit solutions to the system of stochastic equations (Øksendal, 2003; Elliott, 1982; McKean et al., 2014) . Essentially, as explained by Sussmann (1978) , if every stochastic process in the equation could be written as a function f : Ω × T → R m , the system could be solved, in the t variable, for each ω ∈ Ω, with the same methods used for deterministic systems. On the other hand, the situation is far more complex when white noise is involved, as it is not a traditional stochastic process (the correct way to represent is by means of stochastic distributions, as explained in Øksendal (2003) ). In this case, Itô calculus should be applied. In order to illustrate the application of the MPC to the analysis and solution of stochastic ordinary differential equations (which is necessary in robustness analysis), it is supposed that the system has one random parameter ∆(ω) (Fagiano and Khammash, 2012) , that is:ẋ
where t is the time variables. The general solution is of the form:
where {φ i (ω)} is a basis for the Hilbert space L 2 (Ω, F, P ), that are random variables in function of ∆ (so are dependent variables). The functions/coefficients {x i (t)} are then deterministic functions. In particular, the solution of the system in Eq.8 must have such a decomposition, and φ i (ω) must be functions in L 2 (Ω, F, P ). If the solution is numerical, some statistical parameters are commonly calculated, as for example means, variance, standard deviations and estimates for PDF (probability density functions). In particular, the time-variant mean is given by x 0 (t) and the variance is given by:
Normally, the procedure to find the resultant equations is too complex to be done manually, and some symbolic manipulation software should be used. In fact, a very complex software was coded by the authors in order to perform the analysis, which should not be rewritten for each new system that one wants to analyze. Nevertheless, for the sake of illustration, we show the 'manual' determination of the resultant system for the stochastic equationẋ = ax 2 , where a is a random variable. The general solution is of the form:
where p is the number of polynomials in the Galerkin (truncated) basis. The time derivative of the states, that isẋ i , only affects the non-random part, that isẋ i (t, ∆) = p−1 m=0ẋ i,m (t)φ m (∆). After some substitutions in the state equations, and using orthogonality properties, a set of deterministic ordinary differential equation are reached. The integration of such system produces some special realizations of the solution stochastic process. All the other realizations can be calculated from those. In fact, for the case at hand, we have:
After the projection in the direction of polynomial φ r (∆), we have:
that is, each equations was transformed in p equations, and each term in the sum was transformed in p 3 terms (in fact the number is smaller, as the multi-index e mij,r = φmφiφj ,φr φr,φr possesses several symmetries). The set of deterministic equations must then be integrated (initial value problem).
Non-intrusive Polynomial Chaos
Some observations about the intrusive method follows:
1. The order of the system of the expansion coefficients is np and it is nonlinear, and no special structure is known, which can difficult a lot the numerical solution;
2. The method can only be applied to polynomial systems, that is, the state variable appears in polynomial form in the stochastic differential equations, as well as the random parameters. Eventual transcendental functions must be approximated by finite sum of polynomials, as for example Taylor polynomials;
3. The number of terms in the expanded (deterministic) equations can grow very fast with the number of polynomials in the truncated expansion;
4. There is a considerable difficulty in finding the system in Eq.13 before the numerical integration even for polynomial systems, and sparsity of the multi-index coefficients should be explored.
A different approach for the problem consists in finding the expansion coefficients not by solving a system of deterministic differential equations in Eq.13, but by using the inner product formula:
where the denominator is calculated by an explicit formula, the numerator is calculated by sampling Ω, solving the original system for each sample (to obtain x(t k )), and apply multidimensional quadrature methods to calculate the numerator. This must be done to each time value t in which we are interested. This method is known as the non-intrusive method, as no previous modification of the stochastic system must be done in order to proceed to the coefficient calculations (Xiong et al., 2014) . The original differential equations must be solved by some samples of the parameters, but the number of samples are much less than the used in the Monte Carlo method, and no modification of the system is necessary. Besides, those sample simulations can be done in parallel, which could be well explored in a parallel computation system, like clusters or GPU (graphic processing units) based systems.
Let the event space Ω = R d , where d is the number of independent random variables in the system. If in each dimension there are m sample points, the total number of samples is m d , which is again the curse of dimensionality. In order to avoid this problem, we could use:
1. LHS (Latin Hypercube Sampling): which consists in partitioning the sample space Ω in equiprobable sets and conveniently sampling in a way that each set is sampled, or;
2. Use the Sparse Grid Integration, which consists in selecting convenient grids to Ω in which the number of point does not grow exponentially with the dimension, like m d , but in a much slower growing rate.
Both methods provides efficient ways to calculate the numerator in Eq.14, but there are differences in the convergence rate between them. The LHS method has the advantage of to have been deduced using probabilistic concepts. The sparse grid method, on the other hand, appears to achieve a better rate of convergence, as the objective function's smoothness is increased. There are lots of papers in which comparative analysis are done, with theoretical limits presented, as well as numerical experiments. The reader interested in the details of the sparse grid approach can consult Gerstner and Griebel (1998) . The non-intrusive polynomial chaos approach has other advantages over the intrusive, as presented in Xiong et al. (2014) . In this reference, the author present a comparative analysis for some simple systems with only one source of randomness (one single random parameter).
NUMERICAL RESULTS
In order to find numerical solutions to the system, one must find an approximation to the stochastic process s(l) by means of a finite number of random variables. A possible solution would be a truncated Karhunen-Loeve series of the form:
where φ i (l) are functions of l that form a basis to the space L 2 (0, L) of square-integrable (or finite energy) signals, and c i are random Fourier coefficients that are uncorrelated, that is E[c i c j ] = 0 for i = j. We do a Karhunen-Loeve expansion for the Wiener process W (t) in Eq.5, which will produce the system:
where we used x r = q r and y r =q r to avoid confusion. Also, as the measure dW was approximated by a KL combination of random variables, the equations can be written as traditional differential equations, where F (∆ 1 , · · · , ∆ 2 ) is an approximation to the White Noise (Øksendal, 2003) . The reader could question if this finite approximation in Eq.15 for the system in Eq.5 is the correct one, as according to Sussmann (1978) , only Stratonovich stochastic differential equations has this property. In fact, according to Øksendal (2003) , the Itô and Stratonovich integrals are equivalent in some situations, and that is the case in Eq.5.
We will consider the effects of the excitation to the fundamental mode (that is, r = 1), and in this case, the damping ratio is will be considered ς 1 = 0.4. The stiffness coefficient for the car-rail interface is k = 2083 N/m, and σ s = 7.07.10 −4 mm. Obviously, the fundamental frequency and wave-number are slowly-varying, as shown before. We suppose that that rope's specific mass is m = 0.65 m/kg, the total car's weight (car + load) is M = 3250 kg, the well height of the instalation is 70 m, the car height is 3.2 m and the total travel height is 60 m, which is also the maximum length of the rope L 0 . We suppose two different vertical/longitudinal constant velocities V for the car/rope, that are 1.5 m/s and 6.0 m/s. It is also supposed that the elevator is ascending in the two simulations. This means that the rope has the slowly variable length L(τ ) = (V / )τ + L 0 , and = (V /ω 0 L 0 ) is the slow time constant factor. In order to find the corresponding natural frequency, Eq.3 must be solved for each τ . Figure 3 shows important parameters for the problem when the elevator is ascending with vertical velocity V = 1.5 m/s. The simulations were conducted from the bottom (when the rope's length is 60 m till zero, which corresponds to the final (not slow) time t f = 39.9 seconds. We can see that the velocity of the wave propagation does not change too much, but the wake number β 1 approach infinity, as well as the fundamental frequency, when L(τ ) approaches zero. The amplitude of the forcing term in Eq.4, that is Ψr(L(τ )) mr(τ ) k, also goes to infinity, which means that the forcing term has growing influence as the elevator approaches the uppermost part of the instalation. As can be found in Grigoriu (2013) , a white noise N (x), that has zero mean and correlation function E(N (x)N (y)) = γδ(x − y), where δ(t) is the Dirac delta function, its KL representation is:
where the functions φ k (x) form an orthogonal set of functions, and N k has zero mean and E(N k N l ) = δ kl , where δ kl is the Kronecker delta and γ is the intensity of the noise. The orthogonal functions in the white noise expansion N (l) are {e j 2kπl L 0 }, where l ∈ Z and L 0 is the period of the function. The Karhunen-Loeve expansion is then (with unit variance):
where {N k } are a series complex random variables. For N (l) real, it is necessary that N * k = N −k . If we consider N k = a k + jb k , we have that N −k = a k − jb k , so it is possible to adopt that k ∈ N. We also consider that N 0 is null in order to have zero mean in N (l). We must adopt that the double series {a k } and {b k } has zero mean and
If we suppose initially that only two parameters, that are a 1 , b 1 , which are Gaussian zero mean with unitary covariance matrix, the auto-covariance function of state q 1 is given by (if the expansions are truncated in degree p for the polynomials and µ tn = E(q 1 (t n )), and µ tm = E(q 1 (t m ))):
An approximation for the autocovariance function for ascending car with V = 1.5 m/s is presented in Fig. 4 . We can see that the less the rope's length L, the greater the covariance. For the case o ascending car with velocity V 6.0 m/s, the calculations of and other parameters, and the resulting time-varying coefficients are shown in Fig. 5 , and the autocovariance function is given in Fig. 6 . We can see that the autocovariance is higher when V = 6.0 m/s than when V = 1.5 m/s, which is consequence of the fact that the higher the velocity, the higher is the amplification of the noise that comes from the trail.
CONCLUSION AND FUTURE WORK
We presented an application of the polynomial chaos methodology for an elevator system in which the random rugosity of the trail causes vibration in the car's position. We could see that the higher velocities, the higher is the vibration. In fact, for the maximum variance, which occurs for V = 6 m/s and almost zero length of the trail, the standard deviation, that is the square root of the variance, is about 9.5 mm. The software developed in MATLAB took about five minutes to execute in a core I7 notebook with 4 GB of memory, as the the non-intrusive method was used (with sparse grid quadrature).
In future work, we intend to adopt a higher number of random parameters in the model (in the white noise approximation and other parameters of the system) and calculate other statistical data, as other moments and joint probability distributions. Also, a closed-loop control system to attenuate the effect of the disturbances will be proposed, that can compensate the vibrations in all the velocities and positions of the car, providing the same level of comfort in all situations. 
