ABSTRACT Obstructive sleep apnea (OSA) is a common but severely under-diagnosed sleep disorder that affects the natural breathing cycle during sleep with the periods of reduced respiration or no airflow at all. It is our long-term goal to increase the percentage of diagnosed OSA cases and reduce the time to diagnosis with user friendly and cost-efficient tools for sleep analysis at home. As a first step towards this goal, we study in this paper whether a small subset of those physiological signals that are used in classical OSA diagnosis in combination with automatic classification allows to detect apnea events. We study the performance of five data mining techniques to classify the epochs of data from the Apnea-ECG and MIT-BIH databases from PhysioNet as either disrupted or normal breathing. The data are only slightly preprocessed (rate reduction and normalization). We focus in this paper on respiratory signals from the nose, abdomen, chest, and oxygen saturation. We measure for any combination of these signals the accuracy, sensitivity, specificity, and the Kappa statistics of classification with artificial neural network, support vector machine, decision tree, K-nearest neighbor (KNN), and random forest. For Apnea-ECG, we achieve an accuracy of 96.6% with a combination of respiration data from the chest and nose as input data and an accuracy of more than 90% for all signal combinations. Interestingly, these good results are also achieved with the simple KNN technique. The results for MIT-BIH are lower, because of noise, smaller size, and some class imbalance. The accuracy does not significantly improves with the number of signals included in the signal combinations. We conclude that one signal might be sufficient to detect disrupted breathing, if the data set is of sufficient quality and size, and that respiration from the abdomen is the preferable choice when considering both classification performance and patient comfort.
I. INTRODUCTION
Sleep apnea is a common sleep disorder that affects the natural breathing cycle during sleep with periods of reduced respiration or no airflow at all. In Obstructive Sleep Apnea (OSA), the airway is physically obstructed, resulting in a reduction or a complete stop of air passing through. Disruptions of normal airflow lead to reduced oxygen saturation and the brain will force an awakening in order to resume normal breathing. The sufferer will most likely not remember the continual awakenings. With such disrupted sleep, the person will in some cases never go into deep sleep, resulting in daytime sleepiness and fatigue. If untreated, OSA can lead to serious health implications and, in the worst-case, death through suffocation if the person is unable to wake up. Hypertension, stroke and other cardiovascular diseases, metabolic syndromes such as diabetes, depression and anxiety have all been linked to sleep apnea [38] , [51] and [15] . With the daily drowsiness, sleep apnea sufferers are more prone to accidents, especially motor vehicle accidents [42] and other activities that require a high level of concentration.
OSA is a common sleep disorder, e.g., one out of six persons in Norway is estimated to suffer from OSA [14] . Unfortunately, OSA is often undiagnosed or diagnosed very late. It is estimated that 70-80% of those affected remain undiagnosed [38] . The main reason that OSA is so severely under-diagnosed is that feeling tired during the day is normal for many people and the sufferers typically have no recollection of the nightly awakenings. Therefore, sufferers can typically only describe vague symptoms to the medical doctor that do not necessarily indicate the need to perform polysomnography (PSG), which is the gold standard for OSA diagnosis.
Traditionally, PSG is performed in a sleep laboratory [38] . It requires the patient to stay overnight and record various physiological signals during sleep, such as the electrocardiogram (ECG), electroencephalogram (EEG), electromyogram (EMG), electrooculograph (EOG), oxygen saturation, heart rate, blood pressure and respiration from the abdomen, chest and nose. These signals are manually evaluated by a sleep technician to give a diagnosis. PSG in a sleep laboratory can be uncomfortable for the patients, because they have to sleep in an unfamiliar environment, are monitored by the personnel in the sleep laboratory, and EEG, ECG, EMG, and EOG require the use of wires attached to the head or body which restricts the movements during sleep. Therefore, there is a natural threshold for individuals to expose themselves to this diagnosis. Furthermore, sleep laboratories are expensive, as they require personnel to monitor and analyze the results, which makes it practically impossible to prescribe PSG to everybody over a certain age. Portable monitoring systems for unattended sleep monitoring at home are now available (classified as Type III sleep monitors in [45] ). These sleep monitoring systems are often accompanied with software to automatically analyze the recorded sleep data, but a human expert is required to perform the final data analysis. Furthermore, all sensors need to be wired to a central data recording unit worn on the body.
Instead of providing alternatives to diagnosis with PSG, we aim to reduce the threshold to perform a clinical diagnosis of OSA and reduce the time until sufferers are diagnosed. The core idea is to provide a slimmed down alternative to portable Type III sleep monitoring, based on smart phones, low cost (wireless) sensors (e.g., from BiTalino [5] , Libelium [23] , or Sweetzpot [40] ), and data mining. Patients should be able with minimal costs to collect during sleep useful information for OSA detection. Data mining should analyze the recorded sleep data to detect apnea events, which indicates for the patient whether it is recommended to visit a physician. Furthermore, the recorded data should give the physician a better foundation to decide whether a PSG should be performed. As a first step towards this goal we address in this work three questions:
1) Which signal types should be recorded to perform automatic OSA detection with acceptable performance? Obviously, less sensors and less wiring is more comfortable for the patient and results in a lower cost. 2) Do mainstream data mining techniques exhibit particular strengths or weaknesses when classifying a reduced set of signals to detect OSA (compared to PSG)? 3) What is the impact of data quality on classifier performance? In order to record the data at home without any personnel, the data must be easy to record, also for those without a high degree of technical knowledge. Since it is important to feel comfortable during sleep, the signals must be possible to record without restricting patient movements during the night. Therefore, we exclude EEG, ECG, EMG and EOG; and focus instead on the respiratory signals obtained from Respiratory Inductance Plethysmography (RIP) belt on the chest (C) and abdomen (A), and sensors that measure nasal airflow (N) and oxygen saturation (O). 1 To understand whether data mining can classify epochs of data as either disrupted or normal breathing with these signals and their combinations with sufficient accuracy, sensitivity and specificity, we investigate four fundamental data mining techniques, i.e., Artificial Neural Network (ANN), Support Vector Machine (SVM), Decision Tree (DT), and K-Nearest Neighbor (KNN). By using these basic data mining techniques and only slightly pre-processed data sets for training and testing we aim to identify some baseline, assuming that advanced data pre-processing and data mining techniques can lead to even better results. To get some facts for these assumptions we investigate additionally an ensemble-based approach, namely Random Forest (RF).
To study the impact of data quality on classification performance, we use both high-quality data from the Apnea-ECG database and low-quality data from the MIT-BIH database, which are both hosted by PhysioNet [30] . With these two data sets we obtain for any combination of the respiratory signals the accuracy, sensitivity, specificity and Kappa statistics of classification using ten-fold cross-validation. For Apnea-ECG, we are able to achieve an accuracy of 96.6% with a combination A and N as input data. We are able to achieve an accuracy of more than 90% for all signal combinations (also with the simple KNN technique). These results show that data mining is very effective for classifying disrupted breathing, even with only one signal and very simple input data preprocessing.
The two key contributions of this work are related to systematic comparison of signal combinations and data mining techniques, and to data preprocessing. First, we train our classifiers with only minimal preprocessing of raw-data and still achieve rather good classification results; while the main body of existing works performs feature extraction before training. Second, we conduct an exhaustive, systematic comparison of all possible combinations of signals that are relevant for home monitoring with five data mining techniques. One surprising insight from our evaluation is that using a single signal can lead to equally good or even better classification results than using all signals. Furthermore, we obtain very good results even with the very simple KNN data mining technique. In fact, KNN in many cases outperforms more sophisticated techniques like the SVM and ANN, and achieves more than 90% accuracy, sensitivity and specificity for all signal combinations with high quality data. This particular result stands in contrast to the current major focus in the research community on complex deep-learning and sophisticated feature extraction techniques.
The reminder of this paper is structured as follows: Section II discusses related works. Section III describes the used method and Section IV presents our evaluation results. Section V summarizes the conclusions and future work. [12] and [39] are obtained with an AHI cutoff at 15.
II. RELATED WORK
There is a substantial corpus of work on data mining for sleep apnea detection. For example, in the review of classification methods of sleep apnea detection from Uddin et al. [47] 148 studies are analyzed. Therefore, we focus in this section on two particular groups of related works that either (1) compare the performance of different data mining techniques (Table 1) or (2) investigate the classification performance when using (a sub-set of) the respiratory signals we consider (Table 2) . Signal combinations are represented by concatenating the respective abbreviations, e.g., we refer to the combination of N and O as NO.
The related works that we discuss in this paper use rather diverse data sets ranging from five subjects in [46] to 320 subjects in [12] . As such it is not always possible to directly compare the presented results in terms of accuracy, sensitivity, specificity, and Area Under the Curve (AUC).
Nearly all related works do intensive preprocessing of the data, feature selection and extraction, which stands in contrast to our work where we only apply minimal preprocessing to the data. Since the Apnea-ECG database comprises high-quality data, we consider it to be best to compare our findings with the Apnea-ECG database to the results in related work of Group 1. In our Apnea-ECG results, RF accuracy is in most cases highest followed closely by KNN, SVM, and ANN. The accuracy of DT is for many signal combinations substantially worse than the other four. Also in terms of sensitivity, RF performs best followed by KNN, SVM, and ANN, while DT shows again the lowest performance.
Related works often arrive at different conclusions. In particular, Polat et al. [36] show in terms of AUC values that C4.5 DT performs slightly better than ANN, and both outperform Artificial Immune Recognition System (AIRS). Marcos et al. [26] conclude that Quadratic Discriminant Analysis (QDA), Linear Discriminant Analysis (LDA), and Logistic Regression (LR) demonstrate better performance than KNN and that LDA with spectral features performs best. The results in [10] also show a slightly better performance of LD than QD. The study presented in [46] investigates the relationship between respiratory arrests and photoplesthymography signal with different classifiers. Feed-forward neural network (MLFFNN) performs in this study best and probabilistic neural networks (PNN) perform worst in terms of sensitivity, specificity, and accuracy. Accuracy and sensitivity of KNN are the second lowest. The results in [50] show that the performance of QDA and SVM is similar and substantially better than KNN. Isa et al. [18] present similar results, i.e., the accuracy of SVM and NB is quite similar and both are better than KNN. The classification accuracy in Hasan [13] ranges from 83.77% with ELM to 39.47% with NBC; and KNN and ANN are in between them with 69.72% and 68.52% accuracy respectively. The performance of AdaBoost and Bagging is close to ELM. Xie et al. [49] show in their study, that classifier combinations perform better than individual classifiers. AdaBoost is also used in Gutierrez-Tobal et al. [12] and performs better in terms of accuracy, sensitivity and specificity than Bayesian multi-layer perceptron (BY-MLP), 1-vs-all logistic regression, and LDA in their study with 320 subjects. Savareh et al. [39] use neighboring component analysis for feature dimension reduction and achieve with ANN 90.33% and SVM 89.93% accuracy.
One important difference to our work is the emphasis, in related works, on preprocessing the data set, feature selection, and feature extraction. We only normalize the raw data and down-sample it to 1 Hz. The classification performance is rather high for the Apnea-ECG data set, while it is lower with the MIT-BIH data set (which we attribute to the lower quality of the data set). This raises the question whether additional noise removal and feature extraction could lead to better results for MIT-BIH. The work from Varady et al. [48] is the only related work that uses very slightly preprocessed signals, namely the 16 records in the MIT-BIH data set that contain the N signal and nine of them that include an additional C or A signal. The original data is down-sampled to 25 Hz and adaptive signal normalization is used for the respiration signal to remove artifacts caused by sensor or patient movement. They designed four classifiers based on ANN that use as input different combinations of N and CA, and different combinations of two features, i.e., instantaneous respiration amplitude (IRA) and an instantaneous respiration interval (IRI). The two classifiers based on N and NCA produced poor classification results while IRA-IRI-N and IRA-IRI-N-CA produced good classification results. The use of the additional RIP signal in the fourth case did not result in a substantial performance improvement. This insight is in line with our results. The authors attribute it to the strong correlation between the N and CA signals.
Most related works in Group 1 use ECG and only [26] and [12] use a subset of respiratory signals, i.e., O only, with an accuracy larger than 84%.
All related works summarized in Table 2 conclude that the signal combinations they investigate lead to good classification results such that it is possible to gain reliable predictions of the severity of OSA with one or a few respiratory signals instead of a full PSG. However, a systematic investigation of all respiratory signal combinations has to the best of our knowledge not yet been performed. The only works that do some analysis of signal combinations are [48] discussed above, [1] investigating CA and O, and [2] analyzing HRV and O. VOLUME 6, 2018
III. METHOD
The overall goal of our study is to evaluate the performance obtainable by using one of the five candidate data mining techniques on every possible combination of the four chosen signal types: C,A,O and N. This section describes the utilized input data, the signal types, the parameterization of our classifiers, and the method used for evaluation.
A. DATABASES
We base our investigation on the Apnea-ECG and MIT-BIH databases from PhysioNet [30] . These are the only two databases that contain sufficient data for the signal types we are interested in, and that have annotations of sufficient granularity. The recordings stem from clinical PSG and have been used in many related works.
The Apnea-ECG database is based on two studies [34] . The first study (1993) (1994) (1995) investigated the effect of OSA on arterial blood pressure in subjects with moderate and severe sleep apnea. The severity of sleep apnea is measured using the Apnea-Hypopnea Index (AHI), which is defined as the number of apneas (pauses in breathing of more than 10 seconds) and hypopneas (significantly reduced breathing for more than 10 consecutive seconds) per hour. The first study includes recordings from subjects with an AHI between 5 and 75. For each subject four sleep recordings were performed. Based on the quality of the recordings 27 recordings from 9 subjects were included in Apnea-ECG. The second study (1998) (1999) was performed on healthy volunteers and selected patients with sleep apnea with AHI between 14 and 82. From the second study, 43 recordings from 23 subjects are included in Apnea-ECG (for each subject, no more than two recordings). From Apnea-ECG, we use the eight records that include all respiratory signals (N, A, C and O). From these subjects, four have severe apnea and the remaining half have no sleep apnea. The MIT-BIH Polysomnographic Database [17] comprises 18 selected PSG data from 60 male subjects with or without sleep apnea syndrome. The mean age of the subjects was 40 (range: 32-56) and their weight 89-152kg. The selected records comprise one with AHI 0.7, one with AHI 5, one with AHI 17, four in the AHI range of 15-30 and 12 with AHI larger than 30. The fact that not all recordings in MIT-BIH contain all signals implies that several experiments could only be performed with a subset of these records. For full details about the included records, please consult Tables 7, 8, and 9 in Appendix V-B.
As for the data size, Apnea-ECG benefits from a much larger and more uniform data set than MIT-BIH. Apnea-ECG contains a total of 3947 minutes of data for all signal combinations, while MIT-BIH contains 76 to 3307 minutes depending on the signal combination. With regard to class balance, Apnea-ECG has 40.77% epochs with disrupted breathing and 59.23% epochs with normal breathing. In MIT-BIH, the ratios vary among the signal combinations. The number of epochs with and without disrupted breathing for all signal combinations in MIT-BIH is presented in the last two columns in Table 9 .
The databases differ in terms of data quality, e.g., MIT-BIH contains more noisy signals [20] , [48] , enabling us to investigate the impact of the quality of the data set on the data mining performance. The recordings in these databases are split up into a sequence of epochs of one minute (Apnea-ECG) or 30 seconds (MIT-BIH). Each epoch is annotated to denote whether it contains an apnea event or not. As breathing movements span several seconds we can safely reduce the sampling frequency to 1 Hz and still capture respiratory changes. The PhysioNet data is only slightly preprocessed, i.e., with rate reduction and normalization.
B. SIGNAL TYPES
We focus in this study on respiratory signals: N measured with an oronasal thermistor, the respiratory effort measured with RIP belts at A and C, and O. In order to record the data at home without any personnel, the data must be easy to record, also for those without a high degree of technical knowledge. Since it is important to feel comfortable during sleep, the signals must be possible to record without restricting patient movements during the night. Among the signal types used in PSG, only four satisfy these requirements: C, A, O and N. We measure for any combination of these signals the accuracy of classification with ANN, SVM, DT, KNN and RF.
C. CLASSIFIERS
We investigate classifiers with different algorithmic properties to study how these properties impact performance, including classifiers that have been used in related work with good results. Note however that most related works apply feature extraction and signal processing on the signal before the data mining [3] , [19] , [21] , [25] , [27] , [36] , [43] , [44] , [46] , [49] , which we do not.
The two most popular data mining methods in related works are ANN and SVM [3] , [21] , [36] , [37] , [43] , [48] . Since both achieve good results with an accuracy of more than 90% for epoch classification and 100% for distinguishing between apneic and non-apneic subjects, we include both methods in our evaluations. Both are black-box methods and eager learners, and can be extended for data sets where a linear separation is not possible, i.e., by adding extra dimensions to the data set via hidden layers (ANN) and kernel functions (SVM). We add DT and KNN [9] to our set of methods since they differ fundamentally from ANN and SVM by (1) being a white-box method (DT) and a lazy learner (KNN), and (2) by not adding any extra dimensions or abstractions to the input data. Although DT is a popular classification method, it is rarely used for physiological signals in related works [37] , making it a particularly interesting subject of study. We also study how these four basic approaches compare to the more modern, ensemble-based approach RF [6] . Our evaluation includes an evaluation and comparison of all five methods and studies the impact of their algorithmic properties on performance.
1) CLASSIFIER PARAMETRIZATION
We use Matlab version R2017a (9.2.0.556344) for our evaluation, since it has reliable implementations of all five classifiers. We perform preliminary experiments to identify the hyper-parameters that can safely be fixed during experimentation, either because they clearly yield superior performance, or because varying the hyper-parameter does not impact performance at all (see Table 6 in Appendix V-A for the full list of parameter values). In the latter case, we use the default values in Matlab. For the remaining hyper-parameters, we identify the parameter space that needs to be explored systematically during experimentation. Table 3 lists these parameter values. 
2) ANN
We employ feed-forward ANN with one hidden layer, where we vary the number of hidden nodes during experimentation. Since we perform binary classification, we use only one output node where an output of more than 0.5 indicates epochs with disrupted breathing. For the activation functions, we use the Hyperbolic Tangent in the hidden nodes and the Softmax in the output node. Weights are initialized randomly using the Nguyen-Widrow algorithm [32] . Scaled Conjugate Gradient is employed for back propagation [31] in a batch approach where all training objects are passed through the network before the weights are updated. We halt training after 1000 updates, or when the validation error rate has not improved after six consecutive updates.
3) SVM
We use a soft margin with a penalty value of 1, and compare the different available kernel functions, and their parameterization, during experimentation. We use the Lagrange multiplier method to find the decision boundary [41] .
4) DT
We use binary decision trees. In general, building optimal decision trees is considered an NP-complete problem [16] . However, with the given amount of input data, and only two classes, we are able to find the optimal trees in a timely manner using an exhaustive search, where we evaluate all possible split values for each attribute. We use Gini's diversity index [28] to evaluate the splits, and stop splitting on a node when it is pure, it contains less than 10 objects or when a split would produce a child node with no objects. To limit the size and complexity of the trees, we prune the tree during construction by merging adjacent leaf nodes that share the most popular class.
5) KNN
We use as the distance function the Cityblock function
where p i and q i represents the ith attribute of objects p and q, respectively, and n the number of attributes in the data objects. We vary the number of neighbors used to determine the majority class. Ties among classes are resolved by choosing the class with the lowest index, which in our case is the one denoting epochs with normal breathing. Based on our preliminary experiments, we determine not to apply weighing of neighbors based on their distance to the test object.
6) RF
The base classifier of the ensemble is the DT classifier. The number of variables to select at random for each split is equal to the square root of the number of variables. We use sampling with replacement (normal bootstrap aggregating) and the minimum number of observations per tree leaf is equal to one, which is the default value. We vary the number of trees that are used during the experiments.
D. EVALUATION METHOD
We evaluate how well the classifiers are able to distinguish between epochs of normal breathing and epochs with disrupted breathing (called epoch classification). We use a ten-fold cross-validation scheme to test the generalization power of each classifier. A single partition is used as a test set and the remaining 9 partitions are used for training. This process is repeated ten times to produce ten models per classifier where each model uses a separate partition as the test data. We compare all possible combinations of signals available in a given database. For Apnea-ECG, this yields 15 signal combinations. Since MIT-BIH lacks records where respiration from the chest and the abdomen are captured simultaneously, only 11 signal combinations are compared from this database.
We use three standard performance metrics [41] , i.e., accuracy, sensitivity, specificity, and compute the Kappa statistic for all combinations of classifiers and signals [8] . In addition, we obtain timing measurements for both the training and test phases.
The accuracy measures the number of correctly classified objects compared to the total number of classified objects, whereas sensitivity measures the proportion of actual positives which are correctly identified as such, and specificity measures the proportion of actual negatives which are correctly identified as such. It is common to represent the most important class as the positive class, we therefore set the positive class as the class representing epochs with disrupted breathing. Our negative class is the class representing epochs with normal breathing.
The Kappa statistic, as introduced by Jacob Cohen [8] , was designed to assess inter-rater agreement. It can be applied to VOLUME 6, 2018 assess the performance of classifiers by treating the ground truth, as given by the annotations, as one rater, and a given combination of classifiers and signal combinations as the other. As opposed to our other three metrics, the Kappa statistic accounts for the possibility of agreement by chance. A high accuracy is not indicative of a high performance if it is not much higher than what would be achievable by chance alone. The statistic is defined as κ = (p c − p e )/(1 − p e ), where p c is the fraction of correctly classified epochs, and p e is the fraction that is expected by chance. Cohen suggests that a value of κ larger than 0.0, 0.2, 0.4, 0.6, 0.8 and 0.9 should be interpreted to indicate none, minimal, weak, moderate, strong and almost perfect degrees of agreement, respectively [29] .
We also use statistical testing to determine if there are differences between classifiers and signals, and subsequently between which pairs of classifiers and signal combinations we find such differences. In line with the recommendations in [11] , we use for this purpose the non-parametric Friedman test and the Nemenyi post-hoc test (see the details in Appendix V-C). Since the Friedman test assumes that blocks are independent, we only use results with individual signals when comparing classifiers, i.e., combinations of signals are excluded due to their interdependencies. Conversely, when comparing signal combinations, we only include results from one instance of each classifier, i.e., the one with the overall best performing parameterization. The Friedman test indicates a significant difference in all comparisons at p = 0.05. We therefore proceed to apply the Nemenyi test to study differences between pairs.
We also measure the training and classification times for all classifiers. We collect our measurements during 10-fold cross validation on a PC with Intel Core i7-6500U 2.5 Hz CPU and 8 GB RAM. The training time is the number of seconds spent in total to train all ten models, and the testing time is the total number of seconds spent classifying all epochs in all ten folds in the test set.
IV. EVALUATION
This section presents the classification performance using different signal combinations. We refer to five main classes of results throughout this evaluation section, each of which is contained in its own figure or table. Since results from all five classes are referenced in most discussions, Section IV-A introduces all figures and tables that contain our results, i.e., Figures 1, 2 and 3 , and Tables 4 and 5 . Results gained with datasets from Apnea-ECG differ significantly from results with datasets from MIT-BIH. We examine the reason for this discrepancy in Section IV-B. We then study our results to investigate the performance achievable with different signal combinations in Section IV-C. In Section IV-D, we compare the performance of our classifiers and analyze these results in light of the classifiers' key characteristics. We investigate the training and classification times of all classifiers in Section IV-E, and relate the results to an online analysis context. Finally, Section IV-F summarizes the results and discusses how they contribute to answering our research questions.
A. TABLES AND FIGURES
This section describes the tables and figures containing our results, which are discussed and analyzed in subsequent sections. Table 4 presents an overview of the highest achieved results for each signal combination with input data from the Apnea-ECG and MIT-BIH databases. For each signal combination, it shows the accuracy, sensitivity, and specificity values for the data mining method and parameterization that yields the highest accuracy for that signal combination. In addition, it shows the range of accuracies obtained for all five data mining methods for the particular signal combination. Figure 1 presents the accuracy (top), sensitivity (middle) and specificity (bottom) for all signal combinations (x-axes) for Apnea-ECG (left) and MIT-BIH (right). Figure 2 presents the corresponding plots for the Kappa statistic. Please note the differing y-axes for Apnea-ECG and MIT-BIH. For each database, they present results for the classifier parameterization that yields the highest average accuracy across all signal combinations for that database. We abbreviate each parameterized classifiers by concatenating a prefix for the classifier (e.g., ''RF'') with a postfix with the value of the relevant parameter according to Table 3 . For instance, ''RF-100'' means ''Random forest with 100 trees''. For SVM, a polynomial kernel was selected in both databases, i.e., only the polynomial order is contained in the postfix. For DT, no parameters are varied, thus it has no postfix. Figure 3 presents the results from our analysis to determine the significance between signals and classifiers. The diagram denotes whether or not two signal combinations or classifiers yield significantly different results, i.e., whose average ranks are separated by more than the critical distance (CD) for the Nemenyi test at p = 0.05. All signal combinations and classifiers for which there is no significant difference are connected by a horizontal line. Conversely, those that yield significant differences in accuracy are not connected by these lines, and their corresponding p-values are marked in bold in Tables 10 and 11 .
Finally, Table 5 presents measurements of training and testing times for our classifiers. We present results with the best performing parameterizations, i.e., the same classifiers that were used to obtain the results in Figure 1 .
B. IMPACT OF DATA SET
There are two clearly visible patterns in these results. First, the results are much better when using data from the Apnea-ECG database, where we obtain an accuracy of more than 90% for all signal combinations. With input data from the MIT-BIH database, we obtain a maximum accuracy of 75.4%. Second, results vary much more for the MIT-BIH database. Not only is there more variance in accuracy among the signal combinations, but the sensitivity and specificity values are not balanced for most of the combinations. This has significant consequences for the kappa statistic κ shown in Figure 2 . While κ for Apnea-ECG indicates strong (κ > 0.8) to almost perfect (κ > 0.9) agreements between annotations and classifications, κ indicates mostly minimal or no agreement for MIT-BIH. When comparing the best accuracy for each signal combination for both databases, we see no correlation in the performance, i.e., the overall patterns we see in the results from one database are not present in the results from the other.
To explain why the results vary so much between the databases we must consider key factors such as data quality, class balance and size. Evaluating the data quality is unfeasible without in-depth knowledge about the physiological VOLUME 6, 2018 signal types and whether the data has been processed in any way before being published. The Apnea-ECG database was published as part of a contest held by PhysioNet and Computers in Cardiology [7] with the purpose of using data mining to detect sleep apnea primarily using the ECG signal [35] , [34] . This database might, therefore, be of better quality than the MIT-BIH database. Visual examination of the MIT-BIH data unveils several instances of noise, e.g., oxygen saturation levels above 100%. This is supported by Koley et al. [20] , where they report that this database is contaminated with noisy artifacts and that signal processing is necessary for good results. Results in [48] are also poor and like in our experiments they do not apply signal processing and feature extraction. When evaluating the sensitivity and specificity values, it is important to compare them to the class fractions, as both values should be much higher than the probabilistic chance of classifying an object into its actual class. We know that Apnea-ECG has a relatively balanced class distribution, with 40.77% epochs with disrupted breathing and 59.23% epochs with normal breathing. In MIT-BIH, the class distribution varies with signal combination (see Table 9 ), and for some combinations, the class distribution is highly imbalanced. We discuss further the consequences of this imbalance in our analysis below.
C. COMPARING SIGNAL COMBINATIONS
In Figure 1 (a), (b) and (c), we find no clearly visible increase in performance for Apnea-ECG when we increase the number of signals. This is reflected also in Table 4 , where we find 74606 VOLUME 6, 2018 that the achievable accuracy only varies by 4% between the signal combinations in Apnea-ECG. We get the best performance with CN with an accuracy of 96.6% and the worst performance with C with an accuracy of 92.6%. Interestingly, the third best result can be achieved with N with an accuracy of 96.3%, meaning that we obtain highly satisfying results even with only one signal. The CD-plot in Figure 3 (a) agrees with these findings. First, most signal combinations are connected by a horizontal line, indicating that there are few significant differences. N ranks the highest among the individual signals, indicating that N yields the best performance when using only one signal from the high-quality data in Apnea-ECG. Figure 3 (a) also reflects the observation that C alone performs poorly, and in particular that it performs significantly worse than CN, CANO and ANO. The reason for this is uncovered by investigating the sensitivity and specificity for C in Figure 1 (b) and (c) . We see that C yields a much lower sensitivity than the other signal combinations for most classifiers. This indicates that C does not successfully classify epochs with disrupted breathing. Even if the specificity is high, the low sensitivity leads to a significantly reduced accuracy. This is furthermore the only signal for which the Kappa statistic falls below 0.6, i.e., into the range corresponding to weak agreement (SVM) and the lower end of moderate agreement (DT and ANN). Figure 3 (a) also shows that A ranks higher than C. A can also be used to distinguish between obstructive and central apnea. It furthermore yields relatively good performance, i.e., a maximum accuracy of 93.3%, and a Kappa value in the range indicating strong agreement with the annotations. We thus conclude that among the most patient friendly respiratory signals C and A, A appears to be the favorable choice.
For MIT-BIH, Figure 1 (d) shows the same trend as with Apnea-ECG, i.e., we find no clearly visible increase in accuracy when we increase the number of signals. Figures 1 (e) and (f) however show one clear difference from Apnea-ECG: there is a strong negative covariance between sensitivity and specificity, i.e., when sensitivity is high, specificity is low, and vice-versa. The effect is particularly pronounced with few signals. For C and N, this even results in classifiers that never detect apneic events. These effects are clearly reflected in the Kappa statistics for MIT-BIH in Figure 2 (b) . Most values fall below 0.4, i.e., in the range indicating low to no agreement between the classifications and the annotations. For instance, C and N yield Kappa values that are very close to or even slightly below zero. The reason is the above-mentioned inability of certain classifiers to detect apneic epochs with these signals. Such results indicate that the classifiers are not provided with sufficient data from both classes to successfully learn important features that distinguishes apneic and non-apneic epochs. A comparison between the distribution of apneic and non-apneic epochs in Table 9 and Figure 1 (e) and (f) strongly suggests that this is the case for MIT-BIH. The imbalances VOLUME 6, 2018 between sensitivity and specificity closely reflect the various class imbalances of the different signal combinations. For instance, for C, N and CN we have significantly more non-apneic than apneic epochs, while the opposite is true for A and AN. Figure 3 (c) shows that NO and CNO yields a significantly lower accuracy than CN, and that CNO also yields significantly lower accuracy than C. Furthermore, O is included in all of the lowest ranked signal combinations. This indicates that O has a severe negative impact on results in MIT-BIH, highlighting the importance of data quality for certain signal types. Among the most patient friendly respiratory signals, C ranks higher than A. This result must however be evaluated jointly with sensitivity and specificity. Figures 1 (e) and (f) show that C yields a considerably higher difference between sensitivity and specificity than A. The class imbalance is slightly better for A (62.31% apneic and 37.69% non-apneic) than for C (31.14% apneic and 68.86% non-apneic). However, the difference between sensitivity and specificity for C is so much larger than in A that it cannot reasonably be explained by the difference in class imbalance alone. We furthermore see that A scores higher than C in terms of the Kappa statistic, which accounts for chance and class imbalance. Therefore, A appears to be the most favorable individual signal among the respiratory signals, also for MIT-BIH. The results from MIT-BIH emphasize (1) the importance of a joint analysis of sensitivity, specificity and accuracy, since one metric can be maximized by ignoring the impact on the other metrics, and (2) the benefit of augmenting these basic metrics with one that accounts for the impact of class imbalance and chance, like the Kappa statistic. Figure 1 (a) and (b) show that the classifiers yield similar results for most of the signal combinations, in both Apnea-ECG and MIT-BIH databases. This is reflected in Figure 3 where most classifiers are connected by a horizontal line, indicating that there are few significant differences between the classifiers. We do however find one significant difference: RF-100 yields a significantly higher accuracy than DT in Apnea-ECG. RF furthermore ranks the highest in both databases. The superior performance of RF is reflected also in Figures 1 and 2 . It yields the highest accuracy and Kappa statistics for most signal combinations, and often more similar sensitivity and specificity than the other classifiers. With one exception (KNN-5 with AN), RF is the only classifier with several Kappa values in the range κ > 0.4 in MIT-BIH, indicating a weak agreement with the annotations. RF is the most recent of the data mining methods included in our study. Its high performance could partially be attributed to the reduction of variance and the avoidance of overfitting because of the bagging procedure and the multiple models in the ensemble, especially in relation to the single decision tree. This result supports the notion that modern classifiers are more robust against low-quality data. Surprisingly, KNN also performs relatively well. When we look at the detailed overview of p-values in Table 12 , we find that KNN outperforms DT and SVM at p = 0.5198. This is unexpected, given that it is arguably the simplest classification technique in our study. Figure 1 shows that KNN scores as high or higher than RF in terms of specificity, and that the primary cause for the lower accuracy is a lower sensitivity. This means it does not detect apneic epochs as well as RF. A similar effect is seen for DT for Apnea-ECG -its specificity is not much lower than for the other classifiers, but its sensitivity is significantly lower. Figures 1 (d) and (e) show that SVM and ANN exhibit extreme differences between sensitivity and specificity in MIT-BIH, especially with few signals. In some cases, they classify all epochs either as apneic (for N) or non-apneic (for C). The differences between sensitivity and specificity are consistent with the class imbalances for MIT-BIH seen in Table 9 . The moderate to high accuracies for these classifiers are thus severely misleading, which is also reflected by their extremely low Kappa values. For almost all signal combinations, SVM and ANN yield the two lowest Kappa values. Thus, SVM and ANN appear to be more sensitive to the class imbalance in MIT-BIH than the other classifiers. Since they are based on similar concepts, they also exhibit similar trends across the signal combinations.
D. COMPARING CLASSIFIERS

E. TRAINING AND CLASSIFICATION TIMES
Although real-time analysis is not a requirement for patient friendly sleep monitoring, the chosen classifiers can be considered for use also in an on-line analysis and monitoring context. It is thus interesting to evaluate the methods in terms of classification time. Note that we include four eager learners and one lazy learner (KNN), which affects the classification time. Although the training time is not as relevant in the context of online analysis, we include it for a more complete analysis. Table 5 shows that the training of all ten models complete within two minutes in all cases, which is well within what is acceptable. As seen in Tables 7 and 9 , we have more data available in Apnea-ECG than in MIT-BIH. This results in higher training times for Apnea-ECG. However, we have a relatively small amount of training data in both databases, i.e., at most 3947/10 · 9 = 3546 minutes of data for any given training session. For a more comprehensive analysis of training time, more data is required. Since training time is not the limiting factor for online analysis, we postpone this study for future work.
Testing time corresponds to the amount of time the classifiers spend classifying individual epochs of data. It is therefore an important criterion to evaluate their feasibility for online analysis. We see that RF has the highest test times for all signal combinations in MIT-BIH, and almost all one-and two-signal combinations in Apnea-ECG. For three and four signals in Apnea-ECG, KNN has the highest testing times.
We analyze these results in two aspects: (1) the impact of the number of included signals on testing time, and (2) the impact of the number of included epochs on testing time.
We find that the testing time of KNN and SVM increases with the amount of included signals. This effect is most dramatic for KNN, where about one second is added to the testing time per signal in Apnea-ECG. The increase with the number of signals occurs because each added signal results in 60 additional attributes per epoch. For KNN, this results in 60 additional dimensions for which the distance to the k nearest neighbors must be computed. For SVM, the number of support vectors increases with the number of attributes, which combined with the added dimensions results in increasing classification times. ANN, DT, and RF do not exhibit similar effects, because the computation performed per classification is insignificantly affected by the number of attributes. For instance, the classification time of ANN depends mainly on the number of layers and the number of nodes in each layer, which remains constant in our tests. The classification times for DT and RF are affected by the depth of the trees, which in our case is insignificantly affected by the number of attributes. Naturally, the classification time of RF is in addition affected by the number of trees included, which is reflected by the two-fold increase in testing time when we move from RF-50 in MIT-BIH to RF-100 in Apnea-ECG.
As expected, an increase in the number of classified epochs yields an increase in testing time for all classifiers. The increase for KNN and SVM is much more drastic than for the other classifiers, i.e., they exhibit a super-linear increase with the number of epochs. Their testing times increase by one order of magnitude when we move from MIT-BIH to Apnea-ECG. The classification of an epoch in ANN, DT and RF is performed based on that individual epoch alone. Thus, the time spent classifying that epoch is independent of the number of epochs to classify in total. This is not true for SVM and KNN. For our kernel-based SVM, classification time depends on the number of support vectors, and for KNN an increasing number of epochs imply an increased number of data objects to consider to identify the k nearest neighbors.
Of all our measurements of testing time, the largest one is measured with KNN with all four signals in Apnea-ECG. Here, KNN spends a total of 4.339 seconds to classify 3947/10 · 10 = 3940 epochs. This means that our classifiers spend at most 1.1 milliseconds to classify each epoch, i.e., they can classify at least 900 epochs per second. Our results thus indicate that the classifiers would be able to satisfy the minimum requirements for online sleep analysis, e.g., to perform at least one classification per second. These results also strongly suggest that online analysis would be feasible even with a modern smart-phone. We therefore plan as part of future work to study the classification time also on mobile devices.
F. SUMMARY OF RESULTS
The goal of this work is to find answers to the following three questions: (1) which signal combinations should be recorded, VOLUME 6, 2018 (2) how does the performance of the five classifiers compare, and what are their strength and weaknesses, and (3) what is the impact of data quality on classifier performance. Our results analysis reaches the following conclusions:
• It is desirable to use as few and non-intrusive signals as possible to enable patient friendly sleep monitoring. Among the individual signals of high-quality data in Apnea-ECG, N achieves the highest accuracy, i.e., 96.6%. However, N is also the least patient friendly signal when it comes to sensor attachment and comfort. A and C are significantly less intrusive, among which A yields the best performance for both the high-(93.3% accuracy) and low-quality (73% accuracy) datasets.
In general we find that increasing the number of signals used for classification does not substantially improve the classification performance. Therefore, we promote A as the best choice of signals for patient friendly sleep monitoring.
• We find that RF outperforms the other classifiers, which is not surprising given its maturity compared to the other classifiers. We however discover that KNN performs relatively well, which is unexpected due to its relative simplicity. We also find that SVM and ANN appear highly sensitive to class imbalance. In general, our results demonstrate the well-known fact that accuracy alone is often not a good measure for performance.
• Results from Apnea-ECG are considerably better than those from MIT-BIH in terms of overall performance. Our results thus indicate that signal quality is of key importance for classification performance. We also find that class imbalance can result in a poor trade-off between sensitivity and specificity.
• The reliability of the accuracy measurements needs to be studied by joint analysis of sensitivity, specificity, and preferably a metric like the Kappa statistic, e.g., to unveil the impact of class imbalance.
• The computational overhead of classification is well within the boundaries required for online analysis, although this is not a primary requirement in our context.
V. CONCLUSIONS AND FUTURE WORK
The work presented in this paper is a first step towards our long-term goal to reduce the number of individuals that are not diagnosed as OSA patients and to reduce the time until individuals are undergoing a clinical OSA diagnosis. The basic idea to achieve this is to enable individuals to collect physiological signals during sleep at home and use data mining to analyze the collected data and determine whether a visit to the MD is recommended. To develop useful and acceptable solutions for sleep monitoring at home we investigate in this paper how many and which physiological signals should be collected. From a user's point of view less sensors as well as comfortable sensors that are easy to use are better. Therefore, we investigate which signals from classical PSG diagnosis could be used to achieve reliable classification.
The results show that classifying data from only a single sensor, e.g., A, can lead to an accuracy, sensitivity, and specificity of over 90%. Instead of creating a highly specialized and advanced classifier for this study we analyze the four fundamental data mining techniques KNN, SVM, ANN, and DT to classify epochs of various signal combinations into apnea event or no apnea event. Since we assume more advanced classifiers to achieve higher classification performance we include in the study an ensemble of classifiers, i.e., RF. The results show on the one hand the obvious, i.e., RF performs better than the other techniques. On the other hand, the results show how surprisingly good the simple KNN technique performs. The Friedmann and Nemenyi tests can actually not reveal a significant difference in the performance between KNN and RF. The results achieved with the MIT-BIH data set indicate that low data quality, which can be expected in unattended home monitoring with low-cost sensors, will probably an important challenge to be addressed. Interestingly, our most recent results presented in [24] show that the data quality from low cost RIP sensors, e.g., the Flow sensor [40] (with a price below 200 e) comes rather close to the quality of data from the class III sleep monitor Nox T3 [33] . The results presented in this paper and in [24] enabled us to join a large clinical study at the University of Oslo that currently collects sleep monitoring data with the Nox T3 and the Flow sensor from a population of approximately 50 patients with different degrees of OSA. This data collection and data preprocessing is subject to ongoing work and a detailed analysis of which data mining should be used to achieve good classification performance is subject to future work. The achieved results are not only important for our overall goal, but they also bring new insights to the broader research field. To the best of our knowledge, our systematic comparison of using various combinations of respiration signals, i.e., C, A, N, and O together with some of the most popular data mining techniques, i.e., KNN, SVM, ANN, DT, and RF, for OSA detection is the first one of its kind. Based on the PhysioNet databases Apnea-ECG and MIT-BIH we could show that the analysis of A leads to reliable results in terms of classification accuracy, sensitivity, and specificity. Another important difference between this work and related work is that nearly all of them use features as input to the classifiers instead of the original physiological data. We only normalized and down-sampled the original data in both databases before training and testing the different classifiers. The results show that very consistent and high-performance classification can be done with the Apnea-ECG database without any pre-liminary feature extraction. The results with the MIT-BIH database are less consistent and the values for the three performance metrics are in many signal and classifier combinations lower than those gained with Apnea-ECG. This indicates that it is possible to achieve with data mining of original sensor data good results if proper preprocessing is performed. Furthermore, we cannot see that the down-sampling to 1 Hz had a negative effect since accuracy, sensitivity, and specificity Tables 7, 8 , and 9 present the details about the records in the datasets we use.
C. ANALYSIS OF SIGNIFICANCE WITH FRIEDMAN AND NEMENYI
This section provides the details of our analysis of significance, where we investigate in which cases there are significant differences in accuracy between signal combinations and classifiers. ANOVA provides the best known parametric test, but as discussed by Demzar et al., it is usually unsuitable for comparison of classifiers [11] . The reason is that one can rarely assume that the distributions of the compared populations, i.e., performance metrics like accuracy, satisfy the requirement of sphericity. This is also the case with our accuracy measurements. Each epoch classification results in a correct classification with an unknown probability p, and can thus be modeled as a Bernoulli trial. Therefore, the accuracy from each of the 10 folds is drawn from a Binomial distribution with parameters n and p, where n is the number of samples in each fold and p corresponds to our accuracy estimates. For sphericity to hold, the variances np(1 − p) of all distributions must be equal, which we cannot assume. Instead, we follow the advice of Demzar et al. to employ the non-parametric Friedman test, with the Nemenyi post-hoc test for subsequent multiple comparisons [11] . Since the Friedman test assumes that blocks are independent, we only use results with individual signals when comparing classifiers, i.e., combinations of signals are excluded due to their interdependencies. Conversely, when comparing signal combinations, we only include results from one instance of each classifier, i.e., the one with the overall best performing parameterization.
The Friedman statistics χ 2 yield a p-value below 0.05 for both signal combinations and classifiers for both databases. This indicates that there are significant differences among signal combinations and classifiers, and warrants the subsequent Nemenyi post-hoc test. Tables 10 (for Apnea-ECG) and 11 (for MIT-BIH) present p-values from the Nemenyi post-hoc test, above which we obtain significantly different accuracies between pairs of signal combinations. The corresponding p-values for classifier comparisons are presented in table 12. The p-values that correspond to significant differences are highlighted in bold. Statistics from the Friedman-tests are presented above the tables. VOLUME 6, 2018 
