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I. INTRODUCTION AND LITERATURE REVIEW 
A, Introduction 
The statistical consideration of models containing errors of measure­
ment began as early as 1877. The estimation of three such models, re­
ferred to as regression, structural and functional relationships (cf. 
pp. 2-it-), has received considerable attention in the literature. This 
thesis deals primarily with the estimation of the simple linear regres­
sion model when the independent variable cannot be observed directly, but 
is masked by measurement error. 
The presence of measurement error in the independent variables of 
the classical linear regression model either makes it impossible to 
estimate the parameters of the model or severely complicates the estima­
tion procedure. Generally speaking, estimation of the parameters re­
quires additional information. Such information may be known or esti­
mated error variances and covariances, knowledge about the form of the 
distribution of the errors and (or) regression variables, or observations 
on other variables that are correlated with the independent variables but 
uncorrelated with the measurement errors. We shall assume that observa­
tions on an additional variable, called an instrumental variable, are 
available. First, however, we give three models from which the observa­
tions in an errors in variables problem may arise and review the litera­
ture on the estimation of these models. 
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B, Definition of the Errors in Variables Model 
Let and sequences of, possibly constant, p-
dimensional random row vectors. Let & sequence of, possibly 
kp 
constant, independent random row vectors of dimension k. Let ^ e 
be a kp X 1 vector of parameters and suppose that 
Xt ^ ^ ^  1^2,..., (1.1) 
where the components of the p-vector f are real valued Borel measurable 
k 1 functions mapping R Xip into R . Let 
Xb Xt ât ' (1^2) 
where 
= E(x^^e^,^) = 0 (1.3) 
for all 1 = 1,2,. . . , p ,  j = 1,2,...k, t = 1,2,..., and t* = 1,2,... . If 
the elements of P are not functionally related and^ 
f(x^,e) = B , t = 1,2,..., (1.4) 
where P i s  a k x p matrix of parameters formed from the kp x 1 vector ^ 
then Model 1.1, 1.2, 1.3, 1.4- is called the general linear regression 
model. 
Suppose that the vectors t = 1,2,..., are not directly observ­
able. Rather, we observe 
^ ^ + J^, t = 1,2,...,T, (l«5) 
where t = 1,2,...,T, are k-vectors of measurement error random vari= 
^ We shall write the model without an intercept term. If the model 
contains an intercept the first element of ^  is unity. 
3 
ables satisfying 
E(Uj.j) = E(u^jX^, j ) = E(u^jy^, = 0 (l«^) 
for all i = lp2,«e«,p, j = 1*2,j* = l;2,*,«,k, t = lf2,*.«;T, 
t' = 1,2,...,T. We call the model satisfying Equations 1.1, 1.2, 1.3, 
1.5 and 1.6 the errors in variables model. The errors in variables model 
is said to be a univariate model if p = 1 and a multivariate model if 
p > 2. We call the errors in variables model linear if the elements of 
^ are not functionally related, the elements of are not functionally 
related and Equation l.lj- is satisfied. If the model is not linear we 
call it nonlinear. 
ts 
Lu 
t s (1.T) 
Model 1.1, 1.2, 1.3, 1.5, li6 is said to be hoffiosGedastie if 
^ , for t = s 
ts 
(1.8) 
The model 
ït = 
St = 2t + St 
ït ° St ' t — 1,2,...,T, 
(1.9a) 
(1.9b) 
(1.9c) 
where the vector of errors, ^  = (^f^)f satisfy 
^(®ti) = ^(®ti*t'j) ^ 
for  A l l .  t  =  # * # ; ! ;  i  =  1 ^ 2 j ^ t *  —  
k 
j = 1,2,,..,k, is called the functional relationship model if t = 
1,2,..., are constant vectors. If t = 1,2,..., are nonconstant ran­
dom vectors, then Model 1.9 is called the structural relationship model. 
Kendall (1951) discussed the distinction between regression models, func­
tional relationships and structural relationships. 
We note that the error variable ^  in Model 1,9 may sometimes be 
decomposed into two parts, 
h = !(l)t + S(2)t' 
where ^2.)t ® vector of measurement error random variables and ^2)t 
is a vector of errors in Equation 1,9®. If the equation errors, ^ 2)t' 
satisfy 
B(G(2)ti) = B(*tjG(2)t'i) = 0 
for all X = 1,2,«««,p, j = l,2,.,,,k, t = 1,2,,.. and t* ~ 1,2,..., then 
Model 1,9 is equivalent to the regression model, defined by Equations 
1.1, 1.2 and 1.3, where the variables and ^  are observed with mea­
surement errors and Thus we do not distinguish between regres­
sion models with errors in variables and structural-functional relation­
ship models, but we do distinguish between models with model error and 
models without model error. 
For the functional relationship model, Model 1.9, the t = 1,2, 
...,T, are parameters. The t = 1,2,,,.,T, appear in the distribution 
function of (^,^) for only one value of t. Neyman and Scott (19^8) 
referred to parameters entering the distribution of the observable random 
variables for finitely many t as Incidental parameters and those entering 
for infinitely many t as structural parameters. Generally, it is only 
the structural parameters that we can hope to estimate consistently. For 
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the model defined by Equations 1.9 and 1.8 the structural parameters are 
the elements of p and t. 
We have already noted that it may be impossible to estimate the 
parameters of an errors in variables model without the use of additional 
information. Such will be the case if the parameters of the model cannot 
be uniquely determined given the parameters of the distribution of the 
observable random variables. Using the terminology of Reiersol (1950)* 
we shall call the parameter vector, identifiable if p can be uniquely 
determined from knowledge of the distribution function of the observable 
random vectors, t = 1,2,...,T. Otherwise 3^ is said to be 
nonidentifiable. If all the parameters of the model are identifiable, 
then the model is called identifiable. In multivariate errors in vari­
ables models it is often the case that parameters may be uniquely deter­
mined from the knowledge of the joint distribution function of the ob­
servable random variables in more than one way. In such situations we 
say the parameters are over-identified. We shall say more about this in 
later sections. 
C. Review of the Univariate Model 
In this section we summarize some of the work on the estimation of 
univariate linear errors in variables models. For a review of the non­
linear model the interested reader is referred to Wolter (197^)* See, 
also, Chapter 29 pages 4-10-4-14 of Kendall and Stuart (1967). 
The simple errors in variables model, defined by Equations I.9, 1.4, 
1.8, 1.3 and 1.6 with p=l and k=l, has received considerable attention in 
6 
the literature. Reiersol (1950) proved two important results on the 
identifiability of this model: (l) Let ^  = (e^,u^), t = 1,2,..., be 
distributed as a bivariate normal random vector. Then the parameter p 
of the simple errors in variables model is identifiable if and only if 
the vectors are not normally distributed and are not constant; 
(2) Let e.^ and u.^, t = 1,2,..., be independent and let t = 1,2,..., 
be independently identically distributed as a normal random variable. 
Then p of the simple errors in variables model is identifiable if and 
only if neither the distribution of e^ nor u^ is divisible by a normal 
distribution. Hence, we cannot consistently estimate the parameters of 
the simplest and most frequently used errors in variables models without 
the use of additional information. 
We now summarize various methods that have been used to estimate p 
in the univariate linear functional-structural relationship model. The 
methods may be classified according to the type of additional information 
used to identify the model. We consider the following three categories 
of additional information: 
1. Distributional knowledge; 
2. Knowledge about the error variances and covariances; 
3. Instrumental variables. 
1. Distributional knowledge 
At times one may have knowledge, about the distributions of the 
independent variable and (or) the error variables of the simple errors in 
variables model, that in view of Reiersol's (1950) results guarantees 
7 
identifiability. For example, if it is known that the x^, t = 1,2,..., 
are nonnormal and nonconstant and ^  = (e^,u^) have a bivariate normal 
distribution,then the parameter p of the simple model is identifiable. 
We shall call situations where such distributional information guarantees 
identifiability identifiable cases. 
Neyman (1951) considered the identifiable case of the simple struc­
tural relationship model, where x^ and are nonnormal and nonconstant 
random variables; u^ = u^^ + Ug^, e^ = e^^ + e^^, u^^ and e^^, are 
independent for all t and t'; u^^ and are independent of x^, and y^, 
for all t and t'; u^^ and e^^ are arbitrarily distributed; (u2t'®2t^ are 
distributed as bivariate normal vectors; and Ug^ and are independent 
of x^,,y^,,u^^, and for all t, t'. Neyman transformed the struc­
tural relationship y^ = a + px^ to polar coordinates, estimated the angle 
parameter, tan"^(p), and gave conditions guaranteeing the consistency of 
his estimator. Several practical limitations of Neyman's estimator are 
noted by Madansky (1959). 
Under the assumption that (e^,u^) are distributed as bivariate 
normal vectors and x^ and y^ are nonnormal and nonconstant, independent 
of (e^,,u^,) for all t and t', Wolfowitz (1952, 1953? 195^; 1957) used 
a method called the "minimum distance method" to estimate the parameter 
p in the simple (i.e. k = 1) structural relationship. He gave easily 
satisfied conditions for the consistency of his estimator. 
Kiefer and Wolfowitz (195^) considered the identifiable case where 
(^t'Jifc) normal but (Y^,^) are not normal. Under certain regularity 
8 
conditions, they showed that maximum likelihood estimators of the pa­
rameters in the linear structural relationship model are consistent pro­
vided the t = 1,2,...,T, are independent identically distributed 
random vectors. Thus, for some structural relationships maximum likeli­
hood yields consistent estimators. For functional relationships, however, 
Neyman and Scott (194-8) showed that the maximum likelihood estimators of 
the structural parameters are not necessarily consistent. 
Dent (1935) claimed to have found the maximum likelihood estimators 
of the parameters in the single linear functional model, where (e^,u^) 
is a bivariate normal random vector with diagonal covariance matrix. 
However, in view of Reiersol's results, Dent's estimators cannot be 
consistent. Lindley (19^7) proved this to be true by showing that Dent's 
estimators satisfy a relationship not satisfied by the corresponding 
population parameters. Later Solari (I969) showed that Dent's estimators 
are associated with a saddle point and not a maximum of the likelihood 
function. 
Geary (1942, 19^3) proposed a method, the "method of cumulants", 
that provides a consistent estimator for the k x 1 vector, ^  of both 
2 
structural and functional relationships, in identifiable cases. He 
observed that the cumulants of (Y^,^) are equal to those of (y^,jj.) 
provided the elements of (e^,^) are independent. Also, there exist 
p 
Geary developed the method in the context of the structural rela-
ship. It is, however, applicable to the functional relationship if the 
fixed vectors (y.,^), t = 1,2,...,T, are regarded as an exhaustive 
sample from a finite population, (cf. Kendall and Stuart (1967)). 
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infinitely many linearly independent equations in the elements of with 
cumulants of (y^,x^) as coefficients. Thus, by choosing k such equations 
and solving for one obtains a consistent estimator of p. Geary's 
method, as expected from Reiersol's results, breaks down when are 
normally distributed because it depends on nonzero cumulants of order 
greater than or equal to 3. These cumulants are zero for normal vectors. 
Even in identifiable cases we have the problem of deciding on one of the 
infinite number of estimators the method supplies. There is apparently 
no optimal solution to this problem. 
Drion (1951) and Scott (1950) have considered a method similar to 
the method of cumulants. However, they based their estimation procedure 
on moments rather than cumulants. 
Thus far we have only considered models wherein t = 1,2,...,T, 
are fixed or random and t = 1,2,...,T, are random. In some situa­
tions, however, X^, t = 1,2,...,T, are fixed by the experimenter. In 
this case, Berkson (1950) has shown that the estimation of a linear 
relationship reduces to a regression problem for which ordinary least 
squares yields consistent estimators. Lindley (1953); Scheffe (1958) and 
Kendall (1952) have also discussed Berkson's model. 
2. Knowledge about the error variances and covariances 
As we have mentioned, the most frequently used errors in variables 
models are not identifiable without additional information. It is often 
the case, however, that something is known about the error variances and 
covariances. For example, the experimenter may know their values or have 
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consistent estimates of them. Such information may be used to identify 
the model. 
Suppose k = 1 and t = are independent identically 
distributed as a bivariate normal vector with 
I X e X ue I 
Var(ï,X)=V = c=4.(f I 
\ X ue X u / 
where = Var(x. ) for all t. This is a nonidentifiable case, as is seen 
X *0 
from Reiersol's results. Under the additional assumption = 0, Gini 
(1921) showed that the slope parameter, p, of the structural relationship 
is identifiable if o^, or X = a^cr"^ is known. Gini's estimator, for 
u e eu 
the case where \ is known, is bounded by the estimators and 
where Sy, and are sample variances and covariances. Gini's results 
Jv X Ax 
also hold for the functional model. His estimators, for or X 
known, are (s|~°P®XY' " °u^'^ + [(s|-Xs|)^ 
+ respectively. 
Kendall and Stuart (1967) have shown that the estimates when cr| or 
are known are maximum likelihood estimates provided they have the 
same sign as s^^. If X is known the corresponding estimator is guaranteed 
to satisfy this condition and is the maximum likelihood estimator. Kendall 
and Stuart showed further that the estimator when \ is known is also the 
maximum likelihood estimator of p in the functional relationship with 
normal errors and is consistent. However, the maximum likelihood esti­
mator of 0^ is not consistent in this case, 
e 
11 
If / 0, then more information is needed than knowledge of o^, 
or X. In this case the parameter p of the structural or functional 
relationship can be estimated consistently when any two of the parameters, 
erf, a , are known. 
e' u' ue' 
The normality assumption in the foregoing discussion was only needed 
for Gini's estimators to be maximum likelihood estimators. Much less 
restrictive assumptions are sufficient for the consistency results. Also, 
it is clear that p is estimated consistently in all the above cases if 
the true parameters, cj^, are unknown but estimated consistently 
from the sample. See Johnston (1963) for a discussion of this case. 
Consistent estimators of cr^, and (provided the e^, t = 1,2, 
do not contain model error) can be obtained when replicated observa­
tions are available. Suppose the observations 
+ Sj' 
+ u^^, t = 1,2,..(jT, j = l,2,.,,,r,, 
are available for use in the estimation of the simple linear functional 
or structural relationship. Assume ((y^,x^))^_^ is a sequence of inde­
pendent possible constant random vectors; (e^^, u^j) is independent of 
(e^i, Ug^) for t / s or j / i; and (y^,x^) is independent of (e^^, u^^) 
for all t, s and i. Then Tukey (1951) showed that consistent estimators 
of (3 may be obtained from functions of mean squares in the one-way 
analysis of variance on the Y^j and t = 1,...,T, j = 1,2,...r^. 
The following table is the analysis of variance table: 
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Table 1.1 One-way ANOVA for and 
Source Mean Square Expected Mean Square 
CO 
•p 
0) 
CQ 
S  II 
I 
m 
•p (U 
M 
r 
13 
III 
IV 
VI 
(T-1)"^ Z r (X -X..)2 
t=l t t. 
, T 
(T-1)"-^ Z r (X -X..)(Y. -Y..) 
t=l 
(T-1)"^ l r (Y -Y.. )2 
t=l t t. 
, T ^t 
(N-T)-^ L Z (X -X )2 
t=l 3=1 
1 T r 
(N-T)-^ Z Z (Y -Y )2 
t=l j=l 
af + [(TM)"^(]f- Z rf)]o; 
^ t=l t X 
a_ + [(TN-N)"^(N2- Z r!)]pa2 
ue 
al + [(TN-lf)"^(N®- Z r?)]p2a? 
t=l 
T 
X 
t=l X 
u 
ue 
e 
-1 -1 ,r-l 
T ^t 
where X. = r. Z X. Y. = r. Z Y. X.. = N Z Z X. . 
t. t . tj t. t tj t=l j=l 
LT-1 
X • • s E Y.. and K = s r, 
t=l j.l " - * 
Tukey's estimators are 
t=l
(I-IV)"1(II-V), (II-V)"^(III-VI) and /(I-IV)"^(III-VI) . 
For the simple errors in variables model with replicated observations^ 
Hbusner and Brennan (1948) presented an estimator of p. Their estimator is 
consistent as r^—for at least two t's, independent of T. Dorff and 
durland (ig^la, 1961b) make asymptotic variance comparisons for some 
estimators based on repeated observations. 
Thus far in this section we have concentrated on the model with k = l. 
We now turn to a consideration of the linear model with k > 1 (i.e. Model 
1.9, 1.4). 
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Following the work of M. J. van Uven (1930), Koopmans (1937) found 
the maximum likelihood estimator of p in the functional model when the 
^ = (e^,Uj.) are independently distributed as a N(0, ^) random vector, 
where ^  is known up to a multiple. He showed his estimator to be con­
sistent. Malinvaud (1966), following Lawley (1953); presented the 
asymptotic covariance matrix for Koopmans' estimators. 
In view of the results for the model with k = 1, the obvious tech­
nique to use, if ^ is unknown but a consistent estimate, 8^ of it is 
available, is to substitute S for £ in Koopman's estimator. This was 
suggested by Acton (1959). Villegas (I961) showed that the estimator so 
obtained is the maximum likelihood estimator, provided S is distributed 
as a Wishart matrix with mean £ and is independent of (Y^, X^), t = 1,2, 
...,T. We note that with replicated observations and normal errors such 
an estimate of ^  can be obtained. 
Koopmans' and Villegas' estimators are of practical value when mea­
surement error only (i.e. no model err,or) exists in observing y^. If 
model error exists and is independent of measurement error, then 
= model error variance + measurement error variance. 
The variance estimate obtained from repeated observations estimates only 
measurement error variance. Hence, S is not consistent for t in this 
case. This problem is not critical, however, because we only need con­
sistent estimates of ^  and Z to estimate p consistently. 
Fuller (1971) considered several cases defined by varying knowledge 
about In each case the previously existing maximum likelihood esti­
mators do not have moments. Fuller presented modifications of the 
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maximum likelihood estimators that do possess moments. He derived the 
asynçtotic distribution and gave Taylor's series expansions for the 
finite sangle moments of each modified estimator. 
Sprent (1966) presented a very general estimator of ^  in the function­
al relationship. His estimator does not require Equation 1,8 to hold, as 
do the previously discussed estimators. It also does not require normally-
distributed error variables but does require of Equation 1,J, to be 
known, Sprent did not develop the statistical properties of his estimator. 
In a similar setting, with 
&t ' ^ ® 
0 , t s &8 
known. Booth (1973) presented preliminary and revised estimators satisfy­
ing (ê-p) = Op(T'^/^). He also derived the asymptotic distribution of 
each estimator. 
There are other references that should be mentioned in this section. 
A more estensive review might include the works of Adcock (1877* I878), 
Kummell (1879), Pearson (190I), Lindley and El-Sayyad (I968), Creasy 
(1956), Brown (1957), Villegas (1966, 1969), DeGracie and Fuller (1972), 
Lord (i960), Anderson (1975), Barnett (1967), Dolby (I976) and others. 
3. Instrumental variables 
An alternative type of additional information that has been used to 
identify Model I.9, l.U, 1.8, p = 1, is contained in observations on 
instrumental variables. A 1 x r vector random variable, is a set of 
instrumental variables for the elements of ^  if the elements of ^  are 
correlated with the elements of x. but uncorrelated with e,. Fuller 
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(1976a) gives a detailed discussion of the theoretical properties of instru­
mental variables estimators. He also discusses several models for which 
the method may be applied. Most modern econometrics texts also discuss 
instrumental variables. See, for example, Johnston (1963); Goldberger 
(1964) and Ifelinvand (I966). 
Instrumental variables have been heavily used in the estimation of 
economic models. The use of instrumental variables was implicitly sug­
gested by Wald (19^0) for estimating the simple linear functional rela­
tionship with errors in variables. Wald's procedure in its simplest form 
consists of assigning m^ of the pairs (Y^,X^) to group 1, G^, and T-m^ to 
group 2, Gg, and using 
Z Y. - 2 Y. 
g 
as an estimator of p. This estimator is consistent provided; (1) the 
grouping is independent of the errors and (2) lim inf|(Z x.-Z x.)/n| >0. 
T4>« S ^2 
Conditions (1) and (2) guarantee the existence of a third variable, z^, 
that is correlated with x^ but uncorrelated with ^  = (e^,u^). 
Nair and Shrivastava (19^2) and Bartlett (19^9) suggest the use of 
three groups rather than two. Theil (1950) has constructed an estimator 
of p through the use of ranks. The validity of Theil's method hinges on 
the assumotion that the observations have the same order as the under­
lying unobservable true values. 
It is noteworthy that the Wald or The il type methods are useful only 
l6 
if some additional conditions are satisfied. Such conditions may guaran­
tee the existence of an instrumental variable. The estimation of p should 
be carried out using the instrumental variable(s) when possible. We say 
"should be" for three reasons: (l) instrumental variable estimation is 
easily generalized to more complicated models (i.e. more than one vari­
able measured with error); (2) the properties of the instrumental variable 
estimators are well documented; (3) there exist examples in the litera­
ture when a gain in efficiency could be achieved by using instrumental 
variables. See, for exançle, Ware (1972). 
Reiersol (19^5) explicitly suggested the use of instrumental vari­
ables. As summarized by Madansky (1959); Reiersol assumed the existence 
of two linearly related instrumental variables, z^ and Zg, where the 
parameters of the linear relation are known and and Zg are observed 
with measurement error. Then using the observations t = 1,2, 
i::T; he was able to consistently estimate 6 of the simile errors in 
variables model, where e^ contains measurement error only (i.e. the rela­
tionship between y^ and x^ is exact). 
Geary (19^9), following his own work (19^2, 19^3) and that of 
Reiersol (194$), considered the simple linear structural model with 
observations available on one instrumental variable, z, measured without 
error. Geary shewed that his estimator is consistent. Under the addi­
tional assumption that (Y^,X^,z^), t = 1,2,...,T, are normally distri­
buted with known covariance matrix, Vj he found the exact distribution of 
his estimator. Geary gave a brief discussion of the case k > 2 and the 
17 
associated identification problems. Sargan and Mikhail (1971) derived 
approximations to the exact distribution of the instrumental variables 
estimator of ^  in Model 1.9, l.k, 1.8, p = 1, k = 2, when V is unknown, 
Sargan (1958) considered the homoscedastic linear structural rela­
tionship model with k > 2 and allowed for the possibility of model error 
in the relationship to be estimated. In the case where r = number of 
instrumental variables = k, he derived the asymptotic properties of the 
instrumental variables estimator of Using the asymptotic properties, 
Sargan was able to give an optimal way of reducing r instrumental vari­
ables to k variables, when r > k. The method of reduction can be thought 
of as a canonical correlation analysis on the sets ^  and t = 1,2, 
...,T. That is k linear combinations of the k X-variables and of the 
r > k z -variables are found such that the resulting two sets of variables 
satisfy the following: the covariance matrices of both the first set and 
the second set are identity sa trices, and the covariance matrix between 
the two sets is a diagonal matrix with the canonical correlations (i.e. 
correlations of the transformed variables from each set with the same 
subscripts) on the diagonal. 
Both Sargan (1958) and Durbin (195^) have discussed the relationship 
of the estimation of a single equation in a system of simultaneous equa­
tions to instrumental variable estimation. The limited information esti­
mator, derived by Anderson and Rubin (19^9> 1950), is equivalent to the 
instrumental variable estimator, where all the exogenous variables (i,e. 
variables in the system that are not correlated with the errors in the 
system) in the system are used as instrumental variables and Sargan's 
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method of reduction is employed if r > k. If Sargan's method of reduc­
tion is not employed the resulting estimator is the well known (see 
Johnston O.963) p. 380) two stage least squares estimator. These results 
are of interest because the errors in variables model with instrumental 
variables available can be written as a system of simultaneous equations. 
Thus, the instrumental variables estimator of has the same properties 
as the limited information or the two stage least squares estimators. 
In their 19^9 paper, Anderson and Rubin showed that their estimator 
is the maximum likelihood estimator when the errors are jointly normally 
distributed. Then, in 1950, they showed that the estimator is consistent 
under very general conditions. The Anderson-Rubin limited information 
maximum likelihood estimators have a normal limiting distribution. They 
do not, however, possess moments for finite sample sizes. Fuller (1976b) 
has modified the limited information maximum likelihood estimator so that 
the modified estimator possesses moments and lias the same asymptotic pro= 
perties as the Anderson-Rubin estimator. Fuller derived the mean square 
error of the modified estimator through terms of order t"^. 
For the simple errors in variables model with observations on an 
instrumental variable, Feldstein (197^) proposed an estimator constructed 
as a weighted average of the ordinary least squares and instrumental 
variable estimators. Since the weight that minimizes the mean square 
error of the weighted average depends on the parameters in the model, 
Feldstein estimated the weight from the sample observations. Thus, 
Feldstein's estimator is similar to the weighted average estimator, with 
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estimated weight, studied by Huntsberger (1955). The articles by Fuller 
(1976b), Feldstein (197^) and Huntsberger (1955) furnish much of the moti­
vation for the present research and will be discussed in greater detail 
in subsequent chapters. 
Before considering the multivariate model, we wish to call the readers 
attention to several literature reviews that discuss many of the fore­
going topics in more detail than was possible in our presentation, 
Madansky (1959) gave an excellent review of previous results for the model 
with k = 1. Durbin (1954) reviewed Berkson's model, Koopmanè' estimator 
and instrumental variable estimation. Kendall and Stuart (1967), Mbran 
(1971) and Malinvand (I966) presented different estimation techniques for 
the linear model where k > 1, while Cochran (1968) discussed the general 
topic of the effect of measurement errors in statistics. 
D. Review of the Multivariate Model 
In our discussion of the multivariate errors in variables model, we 
consider the model defined by 
~ 5b îit ' ^ 1,2,...,T, 
where ^  and are observable random row vectors of dimension p and k 
respectively, ^  and u^ are unobservable error vectors of dimension p and 
k, ^  is an unobservable random or fixed row vector of dimension k, ^  is 
a k X p matrix of parameters, ^ = (^^Jij.) 
E(e^i) = E(e^^x^,j) = 0, 
for Gill t — 1^2^f = ly2;###;Tp i — 1^2^ând j — 1^2^•••]£• 
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The assumption that ^  t = 1,2,..., are independent identically 
distributed as a (p+k)-variate normal vector with covariance matrix £ is 
nearly always adopted in the literature on the estimation of this model 
when p > 2. We shall refer to the model, defined above, as the multi­
variate linear structural (functional) model. If the model is structural 
in nature, the usual assumption is that the k-dimensional vectors 
t = 1,2,,,., are independent identically distributed as a k-variate nor­
mal vector with mean 0 and covariance matrix (cr^ if k=l). Unless 
otherwise stated these assumptions are understood to hold for the struc­
tural model in the remainder of this chapter. The estimation procedures 
considered often yield consistent estimators under much less restrictive 
assumptions, 
The material to be considered can be classified into the following 
categories; 
1, Structural relationships ; 
2, Functional relationships; 
3, Factor analysis. 
We begin with the multivariate linear structural model, 
1. Structural relationships 
Grubbs (19^8, 1973) considered the special case of the multivariate 
linear structural model, where k = 1, p > 1, jSis a 1 x p vector of ones 
and ^ is diagonal. His research was motivated by a practical problem 
where several independent measurements on the same speciman are taken 
by different instruments. In terms of our notation the observations are 
denoted by 
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+ \l' 
)  1  =  1 , 2 , t  =  1 , 2 , « « * , T *  
Let V denote the (p+l)x(p+l) variance matrix of the observable random 
variables and let S be the maximum likelihood estimator of V. Given the 
previously mentioned assumptions of normality and independence, and de­
noting X^ and by and e^ respectively, the (i,j)^^ elements 
of V and S are 
^ij= < 
if 
+ °e.' 
„-l ^ 
"A* By = -%.i)(Ttj -?.j)' Wbar* 1.4 = % »? 
solving the equations i = 1,2, ...,p+l, j = i,i+l,.. .,p+l, for 
the parameters o^, , i = 1,2,.,.,p+1, Grubbs obtained consistent esti-
X e^ 
mators for the parameters. Grubbs' estimators are simple functions of 
the maximum likelihood estimators of the elements of There are: 
however, three major objections to Grubbs' estimation procedure; (l) it 
is possible that some of the estimated variances, cj^, or| ,  i = 1 , 2 , . . . ,  
p+1, are negative; (2) in over-identified cases (i.e. p>2) the procedure 
does not yield unique estimates; and (3) requiring the coefficients on 
the true values, x^, to be one is overly restrictive in some situations. 
Thompson (I962, I963) considered Grubbs' model with p=l. In this 
case Grubbs ' estimates are unique and are the maximum likelihood esti­
mates provided they are nonnegative. Thompson suggested that Grubbs' 
technique yields negative variance estimates relatively often in practice 
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and derived the restricted maximum likelihood estimators. Thompson's 
estimators are modifications of Grubbs' estimators that guarantee nonne­
gative estimates of all variances in the model. Thus, Thompson removed 
the first objection to Grubbs* procedure. Thompson, however, did not 
consider the over-identified cases, p > 2. Like Grubbs' procedure 
Thompson's procedure requires that all coefficients on the true values, 
x^, t = 1,2,..., are one. 
Motivated by an example from the medical field, Barnett (1969) 
generalized Grubbs' model by allowing arbitrary coefficients on the true 
value for all but one "reference" instrument. He dervied estimators for 
the parameters of the multivariate linear structural relationship model 
by solving the equations defined by V = ^ where V is the variance matrix 
of the observable vectors 
Through the use of Taylor's series expansions, Barnett derived the 
asymptotic variances of his estimators. For the case p=2, there is a 
one-to-one relationship between the parameters to be estimated and the 
elements of S. Hence, in this case Barnetts' estimators yield the maxi­
mum likelihood estimates provided the estimated variances are nonnegative. 
Barnett did not consider the estimated negative variance problem. Barnett 
illustrated some difficulties one might encounter to trying to resolve 
the over-identification problem but, in the absence of theory concerning 
the efficient use of the information causing over-identification, he 
adopted the ad hoc procedure of averaging the estimates in his example. 
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As Barnett pointed out, the multivariate linear errors in variables 
model is nonidentifiable if p=l. This, of course, must be true in view 
of Reiersol's (1950) result. Barnett also noted that the model, with 
p=2, may be thought of as the simple errors in variables model with an 
instrumental variable present. The estimation of such a model is a 
primary concern of this thesis. 
We note that the presence of both model error and measurement error 
does not alter the properties of the Grubbs-Thompgon-Barnett estimators. 
Also, the assumptions of normal errors and normal true values were needed 
for the proposed estimators to be maximum likelihood type estimators. 
The estimators, however, are consistent under much less restrictive 
assumptions. In fact, the procedures are valid for the estimation of 
many functional models similar to the structural models discussed by 
Grubbs, Thompson and Barnett. 
Several other authors have considered models similar to those esti­
mated by Grubbs and Barnett. For example, Smith (1950) and Mandel (1959) 
considered models similar to Barnetts'; Gaylor (1956) showed that esti­
mators of the variance components of Grubbs' model can be obtained by 
standard analysis of variance techniques; and Draper and Guttman (191^) 
found Bayes estimators of the parameters of Grubbs' model. 
2. Functional relationships 
For the multivariate linear functional model, where ^  is known up 
to the multiple 0® and T > p+k, Gleser and Watson (1973) derived the 
maximum likelihood estimators of the parameters. As in the univariate 
case, the estimators of the vectors of incidental parameters, x^, t = 
2k 
1, 2 , . . . , T, cannot be estimated consistently and the maximum likelihood 
estimator of cr^ is inconsistent. Gleser and Watson showed that their 
estimator of p is consistent. They did not, however, derive the asymp­
totic distribution of their estimator and gave no estimates for the 
variances of the estimators. 
Bhargava (1975) generalized the model considered by Gleser and 
Watson. Suppose k=p and assume that the 2px2p matrix £ is the unknown 
block diagonal matrix, diag(^^,^g), where the pxp matrices and 
^2 are equal. In this setting Bhargava derived the maximum likelihood 
equations and proved the existence of a solution, but was unable to give 
a solution in closed form. Under the additional assumption that and 
p have the same known eigenvectors but unknown eigenvalues, Bhargava gave 
the maximum likelihood estimators of the unknown parameters in closed 
form. 
It is often unrealistic to assume that ^  is known up to a multiple 
or that g_have a known set of common eigenvectors. It is, 
however, not uncommon to have a consistent estimator of Such would 
be the case, for example, if repeated observations are available. 
Anderson (1975) considered the model with repeated observations. 
Let (Y^j,^j), t = 1,2,,..,T, j = 1,2,,..,r, denote r repeated 
observations, where the true values, (^,^), satisfy 
£t = 5t £ • (1.10) 
Then 
^ 2<ixp ^ ^ 1,2,...,%, 
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where F* = (l^, -£*)' is a (p+k)xp matrix of rank p. By writing the 
model in terms of the observable random variables we have 
" %tj Ê + %tj ' 
where We assume that (^^,Uj.j), t = 1,2, 
j = 1,2,..,,r, are independent drawings from a (p+k)-variate normal dis­
tribution with mean vector zero and covariance matrix Therefore, 
t = 1,2,...,T, j=l,2,...,r, are independent drawings from a p-
variate normal distribution with mean vector zero and covariance matrix 
éuw ~ let Q be the (pfk)xrT matrix of observations on the 
observable variables arranged in T groups of r columns. Let 
Q. denote the i^^ column of Q. Then fYL fs/ 
^ = IT i = l,2,.,.,rT, (l.ll) 
where n is the (p+k)xT matrix with t^^ column *{.)'> ^ is the Txl 
vector with t^^ ccsnponent 1 if i/r < t < (i/r)+l and 0 otherwise, and ^  
is the i^" column of the (p+k)xrx matrix of errors with columns 
Ujj.j)', t = 1,2,,..,T, j = 1,2,.,.,r, arranged in T groups of r columns. 
From Equation 1.10, we have r*'n . 0^. Therefore, = 0^, 
where is the nonsingular matrix such that = Ip. 
L'ï  Opxl 
and 
L' É r = Ip - (1-13) 
The maximum likelihood estimators of linear restrictions on regression 
coefficients satisfying Equations 1.12 and I.I3 were derived by Anderson 
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(1951). Following this earlier work, Anderson (1975) gave the maximum 
likelihood estimator of F and thus of The maximum likelihood estimate 
mates of the p columns of F are any vectors satisfying 
TT A TT' f. = X. W f. , 
rx» rw /s/ X 
rT _ - rT _ _ _ . rT _ 
where A = Z (Z.-Z)(Q.-Q)*A , A = Z (Z.-Z)(Z.-Z)', Z = (rT)"^ Z Z^, Q = 
1=1 i=l 1=1 
rT rT ^ ^ 
Z W = 2 (âj^-TT Z^)(^-Tr ^)' and i = l,2,...,p, are the p 
i=l i=l 
smallest roots of the determinental equation 
ITT A TT' - W| = 0. 
' /W <*./ 1 fs/ 
3. Factor analysis 
The multivariate linear errors in variables model, 
%b = St 9+ %t ' 
= £t 3ifc ' ^ ^  1^2,...,T, 
Where ^  = (^^Uj.) are independent identically distributed as a (p+k)-
variate normal with mean zero and covariance matrix Z. e. . t = 1.2 T. KC fUG' ' 
are independent of x^,, t* = 1,2,...,T, and p is the kxp matrix of para­
meters, can be written as 
^ 1>2,,..,T, (1.1^) 
where U^. = (Yj.,X^), A = (P^Ij^) ancl ^ Equation l.l4 defines 
the classical factor analysis model discussed by Anderson and Rubin 
(1956). In addition to the normality assumption on the t = 1,2,..., 
T, it is assumed that £ = E(^^ e^) is diagonal. The assumption of diag­
onal ^  is critical to the estimation of factor analysis models. 
The elements of the kx(p+k) matrix A are called the factor loadings 
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cannot be specified before the statistical investigation. In these cases 
it is desirable to use as few factors as possible. On what basis should 
we decide on the number of factors? (T) How do we test hypotheses about 
the parameters of the model? (8) When t = 1,2,...,T, are fixed they 
are incidental parameters that must be estimated. In this case, how are 
the x^, t = 1,2,...,T, estimated? 
The estimation and, hence, the identiflability of Model l.l^^ is of 
primary concern here. Therefore, we consider only questions (2) and (4). 
Since any solution, ^  ^  say, of Equation 1.15 can be replaced 
by ^  A where A is any nonsingular kxk matrix, it is clear 
that we can have a unique solution only if additional conditions are put 
on ^  £ or There are k(k-l)+k independent elements of and we 
expect that k(k-l) restrictions and k normalizations are needed to elim­
inate the indeterminancy due to A, If the number of equations, 
(p+k)(p+k+l)/2, plus the number of restrictions and normalizations, 
k(k-l)+k, is greater than or equal to the number of parameters to be 
estimated, k(p+k)+k(k+l)/2 + p+k, then we expect Equation 1.15 to be 
solvable for ^ £ and Hence, we expect the multivariate linear 
errors in variables model, where ^  is diagonal to be identifiable if 
p(p-l)/2 > k. 
This counting of eqmtions and unknowns gives a rough criterion for 
identifiability. It is not a sufficient condition for identifiability 
because we cannot be sure that the equations are independent. Following 
the work of Koopmans and Reiersol (I950), Anderson and Rubin (195^) 
gave precise sufficient conditions for the identifiability of Model l.l4 
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when A'A is restricted by specified zero elements in ^  where A is not 
necessarily of the form 
If a priori information concerning the elements of A is not avail­
able then the assumption = I^ is often made. Our model can be 
easily made to satisfy this requirement. We simply reparameterize so 
that we estimate A* = ^ where is the nonsingular matrix such 
that ~ ^ terms of A* the covariance matrix of 
is 
A*'A* + i . (1.16) 
rs/ pvf 
It is clear that if A^, ^  is a solution of Equation I.I6 then so is 
O A^, ^, where O is any kxk orthonormal matrix. Since there are k(k-l)/2 
independent elements in O, we expect that k(k-l)/2 restrictions on A* or 
are necessary for identification. The most commonly used restrictions 
require A*A*' or A*^ ^ A*' to be diagonal. Such restrictions leave A*'A* 
unrestricted. They merely pick out of O A* one representative solution. 
Notice that the imposition of these restrictions does not affect the esti­
mation of P because P = A^, where A = (O ^ O ^ for all O 
matrices. 
Anderson and Rubin (195^) discussed the maximum likelihood estima­
tion of Model l.l4; with arbitrary A, under the various assumptions 
needed for identification. They derived the likelihood equations in the 
case where the model is identified by zero elements in A. The equations 
cannot be solved directly but iteration methods can be devised. 
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Under the assumptions that and A A' is diagonal, Lawley 
(191^0, 19^2, 1943) discussed maximum likelihood estimation of Model I.l4 
with A'A unrestricted. The likelihood equations cannot be solved alge-
braically. Thus, Lawley suggested an iterative technique for solving 
them. Exact conditions under which Lawley's iterative procedure con­
verges have not been derived but convergence usually occurs in practice. 
However, the convergence is often very slow. 
Joreskog (1967) presented an improved iteration procedure for esti­
mating A and £ when the restrictions that and A A' is 
diagonal are used to identify the parameters. His method takes into 
account the fact that the likelihood function may not have a maximum at 
a point where all variances are positive. Hence, the variance estimates 
obtained using his procedure are guaranteed to be nonnegative. Joreskog 
also argued that the likelihood function is a maximum at a boundary point 
of the E^rameter space more often than one might expect. 
Following his earlier work Joreskog (1970) presented an iterative 
procedure, based on Fletcher and Powell's (1963) algorithm, that is capa­
ble of producing the maximum likelihood estimates of the parameters in 
the factor analysis model that is identified by either zero elements in 
A, or the restriction that AA' or A Jl ^ A' is diagonal. Besides esti-
mating factor analysis models his method can be used to estimate systems 
of simultaneous equations, variance components, and path analysis models, 
A special case of Model l,l4, with arbitrary that is of interest 
is defined by ^  ., In this case Lawley's (19^0) maximum likeli­
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hood equations can be solved algebraically. Anderson and Rubin (195^) 
showed that the maximum likelihood estimators of the rows of A are 
_1 T 
proportional to the principal components of 8 = (T-l) 2 (U^-U) '(U^-U). 
t=l 
Anderson (1963) has worked out the asymptotic distributions of the prin­
cipal components and the corresponding eigenvalues for sample covariance 
matrices such as S. Whittle (1952) and Gleser and Watson (1973) con­
sidered Model l.l4 with fixed factors and % = o^I , and derived esti-
^ p+k 
mators of A that are related to the principal components of S^, 
Thus far we have only considered the factor analysis model with 
normally distributed factors. For the case where the common factors are 
fixed and ^ is diagonal with at least two distinct elements, Anderson and 
Rubin (1956) demonstrated that the likelihood function of the Uj., t = 1, 
2, ..., T, has no maximum. Lawley (19^2) obtained estimation equations 
by setting the derivatives of the likelihood function equal to zero but 
these equations cannot define an absolute maximum. 
Realizing that the method of maximum likelihood cannot be applied to 
the distribution of t = 1,2,Anderson and Rubin (195^) applied 
it to the distribution of S. They proved that the maximum likelihood 
estimators thus obtained are asymptotically equivalent to the maximum 
likelihood estimators in the random factor case where A A' is assumed 
to be diagonal. Thus, for large samples, one can apparently treat the 
nonrandom factor case as if the factors are normally distributed. In 
fact, Anderson and Rubin showed that if A is identified by specified 
zero elements, then the asymptotic distribution of the maximum likelihood 
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estimator of A for normal factors is the same normal distribution what­
ever the assumption on the factors. Hence, in large samples, any iden­
tifiable multivariate linear errors in variables model, where t = 1, 
2,..., are normally distributed with diagonal covariance matrix, can be 
estimated using a procedure such as that of Joreskog (1970). 
We have not attempted to review all aspects of factor analysis models 
but only those most directly related to the multivariate errors in vari­
ables model. Even the presentation so restricted is far from comprehen­
sive, Other useful references include Lawley and Maxwell (197I), 
Thurstone (iglf-T) and Joreskog (1973). 
The remainder of this thesis deals with the estimation of the simple 
errors in variables model with observations on an instrumental variable. 
Chapter II is devoted to presenting background definitions and theorems 
to be used in later chapters. In Chapter III we present alternative 
estimators and their properties for the case where the covariance of the 
error variables is unknown. Chapter IV deals with the estimation of the 
model when the errors are uncorrelated. Maximum likelihood and modified 
maximum likelihood estimators are derived. The limiting distributions 
of these estimators are obtained. In Chapter V the comparable estimators 
of Chapters IH and IV are compared by means of a Monte Carlo study. 
Finally, in Chapter VI we summarize the previous material and suggest 
possible areas of future research. 
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II. DEFINITIONS AND THEOREMS 
This chapter is devoted to presenting definitions and theorems to be 
used in later chapters. The proofs of most theorems are omitted, but 
references to available proofs are given. Much of this background 
material is contained in Chapter five of Fuller (1976a). 
A. Definitions 
Let {a^l be a sequence of real numbers and {g^} a sequence of posi-
give real numbers. 
Definition 2.1. We say a^ is of smaller order than g^ and write 
if 
n—5>oo 
Definition 2.2. We say is at most of order g^ and write 
\ = 0<en' 
if for a real number M > 0, and all n greater than some finite Nq 
l«J/g„ < M . 
The following properties are easily established using the defini­
tions and the properties of limits; 
(1) If a^ = o(f^) and b^ = o(g^) then 
(\ + \) = o(mx[f^,g^}) . 
3^ 
(2) If = O(f^) and = O(g^) then 
Vn - Vn' 
< '  ° ( < )  
% ^ \ = 0(mx{f_^,g„}). 
(3) If a^ = o(f^) and b^ = O(g^) then 
Vn = 
The concepts of order when applied to random variables are closely 
related to convergence in probability. 
Definition 2.3. The sequence of random variables {X^} converges in prob­
ability to the random variable, X, if for every e > 0 
lim P(|X - Xl > e] = 0 
n—>0= 
or equivalently, if for every e > 0 and 6 > 0 there exists an N such that 
for n > 1Î 
P{|X^ - Xj > e} < Ô . 
The convergence in probability of X^ to X is usually denoted by 
plim X = X or by X —^X. 
n—>00 
For sequences of random variables, definitions of order were intro­
duced by Jfann and Wald (19^3). Let {X^} be a sequence of random vari­
ables and g^ a sequence of positive real numbers. 
Definition 2.k. We say is of probability order Op(gj^) and write 
if 
plim(X /g ) = 0 . 
n —$>00 " 
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Definition 2.5. We say is of probability order O^(g^) and write 
\ 
if for every e > 0 there exists a positive real number, M , and an N 
such that 
2: : 
for all n > N . G 
Mann and Wald (19^3) demonstrated that the algebra of the common 
order relationships holds for order in probability (cf. Theorem 2.h), 
Therefore, the following properties hold for sequences of random vari­
ables, {X^} and {y^} say: 
(1) If 
W 
< 
Op(gn) then 
°p(f:) 
Op(max(fjj,gn}). 
(2) If = Op(gn) then 
% = °p(Vn) (2.1) 
< = (2.2) 
= Op(inax{f^,g_j}). (2.3) 
(3) If Op{f^) and 
X Y 
n n 
= 
Op(gn) then 
°p<Vn'-
The concepts of convergence in probability and probability order are 
used heavily in this thesis. Another type of convergence, called con­
vergence is distribution (or in law), is also used. 
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Definition 2.6. Let {X^} a sequence of random variables with distribu­
tion functions then {x^} is said to converge in distribution to the 
random variable X with distribution function F if 
lim F = F 
n > * ^ 
at all points of continuity of F, The convergence in law of X^ to X is 
d e n o t e d  b y  X ^  — > X .  
The foregoing definitions are easily generalized to the case where 
X^ is a k-dimensional random vector or a kxr random matrix. (Matrices 
are simply thought of as groups of vectors or vectors arranged in a 
different form.) For example, if the individual elements of a vector are 
Op(a^) then we say the vector is In Definition 2.3 it is under­
stood that Ix - x| is the common Euclidean distance when X and X are 
' n ' n 
vectors. It can be shown that if the individual elements of X con-
n 
p 
verge in probability to the elements of X then X^ >X. (See Fuller 
(1976a), Chapter V.) 
B. Theorems 
We now present some theorems to be used in succeeding chapters. The 
first four theorems are very useful in proving the consistency of certain 
estimators. The first is a generalization of the well known Chebyshev's 
inequality. 
Theorem 2.1. If X is a random variable such that E(|x|^) < » for r > 0 
then for every e > 0 and finite A 
P(|X - a| > e) < E{|X -^a| ] ^ 
6 
Proof: Let S be the set of x for which |x - a|^ > e and S be the set of 
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X for which |x-A|^ < e. Then 
Jjx-A)^dF(x) = I" lx-A|^dF(x) + J )x-A|^dF(x) 
S 
> e^ J dF(x) = f P{|x-a1 > e}, 
S 
where P(x) is the distribution function of X. [] 
Chebyshev's inequality is the special case of Theorem 2.1 where 
r = 2 and A = E(X). It follows from Chebyshev's inequality that any 
random variable with finite variance is bounded in probability by the 
square root of its second moment about the origin. 
Corollary 2.1.1. Given the sequence of random variables {X^} satisfying 
= 0(sf) 
then 
= %'%> • 
Proof. (See Fuller (1976a), Chapter V.) 
If the sequence {x^} has zero mean or a mean whose order is less 
than or equal the order of the standard error then the order in prob­
ability of the sequence is the order of the standard error. Similar 
results hold for powers of random variables. 
Corollary 2.1.2. Given s > 0 and the sequence of random variables {X^} 
satisfying 
B{(X^ - » 0(a2) 
= O(a^), 
then 
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< = %(<) • 
Proof. (See Puller (1976a), Chapter V.) 
Theorem 2.2. If {X^} is a sequence of random variables such that 
for r > 0; then 
x„ = Op(n-') 
X^-^0. 
Proof. By Definition 2.5, given e > 0 there exists an > 0 and an 
such that 
.-r? 
P{|\l > 5 G 
-r for all n > N . Given 6 > 0 there exists an N. such that M n <6, for 
e 0 e — ' 
all n > Ng. 
Therefore, 
r(|\l > 6] < : 
for all n > maxfN .N }. Q 
o 0 
Since we are often working with functions of sequences of random 
variables the following theorem is very important. The theorem states 
that if the function g(x), is continuous except on a set of probability 
measure zero then "the probability limit of the function is the function 
of the probability limit." 
Theorem 2.1. Let X_ be a sequence of a real valued k-dimensional random 
** HI 
variables such that 
plim X^ = X . 
n >00 
Let g^(x) be a function mapping the k-dimensional vector x into a real H-
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dimensional space. Let g^(x) be continuous, except on the set D where 
P{X e D} = 0. Then 
&(&) = &(X) • 
n— 
Proof. (See Fuller (1976a), Chapter V.) 
The following theorem due to Mann and Wald (19^3) shows that results 
that hold for sequences of real numbers or nonrandom variables also hold 
for corresponding sequences of random variables. 
Theorem 2.4. Let be a sequence of k-dimensional random variables 
with element 
j = l;2,...,k 
%jn = Opt^jn) j = 1,2,...,t 
^ ~ t+l,t+2,...,k, 
and g (X ) be a sequence of measurable functions. Let {s } and {r. } be 
*1 ^41 XI u 
k+l sequences of positive numbers. 
If for any nonrandom sequence 
whenever 
V " j - 1,2,...,t 
Ajn = o(rja) d = t+l,t+2,...,k; 
then 
If g_(a ) = 0(s ) is replaced by g„(a ) = o(s^) in the hypothesis, then 
II n R il 
g^(^) = Op(s^) replaces g^(]^) = 0^(8^) in the conclusion. 
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Proof. (See Fuller (19760), Chapter V.) 
The previously mentioned properties concerning the order in prob­
ability of simple functions of two random sequences are direct results 
of Theorem 2.4. Another result, useful in deriving the asymptotic prop­
erties of estimators, is now stated as a corollary. 
Corollary 2.4.1. If {x^} is a sequence of scalar random variables and 
' 
where r^ —>0 and if g(x) is a function with s continuous derivatives 
at X = a, then 
g(X^) = g(a) + g(l)(a)(X^-a) + ...H-^^^ g(®-^)(a)(X^-a)®-^ + Op(r®) 
where is the s^^ derivative of g(x) evaluated at x = a. 
Proof. The results follows from Theorem 2.4 because the statement holds 
for a sequence of nonrandom variables. Q 
The result of Corollary 2.4.1. generalizes immediately to vector random 
variables. 
At times it is easier to obtain the Taylor's series expansion of a 
function without taking deriyitives. For example, (a+b) ^  = a ^ - ba ^ 
+ b^a"3 - ..., where a / 0 and b are constant. The next corollary extends 
this result to random sequences of matrices. 
Corollary 2.4,2. If A is a pxp nonsingular matrix, B_ is a pxç matrix, 
Hti 
the elements of B are 0 (n"^), r > 0, and (A„ + B_) ^  exists, then 
r-n p ' Ha HI 
kl 
Proof. The proof is a direct result of Theorem 2.4. [] 
We now state two theorems that are useful in obtaining the asymp- " 
totic distribution of sequences of random variables. 
Theorem 2.5. If 
Pli" l\ - ïnl = 0 
X —S-5>X 
n 
then 
Proof. (See Fuller (1976a), Chapter V.) 
Theorem 2.6. Let C^} be a sequence of k-dimensional random variables 
with distribution functions {F  ^ (X)} such that 
HI ~ 
arju let T be a continuous mapping from to then 
Proof. (See Fuller (1976a), Chapter V.) 
Theorem 2.7. (Liapounov Central Limit Theorem) Let {Z^}, t = 1,2,... 
be a sequence of independent random variables with 
E{Z^} = , E{(Z^ - n^)2} = > 0 , 
finite for all t. 
If for somas 6 > 0 
k2 
lim = 0 
( E o2)l 
t=l ^ 
then 
( E 2 (Z - n ) -i_>K(o,i) . 
t=l ^ t=l ^ 
Proof. (See Fuller (1976a), Chapter V.) 
We now state, without proof, three theorems that are useful in 
obtaining approximations to the moments of certain statistics. The first 
is due to Hansen, Hurwitz and Madow (1953)» 
Theorem 2.8. let X^} be a vector sequence of means of 
random variables selected from a distribution function with mean vector 
zero and all moments finite. Let b , b , b be non-negative 
m L d m 
integers and B = 2b,. Then 
i=l ^ 
Xgn ... xj} = 0(n"®/2) if B is even 
= 0(n"(B+l)/2) if B is odd . 
Proof. (See Hansen, Hurwitz and Madow (l953)i PP* 87-89). 
The next theorem is due to DeGracie and Fuller (1972). 
Theorem 2.9. Let {3^} be a sequence of k-dimensional random variables 
with distribution functionsF^(x) and let {f^(x)} be a sequence of func-
tions mapping R into R. If 
i) Jjjx - dF^(x) = 0(a^^) where a^ —>0 as n —> = 
li) - 0(1) 
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.s 
ill) T T f (x) is continuous over a closed and bounded 
' ÔX. ... dx. n^/^' 
^s sphere S for all n greater than some Nq 
iv) ^ is an interior point of S 
v) There is a K such that for every n greater than Nq 
,s 
ÔX • # # * ÔX • XI 
s 
fjx) < K for all X e S 
ÔX. ... ÔX. 
r 
< K for r = 1,2,...,8-1 
then 
8-1 
ffnts) aPaCs) = fnOi) + 3T f » + Of**) 
J—1 
where 
^r 
k k 
®  ^  • • •  ^  a x .  . . . a x .  ^ n ( t l ) ( ^ i - ^ i  )  
1^=1 ig=l 1^=1 11 r r 
and for s = 1 it is understood that 
' 'nW + 0(=n' • 
Proof. (See Fuller (1976a), Chapter V.) 
Theorem 2.9 requires that the function f be square integrable and 
that [If (x)l^dF (x) be bounded by a constant K for all n. The following 
" XI ïi ^ 
theorem gives sufficient conditions for a sequence of integrals 
0(1)' 
Theorem 2.10. Let f^(x) be a sequence of real valued (measurable) func­
tions and {X } a sequence of k-dimensional random variables with distri-
kh 
bution functions If 
i) (f^(x)| < K for X G 8 where S is a bounded open set con­
taining ^  
ii) |f^(x)|^ < Y(x^ n^ for some p > 0 where J1y(x) |^dF^(x) = 0(l) 
iii) Ik -
then 
= 0(1)' 
Proof. (See Fuller (1976a), Chapter V.) 
We now present two theorems from multivariate normal theory. The 
first underlies classical linear regression analysis. The second gives 
the asymptotic distribution of the sample covariance matrix, properly 
normalized. 
Theorem 2.11, If X = (X, ,Xj is distributed as a multivariate normal 
vector with mean }i = covariance matrix 
then the conditional distribution of X^ given X2 = X2 normal with mean 
K,1 &2 ?22 (^2 " l&2^ 
and covariance matrix 
&1 • &12 &22 &21 * 
Proof. (See Anderson (1958), pp, 28-29.) 
-1 ^  
Theorem 2.12. Let S = T Z X^ X^,. If X^, t = 1,2,..., are indepen-
t=l 
dently distributed as a multivariate normal vector with mean 0 and 
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covariance matrix ^  then the asymptotic distribution of B = /F (S - ^ ) 
is normal with mean 0 and covariances 
+ 'ij'jk • (2 A) 
Proof. (See Anderson (1958), pp. 75-76.) 
To conclude this chapter we give four theorems that are used in our 
derivation of maximum likelihood estimators. 
Theorem 2.13. If on the basis of a given sample are maximum 
likelihood estimates of the parameters, 9p...,0^, of a distribution, 
then (ê^,...,ê ),...,(p (i^,...,0 ) are maximum likelihood estimates of 
JL m ju JL ni 
transformation from 0^,...,9^^^ to 
IS ORG to OZlG # 
Proof. (See Anderson (1958) pp. 47-48.) 
Theorem 2.14. If X^, t = 1,2,,,.,T, constitute a sample from a multi­
variate normal random vector with mean vector 0 and covarianee matrix i. 
~ , T 
then the maximum likelihood estimate of£is^=T 2 ^ ^ . 
t—IL 
Proof. (See Anderson (1958), Section 3.2). 
Theorem 2.15. Let x = (x^,x2,...,x^j', 5^= (y^(x^,x2,...,x^), 
^ 2 ^ * 1 ' ^ ' ^ h e r e  y ^ ,  i  =  1 , 2 , . . . , 4  a r e  
differentiable functions of x^,x^,...,Xj^, and let F be a real valued 
differentiable function of y. 
Then 
ar _ ^ dF 
" 1=1 ^*1 • 
Proof. (See Fulks (I967), p. 223.) 
k6 
Theorem 2.16. If A is a kxk symmetric matrix then 
a|A| 
, 1 = 3 
and 
a|A| 
= 2 coffa^j), 1/ j , 
where |A| is the determinant of ^  a^. is the (i, element of A and ij 
Proof. (See Anderson (1958), p. 3^7») 
cof(a^j) is the cofactor of a^^. 
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III. ESTIMATION OF THE SIMPLE MODEL WHEN THE 
OOVARIANCE OF THE ERROR VARIABLES IS UNKUCWN 
A. The Model 
The simple linear univariate errors in variables model is defined by 
Y = X p + e , (3.1) 
rw» rs/ fsj * 
X = X + u , (3.2) 
rv fsj f\j 
where 
Y is a Txl vector of observations on the dependent variable Y, 
X is a Txl vector of unobservable true values of the indepen­
dent variable x, 
e is a Txl vector of errors, 
X is a Txl vector of observations on the observable random 
variable X 
u is a Txl vector of measurement errors. 
We assume the existence of a Txl vector of observations, ^  on an 
instrumental variable, 2, where denotes the t^^ observation. It is 
also assumed that [e^,u^,x^,z^]*, t = 1,2,...,T, ara distributed as inde­
pendent drawings from a multivariate normal distribution with mean 
and 
vector 0 and covariance matrix i, where 
~ 1 , 
I a 0 0 
i.-
e ue 
a 0 0 
ue u 
0 ° / 
(3.3) 
^xz ^  ° ^ 
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As in Chapter I, the model is written without an intercept. term. 
However, the model is easily generalized to contain an intercept term 
and the assumption of zero means for all variables is merely for conven­
ience. The assumption of normality is stronger than necessary for many 
of our results, but simplifies the presentation. The assumptions that 
the (1,4) and (2^4) elements of £ are zero, and 0 are needed for z 
to be an instrumental variable. The fact that the (1,3) and (2,3) 
elements of £ are zero guarantees that the errors, e and ^ are uncorre-
lated with the true values, x. Thus, Model 3.I, 3.2, 3.3 is the special 
case of Model I.9, 1.4, 1.8 where p = k = 1 and observations on an instru­
mental variable are available. "" 
We note that the model so defined is equivalent to the system of 
structural equations 
+ w^ (3.4a) 
= 6z^ + . (3*4b) 
-2 
where w^ = e^ - pu^, 6 = and = X^ - 6z^ is normally distributed, 
with zero mean. Independent of z. The variables and X^ are determined 
within the system and are called endogenous variables, while z^ is deter­
mined outside of the system and is called an exogenous or predetermined 
variable. 
In this chapter we assume that is unknown and consider the esti­
mation of the parameter p in Equation 3.4a. The estimation of the model 
when = 0 is discussed in Chapter IV. 
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B. The Ordinary Least Squares Estimator 
In view of Equation 3.4a one might be tempted to use the ordinary 
least squares estimator, defined by 
il % 
^OLS ~ T ' (3.5) 
2 Xf 
t=l 
to estimate p. This estimator, however, is biased and inconsistent. Let 
°x = = V - K- "ti ' V ^  
Then given our assumptions, 
= E(E(0Q^|X)] = E((af)"^(Y|x)] 
= P ^ V • 
Hence, the bias of the ordinary least squares estimator is 
^018 ) " *uw Bias(^«Tc;) - C'Y o . (3»^) 
Note that the bias is zero if and only if cr^ = 0^^ - cr^p = 0» Therefore, 
the ordinary least squares estimator is unbiased if = 0, or if > 0 
—P 
and p = Oy Also, the bias is independent of t. 
Now, 
3 
Henceforth we shall suppress the subscripts and range of 'summa 
tion. All summations over t range from 1 to T. 
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Var(êo^g) = E{Var0Q^|x)3 + Var(E0Q^|x)] 
= ECVar(^Qj^lx)} = E[(afr4ar(w|x)] 
= K - "t °î„)=(Va®) • 
Since X^, t = 1^2,are independent normal random variables with 
zero mean and variance it follows that is distributed as a 
Chi-squared random variable with T degrees of freedom. Therefore, 
E(l|Z3^) = [(T-2)a|]"^ and 
X w uw Var(e_c) = -a--2 (3.7) 
OIS 
"x 
(T-2)a. 
From Equations 3.6 and 3.7 we have the mean square error of the ordinary-
least squares estimator, 
(3.8) 
C. The Instrumental Variable Estimator 
By writing the model as the system of equations defined by Equation 
3.^, we are led to consider the single equation estimation techniques 
used in econometrics. Two well-known estimators are the two stage least 
squares and the limited information maximum likelihood estimators. Both 
are instrumental variables estimators and are equivalent when the number 
of exogenous variables in the system, but not in the equation, is one 
less than the number of endogenous variables in the equation (i.e. when 
the equation is just identified). 
By writing the regression equations for and X^ on z^, we have 
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\ + h ' 
= 6z^ + , 
(3.9a) 
(3.9b) 
where (Ç^,e^) are independent identically distributed as a bivariate 
normal variable independent of z. Equations 3*98, and 3.9b are called 
the reduced form equations and are called the reduced form errors. 
The ordinary least squares estimators of g6 and 6 in Equation 3•9a 
and 3.9b are the maximum likelihood estimators, A and % say. Therefore, 
by Theorem 2.I3, the maximum likelihood estimator of p is p5|§. This is 
the instrumental variable, two stage least squares and limited informa­
tion maximum likelihood estimator and is simply defined by 
Pi 
ZYz (3.10) 
'IV - ZXz ' 
The following theorem gives the asymptotic distribution of the instru­
mental variable estimator. The theorem's results are well known and the 
primary reason for presenting the proof is to illustrate some uses of 
many of the theorems in Chapter II. 
Theorem 3.1. Let (Y^,X^,z^), t = 1,2,...,T, be independent observations 
on the trivariate normal vector, (Y,X,z), with zero mean and covariance 
matrix 
z 
^XY ^Yz\ + 0^ ^  X e  
po^H.  a 
ue 
^XY ^Xz " 
02 + 
X u 
\^Yz '^Xz 
where 6^0. Then = (ZXz)"^(ZYz) and 
-^N(0,[62c2]-V), (3.11) 
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where aj = (j| - 29*^^ + 
Proof. Let = T~^2Yz and = T"^2Xz. Then 
Var(s^^) = I I E((YtZt - - "y,)} 
t=l t'=l 
= T"^ Var(Yz) = 0(T"^). 
Therefore, by Corollary 2.1.1, 
Similarly, 
»XZ = "x. + 
Hence, by Theorems 2.2 and 2.3. 
Now, by the two dimensional extension of Corollary 2.^.1, 
PjV = ^Xz^®Yz " ^ Yz) 
- "i^x.(=xz - 'xz) + 
= P + (6C^)"H(BY. - "V..) - P(S,, - + OJ,(T B. 
Therefore we have, by Theorem 2.5, that T^^^- p) has the same 
limiting distribution as - p(sy^ - From 
Theorems 2.12 and 2.6, we see that the limiting distribution is normal 
with mean zero. Using Equation 2.4 of Theorem 2.12, it is easy to show 
that the variance of the limiting distribution is (ô^o^) , [] 
The normality assumption in Theorem 3.1 is stronger than necessary. 
The theorem can be proven under much weaker assumptions by making use of 
a central limit theorem such as Theorem 2.7. 
The moments of the limiting distribution of T^^^- p) are well 
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defined, but the instrumental variable estimator does not possess moments 
for finite T, That does not have moments for finite T is intuitively-
clear because, if T < there is a nonzero probability that the denomi­
nator of is arbitrarily close to zero. For this reason we consider 
modifications of that have the same asymptotic distribution as 
but possess moments for all sample sizes. 
D. The Modified Instrumental Variable Estimator 
We have already noted that instrumental variable and limited infor­
mation maximum likelihood procedures yield the same estimators for just 
identified equations. While the moments of the limited information 
estimator do not exist. Fuller (1976b) derived modified limited informa­
tion maximum likelihood estimators that do have moments. 
Let 
Wii = = ZyS _ [Zz2]"1(2YZ)2, (3.32) 
W^ = Zge = 2XY - [Z:Z2]"-(SXz)(2YZ) (3.I3) 
and 
Wgg = ZeP = ZX2 _ [zz2]-l(zxz)2, (3.14) 
where and are the estimated errors in the equations 
^t = 9G:t + ?t 
and 
^t " ^^t ®t ' 
Then the family of modified limited information maximum likelihood esti­
mators of p is defined by 
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(T-l)(ZYz)(aCz) + 
" (T-l)(ZXz)2 + aWgg(Zz2) ' 3^.15) 
where a is a fixed positive real number. 
By writing the modified limited information estimator as a Taylor's 
series (cf. Corollary 2.4.2) with a remainder that is and 
applying Theorems 2.9 and 2.10, Fuller (1976b) approximated the first two 
moments of the modified limited information estimator to order 0(T ^ ). 
Conditional on z, the bias and mean square error of are 
and 
' (6^22=)' (c<-l)u„„ + 0(l-<) 
- 2{a-l)o^ 
- 2(Q:-1)OJO^ + (2-a)^(J^] + O(T"3), 
where + 0%, "w " V ' ° e " °X " 
Zz^ is distributed as a Chi-squared random variable with T degrees of 
freedom, E(l/Zz^) = [(T-2)a|]~'^ and the unconditional bias and mean square 
error of are 
BUS (R^) = [(T-2)6®O|]'^CA-L)C^ F 0(T"^) (3.15) 
and 
«eE(P^) = C(I-2)6=o|r^5 + C(T-2)6=c|rto2<,2^-2(0!-l)c^ 
- 2(a-l)a^c^ + {2-a)^<^] + 0(T°^). (3.17) 
From Equation 3.I6 the bias in the modified limited information estimator 
with a = 1 is of order 0(T ^ ), To find the cx  that minimizes MSE(^^) 
through terms of order T"^, we wish to minimize - 2(o!-l)ff^ 
^ ' we uw 
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- 2(û:-l)cr;a^ + (2-a()^o^ = + 60^) + with 
respect to a. The minimum occurs at 
a . = a~^(a^a^ + 30^ ) = a~^a^(a^ + - 6^0^) + 3 > 4. 
min uw^ we uw' uw x u z' -^ -
Therefore, the estimator with a = k- has a mean square error that, to order 
—P 
t" , is uniformly (in the parameters) smaller than that for any smaller a. 
Note that the instrumental variable estimator defined in Equation 
3.10 is the limit of as a —>0, Hence, we expect to perform 
better than 
The estimator, can be written as 
r 
where = (TZZ2)"^(2YZ)(2XZ) = 0^(1), = [T(T-1) = O^CT"^), 
= (TZz2)-l(ZXz)2 = Op(l), Dg = [T(T-1)]"^0W22 = O^CT"^) and 
Hence, by Corollary 2,4,2. (b^ - and 
T ^ ^ ^ "  P )  ^ 8  t h e  s a m e  l i m i t i n g  d i s t r i b u t i o n  a s  -  p )  b y  
Theorem 2.5. 
E. The Weighted Average Estimator 
When using the mean square error as the basis of comparison, neither 
the ordinary least squares estimator nor the modified limited information 
estimator is preferred for all parameter values. One might be motivated, 
therefore, to consider a weighted average of the two estimators. Unfor­
tunately the weight that minimizes the mean square error of the weighted 
average is a function of the population parameters and must be estimated, 
Huntsberger (1955) investigated estimators, of the mean of a normal 
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population, constructed as randomly weighted averages of two estimators. 
One estimator, denoted by is unbiased for the mean, 9^^, and has 
variance A^. The other estimator, êg, is independent of and has an 
unknown mean, 8^, and variance A^. We denote Huntsberger's family of 
estimators by 
êjj = \ + (l-â)^2, (3.18) 
where the weight, a, is a function of the sample. 
Two members of the family are defined by the weights 
fl , if the hypothesis 9,=0p is rejected at 
= level a 
(A^+Ag), otherwise 
A 
A A 
The estimator with weight is often called the preliminary test esti­
mator. The weight is an estimator of the fixed weight that minimizes 
the mean square error of the fixed weight estimator of the form of 8^. 
We call an estimator of the type defined in Equation 3.I8, with weight 
â^, a randomly weighted average estimator. 
Huntsberger demonstrated that the mean square error of 0^ is a func­
tion of y, where 
y = y . (3.20) 
A A 
The mean square error of is less than that of 0^ if y = 0. As y 
increases, the mean square error rises to a maximum above the mean square 
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error of 8^. If = Ag and the estimator with is used the maximum 
A 
occurs near y = 2.75. As y increases, the mean square error of 8^ 
A 
approaches that of 8^. Changing the form of a alters the mean square 
error function somewhat, but in all cases the function has the distinc­
tive shape described above. Figure 3.I illustrates the behavior of the 
A A 
mean square error of 6^ relative to that of 8^ when A^ = Ag. 
We now construct an estimator for p of the form of 8^, defined in 
Equation 3.18, with weights defined by Equation 3•19» IR our construc­
tion defined in Equation 3.15, plays the role of 8^^ and 
" ^22 ^ 12 ' 
where Wgg and are defined in Equations 3.I3 and 3.14, plays the role 
of êg. The variances of and ^  are unknown and must be estimated. 
The usual least squares estimator of the variance of is Wgg S®, where 
Sj = (T-2)-l (W^3_ - j^j) . (3.21) 
The usual estimator for the variance of is 
where 
^ (T-1)(ZXz)2 + l^WggCZz^) 
< = Cr.i)-^ï(ï - x)^ . 
If lim E{ j^^ ] = = p, then s^ and are both estimating 
n— 
Therefore, if one were testing the hypothesis that the expectations 
were equal one would be led to replace by in constructing the test 
Figure 3.1. Mean Sqi»re Error of as a Percentage of the Ifean Square Error of 8^. 
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statistic. We follow this reasoning and use 
(T-l)Z z2 
1 . i (3.22) 
(T-1)(ZXZ)2 + Z z2 
in constructing the randomly weighted average estimator. We also make a 
slight modification in the definition of the estimated variance of Pp so 
that the randomly weighted average estimator will be the ordinary least 
squares estimator when - 0^)^ = 0. This is accomplished by defin­
ing 
a (, a,) 
Thus, our randomly weighted average estimator is 
^ , (3 .2k)  
where 
~ (PmA - ga'" + 4 
" " & ^ • 
The following theorem demonstrates that - p) converges in 
distribution to the estimator studied by Huntsberger. If one fixes the 
parameters with - p] / 0, then ^  becomes equivalent to as T 
becomes large. Therefore, the limiting distribution is obtained under 
the condition that - p} is of the same order ag the standard errors 
of and 
Theorem 3.1. Let H(9^, y ,  Ag) denote the distribution of the raa= 
domly weighted average estimator with weight defined by Equation 3.19. 
Let (X, Y, z) be distributed as a trivariate normal random variable with 
zero mean vector and covariance matrix 
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+ Cf2  ^ JJ 
X e X ue 
60^ + cr 
^ X ue 
ôpof 
(f + 02 
X u 
50^ 
ôpa^\ 
':/ \ z z 
where 5 / 0 and - 6^ pS > let all parameters except and be 
fixed. Let cr^ = QÎT'^^^ and where a and Ti are fixed. Let ^  
be defined by Equation 3.24. Then 
-  P)  ^H(0,  y ,  A, ,  A^)  ,  
1' 2' 
where 
(f (1) - p)2 5^ 0^ 
y Z  _ 
i - 6= i) 
4 = i)'" i 
Ag = (°% - 6^ °%)-l oj . 
Proof. Given the theorem's assumptions, the reduced form errors. 
- 6z^), t = 1^2,...,1, 
are independent drawings from the bivariate normal distribution with 
zero mean vector and covariance matrix 
'1 
° £  /  
I X e ^ z ^ X ue z 
(p'i + V - + 0^ -X U 2 
It follows that 
+ q^> t = 1,2;...,T, (3.25) 
where V = E(s^q^) = 0 for all t; q^, t = 1, 2 , . . . ,T, are inde­
pendent normal (0,a^) and ~ °w " '^e^'^uw* ^ the 
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Txl vector with t^^ element and let e be the Txl vector with t^^ 
element e^. The reduced form res id wis are defined by 
& = %  s  
and 
where 
e = M e , 
M = I - z(z'z)'^z' 
rw fsj r-f fv rv 
and z is the Txl vector of observations on the instrumental variable. 
Let Q denote the orthogonal matrix such that 
/. 
QMQ' I  = îçp-i 2 
0 
Define the transformed vectors 
S *  =  &  %  I  
and 
^ = Q M e. 
Then, by writing Equation 3,25 in terms of the vectors ^ ^ and q, where g, 
is the Txl vector with t^^ element and by premultiplying by QM, we 
have 
= V e* + q%, t = 1,2,...,T-1, 
where q| is the t*^ element of the vector Q M E(e|q:|) =0 and Var(q;^) 
= 0^. Note that l| = ^ = 0 and 
0. (V % %) = Cf i*) - gg • 
t=l t=l 
Therefore, the distribution of ^  conditional on (or 
equivalently on e^, is normal with mean 
6k 
- PSfoS 
V = 
u 
+ 0^ - 6^0^ 
X u z 
= e + «(W), od'b 
a2 _ 82(f 
X z 
and variance 
1 = 
= «asti - 2e°ue + P% - (*% + *5 -
= Wjgto^ -291lcffl"^^^ +e®al"^/^ - ((jJ-6^o|«!T"^''®)"^(TlQar^/^ 
= wge »: + Oj,(i-3/2) _ 
ïuTtlîsraiors, pUi T'^GG = '^ " (^LY " P^) = O^CT'^) and is 
independent of Therefore, by Theorem 2.5, the vector 
Pr-P)' 
converges in distribution to a bivariate normal random variable with mean 
vector (O, Co^ - 6^G^] ^0![T]-p])* and covariance matrix diag(A^,A2). Now, 
+ 0 (T'l/S) 
1 e p\ 
= 6=02 + 0 (T"^/^). 
(T-l)Zz^ ^ ^ 
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It follows that 
~ ^ ^ *2 ^ 0 (1-1/2) 
(4^) â + 0 (T-^/®) 
w p^ 
and 
The quantity within the square brackets is a continuous function of 
^l/2(~^_p^ Therefore, by Theorem 2.6, the limiting distribution 
of T^/^(^-p) is the distribution of 6^ = a^0^ + (l-a^)^^, where a^ is 
defined by 
. (I - + 4 • 
" 4 (^1 - ' 
Theorem 3.1 suggests that, in large samples, ^  will exhibit the same 
type of behavior as that illustrated by Huntsberger (1955)* (cf. 
Figure 3.1.) 
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IV. ESTIMATION OF THE SIMPLE MODEL WHEN THE 
COVAEIANCE OF THE EEROR VARIABLES IS KNCWN 
In this chapter, as in Chapter III, we consider the single errors 
variables model defined by 
Y = X p + e , 
X = X + u , 
IN/ IN/ rw ' 
where 
Y is a Txl vector of observations on the dependent variable Y, 
X is a Txl vector of unobservable true values of the independent 
variable x, 
e is a Txl vector of errors, 
X is a Txl vector of observations on the observable random vari-<N/ 
able X 
and 
u is a Txl vector of measurement errors, 
IN/ 
We assume the existence of a Txl vector of observations, z, on an 
instrumental variable, z, where z^ denotes the t^^ observation. It is 
also assumed that [e^, u^, x^, z^]', t = 1,2,...,T, are distributed as 
independent drawings from a multivariate normal distribution with mean 
vector 0 and covariance matrix Ï, where 
>n/ 
° \ 
0 
t = 
M %e 0 
"ue 
02 
u 
0 
0 0 
X 
\ 0 0 a 
xz 
a 
xz 
02 
Z / 
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a /O, Off >0 and is known to be zero. 
XZ X lie 
The model so defined can be equivalently written as the trivariate 
linear errors in variables model defined by 
Yt = ^ ' (4.1) 
h = p*t + ""t ' (4-2) 
= x^ + f t = 1/2,.«0,T, (^«3) 
where t = 1,2,...,T, are normal independent (0,cr®) random variables 
independent of u., e. and x. for all t and j, and p = 
J J J XZ X 
Given Model 4.1, 4.2, 4.3 and the normality assumption on [e^, u^, 
x^, z^]', t = 1,2,...,T, the vector (Y^, X^, z^) is normally distributed 
with zero mean and covariance matrix where 
PSoJ \ 
V = I ^af_ of. + of. pcf. . (4.4) 
ffS 
V 
A. M&ximum Likelihood Estimation 
We shall obtain the maximum likelihood estimator of 
e = (P, 0^, p, crj, or^, 0^)' (4.5) 
under the assumptions; Ç> /O, p/O, > 0, > 0, > 0 . 
The inequality restrictions on p, p and are required for all pa­
rameters of the model to be identified. Once the maximum likelihood esti­
mator of 9 has been obtained we shall demonstrate that, given the re­
maining assumptions, the estimator of p is consistent for all p, in­
cluding p = 0. We also temporarily assume that at most one of the 
eS'S + 
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variances cf or cr^ is zero. If two or more of the population error 
e u V 
variances are zero, then the matrix V, defined in Equation 4.4, is singu­
lar and the vector (Y, X, z)' has a singular normal distribution. This 
situation is easily detected in the sample because the matrix of sums of 
squares and cross-products of (Y, X, z)* is singular. Therefore, this 
case will be treated separately. Under the present assumptions, the 
space of admissible values for the parameter vector, 0, is denoted by 0. 
If there are no restrictions on the matrix V then, by Theorem 2.14, 
the maximum likelihood estimators of the elements of V are given by the 
rameters of interest are defined in terms of the elements of V by 
is a solution to the likelihood equations obtained by setting the six 
sample moments, = Sy = T" Vgg 
f, = s^, = T"^Yz, = s„ = T-^ZXz 
\ 
Therefore, by Theorem 2.13, the estimator 
(4.6) 
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partial derivatives of the likelihood function, 
e:cp{- i J 
^ (2*)3T/2|v|T/2 ' 
with respect to the elements of 8^ equal to zero. This estimator, however, 
need not lie in the parameter space 0, It will be in 0 if the following 
conditions are satisfied: 
4 - ®iz ®XY =Yz ^  (4-8) 
®X " ®Yz ®XY ®Xz - (^'9) 
®z ' ®XY ®Xz ®Yz - (^'10) 
®Yz ®XY ®Xz - (^«11) 
If Inequality 4.8, k.9, 4.10 or 4.11 is violated, then a|, a®, or 
respectively, is negative. It is of interest to note that at most one 
of the Inequalities 4.8, 4.9, 4.10, 4.11 can be violated in any given 
sample. We state and prove this result as a lemma. 
Lemma 4.1. Let (Y^, X^, z^), t = 1,2,...,T, be independent identically 
distributed random vectors with mean vector zero. Let s^ = T ^2X?, 
s| = , s| = s^y = T"^ZXY, 8^ = T"^2XZ, Syg = T"^YZ, 
%Y = <4 4)"^»xr' % = <4 = <4 4)'% = 
min{^, Then at most one of Inequalities 4.8, 4.9, 4.10, 
4.11 can be violated. Furthermore, if Inequality 4.8, 4.9 or 4.10 is 
violated then is or respectively. 
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lïorf. Because sÇj 5^^ ^ a»4 ^ have the same 
signs, it is clear that Inequalities 4.8, 4.9 and 4.10 must hold if 
Inequality 4.11 is violated. Suppose Inequalities 4.8 and 4.9 are vio­
lated. Then s| < s^^ and s^ < Sy^ s^^, s^y Implying Sy s| < s|y, 
ÙD 
which is a contradiction since < 1. Analogous arguments can be 
used to show that any two of Inequalities 4.8, 4.9, 4.10 cannot be 
simultaneously violated. Now, if Inequality 4.8 is violated, then 
^ ®Xz ®XY ®Yz* < R^Y ^Yzi ^z - %z^' 
Similarly, if Inequality 4,9 or 4.10 is violated, then or 
%y < %z ^y} or ^y < min{B|^, ^^3, 0 
In view of Lemma 4.1 we consider violations of Inequalities 4,8, 4.9, 
4.10, and 4.11 separately. If £, defined in Equation 4.6, is not in the 
A 
parameter space 0, it seems reasonable to modify ^  so that the modified 
estimator is on the boundary of 0. Since <^ > 0, > 0 and > 0, it 
is intuitively appealing to require the modified estimator to be on the 
boundary defined by = 0, = 0 or = 0 as Inequality 4.8, 4.9 or 
4,10 is violated. Furthermore, the population parameters must satisfy 
o|j, of (cf| <^]. Therefore, since o%.0, 
(^ = 0 or 0^ = 0 as Is (o= or It Is 
reasonable, given that Inequality 4.11 is violated, to require the 
modified estimator to be on the boundary defined by = 0, a® = 0 or 
Oy = 0 depending on the value of either 5^ = max{sÇ.^s^, 
(s^ Syz^"^ ®XY ®Xz^ equivalently where is defined in 
Lemma 4,1. 
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The following three lemmas and the subsequent theorem show that the 
intuitive reasoning described above leads one to the estimator of 6, that 
maximizes the likelihood function on the parameter space 0. 
Lemma k,2 .  Let g(£) be the invertible mapping from 0 onto the range of 
say ij), defined by 
= 
^ X e \ hu\ 
 ^X 
X u ^22 
ppo: 
^13 
W+< / ^23 
= ^ 
Let the likelihood function evaluated at the vector Q be defined by 
Equation 4.7. Let I^(£) be the 6-dimensional vector of partial deriva­
tives of L(9) with respect to the elements of 9 and let denote the 
6-dimensional vector of partial derivatives of L(g (^)) with respect to 
the elements of Then I^(^) = 0, for 9^ g 0, if and only if 
r-J 
= 0, where ). 
Proof. The inverse mapping of g is defined by 
^13 ! "^23 \ 
V23 / \3 X 
^13 / '12 P 
^11 " ^ 13^12 ! ^23 a2 e 
^22 " ^12^23 / ^ 13 u 
Y. j  
=  0 6 0  
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and is differentiable with respect to the elements of Now, by Theorem 
2.15, I^(i) = where " the 6 x 6 matrix with 
ij^^ element equal to the derivative of the i^^ element of with 
,th 
respect to the j 
-1 
element of ^ 
is nonsingular. We have 
= 
We need to show that the 6x6 matrix 
0 
0 
0 
0 
0 
1 
lo  0 0 1/V23 
-'13 /I3 
0 on 0 
-V23 !% 'na /'13 
0 
-'l3 / 0 1 /V32 0 
1 0 
-'12 /'23 V]2 /^3 
0 
-'23 / 'l3 1 'l2'23 / ^ 3 /V13 
V23 ! 'ts 
0 
-'23 / -^13/^22 
follows because = 
-CVj^Vy)-^ • a 
The log of the likelihood function L(^) is 
log(L(^ J)= (3T/2)log(2TT) + (T/2)log|v"^ | 
-1/ 
- (1/2) Z 
t=l 
= (3T/2)log(2TT) + (T/2)loglv"^l - (T/2)tr(v"^ ), 
where tr(A) denotes the trace of the square matrix A and 
S = 
®XY =Yz 
®XY 4 ®Xz 
_2 y ®Yz ®Xz ®Z 
(4.12) 
/ 
By applying Theorems 2.15 and 2,16 we have 
alog(L(i)) I 
,vii = 2|v-l, • 2 
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and 
aiog(L( ;|()) 
^ T cof(V^^) _ 
TS. 
|v|"^ 
where is the (i,j)^^ element of is the (i,j)^^ element of 
S and cof(V^^) is the cofactor of Since cof(V^^)/|v we 
have that the only solution to the equations ôlog(L(\ii^) )/ôV^^ = 0, i,j = 
A 
1,2,3, is = S^j. Hence a stationary point of the likelihood function 
occurs at the point s^ if and only if ^ = (Sy, s^, s^, s^^, s|)'. 
Therefore, by Lemma 4.2, the maximum of the likelihood function over 0' 
occurs on the interior of 0 if and only if defined by Equation 4.6, 
is in the interior. Otherwise we must search for the maximum on the 
boundary of 0. The following lemma gives the points at which the likeli­
hood is maximized on three portions of the boundary of 0, 
Lemma 4.3. Let p, o^, p, o^, and be mathematical variables repre­
senting the corresponding conçonents of the vectors in 0. Then, for 
0 6 0, the likelihood function is a maximum at 
( i) Ô if fff is restricted to be zero 
( ii) ^ if is restricted to be zero 
(iii) 0 if cf is restricted to be zero, 
'V V  
where 
Se " (^33* ®XY®Yz' ° ^ ®X"®Y ®XY' ^z'^Y 4z^'' (^'13) 
®u ^ ®X' ®X ®Xz' ®Y'®X ®XY' ®z'®X ®Xz^'' (^.1^) 
ir = (^17' 4z' 4-®?4z> 0)'' 
^IN ®XY 4' (^.16) 
7k 
A C" 
and PQLS' defined by Equations 3.5 and 3.10 respectively. 
Proof, For 0 e ©, the likelihood function is 
—— ru ' 
expC- I Z (ï^, X^, %*)'] 
t=l 
(2„)3V2 |v|V2 
where V is given in Equation 4^4. If 0^ = 0, then = 0, where 
denotes the (i,j)^^ element of V'^. The likelihood function is 
then 
exp{- I (s|v^ + 
(2) ° (2„)3V2 |vlV2 
and is independent of Hence, by Theorem 2,13, the value of (p, a^, 
P# cf J that maximizes the likelihood is given by the solution to 
the equations = s|, pcrj = 0^ + oZ = s|, Ppo^ = s^^ and 
+ 0^ =8^. The solution to these equations is ê . Analogous argu­
ments can bê used for = 0 and 0^  = 0. u 
Lemma If.3 identifies the behavior of the likelihood function on 
the boundaries of © defined by 
aj = 0, a2 > 0, 0^ > 0, p / 0, 02 > 0 and p ^ 0, (kl7) 
> 0, o2 = 0, > 0, p / 0, *2 > 0 and p ^ 0, (k.l8) 
a^> 0 ,  a^> 0 ,  pZ = 0, p / 0, > 0 and p ^ 0. (4.19) 
The next lemma demonstrates that the maximum of the likelihood on the 
entire boundary of 0 must occur on one of these three boundaries. We 
first note that, for 0 e ®, 
75 
0 < exp(. I 1 (Y^, z^) X^, 2%)') < 1 
t=l 
and the likelihood function approaches zero as |v| —5>co. Also 
T 
Z (Y., X., z. ) V"^(Y., X., z )• —>co as |vl —=>0. Therefore, we need 
t. t t t ' - '  t t t  =1 
only consider the boundaries of © for which 0 < jvl < œ. In addition to 
Boundaries k-.lj, 4..18 and there are nine such boundaries; 
i = 0, 
CVI 
> 0, a2 
V 
> 0, P / 0, o2 X > 0 and P 
= 0, (4.20) 
0^  
u 
= 0, a2 
V 
>0, p = 0, 0^  > 0 and 
X P 
/ 0, (4.21) 
a|>0. 0^  
u 
= 0, a2 
V 
>0, p / 0 ,  02 
X 
> 0 and P = 0, (4.22) 
<^>0, 02 
u 
= 0, 02 
V 
> 0, p = 0, 02 
X 
> 0 and P = 0, (4.23) 
> 0' <^>0, 02 
V 
= 0; p = 0, 02 
X 
> 0 and P / 0, (4.24) 
>0, 
u 
>0, 02 
V 
> 0, P e (-00,  ®), o2 = 0 and p e(-«>, «), (4.25) 
cr| >0, 02 
u 
>0, g2 
V 
>0, p = 0, 02 X 
> 0 and P / 0; (4.26) 
> 0' 02 
u 
>0, 02 
V 
>0, P / 0, 0^  > 0 and X P 
= 0, (4.27) 
0% > 0, a2 
u 
> 0, 02 
V 
>0, p = 0, 02 
X 
> 0 and P = 0. (4.28) 
Lemma 4.4. The maximum of the likelihood function on the Boundaries 
4.17 through 4.28 is max{L(e^ ), L(^ ), L(^ )}. 
Proof, It must be shown that the maximum on each of the Boundaries 4.20 
through 4.28, is less than or equal to max(L(^), L(^), L(^)}. We 
have, after some algebra, 
L(^ ) = [(2TTe)3 s^ s| s| (l - R%y)(l - (4.29) 
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L(^) = [(2TTe)^ (1 - ^ y)(l - (4.30) 
L(^) = [(2TTe)3 s| s| s| (1 - B%g)(l - (4-31) 
K and ^ are defined in Lemma 4.1. On the Boundaries 4.20, 
AZ Tz ' 
where 
4.22 and 4.27, the likelihood is maximized for 
V = h ®XY 0 \ ®XÏ 4 0 
0 
> P 4  4 < (1 -
4.21, 4.24 and 4.26 the likelihood is maximized by 
0 0 \ 
A 
V = 
°X °T£ 
®Xz ®x 
and the maximum is [(2TTe)^ s| s^ s| (l - Finally, for the T/2 
Boundaries 4.23, 4.25 and 4.28, 
A 
V = 
s| 0 
^ 'I 
0 0 
0 
0 
yields a maximum of [(2TTe)^ s| Sy Therefore, max{L(^), L(^), 
L(^)] is the maximum of the likelihood function on the entire boundary 
of 0. Q 
The following theorem defines the maximum likelihood estimator of £ 
(i.e. the estinator that maximizes the likelihood on the parameter space 
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Theorem 4.1. Let (Y, X, z) be distributed as a trivariate normal random 
variable with mean zero and covariance matrix V, defined in Equation 4.4. 
Let the parameter 0 e 0 and let G denote the event that one of the In­
equalities 4.8 through 4.11 is violated. Let and = 
min{l^Y, 1^^,) be as in Lemma 4.1. Then the maximum likelihood esti­
mator of 0 is 
%' « 0 and ^ 
!u' " 0 ani Igia = % 
M 
= 
V « 0 
0 , otherwise, 
A 
(4.32) 
where G , 0., 0 and 0 are defined in Equations 4.13, 4.14, 4.15 and 4.6 
rv©' Ml ^ 
respectively. That is, ^  e0 and L(^) > L(0^) for all ^  e®. 
Proof. If Inequalities 4.8, 4.9, 4.10 and 4.11 are all satisfied, then 
^ = 0; where ê is defined in Equation 4.6, and L(^) is a global maximum 
by Theorems 2.l4 and 2.13. Hence, we need only consider the case wherein 
one of these conditions is violated. Given that G occurs, we have, by 
Lemmas 4.2, 4.3 and 4.4, that the maximum of the likelihood on 0 is 
max{L(0^), L(^), L(^)}, where ^ and ^ are defined in Equation 
4.13, 4.l4 and 4.15. A comparison of Equations 4.29, 4.30 and 4.31 shows 
that max{L(^), l(^), L(^)} is L(^); L(e^) or L(g^) as is 
Xz %Y ^®spectively. Q 
We now consider the cases wherein more than one of the parameters 
cr|, and are zero. If exactly two of the variances are zero, then 
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there is a perfect correlation between the two variables with no measure­
ment error. In such a case the model can be reduced to a regression 
model in one of these variables and the third variable. The maximum 
likelihood estimator for the slope parameter of the reduced model is 
obtained by ordinary least squares. Hence, the 'maximum likelihood' 
estimator of ^  defined in Equation 4,5, is 
leu ®x%z' °,;0, if *e = *u = ° (^«33) 
L = ®X' p; o, o)', if aj = = o ik.3h) 
^®XÏ®Y' ®Y ®XY' ®XY^ ^ ®Y' ®X'®Y ®XY' 
i t  0^ = 0^ = 0 ,  (1^.35)  
The parameter p> is known in Equation k.33, p,is known in Equation k-.^k 
and the ratio p/p is known in Equation 4.35. Should o| = 0^ = a® = 0, 
then both p and p are known and 
= (P, p, 0, 0, 0): (4.36) 
is the 'maximum likelihood' estimator of 0. Therefore, the 'maximum 
likelihood' estimator of 6 is 
if e e 0 
A ^u' 
if 0^ 
e 
= A2 
u 
= 0 and 0^ 
V 
/o 
A 
Suv' If, J 
II 
= 0 and cr^ 
e 
/ 0 
êev' if o| = 02 V = 0 and cr® / 0 
A 
8 , 
~euv' 
if 0® 
e 
= 0^ = 0, 
where ^  is defined by Equation 4.32. 
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The maximum likelihood estimator was constructed under the assump­
tion that the parameter p is not zero. If, however, p is zero the first 
A 
component of 8^ is consistent for p. 
Theorem k.2 .  Let (Y, X, z) be distributed as a trivariate normal random 
variable with mean zero and covariance matrix, defined in Equation 
k,h. Let 
"  =  p ,  Op': P e (-«,«), P / 0, oS > 0, 0% > 0 
0^  > 0, o2 > 0}, 
be the parameter space for Q. Then 
(L - P) = 
where p._ is the first element of ê,_, defined in Equation 4.37. S/lh 
Proof. If more than one of (o^, is zero, then either p is known 
or is a simple function of a regression coefficient with an error that 
is Qp(T"^/^)i Therefore; the result is immediate for such cases and we 
need only prove that - P) = 0^(1'^^^), where is the first element 
of 6^, defined in Equation 4.32. Note that is or 
defined in Equations 3.5, 3.10 and k, l6 .  
It is easy to show, using Chebyshev's inequality (cf. Theorem 2,1), 
that S = V + 0 (t"^/^), where S and V are defined by Equations 4,12 and 
4,4. Therefore, by Corollary 2.4.2, we have 
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and if p ^ G, 
X 
Consider now the portion of 0 defined by p = 0. If 3 = 0 and = 
O A A 5, 
0, then 8Y = 0 and hence, = p^^ = 0. If > 0, then the estimator 
P^ is Pqj^  or Pjjj depending on the structure of the sample. From 
Equations 4.38 and 4.39, = 0^(1"^/^) and p^^ = 0^(1"^/^) when p = 0. 
Therefore, in this case, it is sufficient to show that 
lim P{p„ = pjjj} = 0 . 
T-5>oo 
We have 
= V ' "Sin = 
5 
< p[4^4 < s^i] 
< P[c2r > 
Where r = 1,2,3,..., 
"ï^'xz " "xz'^ '"'^"xz^ïWa " 'xz' " ®Xï'°z " "z' " "z °XY 
and and are the expected values of s^^, and s| respectively. 
By Chebyshev's inequality (cf. Theorem 2.1), 
X e' 
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for r = 1,2,3,... . Because E{C^^} is the expected value of products of 
sample moments with zero expected values, = 0(T by Theorem 
2.8. 
Now, if p / 0, Chebyshev's Inequality can be used in a similar 
fashion to prove that 
= ^IN I *e > 0, and of = 0 or = O} = OfT"?), 
= PqLS I ^ and = 0 or or^ = 0} = 0(T"^) 
and 
P(G|(7g >0, pZ > 0 and 9% > O) = 0(t"^), 
for r = 1,2,3,... . Therefore, in the case where p / 0 and at most one 
of (o|, a^, a^) is zero the result follows because by Equations ^ .38, 
4.39 and 4.W, - p) = Op(T'^/2) always, - p) = 0^(1"^/^) if 
*2 = 0 and p / 0, and - p) = 0^(t"^/^) if 0^ = 0. 0 
The estimator defined as the first component of 8^, where 
is defined in Equation 4.37, is p^  ^if one of Inequalities 4.8, 4.9, 
4.10 and 4.11 is violated and if = o| = 0, or if a® = a® 
= 0; or is p^^ = if one of Inequalities 4.8, 4.9, 4.10 and 4.11 is 
violated and or if a| = = 0 and 0^ ^  0. By writing 
Inequalities 4.8, 4.9 and 4.11 in terms of s|, s^, s^y and and using 
the results of Lemma 4.1, we have 
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Olfi' if ^ ®X' ^IV ®XY ^ ® ^n " ^ z' 
or if 0 = o = 0: or if o = o = 0 
u u 
Pin» ^IV®XY ^  ®Y' ^IV ®XY ° %.n " 
(4.41) ML or if o^ = = 0 and ^ 0 e V u 
otherwise. 
In our discussion of the modified limited information maximum like­
lihood estimator in Section D of Chapter III, we pointed out that the 
estimator, defined by Equation 3.15 has moment properties superior 
to those of the instrumental variable estimator, The estimator, 
Pjjj, defined in Equation 4.16 can be modified in the same way to produce 
the estimator 
A (T-l)IXY2Y® 
Piik = — 
(T-5)(aCY)^ + ll£l=£X? 
A I . 
with moment properties superior to In view of Theorems 4.1, 4.2, 
Equation 4.4l and the fact that and have moment properties 
superior to and we propose the following estimator for p when 
is known to be zero; 
ue 
^015» ^MIÀ^XY ^  ®X' ^ML4®XY ° %.n ~ 
or if cr^ = = 0; or if = (X^ = 0 
u e ' u V 
m IN4^ ^J(5LI).®XY ^ ^ Y' ^ ® ML4 XY min 
or if a® = = 0 and a® o 
e V u ' (4.42) 
^MIA' otherwise. 
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Theorem k.3. Let (Y, X, z) be distributed as a trivariate normal random 
variable with mean zero and covariance matrix V defined in Equation ^.4. 
Let 9 be in the space defined to be the union of the interior of ® and 
the boundary of 0 defined by = o, ^ 0 / 0. Then 
(PM - P) —^N(0, [6= a|]"^ ap (^A3a) 
(PMA-P) -^N(0, [5= o2]-l op, (ii.l^sb) 
where 6 = a ,  p is the first element of the esti-
z Xz' w e u M 
mator, 8^, defined in Equation 4.32 and is defined by Equation k.k2. 
Proof. If then, by Lemma 4.1, 
ftPM ^  < 0} + P(% < 0} + P{^ < 0 and ^ 
< < 0) + P(ô^ < 0} + P{ô| < 0), 
where 
^ = 4 - fivV = 
and 
By Theorem 2.2 we have —^->a^ > 0, of —> 0 and —^-5>a^ > o. 
e e u u XX
Thus, because convergence in probability implies convergence in law 
(cf. Fuller, Chapter V), the limiting distribution of for example, 
is an indicator function with a jump of size one at >0, Similar 
results hold for ^ and a^. Therefore, lim P{a^ < 0} = lim P{ôf < 0} = 
 ^  ^ T->m ® l>-5>oo " 
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lim P{a^ < 0} = 0 and lim P{pj. / fT } = 0. Hence, when 6 G* 
T — T ~ $ > o o  "  
lim P{3„ / p } = 0 
and Result 4.43a follows from Result 3.11 and Theorem 2.5. 
Now, because - 0^) = 0^(1"^), to prove Result 4.43b it is 
sufficient to show that lim / ^ml4^ = 0. If 0^ G $ then 
T—5>oo 
 ^^ML4^ < P{S| < 0 or 3^ < 0 or < 0}, 
where 
and 
n = 4 - i 
Therefore, using the same reasoning as in the proof of Result 4.43a, we 
have 
J'®» ^ 0 
Corollary 4.3.1. Given the assumptions of Theorem 4.3, 
A A 
where is the first component of the estiœtor, 8^ defined in 
Equation 4.37. 
A A 
Proof. Because when £ is in the interior of ®, the result 
follows directly from Result 4.43a of Theorem 4.3. Q 
The following theorem indicates that is "better" than in 
large samples; 
Theorem 4.4. Let (Y, X, z) be distributed as a trivariate normal random 
variable with mean zero and covariance matrix V, defined in Equation 4.4. 
Let 
Û P ^ 0, 0^, > 0, p 0, 0^, > 0, 
> 0' 0%; > 0] 
be the parameter space for Then the variance of the limiting distri­
bution of - p); is greater than or equal to that of 
A A 
where is the first element of the estimator, 8^, defined in Equation 
4.37. 
Proof, The proof follows directly from Corollary 4.3.1 if ^  is in the 
space 4, defined in Theorem 4.3. Therefore, we need only prove the result 
for parameter vectors in the space 6 -
Let 
5. = <4 - 4' ^  - "XY' 4 - - "ïz' =Xz - V' s; -
Then 
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P 
^XY 
\WY /  
/ 0 
0 
Xz 
X 
_a:£a2 
'^X ^ XY ° 
(say) 
XY 
n-l\ 
XY Y 
"^Xz°Yz 
0 
0 
8 + 0 (T"^) 
p 
b + C s + 0„(T fx/ <v> <%( p ^ 
nl/2. by Corollary 2.4.2. Wow, by Theorem 2.12, T ' ^  converges in law to a 
multivariate normal vector with mean zero and covariance matrix 
K 2(j; XY 
B = 2a: ^"x/xz 
sym. 
^4, 
\ 
°x°ï"xï ^"x'xT °xï''ïz'''°ï''xz °X°Yz*°XY°Xz ^"xz" Yz 
2ff: 
Xz 
2°%z°S 
zoxz*: 
2at 
Hence, as a result of Theorem 2.6, we have 
/ ê  
«1/2 
IV 
p \ 
^OLS'^X ^ XY 
^IN"'^XY^Y / 
/^IV \ 
^015 
^IN / 
MVN(0, CBC' (4.44) 
where the elements of A are 
*11 • + 'i) = < w 
'^12 = 
\3 ' 
^22 = "tK'i * 
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*23 = - 4"! -
- 44) ' 
and 
S3 = (p'*''x)'''(P''4''« " 3P''4i'^  + 
+ + <4)' 
If a® = o| = 0 then = p and the limiting variance of 
- P) is zero. If / 0 and = o then 
= P, ~ ^ the limiting variance of - p) is 
^33 " = A^i' If *u = *v = ° ^ML " ^OIS' 
^ the limiting variance of - p) is Agg = 
< A _ _  =  o ' ^ a ^ a ^ .  H e n c e ,  w e  n e e d  o n l y  c o n s i d e r  t h e  p o r t i o n s  o f  6  -  $  
— u. xz z e 
where / o, oj ^  a| = 0 and / 0, 0% / = q. 
Suppose 0^=0 and À o. Then 
e u ' 
p{g^ / alnfPjy, Pj^lln > o] < P[S^ < 0 or < 0} 
and 
P{Pj^ / max(p^, < 0} < pCo^ < 0 or < o], 
where = s| - s^ and s^^. Without loss of generality we 
lim P(g^ / inin(^^, Pjjj)|p > 0} = 0 
take f3 > 0. %r reasoning as in the proof of Theorem 4,3 it is seen that 
'IP'ML ^ " 
T—$»« 
Hence, by Theorem 2.6 and the fact ^ ^  ^ hen a| = o, the limiting 
distribution of - p) is the distribution of min(p^, p^). From 
Result 4.44 we have 
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where b ^ N[0^ and is independent of Let 
be the function defined as 1 if b < 0 and 0 otherwise. Then 
niin(p^, Pjlj) = Piy %b + 
and 
Var{inin(Pj^, Fjjj)} = - y^)] 
= ECX^j Var(Fj^lb)} + 1/2 Yar(3^) 
< 1/2 [Var(p^) + Var(Pjjj)] < Var(p^) 
because if CT| = 0. 
Now, suppose = 0, cr| / 0. By arguments similar to those used to 
prove the result when = 0, / 0, we have 
lim / max(p^, PQ^)|P > 0} = 0 
T--S>oo 
and 
lim P{p / minCr^v. Pqis^IP < = 0 . 
T—>00 
Without loss of generality we take p > 0. Then the limiting distribution 
of is the distribution of max(Pjy, ^OLS^* Result k,k^ 
^IV " ^OLS 
where b Ko, - °^)'\ and is independent of Let Xj^ be 
as previously defined. Then 
^OLS^ ^ ^OLS^b 
and 
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Var{inax(pj^, l^Var(p^) + Var(p^^^)] < Var(p^) 
IV' Olg' TV' 
because A^g < if = 0. Q 
A randomly weighted average estimator analogous to defined by 
Equation h.k2, is 
^OIB' ^ ®XY ^  ®X' ^ ®XY ® ^n ^ %z' 
or if CT^ = cf^ = 0; or if = o 
u e ' u V 
WA ^W®XY ^  ^Y' ^ ®XY ° ^&n ^z' 
or if cT^ = cr^ = 0 and ^ 0 
e V u ' 
otherwise, 
where is the randomly weighted average estimator discussed in Section 
E of Chapter III. That is 
where 
W' 
(X ^12 aCY - (Sz2)"^SX22YZ p = — i 
R % 22 of - (Zz2)"^(2XZ)2 
and 
(P 
a = MÀ 
P~ )= + A, 
f, (T-I)(E2^)S| 
^ (T-i)(at2)^ + tWggZzG ' 
A 
*2 = 
(T-1)S| 
22 
90 
B. Feldstein's Estimator 
Feldstein (197^) suggested the randomly weighted average estimator 
(4.46) EWAIV = fi Pgig + (1 - % , 
where 
A 
= 1 + (Wgg Zz2)-1(T-1)(IXZ) 
IV 
(ê®-l)(I3CY)® + Zfof 
-1 
Wgg = SX® - (Zz2)"^(ZXz)2 
and 
K - ^ (^018) ^IV ^  ^  
0, otherwise . 
(4.47) 
If then 
= 1 
and 
lim P{|BoisI > l^ivlî = 0 
T—5>00 
when 0® ^ 0. Therefore, K —(^y) g if = 0. 
Hence, T] estimates 
\ = 1 + (T-1) 
ue 
- iz. 
-1 
I / 
Feldstein claimed that the asymptotic mean square error of the fixed 
weight estimator, 
"^^016 ^  ^IV ' 
is a minimum for 11 = 11^. However, due to an error in the derivation of 
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the asymptotic mean square error of Peldstein did not 
derive the correct weight. 
By Corollary 2.4.2, we have 
^IV = P "xz - "ïz' - - "xz) + 
and 
Since 
and 
^OIB °XY (^XY " '^XY^ " '^X ^XY^^X " *X^ + 
®^^Xz^®Yz " *Yz) ' \z°Jz^\z ' ~ 
ECCJx (8%y - ^XY^^X ' °X^^ ^ 
- 'Yk) - °Xz'Yz(»Xz " *%,)) = 
" ^^Xz^Yz^XY "*• ^ ' 
Var{Cjj (8%Y " ^XY^ " °^X °^XY^®X " ®x^^ ^ ^ (*Y " *X ^ Y^ 
= T-^g 
^°^^^^Xz(^Xz ' ^Yz) " ^Xz^Yz^^Xz " ^ Xz^' ^°X ^®XY " ^XY^ 
" ^ x ^XY^4 " *x)]i 
= T"^'(*X°§z)"^t°%°$'3a - 4z4 - 2^XY4z + ^ VYz^Xz^§] 
where A^ and A^^ are defined in Result 4.44, we have that the asymp­
totic mean square error of I] + (l-Tj) P™- is 
'015 ^IV 
T'^CTpAgg + 2H(1-'(1)A^ + (1-T1)^A^_} + . 
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Rearranging terms we have that the asymptotic mean square error is 
T'^{Tf(A_ - 2A,. + A,.) + 2T1(A„ - A,.) + A, J + 4.-4 
"22 "*12 11 
which is a minimum when 
12 11' 11/ u X 
^ ~ \in " 
^11 ' ^22 
4%, - 2*12 + *11 + °u°X 
Following Feldstein (1974) we use iÇy = l{y(H-K) and o| = 
Where 4ï ' (<^4'"^°^ 
All - *12 = M 
2 
KP — + 2lf I 
' *X: / 
*22 " ^12 **11 + '®^°u''x ' [MI 1 if + (T+3)Bf » 
and, hence, 
\in 1 + (T+1)K® K? 
I 
-1 
Tnus, we are led to consider the randomly weighted average estimator 
= TLin PoiS + (1 - \dn) ' (4.48) 
Where 
Ln = 1 + (T+l)l^f ^  + ( 2^ -1 
[_ \ "XY 
^2 %Y ~ ^®X®P"^®XY ^ is defined by Equation 4.4-7. 
Although BWAIVl is a randomly weighted average of correlated estimators, 
the motivation for the estimator is the same as that for Huntsberger*s 
(1955) estimator, 0^, with weights â^, where 0^ and are defined by-
Equations 3.18 and 3.19. 
Note that defining K to be zero when ^-nr < 3. is justified 
'IV 
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only if or^g is known to be zero. Given such knowledge, the restriction 
guarantees a nonnegative estimator for the ratio Thus, Feldstein's 
estimator and the estimator defined by Equation 4.48 use the information 
that = 0. However, the information is used in an incomplete manner 
-2 p because, roughly speaking, only a nonnegative estimator of cr^ is 
guaranteed while the estimators of and are unrestricted. 
9^ 
V. NUMERICAL RESULTS 
In Section A of this chapter we present the results from a Monte 
Carlo study carried out to compare the mean square errors of some of the 
estimators derived in Chapters III and IV. In Section B we illustrate 
the estimation of the simple errors in variables model, with an instru­
mental variable, by means of an example. 
A. The Monte Carlo Study 
Simulation experiments were carried out to compare the estimators 
s 
^oifi ~ ÔF ' 
(T-l)(ZYz)(aCz) +W^(2z2) 
^MLl " (T-l){2Xz)2 + ' 
(T-l)(ZYz)(ZXz) + kW^gfZzZ) 
" (T-1)(SXZ)2 4- WfgglZzZ) ' 
\ gy 
= *w PR ' 
^MA " 
^OIB' ^ ^MIA®XY' ^MLit-®XY ^ ° ^n " 
or if = 0^ = 0; or if (i^ = = 0 jj o ' n ir U
^IN4' ®Y ^MLif®XY» ^MLl^®XY ^ and 
or if or^ = = 0 and ^ o 
otherwise, 
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K WA 
^OIB' ^ ®XY' ^XY ^  ^ nan 
or if cr^ = = 0: or if = 0 
u e ' u V 
^ ®Y ^  ^W^XY' ^W ^XY ^  ^ - ~ 4 "XY* mn
or if 0^ = 0^ = 0 and / 0 
e V u ' 
^ , otherwise. 
A A 
and 
where 
mm = % pQig + (1 - % Krv , IV 
^'AIVl = Ln ^ OLS + (]- - Ln) ^ IV ' 
W^ = _ (Zz2)-l(ZYz)2 , 
W^ = 2XY - (2z2)"^(2XZ)(ZYZ) , 
Wgg = Of - (2z2)~^(ZXz)2 , 
^ ^ 22 ^ 12 ' 
8 = 
- ^ R)' + & 
^ (T-Dsjszs 
h " (T-I)(acz)2 + 4Wpg(Zz2) ' 
(T-1)S| 
^2 " (T-5)W, 
v-1 
22 
Si = (T_2)-^(W^^ - W32 PR) , 
8^ = T'^EXY, s| = T'^XX^, s| = T'^zf, s| = T"^Zz2 , 
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=xz ' %Y = (=#)''' 4z ' 
®?z ° '®z ®y' ®ïz' ^  " '®X®ï' ^ ' 
%z' %) ' 
A (T-l)aCY ZyS 
PlNii- " (T-5)(2XY)2 + kzt-^ 13? ' 
v-1 ^ = 
A 
K = 
UP.TJ'^ W - 1, If (L.,)''- Kn, > 1 
-1 
'015 / ^IV 
0 , 
OLS' ^IV 
otherwise , 
and 
^min 1 + 
(T+1)K2 ^ + 
i ^ l  
+ 2^ 
-1 
Our Monte Carlo study follows closely that of Feldstein (197^). As in 
that study we consider the case where T = 25, p =1, = 0 and 
0^ = cr^ = 100. The remaining parameters, a^, and cr . were also 
X z u e xz' 
chosen to coincide with Feldstein's study. Feldstein defined his pa­
rameters of interest to be K = and = 
(a^a^y^a^ . Table 5,1 gives the values of af, and a corresponding 
JL Z AZ u 6 XZ 
to the combinations of K, I^y and used in the simulations. 
The mean square error of Huntsberger's estimator, 
% (1-%) % ' 
A A 
where 0^ is normally distributed with mean 8^ and variance A^; is 
A 
normally distributed, with mean 8^ and variance Ag, independent of 8^; 
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and 
A (^1 - ^2)^ \ 
a = 
+ Ag + (ê^ -
is a function of 
le, - 9,1 
y  =  — "  
/K~r^ 
Therefore, by Theorem 3.I, the mean square error of the randomly weighted 
average estimator, depends on 
y = [Var(g^) + Var(Pj^)]'^/^ lE(Pp) - & \ (5.1) 
in large samples. 
Let - 6z^ and - P6z^, t = 1,2,...,T, where 6 = 
(Zz2)"^IXz and p6 = (Zz^)"^ZYz. Then = (ZeP)''^(Z%) and, from 
the proof of Theorem 3,1, we have 
E(Pj,) =E{E(Pj,|\,.../ej)} 
'xï " 'xz "K 
and 
Var(g^) = E(Var($yè^,...,e^)) + Var(E(g^G^,...,e^)) 
= - af 
' , (5.3) 
where 6 = V 
- (30^. Furthermore, from Equations 3«l6 and 3.17 
Var(p^) = [(T-2)5^a2]-V + 0(1"^). (5.4) 
The expression obtained by substituting Equations 5.2, 5,3 and the first 
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term of Equation ^.k into Equation 5.1 was used to obtain the approximate 
values of y given in Table 5.1. 
Table 5.1. Parameter Configurations Used in the Monte Carlo Study 
*2 tr 
4 = 0-50 A  Z = 0.70 % XV 7  o2 a  y  *2 a u e xz u e xz 
0.00 0.00 0 400.00 70.71 0.00 0 400.00 83.67 
0.10 0.25 10 354.55 74.16 0.38 10 354.55 87.75 
0.20 0.20 0.50 20 316.67 77.46 0.77 20 316.67 91.65 
0.40 1.01 h o  257.14 83.67 1.57 4o 257.14 98.99 
1.00 2.53 100 150.00 100.00 --
0.00 0.00 0 100.00 70.71 0.00 0 100.00 83.67 
0.10 0.50 10 81.82 74.16 0.77 10 81.82 87.75 
0.50 0.20 1.01 20 66,67 77.46 1.57 20 66.67 91.65 
o.4o 2.02 k o  42.86 83.67 3.46 4o 42.86 98.99 
1.00 5.10 100 0.00 100.00 -- - - - - --
0.00 0.00 0 42.86 70.71 0.00 0 42.86 83.67 
n «TA 0.10 0.77 10 29.87 74.16 1.19 10 29.87 87.75 V. (\J 0.20 1.5% 20 19.05 77.46 2.50 20 19.05 91.65 
o . h o  3.10 40 2.04 83.67 6.63 4o 2.04 98.99 
Corresponding to each parameter set in Table 5.1, 2000 samples of 
size 25 were generated and the eight estimators, PQLS» ^MLl' 
and WAVJl, were computed. The random number package, 
"Super Duper", from McGill University was used to generate values for the 
normal random variables e^, x^ and z^. The variables and were 
defined by the equations 
^t ~ ^*t + = Xt + ®t' 
^t ^ ^ t ^t ' 
The mean square error for each estimator was estimated by 
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A -I ^VVV 
leE(b) = (2000)"-^ 2 (b, ~ 1)^ 
1=1 ^ 
and the expected value by 
A 1 2000 
E(b) = (2000)""^ 2 b. , 
1=1 ^ 
where b^ Is the estimator computed for the 1^^ sample. Table 5*2 and 
Table 5.3 present the ïfonte Carlo statistics for the estimators appli­
cable when o is unknown 
ue 
Table 5.2. Mean Square Error of Estimators for 2000 Sangles of Size 25 
Expressed as a Fraction of the Mean Square Error of 
r2 Y ^z 
= 0.50 
N 
11 0.70 
% Si /y A 
^MLl Pw 
A 
y 
^MLl ^Olfi y ^OIS 
0.00 0.00 1.32 0,78 0.65 0.00 1.32 0.87 0.78 
0.10 0.25 1.34 0.78 0.66 0.38 1.12 0.88 0.80 
0.20 0.20 0.50 1.35 0.84 0.78 0.77 1.12 0.94 0.95 
0.40 1.01 1.30 0.98 1.19 1.57 1.32 1.04 1A2 
1.00 2.53 1.27 1.23 3.35 - - —  —  - -
0.00 0.00 1.34 0.79 0.65 0.00 1.11 0.87 0.79 
0.10 0.50 1.34 0.84 0.78 0.77 1.13 0.93 0.94 
0.50 0.20 1.01 1.33 0.98 1.20 1.57 1.12 1.05 1.43 
o.4o 2.02 1.32 1.20 2.58 3.46 1.08 1.09 3.26 
1.00 5.10 1.17 1.00 6.95 — - - —  - --
0.00 0.00 1.32 0.77 0.64 0.00 1.13 0.85 0.76 
0.10 0.77 1.33 0.90 0.95 1.19 I.l4 0.98 1.13 V# fU 0.20 1.54 1.29 1.14 1.89 2.50 1.12 1.10 2.18 
o.ko 3.10 1.25 1.17 4.26 6.63 l.l4 1.01 5.41 
Table 5.3. Average of the Estimators for 2000 Samples of Size 25 
K 
= 0-50 = 0.70 
y 
^MLl ^OIS 
y 
^ML4 ^MLl h oia 
0.20 
0.00 
0.10 
0.20 
0.40 
1.00 
0.00 
0.25 
0.50 
1.01 
2.53 
1.02 
0.97* 
0.97* 
0.93* 
0.86* 
1.03* 
0.99 
1.02 
1.01 
0.99 
1.01 
0.94* 
0.92* 
0.86* 
0.81* 
1.00 
0.91* 
0.84* 
0.72* 
0.51* 
0.00 
0.38 
0.77 
1.57 
0.98 
1.00 
0.97* 
0.94* 
0.98 
1.02 
1.00 
0.99 
0.99 
0.97* 
0.92* 
0.88* 
0.99 
0.92* 
0.84* 
0.71* 
0.50 
0.00 
0.10 
0.20 
0.40 
1.00 
0.00 
0.50 
1.01 
2.02 
5.10 
1.01 
0.97* 
0.95* 
0.93* 
0.86* 
1.01 
1.00 
1.00 
1.01 
0.99* 
1.01 
0.95* 
0.91* 
0.88* 
0.86* 
1.00 
0.91* 
0.83* 
0.72* 
0.50* 
0.00 
0.77 
1.57 
3.46 
1.00 
0.98* 
0.96* 
0.94* 
1.00 
1.00 
0.99 
1.00 
1.00 
0.96* 
0.93* 
0.92* 0
 0
 0
 H
 
0.70 
0.00 
0.10 
0.20 
0.40 
0.00 
0.77 
1.54 
3.10 
1.01 
0.97* 
0.95* 
0.93* 
1.01 
0.99 
1.00 
1.00 
1.01 
0.95* 
0.92* 
0.91* 
1.01 
0.91* 
0.83* 
0.72* 
0.00 
1.19 
2.50 
6.63 
1.00 
0.99* 
0.97* 
0.94* 
1.00 
1.00 
1.00 
1.00 
1.00 
0.96* 
0.95* 
0.94* 
1.00 
0.91* 
0.83* 
0.71* 
* Bias significant at the .05 level. 
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Three conclusions are possible from the results of Tables 5.2 and 
5,3. These are; 
1) The modified limited information estimator with a = has mean 
square error which is smaller than that with a = 1 for all 
parameter sets. 
2) The modified limited information estimator with a = 1 is very 
nearly unbiased for all values of the parameters. 
3) The estijnator behaves like the randomly weighted average 
estimator discussed by Huntsberger. Loosely speaking, the mean 
square error of is larger than that of ^  when y < 1.17. 
As y increases the relative mean square error of ^ reaches a 
maximum of about 1.2 for y between 2.0 and 3.0. As y becomes 
larger the mean square error of ^  approaches that of 
The mean square error portion of these conclusions is illustrated in 
Figure 5.1. In this figure the mean square error of the estimators, 
expressed as a percent of that of is plotted against y. Freehand 
curves have been drawn through the points for each estimator. 
We also note that the superiority of over is greater for 
the smaller correlation between X and z. This is to be expected because 
the two estimators are identical if = 1. 
Table 5.^ contains a comparison of the mean square errors of the 
estimators that make use of the information o =0, Uc 
Figure. 5.1. Mean Square Error of Alternative Estimators as a Percent of the tfean 
Square Error of the Modified Maximum Likelihood Estimator. 
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Table 5.4. Mean Square Error of Estimators for 2000 Samples of Size 25 Expressed as a Fraction of 
the Mean Square Error of 
fr 
L - 0.70 
% a. y  BWAIV BWAIVl Pois y BBAIV BWAIVl ^OLS 
0.00 0.00 0.98 0.84 0.96 0.73 0.00 0.95 0.92 0.94 0.86 
0.10 0.25 1.02 0.86 1.00 0.78 0.38 0.98 0.92 0.97 0.86 
0.20 0.20 0.50 1.11 0.90 1.09 0.88 0.77 1.06 0.97 1.04 1.01 
0.40 1.01 1.23 1.03 1.19 1.29 1.57 1.15 1.06 1.12 1.44 
1.00 2.53 1.42 1.22 1.37 3.34 — —  —  —  — — —  —  - -
0.00 0.00 1.02 0.87 1.01 0.78 0.00 0.97 0.92 0.97 0.87 
0.10 0.50 1.14 0.93 1.11 0.92 0.77 1.04 0.98 1.03 1.03 
0.50 0.20 1.01 1.23 1.06 1.20 1.35 1.57 1.13 1.07 1.10 1.46 
0,4-0 2.02 1.35 1.21 1.29 2.55 3.46 1.10 1.09 1.06 3.26 
1.00 5.10 1.19 1.00 1.13 6.95 —  —  —  —  — — —  —  
0.00 0.00 0.99 0.85 0.98 0.78 0.00 0.96 0.92 0.96 0.87 
0.10 0.77 1.19 0.99 1.16 1.11 1.19 1.09 1.01 1.07 1.19 
0 . ( 0  0.20 1.54 1.31 1.18 1.26 1.97 2.50 1.15 1.10 1.12 2.18 
o.4o 3.10 1.27 1.17 1.20 4.26 6.63 1.15 1.01 1.08 5.41 
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The relative mean square error of is less than one for y= 0, 
increases to a peak above one and then approaches one from above as y 
increases. Therefore, the comments made about the pair and ^  also 
apply to the pair and 
The mean square error of BWAIVl is generally larger than that of 
The superiority of can be attributed to two factors. First, 
uniformly better than the instrumental variable estimator. 
Thus, a randomly weighted average of and is expected to 
perform better than a randomly weighted average of and Second, 
B,j. is restricted so that the estimators for o^, or^ and are non-
wA X u e V 
negative whereas BWAIVl only guarantees a nonnegative estimator for 
cx~^cr^. Figure 5.2 illustrates the relationship among the mean square 
errors of BWAIVl and ^  as a function of y. 
Table 5.5 conçares the estimators using the information = 0 with 
those that do not. As anticipated, the estimators using the information 
are generally superior. However, for the parameter configuration K = 1«00, 
g = 0.50 and = 0.20 the estimated mean square errors of and 
^ were marginally below those of and respectively. For the con­
figuration K = 0.40, = 0.50 and = 0.70 the estimated mean square 
error of was marginally below that of 
^ For the parameter configuration K = 0.40, = 0.70 and = 0.50 
the mean square error of BWAIVl is slightly less than that of 
Figure 5,2. Mean Square Error of Alternative Estimators as a Percent of the Modified 
Ifeximum Likelihood Estimator, 
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Table 5.5. Effect of Inclusion of Knowledge that or^g = 0 upon the Mean 
Square Error of the Estimators 
•DS y  
^ = 0.50 z - 0'70 
% S x  
M8E(%KLk) MBE(g^) «SE(g-^) 
y  
*63(9*%) M8E(SwA) 
y  
MSEtr^) 
0.00 0.00 l.li^ 1.05 0.00 1.10 1.04 
0.10 0.25 1.18 1.07 0.38 1.08 i.o4 
0.20 0.20 0.50 1.12 l.OU 0.77 1.06 1.02 
o.ko 1.01 1.08 1.03 1.57 1.02 1.00 
1.00 2.53 0.99 1.00 — -- — 
0.00 0.00 1.20 1.08 0.00 1.11 1.04 
0.10 0.50 1.17 1.06 0.77 1.09 1.04 
0.50 0.20 1.01 1.13 l.o4 1.57 1.02 1.01 
0.40 2.02 1.01 1.00 3.46 1.00 1.00 
1.00 5.10 1.00 1.00 -- — --
0.00 0.00 1.21 1.10 0.00 1.1k 1.06 
n 7A 0.10 0.77 1.17 1.06 1.19 1.05 1.01 V, f U  0.20 1.54 1.04 1.01 2.50 1.00 1.00 
0.40 3.10 1.00 1.00 6,63 1.00 1.00 
From the results presented in Chapter III we have 
a - 60^ 
' J. eg " 
and 
By using these equations we can compute the theoretical biases of 
and to the given order of approximation, for each parameter con­
figuration. Table 5.6 contains the theoretical and empirical biases of 
and when p = 1, = a| = 100, T = 25, = 0 and the remain­
ing parameter combinations are as given in Table 5.1. 
Table 5.6. Theoretical and Empirical Bias of the Ordinary Least Squares Estimator and Modified 
Limited Information Maximum Likelihood Estimator with en = 4 
K 
4. = 0.50 
BiasC^ois) 
Theor. Emp. Theor. Emp. Theor. Emp. Theor. Emp. 
0.20 
0.00 
0.10 
0.20 
0.40 
1.00 
0.0000 
-0.0909 
-0.1667 
-0.2857 
-0.5000 
0.0014 
-0.0906 
-0.1573 
-0.2759 
-0.4946 1 
1 
1 
1 
0
0
0
0
0
 
8
 
0.0207 
-0.0304 
-0.0291 
-0.0672 
-0.1354 
0.0000 
-0.0909 
-0.1667 
-0.2857 
-0.0061 
-0.0754 
-0.1619 
-0.2890 
0.0000 
-0.0169 
-0.0311 
-0.0532 
-0.0166 
0.0001 
-0.0299 
-0.0587 
0.50 
0.00 
0.10 
0.20 
0.1+0 
1.00 
0.0000 
-0.0909 
-0.1667 
-0.2857 
-0.5000 
0.0022 
-0.0916 
-0.1700 
-0.2841 
-0.4952* t
i
l
l
 
0
0
0
0
0
 
g
.
K
^
^
8
 
0.0066 
-0.0257 
-0.0451 
-0.0697 
-0.1366* 
0.0000 
-0.0909 
-0.1667 
-0.2857 
0.0012 
-0.0851 
-0.1701 
-0.2880 
0.0000 
-0.0169 
-0.0311 
-0.0532 
0.0013 
-0.0150 
-0.0361 
-0.0569 
0.70 
0.00 
0.10 
0.20 
0.40 
0.0000 
-0.0909 
-0.1667 
-0.2857 
0.0060 
-0.0936 
-0.1669 
-0.2819 
0.0000 
-0.0237 
-0.0435 
-0.0746 
0.0070 
-0.0282 
-0.0466 
-0.0723 
0.0000 
-0.0909 
-0.1667 
-0.2857 
0.0005 
-0.0865 
-0.1670 
-0.2882 
0.0000 
-0.0169 
-0.0311 
-0.0532 
0.0009 
-0.0135 
-0.0322 
-0.0577 
* Difference between empirical and theoretical bias is significant at the 0.05 level. 
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We have generated 2000 samples of size 25 to compute 2000 independent 
ordinary least squares estimators for each parameter configuration.. Using 
the 2000 estimators we test the hypothesis that the expected value of the 
empirical bias of is the theoretical bias. The tests were carried 
out at the 0.05 level. Hence, for 26 independent tests of significance 
we expect approximately I.3 rejections. We see from Table 5.6 that one 
of the 26 hypotheses was rejected. We conclude, therefore, that the 
empirical biases are estimating the true biases. Given this conclusion, 
we test the hypothesis that the approximate bias of 0^^ is different 
from the true bias. As shown in Table 5.6, the hypothesis is rejected 
only once in 26 tests. Therefore, we conclude that the first order ap­
proximation of Bias(Pj^) is satisfactory for our problem. Similarly, 
in view of Table 5.3, the bias of is not significnatly different 
from zero. 
It is interesting to compare the empirical and theoretical mean 
square errors. From the results in Chapter III we have 
and 
MSE(r^) = [(T-2)c-J^]-V(aJtp2apH.[(T-2)a=^r2„^ 
- 2 (0-1) + (a-2)®p2(i|j] 10(1-3 ){5.5) 
when =0. By substituting the parameter values into these equations 
we obtain the theoretical mean square error of the ordinary least squares 
Ill 
estimator and approximations to the theoretical mean square errors of the 
modified limited information estimators, and . We approximate 
the mean square errors of the modified limited information estimators by-
using the first two terms of Equation 5«5 and again using the leading 
term only. Table 5.7 contains the theoretical and empirical mean square 
errors of and for = 0, oj = aj = 100, T = 25, P = 1 
and the remaining parameter combinations as given in Table 5.1. In 
Table 5.8 we present the ratios of the empirical mean square errors to 
the theoretical mean square errors. For the estimator neither the 
second order approximation nor the leading term approximation is clearly 
preferred. Therefore, for we present the ratio of the ençirical 
mean square error to both theoretical mean square errors. 
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Table 5»7» Theoretical and Empirical Mean Square Errors of the Ordinary 
Least Squares and Modified Limited Information Maximum 
Likelihood Estimators 
-
0.50 
K 
y 
Leading 
Theor. E#). Theor. Emp. Theor, Emp. Term 
0.20 
0.00 
0.10 
0.20 
0.40 
1.00 
0.00 
0.25 
0.50 
1.01 
2.53 
d
o
 
d
 d
 d
 
0.1759 
0.1476 
0.1508 
0.1652 
0.2885 
0.2723 
0.2250 
0.1977 
0.1432 
0.0813 
0.2717 
0.2241 
0.1932 
0.1383 
0.0861 
0.3629 
0.3005 
0.2548 
0.1931 
0.1153 0
 0
 0
 0
 p
 
0.3478 
0.2882 
0.2440 
0.1845 
0.1087 
0.50 
0.00 
0.10 
0.20 
o.4o 
1.00 
0.00 
0.50 
1.01 
2.02 
5.10 
d
 d
 d
 d
 d
 
0.0426 
0.0442 
0.0583 
0.1038 
0.2559 
0.0681 
0.0567 
0.0487 
0.0391 
0.0303 
0.0653 
0.0566 
0.0484 
0.0411 
0.0368 
0.0908 
0.0759 
0.0657 
0.0543 
0.0473 
0.0874 
0.0760 
0.0643 
0.0543 
0.0431 
d
 d
 d
 d
 d
 
0.70 
0.00 
0.10 
0.20 
o.4o 
0.00 
0.77 
1.54 
3.10 
0.0186 
0.0237 
0.0407 
0.0911 
0.0191 
0.0237 
O.O4O3 
0.0887 
0.0292 
0.0245 
0.0217 
0.0192 
0,0297 
0.0251 
0.0214 
0.0208 
0,0389 
0.0330 
0.0297 
0.0291 
0.0392 
0.0333 
0.0276 
0.0260 
0.0373 
0.0315 
0.0283 
0.0261 
% - 0.70 
K 
y ®E(êois) Leading 
Theor. Emp. Theor. Emp. Theor. Emp. Term 
0.20 
0.00 
0.10 
0.20 
0.40 
1.00 
0.00 
0.38 
0.77 
1.57 
0.1739 
0.1520 
0.1486 
0.1706 
0.1709 
0.1584 
0.1468 
0.1736 
0.2252 
0.1865 
0.1578 
0.1190 
0.2177 
0.1983 
0.1547 
0.1221 
0.2530 
0.2096 
0.1776 
0.1346 
0.2440 
0.2224 
0.1730 
0.1363 
0.2484 
0.2058 
0.1743 
0.1318 
0.50 
0.00 
0.10 
0.20 
oAo 
1.00 
0.00 
0.77 
1.57 
3.46 
0.0435 
0.0442 
0.0580 
0.1038 
0.0428 
0.0410 
0.0599 
0.1061 
0,0564 
0.0469 
0.0404 
0.0328 
0,0545 
0.0435 
0.0420 
0.0325 
0,0633 
0.0528 
0.0458 
0.0378 
0.0607 
0.0490 
0.0471 
0.0350 
0,0621 
0.0518 
0.0449 
0.0368 
0.70 
0.00 
0.10 
0.20 
0.40 
0.00 
1.19 
2.50 
6.63 
0.0186 
0.0237 
0.0407 
0.0911 
0.0177 
0.0225 
0.0412 
0.0926 
0.0241 
0.0204 
0.0181 
0.0163 
0.0232 
0.0200 
0.0189 
0.0171 
0.0271 
0.0230 
0.0207 
0.0193 
0.0263 
0.0227 
0.0212 
0.0196 
0.0266 
0.0225 
0.0202 
0.0187 
Table 5.8. Empirical Mean Square Error of Estimators Expressed as a Fraction of the Theoretical 
Mean Square Errors 
= 0.50 = 0.70 
K y PoiB ^ML4 ^Mll 
^MLl rela­
tive to 
leading term 
y Pois ^ML4 ^MLl tive to 
leading term 
0.20 
0.00 
0.10 
0.20 
0.40 
1.00 
0.00 
0.25 
0.50 
1.01 
2.53 
1.01 
0.97 
1.01 
0.97 
0.98 
1.00 
1.00 
0.98 
0.97 
1,06 
0.99 
1.00 
1.03 
0.93 
0.95 
1.03 
1.05 
1.07 
0.97 
1.01 
0.00 
0.38 
0.77 
1.57 
0.98 
1.04 
0.99 
1.02 
0.97 
1.06 
0.98 
1.03 
0.96 
1.06 
0.97 • 
1.01 
0.98 
1.08 
0.99 
1.03 
0.50 
0.00 
0.10 
0.20 
0.40 
1.00 
0.00 
0.50 
1.01 
2.02 
5.10 
0.98 
1.00 
1.01 
1.00 
0.98 
0.96 
1.00 
0.99 
1.05 
1.21 
0.96 
1.00 
0.913 
1.00 
0.91 
1.00 
1.05 
1.02 
1.05 
0.99 
0.00 
0.77 
1.57 
3.46 
0.98 
0.93 
1.03 
1.02 
0.98 
0.91 
1.05 
1.00 
0.96 
0.93 
1.03 
0.93 
0.98 
0.95 
1.05 
0.95 
0.70 
0.00 
0.10 
0.20 
0.40 
0.00 
0.77 
1.54 
3.10 
1.03 
1.00 
0.99 
0.97 
1.02 
1.02 
0.99 
1.08 
1.01 
1.01 
0.93 
0.89 
1.05 
1.06 
0.98 
1.00 
0.00 
1.19 
2.50 
6.63 
0.95 
0.95 
1.01 
1.02 
0.96 
1.00 
1.06 
1.06 
0.97 
0.99 
1.02 
1.02 
0.99 
1.01 
1.05 
1.05 
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B. Example 
At Iowa Methodist Hosptial, measurements on blood glucose of lô 
"normal" patients were taken using three different measuring methods. 
One method, the manual method, is thought to be accurate but expensive. 
Two machines, machine A and machine B, were the other methods used for 
measuring blood glucose in the l6 patients. We want to determine which 
of the two less expensive measurement methods should be used. Table 5.9 
contains the data collected from the l6 patients. These data were made 
available to the author by Professor David Cox who used them in a class­
room example. 
Table 5.9. Iowa Methodist Hospital Data on Three Measures of Glucose 
Using 16 Patients 
Methods 
Patients 
Manual Machine A I&chine B 
1 99 100 94 
2 118 118 111 
3 94 92 90 
k 98 102 96 
5 71 70 67 
6 96 96 92 
7 133 132 125 
8 86 88 86 
9 137 132 127 
10 99 100 96 
11 153 150 140 
12 116 116 112 
13 74 80 78 
14 108 108 102 
15 88 90 85 
16 117 116 110 
To analyze these data we postulate the model 
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Tt = °ï + 
St = °2 + ^ 
Xt = =t + "t ' 
where 
is the measurement, on the t^^ patient, taken by machine B, 
th is the measurement, on the t patient, taken by machine A, 
is the measurement taken using the manual method 
and (e^, v^, u^, x^)', t = l,2,,..,l6, are independently identically dis­
tributed as a multivariate normal vector with mean (0,0,0,^^)' and co-
variance matrix diag(o|, o^, c^, of). 
Given our assumptions, (Y^, z^, X^), t = l,2,...,l6, are independent 
identically distributed random vectors with mean (a^, o^, and co-
variance matrix 
I 
V = Ppo' 
X e 
2 
X V 
P02 \ 
po; 
cr^ + <T^ / 
X u ' 
X 
X 
The maximum likelihood estimator of the variance of (Y^, X^)' is 
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I T 
S = T -1 
2 (Y - Yf 
t=l ^ 
\ 
Z (Y -Y)(z -z) 
t=l ^ ^ 
T 
Z { z . - z f  
t=l 
sym. 
Z (Y+-Y)(z+-z) 
t=l 
T _ _ 
^Z (z^ -z)(X+ -X) 
Z (X. -x)2 
t=l ^ 
346.34 376.26 4O4.7O\ 
410.61 440.91 
\ sym. 477.62 / 
By solving the equations for the parameters ?>, p, 
and 0^ we obtain the following estimates; 
A 
3 = 0.853 (0.228) 
A 
^1 
= 10.71 (2.455) 
e 
= 1.13 (2.358) 
A 
P = 0.930 (0.233) 
A 
= 7.60 (2.511) 
gs 
V 
= 0.27 (0.670) 
X 
= 474.44 (168.861) 
% = 3» 18 (1.396) , 
where the numbers in parentheses are the estimated standard deviations of 
the estimators. Since the estimated variances. 0^ and are 
' x' e' u v' 
A A A A 
positive the estimators, p, a., a^, p, 0 , r and of, are the maximum 
X C V 3C VI 
likelihood estimators. 
The standard deviations of the estimators were computed by estimating 
the variances of the limiting distributions of 
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T^/^(P-P), -({) and 
PQJ, example, by an extension of Corollary 2.4.1, 
= 4 - 4W[z = 4 - 'YzVxz 4 - 4 - ''Yz'xz(=][Y " V 
- " *Xz) + *Yz*XY°Xz(GYz " °Yz^ 
+ Op(T"^) 
and 
1^/^(0% - -^"Co, 2^ + + =%?) + p"^(°§°z + "xz) 
+ w)'^(GX + 4^) - -''p'M'xz 
f 4(pe)-l*x,fxs + 2(pp)-^a|c^^ + Vi,) 
- 2(Pe^)'^(Vy, + 
+ VYZ>^ 
by Theorems 2.5 and 2.12, Hence, 
Var(^) = T"H2s^ + p"^(s|s| + s^) + p"^(s|s| + s|^) + (p^)'^ 
(s^l + s|j^) - 4^ ^4®XY " 4®Xz ®XY®Xz 
+ 2(pp) ^ (8^2%% + ^xY^xg) - 2(pP^) + 
- 2(8=^r\sxY=: + =Xz=Yz)] 
= 1.949. 
On the basis of the analysis of the data in Table 5.9, machine A 
should be used to measure blood blucose because < 0^. The estimator 
v e 
of the true value, x^, is obtained from the equation = 7»6o + 0,93x^-
That is 
A (Zt - 7'60) 
*t - 0.93 
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The example of this section has been presented to illustrate an 
application of instrumental variable estimation of the simple errors in 
variables model when the covariance is known to be zero. A more 
intensive study of the example may result in "better" estimates of x^. 
One should also test the hypothesis that 
It should be pointed out that the estimation procedure used in the 
example is equivalent to the procedure used by Barnett (1969) because 
the estimates of ff®, 0^ and are positive, Barnett has presented 
a similar example as have Mandel (1959) and Maloney and Manclark (19T6). 
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VI. SUMMARY AND COMMENTS 
The primary concern in this thesis has been the estimation of the 
simple errors in variables model, defined by 
Y = X p + e , 
X = X + u , 
rv rw» c/ 
where 
Y is a Txl vector of observations on the dependent variable Y, 
X is a Txl vector of unobservable true values of the independent 
variable x, 
e is a Txl vector of errors, 
X is a Txl vector of observations on the observable random variable 
X 
and 
u is a Txl vector of measurement errors. 
Under the assumption that the e^ and u^ are normally distributed 
the simple errors in variables model is nonidentifiable. Additional 
information is needed to estimate the parameters of the model. We have 
assumed that observations on a normally distributed instrumental variable, 
z, are available. The assumption that the vectors (e^, u^, x^, z^)' 
t = 1,2,...,T, are normally distributed is stronger than necessary for 
many of our results but has been made to simplify the presentation. 
Two cases of the simple errors in variables model with an instru­
mental variable have been considered. In Chapter III we estimated the 
model assuming that the error covariance, is unknown. If is 
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unknown then the only parameter of our model that is identifiable is p. 
We have considered several different estimators of p in this case. 
If Oy ^  0 and p ^ ordinary least squares estimator, 
k -S 
PQIS - ZX2 ; 
=t " V' 
is inconsistent because Cov(X^,w^) = - pc^, for all t, where w^ = 
Sx 
By viewing the model as the system of equations 
^t = 9%t + *t 
^ ^ ^t % ' 
where 6 = cT"^cr„ , we were led to consider the instrumental variable esti-
z Xz' 
mator, 
g- _gYz 
^iv acz ' 
which is a consistent, asymptotically normally distributed estimator that 
does not possess moments for finite sample sizes. 
Because does not possess moments we have considered two members 
of Fuller's (1976b) family of modified limited information maximum likeli­
hood estimators defined by 
(T-l)(2Yz)(2Xz) + aW^(Zz^) 
(%_i)(2Xz)2 + oWggfZzf) 
where a is a fixed positive real number and and are defined in 
Equations 3.I3 and 3,1^ respectively. The modified limited information 
estimator with O! = 1 has a bias of order and the estimator with 
a = k has a mean square error, to order T"^, that is uniformly less than 
that for any smaller a. The estimators p^^ have the same asymptotic 
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distribution as because ^ + 0^(1"^). 
When using the mean square error as the basis of comparison neither 
nor is preferred for all values of the parameters. Therefore, 
Feldstein (1974) derived an estimator of p constructed as a randomly 
weighted average of and For the purpose of developing an 
estimator comparable to Feldstein's we considered 
ry fsj gy / _ rw \ 
^ \ ^ w^ ' 
where W.„ and a is an estimator of the fixed weight that mini-
K iddi 16 W 
raizes the mean square error of the fixed weight estimator a$^^ + (l-a)^, 
Huntsberger (1955) showed that the mean square error of a weighted aver­
age, of two independent normally distributed estimators, with estimated 
weight depends in a critical manner on the true parameters, (of. Figure 
3.1.) Since and ^  are asymptotically independent normally distrib­
uted, we expect ^  to behave like Huntsberger's estimator, defined by 
Equations 3.I8 and 3.19, in large sangles. Theorem 3.I is a statement 
of this fact. 
In the case where is known to be zero all the parameters, of 
the simple errors in variables model with an instrumental variable, are 
identifiable. For the case = 0 it was convenient to write the model 
as the multivariate errors in variables model defined by 
\ ' 
h ' \ ' 
f t= 1,2,«..,T, 
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where are normal independent (0,CT^) random variables independent of 
Uj, e^ and Xj for all t and j, and p = Then the vectors (Y^, X^, 
z^)* are normal independent random vectors with covariance matrix 
°x + < 
sym, p2(j2 ^ \ X V 
A consistent estimator of 
1= (e, "l, P. <=%, 
is easily obtained by solving the equations 
+ (^ = T"^2Y® = s| , 
pcr^ = T'^aCY = 8^, 
~ T 2YZ = Sy^f 
^ ' 
pCT^ = T ZXz = ®Xz 
and 
p2a2 + pS = T-lggS = g2 
X V z 
for the parameters p, or^, p , o^, and The resulting estimator, 
9-(Piy^ ®YZ®XY®XZ' ®XY®YZ' 4 ' ®XZ®YZ®XY' ®X ' ^YZ^XY^Z' ®Z ' ®XY®XZ®YZ^ ' 
is the maximum likelihood estimator of 9 provided the variance estimates 
rv 
are nonnegative. The estimator, was proposed by Barnett (19^9) for the 
simplest linear multivariate structural relationship model. There is no 
guarantee that Barnett's estimates of cj^, o^, and are nonnegative. 
In Chapter IV we have derived the restricted maximum likelihood 
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ML 
estimator of the vector 9. That is the estimator of 0 that maximizes 
the likelihood function on the parameter space. The maximum likelihood 
estimator, denoted by 8^, was derived under the assumption that p ^ 0. 
A 
However, the first component of 8^, defined by 
^IV ®XY ^ ^IV ®XY ^ ° ^n ^ ^ z' 
or if = cr^ = 0: or if = 0 
u e u V 
PjN' ^IV®XY ^  ®Y' ^IV ®XY ^ ^ %.n ^  ^ z' 
or if = 0^ = 0 and i o 
e V u ^ 
otherwise, 
is a consistent estimator of p for all p including p = 0, (cf. Theorem 
4.2.) 
Since the modified estimators, and 
g ^ (T-l)ZXYZY^ 
(T-5)(2XY)^ + 4ZY^2X^ 
are expected to perform better than and p,., = sZ^^f. respectively. 
AX 1 
we proposed the following estimator of p when = 0: 
^OIS' ^ML4®XY ^  ®X' ^ML4®XY ^  ° ^in ®Yz» 
or if 0^ = @2 = 0; or if = 0 
u e ' u V 
" ^MA^XÏ > 4i < 0 :&ia = %z! = 
or if = 0 and i Q 
e V u ' 
^ML4' otherwise. 
In Theorem 4.3 and Corollary 4.3.1 we proved that the asymptotic distri­
bution of T^/^(Pj^ - p) and " P) is the asymptotic distribution 
of - p) when p / 0 and ^ is in the interior of the parameter 
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space. 
The result of Theorem 4.4 is that, in large samples, the restricted 
maximum likelihood estimator of (5, can be expected to have a smaller 
mean square error than that of The gain in the asymptotic efficiency 
of over can be attributed to the fact that the information = 0 
A 
was used in the construction of 
Peldstein (1974) proposed a randomly weighted average estimator of 
3 that uses the information = 0. Feldstein attempted to find the 
fixed weight that minimizes the asymptotic mean square error of the 
weighted average + (l-T))^^^. There is a mistake, however, in his 
derivation of the asymptotic mean square error of We 
have shown that the weight 
\ln " 1 + (T+1)K® < If J 
-1 
where K = yields the fixed weight weighted average with the small­
est asymptotic mean square. It was apparently Feldstein's intention to 
study estimator 
where 
and 
iin 
1 + (T+l)ê® I ^-I- ( 
LL I 
+ 2^ 
-1 
A 
K = 
C(Pnr=)"X,] - h if (P„T=)"X, > 1 OLS^ ^IV-* ' ^^015^ ^IV 
0 , otherwise , 
The motivation for the estimator, BWAIVl, is the same as that for 
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Huntsberger's (1955) estimator defined by Equations 3.I8 and 3•19» Hence, 
we expect BWAIVl to behave as illustrated in Figure 3.1. 
Peldstein used Ê as an estimator of K = However, K — 
A / A . « 
only if cr^g = 0 and defining K to be zero when (Pqis^ ^iv is 
justified only if = 0. When = 0, the restriction guarantees a 
nonnegative estimator of but the estimators of cr^ and are 
unrestricted. Therefore we proposed the randomly weighted average esti­
mator, 
®XY ^  ° %.n ^  ^ z' 
or if 0^ = = 0; or if 0 = 0 = 0 
u e ' u V 
^WA ^ ^ ^W®XY ^  ®Y' ®XY ^  ° ^n ^ ^ z' 
or if CT^ = cr^ = 0 and 0^ ^ 0 
e V u ^ 
otherwise , 
as a competitor of BWAIVl because the variance estimates obtained using 
are nonnegative. 
The results of a Monte Carlo study were presented in Chapter V. The 
Monte Carlo statistics are consistent with the theory presented in 
Chapters III and IV. For example the empirical bias of is nearly 
zero and the empirical mean square error of is uniformly smaller 
than that of . The ordinary least squares estimator had a significant 
bias for parameter configurations with ^ 0. The empirical mean square 
error of the randomly weighted average estimators, and BWAIVl, 
demonstrated the same type of behavior as the mean square error of 
Huntsberger's estimator defined by Equations 3«18 and 3.I9 (compare 
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Figures 5.1 and 5.2 with Figure 3.1). The empirical mean square error of 
BWAIVl is uniformly smaller than that of BWAIV and the mean square error 
of is generally smaller than that of BWAIVl. (cf. Figure 5.2.) Finally, 
the use of the information = 0 has resulted in improved estimators of 
3. (cf. Table 5.5.) 
On the basis of the theory in Chapters III and IV and the Monte 
Carlo results of Chapter V, Fuller's modified limited information esti­
mator with a = k can be recommended for instrumental variable estimation 
when is unknown and the objective is to minimize the mean square 
error of the estimator of p. Likewise, the modified maximum likelihood 
estimator, 0^, can be recommended if is known to be zero. The mean 
square error function of the randomly weighted estimators is similar to 
that obtained by Hunstberger for analogous combinations of normal esti­
mators. That is, the randomly weighted estimator has a smaller mean 
square error than the modified maximum likelihood estimator if the bias 
in the second estimator is 'small' and a larger mean square error other­
wise. 
There are many practical situations to which the estimation techniques 
discussed in this thesis may be applied. We have presented an example 
of such a situation in Section B of Chapter % The papers by Barnett 
(1969), Grubbs (1948, I973), Maloney and Manclark (1976) and Mandel 
(1959) suggest further applications of the maximum likelihood procedure 
discussed in Chapter IV. Since Model 4.1, 4.2, 4.3 is equivalent to the 
simple factor analysis model with three observable variables and one 
common factor (cf. Section D.3 of Chapter I), factor analysis is another 
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area of application for our results. 
We have considered the estimation of the multivariate linear errors 
in variables model with p = 3 and k = 1. Our results are not immediately 
generalized to other identifiable models. In particular, many of our 
results cannot be easily generalized to the model with k = 1 and p > 4. 
The efficient estimation of the parameters in Model 1.9, 1.4, 1.8, with 
k = 1 and p > 4, needs to be investigated. The iterative techniques 
used to obtain the maximum likelihood estimates of the parameters in 
factor analysis models (cf. Section D.3 of Chapter I.) can be applied to 
multivariate linear errors in variables models. However, a simpler 
efficient estimation procedure would be useful. 
The difficulties encountered when estimating the multivariate linear 
errors in variables model with k = 1 and p > 4 are due to the overidenti-
fication of the model. Hence, similar difficulties exist when estimating 
any overidentified errors in variables model. Suppose, for example, 
that the parameters, and or , of the model 
maximum likelihood estimators. The basic question that must be answered 
are known. Then (sj - (s^y " 
[(s» - of )"'^(Sy - of are consistent estimators of p but are not 
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for overidentified models is how can the information contained in each of 
several possible estimators be efficiently combined? 
In Section C.2 of Chapter I we have pointed out the Villegas* 
estimator is the maximum likelihood estimator for the kxl vector ^  of the 
univariate functional relationship model with normal errors and repli­
cated observations. The maximum likelihood estimator of p in the corres­
ponding structural model has not been derived. 
Mandel (1959) bas considered models with two variables where the 
variance of one of the errors increases with one of the variables, An 
example of such a model is 
^t = ^*t + =t' 
^t = *t *t ' 
where Var(x, ) = d^, Var(u. ) = cjf and Var(e. ) = afx. for all t. There are W X V 11 U 0 V 
well known methods for estimating such models if = 0. The presence 
of measurement error, however, conçlicates the estimation of p. There 
are several questions one could ask when considering models of this type. 
One question of interest is how should the model be estimated when repli­
cated observations are available? 
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