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Abstract— Safety and tracking stability are crucial for safety-
critical systems such as self-driving cars, autonomous mobile
robots, industrial manipulators, etc. To efficiently control safety-
critical systems to ensure their safety and achieve tracking
stability, accurate system dynamic models are usually required.
However, accurate system models are not always available in
practice. In this paper, a learning-based safety-stability-driven
control (LBSC) algorithm is presented to guarantee safety and
tracking stability for nonlinear safety-critical systems subject to
control input constraints under model uncertainties. Gaussian
Processes (GPs) are employed to learn the model error between
the nominal model and the actual system dynamics, and the
estimated mean and variance of the model error are used
to quantify a high-confidence uncertainty bound. Using this
estimated uncertainty bound, a safety barrier constraint is
devised to ensure safety, and a stability constraint is developed
to achieve rapid and accurate tracking. Then the proposed
LBSC method is formulated as a quadratic program incor-
porating the safety barrier, the stability constraint and the
control constraints. The effectiveness of the LBSC method is
illustrated on a safety-critical connected cruise control (CCC)
system simulatior under model uncertainties.
I. INTRODUCTION
Safety is a fundamental issue for safety-critical sys-
tems [1], such as self-driving cars, autonomous mobile
robots, industrial manipulators,chemical reactors, etc. Safety-
critical systems may operate in unsafe states due to
model inaccuracies, external disturbances, and environmental
changes. It will lead to unexpected failures and severe
damages to machines, environments and even human life [2].
On the other hand, achieving stable tracking performance
with respect to tracking accuracy and convergence rate is
crucial for dynamical control systems to accurately follow
the desired states. However, there is a tradeoff between
safety and tracking performance, and it is difficult for safety-
critical systems with control input constraints to simultane-
ously satisfy safety and stabilization constraints in pratical
applications. For example, it is challenging for a self-driving
car to rapidly converge to and maintain a desired speed while
avoiding unexpected obstacles. For a team of safety-critical
vehicles, each vehicle keeps tracking its front vehicle at a
desired constant speed while maintaining a safe following
distance with it in normal situations. However, when a
vehicle decelerates urgently in unexpected situations, the
vehicle behind has to violate its stability constraint and
reduce its speed to avoid collision with the front vehicle.
In these cases, there exists a conflict between safety and
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Fig. 1. Block diagram of our proposed strategy. GPs are utilized to
learn the model errors of the safety critical systems. A high confidence
interval D with respect to the uncertainty bound can be evaluated based on
the predicted mean µ and variance σ2 of the model errors. Using the high
confidence interval D, the LBSC is formulated unifying the safety barrier,
the stability constraint and the control constraints. The symbol s, sd and
u denote the actual system state, the desired system state and the control
input, respectively.
stable high-performance tracking. For safety-critical system,
the safety must not be violated and the tracking errors should
be kept as small as possible. Hence, it is important to develop
efficient methods for safety-critical systems to mediate the
tradeoff between safety and tracking performance.
Accurate system models are usually required to achieve
safety and accurate tracking for dynamical control sys-
tems. However, exact system models are hard to obtain or
even unavailable in practical applications. To address this
challenging problem, Gaussian Processes (GPs) have been
incorporated into Model Predictive Control (MPC) to account
for model uncertainties [3]–[5]. However, it is nontrivial
to specify a proper cost function [6] to handle safety and
tracking performance tradeoff.
Alternatively, the CBF-CLF-QPs approaches [7] incorpo-
rating control barrier functions (CBFs) and control Lyapunov
functions (CLFs) based quadratic programs(QPs) are promis-
ing to mediate the tradeoff between safety and tracking sta-
bility, with the safety being guaranteed. The CBF-CLF-QPs
framework has achieved a great success in varieties of safety-
critical systems such as adaptive cruise control systems [8],
[9], freedom bipedal robots [10] and quadrotor systems [11].
Nevertheless, in the presence of model uncertainties, the
safety constraints and tracking stability constraints may be
violated.
Considering the limitations of current learning-based MPC
approaches and CBF-CLF-QPs methods, learning-based ap-
proaches are desirable to be developed to ensure both safety
and tracking stability for the nonlinear safety-critical systems
with model uncertainties. Particularly, as the safety must not
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be violated, it should mediate the tradeoff between safety and
stabilization objective when there exists conflicts between
them.
In this paper, drawing inspiration from the CBF-CLF-QPs
framework, we propose a learning-based algorithm utilizing
GPs to model the uncertain dynamical system (inaccurate
system parameters, continuous road grade changes, etc)
online. The predicted mean and variance of GPs are used to
quantify a high confidence interval for uncertainty. With the
estimated uncertainty bounds, a safety barrier represented by
CBFs is devised to enforce safety, and a stability constraint
base on CLFs is formulated to achieve high-performance
tracking. Considering input constraints, the learning-based
safety-stability-driven control (LBSC) algorithm for safety-
critical systems is formulated in a standard QP formulation
incorporating the safety barrier and the stability constraint as
shown in Fig. I.
The main contributions of this paper are presented as
follows:
• A novel learning-based algorithm LBSC is presented
to achieve safety guarantees and stabilization objective
for the nonlinear safety-critical systems with model
uncertainties.
• The LBSC method is formulated as a QP incorporating
the safety, the stability and the control constraints to
mediate the tradeoff between safety guarantees and
tracking stability.
• The effectiveness of the LBSC algorithm is illustrated
via numerical simulations on the safety-critical con-
nected cruise control system.
This paper is organized as follows: Section II presents
preliminaries used in this paper. The problem statement is
introduced in Section III. The proposed LBSC algorithm is
presented in Section IV with necessary derivations. Simula-
tion results are shown in Section V on a connected cruise
control safety-critical system to validate the LBSC approach.
Finally, conclusions are drawn in Section VI.
II. PRELIMINARIES
In this section, a review of Control Barrier Functions
(CBFs), Control Lyapunov Functions (CLFs) and Guassian
process (GPs) are presented.
Consider a nonlinear affine control system
x˙== f (x)+g(x)u, (1)
where x ∈X ⊆ Rn, u ∈U ⊆ Rm denote the states and the
control input of the system, and the function f : Rn → Rn
and g : Rn→ Rn×m are Lipschitz continuous.
A. Control Barrier Functions (CBFs)
CBFs have been widely used in control systems to enforce
safety constraints [12]. A safety set S [12] is considered to
motivate a formulation of the CBFs, which is defined by
S := {x ∈ Rn|h(x)≥ 0}, (2)
where h : Rn→ R is a continuously differentiable function.
Definition 1 ([13]). The set S is called forward invariant,
if for every x0 ∈S , x(t,x0) ∈S for all t ∈ R+0 .
With a view towards ensuring forward invariance of the
set S , e.g. mobile robots staying in the collision-free safety
set at all time, we consider the following definition.
Definition 2 ([8]). For the dynamical system (1), given
a set S ⊂ Rn defined by Eqn. (2) for a continuously
differentiable function h : Rn → R, the function h is called
a Zeroing Control Barrier Function (ZCBF) defined on the
set D with S ⊆ D ⊂ Rn, if there exists an extended class
K function [13] α such that
sup
u∈U
[L f h(x)+Lgh(x)u+α(h(x))]≥ 0,∀x ∈D , (3)
where L represents the Lie derivatives. To be more specific:
L f h(x) =
∂h(x)
∂x
f (x), Lgh(x) =
∂h(x)
∂x
g(x). (4)
ZCBF is a special control barrier function that comes with
asymptotic stability [9]. Existence of a ZCBF implies the
asymptotic stability and forward invariance of S as proved
in [9].
B. Gaussian Processes
In this paper, we consider an uncertain control affine
system with partially uncertain dynamics:
x˙= f (x)+g(x)u+d(x), (5)
where x ∈X ⊆ Rn donotes the system state, u ∈ U ⊆ Rm
is the control input, the functions f :Rn→Rn and g :Rn→
Rn×m compose a prior model representing our knowledge of
the actual system, and model error d : Rn → Rn represents
uncertain discrepancies between the prior model and the
actual system. Similar to [14], assume that the functions
f (x), g(x) and d(x) in Eqn. (5) are Lipschitz continuous
to generalize the dynamics to the unexplored states.
A GP is an efficiently nonparametric regression method
to estimate complex functions and their uncertain distribu-
tion [15]. GPs can be used to learn the model error d(x) using
the collected data from the system during operation. To make
the problem tractable, similar to Assumption 1 in [16], the
following regularity assumption is considered.
Assumption. The unknown model error d(x) has a bounded
norm in the associated Reproducing Kernel Hilbert Space
(RKHS) [17], corresponding to a differentiable kernel k.
This assumption can be interpreted as a requirement on the
smoothness of the model error d(x) (e.g. inaccurate system
parameters, continuous road grade changes for a car). Also,
its boundedness implies that d(x) is regular with respect to
the kernel [18]. In this study, GPs [15] are used to learn
the model uncertainty d(x) in Eqn (5) with the regularity
assumption.
Given n observations Dn := {xi, dˆ(xi)}ni=1, the mean and
variance of d(x∗) at the query state x∗ can be given by
µ(x∗) = kTn (K+σ
2I)−1dˆn, (6)
σ2(x∗) = k(x∗,x∗)−kTn (K+σ2I)−1kn, (7)
respectively, where dˆn = [dˆ(x1), dˆ(x2), ..., dˆ(xn)] is the ob-
served vector subject to a zero mean Gaussian noise ω ∼
N (0,σ2). K ∈ Rn×n is the covariance matrix with en-
tries, where [K](i, j) = k(xi,x j), i, j ∈ {1, ...,n}, and k(xi,x j)
is the kernel function used to measure the similarity be-
tween the observed data points and the query states; kn =
[k(x1,x∗),k(x2,x∗), ...,k(xn,x∗)], and I ∈ Rn×n is the identity
matrix.
With the system model error d(x) learned by the GPs, a
high probability confidence interval D(x) on the uncertain
dynamics d(x) can be obtained to enforce its uncertainty
bound by designing the constant cδ [16].
D(x) = {d | µ(x)− cδσ(x)≤ d ≤ µ(x)+ cδσ(x)}. (8)
For instance, 95.5% and 99.7% confidence of the un-
certainty bound can be achieved at cδ = 2 and cδ = 3,
respectively.
III. PROBLEM STATEMENT
Consider the uncertain nonlinear control affine system (5)
with a given initial state. We aim to design a learning-based
controller to track a desired trajectory. The controller must
satisfy both the initial state constraints and the control input
constraints. Meanwhile, it should rapidly and asymptotically
drive the system (5) to the target state with safety guarantees
under model uncertainties. Specifically, the following desired
objectives need to be satisfied:
• Safety: The control scheme should guarantee the safety
of the uncertain safety-critical systems under model un-
certainties with probability that can be made arbitrarily
high through the controller design.
• Tracking stability: For feasible desired trajectories, the
tracking errors can rapidly and asymptotically converges
to a sufficiently small neighborhood of the desired
state with probability that can be made arbitrarily high
through the controller design.
• Adaptability: The controller should enable the closed-
loop control system to online adapt to system pa-
rameter changes as well as continuous environment
disturbances.
• Tradeoff between safety and stability constraints:
The controller can mediate the tradeoff between safety
guarantees and high-performance tracking with respect
to tracking accuracy and convergence rate enforced by
stability constraints.
IV. LEANING-BASED SAFETY-STABILITY-DRIVEN
CONTROL (LBSC) APPROACH
In this section, inspired by the CBF-CLF-QPs [7], a LBSC
controller is proposed based on GPs under the Lipschitz
continuous assumption for the system (5) and the Assump-
tion in II-B. The performance of the LBSC algorithm is
analyzed with respect to four control objectives addressed
in III. Moreover, safety guarantees and tracking stability of
the LBSC algorithm will be formulated mathematically in
details.
A. Safety Barrier
Based on ZCBF defined in Definition 2, a safety barrier
for safety-critical systems can be constructed. Concretely, we
aim to design a safety barrier for the uncertain system to keep
the state x in the forward invariant safety set.
As the model error d(x) is unknown in prior, GPs are
employed to estimate the model uncertainties in terms of the
predicted mean µ(x) and variance σ(x) of the model error
d(x) through Eqns. (6)and (7).
Using the definition of the ZCBF and the high confidence
interval D(x) defined by Eqn. (8) with respect to model
uncertainties, for all x ∈S , the following safe control space
Krzb f is formulated for the uncertain dynamical system (5).
Krzb f (x) = {u ∈U | inf
d∈D(x)
[h˙(x)+α(h(x))]≥ 0}. (9)
where h(x) is a ZCBF, h˙(x) = ∂h(x)∂x x˙ = L f h(x)+Lgh(x)u+
Ldh(x), and Ldh(x) denotes the Lie derivatives of h with
respect to the model error d(x).
Lemma 2. Given a set S ⊂ Rn defined by Eqn. (2) with
an associated ZCBF h(x), the control input u ∈ Krzb f has a
probability of at least (1− δ ), δ ∈ (0,1), to guarantee the
forward invariance of the set S for the uncertain dynamical
system (5)
Proof: From Lemma 1, there is a probability of at least
(1−δ ) such that the bounded model uncertainty d(x)∈D(x)
for all x ∈X . Since the control input u ∈ U of the safe
control space Krzb f satisfies the constraint in Eqn. (9), the
following result holds with a probability of at least (1−δ ):
h˙(x)+α(h(x))≥ 0,∀x ∈S . (10)
Consequently, the control input u ∈U of the safe control
space Krzb f has a probability of at least (1−δ ) to guarantee
the forward invariance of the set S for the uncertain
dynamical system (5) as proven in [8].
For convenience, the constraint in Eqn (9) can be equiva-
lently expressed as
L f h(x)+Lgh(x)u+Lµh(x)− cδ |Lσh(x)|+α(h(x))≥ 0,
(11)
where Lµh(x) and Lσh(x) denote the Lie derivatives of h(x)
with respect to µ and σ , respectively.
Remark 1. Using more informative data collected for the
system dynamics, the bounded uncertainty σ will gradually
decrease. Thus, the probability rendering S forward invari-
ant is much higher than (1−δ ) in most cases.
B. Stability Constraint
In this study, a stability constraint is developed to enforce
rapidly tracking stability with respect to exponential stabil-
ity [13] in the presence of model uncertainties.
The desired stable high-performance tracking with respect
to convergence rate and tracking accuracy can be captured
by a exponentially stabilizing control Lyapunov f unction
(ES−CLF) [19], [20]. Based on a ES-CLF and the high
confidence interval D(x) defined by Eqn. (8) with respect to
model uncertainties, for all x∈S , we consider the following
admissible stabilizing control space to ensure stable high
tracking performance for the uncertain dynamical system (5)
Krcl f (x) = {u ∈U | sup
d∈D(x)
[V˙ (x)+ cV (x)]≤ 0}, (12)
where V (x) is a ES-CLF, V˙ (x) = ∂V (x)∂x x˙ = L fV (x) +
LgV (x)u+LdV (x), and c is a positive constant.
Similar to part IV-A, the uncertainty bound of d(x) in
Eqn. (5) can be determined via GPs.
Lemma 3. Given a set S ⊂ Rn defined by Eqn. (2) with
an associated ES-CLF, the control input u ∈ Krcl f has a
probability of at least (1− δ ), δ ∈ (0,1), to exponentially
stabilize the uncertain dynamical system (5).
Proof: From Lemma 1, there is a probability of at least
(1−δ ) such that the bounded model uncertainty d(x)∈D(x)
for all x∈X . Since the control input u∈U of the stabilizing
control space Krcl f satisfies the constraint in Eqn. (12), the
following result holds with a probability of at least (1−δ ):
V˙ (x)+ cV (x)≤ 0,∀x ∈S . (13)
As a result, the control input u ∈U of the control space
Krcb f has a probability of at least (1− δ ) to exponentially
stabilize the uncertain dynamical system (5) as shown in [19].
For convenience, the constraints in Eqn. (12) can be
simplified as follows,
L fV (x)+LgV (x)u+LµV (x)+ cδ |LσV (x)| ≤ −cV (x). (14)
With a associated ES-CLF, we can enforce the state of the
uncertain dynamical system (5) to exponentially converge to
the desired state with a probability larger than (1−δ ) based
on Eqn. 14.
Remark 2. With more informative data collected for the
system dynamics, the bounded uncertainty σ will gradually
decrease. Thus, the probability of the control input u ∈U ∈
Krcl f to enforce tracking stability with respect to exponential
stability for the uncertain dynamical system (5) is much
higher than (1−δ ) in most cases.
C. Leaning-based Safety-Stability-Driven Controller (LBSC)
In practical applications, the safety-critical systems are
usually subject to control input constraints, such as torque
saturation constraints. In this study, using the estimated
uncertainty bound estimated by GPs, the LBSC approach
is formulated as a quadratic program (QP) controller incor-
porating the safety barrier (represented by CBF) in Eqn. 11
, stabilization objective (represented by ES-CLF) in Eqn. 14
and the control constraints.
Furthermore, the tradeoff of safety and tracking stability
is mediated by setting relaxation variables for safety and
stability constraints. The proposed LBSC controller is then
formulated as follows:
u∗(x) = argmin
u∈Rm,(ε,η)∈R
1
2
uTH(x)u+Kεε2+Kηη2, (15)
s.t. Arzb f u+brzcb f ≤ ε, (Safety)
Arcl f u+brcl f ≤ η , (Stability)
umin ≤ u≤ umax, (Control Constraints)
where
Arzcb f =−Lgh(x),
brzcb f =−L f h(x)−Lµh(x)+ cδ |Lσh(x)|−α(h(x)),
Arcl f = LgV (x),
brcl f = L fV (x)+LµV (x)+ cδ |LσV (x)|+ cV (x),
umin ∈ U and umax ∈ U are the lower bound and the
upper bound of the control inputs, respectively; H(x) ∈
Rm×m is positive definite; c is a positive constant; ε and η
are relaxation variables for safety and stability constraints,
respectively; Kε and Kη are two positive constants to penalize
safety and tracking stability violation, respectively.
The solution u∗(x) to the QP problem in Eqn. (15) is
always feasible, because the relaxation variables ε and η
can ensure no conflict among the safety, stability and control
input constraints. Similar to Theorem 3 in [9], it can be
proved that u∗(x) is Lipschitz continuous. Moreover, the
optimization is not sensitive to the parameters Kε and Kη as
long as they are large enough (e.g. Kε = 1030, Kη = 1020). In
this way, the safety and stability constraints violations will be
penalized heavily when the parameters are set large values.
Remark 3. Note that Kε (related to safety) is set extremely
larger than Kη (related to stabilization) to make the safety
guarantees much stricter than the stabilization objective of
tracking. As a result, the QP formation in Eqn. (15) can
handle the tradeoff between safety and tracking stability. If
there are no control inputs satisfying both safety and tracking
stability constraints, it would sacrifice tracking performance
to guarantee safety constraints.
V. EXPERIMENTS
In this section, the connected cruise control (CCC) system,
a typical nonlinear safety-critical system, is examined to il-
lustrate the performance of the proposed LBSC approach. For
a CCC system consisting of a team of cars (one controlled car
among several human-driven cars), urgent deceleration of the
lead car in unexpected situations may cause the car behind
to collide with the front car. Moreover, the self-driving car
in the CCC system may drive in unsafe states due to model
uncertainties. It poses a critical challenge to achieve accurate
tracking and safety guarantees for the CCC system in these
situations. The LBSC approach is investigated by comparing
it against other three baselines in simulations for the CCC
system.
• GP-based Adaptive sampling (GPAS) Method [4]:
An adaptive sampling based MPC strategy through GPs
and cross entropy. The GPAS is performed for the CCC
system by elaborating a cost function measuring the
tradeoff between safety and tracking performance.
• Control barrier function and control Lyapunov func-
tion based quadratic programs (CBF-CLF-QPs) [8]:
The ZCBF is utilized for the CBF-CLF-QPs [8] as it
porvides robustness property under model perturbations
as investigated in [9].
• LBSC-N: An ablation version of the proposed LBSC
algorithm in Eqn. (15). In the LBSC-N the value of the
weight Kε for safety constraints is equal to the weight
Kη for stability constraints, i.e., Kη = Kε = 1030.
A. Experimental setup
For the CCC system, we consider a chain of five cars
following in order on a straight road with uncertain slope
or grade, including the autonomous car 4 and four human-
driven cars including cars 1, 2, 3 and 5. Car 1 leads the
chain of five cars with a series of aggressive acceleration and
urgent braking events. To form the fleet of five cars, the space
headway between a car and its front car is required to range
from the minimum safe distance to the maximum tracking
distance. With this constraint of the space headway, a car
can guarantee the safety while rapidly track the car in front
of it in the presence of urgent deceleration and acceleration.
In the CCC system, assume that each car can access to its
front cars positions, velocities and accelerations via vehicle-
to-vehicle (V2V) communication [21].
For the CCC system, its states are denoted as q= [p1, v1,
a1, p2, v2, a2, p3, v3, a3, p4, v4, a4, p5, v5, a5], where pi, vi,
and ai are the position(in m), velocity (in m/s), acceleration
(in m/s2) of the ith car , respectively; and the control inputs
are represented as u= [u1, u2, u3, u4, u5], where the control
input ui (in Newtons) of the ith car is the total wheel force.
The car dynamics are inspired by previous work [9]:[
p˙i
v˙i
]
=
[
vi
ai
]
=
[
vi
−Fr−Ff
M
]
+
[
0
g∆θ
]
+
[
0
1
M
]
ui,
(16)
where Fr = f0 + f1v f + f2v2f is the aerodynamic drag (in
Newtons) with constants f0, f1 and f2; Ff = f fMg is the
rolling resistance(in Newtons), and f f is the rolling resistance
coefficient determined empirically; M is the mass of the car,
and g is the gravitational acceleration; ∆θ is a perturbation
to vi (reflecting unmodeled road grade).
TABLE I
ACCURATE SYSTEM PARAMETER VALUES IN SIMULATIONS
M 1650 kg g 9.81 m/s2
kb 30 kp 2000
f f 0.015 f0 0.1 N
f1 5 N · s/m f2 0.25 N · s2/m2
vmax 40 m/s amax 0.3 × 9.81 m/s2
ca 0.3 cd 0.3
On the other hand, the control input ui considering in
Eqn.(16) for ith human-driven cars are described as fol-
lows [21]:
ui(t) =kb(Vi(pi+1(t)− pi(t)− li)− vi(t))
+ kp(vi+1(t)− vi),
(17)
Vi(Bi) =

0 if Bi ≤ Bst,i
ki(Bi−Bst,i) if Bst,i < Bi < Bgo,i
vmax Bi ≥ Bgo,i
, (18)
where kb and kp denote two control gains; Bi = pi+1− pi− li,
and li denotes the length of ith car; Bst,i and Bgo,i denote
coefficients of the control law used by the ith human-driven
car, i= 2,3,5. For a small following distance (Bi <Bgo,i), the
car intends to stop, while for a large following distance (Bi≥
Bgo,i), it intends to travel with the speed limit vmax. In our
experiments, Bst,i = 25m and Bgo,i = 100m are determined
empirically.
Other parameter values of the CCC systems are set re-
ferred to [12] and [21].
In the simulations, the accurate system parameters are
given in Table I. The initial states of the CCC system are
set as q = [ 0 m, 18 m/s , 0m/s2, 60 m, 18 m/s, 0m/s2,
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Fig. 2. (a) The velocity of the lead car in three phases. (b) The rolling
resistance coefficient of the road.
120 m, 18 m/s, 0 m/s2, 180 m, 18m/s, 0m/s2, 240 m, 18
m/s, 0 m/s2 ].
In the presence of model uncertainties (i.e., uncertain
rolling resistance, aerodynamic drag and uncertain slope or
grade), we aim to control the input of the autonomous car
4 between the human-driven car 3 and car 5 to enable the
autonomous car 4 to rapidly converge to a fixed cruising ve-
locity, maintain it and meanwhile keep a safe space headway
(between 25 m and 100 m) with its front human-driven car
3 in the chain of five cars.
To study the tracking performance of the LBSC controller
in various situations, the velocity of the lead car varies
according to the three phases as shown in Fig. 2(a).
Phase 1 (0s ∼20s). The lead car 1 accelerates from 18m/s
to 20m/s with a fixed acceleration and then drives smoothly
at a constant speed of vd .
Phase 2 (20s ∼70s). The lead car 1 rapidly accelerates
to reach the velocity of 30m/s and then maintains a fixed
speed until 40s. After that, it urgently decelerates back to
the velocity of 20m/s.
Phase 3 (70s ∼100s). The velocity of the lead car 1 is set
to slightly and continuously vary as a sin function.
Road Disturbances. In each phase, the rolling resistance
coefficient f f of the road is shown in Fig. 2(b). In phase 3,
A grade perturbation is given by g∆θ = 2.5sin(0.5t) when
the simulation time t ≥ 70s.
Model Uncertainties. Assume that the autonomous car 4 has
prior knowledge of nominal models of its own dynamics and
the other human-driven cars. To illustrate the discrepancies
between the nominal and the accurate models, the parameter
values of the nominal models known by the car 4 in prior
are set differently from the accurate values.
• The parameters of the crude model of the car 4 in
Eqn.(16) are set as f f = 0.2, Fr = 0, ∆θ = 0.
• The parameters of the other human-driven cars in
Eqns. 18 and (16) are set as kb = 20, kp = 1000,
f f = 0.2, Fr = 0, ∆θ = 0.
Safety Constraints. The position of the autonomous car 4
is constrained within an interval between the Bst,4 and Bgo,4,
Bst,4 ≤ p3− p4 ≤ Bgo,4. (19)
This safety range aims to maintain a safe following
distance as specified by a space headway. In the experiments,
we set Bst,4 = 25m, Bgo,4 = 100m. The space headway hence
ranges from 25m to 100m. The barrier certificates h1(x) and
h2(x) can be parameterized as
h1(x) = p4− p3−Bst,4,
h2(x) =−p4+ p3+Bgo,4,
(20)
respectively. In the following experiments, we set Bst,4 =
25m, Bgo,4 = 100m.
Tracking Performance. The LBSC controller aims to
rapidly drive the autonomous car at a desired cruising veloc-
ity with high tracking accuracy. This stabilization objective
is encoded as a ES-CLF in a standard quadratic form as:
V (x) =
1
2
||v4− vdes4||2. (21)
In each phase, the tracking errors are evaluated via Mean
Absolute Error (MAE) betweeen the desired and tracked
velocity of the autonomous car 4:
MAE =
1
T
T
∑
t=1
‖ v4(t)− vdes(t) ‖ (22)
where T is the number of samples in each phase.
Control Constraints. Similarly to [12], the control input set
considered in the CCC system is defined by:
UCCC = [umin, umax] = [−cdMg, caMg], (23)
where umin and umax are the maximum control value for
deceleration and acceleration, respectively. cd and ca denote
deceleration and acceleration coefficients, respectively.
In the following experiments, each GPs model uses the
past Ts = 30 observations collected at 50 Hz to predict model
uncertainties and road perturbations online. To generate high
confidence intervals in n, we use D(x) = {d | µ(x) −
cδσ(x) ≤ d ≤ µ(x) + cδσ(x)}, where cδ = 3. The GPs
are implemented and tuned using the Python library scikit-
learn [22].
The feedback controller u(x) for the autonomous car 4 can
then be obtained by the following QP problem:
u∗(x) = argmin
u∈R1,(ε,η)∈R
1
2
uTH(x)u+Kεε2+Kηη2, (24)
s.t. A1u+b1 ≤ε, A2u+b2 ≤ ε, (Safety)
A3u+b3 ≤η , (Stability)
umin ≤ u≤umax, (Control Constraints)
where u denotes the control inputs. H(x) =M−2, Kε = 1030,
Kη = 1020, cδ = 3.
A1 =−Lgh1(x),A2 =−Lgh2(x),
b1 =−L f h1(x)−Lµh1(x)+ cδ |Lσh1(x)|−α(h1(x)),
b2 =−L f h2(x)−Lµh2(x)+ cδ |Lσh2(x)|−α(h2(x)),
A3 = LgV (x),
b3 = L fV (x)+LµV (x)+ cδ |LσV (x)|+ cV (x),
where the corresponding extended class K function α is
simply chosen as α(h1) = 5h1 and α(h2) = 5h2, the positive
constant is set as c= 0.6.
B. Quantitative experiments
We build a CCC simulation environment by Python 3.6 to
numerically validate the performance of the proposed LBSC
controller. The python library CVXOPT [23] is utilized to
solve the QP problem in Eqn. 24, and the average time of
solving this QP problem is 2.45 ms. In the experiments, the
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Fig. 3. The model errors of the accelerations estimated via GPs. The model
errors of the acceleration of (a) the autonomous car 4, (b) the human-driven
car 3.
time of an episode is set as 100 s, and the control frequency is
50 Hz. The average time-consumption of the proposed LBSC
algorithm is 49 s for each episode and each control step
takes 9.8ms on average, which enables the LBSC algorithm
to provide real-time control for the autonomous car 4.
In the simulations, the car 4 is controlled to cruise at a
desired speed of vd = 20m/s while keeping a safe space
headway ranging from 25m to 100 m within its front car
3. The performance of the various algorithms is studied and
compared as shown in Fig. 4. The MAE defined in Eqn 22
is used to evaluate the tracking errors in each phase.
It can be seen from Fig. 4(b), in phase 1, the proposed
LBSC approach enables the autonomous car 4 to accelerate
to its desired cruising speed of 20 m/s, and illustrates
faster convergence performance than the GPAS method [4].
Meanwhile, as shown in Fig. 4(c), the distance of the car 4
to its front car 3 is kept within the safe range from 25 m to
100 m.
In phase 2, the lead car 1 urgently accelerate then de-
celerate. In such situations, as illustrated in Fig. 4(c), the
LBSC method strictly ensures the specified space headway
constraints. On the other hand, as shown in Fig. 4(d), the
tracking MAE of the LBSC controller in phase 2 are much
larger than that in phase 1. It indicates that the LBSC
approach enables the safety to be higher priority when there
is a conflict between safety and tracking stability.
In phase 3, the velocity of the lead car 1 continuously
varies. As shown in Fig. 4, the tracking stability and safety
of the car 4 are both guaranteed by the LBSC method.
On the contrary, it shows from Fig. 4(c) that the LBSC-
N algorithm violates the safety constraints in phase 2 and
phase 3, although its tracking errors are smaller compared
to other methods in phase 2 as shown in Fig. 4(d).
Furthermore, it can be shown from Figs. 4(a) and 4(b) that
the LBSC method generates smoother control input (wheel
force) and velocity curves than those of the GPAS method.
In addition, as shown in Fig. 4(d), the tracking MAE of the
LBSC method are much less than the GPAS and CBF-CLF-
QPs methods [8]. It implies that the LBSC controller can
achieve better tracking performance.
As shown in Fig. 3, the actual model errors of accelera-
tions of the car 3 and the car 4 both lie within the high con-
fidence uncertainty bounds estimated by GPs in each phase,
indicating that GPs can model the unknown discrepancies
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Fig. 4. Simulation results on the CCC system. The goal is to drive the autonomous car 4 to the desired cruising velocity, while enforcing the safety
constraints that the car 4 keeps a space headway ranging from 25m to 100 m with its front car 3. The control input (wheel force) and velocity of the
autonomous car 4 are shown in 4(a) and 4(b) , respectively. The space headway between car 4 and car 3 is shown in 4(c). The tracking MAE between the
desired and tracked velocity of the car 4 is shown in 4(d).
between the prior model and the actual system. The estimated
uncertainties increase sharply at the beginning of simulations
and at t = 10s when friction coefficient changes, and decrease
quickly with more data gathered. It shows that GPs can
learn from experiences and provide online estimations. These
estimated errors and uncertainty bounds are incorporated into
LBSC controller to help it adapt to new environment changes
and generate smooth controls as depicted in Figs. 4(a).
VI. CONCLUSION
In this paper, a learning-based control algorithm (LBSC)
was proposed for nonlinear safety-critical systems subject
to control input constraints under model uncertainties. GPs
were employed to learn the model errors online between the
nominal model and the actual system dynamics. Specifically,
using the uncertainty bound estimated via GPs, a safety bar-
rier and a stability constraint were proposed to achieve safety
(represented by ZCBF) guarantees and stabilization objective
(represented by ES-CLF) for the uncertain safety-critical
systems, respectively. Considering control constraints, the
safety barrier and stability constraint were unified in a QP to
mediate the tradeoff between safety guarantees and tracking
performance. The effectiveness of the LBSC algorithm was
illustrated on the safety-critical CCC system under high
change rate of the acceleration and model uncertainties. In
future work, experimental validations of the proposed LBSC
method will be performed on wheeled and aerial robots.
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