Cross layer performance improvements in Multi-hop Ad-hoc networks by Murray, David
Cross Layer Performance Improvements in Multi-hop
Ad-hoc Networks
A thesis submitted for the degree of
Doctor of Philosophy
by
David Murray
Murdoch University
2011Copyright by
David Murray
2011Abstract
The multi hop architecture can provide greater range, spatial e￿ciency and
throughput with lower power consumption than a traditional point coordi-
nated design. In addition, the self-con￿guring, self-healing characteristics
of this architecture enable previously infeasible network scenarios and ap-
plications. These bene￿ts have motivated a signi￿cant volume of research.
Unfortunately, the ISO networking model was not designed for multi hop ad
hoc networks and subsequently, some cross layer interactions are necessary
to provide adequate performance. This thesis develops and evaluates solu-
tions to multiple performance problems. It makes contributions in the areas
of routing, multi-hop contention and acknowledgement e￿ciency. The re-
sults are captured using a real world testbed. The ￿rst study evaluates three
popular mesh routing protocols. The second contribution creates a novel
channel selection mechanism that operates with multiple radios to overcome
multi hop performance degradations. The ￿nal study shows the extent of the
802.11 acknowledgement overhead. A novel distributed proxy is created to
eliminate this overhead in multi hop ad hoc networks.Acknowledgments
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Introduction
1.1 Technical Advantages of Multi Hop Ad hoc Networks
Multi hop ad hoc networks can o￿er lower power consumption, greater
range, spatial e￿ciency and throughput. The inverse square rule is a fun-
damental rule which states that signal strength degrades with the inverse
square of the distance. Thus, to double the distance of a wireless transmis-
sion, the power must be increased by four times. In Figure 1.1, a battery
constrained device with transmission power of 50mW, is providing a trans-
mission distance of 50m. To communicate with another node at a distance of
150m, the transmission power of the radio must be increased to 450mW. As
a result, the multi hop architecture can reduce power consumption in battery
constrained devices.
In some scenarios, increasing the transmission power may be infeasible
due to the power limitations of the radio, battery power or legal wireless
limits. Thus, the only option to communicate with a distant device may
be to hop the transmission over multiple cooperative nodes. Multi hop ad
hoc networks may enable distant nodes to communicate within the limits
imposed by the radio, battery power or the law. In Figure 1.2a, two nodes
are unable to communicate due to distance. In Figure 1.2b, multi hopping
1Figure 1.1: Power
Figure 1.2: Range
technology is enabling communication via two cooperative nodes
Lower power and greater range are not the only bene￿ts provided by
the multi hop wireless architecture. In Figure 1.3a, a node is using a large
amount of power to communicate with a distant node. In Figure 1.3b, multi
hopping technology is being used. The size of the circles indicates the spectral
propagation of a particular nodes transmission. Figure 1.3b shows that the
multi hop architecture is more spatially e￿cient than a high powered point
coordinated design.
The ￿nal advantage; throughput, is o￿ered by a more e￿ective architec-
ture. In the traditional AP-client communication paradigm, shown in Figure
1.4a, communication between two wireless devices occurs via a AP (Access
2Figure 1.3: Spatial e￿ciency
Point), which acts as a coordinator for all transmissions. In some scenarios
this point coordinated design is wasteful of resources because every packet
must be sent twice; once from the sender to the AP and another time from
the AP to the receiver. This process of sending a packet twice immediately
halves the potential bandwidth of that connection. Furthermore, it is also
possible that the sender and receiver are nearby one another but are distant
from the AP. In this case, the bit rate of transmissions to the AP may be
lower than the achievable bit rate possible from direct communication. In the
multi hop ad hoc architecture shown in Figure 1.4b, any node can communi-
cate directly with any other node. There are power, range, spatial e￿ciency
and throughput advantages of the multi hop architecture.
1.2 802.11
Multi hop ad hoc networks are a generic communication architecture be-
ing applied to many wireless technologies. There are groups working on
3Figure 1.4: Throughput advantages of the Multi hop architecture
multi hop technologies for di￿erent wireless systems including WiMAX [1]
and Zigbee [2]. In this dissertation, the primary focus is 802.11 [3] or WiFi
but the research may be relevant for any wireless technology. 802.11 has a
number of important characteristics. Firstly, it is an unlicensed technology.
This means that any person can deploy and operate 802.11 networks with-
out spectral licensing fees. Secondly, it is a constantly evolving International
IEEE standard which has been in operation for over a decade [3]. The perva-
siveness of this open standards technology means that the economies of scale
provide a signi￿cantly advanced technology at low cost. The IEEE 802.11n
Drafts received more comments than any previous IEEE standard; which is
indicative of both the importance and magnitude of research interest. In the
future, low cost, high bandwidth 802.11 technology is likely to continue to be
embedded in greater numbers of electronics which will further enhance the
viability of an 802.11 multi hop architecture.
41.3 Terminology and Focus
The terminology used to describe multi hop ad hoc networks is haphazard.
Multi hop ad hoc network, wireless mesh networks, and MANET (Mobile Ad
hoc Network) are all expressions that have been used interchangeably to de-
scribe the same idea. This thesis di￿erentiates these terms based on the
degree of mobility, power and type of device. The term MANET, which is
the term used by the IETF [4], was intended for mobile wireless ad hoc net-
works. The original design intentions of MANET, discussed in RFC 2501 [5],
describe dynamic topologies and energy constrained operation. In MANETs,
the target device is battery powered mobile equipment and thus CPU utiliza-
tion, power consumption and the ability of the routing protocol to operate
with a large number of network changes are key concerns. Another term,
wireless mesh networks, also describes a multi hop ad hoc network architec-
ture. However, in mesh networks the type of node is typically a purpose
built infrastructure device. These nodes will have limited mobility, higher
CPU capabilities, will typically be mains powered, and may be equipped with
multiple radios. The use of terminology in this thesis, and the future archi-
tecture envisaged is shown in Figure 1.5. In this thesis, mesh networks will
be the primary focus, although some discussions may also be applicable for
MANETs (Mobile Ad hoc NETworks). Usage of ￿multi hop ad hoc network￿
in this thesis, is a generic term used to refer to any multi hopping technology.
5Figure 1.5: Di￿erentiating mesh networks from MANETs
1.4 Mesh Networks
Mesh networks are designed to operate in the presence of lost nodes and
links. The self-forming, self-healing characteristics of these networks are de-
signed to enable the network to quickly reform and re-converge [5]. These
networks must also operate with minimal planning and administrator control
[5]. In addition, they must also be able to operate in the presence of con-
stantly changing link conditions. The dynamic and adaptable characteristics
of mesh networks present the opportunity for previously infeasible network
scenarios such as:
1. Large municipal and community networks
2. Optimal WLAN deployment: extending access into open areas
63. Developing world communications
4. Disaster recovery and rescue services
1.4.1 Large municipal and community networks
The deployment of traditional 802.11 networks is constrained by 802.11’s
short transmission range. Using the traditional AP based wireless architec-
ture, many APs, each with an individual wired Ethernet connection to the
backbone network are required to provide coverage to large areas. This is
the wireless paradox; each AP must be individually wired. With traditional
AP based networks, this creates a number of deployment problems because
the 100m cabling limitation of copper based Ethernet is often insu￿cient
and the cost of ￿ber optics is restrictive. The administrative di￿culties of
laying cables through public and private property are equally problematic.
Wireless 802.11 mesh networks can potentially solve this problem by using
inexpensive, wireless links between APs; negating the need for a wired back-
bone to every AP. In recent times, city wide 802.11 mesh networks have been
implemented in numerous cities such as Oklahoma City, Philadelphia, and
Paris.
1.4.2 Optimal WLAN deployment: extending access into open areas
APs are often unable to be placed in an optimal position because of
cabling practicalities. Subsequently, WLANs are most commonly found in-
doors; in o￿ces, cafes, airports and universities. It is expensive and some-
7times impossible to deploy WLANs in outdoor areas. Some historic buildings
were never designed for wired infrastructure. These situations could greatly
bene￿t from the freedom wireless mesh networks can provide. Even organiza-
tions with existing wired infrastructure may be inclined to use small meshes
to position APs in optimal locations rather than the locations permitted by
cabling.
1.4.3 Developing world communications
In the developing world, access to learning materials such as books and
schooling is limited. Many believe that mesh networks can provide an inex-
pensive link to the Internet; allowing the developing world to bene￿t from
the Internets learning resources. Furthermore, in many rural areas, a satel-
lite link may be the only link to the rest of the world. Mesh networks allow
this communications link to be shared by extending access in a hop-by-hop
wireless manner. The OLPC (One Laptop Per Child) project [6] is a prime ex-
ample of mesh networks providing communications to the developing world.
1.4.4 Disaster recovery and rescue services
When hurricane Katrina hit New Orleans in 2005 a large portion of the
communications infrastructure was destroyed. To provide phone communi-
cations and digital maps to aid workers, a 802.11 wireless mesh network was
quickly setup. Following the cleanup, the mesh network was expanded to
provide communications to residents and businesses in an e￿ort to restore
the area. It is believed that mesh networks could be integral for disaster
8recovery and rescue services. A 4.9 GHz public safety band has been created
in many countries to allow the use of 802.11 technologies for these purposes.
1.5 Problem De￿nition
Despite strong fundamental reasons and a multitude of potential applica-
tions, existing data communications technologies make the implementation
of multi hop ad hoc networks problematic. The OSI networking model [7]
has been highly successful and many believe has played a signi￿cant role in
the proliferation of an open and interoperable Internet [8]. This thesis does
not advocate the abandonment of the OSI architecture, but, before multi hop
ad hoc networks are feasible, some of the original design intentions of this
model must be blurred. This PhD investigates the areas of routing, 802.11
multi hop contention and acknowledgment ine￿ciencies.
Routing is a network layer function that traditionally operates with hi-
erarchical addressing. To enable wireless networks to self-form and self-heal,
the addressing structure of these networks must be ￿at. The use of IP rout-
ing protocols means that hierarchical addressing, which is supposed to occur
at the network layer, will be lost. The alternative is to route at the data
link layer where the addressing structure is naturally ￿at, however, this is
equally problematic because the data link layer is supposed to implement
STP (Spanning Tree Protocol). Whether routing at the network layer or the
data link layer, the original design goals of the data link and network layer
will be blurred. Chapter 2 poses the question of the best approach to routing
in multi hop ad hoc networks. The problems with traditional routing proto-
cols such as RIP and OSPF are initially detailed. The literature is then used
9to illustrate the solutions to these problems and describe the current state of
the art routing protocols. An experiment is performed to answer a number
of questions. These include; what routing techniques are most e￿ective and
which OSI layer is optimal?
802.11 is an ideal technology for the multi hop architecture because it is
cheap, mass produced, has been the focus of extensive research e￿orts, and
is already embedded in many phones, PDAs, DSL/cable routers, TVs, Nin-
tendo, and fridges. Although these are strong arguments for the technology,
802.11 was never designed for a multi hop architecture because all trans-
missions occur over one channel, causing large contention problems. Many
have suggested MAC layer modi￿cations to make use of the multiple chan-
nels and alleviate multi hop performance problems; however, deviating from
the current standards based design would mitigate many of the previously
mentioned advantages of 802.11. Chapter 3 proposes a solution using multi-
ple ad hoc radios. A channel selection mechanism is devised to intelligently
assign channels to radios. Using multiple radios on di￿erent channels enables
multiple concurrent transmissions, reducing media contention. This chapter
develops a novel channel selection mechanism that is tightly integrated with
the OLSR (Optimized Link State Routing) protocol. The solution is tested
in an 8 node wireless testbed.
TCP is the transport layer protocol that facilitates fair, e￿cient and
reliable transfer of data across the Internet; however, as it was designed
for reliable wired networks, it misinterprets all losses as congestion. Subse-
quently, wireless links must implement their own reliability mechanisms to
prevent interference or collision based losses from being detected by TCP.
Unfortunately, these link layer mechanisms introduce a signi￿cant overhead;
10reducing throughputs. Chapter 4 investigates alternative reliability solutions
such as 802.11 BlockAck, TCP Westwood, and PEPs (Performance Enhanc-
ing Proxies) such as Snoop and Split TCP. Many of these mechanisms are
either ine￿ective or unusable in multi hop ad hoc networks. A new PEP,
known as D-Proxy, is experimentally developed and tested.
This thesis presents experimental work. There has been a large amount
of conceptual and theoretical work for multi hop ad hoc networks. Seminal
theoretical works such as Gupta and Kumar’s The Capacity of Wireless Net-
works [9] have been integral in understanding the degradation of capacity
in multi hop networks, but, the same authors subsequent experimental work
demonstrates large discrepancies between conceptual estimates and actual
performance [10]. Furthermore, other work also suggests that many of the
simulated studies in multi hop ad hoc networks are not repeatable, and do
not present realistic levels of performance [11]. Despites these criticisms,
some research in mutli hop ad hoc networks has performed both simulated
and experimental work and found similar results [12]. The ultimate advan-
tage of experimental work is that the results are real world. Experimental
work can also discover issues requiring attention in future work. Knowledge
of these practical phenomena and issues in experimental work can be used
to increase the realism of simulated work.
Increased range, throughput, power e￿ciency, spectral e￿ciency and a
plethora of new potential networking scenarios have motivated extensive re-
search in multi hop ad hoc networks. However, to provide self-forming and
self-healing characteristics, the most basic network functions of multi hop
ad hoc networks necessitate a distortion of the layering functions in the OSI
networking model. This thesis explores the existing technologies operating
11within these layers which perform poorly in multi hop ad hoc networks. It
develops and evaluates solutions to these performance problems with a cross
layer approach.
12Chapter II
Routing Protocols in Multi Hop Ad hoc Networks
2.1 Introduction
This chapter investigates routing which is the most central, important, and
well researched concept in multi hop ad hoc networks. These networks fea-
ture constantly changing link conditions, unreliable or lossy links as well as
CPU and bandwidth constraints [13, 14, 5]. Combined, these features make
routing in multi hop ad hoc networks a signi￿cant challenge. Our initial
goal is to explain why traditional routing protocols cannot operate in wire-
less mesh networks. After describing the problems, possible solutions will
be examined. It is hoped that describing the problems and the solutions
will provide a framework for understanding new ad hoc speci￿c routing pro-
tocols. A controlled experiment will then compare OLSR (Optimized Link
State Routing) [15, 16, 17], Babel [18], and both IP based and MAC based
BATMAN (Better Approach To Mobile Ad hoc Networks) [19]. This chapter
will compare the di￿erent approaches. It aims to discover which OSI layer
is better suited to routing. The ￿ndings will also be used to determine the
most pressing challenges faced by ad hoc routing protocols.
13Figure 2.1: Network routes cannot adapt to physical layer changes
2.2 Challenges in Mesh Routing
2.2.1 Topology changes
Multi hop ad hoc networks are designed to have self-forming and self-healing
properties to deal with topology changes. Given the failure of links or nodes,
the network must automatically reform. These requirements prevent tradi-
tional hierarchical IP based addressing from being used. In traditional wired
networks, directly connected interfaces are con￿gured with IP addresses in
the same subnet. The subnet mask assigned, must form a unique network ad-
dress and may not be reused in the network. Hierarchical addressing schemes
will not work in mesh networks.
Figure 2.1a shows three networks and a traditional assignment of IP ad-
dresses to interfaces. Upon the introduction of some interference, shown in
Figure 2.1b, the lower right router will lose connectivity. However, it will be
unable to form a new wireless link with another router because its interface
is not con￿gured for communication on that subnet. The IP con￿guration,
shown in Figure 2.1b, prohibits the formation of a new link.
14The solution to this problem is to use a ￿at addressing structure. As a
result, instead of a traditional routes such as:
10.0.20.0/24 via 10.0.10.2
Mesh routing protocols must route using host addresses.
10.0.0.23/32 via 10.0.0.3/32
Equally, MAC addresses could also be used:
00:16:05:25:B2:F0 via 00:48:DE:45:82:C4
There is considerable debate as to whether routing in mesh networks is better
performed at the network layer or data link layer with the IETF [4] and IEEE
[20] both working on independent routing protocols. These discussions will
be saved for section 2.6.1.
Regardless of the layer, ￿at addressing enables adaptable self-forming
and self-healing properties, however, many of the advantages implicit in hi-
erarchical addressing are lost. For example, no mechanism exists to prevent
broadcasts which may now ￿ood throughout the network. Address summa-
rization is another feature that is unable to be used by mesh routing proto-
cols. Routing with a ￿at addressing scheme will require more routing entries
15compared with traditional hierarchical addressing because a routing entry
will be required for every node rather than a subnet of hosts. Furthermore,
given the changing conditions surrounding mesh nodes, these networks may
require frequent updates and impose heavier CPU loads from routing table
look-ups.
2.2.2 CPU and bandwidth constrained environments
Network devices in wireless mesh networks are likely to be both CPU and
bandwidth constrained [5]. The wireless nodes performing route calculations
are often low power, low cost embedded machines. The CPU power of such
nodes will therefore be restricted. In addition to being CPU constrained,
these devices will also operate using WiFi chips which o￿er less bandwidth
than equivalent wired links. These bandwidth limitations will be exacerbated
in dense networks where the actual throughput is only a fraction of the data
rate due to media contention.
2.2.3 Constantly changing link conditions
It is commonly asserted that traditional routing protocols such as RIP
and OSPF update too infrequently to deal with the constant changes that
occur in multi hop ad hoc networks. Because traditional protocols update
infrequently, they can only accept a few topology changes per minute [21].
The constantly changing conditions in mesh networks necessitate a frequent
16Protocol Reliable Updates Hello Int Top Exch Int Triggered Updates
RIP No - 30 secs Yes
EIGRP Yes 5 secs In￿nity Yes
Babel No 4 secs 20 secs Yes
OSPF Yes 10 secs 30 minutes Yes
OLSR No 2 secs 5 secs No
Table 2.1: Hello and topology exchange intervals of routing protocols
stream of hellos and topology exchanges to track the changing link conditions.
Table 2.1 compares some notable attributes of traditional and mesh routing
protocols. Note that the two ad hoc routing protocols, Babel and OLSR
(Optimized Link-State Routing), have signi￿cantly lower hello and topology
exchange intervals than the current wired routing protocols. Overheads will
therefore be higher in ad hoc rather than traditional routing protocols [18].
2.2.4 Unreliable links
A secondary reason why updates must occur more frequently is because
wireless networks are less reliable than traditional wired networks. In wire-
less mesh networks, topology changes or hellos may frequently be dropped.
Given that wireless networks are unreliable, it is counter intuitive that the
mesh routing protocols such as OLSR and Babel use unacknowledged updates
(Table 2.1). The reason that unacknowledged updates are used is due to the
cost of reliable updates. Reliability in a wireless environment would require
individual unicast acknowledgments to be sent for every update received.
In a shared media broadcast based wireless environment, large numbers of
17unicast acknowledgments would dramatically increase the overhead of the
routing protocol [18]; particularly in dense environments. Given that multi
hop ad hoc networks constantly change, this would introduce an enormous
overhead.
In link-state routing, the Dijkstra algorithm provides 100% loop freedom
as long as the link state databases are synchronized. Thus, the reason reliable
routing information is critical is because desynchronization, which can be
caused by lost updates, results in routing loops. Unicast acknowledgements
to updates are infeasible because of the huge overhead they would impose in
a shared medium environment.
A consequence of this unreliability is that mesh routing protocols must
rely on frequent and redundant routing table updates rather than reliable
updates. Subsequently, they generate more tra￿c than traditional protocols
[18] such as such as OSPF (Open Shortest Path First) [22] or EIGRP (En-
hanced Interior Gateway Routing Protocol) [23]. A possible solution being
discussed by the developers of OLSR [24] is to implement database consis-
tency checks rather than reliable topology dissemination.
2.2.5 Count to in￿nity problem
Distributed Bellman-Ford is the original algorithm used in RIP (Rout-
ing Information Protocol) for computing routes to destinations. This pro-
tocol relies on neighbors informing one another of their distance to di￿er-
ent destinations. In its original state, the bellman-ford algorithm can cause
count-to-in￿nity routing loops. The well known RIP routing protocol is an
implementation of the distributed Bellman-Ford algorithm which uses split
18horizon, hold down timers, route poisoning and triggered updates to pre-
vent count-to-in￿nity loops. Under speci￿c situations, routing loops can still
form. This led to the development of the DUAL algorithm [25], popularized
by Cisco’s proprietary routing protocol; EIGRP (Enhanced Interior Gateway
Routing Protocol) [23]. Despite these improvements, neither RIP or EIGRP
are usable in wireless mesh networks.
One reason why distance-vector routing protocols such as RIP and EIGRP
are poor candidates for mesh routing protocols is due to the way they deal
with the count-to-in￿nity problem. Before describing the inadequacy of RIP
or EIGRP’s solution, the count to in￿nity problem will be explained.
Two routers are exchanging periodic updates in Figure 2.2a. In Figure
2.2b, router B’s locally connected subnet 10.2.2.0 goes down. Before router
B is able to inform its neighbors, Router A re-advertises the 10.2.2.0 route
back to B with a metric of two. Node B then wrongly believes that A must
have a alternate route to 10.2.2.0 with a metric of two. Node B then adds
a route to 10.2.2.0 via router A with a metric of three (Figure 2.2c). When
A no longer receives any advertisements to 10.2.2.0 with a metric of one.
It will age this route out of its routing table. However, router B will then
advertise that it contains a route to 10.2.2.0 with a metric of three and router
A will re add the route to 10.2.2.0 with a metric of four (Figure 2.2d). This
process will continue until in￿nity, or, in the case of RIP, until the maximum
hop count of sixteen (Figure 2.2e). This problem is commonly known as the
count to in￿nity problem because this process will continue to in￿nity or the
maximum hop count.
RIP and EIGRP employ numerous features to prevent count to in￿n-
ity routing loops. One feature is triggered updates, which will cause route
19Figure 2.2: Count to in￿nity problem
20Figure 2.3: Split horizon in wired networks
changes to instigate/trigger an immediate route update. Another feature is
hold down timers which are used to ensure that after a local route is removed
from the routing table, any updates for the route will be ignored until the
expiry of the hold down timer. The ￿nal feature is called split horizon.
The split horizon rule states that a route should never be re-advertised
through the same interface that the route was received. In the wired network
shown in Figure 2.3, the split horizon rule is sensible because stations that are
attached to the same Ethernet segment will hear every broadcast. However,
in wireless mesh networks, with multi hop topologies, wireless nodes must
rebroadcast routing information over the same interface. In Figure 2.4, node
B must rebroadcast the update from Node A to ensure Node C is informed
of the route. This example shows that split horizon may not be used in wire-
less mesh networks. If split horizon was employed, node C could never learn
of node A. To summarize, traditional distance vector routing protocols are
inappropriate because they prevent count-to-in￿nity routing loops by using
the split horizon rule.
21Figure 2.4: Split horizon in multi hop ad hoc networks
2.2.6 Incompatible link state interface types
The traditional link state protocols such as Open Shortest Path First
(OSPF) [22] are equally inappropriate for wireless mesh networks. The net-
work types that have been designed for existing wired networks, namely;
point-to-point, broadcast, non-broadcast multi access, point-to-multi-point
and virtual, do not meet the requirements of wireless mesh networks. Wire-
less mesh networks are a broadcast based technology, but, the broadcast
network type provided in OSPF is inappropriate. Figure 2.5 shows that the
OSPF broadcast interface type elects a Designated Router (DR) and Back-up
Designated Router (BDR). All OSPF routers within this Ethernet network
maintain adjacencies with these two routers. The purpose of this mode is to
reduce OSPF’s overhead by reducing the number of adjacencies. The prob-
lem with using the broadcast network type is that all nodes must be able to
directly contact each other, normally known as a full mesh. As demonstrated
in Figure 2.3 and Figure 2.4 these concepts taken from wired broadcast net-
works do not work because wireless mesh networks are fundamentally multi
22Figure 2.5: OSPF using the broadcast interface type
hop environments.
The OSPF point-to-point network type is also inappropriate because it
requires one interface for every neighbor. To use this network type, wireless
nodes would require one 802.11 interface for every neighbor. The point-to-
multi point interface circumvents this limitation, allowing each interface to
have many neighbors, but shifts the problem to scalability. The point-to-
multi-point network type uses a series of point-to-point interfaces to main-
tain adjacencies with every neighboring node. Henderson et al [26] found
that using this interface type in mesh networks led to prohibitive amounts
of overhead with as few as 20 nodes. These problems have stimulated inter-
est in the development of a new interface type for OSPF known as a MDR
(MANET Designated Router) [27]. The convenience of operating a mesh
routing protocol without redistributing external routes from the wired net-
work is the principle reason for the interest [26, 28, 27, 29].
2.2.7 Hierarchical/scalable routing techniques
The traditional hierarchical routing techniques that are used to provide
23scalability also become problematic. OSPF has a form of hierarchical rout-
ing based on areas and Intermediate System to Intermediate System (IS-IS)
uses multiple levels to create hierarchies. These approaches have successfully
allowed OSPF and IS-IS networks to scale e￿ciently. Using any of these hi-
erarchical schemes is impossible in wireless mesh networks because they are
designed for static networks and require administrator con￿guration. These
features are incompatible with the self-forming and self-healing requirements
of wireless mesh networks.
2.2.8 Metrics
Routing metrics are crucially important to the performance of any routing
protocol. One of the commonly stated reasons why OSPF is a better routing
protocol than RIP is because its metric can incorporate bandwidth rather
than just hop count. Like many other mechanisms in OSPF, the bandwidth
of a link is an administrator con￿gured variable. Similar to the hierarchical
routing mechanisms, metrics that require administrator con￿guration are in-
appropriate. Creating e￿cient metrics which can dynamically adapt to the
conditions in wireless mesh networks is both conceptually and practically
di￿cult.
2.2.9 Summary of the mesh routing challenge
To reiterate the challenges, mesh routing protocols must ￿nd a solution to
the count to in￿nity problem, or, if using link state routing, must develop an
entirely new interface type for wireless mesh networks. In addition to these
24Figure 2.6: How split horizon prevents count to in￿nity problems
problems, new ad hoc routing protocols must be able to accept a greater num-
ber of changes over less reliable links. These routers must also operate with
less CPU power and over low bandwidth links. A ￿at addressing structure
must be used which means that a route will be required for every individual
node. As every node will require an individual route, it will be likely that
routing tables may be large and subject to frequent changes. Traditional,
area or level based approaches, administrator con￿gured metrics and address
summarization are inappropriate due to the self-forming self-healing require-
ments of mesh networks [30]. This makes the goal of routing in multi hop ad
hoc networks highly challenging.
2.3 Solutions in Mesh Routing
2.3.1 Solving the count to in￿nity problem
As previously stated, the count to in￿nity problem cannot be solved with
the split horizon rule. The split horizon rule, shown in Figure 2.6, prevents
count to in￿nity loops by stopping routing updates, received on one inter-
face, from being rebroadcast back over the same interface. Unfortunately, in
wireless mesh networks, nodes require this function to relay routing messages.
In 1994, Perkins et al [13] proposed that routing updates be appended
25Figure 2.7: How sequence numbers prevent count to in￿nity problems
with sequence numbers. When sequence numbers are used, nodes rehearing
the original re-broadcasted route can identify the freshness of the update.
A router will only prefer a given route if the sequence number of the route
advertisement is newer, indicating a fresher route, or, if the route being re-
broadcasted has the same sequence number but a better metric. Evident in
Figure 2.7, a node that is receiving a route that was originally sent through
itself can never have a better metric. Perkin’s seminal paper [13] introduced
this idea alongside the DSDV (Destination Sequence Distance-Vector) rout-
ing protocol; which is an adaptation of RIP for ad hoc networks. In the
subsequent years, newer ad hoc routing protocols such as DSR (Dynamic
Source Routing) [31] and AODV (Ad-hoc On demand Distance Vector) [32]
reused this idea. However, these newer routing protocols began to focus on
a new approach known as reactive routing.
2.3.2 Reactive routing
The commonly understood traditional routing protocols such as RIP,
EIGRP, OSPF and the previously mentioned DSDV are proactive routing
protocols because they proactively build and maintain routes to all destina-
26tions. In ad hoc networks, it is arguable whether the continual maintenance
of routes to destinations, some which may never be used, is wasteful of CPU
cycles, bandwidth and energy [14]. This idea lead to the exploration of a
di￿erent, reactive routing protocol. The reactive idea is that it is better to
search for routes when they are required, rather than undergo the constant
overhead of maintaining routes to destinations which may never be used.
This fundamental idea has both advantages and disadvantages.
Reactive routing protocols, incur little overhead when the network is idle
[33, 14]. In the presence of mobility, reactive routing will also have lower
overheads than proactive routing [30]. The reactive routing protocols were
originally believed to be ideal for mobile ad hoc networks and devices with less
CPU, memory and batteries than dedicated network devices [14]. The major
disadvantage of reactive routing protocols is the initial look-up latency. As
routers do not have routes stored in routing tables, routes must be discovered
before they can be used.
Reactive routing protocols learn routes when required by ￿ooding route
requests; hereon referred to as RREQs (Route REQuest). These RREQs are
responded to by either the destination node or by a node with a current route
to the destination. The RREQ is responded to by a RREP (Route REPly).
The RREP informs the RREQ initiator of the best route to the destination.
Following the return of the RREP, data packets may be forwarded. In the
event of a link break, a RERR (Route ERRor) packet is transmitted to all
nodes participating in the route. This will cause the route to be removed
from the routing tables and, if there is still data waiting to be sent, initiate
another RREQ in search of another route to the destination. The use of
RREQ’s and RREP’s is diagrammatically shown in Figure 2.8.
27Figure 2.8: RREQ (Route Request) and RREP (Route Reply)
2.3.2.1 Source routing vs hop-by-hop routing
A debatable architectural consideration is whether reactive routing should
be source routed or routed hop-by-hop. The familiar mainstream routing
protocols such as RIP and OSPF are hop-by-hop routing protocols. In hop-
by-hop routing, each router receiving a packet independently evaluates the
lowest cost path and forwards the packet to the next router. Routing de-
cisions are therefore made on a hop-by-hop basis and each router is only
responsible for passing the packet to the next router. In source routing,
the sending node, or source, is responsible for specifying the entire route in
advance. Each data packet being source routed must therefore have the ad-
dress of all intermediary nodes between the source and the destination in the
header of the packet. In source routing, the intermediary routers receiving
packets are not passing the packet based on their own routing information,
but instead based on the routing information speci￿ed in the header of the
packet. Subsequently, source routing protocols do not have routing tables;
but route caches. These route caches are only used by the node sourcing the
packet.
Source routing protocols require every packet to contain a routing spe-
28ci￿c header. The size of this header will increase with the number of nodes
between the source and destination. Perhaps the biggest advantage of using
source routing is that loops are very easy to detect and remove. Routes which
feature the same router twice in the header are obvious loops. Source rout-
ing requires less CPU power to run as routers are not constantly performing
routing table look-ups [33]. Another large bene￿t of source routing is path
accumulation [33].
2.3.2.2 Path accumulation
Figure 2.9 and Figure 2.10 show the process by which source routed DSR
and hop-by-hop routed AODV learn routes. Recall that in source routing,
every packet contains the entire route in the header of the packet. This means
that DSR or source routed nodes are able to learn a large amount of network
information. The path accumulation feature present in DSR is compared
with hop-by-hop AODV routing in Figure 2.9 and Figure 2.10. These ￿gures
illustrate how DSR nodes are able to use path information to learn routes to
every other node on the path. Comparatively, AODV nodes, which do not
use path accumulation, only learn of the next hop on the path. The greater
network knowledge provided by path accumulation in DSR can increase the
speed of the RREQ/RREP process and reduce overheads.
Greater network knowledge can reduce overheads because any node with
a route to the destination can respond to a RREQ. For example, in the Figure
2.11, node B, which has already learnt of the route to node D, is responding
to node A’s query for a route to D. Greater network knowledge can also
reduce the initiation of RREQs and RREPs because in many cases, nodes
29Figure 2.9: Path accumulation in DSR RREQ as compared to AODV
30Figure 2.10: Path accumulation in DSR RREP as compared to AODV
31Figure 2.11: Suppression of RREQs through greater network knowledge
may have already learnt of routes to their destinations.
The negative a￿ect is that using path accumulation will increase the size
of RREQs and RREPs, however, in 802.11, the additional overhead is gen-
erally trivial in comparison to preambles, trailers and DCF (Distributed Co-
ordination Function) [34]. The consensus was that the reduction in RREQs
and RREPs is more bene￿cial than the minor overhead imposed. As a result,
path accumulation has been incorporated into DYMO (DYnamic Manet On
demand) [35]. DYMO is a new version of AODV which incorporates some
functionality from DSR. DYMO is the current mainstream reactive routing
protocol pursued by the IETF.
2.3.2.3 Hybrid routing
The hybrid routing protocols use a combination of traditional proactive
routing and the recently described reactive routing. In ZRP (Zone Routing
Protocol) [36], routes to nearby nodes are proactively maintained whereas
routes to more distant nodes are discovered reactively. In Figure 2.12 node
A will proactively maintain routes to all nodes in the proactive area while
32Figure 2.12: Zone Routing Protocol
nodes outside the proactive areas, will be discovered reactively. The size of
the proactive zone is designed to be dynamically adjusted from fully proactive
to fully reactive based on network conditions. No working implementation
of ZRP currently exists and thus it may currently be too complex for actual
implementations. The ￿rst actively pursued hybrid routing implementation
is HWMP (Hybrid Wireless Mesh Protocol) which is a protocol devised by
the IEEE TGs [37].
2.3.3 Limited dissemination
A popular approach to reduce routing overheads in both proactive and
reactive protocols is to limit the dissemination of routing information. The
origins of limited dissemination techniques were founded in Distance Routing
E￿ect Algorithm for Mobility (DREAM) [38] which is a position based rout-
33ing1 protocol. The observation described in DREAM is that distant nodes
appear to move more slowly than nearby nodes. DREAM reduces network
overheads by updating distant nodes less frequently than nearby nodes.
The application of this concept to link state routing is commonly known
as Fish eye State Routing (FSR) [39]. These techniques have been shown
to signi￿cantly reduce overheads [40]. The reason that imprecise or slightly
inaccurate information can be tolerated is because routing decisions are made
on a hop-by-hop basis. This means that if a node is many hops away, a
route in the general direction will often su￿ce. This imprecise knowledge
is compensated by the fact that as a transmitted packet gets closer to the
destination, routing decisions become more accurate.
Fish eye state routing modi￿es the TTL (Time to Live) in routing mes-
sages to update nearby and distant nodes at di￿erent intervals. This concept
is illustrated in Figure 2.13.
Studies have shown that FSR provides more optimization in networks
with a large diameter [40]. While FSR can reduce the number of link state
messages, it can lead to suboptimal routes. The trade-o￿ between suboptimal
routes and lower overheads requires consideration [41]. This idea is explored
by Santivanez et al [42] who searches for the optimal update frequency and
dissemination distance. The inclusion of this technique into OLSR imple-
mentations [24] is a testament to its e￿ectiveness.
The application of limited dissemination techniques in reactive routing
protocols such as AODV [43, 44], and DYMO [35], are known as the expand-
1 Position based routing is not considered for 802.11 based wireless mesh networks because
they are designed for long range communication technologies. With 802.11 position does
not necessarily indicate a good route because of the impact of physical obstructions on
small hops.
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ing ring search [43]. The implementation is similar to FSR, using increasingly
higher TTLs in the RREQs. The idea was that a single RREQ, which was
usually broadcasted though the entire network, should be initially limited
to a number of hops. When broadcasting RREQs, the destination may be
only a few hops away or a nearby node may posses a usable route to the
destination. In this case, a nearby node can reply to the RREQ and the ex-
panding ring search technique will prevent the broadcast from traversing the
entire network. Limited dissemination techniques lower overheads and im-
prove the scalability of the routing protocol [41]. They can also be combined
with e￿cient dissemination techniques to further reduce update overheads in
proactive routing protocols.
2.3.4 E￿cient dissemination
Unoptimized link state algorithms produce prohibitive amounts of over-
head in ad hoc networks with only 20 nodes [26]. Due to the large number
35of adjacencies formed in ad hoc networks, there are a large number of redun-
dant transmissions during ￿ooding. The broadcast based DR/BDR system
designed for wired OSPF broadcast networks cannot translate to wireless
multi hop networks because it assumes that all nodes can directly communi-
cate with one another.
The replacement system for multi hop ad hoc networks involves electing
or selecting relay nodes that are responsible for ￿ooding link state messages.
The technique is better explained diagrammatically. Given the routers shown
in Figure 2.14, an e￿cient dissemination technique will try to ￿nd a set of
nodes that can e￿ciently disseminate topology information to surrounding
nodes. In Figure 2.15, the Grey routers have been elected as Multi Point
Relay (MPR) nodes to broadcast topology information to the rest of the net-
work. Finding the minimum set that can be chosen as relay nodes is more
e￿cient, however, it is also a NP hard problem [45]. In the OLSR protocol,
this system is called MPR. By restricting the number nodes responsible for
￿ooding, the number of redundant transmissions is minimized [46]. Individ-
ual MPRs are elected by surrounding nodes. The details of this process can
be found in [16] and [17].
Figure 2.16a shows a link state ￿ood without MPRs. In classical ￿ood-
ing, every node individually rebroadcasts topology information; causing an
enormous number of redundant transmissions. In Figure 2.16b, the Grey
routers have been elected as MPRs. These MPRs are solely responsible
for rebroadcasting routing information. Figure 2.16 illustrates how e￿cient
dissemination techniques can dramatically reduce the number of redundant
transmissions. MPRs increase the scalability of link state algorithms, espe-
cially in dense environments [40], and are an essential part of the OLSR [16]
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routing protocol.
The currently proposed extension to OSPF [27] introduces a new net-
work type called MANET Designated Router (MDR). It is similarly based
on e￿cient dissemination of topology information by electing relay nodes.
MDR [27] uses a di￿erent selection algorithm based on Connected Dominat-
ing Sets (CDS). There are claims that the minimal CDS algorithm is superior
to MPR, however this is subject to debate [47].
2.3.5 Routing metrics
Path selection in routing protocols is based on routing metrics. In wire-
less mesh networks, the self forming, self healing characteristics mean that
variables such as bandwidth and delay cannot be manually entered as they
are in OSPF or EIGRP. As a result, designing routing metrics for multi hop
ad hoc networks is a di￿cult endeavor.
382.3.5.1 Hop count
Hop count simply counts the number of links between the source and the
destination and chooses the path with the least number of hops. The hop
count metric is used for simplicity, not performance. Many routing protocols
such as DSR [31] and AODV [32] use hop count as a metric. The limitations
of using hop count as a metric are well known. The traditional problem is
shown in Figure 2.17. In this network, data transmissions between node A
and node C will traverse the 256 Kb/s link rather than the two 100Mb/s
links.
These problems worsen in wireless mesh networks because paths with
fewer hops are likely to be routes between distant and therefore lower data
rate links. In many cases this will lead to routers preferring longer distance,
lower speed links over shorter, higher throughput links. This is shown in
Figure 2.18 where the long distance 6 Mbit link will be the preferred path
between A and C. Kawadia et al [8] state that this unintentional cross layer
interaction leads to performance degradations. Couto et al [48] found that
hop count performed poorly in static mesh networks. In contrast to these re-
sults, Draves et al [49] found that, in highly mobile environments, hop count
outperforms other metrics such as Expected Transmission Count (ETX); dis-
cussed in section 2.3.5.4.
2.3.5.2 Per-hop RTT (Round Trip Time)
Per-hop RTT [49] is a round trip time based metric. Nodes will transmit
probes and measure the time taken for a reply. A exponentially weighted
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moving average is created from the measured variable. Per-hop RTT captures
numerous network variables including queuing delay, media contention and
loss. Queuing delay is captured by the RTT metric because the RTTs will
be higher if the request or reply is queued in a bu￿er awaiting transmission.
Media access can also a￿ect the metric because large numbers of stations
waiting for media access will increase the Per-hop RTT. Finally, loss is also
measured because, if a packet is corrupted and must be retransmitted by
the link layer, it will incur additional delay. If losses are so bad that link
layer retransmission mechanisms are unable to retransmit the lost packet,
the average Per-hop RTT is increased by 20%. Upon initial inspection Per-
hop RTT is an ideal metric because it is able to capture a variety of network
attributes that a￿ect performance; however, it is load dependent.
In 1989, Atul Khanna [50] published a paper discussing how load depen-
40dent metrics cause route oscillations. The conclusion of a more recent study
[49] of metrics, speci￿cally in mesh networks, found similar results. Draves
et al [49] found that self interference, was the cause of route instability and
showed that Per-hop RTT is outperformed by both ETX and hop count. Self
interference occurs because the sender side queuing delay is an inordinately
large contributor to the RTT. When a router chooses a particular route and
starts moving data packets over that link, it will (self) interfere with that
metric. Put simply, links chosen by Per-hop RTT will experience increases
in queuing delays and therefore increases in the the Per-hop RTT. This self
interfering property causes route oscillations.
2.3.5.3 Per-hop Packet Pair Delay (PktPair)
Per-hop packet pair delay [49] is conceptually similar to Per-hop RTT. In
PktPair, two packets are sent to a neighboring node; a small initial packet,
followed by a second large packet. PktPair measures the delay between the
￿rst small packet and the second large packet and adds it to a exponentially
weighted moving average. Similar to Per-hop RTT, PktPair is able to cap-
ture loss and media contention. In addition, it can also measure bandwidth
because higher bandwidth links will serialize the second larger packet faster;
resulting in lower and more favorable metrics.
The previous metric, Per-hop RTT [49], had a serious ￿aw with self in-
terference because once a link was selected as the best route, queuing delays
and hence RTTs increased. Unused links would experience very small queu-
ing delays. With no packets being routed over the interface, queuing delays
are minimal; resulting in low RTTs. This relationship causes route oscilla-
41tions. PktPair can avoid the a￿ects of queuing delays which were the cause
of oscillations in Per-hop RTT because the packet pair is sent back to back.
The variable measured is not the RTT but the time di￿erence between the
return of the ￿rst and second packet. PktPair should therefore be immune
from queuing delays and thus, self interference, because the packet pair enter
the queue back to back.
Unfortunately, in the context of multi hop ad hoc networks, this technique
is not immune from self interference [49]. The source of self interference in
PktPair is caused by the MAC (Media Access Control) function. 802.11 is
a half duplex technology and is unable to simultaneously send and receive.
Following the transmission of the ￿rst probe, one of two outcomes are possi-
ble. The second packet PktPair probe will get priority and transmit, or, the
destination will get priority and return the ￿rst initial probe to the sender.
Regardless of the outcome, the inability of 802.11 to simultaneously send and
receive will skew the results.
Another unrelated problem is the overhead of sending two packets to mea-
sure links statistics. Mindful that one of these packets is a large packet, such
a metric would introduce additional overheads into the network. These prob-
lems with Per-hop RTT and Pkt Pair are non-trivial. Studies have shown
that they are outperformed by ETX (Expected Transmission Count) [51, 49].
2.3.5.4 ETX
ETX (Expected Transmission Count) [48] is a reliability metric designed
to overcome some of the limitations of the hop count metric. The ETX
metric ￿nds paths requiring the fewest transmissions. Although packets in
42802.11 networks are acknowledged at layer 2; retransmissions result in a
loss of airtime and hence, bandwidth. Therefore, low loss paths are a valid
measurable attribute.
ETX calculates the number of successful transmissions in both directions
on a wireless link. To determine these statistics, every node periodically
broadcasts a con￿gured number of probes. Receivers calculate the number
of probes received against the number expected. For example receiving 8 of
the 10 probes would indicate a receive probability or dr of 0.8. However,
as links are not symmetric, it is equally important to measure the success
rate of their own transmissions. To obtain this information, each node will
place its df in the probes being sent. This will inform neighboring nodes of
the rate at which other nodes are receiving their probes. The formula for
calculating the ETX of a link is show in 2.1. The total cost of a path will be
the summation of all the links between between the source and destination.
ETXl =
1
df  dr
(2.1)
ETX messages are broadcasts which means that individual probes do not
have to be sent individually to all neighbors. Furthermore, as 802.11 does
not use link layer reliability for broadcasts, lost ETX messages will not be
recovered. This ensures that the ETX metric obtained should be indicative
of the number of transmissions required to move a packet from the source to
the destination. Unfortunately, this statement is not entirely true.
ETX probes, which are sent as broadcast packets, use the baseline data
rate. This data rate is usually more robust than the rate being used for
unicasts. The unicast loss rate may therefore be higher than indicated by
43ETX. Another problem with ETX is that wireless networks often su￿er from
burst packet losses rather than evenly distributed packet losses [52]. Subse-
quently, averaging packet losses over a small time period may give an overly
optimistic or pessimistic view of losses at di￿erent time periods.
Perhaps the biggest problem is that ETX does not consider the bandwidth
of the link and may favor a slower long distance link over a larger number of
high speed links. The example shown in Figure 2.18 where a wireless device
prefers a long distance 6Mb/s link over two 54Mb/s links remains an area
of concern for ETX. Despite numerous problems, ETX is used by OLSR [17]
and Babel [18]. The metrics that conceptually succeed ETX are di￿cult to
practically implement.
2.3.5.5 ETT
The ETT (Expected Transmission Time) metric, proposed by Draves et
al [53], improves on the ETX metric by adding the ability to measure band-
width. The formula for the metric is shown in 2.2 where S is the size of
the packet and B is the bandwidth. Implementations of ETT are limited
because, they require inter-operation with the wireless driver. To implement
ETT there must be a standardized way to obtain the data rate from the
wireless driver. Until, such mechanisms are widespread, ETT implementa-
tions will be problematic and su￿er from interoperability problems. ETT is
a signi￿cant improvement over ETX and balances path length, transmission
reliability and bandwidth. While ETT o￿ers signi￿cant bene￿ts over ETX,
for the reasons detailed in section 2.3.5.7, it is di￿cult to practically imple-
ment in current routing protocols.
44ETTl = ETXl 
S
B
(2.2)
2.3.5.6 Airtime Link Metric
The default metric in the 802.11s speci￿cation [20] is the Airtime Link
Metric. This metric calculates the airtime required to transmit a 8224 bit
packet between the source and the destination. The metric is formally shown
in equation 2.3. The Airtime Link Metric is a more granular version of ETT.
Both of these metrics measure the bandwidth of the link and the error rate.
As the Airtime Link Metric was proposed by the 802.11s working group [20],
it is designed to operate at the data link layer. Many of the variables such as
bit rate protocol overheads are more accessible because the routing protocol
is integrated with the wireless driver. In comparison, the ETT metric was
proposed by a group working at the network layer [53] and thus, incorporat-
ing bit rate into the metric is problematic.
Ca = (Oca + Op +
Bt
R
) 
1
1   Ept
(2.3)
Where:
Oca =Channel Access Overhead (PHY Dependent see Table 2.2)
Op =Protocol Overhead (PHY Dependent see Table 2.2)
Bt =Number of bits in test frame (default is a 8224 bits)
R =The bit rate of the link (e.g. 2, 24, 54Mb/s)
45Ept =The frame error rate (a percentage based on the test frame) 2
Table 2.2: Airtime variables for 802.11a and 802.11b
Variables 802.11a 802.11b
Oca 75s 335s
Op 110s 364s
Bt 8224 bits 8224 bits
2.3.5.7 Routing metric challenges
The majority of implemented routing protocols use the ETX metric.
ETX’s popularity is due to the di￿cultly of practically incorporating band-
width into the routing metric. The architectural problem is that the band-
width of a link is determined by the physical layer and thus this information
is only available to the driver. For routing protocols to obtain these statistics,
wireless drivers must be open and written to allow access in a standardized
manner. Despite the proposal of increasingly complex routing protocols, the
practical implementation of simpler routing metrics such as ETT is currently
the biggest hindrance on performance.
2.4 Routing Protocols
This section discusses the well known routing protocols. It draws on the
previously explained concepts to aid exposition.
2 The frame error rate is implementation speci￿c and is optional
462.4.1 DSR
Dynamic Source Routing (DSR) [31] is one of the pioneering ad hoc rout-
ing protocols and most pure forms of on-demand routing. David B. Johnson
formulated the fundamental ideas in 1994 [14] but the DSR protocol details
were not formally expressed until two years later [54]. The protocol has also
been released as an experimental IETF RFC 4728 [31]. Testing reveals that
it has lower overhead than other on-demand routing protocols such as AODV
[33]. DSR’s overhead is lower because there are zero periodic messages and
routes are discovered on demand. This makes DSR ideal for devices powered
by batteries and with low expected tra￿c loads.
DSR does not need sequence numbers to avoid count to in￿nity problems
because loops are easily detected. In DSR, loops are identi￿ed when the same
router appears multiple times in the route; speci￿ed in the header. Also,
as previously discussed, DSR RREQs and RREPs contain a large amount
of routing information. Route accumulation enables intermediate nodes to
cache and utilize this information building network knowledge. DSR can
cache multiple routes to a particular destination, and thus with the failure
of one path, another can become instantly available.
However, there are multiple problems with DSR. As DSR has no mech-
anism to age out, or determine the freshness of routes, this can lead to the
use of old or suboptimal routes. Instead DSR relies on the MAC layer for
link failure information. Also, as the size of the network increases, the size of
the routing header, which is inserted in every data packet will increase. This
means that the size of the DSR header will grow with the network, increasing
the size of all packets. Perhaps one of the biggest problems is the metric, hop
47count, which can result in suboptimal routes. Many of the advantages and
disadvantages of DSR are a consequence of using source routing. AODV was
an attempt to couple the reactive routing concept in DSR with hop-by-hop
routing.
2.4.2 AODV/DYMO
Ad hoc On demand Distance Vector (AODV) followed DSR and was
￿rst proposed in 1997 [55], however, is was not ￿nalized as an experimental
IETF RFC until years later [32]. AODV is an on demand routing protocol
that utilizes features from both DSR and DSDV. The On-demand RREP
and RREQ mechanism is adapted from DSR while the hop-by-hop distance
vector routing and the calculation of routes are borrowed from DSDV. The
use of sequence numbers to avoid count to in￿nity loops are also borrowed
from DSDV.
Unlike DSR, which uses source routing, the use of hop-by-hop routing
allows AODV to operate without any routing speci￿c headers. AODV main-
tains connectivity with its directly connected neighbors using periodically
broadcasted hellos. These messages are RREQs with a Time To Live (TTL)
of 1 and are used to detect breaks in connectivity.
As a result of the continual maintenance of neighbor connectivity, AODV
has a larger overhead than DSR, however, when stressed with high tra￿c
loads or mobility, AODV provides higher throughputs [33]. AODV’s use
of hop-by-hop routing and a routing table rather than source routing and
a route cache means that it conforms to what is usually expected from a
routing protocol. The AODV protocol has now evolved into a newer IETF
48speci￿cation called DYMO; which contains a number of code simpli￿cations
that aid implementation. DYMO adopts DSR’s path accumulation feature
which can reduce the ￿ood of RREQs and RREPs however it is functionally
more closely aligned with AODV.
2.4.3 OLSR
OLSR (Optimized Link State Routing) [16] was an was an initial attempt
at standardizing a proactive link-state routing protocol. Since the ￿rst RFC
3526 [16] in 2003, the conceptual evolution of this protocol has continued with
the OLSRv2 [17] draft nearing completion. OLSR has also been extensively
implemented. An initial implementation by Tonnesen [15] has been continued
by numerous contributors at3 [24] www.olsr.org and is currently the most
used ad hoc routing protocols.
The initial OLSR RFC, 3526 [16], used hop count as a metric, however,
problems with this metric surfaced in Tonnesen’s initial OLSR implementa-
tion [15]. Thus, real world implementations have long since broken confor-
mance with this RFC. OLSRv2 [17] uses the ETX [48] metric for routing.
The characteristic feature of OLSR, which di￿erentiated it from other
link state routing protocols, were MPRs (Multi Point Relays). As previously
explained, MPRs reduce the number of redundant link state transmissions
by electing speci￿c nodes as relays. Selection is performed in a manner such
that every OLSR node is a direct neighbor of a MPR. OLSRs MPR function
also contains a DPD (Duplicate Packet Detection) function which is used
3 OLSR contributors: Thomas Lopatic, Hannes Gredler, Bernd Petrovitsch, Aaron Ka-
plan and Sven-Ola T￿cke
49to reduce redundant transmission by identifying duplicate packets. Gener-
ally the larger and more dense the network, the more optimization can be
achieved by using MPRs [17]. In addition to using MPRs to e￿ciently dis-
seminate information, the OLSR protocol uses FSR (Fish eye State Routing)
techniques. These techniques enable frequent updates of nearby nodes and
infrequent updates of distant nodes. FSR reduces the overhead of link state
messages in larger networks.
Anecdotal criticisms of OLSR state that a signi￿cant amount of MPR
redundancy is needed to prevent link state databases from becoming desyn-
chronized and forming routing loops. The additional MPR redundancy re-
sults in a larger number of redundant updates; reducing performance. These
criticisms led others to explore a fundamentally di￿erent approach to routing.
2.4.4 BATMAN
BATMAN (Better Approach To Mobile Ad hoc Networking) [56, 19] is
a new and di￿erent approach to routing. In BATMAN, routing tables are
built, hence it is a proactive routing protocol, however, routes are acquired
in a biologically inspired manner, sharing similarities with AntHocNET [57].
In link state routing, messages are used to communicate changes across
the entire network. Each node then calculates its own SPF tree. In distance
vector routing, each node must inform other neighbors of their paths to
di￿erent destinations, thus every router views the network through the eyes
of its neighbors. The BATMAN protocol is fundamentally di￿erent. It does
not try to discover or calculate routing paths, instead it tries to detect which
neighbor o￿ers the best path to each originator [19].
50In BATMAN, routing information is not communicated directly, instead,
each node broadcasts packets called OGMs (Originator Messages) every sec-
ond. When received by neighboring nodes, OGMs get re-broadcasted. Route
selection for a given destination is based on the node from which the most
OGMs have been received for a particular destination. The number of OGMs
that can be accepted is limited to a constantly moving window. This window
limits the history of which OGMs are allowed to describe a given route.
The scalability of BATMAN counts on packet loss and thus, like other
protocols, OGMs are broadcast as unreliable UDP packets. As nodes con-
tinuously broadcast OGMs, without packet loss, these messages would over-
whelm the network. The scalability of BATMAN depends on packet loss and
thus it is unable to operate in reliable wired networks.
This mechanism also means that OGMs from nearby nodes will be fre-
quently received whereas OGMs from distant nodes will be received less
frequently. The BATMAN protocol can also use di￿erent TTLs in OGMs to
limit their dissemination. Both of these functions are similar to the limited
dissemination FSR concept [39]. As route selection is based on the number
of received OGMs, the metric is ultimately a form of reliability and therefore
conceptually similar to ETX [48]; the metric used by both OLSR and Babel.
2.4.5 Babel
Babel [18] is a proactive distance vector routing protocol. Babel is newer
than OLSR, BATMAN and HWMP, but interestingly, its design is based on
on DSDV [13], the ￿rst multi hop ad hoc routing protocol. The sequence
number feature, which enables routers to determine the freshness of updates
51and thus avoid count to in￿nity problems, is borrowed from DSDV. Also,
the loop avoidance techniques, whereby feasibility conditions must be deter-
mined before accepting a route, are adapted from EIGRP [23]. Babel uses
ETX [48], and; like other ad hoc routing protocols, updates are transmit-
ted unreliably. Provisions have been made for reliable updates too. IPv6 is
used to exchange routing information. The author claims that Babel can out-
perform other competing routing protocols such as OLSR in sparse networks.
2.4.6 HWMP
HWMP (Hybrid Wireless Mesh Protocol) is a hybrid routing protocol
combining both proactive routing and reactive routing techniques. HWMP
operates at the data link layer, uses MAC addresses for routing, and the
bandwidth aware Air Time Link metric. HWMP can operate in two modes,
On-demand HWMP and Tree-based HWMP. On demand HWMP operation
is very similar to AODV. In Tree-based HWMP, an additional proactive com-
ponent is added. This proactive component maintains the shortest path to
the root, creating a tree similar to STP (Spanning Tree Protocol). All other
routes are discovered reactively. Although the IEEE 802.11s [20] amendment
has not been standardized, experimental implementations are available [58].
2.5 Experiment
This experiment compares OLSR, BATMAN and Babel. Attempts were
made to use AODV, however like other recent studies [59], problems with the
implementaion were encountered. Attempts were also made to use the open
52802.11s [58] HWMP routing protocol. Unfortunately, this routing protocol
only works with a newer wireless driver known as ath5k. Due to performance
problems with this driver, it was necessary to revert to the older MadWiFi
driver which ruled out open 802.11s as a consideration.
The BATMAN routing protocol is being developed as both a user-space
routing protocol that operates at the network layer as well as a kernel-space
implementation running at the data link layer. This study experiments with
both routing protocols, referring to them as BATMAN L3 and BATMAN
L2. Only a few real world experimental evaluations of these protocols exist
[60, 59]. A greater number of experimental tests, from independent sources,
are required to ascertain the validity of these conclusions.
In the proposed experiment, the wireless nodes were ALIX 3 500MHz
x86 embedded PCs with 256 MB of RAM and Atheros CM9 wireless cards.
The platform and routing protocol versions can be found in Table 2.3. It
must be noted that all routing protocols were tested with their default con-
￿guration. Comparative tests were performed over four di￿erent topologies.
The ￿rst test was performed with all nodes in direct communication range
of the gateway and thus no routing should have been occurring. This test
served as somewhat of a control. The remaining three tests featured random
placement of nodes throughout a building. No speci￿c attempt was made
to dictate a particular topology, however, the nodes were placed far enough
apart to ensure that multi hopping would be required. In the experimental
setup, the transmission power was reduced and all wireless nodes were placed
in di￿erent rooms. This study measured; packet delivery ratios, bandwidth
and routing protocol overheads.
To measure packet delivery ratios, a simple ruby program that sent ICMP
53Platform Version
Voyage Linux 0.6
MadWiFi Driver 0.9.4
Linux Kernel 2.6.30-486-voyage
Routing Protocols Version
OLSR 0.5.6-rc7
BATMAN-0.3 0.3
BATMAN-ADV 0.2
Babel 0.97
Table 2.3: Platform and routing con￿guration
messages from the gateway to all nodes was created. The program was
written such that only one ICMP message was present in the network at any
one time. This ensured that the losses measured did not include congestion
based losses. Theses tests were based on the success of 10,000 ICMP messages
and were performed many times for each routing protocol in each of the four
topologies.
We also performed bandwidth tests. One gateway node was connected
to a dedicated server running the lighthttpd web server. Wireless nodes
were simultaneously issued instructions to download a large 158MB ￿le from
the lighthttpd server. The downloads were timed. The elapsed time between
when the download command was issued and the ￿nal node completed its ￿le
transfer was recorded. The bandwidth results were derived from this time.
The bandwidth calculations were based on the transfer of (7nodes158MB)
1106MB of data in the recorded number of seconds. The speed was then
calculated ( 1106MB
time ) in megabytes per second then converted to megabits per
second and graphed. These tests were performed four times for each routing
protocol in each topology and the results were averaged.
This study also captured routing protocol overheads. The mesh nodes are
not powerful enough to capture the tra￿c traversing their interfaces when
routing thousands of packets per-second which made the determination of
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the exact routing overhead di￿cult. All wireless nodes were placed within
range of an external capturing device. Thus, it must be considered that in
the scenarios where overheads were measured, every node was in direct com-
munication range of the gateway. Wireshark was used to capture packets
over 60 second intervals. Routing tra￿c was captured both while the net-
work was unloaded and also when the network was loaded with ￿le transfers.
An aspect of this test which requires consideration is that the overheads of
routing protocols may have been di￿erent in topologies where the nodes were
not all within transmission range of one another. Unfortunately, the practi-
calities of measurement made this di￿cult to accurately measure.
2.6 Results & Discussion
From a qualitative perspective, all routing protocols were equally reli-
able and rarely su￿ered from TCP dropouts. Packet delivery ratios for the
three routing protocols were also consistent. Results varied for the di￿erent
55topologies however all packet delivery ratios were between 99.6% and 99.98%.
These results di￿er from other experimental studies which found lower packet
delivery ratios [60, 59], however, as the experimental setups were di￿erent,
direct comparisons are inappropriate.
The results of the bandwidth tests, shown in Figure 2.20, reveal that the
Babel routing protocol provided higher throughputs than OLSR, BATMAN
L3 or BATMAN L2. Figure 2.20 also shows that BATMAN L2 outperformed
BATMAN L3 and OLSR in three of the four topologies, however, the perfor-
mance di￿erences are too small for de￿nitive conclusions. One peer reviewed
study [59] concurs that Babel o￿ers greater throughput than both BATMAN
and OLSR. This study also found that OLSR performed poorly, however, dis-
cussion following the publication of this paper suggests that this result may
have been caused by a bug in the version of OLSR used.
Another study [60] also compared OLSR and BATMAN and found that
BATMANs throughput was approximately 15% higher than OLSR. The va-
lidity of this result, based on their selection of network variables, is ques-
tionable. By default, OLSR has a hello interval of 2 seconds and a topology
exchange interval of 5 seconds. Comparatively, BATMAN transmits an en-
tirely di￿erent message, known as an OGM, every 1 second. In this study,
Johnson et al [60] claims that for fairness reasons, OLSR’s hello and topology
exchange intervals should be the same as BATMAN’s OGM intervals of 1 sec-
ond. This is an unfair because BATMAN and OLSR are completely di￿erent
protocols. BATMAN’s OGMs are minuscule because they carry very little
routing information and are required to be sent more often than OLSR hellos
and topology exchanges. Routing protocols should be compared with their
default hello and topology exchange intervals because they are the settings
56likely to be used by the majority of network administrators.
In my study, Babel consistently outperformed other routing protocols. It
is questionable whether this is due to a better selection of routes or lower
overheads. A curious artifact in the results is seen in topology 1, shown
in Figure 2.20. In this topology, no actual routing decisions were being
made. Recall that topology 1, was designed as a control and all nodes were
within direct range of the gateway. As no routing decisions were being made,
throughput di￿erences must be a result of protocol overheads.
The overhead of the routing tra￿c, in bytes, is shown in 2.21a. This shows
that the OLSR routing protocol, under default settings, transfers the most
bytes in overheads. Comparatively, Babel produces a minuscule overhead,
however, the number of bytes transferred is not a exact measure of overhead.
Due to the ￿xed overheads of IFS (Inter Frame Spacing), DCF (Distributed
Coordination Function), preambles and trailers; updates are more e￿ciently
transferred in fewer large packets rather than multiple small packets.
Figure 2.21b shows the number of routing packets transmitted by di￿er-
ent routing protocols every 60 seconds. This shows that BATMAN transmits
very large numbers of routing packets/frames. Recall that in BATMAN,
routes are not exchanged, instead, routes are detected by constantly passing
very small messages called OGMs around the network. This functionality
describes why BATMAN transmits the largest number of routing messages.
It also however, explains why the average packet size is so small. Upon in-
spection of Figure 2.21c, it is evident that BATMANs routing packets/frames
are very small. This is because BATMANs OGMs don’t actually carry data
about routes. Comparatively, Babel and OLSR messages are much bigger
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58because they have to carry information about routes.
The approximate percentage of channel time consumed by routing up-
dates is calculated using equation 2.4. This calculation includes IFS, DCF
preambles, trailers and the size of the packet, divided by the baseline bit-
rate. The baseline bit rate is used for all broadcast UDP and TCP segments.
Once this value is derived, it can be multiplied by the number of times the
routing protocol transmits these packets per second. Our approximation of
the channel time used by these routing updates is shown in Figure 2.21d.
These results concur with the results of a previous study which suggests that
OLSR has a higher network overhead than BATMAN [60].
(
AvgPacketSize(inbits)
1048576
) + DIFS + (preamble + trailer) (2.4)
2.6.1 Addressing and layers discussion
This section discusses the trade-o￿s of performing mesh routing at the
data link layer and the network layer. Routing was traditionally envisaged
to occur at the network layer and therefore can be used in conjunction with
any link layer technology such as Ethernet, ADSL, WiMAX or Bluetooth.
This may provide advantages in heterogeneous wireless scenarios. An equally
important advantage of routing at the data link layer is that any network
layer protocol may operate over the top. For example, IPv4, IPv6 and DHCP
will be able to operate and provide convenient addressing mechanisms.
Currently there are a greater number of routing protocols that are imple-
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60mented at the network layer [61, 56, 62, 63] than the more recent data link
layer protocols which are comparatively immature [58, 56]. This is currently
a debated issue with the IEEE [20], who typically standardize physical and
data link layer protocols, and the IETF [4], who typically standardize net-
work and transport layer protocols. Either scheme will violate the layering
principle. A ￿at IP addressing scheme will break the usual hierarchical ad-
dressing that occurs at the network layer. Equally, routing at the data link
layer is fundamentally wrong because the data link layer will be performing
routing; which is a network layer function. Regardless of the layer chosen,
traditional layering principles will be distorted.
Upon inspection of the BATMAN L2 and BATMAN L3 results, the only
major performance di￿erence between data link layer routing and network
layer routing is the packet size. Data link layer routing protocols will not re-
quire a network layer IPv4/IPv6 header and may therefore be smaller. This
argument is of minimal consequence because the routing protocol is a far
bigger determinant of overheads. To illustrate this point, Babel, which uses
a large IPv6 header, increasing the packet size of every routing message by
40 bytes, has lower overheads than BATMAN L2 which operates without
a IP header. The layer used by the routing protocol has few performance
bene￿ts or drawbacks and thus the decision to use one or the other should
be architectural.
2.7 Conclusion
This chapter compares routing protocols, however, more speci￿cally, it
investigates which features provide the most performance when routing in
61mesh networks. This work is original because many comparisons are simu-
lated [11]. Our work is experimental and con￿rms the ￿ndings of the only
other peer reviewed experimental study [59] that tested Babel. The conclu-
sion is that in small wireless networks Babel o￿ers higher throughputs. The
results also con￿rm that the overhead of OLSR is higher than BATMAN
[60, 59], but contradict other studies that claim large throughput di￿erences
between OLSR and BATMAN [60, 59]. The results of this study suggest that
the performance of OLSR and BATMAN is similar.
A separate conclusion is that, in small mesh networks, the overhead of the
routing protocol has the largest impact on throughput. In the future, I wish
to run similar tests in a larger experimental set-up and obtain statistics on
CPU load and convergence time. While this study concludes that Babel pro-
vides higher throughputs in small networks, it is untested in larger networks.
I hope these ￿ndings will provide the impetus for further experimentation.
62Chapter III
Channel Selection in 802.11 Multi Radio Multi Hop
Ad hoc Networks
Despite over a decade of research in multi hop ad hoc networks, a funda-
mental performance limitation remains largely unsolved. Multi-hop through-
put degradations occur when transmissions are hopped over multiple wireless
nodes utilizing the same frequency. This limitation is ultimately a contention
problem, however, it is exacerbated by numerous ad hoc speci￿c issues. The
solution to this problem, which has been attempted at many layers in ISO
networking model, is to reduce contention by turning multi hop ad hoc net-
works from single channel networks into multi channel networks.
This chapter provides an implementation and evaluation of RDCS (Rout-
ing Driven Channel Selection), a channel selection mechanism that operates
with the OLSR (Optimized Link State Routing) protocol. This cross layer
protocol uses information from the routing protocol to make physical layer
channel selections in multi radio networks. It circumvents multi-hop per-
formance problems by enabling 802.11 mesh nodes, equipped with multiple
radios, to intelligently utilize a range of frequencies, dramatically increasing
performance.
633.1 Single Radio Mesh Networks
Performance problems in single radio mesh networks are derived from half
duplex communication in 802.11. Single radio nodes are unable to send or
receive at the same time. This fundamental problem is many magnitudes
worse in a multi-hop environment than a traditional single-hop AP-client
communication paradigm. Early theoretical studies [9, 64, 65] have shown
that the throughput of end-to-end data transfers in single-radio multi-hop
environments quickly diminish with increasing numbers of nodes and hops.
Solutions to this problem have been attempted at di￿erent layers in the OSI
networking model and subsequently, the problem de￿nition varies. This chap-
ter describes the problem from both the data link layer and network layer
perspectives which will aid the subsequent reviews of data link and network
layer solutions.
3.1.1 Contention
The simplest manner to describe the problem is contention, however,
three issues combine to make contention in 802.11 multi hop ad hoc networks
especially severe. Firstly, radios are half-duplex, which means that to relay
a packet, the radio must ￿rst receive and then transmit the packet. As the
process of receiving and then transmitting the frame are two autonomous
operations, the channel time required to perform this procedure is doubled.
If every frame is forwarded in this manner, only half the normal number of
packets can be transmitted and subsequently, the capacity is halved.
The second major problem is that, in networks with only a single 802.11
64radio, only one channel may be used. In traditional wireless 802.11 networks,
nearby APs are deployed on non-overlapping channels to reduce contention.
Comparatively, in single radio multi hop ad hoc networks, all nodes must use
the same channel to participate. This signi￿cantly increases the number of
competing transmissions.
The catalyst of these two problems is that the energy from wireless 802.11
transmissions propagate further than the frame recipient [66]. As energy
propagates further than the range at which frames can be interpreted, even
distant 802.11 nodes must back-o￿ until the frame transmission has ￿nished.
For illustrative purposes, Figure 3.1 shows the propagation range of a node
at 54Mb/s, 1Mb/s and the interference range. The interference range is the
range whereby a receiving radio’s carrier sensing mechanism will back-o￿
due to a concurrent transmission. Although the carrier sensing/interference
range varies between chipsets, a rough guideline is provided by the network
simulators NS-2 and QualNet, which both specify an interference range of
twice the transmission range. As a consequence of this large interference
range, a single transmission can prevent a large number of nodes from si-
multaneously transmitting. Theoretically, only every fourth node in a string
topology can transmit concurrently [65].
3.1.2 Inter-￿ow and intra-￿ow interference
An alternative description of the same problem, often used by authors
with solutions operating higher in the OSI networking model, is the problem
of interfering ￿ows. Routing metrics and transport layer contributions often
break this problem into the sub-problems of intra-￿ow and inter-￿ow inter-
65Figure 3.1: Large carrier sensing range
Figure 3.2: Inter-￿ow and intra-￿ow interference
ference. Intra-￿ow interference occurs when one node prevents another node
from transmitting within the same ￿ow. For example, the central node in
Figure 3.2 can prevent nearby nodes along the same ￿ow, ￿ow 1, from for-
warding concurrently. In contrast, Inter-￿ow interference occurs when two
nodes forwarding frames along di￿erent ￿ows prevent each other transmit-
ting simultaneously. For example, the central node forwarding tra￿c in ￿ow
661 is preventing a simultaneous transmission in ￿ow 2 (Figure 3.2).
The solutions discussed in this chapter, operate at di￿erent layers in the
OSI networking model. Despite operational di￿erences, they all attempt to
reduce contention by enabling wireless stations to transmit simultaneously on
multiple non-overlapping channels. By transmitting frames on di￿erent chan-
nels, many transmissions can occur concurrently. The goal of this research
area is to ￿nd an e￿cient way to change multi-hop ad-hoc networks from sin-
gle channel networks to multi channel networks. By enabling transmissions
over multiple channels, MAC layer or inter-￿ow and intra-￿ow interference
problems are reduced because multiple transmissions can be completed con-
currently. Considering the severity of throughput degradation in single radio
multi-hop ad-hoc networks, this is a highly important problem.
3.1.3 Performance of multi hop single-radio networks
Gupta and Kumar’s paper [9] demonstrated that for a given number of
nodes (n), each of which is communicating with another node, the maximum
possible throughput, considering optimal node placement and communication
pattern, is ( 1 p
n). Furthermore, it was also shown that, given a random node
placement and communication pattern, the throughput available to each node
follows the function $( 1
n
p
logn) [9]. These degradations in throughput were
con￿rmed by Li et al [65] who used the combined methods of simulation and
practical experimentation. Currently, results suggest that, as the number of
nodes increase, the bandwidth available to individual nodes approaches zero.
As stated in the problem description above, the large interference range of
802.11 wireless mesh networks means that only every fourth node in a chain
67can operate simultaneously. In practical and simulated studies, Li et al [65]
found that the random contention mechanism of 802.11 led to poor scheduling
across a chain of nodes. Put simply, as TCP data and ack segments travel
along a string of ad hoc nodes, 802.11 schedules the transmission of these
segments randomly based on DCF (Distributed Coordination Function). The
conclusion was that poor scheduling of transmissions meant that only one in
every seven nodes in a wireless chain could transmit concurrently. This means
that the real world scalability of multi hop ad hoc networks is signi￿cantly
worse than the most optimistic theoretical estimates.
To enable mesh networks to increase in size and provide greater band-
width, wireless nodes must utilize multiple frequencies. If nodes could utilize
orthogonal frequencies they could dramatically reduce contention because si-
multaneous transmission can now occur on di￿erent channels. By reducing
contention in this manner, performance increases are possible. This review
of prior work begins at the MAC layer.
3.2 Multi-Channel MACs
To alleviate contention problems in single channel multi hop networks, a
number of MC-MAC (Multi Channel MAC) protocols have been proposed.
New MACs designed for multi channel multi hop networks aim to spread
transmissions over a large number of non-overlapping channels. By split-
ting the transmissions across multiple channels, contention is reduced be-
cause multiple simultaneous transmissions may be performed over di￿erent
channels. A number of di￿erent MC-MACs have been proposed. This chap-
ter separates the schemes into di￿erent categories: multi-radio MC-MACs,
68single-radio MC-MACs and hybrid approaches.
3.2.1 Multi-radio multi-channel MACs
The multi-radio MC-MAC protocols [67, 68, 69] require two or more ra-
dios to operate. These approaches use one radio for control tra￿c (such as
management frames) and the other radio for data transmission which can
occur over multiple di￿erent channels. The control radio is used to nego-
tiate and setup data transmissions which will occur later on separate data
channels. As multiple channels are available, data transmissions may occur
simultaneously on di￿erent channels.
Wu et al [68] introduced one of the ￿rst MC-MAC protocols. Using this
MAC, a node wanting to transmit begins by sending a Request-to-Send (RTS)
message over the common control channel. Included in this RTS is a Free
Channel List which contains a list of channels that the sender can currently
use on its alternative radio for data transmission. The receiver replies over
the control channel with a Clear-To-Send (CTS) con￿rming the channel to
be used for data transmission. This mechanism of scheduling transmissions
over a default control channel is shown in Figure 3.3. A di￿erent paper by
Jain et al [69] operates in a very similar manner whereby the receiver chooses
the data channel based on a Free Channel List sent by the transmitter.
Kyasanur et al [70] builds upon previous work [68, 69], introducing a
number of new ideas. The authors suggest that the control channel should
be a slice of unlicensed spectrum in the 900MHz ISM band. By utilizing
the 900MHz band, greater range can be achieved over the 2.4GHz or 5GHz
band. It is claimed that the greater range may reduce hidden terminal issues.
69Figure 3.3: Multi-radio multi channel MAC protocols
However, the 1-2MHz slices available in the 900MHz band provide lower
speeds than the larger 20MHz channels in the 2.4GHz and 5GHz band. As a
result, the control channel becomes a bottleneck. To overcome this problem,
mechanisms that enable multiple packets to be sent per RTS/CTS exchange
are devised. To further increase the e￿ciency of the control channel, the
RTS/CTS reservation mechanism may also schedule packets in advance. The
authors [70] claim that by using advanced scheduling in the control channel,
greater channel utilization can be achieved.
While the ideas in Kyasanur et al’s [70] study are meritorious, there are a
number of practicalities that impede implementation. This proposed MAC is
untested in a real world environment. Thus, clustered packet transmissions
and advanced scheduling may have unknown a￿ects on TCP. Furthermore, it
may be more practical to use the 2.4GHz band rather than the 900MHz band
for the control channel because equipment is mass produced, cheap, and high
bandwidth which prevents the previously discussed bottleneck issues.
The multi radio MC-MAC approaches [67, 68, 69] can potentially increase
the available bandwidth in both AP con￿gurations and multi-hop ad-hoc
70networks through better spatial reuse. A disadvantage is the cost of an ad-
ditional radio in terms of price, power consumption and the physical size of
the network device. Furthermore, the e￿ciency of using an entire channel
for control messages is also debatable. Questions over the acceptability of
such trade-o￿s led to the development of single radio MC-MACs.
3.2.2 Single-radio multi-channel MACs
The single radio multi channel MAC approaches only require one interface
and can transmit on multiple di￿erent channels. They facilitate transmissions
on di￿erent channels by requiring every node to be time synchronized. A
couple of di￿erent approaches [71, 72] have been proposed.
In SSCH (Seeded Slotted Channel Hopping) [71], each wireless radio hops
in a predetermined pattern through a list of channels, remaining on each
slot or channel for 10ms. While each node has a di￿erent hopping pattern,
hopping sequences are designed such that di￿erent nodes will settle on the
same channel at least once per iteration of the hopping sequence. When a
node has data that needs to be transmitted to a speci￿c node, it must wait
until the two nodes hopping sequences overlap and both radios settle on the
same channel. To ensure that hopping sequences do overlap, there is a parity
slot once every iteration whereby all radios converge on one channel.
Another approach by So and Vaidya [72] works in a very similar manner to
the previously discussed multi-radio MC-MACs because the MAC negotiates
the preferred channel via RTS/CTS messaging. However, the single chan-
nel MC-MACs are constrained compared to their multi-radio counterparts as
they may only operate on one channel at any one time. So and Vaidya [72]
71Figure 3.4: Single-radio multi channel MAC protocols
use a window, during which, all nodes must simultaneously switch their ra-
dio to the control channel, to negotiate future transmissions. By introducing
a channel negotiation window, nodes will capture all RTS/CTS exchanges
and therefore will be aware of all future data transmissions and the channel
on which they will occur. Figure 3.4 shows So and Vaidya’s [72] approach
whereby after every beacon, a channel negotiation window is opened. Fol-
lowing this window, the negotiated data transmissions are sent over several
di￿erent data channels. This approach [72] was similar to a component of
the 802.11s draft called CCF (Common Channel Framework) [20]. However,
since the release of this draft [20], CCF has been removed from 802.11s due
to interoperability concerns with existing 802.11 DCF [3] functions.
The single radio multi channel MACs [71, 72] accomplish transmissions
across multiple di￿erent channels with a single radio. The di￿erence between
these schemes is that SSCH (Seeded Slotted Channel Hopping) [71] hops in a
semi scheduled manner through channels whereas the previously mentioned
approach by So and Vaidya [72], negotiates data transmissions over a common
control channel. By utilizing multiple di￿erent channels simultaneously these
72schemes can potentially increase the aggregate throughput, however, there
are a number of ine￿ciencies or drawbacks.
Firstly, there are periods of time where no data can be transmitted. In
SSCH [71] this occurs when hopping across channels where there is no data to
be transmitted. A given node may only spend a tenth of its time on a channel
with the node it wishes to communicate with. This is also prevalent in So
and Vaidya’s approach [72] because, during the channel negotiation window,
data is unable to be transmitted. In both of these approaches, nodes may
have data that must be en-queued until the two hopping paths overlap or
can be negotiated again.
Another problem with these schemes is that they require strict time syn-
chronization to operate. In SSCH [71], hopping sequences must be synchro-
nized so that nodes fall on the same channel at the same time. Equally, in
[72], all nodes must simultaneously switch to the common control channel for
RTS/CTS exchanges. The these requirements create additional complexity
given the known time synchronization issues in large ad-hoc 802.11 networks
[73].
3.2.3 Hybrid
The paper by Kyasanur et al [67] is di￿cult to categorize. While it does
not de￿ne a new MAC layer, the switchable interface strategy is very similar
to the MC-MAC approaches. This hybrid approach requires each node to be
equipped with three interfaces. One of the three interfaces is a ￿xed static
interface; used purely to receive tra￿c. Figure 3.5 shows how the other two
interfaces are switchable and used for transmission. If node 2 wishes to send
73Figure 3.5: Hybrid approach
a packet to node 1, it must switch one of its switchable interfaces to the static
channel of node 1. This approach requires each node to build and maintain
a list of its neighbors and the channel used by the static radio. This hybrid
protocol operates at the data link layer and subsequently any routing proto-
col may be used on top of it. One disadvantage of this approach is the large
number of radios required for operation. The other problems are common
for all the MC-MACs and will be discussed jointly.
3.2.4 Multi-channel MAC criticisms
There are a number of criticisms relevant to multi-radio MC-MACs and
single-radio MC-MACs that have prevented practical usable implementa-
tions. Firstly, the support of broadcasts is ine￿cient. In multi channel
802.11 networks, broadcasts must reach all nodes. The lack of a common
data channel requires broadcasts to be retransmitted by each node over ev-
ery channel.
Another problem is the channel switch delay. The channel switch delay
is the hardware and software delay that results when a wireless card changes
74channel or switches between frequencies. It is a null period during which
the interface is unable to send or receive frames. Because many MC-MAC
approaches switch channels on a per-packet basis, the channel switch delay
is troubling. Some studies claim that actual hardware switching delays are
80s [71]. Other studies [74] found much longer delays of 5ms and 20ms in
Atheros and Intersil Prism based wireless cards. Shin et al [75] found that
channel switch delays in Intersil Prism wireless cards were 22ms. My studies
of the switching delay [76, 77] found delays between 2ms and 22ms varying
with the chip-set. The performance of MC-MAC approaches depended on
signi￿cantly lower channel switching delays in future 802.11 equipment.
The lack of open source wireless drivers is also problematic because it
prevents researchers from experimenting with new MAC layers. It is hoped
that recent e￿orts such as the ath5k driver [78] may create opportunities for
actual implementations of these MACs.
The ￿nal, and perhaps most powerful hindrance to these schemes is in-
teroperability. When the IEEE 802.11s working group was in its prelimi-
nary stages, a single radio MC-MAC scheme similar to So et al’s [72] was
proposed. However, this feature was ultimately dropped due to concerns
over interoperability with existing 802.11 Distributed Coordination Function
(DCF) functions. This interoperability problem is generalizable to all of the
MC-MACs. It prevents the advantages of 802.11, such as low cost and con-
tinual research, from being applicable for multi hop ad hoc networks.
3.3 Channel Aware Routing Metrics
This contention problem in multi hop ad hoc networks can also be solved
75at higher layers. By solving the problem at a higher layer and using the
existing 802.11 ad hoc mode, 802.11 compliance can be maintained. To solve
this problem at higher layers, multiple radios are required per node. In
addition, these nodes also require a mechanism to semi-permanently assign
channels to these radios to create a channel diverse topology. Furthermore,
the routing protocol must be engineered to prefer channel diverse paths.
Routing metrics were previously discussed in chapter 2, however, in this
section, they are analyzed with speci￿c reference to minimizing inter-￿ow
and intra-￿ow interference. Some studies [53] have found signi￿cant per-
formance gains using dual radio nodes, an identical channel assignment for
all nodes, and an intelligent channel aware routing metric. Thus, despite a
marginal improvement in channel diversity, an intelligent channel aware met-
ric was able to make signi￿cant use of the spatial diversity. Our discussion
of routing metrics begins by re-reviewing the ETX (Expected Transmission
Count) and ETT (Expected Transmission Time) metrics. While neither of
these metrics are channel aware, they form the basis of more complex channel
aware metrics that are capable of representing the e￿ects of inter-￿ow and
intra ￿ow interference.
3.3.1 ETX and ETT
ETX is a reliability metric. It measures the number of transmissions re-
quired to successfully move a packet from the source to the destination. ETX
[48] is superior to the hop count metric and is currently used in the OLSR
and Babel routing protocol. ETX was improved by Draves et al [53] who
extended it by adding a bandwidth measure. The resulting metric is called
76Figure 3.6: ETT/ETX and intra-￿ow interference
ETT [53] (Expected Transmission Time), however, neither ETX or ETT in-
corporate the detrimental e￿ects of inter-￿ow or intra-￿ow interference. This
limitation is demonstrated in Figure 3.6 where node A, using ETT or ETX,
is unable to di￿erentiate between the two paths from A to D; despite the fact
that route ABCD will provide signi￿cantly less throughput than AQWD. A
more in-depth discussion of ETT and ETX was provided in section 2.3.5.
3.3.2 WCETT (Weighted Cumulative Expected Transmission Time)
WCETT (Weighted Cumulative Expected Transmission Time) [53] im-
proved upon ETT by capturing the e￿ects of intra-￿ow interference. Intra-
￿ow interference is caused by two or more nodes which degrade the perfor-
mance of the path by using the same channel along the same ￿ow. Simply,
WCETT punishes paths which utilize the same channel over subsequent links.
WCETT, shown in equation 3.1, is best understood in two halves. The ￿rst
half,
Pn
i=1 ETTi is the sum or total cost of ETTs on a path. The second
half of the metric, max1jk Xj, counts the number of times each channel is
used along a path. By counting the maximum number of times a channel is
77used along a path and adding it to the cost, single channel paths, such as
ABCD in Figure 3.6, are punished. The balance between the two compo-
nents,
Pn
i=1 ETTi and max1jk Xj, is determined by the tunable parameter
. WCETT improves upon ETT by capturing intra-￿ow interference, how-
ever, it loses a property called isotonicity, which will be explained in more
detail in section 3.3.4. Furthermore, although it captures intra-￿ow interfer-
ence, it does not capture inter-￿ow interference.
WCETTp = (1   ) 
n X
i=1
ETTi +   max
1jk
Xj (3.1)
3.3.3 MIC (Metric of Interference and Channel-Switching)
MIC (Metric of Interference and Channel-switching) was proposed by
Yang et al [79] and improves upon WCETT by also capturing the cost of
inter-￿ow interference. Inter-￿ow interference is caused by two or more nodes
which degrade each others performance by using the same channel on two
di￿erent paths. The formula used to calculate MIC is shown in equation 3.2
where N is the total number of nodes in the network and min(ETT) is the
lowest ETT on the path. The other two components are IRU (Interference
Resource Usage) and CSC (Channel Switching Cost). IRU measures the
inter-￿ow interference and CSC measures the intra-￿ow interference. IRU is
the ETT of a given link multiplied by the number of neighboring nodes ( Nl)
sharing the link (see equation 3.3). Higher numbers of neighbors sharing
the channel result in a higher metric. The CSC, shown in equation 3.4,
78gives di￿erent weights (w1 or w2) depending on whether the previous channel
(CHprev(i)) is the same as the current channel (CH(i)). A higher weight
will obviously apply to paths using the same channel consecutively. Similar
to WCETT, MIC is a non-isotonic metric.
MIC(p) =
1
N  min(ETT)
X
link l2p
IRUl +
X
node2p
CSCi (3.2)
IRUl = ETTl  Nl (3.3)
CSCl = f
w1 if CH(prev(i)) 6= CH(i)
w2 if CH(prev(i)) = CH(i)
(3.4)
3.3.4 Isotonicity and link state routing
The WCETT and MIC metrics are both capable of capturing channel
information, but, they are non-isotonic. A metric is said to be isotonic if it
preserves the relative link weight of a path when prepended by a common
path [79]. Yang et al [79] show why WCETT is non-isotonic and therefore
e￿cient algorithms, such as Dijkstra’s algorithm, cannot be used to compute
shortest paths.
This section provides an equivalent example. Given the topology shown
in Figure 3.7, this example will show how WCETT chooses a suboptimal path
to node Z causing routing loops. Paths are calculated using the formula of
79WCETT shown in the footnote1. It is assumed that a value of 0.5 is used
for . For the upcoming example, the interested reader should follow the
WCETT calculations referenced in the footnotes.
When node A calculates a route to node E it chooses the lower cost path
ATE rather than ASE2. Because of the way the Dijkstra algorithm works, the
path ASE will subsequently be removed from further consideration. When
node A wishes to calculate the lowest cost path to node Z, it must now
chose between ATEZ and ABGNZ. As WCETT punishes paths that use the
same channel, over multiple hops, path ABGNZ is the shortest path 3. How-
ever, this calculation is actually incorrect. The shortest cost path is actually
ASEZ4 but this will never be calculated because, following the calculation of
path ATE, ASE was discarded as a possible path to node E.
This causes major problems when node B attempts to determine its lowest
cost path to node Z. Unlike node A, when node B determines its best path
to node E it will choose BASE rather than BATE 5. This change occurs
because the link between node B and node A uses the same channel as the
1 WCETTp = (1   ) 
Pn
i=1 ETTi +   max1jk Xj
WCETTp = (0:5 
Pn
i=1 ETTi) + (0:5  max1jk Xj)
2 ATE= (0:5  0:4) + (0:5  1)
ATE = 0:7
ASE= (0:5  0:5) + (0:5  1)
ASE = 0:75
3 ATEZ = (0:5  0:6) + (0:5  2)
ATEZ = 1:3
ABGNZ= (0:5  1:3) + (0:5  1)
ABGNZ = 1:15
4 ASEZ = (0:5  0:7) + (0:5  1)
ASEZ = 0:85
5 BASE = (0:5  0:6) + (0:5  1)
BASE = 0:8
BATE = (0:5  0:5) + (0:5  2)
BATE = 1:25
80Figure 3.7: Sample topology for WCETT metric calculation
link between node A and node T, and subsequently, that path is penalized.
When node B wants to determine its lowest cost path to node Z, it has a
choice between BASEZ and BGNZ6. Using the WCETT metric, Dijkstra will
chose the route BASEZ as the lowest cost path from node B to node Z. This
causes a routing loop because node A has calculated the lowest cost path via
node B and node B has calculated the lowest cost path via node A.
The problem with WCETT and MIC is that the cost of a link can be
changed by links that precede or succeed the measured path. In the case
of the path ATE, the preceding link, BA, or the succeeding path, EZ, will
modify the cost in a manner that is not relative to the added weight of
the additional links. Put simply, the added weight of EZ will di￿er based
on whether it is appended to ATE or ASE. The solution to the problem of
non-isotonic metrics is non-trivial.
6 BASEZ = (0:5  0:8) + (0:5  1)
BASEZ = 0:9
BGNZ = (0:5  1:2) + (0:5  1)
BGNZ = 1:1
81The authors of MIC [79] have a method to transform MIC into a isotonic
metric by virtualizing interfaces into nodes. They simulated this mechanism
in [80] with a specially created routing protocol called LIBRA, however real
world implementations are non-existent. Currently, link state routing proto-
cols are unable to use metrics that capture the e￿ects of channels or intra-￿ow
and inter-￿ow interference.
Identical static channel assignments have been used thus far to obtain
results for new routing metrics [53]. Due to problems with non-isotonic rout-
ing metrics and link state routing protocols, the results have largely been ob-
tained using on-demand routing protocols such as LQSR or AODV [49, 81].
The positive results suggest that channel aware metrics are capable of mak-
ing better use of the available bandwidth. However, the potential bene￿ts
of using a channel aware routing protocol are limited if an identical channel
assignment is used on every node. If an intelligent, channel diverse assign-
ment mechanism could dynamically assign channels to radios in a manner
that preserves connectivity, throughput improvements could be many mag-
nitudes greater [64]. Cross layer channel assignment attempts to provide a
channel diverse assignment. Maximizing the number of collision domains and
enabling more concurrent transmissions could provide greater throughput.
3.4 Prior Cross Layer Channel Assignment
Channel assignment in multi radio networks is a trade-o￿ between inter-
ference and connectivity. Maximum connectivity can be provided by assign-
ing the same set of channels to every node. However, this will cause large
amounts of interference/contention. Another equally simplistic solution is to
82assign a random channel to every radio. This will minimize the interference,
however, it is unlikely that the network will be completely connected because
nodes may only communicate if they share a channel and are within trans-
mission range. The key to channel assignment is to guarantee connectivity
while simultaneously minimizing the number of interfering links. Prior ap-
proaches can be divided into centralized approaches, where there is a single
central channel assignment server, and distributed approaches where each
node makes decisions based on locally available information.
3.4.1 Centralized
The centralized approaches [82, 83, 84, 64, 85] rely on a centralized server
to assign channels to nodes in the network. The graph based solutions
[82, 83, 84] often formulate the problem in graph theoretic terms. They
begin with the assumption that an input to their algorithm is the unit disk
graph or G = (V;E) where the graph G has V (vertices) representing nodes
and E (edges) representing possible links. Most of the channel assignment
schemes use variations on graph coloring algorithms such as weighted con￿ict
graphs. The goal is to assign channels, (colors) to links, (edges) in such a
manner that maintains connectivity yet simultaneously minimizes the num-
ber of nodes sharing the same channel [82, 83, 84]. For a given graph, the
centralized algorithm searches for solutions whereby certain network vari-
ables such as interference are minimized. However, this has been shown
to be NP-hard [64, 86, 84, 83]. As the complexity of ￿nding a solution is
exponential, to enable these algorithms to terminate in polynomial time,
heuristic/approximate approaches are used.
83Other centralized channel selection approaches formulate the problem
based on network ￿ows [85, 64]. These channel assignment schemes are simi-
lar because their algorithms assume that the unit disk graph is an algorithm
input, however, they di￿er because the aim is not to minimize interference
but maximize the number of simultaneous network ￿ows [85, 64]. The cen-
tralized network ￿ow schemes maximize the end-to-end bandwidth in the
network. In addition, because of the circular dependency between channel
assignment and routing, the problem is solved jointly. End-to-end bandwidth
is maximized based on assumed knowledge of the tra￿c pro￿le and the band-
width that each potential link can o￿er in advance. To surmise, in addition
to assuming knowledge of the entire network as a graph, these algorithms
also assume the tra￿c pro￿le and the bandwidth of every potential link.
The highly theoretical nature of these studies has meant that only a cou-
ple of small implementations have been attempted. Two studies [64, 84]
provided implementations with 6 and 4 nodes respectively. In these imple-
mentations all radios use channels in the 2.4 GHz spectrum which, due to
the small number of channels, ensures a fully connected mesh and makes it
di￿cult to conclusively show that such centralized schemes are a practical
solution to the channel assignment problem.
3.4.1.1 Criticism
The theoretical nature and lack of experimentation with centralized ap-
proaches has disregarded a number of important issues. The unit disk graph,
which is an assumed input for many of the previously mentioned channel as-
signment algorithms, is di￿cult to obtain and can vary with time. A couple
84of papers have been published in topology discovery [87, 88], however, to my
knowledge, there is no practical method to obtain complete knowledge of a
graph. In addition to the impracticalities of obtaining a graph of the entire
network, the network ￿ows papers [85, 64], further assume that potential
link bandwidths of edges in their graph are known in advance. In reality, the
tra￿c pro￿le will be highly dynamic and is likely to vary with time.
Another question that centralized approaches must answer is; how chang-
ing link conditions be accommodated. For example, if the network is parti-
tioned, how does a centralized approach rectify this problem. One solution to
this problem is to have a common control channel [84] which will ensure that
the network is never partitioned. However, the control channel will quickly
become a bottleneck as the size of the network expands. Section 3.5.2 dis-
cusses a phenomenon called inter-radio interference which shows that each
mesh node is, in a practical sense, limited to a ￿nite number of radios. Given
the ￿nite number of radios that may be used per node, a control channel is
an ine￿cient use of a radio. To conclude, many of these approaches assume a
controlling autonomous entity with simultaneous knowledge and control over
every node in the network which is impractical in wireless mesh networks.
This section has discussed why the algorithm inputs are unable to be
captured and why disconnected nodes in a partitioned mesh may be unable
to contact the centralized channel assignment server without a omnipotent
controlling entity. However, there are also a number of practical implemen-
tation scenarios where a centralized approach is not applicable. In commu-
nity/neighborhood networks it is unlikely that a centralized server with total
control will be a viable approach. A centralized assignment algorithm also in-
troduces a single point of failure and a point of attack for DoS. Furthermore,
85it is unknown how such centralized schemes will scale to large and complex
mesh networks. Subsequently, they may not provide the self-con￿guring,
self-healing properties originally envisaged for wireless mesh networks.
3.4.2 Distributed
Recent publications [89, 90, 86] suggest a move towards distributed chan-
nel assignment mechanisms. The distributed approaches often propose a
physical architecture and experiment with their implementation in a testbed.
A few di￿erent approaches have been proposed [89, 90, 86], however, they
are all relatively unique and will be reviewed individually.
An approach by Raniwala et al, known as Hyacinth [90], is designed to
provision Internet access across the mesh. The approach is similar to 802.1D
Spanning Tree Protocol (STP) because the network formed is a tree structure
spanning away from the gateway. Each node contains two or more NIC’s,
including an up-NIC and a down-NIC. A nodes up-NIC connects to the
upstream node’s down-NIC which o￿ers the lowest cost path to the gateway.
Node’s down-NICs do not explicitly connect to another node, but instead
select a channel with little or no interference. Routing is simpli￿ed as all
tra￿c is routed upstream towards the gateway. Hyacinth aims to provide
the fastest possible path to a Internet gateway. Each node o￿ering Internet
access is equivalent to a root node in STP whereby a tree is formed spanning
away from the gateway. The Hyacinth de￿nition of connectivity is relaxed
compared to other approaches as they assume that mesh connectivity will
be provided if every node can reach the gateway. Hyacinth [90] was tested
in a 9 node prototype. The main criticisms of Hyacinth is that they use an
86antiquated STP design. This will be further explored after a description of
Dmesh.
Dmesh [86] is similar to Hyacinth as it is also a gateway centric approach,
which builds trees spanning away from the gateway. Dmesh is unique because
it is based around directional antennas. In the Dmesh design [86], each node
has a minimum of one omni directional antenna and one directional antenna.
The omni directional antenna is used for locating new networks and also for
fault tolerance. Once a network has been found, directional antennas with
a 45 degree beam width are used to connect the child node to the parent
node. These antennas need manual steering on both the parent and child
node. After the directional antennas have been manually aligned, a channel
selection mechanism will assign an appropriate channel. The selection is
based on the geometric information of surrounding nodes, the direction of
the antennas and also locally obtainable information such as interference
received by the radio. Dmesh uses a modi￿ed version of the OLSR routing
protocol [15] to enable it to work in this manner. Extensive testing was
performed on a 16 node prototype network. The main drawback of Dmesh
is that the directional antennas on both the parent and child node require
manual steering by an administrator. This manual con￿guration somewhat
violates the original requirements of self-forming and self-con￿guring mesh
networks.
A further criticism, applicable to both Dmesh and Hyacinth is that the use
of a STP/tree topology is inferior to a fully routed network. A STP topology
will concatenate paths and ￿ows reducing the available bandwidth. Tra￿c
that is not destined for the gateway, may have to travel upstream when a
more direct and less congested path may exist elsewhere. Another problem
87with a STP design is the inability to multi-home or operate in the presence
of multiple gateways. If multiple gateways do exist, each node can only be
part of one tree. The authors [90] claim that 100% of the tra￿c is Internet
tra￿c, however, this is unrealistic and may neglect other applications such
as telephony, gaming and ￿le-sharing that may not travel via an Internet
gateway.
In contrast to the gateway centered approaches, Ko et al [89] designed a
channel selection mechanism that can support multiple gateways, does not
build a STP tree, and ensures mesh connectivity. For ease of exposition,
this approach is referred to as DCA, an acronym for the papers title Dis-
tributed Channel Assignment in Multi-Radio 802.11 Mesh Networks. DCA
is based on a two radio architecture with one radio operating on a default
common control channel and the other radio being used to provide channel
diversity. A 5GHz radio is used for the common control channel while the
other 2.4GHz radio may operate on a number of di￿erent channels. The
2.4GHz radio switches between channels in the 2.4GHz spectrum with the
goal of individually lowering the local interference. The paper includes a
proof showing that greedily lowering the local interference also lowers the
global interference. DCA was tested in a 14 node testbed with the Microsoft
LQSR routing protocol and the WCETT metric.
DCA [89] is di￿erent from previous approaches [86, 90] and even RDCS,
as it operates independently of the routing protocol. This unique advantage
enables it to work with any routing protocol. However, DCA only allows
a ￿nite number of channel changes. This is designed to allow the channel
assignment to stabilize, however, this may not allow the network to adapt
to future topology changes. In the authors defense, they claim that chan-
88nel selection should be strongly based around the physical structure of the
network and that the routing protocols should react to topology changes.
Also, the use of a common control channel ensures global mesh connectiv-
ity, however, the penalty of a common control channel is that the potential
for channel diversity is restricted. It has been argued [90] that the use of a
common control channel is ine￿cient because the number of radios that can
simultaneously operate on one node is limited.
3.5 Channel Policy & Architecture
3.5.1 Frequency availability
When 802.11 was ￿rst released in 1999, it was designed for operation in
the 2.4GHz and 5GHz band. The unlicensed frequency bands di￿er for each
country. The frequency range available in Australia, which closely follows the
USA, is shown in Table 3.1. Although there are 11 channels in the 2.4GHz
spectrum, the channel separation between these channels is so small that only
channels 1, 6 and 11 can be simultaneously used. Compared to the 2.4GHz
band, the 5GHz band is signi￿cantly larger. However, 5GHz 802.11a wireless
equipment has thus far been unpopular. The reasons for this include, slow
time to market, poor range in indoor environments and higher cost. Some of
these problems, such as time to market and cost, were a product of incon-
sistent global frequency regulations for the 5GHz band which, for a number
of years, prevented 802.11a equipment being sold on global scale. As a re-
sult, the majority of 802.11 equipment operates in the 2.4GHz spectrum. For
mesh networks, 5GHz 802.11a equipment is becoming increasingly important
89Table 3.1: Available frequency for 802.11 use
Band Frequency Range Available Channels
ISM 2.400 - 2.475 GHz 3
UNI 1 5.18 - 5.32 GHz 8
UNI 2 5.745 - 5.825 GHz 5
because of the need for multiple non-overlapping channels. Also, a newly dis-
covered phenomenon known as inter-radio interference further increases the
need for the frequency diversity and separation that the 5GHz spectrum can
provide.
3.5.2 Inter-Radio interference
During experiments, numerous research e￿orts [64, 91, 53, 92] have en-
countered signi￿cant interference resulting in throughput problems from two
closely located radios. This problem of inter-radio interference is prevalent
even when the two radios are using non-overlapping channels. From a design
and architecture perspective, the small form factor of mesh nodes will require
multiple radios to be closely located. The e￿ect of inter-radio interference
was highlighted in an experiment by Raniwala et al [64]. Their results have
been replicated in in Table 3.2. In this experiment, two 802.11b cards in
the same machine were operating on channel 1 and 11 in the 2.4GHz band.
The results are presented as a percentage of the throughput provided by the
radios given their action: send, receive or silent. Despite using channel 1
and channel 11, which are completely orthogonal channels, the results show
a substantial drop when both channels are sending and/or receiving simulta-
90Table 3.2: Inter-radio interference from two co-located radios in on channel
1 and 11 in the 2.4 GHz spectrum
NIC-1 NIC-2 NIC-1 Goodput NIC-2 Goodput % of Max Goodput
send silent 5.52 - -
recv silent 5.23 - -
silent send - 5.46 -
silent recv - 5.37 -
send send 2.44 2.77 47.6%
recv send 2.21 4.02 58.3%
send recv 4.22 2.42 61.0%
recv recv 4.02 1.89 55.8%
neously. The performance loss is so severe that the bene￿ts of a multi radio
system are completely negated. It is evident from the results that the two
radios are unable to send and/or receive simultaneously. The reason for this
loss of performance is the physical proximity of the radios combined with the
closeness of the operating frequencies. Fuxjager et al [92] refers to this as
the near-far problem and suggests that there is a serious mismatch in some
prior channel selection mechanisms that neglected to include a solution to
this problem.
One solution, which is used in [64], is to mount external antennas apart.
To implement this, the radios must be capable of accepting external anten-
nas. A problem is that long pigtails might increase attenuation and external
antennas may raise costs. Table 3.3 replicates the results of a second ex-
periment by Raniwala et al [64] showing the overall throughput when using
external antennas. It is demonstrative of the e￿ectiveness of external anten-
nas to reduce inter-radio interference.
91Table 3.3: Inter-radio interference from two co-located radios in the 2.4 GHz
spectrum with external antennas
NIC-1 NIC-2 NIC-1 Goodput NIC-2 Goodput % of Max Goodput
send silent 5.93 - -
recv silent 5.75 - -
silent send - 5.96 -
silent recv - 5.78 -
send send 5.52 5.96 96.6%
recv send 5.37 5.89 96.2%
send recv 5.42 5.41 92.5%
recv recv 5.66 5.17 93.9%
My solution is to utilize frequency e￿ectively by separating co-located
radios by as much spectrum as possible. Table 3.1 shows that there are 3
bands allowed for unlicensed use with 802.11. By using one radio in each of
the ISM, UNI-1 and UNI-2 bands, inter-radio interference can be eliminated
without the deployment problems of external antennas. Large channel sep-
aration enables nearby radios to transmit or receive concurrently. However,
based on these conclusions the architecture is limited to a maximum of 3 ra-
dios. In order to use more radios, additional frequency must be provisioned,
antennas must be mounted apart, or highly directional antennas must be
used. In the long term, the rati￿cation of 802.11y may allow additional fre-
quencies for ISPs.
3.5.3 Flexible architecture
This architecture has been designed with neighborhood networks, city
92wide wireless deployments, disaster recovery and developing world commu-
nications in mind. The general assumption is that there will be one or more
gateways to the Internet. Multi radio nodes running OLSR and Routing
Driven Channel Selection (RDCS) will form the backbone network, relaying
tra￿c across multiple hops to the gateway.
3.6 RDCS
3.6.1 Introduction
The aim of channel selection in multi radio mesh networks is to create a
channel assignment that will provide the highest available throughput while
simultaneously ensuring a completely connected mesh. This section will fur-
ther explore this aim; investigating the delicate balance of connectivity, con-
tention and data rates. In this chapter, a new channel selection mechanism,
known as Routing Driven Channel Selection (RDCS) is created and tested.
The ￿rst requirement, connectivity; is the connectedness of the mesh
network. A network is connected if every node has a working path to every
other node in the mesh. For example, in Figure 3.8, the network has become
disconnected. The disconnected nodes are now part of a radio island; unable
to communicate with the rest of the network. A channel selection algorithm
must recognize that connectivity has been broken and restore connectivity.
One approach, which will guarantee connectivity, is to assign every node the
same set of channels. While this will ensure a fully connected mesh it will
result in large amounts of contention, reducing the potential capacity or total
93Figure 3.8: Restoring connectivity
94throughput.
Contention is the number of nodes competing for use of the medium.
As 802.11 is a broadcast technology, access and hence bandwidth is divided
between all competing stations. If two wireless nodes are transmitting con-
currently on a shared channel, each station will receive approximately half of
the links potential bandwidth. The introduction of a third node on the same
channel will further reduce the available bandwidth. The solution to this
problem is to assign radios to di￿erent channels which will reduce contention
and improve aggregate bandwidth. A naive channel assignment mechanism
might randomly assign channels to radios. However, because two radios must
be on the same channel to communicate, a random assignment may not en-
sure a connected mesh. Hence, this approach would not meet the previous
requirement of connectivity.
In addition to the connectivity and contention trade-o￿, it is equally
important for channel assignment algorithms to select high bandwidth links.
The data rate of wireless links are determined by a number of factors. Firstly,
it is dependent on the type of wireless radio. Older 802.11b wireless radios
operate at data rates of 1, 2, 5.5 and 11Mb/s. 802.11a and 802.11g wireless
radios operate at rates between 6Mb/s and 54Mb/s and the 802.11n stan-
dard o￿ers even higher speeds. The data rate is also largely based on the
link quality or SNR (Signal-to-Noise Ratio). The SNR between two nodes
is a￿ected by distance, interference and physical obstructions. 802.11 ra-
dios automatically adapt the modulation and therefore the data rate to the
conditions7. Balancing contention, connectivity and data rates is a di￿cult
7 An implementation di￿culty is that the exact data rate at which a link operates is
di￿cult to know in advance without actually changing to the correct frequency and
95task and has been attempted by many studies [89, 90, 86][82, 83, 84, 64, 85]
with varying approaches. Our approach to the problem is known as RDCS
(Routing Driven Channel Selection).
3.6.2 RDCS implementation
RDCS is a distributed channel selection algorithm written in the Ruby
programming language. It is designed to operate with OLSR. RDCS chooses
channels intelligently by leveraging information from the wireless driver, the
OLSR routing Table and also by exchanging information with neighboring
nodes8.
Many prior channel assignment schemes [82, 83, 84, 64, 85] formulate
their problem as a graph problem and optimize for a speci￿c network vari-
able. RDCS di￿ers from these approaches because it is distributed and oper-
ates only on locally available information. Furthermore, it does not begin by
optimizing for a speci￿c variable, but by canceling out the frequencies which
are unable to be used. RDCS then makes channel decisions based on infor-
mation provided by the driver. The decision for each channel is iterated over
with speci￿c mechanisms to provide stabilization/optimization. The imple-
mentation discussion begins with an explaination of the inputs and sources
of information used by RDCS.
transmitting messages. Even with knowledge of the SNR it is inaccurate to correlate
the SNR with a speci￿c data rate.
8 Neighboring nodes: A directly connected node or a 1 hop neighbor
963.6.3 Inputs and RDCS
RDCS has three main sources of information which it uses to make chan-
nel decisions. These are: the wireless driver, the routing protocol and directly
connected one hop neighbors. These inputs are processed by Ruby regular
expressions.
A built in function of 802.11 devices is the ability to scan and ￿nd other
wireless devices. The scanning process was standardized in the 802.11 speci-
￿cation and has been studied in a number of works [93, 76, 94, 95, 96]. While
good scanning implementations are likely to result in better topologies and
faster convergence, RDCS can also operate without any scanning function-
ality. Utilizing the scanning cache is relatively simple, a package known as
wireless-tools [97] provides the scanning information from a range of open
source drivers allowing RDCS to be driver independent.
Another source of information is the OLSR routing table and OLSR
neighbor table. These tables can be probed by external applications through
a plug-in provided with OLSR called txtinfo. This plug-in provides a num-
ber of informational OLSR tables. RDCS uses the OLSR routing table to
discover whether an interface is currently providing unique routes. If the
interface is providing routes then, RDCS is likely to stabilize on this fre-
quency/channel. The speci￿c details of this mechanism will be provided in
section 3.6.6.
Information can also be retrieved from directly connected neighbors run-
ning RDCS. Neighbor’s IP addresses can be discovered though the OLSR
link table. These addresses are used to setup the exchange of information
between neighboring RDCS nodes. The need for this will become clear later
97in this chapter. The following section discusses the key features of RDCS
including a basic description of these features. My explanation of RDCS
begins with one of the ￿rst operations it performs; channel masking.
3.6.4 Channel masking
RDCS does not begin by assigning frequencies to radios, but instead, by
trimming or masking the list of available frequencies. Channels are deemed
inappropriate for a number of reasons including: to avoid rogue nodes, to
manage inter-radio interference and to prevent dual links forming between
two nodes. Together, these inappropriate frequencies are used as a mask
against the list of usable frequencies. This section investigates the reasons
for such frequency masks and their implementation. While reading this sec-
tion the reader should be mindful that a separate channel mask is created
for each radio interface.
3.6.4.1 Rogue node avoidance mask
The rogue node avoidance mask searches for channels used by nodes that
are not currently part of the mesh network. Most wireless drivers implement
a function called background scanning which enables currently unused radios
to search for other wireless networks. This information is stored in a scan
cache by the wireless driver and is retrieved by wireless-tools [97]. RDCS will
retrieve this list and search for nodes not using the speci￿ed SSID and nodes
not operating in ad-hoc mode. These nodes are regarded by RDCS as rogue
nodes and their frequencies are added to the rogue node avoidance mask.
98RDCS applies this mask to the list of available channels to avoid sharing
frequencies with non-mesh nodes. Sharing a channel with APs can result in
interference and less channel time to transmit frames, degrading throughput.
3.6.4.2 Inter-radio interference mask
In section 3.5.2, a phenomenon known as inter-radio interference was
discussed. It was found that the frequency bleed or inter-radio interference
that can occur between radios deployed in the same router is detrimental to
performance. The approach to solving this problem is to ensure that radios
are adequately separated by frequency. I recommend that radios deployed in
the same device are separated by as much frequency as possible.
To understand the inter-radio interference mask, the the con￿guration of
interfaces and frequencies in RDCS.conf will be brie￿y described. For RDCS
to operate, the number of frequency bands con￿gured in RDCS.conf must
equal the number of 802.11 interfaces that will be used in RDCS. For ex-
ample, if there are two interfaces, ath0 and ath1, [5.18, 5.2, 5.22, 5.24, 5.26,
5.28, 5.3, 5.32] could be speci￿ed as as the ￿rst band and [5.745, 5.765, 5.785,
5.805, 5.825] as the second band. The ￿rst interface will be assigned a fre-
quency in the ￿rst band and the second interface will be assigned a frequency
in the second band. When RDCS creates the inter-radio interference mask,
for each interface, RDCS will check the alternate interface to determine the
band currently in use. The inter-radio interference mask will subsequently
mask the entire band of frequencies used by the alternate/other radio. By
banning the list of channels used by the alternate radio, RDCS can prevent
the two interfaces from ever sharing the same band; eliminating inter-radio
99interference through distinct channel separation.
3.6.4.3 Dual-link mask
The aim of the dual link mask is to prevent two mesh nodes from converg-
ing on the same two frequencies. The scenario whereby two nodes acquire
the same channel assignment may reduce the globally available bandwidth
due to increased contention. Figure 3.9a, shows a situation that could arise
without the dual link mask. In Figure 3.9b the problem has been solved
by masking the channel of the neighbors alternate channel. To provide this
function, each node must check the channels used by its current 1-hop neigh-
bors. This check is performed by extracting 1 hop neighbors from the routing
table and using TCP network sockets in Ruby. These channels are added to
the dual-link mask. The reason for the dual link mask is that there is little
bene￿t from forming a secondary link with a neighbor. The aim of the dual
link mask is to form a mesh with greater channel diversity as shown in Figure
3.9b.
The dual-link mask is implemented by obtaining the address of a nodes 1-
hop neighbors through OLSR. Nodes request channel information from these
addresses and add the channel of the alternate radio to the channel mask.
Once the rogue node, inter-radio interference and dual link channel masks
have been obtained, they are applied against the list of available channels.
After performing channel masking functions, RDCS must cost the remaining
channels to choose the best channel.
100Figure 3.9: Dual-link masks
3.6.5 Channel costing
RDCS costs channels to decide which of the remaining channels should
be assigned. Potential wireless neighbors are discovered in the same manner
that rogue nodes are discovered. The wireless drivers scan cache is searched
to ￿nd nodes in ad-hoc mode with the correct SSID. The channels of these
nodes are recorded. The remaining usable channels, after the channel mask
has been applied, is compared against the list of nodes found in the scan
cache. Each channel containing one or more mesh nodes is evaluated based
on a simple cost metric.
The RDCS costing scheme provides a rough estimate of which channel
will provide the highest throughput for the network. However, the task is
inexact because the information gathered by the driver only speci￿es a SNR
and not a link speed9. To provide high data rates and low contention, the
cost function should give low costs to channels with few nodes and high
9 This measure/metric could possibly be improved with a sub-study to determine the
which SNRs correspond to what data rate. However, the results may not be applicable
to all wireless cards. Di￿erent cards may have di￿erent sensitivities.
101SNRs. Equally, it should give high or unfavorable weights to channels with
many nodes and low SNRs. The formula shown in equation 3.5, says that
the estimated bandwidth of a channel is equal to the average SNR of all
nodes sharing a channel, divided by the number of nodes. This formula is
not necessarily optimal, however, no attempts were made to further optimise
or evaluate the formula because, at the time of experimentation, the SNR
reports obtained from the driver were inaccurate.
EstBW =
SNRavg
NoNodes
(3.5)
3.6.6 Stabilizing/optimizing channel selection
A problem with RDCS, as it has been discussed thus far, is that it may
forever iterate between interfaces, constantly selecting di￿erent channels for
each interface10. Subsequently, a stable channel assignment may never form,
causing problems for routing protocols and requiring repeated Dijkstra recal-
culations. To provide the stability required by the routing protocol, RDCS
must have mechanisms to stabilize on channels and prevent constant reas-
signment. Equally, RDCS must also be capable of recognizing poor channel
selections or topology changes and take steps to improve the channel assign-
ment. However, with only local information available, the e￿ect of channel
changes on the global network is di￿cult to predict. The channel stability
mechanisms are closely related to a problem referred to in prior work as
10 Highly likely given the inaccuracy of background scanning mechanisms.
102cascading channel changes [91] or the ripple e￿ect [98].
The ripple e￿ect is the potential knock on e￿ect that occurs when a chan-
nel change causes a cascade or ripple of channel reassignments throughout
the network. Some schemes [89] circumvent this problem by allowing a ￿-
nite number of channel changes. Similarly, centralized approaches address
the ripple e￿ect by terminating the algorithm after an approximate channel
assignment has been found. The solutions which terminate channel assign-
ments to provide stability are inadequate as they prevent the network from
responding to future network/topology changes. A more adaptable solu-
tion is provided by the gateway centered approach; Hyacinth [90]. In this
approach, upstream nodes set the channel. Topology changes or breaks en-
route to the gateway, cause downstream nodes to search for and connect to
another upstream node o￿ering the new lowest cost path to the gateway. This
approach is ideal because it stabilizes its channel assignment yet also retains
the capacity to respond to future topology changes. A signi￿cant problem
for many approaches is that the individual nodes will have asymmetric views
of the same link. RDCS circumvents this problem by using the symmetric
routing protocol metric and subsequently, it will be valued equally by both
nodes responsible for the link.
Preventing the ripple e￿ect is similar to the RDCS goal of providing a
mechanism to reliably stabilize or optimize channel assignments. Assignment
schemes should stabilize good channel assignments whilst simultaneously op-
timizing poor channel assignments with minimal impact to the surrounding
network. Stabilizing or optimizing channel assignments must be balanced,
and consequently, any solution will be a trade-o￿.
In RDCS, channel assignment is evaluated on a per interface basis. An
103interfaces channel assignment is regarded by RDCS as stable if the interface
currently provides a unique route in the routing table. Equally, a channel
is reassigned or optimized depending on whether the interface is providing
a route in the routing table. Whilst this scheme seems simplistic, its stabi-
lization and optimization of channel assignments is best appreciated with an
example.
In Figure 3.10a the ￿rst interface, ath0, on node A connects to node C
through the trees with a metric 11 of 8. This route will be stored in the
routing table and consequently is considered by RDCS as a stable channel
assignment. During this time, node B ￿nds a line of sight link to node C with
a metric of 1 (see Figure 3.10b), and, when the second interface on node A
is evaluated, it connects to node B with a metric of 1 (see Figure 3.10c). As
node B now has a route to C with a metric of 1, node A will learn of this new
route. As the path ABC has a metric of 2 and AC has a metric of 8, the new
lower cost route will be installed in the routing table and the AC route on
ath0 will be removed from the routing Table. Because RDCS only considers
interfaces with routes in the routing table as stable, the link between node
A and node C will be reassigned; perhaps forming a link with node D (see
Figure 3.10d). If node A uses one interface for a route to node D and one
interface for a route to node B they will both be considered stable.
The example in Figure 3.10 shows how RDCS optimizes channel selection
based on the information provided by the routing protocol. In addition
to optimizing routes, this behavior will also adapt to physical changes in
the environment. For example, given the previously described example, the
11 Keep in mind that RDCS does not have a metric of its own. It will optimize for the
metric of the routing protocol
104Figure 3.10: Example topology formation
105choice AC could initially have been a low cost link, with a metric of 1.
However, after some time, if the link conditions deteriorated, the interface
would undergo reassignment/optimization. A major advantage of using the
routing protocol to decide whether a channel assignment should be kept is
that RDCS does not need a metric. RDCS will optimize for the metric used
by the routing protocol.
The above example shows how RDCS uses the routing table to either
stabilize or optimize a channel assignment. This section will explain why
basing channel assignments on the OLSR routing protocol works. OLSR is
a link state routing protocol and subsequently, routing decisions are based
on the Dijkstra algorithm. When Dijkstra runs, each node computes its own
Shortest Path First tree to every other node node. The tree formed by each
node is installed in the routing table. Figure 3.11 shows a sample topology.
Each node in this topology computes its Shortest Path Tree (SPT) to every
other node in the network. The SPTs for nodes A, B, C and D are shown in
Figure 3.12a, 3.12b, 3.12c and 3.12d respectively.
Although each nodes SPF tree is di￿erent, on a local scale, Dijkstra en-
sures that all nodes unanimously agree on the value of links for which they
are responsible. In Figure 3.12a and Figure 3.12c, notice that node A and
node C are both in unanimous agreement that the link AC should be included
in the routing table. It is irrelevant what other nodes believe about the im-
portance of this link because the nodes which are responsible for the link,
both install it in the routing table. Equally when comparing the Dijkstra
trees formed in Figure 3.12a and Figure 3.12b, node A and B both put the
link AB in their routing table. Dijkstra ensures that two nodes will always
agree on the shortest path between one another. For a ￿nal example, Node
106Figure 3.11: Example topology
D is in agreement with nodes A, B and C over the shortest path between
itself and the other nodes. With Dijkstra, every node in the network will
always agree on the best route between one another. Subsequently, there
will always be unanimous agreement, between the nodes responsible for the
link, over whether a link should be kept as a stable link used for routing, or,
whether it should be reassigned. This mechanism means that RDCS channel
re-assignments will be agreed upon by all nodes which helps to prevent a
cascade of changes throughout the network.
3.7 Connectedness and Channel Diversity
This section discusses the connectedness and channel diversity trade-o￿.
The greater the channel diversity, the lower the contention and the more
simultaneous transmissions can occur. The Hyacinth approach [90] attains
maximal channel diversity by allowing both interfaces to be switchable, how-
ever, the connectedness constraint is signi￿cantly less demanding than other
approaches. Channel diversity is attained in Hyacinth because each nodes
107Figure 3.12: Dijkstra shortest paths from the perspective of di￿erent nodes
108up-NIC will switch to the channel o￿ering the greatest capacity to the gate-
way. As Hyacinth forms independent spanning trees, multiple gateways will
result in the formation of multiple trees. These trees are not connected via
the mesh and hence do not provide connectedness, however, it is also arguable
that communication can occur via the wired network.
DCA [89], operates by using one radio on a common control channel
while the other radio is dynamically switched in attempt to globally reduce
the level of interference. As a result of the common control channel, DCA
will be unable to attain the same levels of channel diversity as schemes such
as RDCS or Hyacinth where both radios are switchable. The advantage
of DCA is that mesh connectedness is guaranteed. Furthermore, DCA is
routing protocol independent, which provides a signi￿cant advantage over
both Hyacinth and RDCS.
RDCS ensures connectedness by demanding connectivity to a particular
user de￿ned gateway node. In many cases, if the network is simply designed
to provide Internet connectivity, the IP address of an Internet server such
as www.google.com can be speci￿ed. However, if a big distributed neigh-
borhood network is desired, then users can choose a single node to act as
the gateway. Subsequently, all nodes will require connectivity to this node
before considering their current channel assignment stable. If every node
can reach one common node then at least one route will exist between all
nodes. RDCS’s use of a common gateway operates independently from the
routing protocol. The use of a single gateway node does not send all traf-
￿c via the gateway; it is simply another attribute that is required before a
nodes channel assignment is considered stable. Connectivity to the gateway
is determined through periodic pings. Nodes which consecutively fail the
109gateway ping consider themselves part of a radio island and will randomize
their channel assignment. These mechanisms enable RDCS to build a fully
connected mesh network without the use of a control channel.
In addition, to utilizing two switchable interfaces, RDCS provides a num-
ber of other mechanisms to allow maximal channel diversity. The dual link
mask prevents connected nodes from sharing the same two channels. Also, to
further provide channel diversity RDCS allows users to specify the number of
neighbors that can share the same channel. By default, the channel diversity
variable is three; which is an appropriate variable for a network with dual
radio 802.11a/b/g cards. This will allow three mesh nodes to share the same
channel. Mesh networks with predominantly 2.4GHz radios may need a more
conservative/higher channel diversity variable.
3.7.1 Algorithm overview
RDCS operates in an iterative manner following the pseudocode shown
in algorithm 3.1. The ￿rst operation that RDCS performs is a check of the
OLSR routing table to determine whether an interface is providing routes. If
the interface is not providing a unique route in the routing table then it will
undergo the process of masking channels (see Section 3.6.4), costing channels
(see Section 3.6.5) and then assigning the channel to the interface.
If the routing table check determines that a given interface is providing a
route to a unique destination then two additional checks are made. Firstly,
the gateway is pinged to ensure connectivity and secondly, the node will
check its neighbors to ensure that the number of nodes sharing its chan-
nel are below the channel diversity threshold. Upon failure of these checks,
110Algorithm 3.1 RDCS algorithm
Is the interface in the routing table?
No
mask channels
cost channels
assign channel
Yes
gateway access?
Yes -> do nothing
No -> randomize channel assignment
channel diversity?
Yes -> do nothing
No -> mask, cost and assign...
RDCS will reassign/randomize the interface by putting the interface through
the channel selection process of masking channels, costing channels and then
selection. RDCS code can be found at http://www.brigdingthelayers.org/ .
When looking through this code, be mindful that some of the functions that
enable OLSR and RDCS to operate smoothly make the code more complex
than the pseudocode may infer.
1113.8 Implementation Issues & Discussion
Before discussing the results, the implementation issues and drawbacks of
RDCS will be jointly discussed. Many of these issues can also be considered
as future work. One factor that impedes performance is OLSR’s metric.
Currently, OLSR uses ETX which is a reliability metric. While ETX is
capable of picking the more reliable of two links, it is unable to incorporate
bandwidth. Section 3.6.6 provided an example of how a link with a very
poor metric would be removed from the routing table and be given a new
channel assignment. This functionality enables a poor channel selection to
be reassigned or optimized to a new and possibly better channel. Using the
current metric, this function cannot function because OLSR will never prefer
a high quality 2 hop path over a poor single hop path. When the e￿ects
of bandwidth can be incorporated into the OLSR metric, improvements in
RDCS should also be seen.
Another problem is the inaccuracy of MadWiFi scanning mechanisms.
As this information is used to ￿nd neighboring nodes, the time required
for network convergence may increase. Furthermore, suboptimal channel
assignments can result. Coupled with the previously mentioned metric issues,
where OLSR does not represent the bandwidth of the link, poor channel
assignments may be stabilized on, forming ine￿cient topologies. As scanning
in wireless drivers improves, RDCS will converge faster and perform better.
In addition to these implementation issues, there is currently no working
layer 2 QoS mechanism for ad hoc mode wireless interfaces. With network
congestion, OLSR hello messages can be delayed causing the ETX metric to
rise and occasionally lead to route changes. There are also a number of un-
112Figure 3.13: Flow unfairness
resolved transport layer issues. Firstly, ￿ow based unfairness is caused when
two or more nodes with disproportionate numbers of ￿ows are competing for
media access. In Figure 3.13 there are two nodes, B and C which are directly
connected to the gateway. Ideally, the ￿ows 1, 2, 3 and 4 should share the
bandwidth equally. However, if node C and Node B are both sharing the
same channel, the 802.11 MAC layer will provide contention resolution be-
tween the two nodes. Subsequently, ￿ow 1 will consume half of the channel
time leaving the other half to be shared between ￿ow 2, 3 and 4. These issues
can result in unfair bandwidth allocation.
Another problem, which may exacerbate the previous issue of ￿ow based
unfairness is RTT unfairness. TCP congestion windows are highly depen-
dent on RTT (Round Trip Times). Flows originating close to the gateway
will have signi￿cantly lower RTTs than ￿ows originating further from the
gateway. While transmission and propagation delays in 802.11 networks are
generally low; contention, congestion and a multi-hop topology can result in
highly varied RTTs. Flows originating near the gateway with lower RTTs
will acknowledge transmissions faster hence building the congestion window
113faster. Nodes originating further away from the gateway will build their
window more slowly and initially, will get a lower amount of bandwidth.
A similar and related problem to RTT unfairness is link quality unfair-
ness. Frames transmitted by nodes further from the destination must cross
multiple links. In addition to increasing the RTT, the drop probability is also
increased. Transmissions that must traverse four hops are more likely to be
dropped than transmissions that traverse only one hop. While 802.11 uses
acknowledgments to ensure reliability, it does not prevent TCP timeouts in
the presence of transmissions that must traverse multiple hops.
As a result of these issues, an experimental conclusion was that the nodes
directly connected to the gateway quickly capitalized on the available band-
width starving more distant nodes of bandwidth. To improve the consistency
and fairness of the results, the Internet gateway rate limited each node to
allow 5Mb/s and bursting bursting up to 10Mb/s. Such rate limiting tech-
niques are congruent with the methods used in many community mesh net-
works.
3.9 Testbed and Results
The testing platform consisted of 8 ALIX wireless nodes, each with two
802.11a/b/g network cards. The ALIX platform, is an embedded x86 PC
with dual miniPCI Slots. The operating system used was Voyage Linux and
the wireless cards were Atheros CM9s running a modi￿ed version of Mad-
WiFi v9.3.3. OLSR version 5.6 was used with the txtinfo plug-in installed.
Two di￿erent tests were performed to mimic the potential tra￿c types of
such networks. The ￿rst test was based on an Internet access tra￿c model
114where all tra￿c is directed towards a gateway. In this test, a wired server
that was connected to the wireless gateway, performed simultaneous iperf
tests to every wireless node. Ten di￿erent topologies, both dense and sparse,
were tested. The environment was a set of university o￿ces. Nodes spanned
between two di￿erent ￿oors. The ten di￿erent topologies were all random
placements of nodes in o￿ces. Both dense and sparse topologies were tested.
RDCS was compared with single radio networks, where all nodes are stat-
ically assigned to the same channel, and also multi radio networks, where
every node is given two channel assignments. Each individual test and sce-
nario was performed 5 times and the results were averaged.
A cursory glance at Figure 3.14 reveals variations in the performance
of both the multi radio and RDCS scenarios. While bandwidth variations
between topologies were anticipated, the extent of variations between the per-
formance of single radio, multi radio and RDCS scenarios were unexpected.
Some of the variations are a result of the routing protocol being channel un-
aware. Given a multi channel network con￿guration, OLSR may sometimes
prefer a single channel throughout the network resulting in little di￿erence
between the single channel and multi channel con￿gurations. In other cases,
it utilized and balanced the multiple channels resulting in signi￿cantly higher
throughput for the multi radio con￿guration. Because RDCS forces a chan-
nel diverse assignment, it is less susceptible to these issues, however, metric
limitations still impeded certain RDCS functions. RDCS’s inability to dif-
ferentiate between links with disproportionate bandwidths in some cases led
to stabilization on channels that were reliable yet can only provide a few
mega bits per second of actual throughput. This occasionally lead to poorly
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Figure 3.14: Bandwidth test to gateway
performing topologies.
The second test was performed from the perspective of a community
network; perhaps where the dominant tra￿c model is a ￿le sharing or Peer-
to-Peer (P2P) tra￿c model. Considering the volume of peer-to-peer tra￿c in
modern networks, these scenarios cannot be ignored. To test random tra￿c
patterns, a Ruby program was built whereby each node randomly starts iperf
sessions with other nodes. A new iperf session was started at a random time
between 5 and 15 seconds with each iperf session lasting 10 seconds. This
program looped 30 times and the bandwidth recorded by each random iperf
session was averaged. As these tests were performed over a much longer
period of time and are less dependent on the luck of links formed to the
gateway, the results are more systematic: even over a range of topologies.
Similar to the the previous results, RDCS outperforms both single radio and
multi radio scenarios.
Although the results are encouraging, with a larger testbed, the di￿erence
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in these results would be more pronounced. With static channel assignments,
larger numbers of nodes will increase contention and reduce the bandwidth
available to each individual node. Mechanisms such as RDCS, that produce
channel diverse topologies, will su￿er from comparatively less contention as
the number of nodes increase. Larger mesh networks will exacerbate the
performance di￿erence between multi-radio assignments and static channel
assignments.
Additionally, when OLSR adopts an ETT metric that incorporates the ef-
fects of bandwidth, RDCS will be able to make more intelligent optimizations
regarding the channel assignment. In conclusion, while RDCS can currently
outperform static channel assignments, in the future, the di￿erence between
the two schemes will grow.
An important criticism of RDCS, and perhaps of other channel assign-
ment schemes, is that by aggressively minimizing interference with a scheme
that only allows a certain number of nodes to share a given frequency, the
117number of links being traversed may be arti￿cially increased. Channel assign-
ment schemes such as RDCS may force multi hopping when two nodes, de-
ployed on the same channel, would be close enough to communicate directly.
Despite this potential ine￿ciency, RDCS was thoroughly tested in dense
topologies and even in these scenarios, RDCS outperformed static channel
assignments.
3.10 Conclusion
This chapter provides a indepth literature review. With the bene￿t of
hindsight, a new channel selection scheme that attempts to overcome a fun-
damental performance limitation in 802.11 wireless mesh networks is devel-
oped. Theoretical work has shown that in single radio networks, considering
a random tra￿c pattern and placement of nodes, as the number of nodes
increase, the bandwidth available to individual nodes approaches zero. The
reason for this sharp degradation in bandwidth in a multi hop environment
is a caused by a combination of problems including half-duplex transmission,
contention, and 802.11’s large carrier sensing range. Given that 802.11’s
economies of scale are responsible for its sophistication and a￿ordability, this
chapter has argued that the contention problem could be better addressed
by using multiple 802.11 radios embedded within one device.
In this chapter, a new channel selection mechanism, known as RDCS is
created and tested. Channel selection in multi radio ad hoc networks is non-
trivial because the competing variables of connectedness and interference
must be balanced. Furthermore, channel assignments must be performed
in a distributed manner based only on locally available information. The
118performance of RDCS con￿rms the bene￿ts of a channel diverse topology,
however, before multi radio mesh networks can realize their full potential,
many issues remain at all layers of the OSI networking model. 802.11e QoS
mechanisms are required in ad hoc mode to prioritize critical routing tra￿c
such as OLSR hellos. Routing protocols must incorporate bandwidth from
the data link layer and perhaps eventually channel information into the rout-
ing metric. Transport layer unfairness including ￿ow based unfairness and
RTT unfairness also require attention. RDCS is capable of increasing spatial
diversity by creating multi channel topologies, however, much future work is
required to fully utilize the additional capacity.
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802.11 Acknowledgment E￿ciency and Solutions
4.1 Introduction
TCP was never designed for lossy wireless links or ad hoc networks, and
subsequently, every lost packet is interpreted as congestion. To prevent TCP
from invoking congestion avoidance, and thus reducing the throughput of a
connection, the link layer must be reliable. 802.11 acknowledgments provide
link layer reliability, however, to provide this function they introduce a large
overhead. This study investigates alternate mechanisms to hide or recover
end-to-end losses.
This chapter uses a theoretical calculation to show the extent of overheads
imposed by both 802.11 and TCP acknowledgments. The potential perfor-
mance gains of removing this overhead are then proven through modi￿cations
to the MadWiFi driver. Before experimenting with these mechanisms, the
IEEE’s solution to 802.11 ack ine￿ciencies, known as BlockAck is outlined.
Numerous other solutions such as congestion control and PEPs (Performance
Enhancing Proxies) are also explored. As these technologies are ine￿cient,
or inapplicable for multi hop ad hoc networks, a new cross layer proxy known
as D-Proxy is developed. This chapter only considers reliability solutions for
TCP, the solution that is eventually proposed could also operate in conjunc-
120tion with UDP or other transport layer mechanisms if required.
4.1.1 802.11 overheads
To justify this work, it is important to show the extent of ine￿ciencies
imposed by current 802.11 ack mechanisms. A theoretical model is built
to demonstrate the overhead imposed. These results are latter reinforced
with experiments. The theoretical model is based on 802.11a/g, however,
the results are equally applicable to 802.11b and, increasingly relevant for
the upcoming 802.11n. Table 4.1 shows the rates of 802.11a/g modulation.
Note that peak modulation in 802.11a/g transmits 216 data bits per symbol.
Each symbol in 802.11a/g takes 4s to be transmitted. This means that
802.11a/g can transmit 250,000 symbols each second. Each one of these
250,000 symbols represents 216 data bits which is 54,000,000 1 bits per second
or roughly 54Mb/s.
Unfortunately, achievable throughputs are roughly half this number; ap-
proximately 27Mb/s per second. If 802.11a/g has a data rate of 54Mb/s, why
are real world throughputs roughly half? Put simply, a combination of MAC
layer contention delays, packet headers and TCP acknowledgments. In the
following sections, the extent of these overheads will be explained and calcu-
lated.
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Tx Modulation Coding rate Coded BPC Coded BPS Data BPS
6 BPSK 1
2 1 48 24
9 BPSK 3
4 1 48 36
12 QPSK 1
2 2 96 48
18 QPSK 3
4 2 96 72
24 16-QAM 1
2 4 192 96
36 16-QAM 3
4 4 192 144
48 64-QAM 2
3 6 288 192
54 64-QAM 3
4 6 288 216
4.1.2 Frame size
Figure 4.1 shows the end-to-end frame transmission requirements for ev-
ery TCP transaction over 802.11. In wired networks, transmissions are reli-
able and packet loss usually only occurs as a result of congestion. However,
802.11 is inherently unreliable, and consequently, every TCP segment or
packet is acknowledged by an 802.11 acknowledgment. These MAC layer
acknowledgments2 provide a reliable ‘Ethernet like’ MAC layer and prevent
adverse reactions from TCP. Figure 4.1 shows that both the TCP data seg-
ment and TCP ack are individually acknowledged by MAC layer acknowl-
edgments. In this chapter, the reliability replication that occurs between
TCP acks and 802.11 acks is the starting point of this e￿ciency investiga-
1 216  250;000
2 We use the terms MAC layer acknowledgment, link layer acknowledgment and 802.11
acknowledgment interchangeably
122Figure 4.1: TCP over 802.11
tion, however, further discussion will be delayed until the overhead imposed
by these functions has been demonstrated. This section aims to familiarize
the reader with the 802.11 transmission requirements for an end-to-end TCP
transaction.
Figure 4.2 shows the constituent parts of a TCP transaction; the TCP
data frame, the TCP ack frame and the 802.11 ack frame. It is assumed that
the payloads are broken into 1442 byte segments. On top of this payload
is the: 32 byte TCP header, 20 byte IP header and 24 byte MAC layer
header which are all incrementally added as transmissions move down the
ISO networking stack. Figure 4.2 shows the size of di￿erent frames in bytes
and more importantly time. The calculations used to determine transmission
time are shown in Table 4.2. All calculations measuring e￿ciency use time
in microseconds as it is more representative of overheads than bytes. For
medium access functions or physical layer preambles, data and therefore bytes
are irrelevant. Furthermore, TCP data frames and TCP ack frames are
transmitted at the peak data rate, whereas 802.11 acks are transmitted at
lower rates of 24Mb/s or 6Mb/s. It is important to understand that the ￿nite
resource in a shared medium is time, and subsequently, all calculations are
based on time.
The rationale behind transmitting 802.11 acks at lower speeds is that
802.11 acks are small, yet their loss requires the retransmission of an en-
123Figure 4.2: Di￿erent transmission sizes
tire TCP segment. While acknowledgments transmitted at 54Mb/s might be
more e￿cient than acks transmitted at 24Mb/s or 6Mb/s, some of the over-
heads such as preambles and Short Inter-Frame Spacing (SIFS) are ￿xed and
therefore doubling the data rate does not equate to the channel time being
halved. Perhaps more importantly, the increased reliability from lower bit
rate acknowledgments are considered an acceptable trade-o￿ for the marginal
loss in e￿ciency. Now that the frame transmission components have been un-
derstood and calculated in Figure 4.2, ￿xed 802.11 Distributed Coordination
Function (DCF) and Physical Layer (PHY) overheads will be investigated.
4.1.3 802.11 DCF and PHY overheads
Overheads in 802.11 networks are more complex than simply the transmis-
sions and header sizes. To complete the TCP data transmission model, the
MAC layer, or more speci￿cally 802.11 DCF, delays must be incorporated.
To provide contention resolution, 802.11 devices implement random backo￿
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Trans Type Bytes Bits Symbols Required Time (s)
Payload @54 1442 11536 53.41 213.63
L3/L4 Header @54 52 416 1.93 7.70
L2 Header @54 24 192 0.89 3.56
L2 Header @24 24 192 2.00 8.00
L2 Header @6 24 192 8.00 32
before transmitting a frame. DCF operates like a low layer QoS and fairness
mechanism. It ensures that important management frames can access the
medium before data frames and also that access is reasonably fairly shared
between multiple stations. After a frame has been transmitted, stations must
back o￿. Important frames, such as beacons and layer 2 acknowledgments,
have a short back-o￿ time known as Short Inter-Frame Spacing (SIFS). SIFS
ensures that they are sent before less important data frames which use DCF
Inter-Frame Spacing (DIFS).
In 802.11a SIFS lasts 16s [99]. DIFS is always 2 x slot time + SIFS
which means that DIFS is 34s3 for 802.11a. In addition to contention reso-
lution, 802.11a also includes a 20s preamble to synchronize the radios and
4s for the PHY Layer Convergence Procedure (PLCP) which includes the
PHY header and trailer. Knowledge of the timing required for MAC layer
contention resolution and PHY headers can be added to the combine this
with the previously discussed overheads to derive the theoretical throughput
of 802.11a/g.
3 2  9 + 16 = 34
1254.1.4 Total delays
As previously discussed, a single data transmission in 802.11 consists of
two data frames, each acknowledged by a layer two ack; and a TCP ack,
acknowledged by another layer two ack. These transmissions, and the delays
imposed, are shown in Table 4.2. Mindful that layer 2 acknowledgments can
be sent at di￿erent data rates, this chapter has shown the overheads of TCP
transactions with both 24Mb/s and 6Mb/s acknowledgments.
Table 4.3 and Table 4.4, show the total transmission time in s (mi-
croseconds) for the various frames. Given knowledge of packet transmission
times, the total throughput can be calculated. The results show that stan-
dards based 802.11 networks have throughputs between 27:11  106b/s and
29:64106b/s, varying with the data rate used for Layer 2 acks. Note there
are two TCP data segments for every TCP ack which is the case for all mod-
ern TCP implementations.
4.1.5 Overhead imposed
The introduction alluded that this chapter would investigate the func-
tionality replication in 802.11 and TCP acknowledgments. Therefore, it is of
interest that, following the previous calculations, between 18% and 25% 4 of
the transmission time is consumed by layer 2 acks. Equally, it is also pos-
sible to calculate that the overhead imposed by TCP acks is between 15%
and 17%5. In the calculation of overheads induced by TCP acks, a layer 2
4 (48+48+48)
(282:89+48+282:89+48+69:26+48) = 18% or
(72+72+72)
(282:89+72+282:89+72+69:26+72) = 25%
5 (69:26+48)
(282:89+48+282:89+48+69:26+48) = 15% or
(69:26+72)
(282:89+72+282:89+72+69:26+72) = 17%
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Frame @Rate IFS Preamb L2 Head L3/4 Head Payload Total
TCP Data @54 34 24 3.56 7.7 213.63 282.89
L2 ack @6 16 24 32 0 0 72
TCP Data @54 34 24 3.56 7.7 213.63 282.89
L2 ack @6 16 24 32 0 0 72
TCP ack @54 34 24 3.56 7.7 0 69.26
L2 ack @6 16 24 32 0 0 72
Total Transaction Trans per sec Trans payload Throughput
851.04s 1175.04 packets 23072 bits 27:11  106b/s
All times given in microseconds (s)
Table 4.4: Transmission e￿ciency with MAC layer acks @ 24 Mbit
Frame @Rate IFS Preamb L2 Head L3/4 Head Payload Total
TCP Data @54 34 24 3.56 7.7 213.63 282.89
L2 ack @24 16 24 8 0 0 48
TCP Data @54 34 24 3.56 7.7 213.63 282.89
L2 ack @24 16 24 8 0 0 48
TCP ack @54 34 24 3.56 7.7 0 69.26
L2 ack @24 16 24 8 0 0 48
Total Transaction Trans per sec Trans payload Throughput
779.04 s 1283.64 packets 23072 bits 29:64  106b/s
All times given in microseconds (s)
127ack was included as part of the TCP ack overhead. Because this chapter is
investigating overhead reduction, removing the TCP ack will also remove its
associated MAC layer ack.
While these overheads are signi￿cant, real world payloads may be smaller
than 1448 bytes which will in￿ate these ￿gures. Smaller packet sizes increase
overheads because the greater number of frames transmitted the more MAC
layer acks, Inter-Frame Spacing (IFS) and preambles must also be performed.
For the same reason, in the future, higher data rates will also increase the
relative overhead of these ￿xed delays. This occurs because, as packets are
transmitted faster, the ￿xed delay components will be performed more often.
For these reasons, the suggested overheads may be considered a best case
scenario. Given the size of these overheads, removing either TCP or layer 2
acks could result in substantial speed increases.
4.1.6 Similar prior work
MAC layer acks are designed to provide reliability to the unreliable 802.11
link and TCP acks provide end-to-end reliability and ￿ow control. Thus the
reliability function occurs at both the data link layer and the transport layer,
however, this research is not the ￿rst to recognize this duplication.
Pang et al [100] proposed a mechanism to remove the TCP ack. The
approach uses the MAC layer acknowledgment as con￿rmation of the TCP
data frame. When an AP receives this MAC layer con￿rmation, a TCP
acknowledgment is generated on behalf of the wireless client. Transmission
e￿ciency increases because TCP acks are no longer generated by the client
and no longer traverse the wireless link, however, there are a number of
128drawbacks.
Firstly, there is no obvious way to incorporate this into multi-hop ad-hoc
networks. This scheme generates a TCP ack as soon as the 802.11 ack is
received but, this makes the assumption that there is only one wireless hop.
In multi hop networks, it would be incorrect to assume that the sender of the
MAC layer ack is the TCP receiver. This scheme also requires changes to both
the host and AP. MAC layer acks represent a larger overhead. Furthermore,
removing 802.11 acks does not require changes to end hosts, break TCP’s
end-to-end semantics or 802.11 standards compliance.
Another study by Barcelo et al [101] also questions the bene￿ts of acks
in 802.11. This study suggests that 802.11 acks should be removed for VoIP
tra￿c. As VoIP is designed to withstand minor packet loss, they question
whether the removal of 802.11 acks could accommodate a greater number of
voice calls. Put simply, the e￿ciency gains of not sending acknowledgments
will outweigh any negative e￿ects that packet loss may have on call quality.
Their study concluded that in standard 802.11a/g networks, fourteen con-
current calls was the the maximum before congestion reduced call quality.
Without link layer acknowledgments, the calls were more e￿cient, however,
when 14 calls were reached, collisions were so high that the Mean Opinion
Score (MOS) dropped below 3.5, causing call quality problems. They suggest
that an ideal mechanism would switch the VoIP calls to a NoAck policy when
the AP experiences congestion.
4.1.7 Standard compliance and removing acks
The previous chapter investigated mechanisms to utilize multiple channels
129and was dismissive of the multi channel MAC schemes because they broke
interoperability with existing 802.11 DCF. Therefore, it would be hypocritical
in this chapter to propose standards breaking modi￿cations like removing
layer 2 acks.
Since the introduction of the IEEE 802.11e Quality of Service (QoS)
amendment, MAC layer acknowledgments can be removed in a standards
compliant manner and therefore, this proposal can operate without breaking
standards compliance. The aim of 802.11e is to allow di￿erent frames to
utilize di￿erent IFS, providing QoS service to time sensitive transmissions.
In addition to QoS improvements, it also provides the capacity to specify
that certain frames should not be acknowledged. This function was included
to prevent highly time sensitive transmissions from being retransmitted and
can therefore be used to remove MAC layer acknowledgments in a standards
compliant manner. Given that standards compliance has been shown, the
next step is to remove 802.11 acks and investigate whether practical results
match theoretical estimates.
4.1.8 Real world NoAck performance
Physical experiments were performed to determine the e￿ect of removing
MAC layer acknowledgments from 802.11. This was designed to test the
accuracy of the previous model and experimentally show that the 802.11 ack
overhead is signi￿cant. The MadWiFi driver (version 9.3.3) was modi￿ed
such that the interface would neither transmit or wait for an ack following
the reception of a data frame. The experimental topology used is shown in
Figure 4.3.
130Table 4.5: Link performance of STD 802.11 and NoAck 802.11
STD 802.11 NoAck 802.11
27.4Mb/s 33.5Mb/s
Figure 4.3: Link testing setup
The results, shown in Table 4.5, suggest that unacknowledged 802.11a
allows a peak transmission capacity of 33.5Mb/s. Comparatively, the exper-
iment shows that the maximum throughput of standards based 802.11a was
27.4Mb/s. These results suggest that the overhead of 802.11 acks is approxi-
mately 22% which is roughly in-line with the previous theoretical calculations
which stated that between 18% and 25% of the transmission time is consumed
by layer 2 acks.
Unfortunately, these results are somewhat misleading and link layer ac-
knowledgments were implemented in 802.11 for good reason. TCP, which
provides ￿ow control and error recovery, interprets packet loss as congestion.
Each lost packet results in the congestion window being halved. In addition,
the congestion window may not begin regrowing until the lost packet is re-
covered. Therefore, a single packet loss can have a signi￿cant a￿ect on the
congestion window of TCP. The testbed, shown in Figure 4.3, was used to
obtain the results shown in Table 4.5. This testbed had an end-to-end TCP
latency of under a millisecond. As the end to end latency increases, perfor-
mance sharply degrades. To add latency, a WAN emulator was inserted and
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latency
Added Delay STD 802.11a 802.11a NoAck
0ms 26.54Mb/s 25.52Mb/s
10ms 26.51Mb/s 8.32Mb/s
20ms 26.30Mb/s 6.58Mb/s
40ms 25.28Mb/s 3.94Mb/s
60ms 22.83Mb/s 2.99Mb/s
80ms 19.54Mb/s 1.74Mb/s
100ms 17.12Mb/s 1.65Mb/s
120ms 13.68Mb/s 1.46Mb/s
140ms 13.22Mb/s 1.36Mb/s
160ms 9.04Mb/s 1.17Mb/s
180ms 10.13Mb/s 1.02Mb/s
200ms 8.59Mb/s 1.17Mb/s
Figure 4.4: Testing setup with added latency
the web server was moved onto a dedicated machine. Identical tests were
then performed over a range of latencies. The topology used for the second
round of tests is shown in Figure 4.4. The results of this test are shown in
Table 4.6.
These results show that as the end-to-end latency increases, the through-
put of unacknowledged 802.11 transmissions sharply degrade in comparison
132to standard 802.11. Running TCP over a lossy unacknowledged 802.11 is
so delay sensitive that that simply moving the TCP endpoints o￿ the APs
and onto separate machines and adding a 100 Mbit Ethernet bridge 6 was
enough to reduce TCP throughputs from 33.5Mb/s to 25.5Mb/s. Although
transmissions without 802.11 acks will be e￿cient, requiring less channel
transmission time to move the data, the data transfers complete more slowly
due to under-utilization.
TCP throughputs degrade rapidly with increasing latency because dropped
packets are interpreted as congestion, causing the TCP sender to half the
congestion window. Large RTTs are the catalyst for two reasons. Firstly,
larger RTTs will require more packets to be released unacknowledged from
the TCP sender to ￿ll the link. Secondly, paths with larger RTTs, will recover
lost packets more slowly. As a result, the congestion window will transmit
all of the packets allowed to be outstanding and the missing packet will take
longer to be recovered. Lengthy recovery also means that it will be longer
until the TCP window can begin regrowing. Based on these results, link
layer reliability is a necessary overhead for TCP networks. Perhaps an idyl-
lic solution to this problem is to move from the current 802.11 ack system
of positively acknowledging successful packets to negatively acknowledging
unsuccessful packets. Such a system would provide reliability and incur min-
imal overhead.
6 In this case a WAN Emulator adding 0ms of latency
1334.1.9 Positive and negative acknowledgments
Currently, the 802.11 ack system is a positively acknowledging system.
For every successful transmission, whether TCP data or TCP ack, a MAC
layer acknowledgment is sent. In the standard 802.11 positive ack scheme,
nodes use the absence of an ack to indicate a loss. A better approach, if
possible, would be to negatively acknowledge packets. Put simply, instead
of transmitting acks for every packet correctly received, why not instead,
transmit a negative ack for every packet not correctly received.
Currently, this is impossible in 802.11 because the radios cannot send and
receive simultaneously. This means that a radio cannot hear if its transmis-
sion is being corrupted as it is sent. Furthermore, packet corruption generally
happens at the receiver side not the sender side and therefore, even if the
sender could send and receive simultaneously, its assessment of transmission
success may di￿er from the receivers transmission success. Figure 4.5 shows
the classic hidden node problem where both A and C transmit simultane-
ously; unaware that the transmission is corrupted at B.
This chapter investigates solutions to the ack e￿ciency of 802.11 with a
speci￿c focus on multi hop ad hoc networks. Solutions from all networking
layers are considered. Although there is no obvious way to to turn 802.11
into a negatively acknowledging system at the MAC layer, IEEE standards
based work is addressing ine￿ciencies in the existing ack scheme. These
MAC layer e￿ciency mechanisms are the next subject of inquiry, however,
the concept of a negatively acknowledging system will be re-examined as the
discussion progresses to higher layer and cross layer solutions to the problem.
134Figure 4.5: 802.11 cannot detect collisions
4.2 MAC Layer Solutions
4.2.1 Future data rates
The material presented thus far is based on the standard 802.11 DCF
MAC [3]. This section discusses 802.11e [102] and 802.11n [103] e￿ciency en-
hancements that have attempted to address this problem. Using the standard
802.11 DCF, MAC layer ine￿ciencies will worsen as the data rates increases.
This has been recognized for some time [104, 105, 106, 107, 108, 109] and
has been addressed in current 802.11e [102] and 802.11n [103] amendments.
Ack e￿ciency is projected to worsen because, as the data rate rises, the ￿xed
overheads such as preambles and IFS will become an increasingly large com-
ponent of transmission time. Using the previous transmission model, the
relationship between achievable throughput and data rate is graphed in Fig-
135Figure 4.6: Future data rates
ure 4.6. This shows that, using the current 802.11 DCF, increases in data
rates do not correspond to linear increases in end-to-end throughput and
begin to diminish at higher data rates. Both 802.11e and 802.11n propose
amendments to improve e￿ciency, these improvements are discussed sepa-
rately.
4.2.2 802.11e BlockAck
The IEEE 802.11e BlockAck function enables senders to transmit multi-
ple packets before requiring an acknowledgment. When packets are acknowl-
edged, a single BlockAck is sent rather than an individual acknowledgment
for each packet. The 802.11e BlockAck function can signi￿cantly reduce the
ack overhead in 802.11.
While there are two types of block acknowledgments, immediate Block-
136Ack and delayed BlockAck, for brevity, this chapter only considers the more
e￿cient immediate BlockAck. Using block acknowledgments has a number
of bene￿ts. The reduction in the number of acknowledgments transmitted is
the most obvious. Figure 4.7 demonstrates the di￿erence between standard
802.11 and BlockAck 802.11. Note that the IFS between the data frames in
BlockAck in Figure 4.7 is SIFS rather than DIFS. Subsequently, the use of
BlockAck saves on IFS as well as the number of transmitted acks.
The protocol operation is relatively simple, the number of frames that can
be sent in a block is de￿ned by the AP during the BlockAck transmission
setup. Two new 802.11 frames are required for setup and tear-down, Add
BlockAck (ADDBA) and (Delete BlockAck) DELBA. In the case of immedi-
ate BlockAck, when the sender has ￿nished transmitting a block of packets,
it will send a BlockAck request to the receiver. The receiver will then re-
spond with a BlockAck to acknowledge the successfully received frames. Any
frames sent but not acknowledged will be resent as part of the next block of
transmissions. If a frame is lost, the receiver will bu￿er the packets received
until the lost frame has been recovered. Bu￿ering and then reordering of
packets is done so that packets can be passed to the upper layers in order.
A reduction in acks and IFS delays can signi￿cantly reduce overheads,
however, similar to the previous calculation, the reduction in e￿ciency is
di￿cult to precisely identify as it will vary with a number of factors. Some
studies suggest that for bulk transfers with large packet sizes, the perfor-
mance bene￿t of BlockAck is approximately 10% [105, 104].
137Figure 4.7: Standard 802.11 DCF vs 802.11e BlockAck
4.2.2.1 802.11 BlockAck: delay vs e￿ciency
Most academic work suggests that BlockAcks increase the throughput
but also express concern over the number of packets transmitted in a block
because of the a￿ect on time sensitive tra￿c [104, 105, 106, 107, 108, 109].
Obviously it is more e￿cient to transmit a larger number of packets in a
block because larger blocks mean that fewer layer 2 acks must be transmitted.
However, the problem with transmitting larger blocks is delay. There are two
types of delays that may be problematic.
The ￿rst type of delay is simply the media sharing or contention delay. A
old argument for limiting the size of packets transmitted over any medium is
that large packets take a longer time to serialize. If a time sensitive packet,
such as a voice packet, gets queued behind a large data packet, jitter may
become intolerable. BlockAcks allow up to 64k of data to be sent in a block;
reviving the old media sharing/contention argument. With this amount of
data being transmitted, calculations suggest that 64k of data, not including
MAC back-o￿, preambles or acks, just data, at 54Mb/s will take 9.5ms to
serialize. A voice packet that loses contention to other stations transmitting
13864k blocks may cause an intolerable amount of jitter. Admittedly, de￿nitions
of tolerable delay will di￿er with di￿erent networks and applications; the
argument is that larger block sizes, which are most e￿cient, may not facilitate
fair and jitter free networks.
The second disadvantage is the delay imposed when waiting for frame
recovery. Frames that are lost within a block will temporarily prevent sub-
sequent frames from being delivered to the upper layers. This bu￿ering
function is performed to maintain the transmission order of data. Due to
the way the medium is shared, any lost packet(s) may not be retransmitted
until the station has re-won contention for the medium. If other stations win
contention and transmit large blocks of data, there may be a considerable
delay before contention is re-won and the lost packet(s) can be retransmit-
ted. Thus, by allowing block transmissions, the time required to recover lost
packets and pass them to the higher layers can considerably increase. It also
means that when missing packets are successfully resent, an entire block of
packets will be simultaneously passed to the upper layers causing potential
TCP compression problems. For these reasons, block size is a trade-o￿ be-
tween e￿ciency and delay [104, 105, 106, 107, 108, 109]. Cabral et al [104]
believes that due to the delays added by BlockAcks, the ideal size is between
12 and 16 packets.
A number of other details concerning BlockAcks were also raised in prior
work. Li et al [107] suggests that the potential gain from BlockAcks is reduced
at lower data rates and larger packet sizes and hence the gains purported by
academic studies may not be as large as in real networks where transmission
speeds are below 54Mb/s. Ranjitkar et al [109] believes that the introduction
of BlockAck in 802.11s mesh networks could worsen performance because of
139the increased possibility of hidden nodes. They believe that the lengthy
medium reservation of large blocks will lead to under-utilized resources and
fairness problems.
A limitation of many prior BlockAck studies [104, 105, 106, 107, 108, 109]
is that they have all been either mathematically modeled or simulated. This
has provided extensive understanding at the MAC layer and potential per-
formance bene￿ts, however, to my knowledge, no study has yet practically
investigated the protocol on a real network and documented end-to-end TCP
performance.
4.2.2.2 802.11 BlockAck: unexplored TCP interaction
TCP, the end-to-end protocol that carries the majority of Internet tra￿c,
is responsible for ￿ow control and mediates the transmission of data using a
window scheme. MAC layer interaction with TCP is very important as TCP
determines the end-to-end transfer rate. TCP has a self clocking mechanism
whereby returning TCP acknowledgments prompt the release of new data
segments onto the medium. The goal of TCP is to recover errors and facilitate
the fastest and most fair transport of data. To do this, the release of TCP
data packets onto the medium should be smooth and paced. Excessive tra￿c
bursts are problematic for TCP as they may suddenly increase queue sizes,
causing packet drops. A lot of work has gone into reducing the natural tra￿c
bursts caused by TCP [110, 111, 112, 113]. This symptom is often referred
to as ack compression [111]. Sundaresan [114] made speci￿c reference to this
problem with TCP and expects it to worsen in ad hoc networks where media
contention is greater.
140It is questionable as to whether BlockAcks may exacerbate ack compres-
sion. When TCP receivers experience large numbers of back-to-back TCP
segments in blocks, the subsequent TCP acks will also be generated and
transmitted in blocks. Rather than the natural multiplexing that occurs in
current DCF, where after every two TCP data segments received a TCP ack
is transmitted, with large block sizes, many data packets will be received
which may be replied to by blocks of back-to-back acks. The loss of multi-
plexed TCP data frames with TCP acks may increase ack compression and
degrade end-to-end performance in high bandwidth high RTT environments.
TCP senders receiving compressed TCP acks can either dump large num-
bers of packets onto the network, suddenly increasing router bu￿ers and the
likelyhood of queuing losses, or, pace the transmission of data packets more
evenly and smoothly, but at the price of additional delay. This issue is wor-
thy of further study. To conclude, 802.11 BlockAcks may make transmission
10% more e￿cient [105, 104], however, these e￿ciency gains may come at
the cost of other network goals.
Readers that are concerned with why 802.11n frame aggregation was not
discussed alongside 802.11e BlockAcks are encouraged to read appendix B.
This appendix describes why the problems of acknowledgment ine￿ciencies,
solved by BlockAck, and too many small packets, solved by frame aggrega-
tion, are di￿erent problems. Appendix B describes the solutions to too many
small packets.
4.3 TCP Improvements
Improving wireless performance at the end points are ideal implementa-
141tions because only end host devices need to be updated to improve capacity.
The caveat is that end-to-end improvements can not just be wireless speci￿c,
improvements must, at the very least, not disadvantage wired end-to-end
transmissions. Because of these requirements, and also the requirements
for compatibility, end-to-end improvements tend to be evolutionary changes.
Currently, the standard end-to-end mechanism for TCP is NewReno with
SACK.
4.3.1 NewReno
The problem with wireless packet loss is not reliability, TCP ensures re-
liable delivery end-to-end, but that losses are treated as congestion. Lost
packets cause duplicate acknowledgments to be returned to the TCP sender.
Upon reception of three dup acks, TCP New Reno will halve the conges-
tion window. The reason that TCP operates in this manner is because in
traditional wired networks, congestion is the primary cause of packet loss.
However, in wireless networks, this assumption is no longer valid. In wire-
less networks, interference and collisions are the primary cause of packet loss.
4.3.2 SACK
SACK or selective acknowledgments [115] are a TCP extension that en-
hance recovery when multiple packet losses occur within a RTT. Given it
is anecdotally recognized that wireless networks experience short bursts of
packet loss, multiple packets are commonly lost in the same RTT. This is
problematic for pre-SACK TCP because cumulative acks can only hold the
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following the loss, have been successfully received. By informing the sender of
which packets have been received and which packets must be resent, multiple
packets can be recovered in one RTT. SACK has proven to be bene￿cial [116]
for error recovery in wireless networks and thus has been implemented in all
major OSs. It is used in conjunction with both NewReno and Westwood.
4.3.3 Westwood
TCP Westwood [117, 118] was created as an alternative to TCP Reno and
is speci￿cally designed for wireless networks. It mimics TCP Reno operation
with exponential growth during slow start and linear growth during conges-
tion avoidance phases. Based on the packet sizes being transmitted and RTT
estimates, Westwood uses a series of equations to estimate the bandwidth us-
age of the link. When a packet is lost, the window is reset to the bandwidth
estimate rather than halved. Further details of the mathematical derivation
of the bandwidth estimates can be found in [117, 118].
TCP Westwood was created to improve the performance of TCP over
wireless links. The results of standards based 802.11 and NoAck 802.11 pre-
sented earlier were based on the default TCP algorithm, TCP NewReno. This
section compares the results of TCP NewReno with TCP Westwood which
is speci￿cally designed for wireless networks. Given that Westwood reacts
di￿erently to packet loss, an experiment was devised to compare Westwood
and NewReno.
The testing topology used was identical to earlier experiments and, for
reference, is duplicated in Figure 4.8. The TCP receiver was a Linux laptop
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running kernel 2.6.27 with TCP NewReno and SACK enabled. The TCP
sender was a Linux server running kernel 2.6.18 also with TCP NewReno
and SACK enabled. The TCP congestion control mechanism can be midi￿ed
in linux by editing /proc/sys/net/ipv4/tcp_congestion_control. The band-
width was averaged by downloading a 144MB ￿le which was downloaded
from the TCP sender running an Apache 2.0 web server. The WAN emu-
lator added between 0 ms and 200 ms of delay. Interference was minimised
through the use of the 5GHz band. Furthermore, the results shown are
derived from heavy averaging of many test runs over multiple days. The per-
formance of TCP Reno and TCP Westwood in standard 802.11 and NoAck
802.11 networks was compared. Two experiments were performed. One using
a single TCP ￿ow, the second experiment tested performance with ￿ve TCP
￿ows.
The results, shown in Figure 4.9 and Figure 4.10, suggest that Westwood
slightly outperforms TCP NewReno in lossy wireless 802.11 networks. How-
ever, it is clear from the ￿gures that neither Westwood or NewReno were de-
signed to operate at the loss rates experienced with NoAck 802.11 networks.
At this point it is important to acknowledge that losses also occur in standard
802.11 networks too. However, link layer recovery ensures that these losses
are many magnitudes less frequent than in NoAck 802.11 networks. Research
144Figure 4.9: Westwood single ￿ow
professing Westwood’s superior abilities in high loss networks is referring to
loss rates in wireless networks with link layer recovery. The results shown
suggest that transport protocols and enhancements, even those designed for
lossy wireless networks, are incapable of withstanding losses in NoAck 802.11
networks.
4.3.4 ELN
As TCP (miss)interprets packet loss as congestion, many [119, 120] have
postulated that if packet loss and congestion could be signaled di￿erently,
then TCP could make the appropriate window adjustments. In the case of
congestion, the TCP sender could slow down, else if, interference or collisions
were the cause of packet loss, the TCP sender could maintain the conges-
145Figure 4.10: Westwood multi ￿ow
tion window. TCP mechanisms that inform the TCP sender that a packet
was lost due to interference or collisions are known as ELN (Explicit Loss
Noti￿cation).
It has been suggested [120] that some wireless losses could be interpreted
at the TCP receiver. If a packet with a corrupt CRC (Cyclic Redundancy
Check) is received by a TCP receiver, it could inform the sender that the
packet was corrupt and therefore not caused by congestion. This solution
is problematic because if the CRC is incorrect, it is also likely that either;
the TCP header is corrupt and unidenti￿able or, the packet will be dropped
before reaching the TCP receiver due to a corrupt CRC in the IP header.
Base station ELN implementations are another alternative [119]. If wire-
less base stations could detect packet loss, they could inform senders using
ICMP messages or by tagging returning TCP acks. The di￿culty is how to
146determine whether a transmission was successful. Base station implemen-
tations of ELN typically monitor the success of ARQ acknowledgments. If
losses are already being detected at the MAC layer, there is a strong argu-
ment that it should be recovered at the MAC layer and thus these schemes
have limited use. Furthermore, if a base station is being used to detect loss
and send messages to end hosts then it violates the layering principle. This
work does not oppose cross layer enhancements, however, if a mechanism is
using such techniques, dedicated PEPs, designed to recover packets rather
than just inform of the reason for the loss, should also be considered.
4.3.5 Transport layer improvements discussion
TCP Westwood cannot accommodate the levels of loss experienced with
unacknowledged 802.11 communication. Furthermore, ELN implementations
are of limited use and SACK is also, like Westwood, not designed for the loss
levels of NoAck 802.11. Consequently, the end-to-end approaches are inca-
pable of solving this problem. The next section explores cross layer solutions
by investigating PEPs (Performance Enhancing Proxies) which locally re-
transmit packets based on transport layer information.
4.4 PEP
Performance Enhancing Proxies (PEPs) are designed to mitigate link re-
lated degradations and are discussed in a dedicated RFC 3135 [121] as well
as RFC 3449 [111]. These documents discuss a range of proxies, however this
thesis is speci￿cally concerned with proxies that are capable of minimizing
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and the Snoop proxy. A new distributed PEP, designed for the goal of ack
e￿ciency in 802.11 multi hop ad hoc networks, is also devised.
4.4.1 Split TCP
Split-TCP PEPs [122, 123, 124], segment a TCP connection by capturing
SYN and SYN-ACK packets. This enables the proxy to imitate each side of
the transaction. One advantage is a large reduction in TCP perceived RTTs.
Real end-to-end latencies will be the same, however, by splitting the link, the
TCP sender can receive acks more quickly building the congestion window
faster and thereby completing faster. Split-TCP can also be used to hide
losses by placing the PEP between the wireless link and the TCP sender. If
the latency between the PEP and the TCP receiver is small enough, losses
on the wireless link will have a inconsequential a￿ect on the TCP window as
the window size required to ￿ll low latency connections is minimal.
Unfortunately, Split-TCP has numerous problems. Firstly it breaks TCP
end-to-end semantics. This means that when a TCP sender receives a TCP
ack, the actual packet may not have reached the real TCP receiver. If pack-
ets are being bu￿ered on the PEP and the path to the actual TCP receiver
breaks, unforeseen application layer problems may arise. Split-TCP is in-
capable of accommodating route changes between the TCP sender and the
PEP. Finally, numerous security protocols will not work through Split-TCP
[121]. Despite providing good performance [124], Split-TCP is not recom-
mended as a general solution to lossy wireless links [121].
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The Snoop proxy [125, 126, 127, 128, 129], detects losses by monitoring
TCP acknowledgments. When Snoop sees TCP dup acks returning to the
TCP receiver, it will ￿lter these dup acks and retransmit the lost data packet.
After the lost packet is replayed, the sequence can continue. If Snoop has
￿ltered all the dup acks, the TCP sender should have no knowledge of the
loss. Snoop proxies do not break TCP end-to-end semantics but, as a result,
are dependent on their ability to hide link losses from the sender.
Figure 4.11 shows the operation of snoop proxies. In this example, packet
1448 and 2896 were received successfully, however, when a second and third
ack for packet 2896 is received it is assumed that packet 4344 was lost. The
snoop proxy then checks its cache and performs a retransmission. The snoop
proxy determines that packet 4344 was lost because:
nextseqnum = currseqnum + currpayloadsize
The problem is that a large number of duplicate acknowledgments must
often be ￿ltered. Also, it is not uncommon for Snoop to resend a lost packet,
only to have the retransmission corrupted too. Given the number of packets
transmitted per second, such scenarios occur more regularly than expected.
Snoop has no mechanism to determine whether a lost packet, that was re-
cently replayed, has also been lost. Thus, it is unknown how many dup acks
should be ￿ltered before resending the missing packet a second, third, fourth
time. Furthermore, given that these duplicate acks may contain SACK in-
formation about other lost packets, it is unknown how often lost packets,
speci￿ed by SACK, should be resent.
A number of studies suggest interoperability problems between SACK
149Figure 4.11: Snoop proxy operation
150and Snoop [129, 128, 130]. These studies suggest that Snoop is unable to
completely hide losses from the TCP receiver, especially in the presence of
burst losses. Finally, it is unknown how many dup acks should be ￿ltered.
Eventually, ￿ltering dup acks will cause TCP timeouts. Ack compression
also becomes problematic because the retransmission of one missing packet
may result in the next un￿ltered ack, acknowledging a huge number of data
packets. While Snoop can improve performance in lossy networks, numerous
problems impinge performance [129, 128, 130]. In testing Snoop, the lack of
any working implementation for a modern OS required a rewrite of Snoop.
The code can be found at http://www.bridgingthelayers.org/.
4.4.3 D-Proxy
D-Proxy is a new proactive distributed TCP proxy designed to overcome
the limitations of Snoop and Split-TCP. D-Proxy is distributed because it
uses a proxy either side of the lossy link. It is proactive because, instead of
waiting for TCP acks to con￿rm packet loss, it analyzes TCP data sequence
numbers. If the sequence number received is greater than the sequence num-
ber expected, it is assumed that there may be one or more missing packets.
A message is then sent to the proxy on the reliable side of the link to request
that the packet be resent. Figure 4.12 shows the basic operation of D-Proxy.
Note that the missing packet was discovered because 5792 was sent when
4344 was expected. When a loss is detected, D-Proxy bu￿ers frames until
the lost segment can be replayed and reorganizes them such that they are
forwarded in sequence. The expected sequence number is simple to predict
151Figure 4.12: D-Proxy simpli￿ed
because it is equal to the current sequence number plus the payload size.
While the basic concept of D-Proxy is relatively simple, the implemen-
tation required signi￿cant work. D-Proxy maintains TCP state information
and each ￿ow is di￿erentiated based on source IP, destination IP, source port
and destination port. The individual packets being cached are identi￿ed
within their ￿ow based on sequence number. D-Proxy was implemented in
Linux using the ip_queue library which passes packets from kernel space to
user space for processing.
4.4.3.1 Inter proxy communication
D-Proxy bu￿ers TCP ￿ows until lost packets can be recovered and re-
ordered. However, like Snoop, large delays, perhaps caused by bu￿ering
152Figure 4.13: D-Proxy: losing a data packet and the retransmission request
packets for too long, will cause TCP timeouts. Therefore, the speed at which
D-Proxy can recognize a loss, request retransmission of the packet and resend
it is of utmost importance. It is anecdotally recognized that wireless losses
occur in bursts. This is problematic because it increases the likelihood that
when a packet is lost, the request that is sent asking for its retransmission
may also be lost. It is equally likely that the actual data segment being
retransmitted might be lost. These problems referr to the scenarios shown in
Figure 4.13 and Figure 4.14. Therefore, the mechanism used to request the
retransmission of lost packets is critical.
The implementation used UDP sockets to re-request lost packets as they
are signi￿cantly faster than TCP sockets. UDP may appear an odd choice
because the reliability of retransmission request messages is critical, however,
TCP error recovery is far too slow to be useful in these circumstances where
errors must be detected and recovered on a millisecond time-scale. For this
reason, UDP was used to implement D-Proxy’s fast reliability mechanisms.
This mechanism had to provide fast two way reliability for both the UDP
retransmission request and the actual data segment. Two mechanisms were
153Figure 4.14: D-Proxy: losing a data packet and the retransmitted data seg-
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used to infer that either the UDP retransmission request, or, the retransmit-
ted TCP data segment had been lost.
4.4.3.2 Timeouts
One mechanism was time based. The amount of time required to re-
cover missing packets is continually averaged. Using a continual average of
retransmission times is designed to adapt to natural link latency as well as
link load. Packets will be re-requested after two, three and four times the
average retransmission time. On the fourth re-request, the bu￿er for that
￿ow will no longer be held awaiting that packets retransmission.
The amount of time to wait for a packet to be resent before requesting
retransmission is a trade-o￿. If a replayed packet is not lost but merely wait-
ing in bu￿ers, or waiting for media access, sending further retransmission
requests will only exacerbate delays and create super￿uous retransmissions.
Equally, waiting too long before sending further retransmission requests only
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timing out. Using UDP and a timeout based retransmission mechanism pro-
vided performance bene￿ts, however, performance was still suboptimal. It
became clear that the process of reliably recovering packets, needed to be
quickened. The problem is the same that was experienced in Snoop. When a
lost packet is resent; how can the proxy determine whether the retransmitted
segment was successful? The problem, shown in Figure 4.13 and Figure 4.14
occurs frequently because of the burst loss nature of wireless networks.
4.4.3.3 Retransmission order
The key mechanism used to provide greater reliability to both the UDP
retransmission request and the actual retransmitted TCP packet is more
complex but provides extremely fast and reliable error recovery. Its operation
is best understood with an example. Figure 4.15a shows the bu￿er on the
unreliable side of the wireless link. The ￿rst three packets, 1448, 2836 and
4344 are all in sequence and are passed back to the kernel for transmission.
Following 4334 there are holes between 4344-8688 and 8688-11584. Based
on the premise that the next sequence number equals the current sequence
number plus the packet size, D-Proxy can ascertain that 5792 is missing
and also that 10135 is missing. Due to the size of the hole between 4344-
8688 and the packet sizes in the ￿ow, D-Proxy assumes that 7240 is also
missing. Each missing packet generates its own retransmission request. So,
three individual retransmission requests will be sent containing a TCP ￿ow
ID and the missing sequence number.
In Figure 4.15b the replayed packet with sequence number 7240 is re-
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ceived and then a new packet 14480 is received. The fact that the replayed
packet 7240 was received before 5792 is used as an indicator that either the
UDP request or the replayed 5792 packet was lost. As stated earlier, each
missing packet is requested with an individual UDP packet thus the indi-
vidual retransmission requests are sent in order. If a retransmitted segment
such as 7240 is received ahead of an un￿lled hole such as 5792, it indicates
that either the retransmission request for 5792 or the actual retransmitted
data segment was lost. If packet loss was randomly distributed then this
mechanism would be less e￿ective, however, as packet losses frequently occur
in bursts, this method of packet recovery was many magnitudes faster than
a timeout based system.
Similar to Figure 4.15a, at the current point in time, Figure 4.15b, no
more packets are being passed back to the kernel for transmission. It is
critically important that packets are transmitted in order to prevent duplicate
156acknowledgments causing the sender to half the congestion window.
In Figure 4.15c, a new packet, 15928, arrives and packet 10136 is replayed.
Finally, packet 5792, which had to be re-requested for a second time is re-
played. With 5792 now in sequence, the packets can be sent to the kernel for
transmission.
4.4.3.4 Staggered TCP catch-up
In Figure 4.15d, note that the bu￿er has only moved to packet 13032.
The avoidance of packet bursts following a recoverd segment is of utmost im-
portance. For example, a large number of packets can be queued waiting on
the retransmission of a single packet. When the missing packet is replayed,
it is desirable to avoid immediately replaying 30 or more consecutive packets
from the same TCP ￿ow as this could be to the detriment of other ￿ows.
Instead, a maximum of ￿ve packets from that speci￿c ￿ow is sent. Following
these ￿ve packets, the input bu￿er is rechecked. If the next packet on the
ip_queue input bu￿er is a packet from a di￿erent ￿ow, then that ￿ow will be
serviced. If the next packet on the input is also part of this ￿ow then another
5 packets can be sent from the bu￿er to the kernel. The main purpose of this
mechanism is to stagger the catch-up that occurs when ￿lling the holes of a
TCP sequence such that other TCP ￿ows are una￿ected. This aids fairness
and prevents ack compression.
4.4.3.5 Variable per ￿ow bu￿er size
Similar to normal router bu￿ers, more bu￿ering increases latency, slowing
157Figure 4.16: Testing setup
the reaction to congestion. Bu￿ering is important for D-Proxy because larger
bu￿ers increase the opportunity for missing packets to be re-requested, resent
and reordered for delivery. D-Proxy has a bu￿er size of 150 packets. With
one TCP ￿ow, the entire 150 packet bu￿er will be utilized. The addition
of more ￿ows, will divide the bu￿er equally. Therefore, if there are 5 ￿ows,
each ￿ow will have a bu￿er of 30 packets. Flows may exceed their bu￿er
size. For example: there is one ￿ow utilizing a bu￿er of 150 packets and then
2 additional ￿ows are quickly added, reducing the bu￿er size to 50 packets
per ￿ow. The 100 packets that exceed the bu￿er size from one ￿ow are not
lost or dropped, instead the oversize bu￿er will continue being processed,
however, no packets that exceed the allowed bu￿er size will be waited on
to put be back in sequence. Retransmission requests will have already been
sent for the holes, but, D-Proxy will no longer wait to reorder packets that
are exceeding the bu￿er size. Receiving the lost packets out of order fortu-
itously causes the TCP sender to slow down to accommodate the two new
￿ows. The D-Proxy code can be found at http://www.bridgingthelayers.org/
4.4.3.6 Experiment
The testing setup used to obtain these performance results is shown in
158Figure 4.17: Reliable 802.11 link with a single TCP ￿ow
Figure 4.16. A series of bandwidth tests were repeatedly performed and av-
eraged with a range of introduced WAN latencies between 0ms and 200ms.
Single ￿ow tests were performed whereby a single download of a 144MB ￿le
from an Apache web server was performed. There were also multi ￿ow tests
where ￿ve concurrent downloads of the 144MB ￿le were performed. These
bandwidth tests were performed over a 54Mb/s 802.11a wireless link. The
reliable scenarios featured a download over a link with a strong SNR. The
unreliable tests were created by locking the network card’s speed at 54Mb/s
and moving the APs past the point where they would normally rate shift.
The results of the reliable and unreliable single ￿ow tests are shown in Figure
4.17 and Figure 4.18. The results of the reliable and unreliable ￿ve ￿ow tests
are shown in Figure 4.19 and Figure 4.20.
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Figure 4.19: Reliable 802.11 link with ￿ve TCP ￿ows
160Figure 4.20: Unreliable 802.11 link with ￿ve TCP ￿ows
4.4.3.7 Snoop Results
Snoop proxies can increase performance in standard 802.11 networks,
however, both this and numerous other recent studies [129, 128, 130] have
suggested that Snoop is unable to hide losses from TCP senders. The results
suggest that Snoop cannot hide the heavy packet losses in NoAck 802.11.
Furthermore the implementation of Snoop in multi hop ad hoc networks is
problematic. For example, along a ￿ve hop wireless path, a packet could be
lost at any stage. If packet loss occurred on the ￿rst hop, the packet will
not be recovered until the duplicate acknowledgment was re-received on the
￿rst wireless router. This will substantially delay the detection of loss and
increase the incidence of TCP timeouts.
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The Split TCP results show that the performance of Split TCP with
NoAck 802.11 exceeds standard 802.11. With a Split TCP proxy deployed
as close as possible to the TCP receiver, the minimal RTT on the unreliable
wireless side of the proxy means that large congestion windows are unnec-
essary. On the long RTT side of the proxy, the wireless losses are shielded
from the real TCP sender. The use of Split TCP in this manner achieves the
goal of a negatively acknowledging system as dup acks are the only feedback
mechanism used to indicate loss.
As Split TCP has been in use for over a decade, it is important to ques-
tion why it is not standard in WiFi implementations. Split TCP is only
recommended for speci￿c cases because it breaks TCP’s end-to-end seman-
tics. When a TCP ack is received for a TCP data segment, the TCP sender
assumes that the data has been received correctly. Thus, Split TCP may ack
segments before the real TCP receiver has received the data. If a link failure
occurs between the TCP receiver and Split TCP, the TCP sender may have
received acknowledgments for data that was never actually received. This is
the main argument against Split TCP; it breaks TCP’s end-to-end seman-
tics. Many security protocols such as SSH do not work through Split TCP.
A more thorough treatment of these issues is given in RFC 3135 [121].
Implementations for ad-hoc networks are also problematic. Mindful that
low RTTs are quintessential to performance over the unreliable link, in multi
hop ad hoc networks, many Split TCP proxies will be required throughout
the network. Due to the number of Split TCP nodes pretending to be end-
162points, end-to-end transactions will fail with a single path/routing change.
4.4.3.9 D-Proxy results
The inapplicability of Split TCP and Snoop proxies in multi hop ad hoc
networks, provided the impetus for a fresh approach. D-Proxy was started
with the notion that an ideal proxy should not break end-to-end TCP se-
mantics but should also be more proactive than Snoop in its approach to
detecting packet losses. The solution, D-Proxy, has been shown to provide
superior performance to standard 802.11 without the drawbacks of Split TCP
or Snoop. The results show that D-Proxy performance is equivalent to Split
TCP.
D-Proxy does not break TCP end-to-end semantics but does hide link
losses from the TCP receiver and can be implemented in multi-hop ad hoc
networks. There are two current drawbacks of D-Proxy. Firstly, network
layer security mechanisms such as IPSec will have to bypass the proxy. Sec-
ondly, in the current implementation, CPU utilization for the packet caching
side of the proxy is too high to run on embedded systems. This problem may
be solvable by implementing D-Proxy as a kernel module.
4.4.4 Theoretical comparison with BlockAck
This chapter claims that D-Proxy is superior to the other PEPs. It also
shows that the performance of D-Proxy with NoAck 802.11 far exceeds stan-
dard 802.11. The question which remains; is performance superior to the
802.11e BlockAck function? Unfortunately, at the time of testing, the driver
163used did not have a working BlockAck implementation so real life compar-
isons were impossible. Simulations claim that 802.11e BlockAck can improve
e￿ciency in bulk transfers by 10% [105, 104]. The real world wireless tests
reveal that the di￿erence between the the peak transfer capacity of standard
802.11 and NoAck with D-Proxy is 21.5%.
The key di￿erence between the two schemes is that BlockAck is a pos-
itively acknowledging proxy. While BlockAck undoubtedly increases e￿-
ciency, it still provides reliability by acknowledging packets that have been
received. D-Proxy is a negatively acknowledging proxy that uses TCP se-
quence numbers to decipher what is missing. The drawback of D-Proxy is
complexity; requiring a proxy on both ends of a link and, in addition, caching
and bu￿ering packets. However, BlockAck also operates in a similar fashion,
bu￿ering packets at both sides of the link.
Another advantage is that unlike BlockAck, D-Proxy will not group TCP
data segments and TCP ack packets into blocks, instead, D-Proxy will main-
tain the natural multiplexing of two data packets for every TCP ack, steady-
ing the delivery of TCP acks and preventing ack compression. When packets
have been bu￿ered at D-Proxy waiting for a retransmitted segment, the emp-
tying of the bu￿er is staggered to prevent packet bursts from a single TCP
sender getting exclusive priority.
D-Proxy is also capable of allowing multiple packets from di￿erent senders
to pass through the proxy while waiting for retransmissions. This is because
D-Proxy groups packets based on TCP ￿ows, not MAC layer senders. This
means that the loss of one packet will not require all subsequent packets to
be bu￿ered because D-Proxy maintains a separate bu￿er for each TCP ￿ow.
D-Proxy also performs a stock-take of what packets are present and what
164are missing after every packet whereas BlockAck performs this function pe-
riodically or at the end of every block of packets. This means that BlockAck
may have delayed recognition and reaction to the loss. Furthermore, D-Proxy
does not require lengthy medium reservation and thus D-Proxy may facili-
tate fairer QoS in the presence of multiple transmitting nodes. I predict that
D-Proxy is more TCP friendly and will o￿er better performance, fairer QoS,
and faster reaction to lost packets than BlockAck. When drivers become
avaliable, a real world comparison will be performed.
4.5 Conclusion
This study started by questioning the need for 802.11 acks. It was shown
that without 802.11 acks, links with RTTs greater than 1ms were underuti-
lized by TCP because packet loss, being interpreted as congestion, caused
TCP window reductions. The IEEE standards based work attempting to ad-
dress this problem was then explained and explored. End-to-end approaches
such as Westwood were also experimentally tested, however, the poor results
merely reinforced the need for local recovery of lost packets. Experiments
with PEPs revealed that Split TCP provided excellent performance, but had
a number of limitations and implementation problems for ad hoc mesh net-
works. It was shown that Snoop proxies were not suitable for hiding the
heavy losses caused by unacknowledged 802.11. This prompted the creation
of a new PEP speci￿cally designed to address the limitations in previous
proxies. D-Proxy is a distributed PEP designed to discover and recover
losses over a wireless link. It is a proactive TCP proxy because it recovers
link losses before they reach the TCP receiver. D-Proxy is capable of nega-
165tively acknowledging packets and is implementable in ad hoc networks. By
removing acknowledgments using the 802.11 NoAck function, D-Proxy can
increase performance by 22%. Currently, CPU requirements for D-Proxy are
too high to operate in embedded systems, however, in the future, I plan to
rewrite this proxy in attempt to drastically reduce the CPU requirements.
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Conclusion
The OSI networking model was designed predominately for wired net-
works in 1994 [7]. It has been a highly successful networking model and
many believe it to be responsible for the proliferation of an open and inter-
operable Internet [8]. Multi hop ad hoc networks are fundamentally di￿erent
from the well planned, reliable, administrator con￿gured, wired networks for
which the OSI model was designed. The underlying technologies of multi
hop ad hoc networks necessitate that the guidelines of the traditional lay-
ered networking model be re-examined. Consistent with other work in this
￿eld, this thesis uses a cross layer approach to increase the scalability and
performance of real world multi hop ad hoc networks. This PhD has made
three major contributions in the areas of routing, multi hop contention and
acknowledgment e￿ciency.
Traditional routing protocols were never designed for the self-forming,
self-healing properties required in multi hop ad hoc networks. Hierarchical
addressing, which occurs alongside routing at the network layer, is inappro-
priate for these networks. The self-forming, self-healing requirements of multi
hop ad hoc networks necessitates a ￿at addressing structure. While this may
indicate that the data link layer is more suitable for routing, whichever layer
167is used, the original design intentions of the OSI layers will be blurred. In ad-
dition to the layering and addressing problems, chapter 2 details many other
features that make traditional routing protocols inappropriate. The solutions
to these problems are described with examples from the literature. A real
world experiment is performed to assess the key techniques and determinants
of performance. The study shows that in small networks, the Babel routing
protocol provides higher throughputs than both BATMAN and OLSR. It also
shows that in small networks, the network overhead of the routing protocol
may be the biggest determinant of performance and that the OSI layer of the
routing protocol has no major performance implications. Future work could
investigate whether these results apply to larger experimental testbeds.
802.11 is an ideal technology to use with multi hop ad hoc networks
because it is an open standard, unlicensed, mass produced, the focus of
signi￿cant research e￿orts and is embedded in an enormous number of tech-
nologies. Unfortunately, when it was originally designed, it was intended as a
one hop technology to connect wireless devices, such as laptops and PDAs, to
the wired network via a centralized AP. Subsequently, the contention prob-
lem, which is responsible for performance degradations when multi hopping
transmissions using the same channel, were never considered. Some studies
propose new multi channel MAC layers to make use of multiple channels,
allowing multiple concurrent transmissions. Given that a major bene￿t of
802.11 is its economies of scale, which enable a highly sophisticated tech-
nology at consumer grade price, breaking 802.11 standards compliance is
undesirable. Chapter 3 argues that by using multiple ad hoc 802.11 radios,
assigned to di￿erent channels, contention problems can be alleviated without
breaking standards compliance. This approach requires a channel selection
168mechanism that can dynamically and intelligently assign channels to radios.
In addition, it also requires routing protocols to incorporate bandwidth and
eventually channel based metrics for multi radio nodes. Chapter 3 discusses
the development of, RDCS, a channel selection mechanism that operates
with the OLSR routing protocol. It showed that multi hop performance in
multi radio networks could be increased with this scheme. To further rout-
ing driven channel selection, it should be applied to other routing protocols
such as Babel or BATMAN. Furthermore, as a result of RDCS’s reliance on
the routing protocols metric, performance increases in RDCS will be realized
when bandwidth based metrics such as ETT or channel metrics such as MIC
can be incorporated into routing protocols.
TCP interprets all packet losses as congestion because it was never de-
signed for lossy wireless links. When TCP misinterprets packet losses as
congestion, it reacts harshly by reducing the TCP congestion window; throt-
tling the connection. Losses due to interference or collisions occur frequently
in wireless networks necessitating link layer reliability mechanisms to hide
losses from TCP. While these mechanisms operate adequately, they intro-
duce a large overhead. Chapter 4 proposes that if these acknowledgments
could be removed, large performance increases would be possible. It in-
vestigates alternative reliability mechanisms such as 802.11 BlockAck, TCP
Westwood, as well as Snoop and Split TCP PEPs. However, these methods
are shown to be inadequate or ine￿cient for multi hop ad hoc networks. This
thesis introduces a new mechanism known as D-Proxy which is designed to
provide link layer reliability without the overhead. Our novel proxy uses en-
tirely new techniques. D-Proxy is a distributed proactive proxy that analyzes
TCP data sequence numbers in attempt to ￿nd and ￿ll holes in the transmis-
169sion sequence. It is also a negatively acknowledging proxy, sending messages
only when a frame has been lost, and thus its overhead is minimal com-
pared with the existing positively acknowledging reliability mechanism. The
MAC layer modi￿cations required to remove the existing link layer reliability
mechanism can be performed without breaking standards compliance using
the the 802.11e NoACK function. The removal of the link layer acknowl-
edgment, combined with D-Proxy, can boost performance by approximately
22%. In the future, I intend to rewrite D-Proxy such that it can be included
in embedded operating systems such as Voyage Linux, dd-wrt and Open-
WRT. Furthermore, as this technology should theoretically work with any
wireless link, the advantages it can provide in other wireless networks such
as microwave and WiMAX should also be explored.
Multi hop ad hoc networks are attractive because they can o￿er greater
range, throughput, spatial e￿ciency and power consumption. Additionally,
numerous new, previously infeasible deployment scenarios are enabled. These
scenarios include, community networks, developing world communications,
disaster recovery and emergency services. These new networks must be self-
forming, self-healing, robust networks and are very di￿erent from the reliable
well planned wired networks for which the OSI model was originally designed.
Many of the traditional technologies, designed to operate strictly within the
existing OSI networking model boundaries, are inadequate. This thesis has
argued that due to the problems caused by traditional protocols, a blurring of
these layers is unavoidable. The problems of routing, multi hop contention,
and acknowledgment e￿ciency are all experimentally investigated. The work
described in this thesis has furthered understanding in these areas.
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RDCS Implementation
A.1 Additional Features
A.1.1 Channel locking
Channel locking, is designed to accommodated di￿erent mesh architec-
tures. When users setup their RDCS.conf ￿le they are instructed to create
the same number of user de￿ned bands as interfaces. The ￿rst interface will
be assigned to a frequency in the ￿rst band and the second interface will be
assigned to a frequency in the second band. By default, with channel locking
turned on, each interface will remain in the initial user de￿ned band. This is
necessary for setups such as Figure A.1a where a mesh node may be designed
with two interfaces, one which only operates in the 2.4 GHz band and the
other which operates only in the 5 GHz band. In this situation the user would
carefully de￿ne the bands to be used by each radio and would want RDCS
to retain the original band-interface binding. Equally, a user may be using
two 802.11a/b/g interfaces but have 5 GHz and 2.4 GHz antennas connected
(Figure A.1 b).
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A.1.2 Interoperation with non-802.11 links
This section describes RDCS’s Interoperation with non-802.11 links and
interfaces. It is likely that many designs and architectures for wireless mesh
networks will contain non 802.11-links such as Ethernet, ADSL or WiMAX.
Subsequently, channel selection mechanisms should seamlessly integrate with
other technologies. Non-802.11 links should be speci￿ed in the olsrd con￿gu-
ration ￿le (olsrd.conf) to enable them to be used as a routed link 1, however,
they should not be speci￿ed in RDCS.conf as they will not be used for channel
selection.
To describe the interoperation with non-802.11 links two examples will
be provided. Thr ￿rst example, shown in Figure A.2, demonstrates neigh-
borhood network whereby a user has a couple of single radio wireless APs
which he wishes to connect to a community network. The APs are con-
nected via Ethernet and the user runs both OLSR and RDCS on each node
specifying both Ethernet and 802.11 interfaces for OLSR routing and only
the wireless interface in RDCS’s con￿guration ￿le. When OLSR starts, the
1 OLSR works with any technology as it operates at the network/IP layer
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wired neighbors will immediately be discovered, becoming OLSR neighbors.
Subsequently, when RDCS applies the dual link mask (see Section 3.6.4.3),
the two wired neighbors will mask each others radio channels. This ensures
that while looking for other neighborhood nodes, they will never fall on the
same channel. OLSR’s reliability metric will also ensure that, even if the
wireless radios did fall on the same channel, they would not be installed in
the routing Table due to the wired links superior reliability.
802.11 nodes could also be combined with WiMAX. Future mesh net-
works may employ WiMAX alongside 802.11 for additional backbone con-
nectivity and network resiliency. A advantage of incorporating WiMAX is
the frequency separation and diversity gained from using a licensed frequency
technology together with an unlicensed technology. Similar to the previous
example, WiMAX neighbors will be discovered by OLSR and routes installed
in the routing Table. When RDCS evaluates the channel assignment of 802.11
interfaces, the frequencies of the 1-hop WiMAX neighbors will be masked.
Similarly to the Ethernet example above, RDCS will prevent WiMAX con-
nected nodes from becoming direct 802.11 neighbors.
This section details and discusses the MadWiFi and OLSR issues that
173did not a￿ect the results but did require work around to provide a working
system. It is hoped that in the future these issues may be ￿xed which should
dramatically simplify the RDCS code.
A.1.3 MadWiFi Issues
The MadWiFi driver (v9.3.3) required modi￿cation to be usable. Un-
der standard ad-hoc operation with MadWiFi the BSSID (Basic Service Set
Identi￿er) is automatically generated from the ￿rst node that it connects to.
The BSSID is used to ￿lter packets from other nodes that may be trans-
mitting with the same ESSID. This process of discovering the BSSID and
using the mac address of the ￿rst node seen is ￿awed in a multi-hop sce-
nario. Consider the scenario where Node A and Node B discover each other
and connect, generating BSSIDs based on each others MAC address. When
Node C comes along, it connects to node B and uses its SSID to generate
a BSSID. However, neither A or B is able to communicate with C because
of the SSIDs that have been generated. This problems has become known
as BSSID partitioning. This problem was solved by modifying the driver to
generate a BSSID based on a hash of the ESSID. This means that all nodes
with the same ESSID will have the same BSSID.
A.1.4 OLSR issues
OLSR is the most widely used ad hoc routing protocol in the world. It is
the de facto standard for many community ad-hoc wireless networks such as
Freifunk [131] and has been thoroughly tested in single radio networks (par-
174ticularly in combination with some wireless routers such as OpenWRT [132]).
However, during the development of RDCS a number of di￿culties were en-
countered. The majority of routing in Unix based operating systems works
by creating a routing protocol routing table which is separate from the kernel
routing Table. This routing protocol table is independently maintained and
informs and modi￿es the kernel routing table. In OLSR, routes are added
and deleted from the kernel routing table as required, however, due to the
channel switching used in RDCS, certain routes are sometimes not removed
from the kernel routing table. Although the OLSR routing table has main-
tained the correct information, discrepancies can form between the OLSR
routing table and the kernel IP routing table. The only way to ensure that
OLSR updates the kernel IP routing Table with fresh routes following chan-
nel changes is to separately maintain the kernel routing table. When RDCS
begins, it forks a thread that will maintain the kernel routing table, keeping it
in-line with the OLSR routing table and preventing. This is achieved with a
function that compares the OLSR routing table and the kernel routing table
any reconciles any discrepancies. This issue may have been ￿xed since v0.5.4.
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802.11n frame aggregation
The 802.11n standard [103] aims to provide data rates signi￿cantly be-
yond 802.11a/g’s 54Mb/s with throughputs exceeding 100Mb/s. However,
as discussed in section 4.2.1, with data rate increases, the relative overheads
of 802.11 also increase due to ￿xed packet overheads such as IFS and pream-
bles. Figure 4.6 was given as an example of how large increases in data rates
begin to give marginal throughput bene￿ts given the existing 802.11 DCF
MAC. To complement the increased data rates being o￿ered in 802.11n, it
was recognized that MAC layer changes were also necessary. By concate-
nating multiple frames together, time can be saved on IFS and preambles.
This is not a new idea, Tourrilhes [133] published a similar design in 1998
and since then, frame aggregation has been used to increase performance in
proprietary implementations.
B.1 A-MSDU
There are two forms of frame aggregation in 802.11n, these are known as
A-MSDU (Aggregated MAC Service Data Unit) and A-MPDU (Aggregated
MAC Protocol Data Unit). A-MSDU can be thought of as micro aggregation
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because it will be used to join multiple small frames into one large frame.
E￿ciency savings can be made by using one MAC header, preamble, IFS
and FCS (Frame Check Sum). The manner in which A-MSDU aggregates
frames is shown in Figure B.1. As only one checksum is generated, if a single
part of the transmission is corrupted, all of the aggregated frames must be
retransmitted. In 802.11, the chance of errors increase as the frame grows
so A-MSDU is limited to 7935 bytes [134]. The other limitation is that the
frames being aggregated must have the same source address, destination ad-
dress and QoS class.
B.2 A-MPDU
If A-MSDU is micro aggregation, A-MPDU is macro aggregation as it is
designed to merge fully sized frames or A-MSDU’s together to further save
on preambles and IFS times. Figure B.2 shows that in A-MPDU both MAC
headers and the FCS are retained. In addition, a 4 byte MPDU delimiter is
added to each frame. The reason for this is because A-MPDU is designed
to aggregate up to 64k and thus the individual frames within the aggregated
packet must be reliable. Put simply, the loss of one frame within the A-
177MSDU should not result in the loss of the entire block.
The mechanism used to provide reliability within the A-MPDU is worthy
of detailed discussion. Note that in Figure B.2 a frame delimiter and padding
is added to the segment. The MPDU delimiter and speci￿cally the length
￿eld within this delimiter is key to A-MPDU’s because it allows the receiver
to count the number of bytes in each frame. This is used to determine where
aggregated frames begin and end. If the FCS of one frame fails, the receiver
can skip to the following frame. However, it is likely that if the frame FCS is
corrupt, the length ￿eld in the delimiter may also be corrupt. If the delimiters
CRC fails, the receiver will search forward on every 32-bit (4 byte) boundary
looking for data that looks like a delimiter. There is supposedly a good
chance of the receiver predicting the next delimiter [134]. Variable lengths
of padding are added to the tail of frames to ensure that every delimiter
starts on a 4 byte boundary. These mechanisms ensure reliability within A-
MPDUs, or simply, that the loss of one packet within a A-MPDU does not
result in the loss of others.
Both A-MSDU and A-MPDU can increase throughput in 802.11n net-
works, however, in the case of A-MPDU, I question whether there may be
a more e￿cient solution to the problem of undersized packets. When aggre-
gating frames, overhead is added and TCP headers, IP headers and MAC
headers are often replicated. Therefore it is debaTable whether the problem
of small packets may be better addressed at a higher layer.
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B.3 E￿ciency through MTU scaling
B.3.1 MTUs in wired and wireless networks
There are strong arguments that the 1500 byte MTU (Maximum Trans-
mission Unit) is too small for modern communications networks [135, 136,
137]. Despite the large speed increases, mandatory Ethernet packet sizes
have remained static since 1982 1. Table B.1 shows that as Ethernet speeds
have increased, serialization delays have dramatically decreased and MTUs
have remained stagnant.
Small MTU’s are ine￿cient for a few reasons. The packet headers con-
tribute to an unnecessarily high percentage of overhead. Furthermore, there
is also evidence suggesting that many small frames cause more CPU inter-
rupts and processing overhead [137]. Whether this is still true, given in-
creased CPU speeds and perhaps the migration of functionally onto NIC’s is
unknown. The original argument against using larger packet sizes in wired
networks was serialization delays. However, Table B.1 clearly shows that in
1 Jumbo frames are allowed but are not mandatory
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Technology Rate Year MTU Serialization Delay
Ethernet 10Mb/s 1982 1500 1200s
Fast Ethernet 100Mb/s 1995 1500 120 s
Gigabit Ethernet 1000Mb/s 1998 1500 12 s
10 Gigabit Ethernet 10000Mb/s 2002 1500 1.2 s
Table B.2: 802.11 evolution and mandatory MTUs
Technology Rate Year MTU 1500b s-delay Max MTU s-delay
802.11b 11Mb/s 1999 2272 1091s 1653s
802.11g 54Mb/s 2003 2272 222s 337s
802.11n 432Mb/s 2009-2010 7935 28 s 147s
modern Ethernet networks, this argument is no longer valid.
Wireless 802.11 networks have higher Mandatory MTU’s than 802.3 Eth-
ernet networks. Table B.2 shows the MTU’s for the di￿erent 802.11 physical
layers. Note that the Jump in MTU for 802.11n was likely made to ac-
commodate A-MSDU. Similar to Ethernet networks, using modern wireless
technologies, serialization delays are no longer a limiting factor. The maxi-
mum frame size of 7935 bytes in 802.11n is now serialized in about 7.5 times
less than a 1500 byte frame in 802.11b.
Transmitting larger packets rather than aggregating 1500 byte packets
has a number of bene￿ts. The most obvious is the savings on, MAC headers,
IP headers and TCP headers, making transmission more e￿cient. In addition
to this, by increasing the packet size, there are fewer packets transmitted per
second, signi￿cantly reducing the number of preambles, IFS, frame trailers
and 802.11 acknowledgments.
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There are a number of reasons why Internet MTU’s have not scaled in the
manner that would provide optimal performance. The traditional argument
against larger packet sizes is that the larger serialization delays can cause high
priority packets to be delayed. LAN switch vendors also found it unfavorable
to do fragmentation between switches not capable of higher MTU’s, requiring
additional memory and processing. Perhaps another reason is because in
non-supercomputing environments, the performance bene￿ts did not justify
the additional complexity. The biggest reason is because the initial MTU
Discovery de￿ned in RFC 1191 [138] was ￿awed in many ways. The reasons
for this failure are documented in RFC 2923 [139].
In the current day, many of these traditional arguments are invalid. Wired
and wireless speeds have changed such that the 1500 byte MTU used since
1982, is a signi￿cant limitation. Finally, the problems that plagued previ-
ous path MTU discovery [138] were solved in 2007 with RFC 4281 [140].
Given that MTU problems have now been recti￿ed, an analysis of the po-
tential bene￿ts to wireless networks is justi￿ed. The main arguments for
larger packet sizes, namely the reduction in preambles, IFS, frame trailers
and 802.11 acknowledgments are obvious and have already been mentioned.
Other implications of MTU scaling are more complex and deserve detailed
analysis.
181B.3.3 MTU’s, packet loss and end-to-end bandwidth
Increasing packet sizes beyond 1500 bytes can have a signi￿cant e￿ect
on end-to-end throughput. In Mathis seminal paper [141], it is stated that
end-to-end throughputs are bound by equation B.1 where, p is the loss prob-
ability:
BW < (
MSS
RTT
)(
1
p
p
) (B.1)
This equation states that the e￿ective end-to-end bandwidth, or through-
put is proportional to the MSS. A simplistic analysis of this equation might
be that throughputs can be doubled by doubling the MTU, however, this
assumption is unfair, because for wireless 802.11 networks, loss probability
(p ) increases with packet sizes. The diagram in Figure B.3 demonstrates
why large packets led to higher packet loss in wireless networks. It suggests
that doubling the packet size will double the packet loss rate. Due to the
burst nature of wireless losses, packet losses would may not increase to this
extent.
If as a worst case, packet losses do increase linearly with packet sizes, end-
to-end bandwidths still increase. Figure B.4 shows the e￿ect of increasing
MSS and packet losses over a range of delays. The points start with a 1500
byte packet with 2% packet loss and ￿nishing with a 12,000 byte packet with
16% loss. While packet loss can increase with packet size, it has an inverse
square e￿ect on throughput, which means that MSS still dominates [137].
This graph shows that even if packet loss did scale linearly with packet sizes,
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Figure B.4: End-to-end bandwidth
183end to end bandwidth would still bene￿t from increasing packet sizes.
B.3.4 Excessive TCP acks
A further problem with small MTUs is the excessive numbers of TCP
acks. With small packet sizes, the number of TCP acks increase. TCP acks
are particularly ine￿cient in 802.11 networks for a number of reasons. As
TCP acks require their own DIFS, preamble and MAC layer ack, this means
that the channel time is signi￿cantly larger than the standard transmission
time for a wired network. Also, the shared, half duplex nature of 802.11
means that TCP ack transmissions a￿ect the ￿ow of TCP data packets in
the reverse direction, consuming channel time that could otherwise be used
for data transmission. In many other technologies such as Ethernet or ADSL
the size and number of TCP acks is less important as there are separate
up and down channels. Our analysis in section 4.1.5 shows that for 802.11,
when the MTU is 1500 bytes, between 15% and 17% of transmission time is
consumed by the TCP ack.
We performed an experiment where to removed every fourth TCP ack
(a loss rate of 25%) from a TCP transfer over 802.11. Given this very high
loss rate, no di￿erence was prevalent in the end to end transfer rate. The
reason being that TCP acks are cumulative hence, if a TCP ack is lost, the
arrival of the following TCP ack will acknowledge all of the previous data.
Thus, increasing the MTU may generate fewer TCP acks allowing more time
for data transmission. Also, using MAC layer acknowledgments to provide
reliability for TCP acks is unnecessary as the experimentation suggests that
high loss rates make little di￿erence to transfer speeds.
184B.4 Two problems: ack e￿ciency and small packets
This section began with 802.11e BlockAck e￿ciency improvements. The
802.11n frame aggregation feature was then discussed and contrasted with
MTU scaling. Our digression into frame aggregation and MTU sizes is be-
cause the 802.11e BlockAck and 802.11n frame aggregation are often dis-
cussed as enhancements for 802.11n collectively. However, these two dif-
ferent e￿ciency schemes solve two di￿erent problems. 802.11e BlockAcks,
attempt to solve the problem of acknowledgment e￿ciency. 802.11n frame
aggregation aims to solve the problem of too many small frames.
Following the discussion of frame aggregation, MTU scaling which is a
higher layer solution to the problem of too many small frames was discussed.
I question whether larger MTUs are signi￿cantly better for end-to-end trans-
fers than 802.11n frame aggregation. The reason being that, A-MSDU saves
time on on IFS and preambles. Comparatively, larger MTUs reduce the num-
ber of packets transmitted, saving on on MAC headers, IP headers, TCP
headers and TCP acknowledgments. These mechanisms are contrasted in
Figure B.5 which shows standard 802.11 DCF, BlockAck, 802.11 Frame ag-
gregation with BlockAcks and ￿nally standard 802.11 DCF with larger packet
sizes. This diagram is not to scale with time and does not suggest that stan-
dards based 802.11 with large MTUs is any percentage more e￿cient than
802.11n frame aggregation with BlockAck. Comparing those two techniques
would be a complex procedure and is worthy of a separate dedicated study.
This chapter proposes to solve the acknowledgment e￿ciency problem.
The problem of small frames may be solved in conjunction with this mech-
anism by raising the MTU. Evidence suggests that MTU scaling may have
185many positive e￿ects at both the link layer and the transport layer. However,
I believe that the solutions to the di￿erent problems should be compared in-
dependently. The reason for the lengthy digression away from ack e￿ciency
and into frame aggregation and MTU scaling was to inform the reader of
MAC layer changes in 802.11e and 802.11n. This should provide the under-
standing to make fair comparisons between solutions, suggested later in this
chapter, and the 802.11 BlockAck function.
The discussion of frame aggregation and MTU scaling also shows that
many of the ine￿ciencies in modern networks can be e￿ectively solved at
many di￿erent layers. It also shows that many new data communications
technologies blur the traditional layered architecture. Frame aggregation
solves the ine￿ciencies associated with large numbers of small frames. How-
ever, it could be argued that packet size was originally intended to be medi-
ated by MTUs. Equally, 802.11 acknowledgments don’t provide end-to-end
reliability, instead they prevent TCP from misinterpreting packets lost due
to interference as congestion.
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