Abstract. We consider the Walsh-Fourier series J2akwk(x) of a function / assumed to be of bounded fluctuation on the interval [0, 1). Every function of bounded variation is also of bounded fluctuation on the same interval, but not conversely. We present an estimate for the difference of f(x) at a point x e [0,1) and the partial sum of its Walsh-Fourier series in terms of the bounded fluctuation operator. This gives rise to a local convergence result. As special cases, we obtain a Walsh analogue of the Dirichlet-Jordan test and a global convergence result due to Onneweer.
Introduction
We consider the Rademacher orthonormal system {rk(x): k > 0} and the Walsh orthonormal system {wk(x): k > 0} defined on the unit interval [0, 1), the latter in the Paley enumeration (see [4; 5, For these and further definitions, notations, and properties of the Walsh system, we refer the reader to [5] .
Main results
By a dyadic interval in [0, 1) we mean an interval of the form I(j, k) := [j2~k , (j + 1)2-*), 0 < ; < 2k and k > 0.
For a function / defined on I(j, k), we set co(fi, I(j,k)) := sup{|/(x + t) -fi(x)\: x £ I(j, k)and0<t< 2~k}. n-»oo Relation (2.5) was proved by Walsh [6] in the case when / is of bounded variation. Its trigonometric analogue is known as the Dirichlet-Jordan test (see, e.g., [7, Vol. 1, p. 57] ). The first quantitative version of the Dirichlet-Jordan test was proved by Bojanic [1] .
We note that if / is uniformly If-continuous on [0,1) (concerning this notion see [5, This result was first proved by Onneweer [2] in the case when / is of bounded variation.
Actually, we will prove Theorem 1 in a sharper form as follows. 
Proof of Theorem 2
We start with the well-known identity (see, e.g., [5, p. 46 
where n is given by (2.6) and mx :=7?-2fc' =2*2 + 2^ + ---+ 2^.
Thus by (2.1), ;,=0 ■'/(27i,*i+l)
We note that the integration domain occupies only one half of the interval [0, 1). We introduce a second difference function as follows (3.5) hx(t):=gx(t)-gx(t + 2-k>-x).
Similarly to (3.1), we may write that =:A2 + B2, say.
Using an argument analogous to the one occurring in (3.3) and the fact that u := t + 2jx2~k,~x is a one-to-one mapping of 7(0, kx + l) onto 7(2;',, kx + 1), yields (3.7)
<2fc> / W(gx,I(0,k2))dt = 2k^-xW(gx,I(0,k2)). We note that this time the integration domain occupies only one fourth of the interval [0, 1). We introduce a third difference function (3.9) nx(t):=hx(t)-hx(t + 2-ki-x).
Repeating the above reasoning, from (3.8) and (3.9) it follows that 2*1-12*2-1 .
B2= E E / nx(t)D2h(t)dt
;,=0 ;2=0 Jl(2ji,kl + l)nl(2j1,k2+l) (3.10) 2*1-12*2-1 + E E / nx(t)rki(t)Dm,(t)dt jx=0 j2=0 Jl{2ji,ki+l)nl(2j2,k1+l) =:A3 + B3, say,
where 7773 := 7712 -2kl = 2k* -\-h 2k».
Analogously to the last equality in (3.8), hence we may conclude that License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
By an induction argument we can proceed up to Bp_x = Ap (observe that Bp = 0) in the same manner as above. Owing to the difficulties in notation, we omit the details.
Finally, we combine (3.2), (3.3), (3.6), (3.7), (3.10), (3.12) (and the analogous estimates of \Aq\ for q -4, 5, ... , p) and obtain (2.7). Thus, the proof of Theorem 2 is complete.
