Deep learning has gained tremendous attention on CAD (Computer-aided Diagnosing) application, particularly biomedical imaging analysis. We analyze three large-scale publicly available CXR (Chest X-ray) datasets and find that vanilla training of deep models on diagnosing common Thorax Diseases are subject to dataset bias, leading to severe performance degradation when evaluated on unseen test set. In this work, we frame the problem as multi-source domain generalization task and make two contributions to handle dataset bias: 1. we improve the classical Max-margin loss function by making it more general and smooth; 2. we propose a new training framework named MCT (Multi-layer Cross-gradient Training) for unseen data argumentation. Empirical studies show that our methods significantly improve the model generalization and robustness to dataset bias.
I. INTRODUCTION
D ESPITE the recent success of exploiting biomedical big data, researchers have found that naively use of those data may lead to significant biases. Those biases can arise from every aspect of healthcare process due to human-related or systematic factors, for example, the diagnosis standards vary across clinicians, the policies of provider organizations may encourage more screening tests and the work hours of hospitals may affect timing of time-related data [1] . Meanwhile, the dynamics of biases are evolving over time and varying across population demographics [2] : it is found in [3] that organizations reported patients safety incidents inconsistently; and opioid prescribing increased at rates that differed by practice and patient population [4] .
Those biases can lead to misleading research outcome and pose significantly challenges to discover validated medical findings as well as design robust statistical models. In such scenarios, simply increasing the amount of training data does not help as biases are induced in the data collection process and data-driven learning algorithm can easily exploiting the subtle biases in the data to make predictions. In [1] , researchers found that the laboratory test order of two large hospitals in Boston significantly correlated (p < 0.001) to the patients' odds of survival, regardless of other information about the test; as a result, models trained on those electrical health records (EHRs) over-weighted the importance of test order. Another group of researchers [5] analyzed the generalization capability of deep learning models in screening pneumonis on Chest X-ray images and reported the followings: (1) Convolution Neural Network (CNN) models performed significantly worse (about 8% to 10% drop) in external hospital system than internal hold-out test set; (2) CNNs could differentiate the origin of data with extremely high accuracy and calibrate their predictions accordingly, utilizing confounding information such as small objects or text labels in the images.
To accommodate the biomedical data biases, we survey the classical machine learning literature and frame the problem as domain generalization where each dataset is a subset of a common domain. Our contributions lie in three folds: 1. we show that data bias are significantly embedded in biomedical imaging (specifically, Chest X-ray), even though they belong to the same imaging modality; 2. we design a new loss function to undo bias by model each training dataset explicitly; 3. We propose a new data argumentation methods to improve model generalization by generating domain-guided perturbed hidden activations. Extensive experiments on several publicly available datasets demonstrate the superior performance of our methods.
II. RELATED WORK
Dataset bias is observed when a well-designed and optimized model for one dataset exhibit significantly performance degradation on another. Various metrics have been proposed to quantify the biases of dataset. The pioneering work in [6] suggested use cross-dataset generalization: measure the relative performance drop between the original test set and the new dataset, as long as they come from the same domain. [7] proposed to replace the relative measure by direct difference followed by a sigmoid function, in order to better preserve the information about internal test set. Cross-dataset generalization is an intuitive and interpretable measure, hence it is widely used in the machine learning community [8] , [9] . On the other hand, one can also perform Classifier Two-sample Test (C2ST) to verify whether two datasets are drawn from identical distribution [10] . The idea is that if two datasets are in the same domain, a binary classifier trained on their joints should predict with chance-level on which dataset the sample is drawn. .
Besides the quantitative measures, several visualization techniques can be applied to qualitatively understand the source of biases. In [8] , the trained weights of a linear-SVM classifier were overlaid on original images to discover the pattern of their spatial distribution; [11] generated the class activation heatmaps (CAM) to visualize the most contributed regions in input image for a trained CNN; [12] proposed the guided backpropogation gradient activation heatmap (guided grad-CAM) to provide pixel-level attention of CNNs. In other fields such as natural language processing, the attention mechanism [13] , [14] is an effective way to visualize the focus of the model; One can also use Local Interpretable Model-Agnostic Explanations method (LIME) [15] to understand the model attentions. By comparing the model "attention" with human sense, we can verify whether the learning algorithm is learning the correct representation features and infer the source of data biases. If human attention heatmap is given, one can also use Spearman's rank correlation coefficients [16] or earth mover's distance [17] to provide quantitative measures [18] , [19] .
Several framework has been developed to address dataset bias or domain generalization, where the goal is to train a model that generalizes to unseen datasets or domains. One of the earlier work [8] was based on max-margin learning (SVM), which modeled biases as per-dataset bias vectors in classifier space. During training, SVM maximized the objective of each dataset by constructing a classifier using addition of datasetspecific bias vector and bias-free vector; then for inference, the bias-free vector was used alone as bias-removal classifier. Built on top of it, [7] conducted more extensive experiments by using DECAF features [20] as input to the model. The author found that the bias removal technique in [8] worked better when using classical BOWSift features [21] while for DECAF features the opposite held. [22] further extended this shallow bias modelling structure to end-to-end training low-rank parametrized deep model and observed better performance.
Another series of work on domain generalization focus on feature level and aim to learn domain-invariant feature representation. In [23] , a kernel-based method was used to project the data into common feature space where domain dissimilarity was minimized while the functional relationship of label was preserved. In [24] , domain-robust feature was learnt by a multi-task data reconstruction autoencoders. Domain adversarial training technique could also be used for learning domain-independent feature by fooling a domain classifier [25] or aligning distributions among different domains [26] .
There are also efforts on addressing domain generalization through modifying the input data. [27] shuffled the original image patches and added an auxillary recompose task to the model to improve generalization. [28] used generative adversarial network (GAN) to generate domain-independent images. [29] developed a new dataset resample paradigm (REPAIR) that improved the model generalization by training on a re-weighted dataset. The one most similar to ours is cross gradient training [30] , which generated inter-domain data by domain-guided perturbations of the inputs.
A similar work that attempted to address dataset bias of Chest X-ray (CXR) data is [31] , where the authors collected ten CXR datasets internationally. However, they did not provide an effective method for handling dataset bias apart from directly trained and tested them in leave-one-out scheme. Also, their task (predict normal or abnormal) is simpler than ours.
III. PROBLEM STATEMENT
Our goal is to train a model that perform well for indomain datasets and generalize well to unseen domain. Formally, denote D i := {(x i 1 , y i 1 ), (x i 2 , y i 2 ), ..., (x i di , y i di } ∈ D, i = 1, ..., N, N + 1, ..., M where D i is the i th dataset or subdomain in a shared domain D, D 1 , ...D N are the internal sets that are available during training and D N +1 , ..., D M are the external sets which are completely hidden unless on test time. Here we focus on the classification task and assume all the datasets share the common labels. Then we aim to
whereŷ i j is the model prediction of sample x i j parametrized by Θ and s(ŷ i j , y i j ) is our evaluation metric. The first double summation of (1) is the internal set performance and the second part is that of external set. Notice that we have no access to the latter part of (1) during training and hence our optimization can only focus on the former part.
In this work, we are specifically interested in bias of Biomedical Imaging. We observe that current advanced deep learning models are subject to dataset bias and suffer from generalization problem: an Alexnet model trained on largescale CXRs dataset can exhibit about 10% accuracy drop when testing on unseen data. Also, by looking at the feature embedding maps, we find that bias are learnt even without supervision ( Fig. 3 ). To close the generalization gap and mitigate the effect of dataset bias, we propose two strategies in the following sections.
IV. PROPOSED METHOD

A. Classifier-level Bias Modelling
We start by revisiting the undoing-bias framework in [8] . Formally, let z i j be the extracted feature of sample x i j , we aim to solve the following soft-constrained max-margin (SVM) optimization problem:
where w vw is our debiased (visual world) classifier, w i = w vw + ∆ i is the biased classifier for i th dataset and C 1 , C 2 is the balancing hyper-parameters. Essentially, the second term of (2) is margin penalty of debiased (visual world) classifier and the last one is the biased one. Unlike [7] and [8] which use BOWSift [21] or ImageNet pre-trained features for z i j , we propose to train the feature extractor end-to-end using deep model. That is,
is a neural net feature extractor parametrized by θ. During training, θ is updated by back-propagating the gradient through z i j . The above SVM framework have several drawbacks: 1. the hinge loss is not optimizer-friendly since it is not differentiable everywhere; 2. we cannot have a probability interpretation of the prediction, which is crucial in assisting medical diagnosis; 3. it models the bias weights with only additive relation. Therefore, we propose to train the network using cross-entropy loss to accommodate 1 and 2. For 3, we introduce α i for each dataset as an additional trainable parameters, such that
represents the element-wise product. Here α i models the multiplicative relation between the model bias and visual world. This enables the model to capture both the feature shifts and scaling of the bias datasets. With those changes, our proposed cross-entropy training objective is
where v = (w vw , θ, ∆ i , α i ) and L y is the negative loglikelihood between the last linear layer and ground-truth label.
We highlight the importance of the regularization term ||w vw || 2 of visual world classifier in our proposed crossentropy loss, because w vw can easily overfit on a solution that takes advantage of all the bias features, leading to poor generalization performance in external set. To see this, consider a learned feature embedding
where f c is the common feature, f b1 and f b2 are the bias feature presented in D 1 and D 2 . Ideally, we want w vw = [w c , 0, 0] such that it can generalize to some unseen dataset or domain D 3 . However, without proper regularization,
By penalizing the norm of w vw more than ∆ i and (α i − 1), we push the bias learning to those bias vectors instead of visual world classifier.
B. Feature-level Bias Mitigation
The above framework model the bias in higher level classifier space. However, since we have limited training domains, our feature extractor can still overfit on the in-domain data and suffer from significantly performance drop when testing on external data. One question is, can we synthesize samples from unseen domains to make our feature extractor more robust?
One idea is to use Mix-up [32] , [33] strategy, where synthetic data are generated by linearly mixing samples from different datasets. However, as we will show in the following section, when the dataset-bias are severe, this method suffer from the convergence problem. Also, the diagnosis of medical imaging are usually relying on fine-grained features of the image. In this case, naively mixing samples will destroy the crucial details in the data.
Another idea is to augment the training data by Crossgradient Training method [30] . Formally, consider a dataset classifier g d (·; φ) and data point (
where is the step size and L d is the dataset classification loss. Then we can train the model with this synthetic data (x i j , y j i ). To ensure the gradient change have minimum effect on the label y j i , we also argument the training of g d (·; φ) with (x i j , i), wherẽ
. This makes the dataset classifier unsensitive to the labels and hence ∇
Our proposed method is built upon this idea. However, differ to [30] , we do not train a separate network for g d . Instead, g d is just a linear layer which directly takes the feature embedding z i j = F (x i j ; θ) as input and output the dataset classification logits. During training, the gradient ∇ x i j L d (g d (z i j ; φ), i) will not propagate through F (·; θ) and L d is only used to update φ. The reasons for this design lie in two folds: training a separate feature extractor for g d or propagating the gradient through θ will lead to gradient vanishing ||∇ x i j L d (g d (z i j ; φ), i)|| ≈ 0, because the dataset classifier is significantly easier to train; more importantly, observing that now L d is differentiable with respect to θ, we can argument the intermediate features in addition to the input x i j , leading to a new multi-layer augmentation training paradigm. Specifically, given a pre-determined set of layer output, e.g. S = (x i j , q i j , z i j ), where q i j and z i j are the output of the last convolution and fully-connected layer, respectively. For each training step we can sample one of the layer output, say
, i) and feedq i j to the following layers. We shall also follow Crossgradient Training to generateq i j = q i j + ∇ q i j L y (w vw z i j , y i j ) and augment the training of L d . Because the argument data point does not belong to any specific datasets,q i j is only fed to the visual world classifier for training θ and w vw . In this way, we improve the robustness of our feature extractor to unseen data. We name this novel domain guided argumentation method as Multi-layer Cross-gradient Training (MCT). Together with the classifier bias-modelling, we summarize the overall model pipeline in Fig. 1 and the training pseudo-code in Algorithm 1.
V. EXPERIMENTS
A. Datasets
We use three large-scale Chest X-ray datasets which are all open-sourced. They are NIH ChestX-ray14 from NIH Clinical Center [34] , Stanford CheXpert from Stanford Hospital [35] and Mimic-CXR from Beth Israel Deaconess Medical Center [36] , [37] . Since the above datasets have different label categories, we select 5 common diseases (Atelectasis, Cardiomegaly, Consolidation, Edema and Effusion) that they share with each other. We also discard all the lateral scans in CheXpert and Mimic-CXR as NIH only have frontal view images. Table I summarizes the basic information of each processed dataset. We use a roghly 7:1:2 split for train, val and test set of each dataset, except for NIH which has an official split that has the same ratio. We also ensure X-ray scans of the same patient belong to the same split set, preventing information leakage.
We also include three popular datasets of domain generalization to specifically verify our proposed Multi-layer Crossgradient Training algorithm. Dataset details and experiments can be found in Appendix A.
B. Bias Measurements Metrics
In this section we introduce two quantitative metrics for measuring biases of trained models. 1) Generalization-Based Metrics: The generalization-based metric works by evaluating how the model performs when trained on internal sets and test on external sets. Following [6] , [7] , let
End for
be the internal test set performance and
be the average external test set performance. The cross-dataset performance drop P D for a particular model can be defined as:
Intuitively, P D measures the change of cross dataset performance, normalized by the internal set score. P D > 0 indicates that biases are present, which becomes more severe when it gets closer to 1. If P D < 0, it means internal performance is sub-optimal and no informative conclusion can be drawn by cross-dataset evaluation.
2) Classifier Two-sample Test: The Classifier Two-sample Test (C2ST) aims to determine whether two datasets are drawn from the same distribution by training a binary classifier to differ from each other. Formally, given two datasets D 1 and D 2 , we can construct a new dataset [10] 
and a binary classifier g : X − → [0, 1] to be the conditional probability estimation of p(l i = 1|z i ). Then we can obtain the classification accuracy according to
Intuitively, if the two datasets are from the same distribution, the test set Acc should be close to 0.5, i.e. no better than random guessing. Otherwise, there must be some distinct features in one of the dataset which are exploited by the classifier.
C. Results on Large-scale CXRs
In this section, we evaluate our proposed methods on Largescale CXR datasets. For training, we resize all the images to 256×256, followed by a random crop of 224 × 224. Unlike [35], we do not use random horizontal flip since some diseases (e.g. Cardiomegaly) rely on spatial information. AlexNet [38] pretrained on Imagenet [39] is used as feature extraction backbone for all the models which are compared in the following sections unless specified. As each patient can have multiple diseases at the same time, our task is essentially a multi-label classification. We use binary cross-entropy loss for each diseases. Hyperparameters are determined by validation set and the selected S of MCT here is the input and the last dense layer of feature extraction network. We implement all our experiments with Pytorch [40] . 1) Name the Dataset: We first perform Name the Dataset study as in [6] and [7] . In this task, we build a simple 3-layer CNN to classify input image into one of the three collected datasets. Fig. 2 shows the classification result on a random subset. Surprisingly, we find that despite these three datasets belong to the same modality and scanning on the same parts of human body, nearly perfect classification accuracy is obtained, meaning that severe dataset biases are induced during the creation of the final image.
2) Classification on Seen Datasets: We now study whether the dataset bias will affect the learning of chest disease prediction. Remind that we not only want our model generalize well on unseen sets, but also on the available internal sets. Thus, we first evaluate how our proposed methods perform on seen datasets. We use leave-one-out scheme for splitting the domains and run experiments on all possible dataset combinations. Table II shows the internal performance of various models. We choose vanilla Alexnet as our baseline and also compare our methods to several advanced models on domain adaptation and generalization. Specifically, in domain adversarial training (DANN) [25] we want to learn a domain-invariant feature representation by fooling a dataset discriminator. In REAPIR [29] , we fix a trained feature extractor and assign a trainable weight for each sample to minimize the dataset representation bias; then we resample the dataset according to the weights and retrain the network. In Mixup [32] , inputs and labels are modified to be weighted sum of data from different domains. In CrossGrad [30] , adversarial inputs are synthesized guided by domain perturbations. We found that DANN fails to converge because the gradient of domain discriminator dominates the feature learning; REPAIR does not help for the internal performance; Mixup is worse than vanilla baseline; Crossgrad suffers from gradient vanishing problem. On the contrary, our proposed undoing bias framework with cross-entropy loss (E2E-CE) surpass all the alternatives, suggesting that there is performance gain by modelling dataset bias carefully in multisource data training. The performance is further increased by using our proposed MCT argumentation. Notice that the bias weight vector in our proposed model performs better than the visual world ones in the internal set, indicating that our model effectively encode dataset-specific information in the bias model.
3) Classification on unseen dataset: Table III demonstrates the AUC score of each model tested on external set. Unlike what is found in [7] where the undoing bias framework [8] perform worse with DECARF feature, we show that by training the model end-to-end we can in fact get better performance on external generalization. Moreover, we observe similar results as in internal set performance. Our proposed method surpass all the comparing methods in every domain split, closing the performance gap between internal and external domain. We also find that popular domain adaptation methods such as DANN [25] and data argumentation methods such as Mixup [32] do not work well for CXR data.
4) Measuring The Bias: In this section, We further present the bias measurements of each model. We extract the hidden representation of trained models at the last layer of feature E2E-SVM(bias) 0.812±0.001(0.815±0.000) 0.801±0.002(0.809±0.001) 0.822±0.002(0.828±0.001) E2E-CE(bias) 0.816±0.000(0.819±0.001) 0.804±0.000(0.814±0.000) 0.823±0.000(0.833±0.000) E2E-CE+Cg(bias) 0.816±0.001(0.818±0.001) 0.804±0.000(0.814±0.001) 0.823±0.001(0.832±0.000) E2E-CE+MCT(bias) 0.817±0.001(0.820±0.000) 0.805±0.000(0.814±0.000) 0.824±0.000(0.833±0.000)
For the last four models where we have bias classifier w i and visual world classifier wvw, we show AUC score of both and the one in bracket is the bias result We plot the feature representation of baseline model and our proposed methods by using t-SNE visualization [41] for better demonstration. By looking at Fig. 3 , we can observe that the dataset bias is clearly present in the vanilla baseline model. On the other hand, the t-SNE embeddings of different datasets are mixed together in our proposed methods, indicating the effectiveness of bias mitigation of our model. 
D. Grad-CAM
To understand how the bias affect our disease prediction, we plot the gradient-guided activation heatmap (Grad-CAM) [12] [42] for the proposed models. Figure 4 visualizes two sets of results randomly chosen from the external set. We can see that the vanilla Alexnet may take advantage of the unrelated tags and is subject to noise, while our proposed model is being more discriminative and robust.
We also provide quantitative measure for our generated heatmaps by comparing it to the ground-truth annotation using Spearman's rank correlation coefficients [16] , which measures the rank order between two sets. The results are shown in Table IV . It can be seen that our proposed method has better correlation with human annotations. 
VI. CONCLUSION
Dataset bias is present even in Biomedical images that belong to the same modality and anatomy. Naively training and using deep models in medical application can be dangerous as severe generalization problem is observed. Our proposed MCT with Classifier-bias modelling framework effectively utilizes multi-source training data, mitigating the damage of dataset bias and closing the performance gap between internal domains and unseen domains. Future work includes evaluating MCT on scenario where more sources of training data is available and identifying the source of bias during data creations.
APPENDIX A
We explicitly test our novel MCT domain-guided argumentation methods on three popular domain-generalization datasets. They are • Google Fonts [30] : the task is to classify 36 characters collected from 109 fonts; • Rotated-MNIST [24] : this dataset is created by rotating the original MNIST dataset with 6 different degress: 0, 15, 30, 45, 60 and 75. Each image now has a digit label and rotation angle as its domain; • Office-Caltech [43] : there are in total ten different common object categories of four domains (Amazon, Caltech, DSLR and Webcam). Domains tend to have very different viewing angles, object background and etc. The experiment details are as follows: for Google Fonts and Rotated-MNIST (R-MNIST), We use the same configuration as in [30] ; for Office-Caltech, we use the same setting as Google Fonts. The selected layer S for the three experiments are all the layer including the input but without the first convolution and the last dense layer. The generalization results are shown on Table V . Here the baseline method of Google Fonts and Office-Caltech is LeNet [44] without special training, while that of R-MNIST is CCSA [45] . It can be seen that our proposed MCT argumentation method surpasses other comparing model by a large margin.
