The risk return relationship is analysed in bivariate models for return and realised variance (RV) series. Based on daily time series from 21 international market indices for more than 13 years (January 2000 to February 2013), the empirical findings support the arguments of risk return tradeoff, volatility feedback and statistical balance. It is argued that the empirical risk return relationship is primarily shaped by two important data features: the negative contemporaneous correlation between the return and RV, and the difference in the autocorrelation structures of the return and RV.
Introduction

Arguments and Findings
We argue that the empirical risk return relationship in portfolio return and realised variance (RV) series is largely conveyed by two salient data features: (a) the contemporaneous correlation (CC) between the return and RV is negative; and (b) the RV has much stronger autocorrelations than the return. Feature (a) implies that high volatilities are associated with price falls or negative returns, which leads to a negative term in the expected return (i.e., the conditional mean return). Hence, a positive risk premium is required to compensate the expected loss from holding the portfolio for a high-volatility period. Feature (b) implies that the conditional volatility of the return also has strong autocorrelations and cannot have predictive power for the weakly-autocorrelated return (see Christensen and Nielsen (2007) ).
Consequently, in the expected return, the positive risk premium must precisely offset the negative effect induced by the CC. The above argument is tested in our empirical analysis, where econometric models explicitly accommodate data features (a) and (b).
We examine the risk return relationship in daily and weekly index return and RV series by using bivariate normal variance-mean mixture models. The data features (a) and (b) are prominent for all indices considered, see Tables 1 and 4 . Our estimation results support the argument outlined in the previous paragraph. Specifically, for almost all of 21 markets in the data set, we find that in the expected return: (i) there is a significantly positive risk premium effect; (ii) there is a significantly negative effect induced by the CC between the returns and RVs; (iii) the conditional volatility does not have predictive power; and (iv) the short-memory component of the volatility does not have predictive power. Finding (i) supports the risk return tradeoff implied by the intertemporal capital asset pricing model of Merton (1973) in that the risk premium effect is formulated in terms of the conditional volatility (variance or standard deviation) itself. Finding (ii) is a reflection of data feature (a) and can be interpreted as the volatility feedback effect, see Yang (2011) . Finding (iii) conforms to the statistical balance argument that a stronglyautocorrelated variable (e.g., volatility) does not predict a weakly-autocorrelated variable (e.g., return), see Christensen and Nielsen (2007) . Finding (iv) is in contrast to the positive relationship found in the expected S&P 500 return and the lagged short-memory component of the VIX (implied volatility), see Christensen and Nielsen (2007) and Bollerslev, Osterrieder, Sizova and Tauchen (2013) . Our findings are qualitatively insensitive to variations in econometric models (two bivariate models are considered), in functional forms of the short-memory component of volatility in the expected mean (two functional forms are considered), and in sampling frequencies (daily and weekly frequencies are considered).
Literature Review
In the literature, while the importance of this risk return relationship has attracted many empirical investigations, the evidence from time series data is still mixed. In the earlier studies with univariate return series, the relationship between the expected return and the conditional volatility is found to be positive by some authors but insignificant or negative by others, depending on data and model specifications, see the references in Ghysels, SantaClara and Valkanov (2005) and Lundblad (2007) among others.
More recently, Ghysels et al (2005) argue that conflicting empirical results from earlier studies are attributable to the difficulties in quantifying the conditional volatility and propose that the monthly conditional variance is estimated as a weighted average of squared daily returns in the previous month. Using this approach, they find that the expected return is positively related to the conditional variance for the monthly CRSP value-weighted market return series. Lundblad (2007) reasons that the empirical findings are mixed because the samples used are too small to allow for reliable inference. He demonstrates by simulation that the GARCH-type models cannot lead to reliable conclusions unless a long series (with at least 2000 monthly observations) is used. He finds a positive effect of the conditional variance on the expected return by using GARCH-type models with a long monthly U.S. market return series. Christensen and Nielsen (2007) point out that the conditional-volatility-in-mean type models are not statistically balanced because returns are of short memory while volatilities are typically of long memory. They suggest that the risk return relationship be specified in terms of the short-memory component of the volatility (i.e., the shock to the volatility) and find that the expected S&P 500 return is positively related to the lagged short-memory component of the VIX index. The same positive relationship is reported by Bollerslev et al (2013) , who also find a positive relationship between the expected S&P 500 return and the lagged difference between the VIX and RVs. However, they detect a negative relationship between the expected S&P 500 return and the lagged short-memory component of the RV.
The approaches of Christensen and Nielsen (2007) and Bollerslev et al (2013) have the merit of statistical balance. On the other hand, the risk-return-tradeoff specifications of Ghysels et al (2005) and Lundblad (2007) , which are expressed in terms of the conditional variance itself, are consistent with the theoretical form suggested by Merton (1973) .
With univariate GARCH-type models that have normal variance-mean mixture distributions, Yang (2011) shows that when the return is contemporaneously correlated with its volatility, the expected return is subject to the CC effect 1 in addition to the conventional risk premium effect. He finds that the two effects, which are significant with opposite signs, are nullified in the expected return for the CRSP value-weighted portfolio return series at daily frequency. Wang and Yang (2013) substantiate the results of Yang (2011) with the G7 market return series. Additionally, they document that there is little evidence in the G7 data for non-monotone relationships between the expected return and the conditional volatility (see Backus and Gregory (1993) and Rossi and Timmermann (2010) ).
Modelling Strategy
Building on the above literature, the current study also borrows from the recent development in the joint models of the return and RV (Hansen, Huang and Shek (2012) and Corsi, Fusary and Vecchia (2013) ) and takes advantage of the availability of RV data (Heber et al (2009) ).
The bivariate models we consider utilise the intraday information (via RV) to improve the accuracy in quantifying the conditional variance because the RV is much more informative about the volatility than the realised return itself (see Andersen, Bollerslev, Diebold and Labys (2003) among others). The important data features, as described in the first paragraph of this section, are accounted for in our models. Specifically, the normal variance-mean mixtures (see Yang (2011) for univariate models and Corsi et al (2013) for a bivariate model) are used to acknowledge the CC between the return and RV. The HAR model of Corsi (2009) is adopted to deal with the strong autocorrelations in the RV. As a result, the idea that the risk premium is associated with the short-memory component of the volatility (Christensen and
Nielsen (2007)) is readily incorporated in our models.
As the volatility is tangible via the RV, our bivariate models provide an ideal framework to accommodate Yang's (2011) argument that the expected return is influenced by both the risk premium and the CC between the return and the volatility. Indeed, in an efficient market, the joint effect of the risk premium and the CC on the expected return should be zero 1 Yang (2011) interprets the effect of the CC between the return and volatility as the volatility feedback of French, Schwert and Stambaugh (1987) , which describes the phenomenon that bad news (price fall or negative return) is contemporaneously associated with high volatility.
from the viewpoint of either market efficiency or statistical balance. Both require that the weakly-autocorrelated return be unpredictable by the strongly-autocorrelated volatility that is based on public information. Empirically, we find that the hypothesis of the joint effect of the risk premium and the CC on the expected return being zero cannot be rejected for almost all 21 market indices considered in this study. Part of the appeal of our approach is that the risk premium effect is defined in terms of the conditional volatility level (compatible with Merton's (1973) theoretical form) on the one hand, and the expected return is allowed to be unaffected by the conditional volatility (compatible with statistical balance) on the other. Our approach, which has not been used in the literature for studying the risk return relationship in the bivariate context of return and RV series, provides fresh insight to explain and interpret the puzzling findings on the risk return relationship in the time series context.
Limited by sample sizes, our empirical findings are based on daily and weekly series and are short-term in nature. Our findings, born out of the two data features discussed in the first paragraph of Section 1.1, may shed light on the risk return relationships at lower frequencies. For instance, if both data features (a) and (b) are present at monthly frequency, similar conclusions are expected to hold. The key point of this paper is that both features (a) and (b), if present, need to be accounted for in modelling the risk return relationship. We note that our short-term analysis at daily and weekly frequencies has an advantage in mitigating the impact of variations in the investment opportunity set 2 .
Paper Organisation
The rest of the paper is organised as follows. Section 2 details the two models used in this study. Section 3 describes data. Estimation results and inferences are reported in Section 4.
Concluding remarks are contained in Section 5. References, tables and figures are at the end of this paper.
Models
Let be the daily close-to-close return of a portfolio of assets in excess of the risk-free interest rate (simply return hereafter). Let be the daily open-to-close realised variance (RV) of the return at the end of day . The observable information set generated by 2 Merton (1973) derives a theoretical relationship that links the conditional mean return to the conditional variance and the conditional covariance with variation in the investment opportunity set. Most studies in this literature implicitly assume that the investment opportunity set does not change (hence the covariance term drops from the conditional mean). Arguably, the covariance term can no longer be ignored for long horizons. contemporaneous correlation between and and the strong autocorrelations in . As the purpose of this paper is to examine the risk return relationship in the bivariate models of ( , ), the RV is treated as an observable that is intimately connected to the conditional variance of . However, no effort is made to separate the continuous and jump components of the RV.
Non-central Gamma Model
This is an extended version of the model of Corsi et al (2013) , where the conditional distribution of the realised variance is assumed to be the autoregressive (AR) Gamma model of Gourieroux and Jasiak (2006) . Specifically, (see Gourieroux and Jasiak (2006) The return in (1) may be alternatively written as
, where ∼ N(0,1) is independent of . Given ℐ −1 , the quantity ( − ) carries new information. The contemporaneous correlation (CC) between the return and RV is captured by the parameter that determines the sign of the CC. In the presence of the risk premium effect, Yang (2011) interprets the CC as the volatility feedback effect of French et al (1987) .
It can be verified that i.e., the conditional mean is linearly related to the conditional variance, consistent with Merton (1973) . The impact of (or var( |ℐ −1 )) on the conditional mean, 1 + , is the sum of the risk premium effect 1 and the volatility feedback effect . Notably, the CC has the same sign as : corr( , |ℐ −1 ) = [var( |ℐ −1 )/var( |ℐ −1 )] 1/2 . Here the joint effect 1 + is identified (or signalled) by variations in the conditional mean of , whereas by contemporaneous co-variations between and . To be consistent with data features, neither 1 nor can be dropped because the latter captures the CC while the former is required risk premium to establish the statistical balance. To examine the risk return relationship, the main parameters of interest are , 1 , 2 and 1 + .
The non-central gamma distribution NG( , , ) is in fact a mixture of (centred)
Gamma distributions, Gamma( + , 1), with Poisson probability weights = − / ! for = 0,1,2, …. The probability density function (PDF) of being NG( , , ) is given by
, where Γ(⋅) is the gamma function. Let pdf N (⋅) be the PDF of N(0,1) . Then the joint conditional PDF of ( , ) given ℐ −1 can be expressed as
where is the vector of parameters to be estimated, ( ) = ( − − )/( 1/2 1/2 ),
is the Jacobian of the transformation from to ( ) . As the functional form of (7) is known, the maximum likelihood (ML) can readily be carried out to estimate . The infinite sum in (6) needs to be truncated in computing the log likelihood.
Corsi et al (2013) suggest truncating terms with > 90. The empirical results reported in Section 4.1 of this paper are based on truncating terms with > 299.
Log Normal Model
This model may be viewed as a further extension of Corsi et al (2013) to the cases where the RV is conditionally log normal. The model can be expressed as
where ℎ 2 = var( |ℐ −1 ), and are functions of ℐ −1 , 2 is the instantaneous variance of the return, is independent of (ℐ −1 , ), and is independent of ℐ −1 . Similar to Corsi et al (2013) , the returns is the normal variance-mean mixture |(ℐ −1 , ) ∼ N( + 2 , 2 ).
Differing from Corsi et al (2013) , the conditional distribution of the RV is log-normal.
Similar to Hansen et al (2013) , the RV is specified to be a linear function of the log conditional variance of and the volatility shock that represents news arrivals. The parameters ( 0 , 1 ) remedies the discrepancy that is the open-to-close RV whereas ℎ 2 is the conditional variance of the close-to-close return . The instantaneous variance 2 is the counterpart of " " in Section 2.1. Being a simple combination of ln(ℎ 2 ) and (or equivalently ), 2 is also conditionally log-normal. Obviously, 2 reduces to when ( 0 , 1 , 2 ) = ( 0 , 1 , 1). In general, as both and 2 are subject to the same news about the volatility, 2 > 0 holds. That 2 is different from affords certain flexibility in standardising the return . Andersen et al (2010) document that majority of the standardised returns of 30 DJIA stocks do not reject the normality when the effects of jumps and returnvolatility correlations are accounted for. In our setting, where jumps are not separately treated, the flexibility in 2 is expected, and seen in Section 4.2, to improve the empirical fit of the normality assumption for the standardised shock .
The fact that ℎ 2 is the conditional variance of places some restrictions on the parameters ( , 0 , 1 ). To see these, the conditional variance of is expressed as
where ̅ = 2 2 . Clearly, the following restrictions must hold:
where is a constant. Let ( , , 2 ) be free parameters. Then, 0 must be the positive root of the last equation, i.e.,
if both ̅ > 0 and ≠ 0; and 0 = −0.5� if either ̅ = 0 or = 0. Given these restrictions, the model can be expressed as
where 0 is a function of ( , , 2 ) as defined by (11). To close the model, the functional forms for and ℎ 2 are specified as i.e., the sign of the contemporaneous covariance between the return and realised variance is determined by the sign of when 2 > 0 (which is true for the empirical results in Section 4).
To examine the risk return relationship, the main parameters of interest are 1 , 1 , 2 and 1 + 1 .
As the distribution of ln |ℐ −1 is N( 0 + 1 ln ℎ 2 , ) , the conditional PDF of ( , ) for given ℐ −1 can be written as
where pdf Nγ and pdf N are the densities of N(0, ) and N(0, 1) respectively, is the vector of all parameters to be estimated,
( ) is the Jacobian of the transformation from ( , ) to ( ( ), ( )). Based on (16), the parameters can readily be estimated by the maximum likelihood method.
Data
The The summary statistics of the excess returns and the associated log RVs are given in Table 1 . For all indices, the contemporaneous correlation between the excess return and the log RV is negative and significant (judged by the Bartlett's bands ±2 −1/2 ). Further, consistent with previous findings (see Andersen et al (2003) and Corsi (2009) among others), all log RVs exhibit strong autocorrelation or long memory indicated by enormous Ljung-Box Q-statistics. While all return series also have sizeable autocorrelations indicated by Qstatistics, they are much weaker than those of the log RVs. As argued in Section 1, the risk return relationship is primarily shaped by these important data features, which our models will accommodate.
In Table 1 , additional characteristics in the return series include: near-zero mean, large standard deviation, negative skewness, large kurtosis. These are consistent with the well-known features for asset return series (see Bollerslev, Engle and Nelson (1994) among others). Moreover, for each log RV (except IBEX35), while the kurtosis is typically not far from 3, the skewness is positive and large.
Results
The estimation results for all 21 indices are presented in Tables 2 to 5. Each table is divided into three panels (a, b and c), roughly in accordance with the geographical location of each index.
Results for Non-central Gamma Model
The estimation results for the Non-central Gamma (NG) model are reported in Table 2 . In (5), the effects of the conditional variance and the lagged short-memory part of the RV on the expected return are summarised by the key parameters 1 + and 2 respectively. 
Results for Log Normal Model
The estimation results for the log normal model are presented in Table 3 Second, the estimates of 2 are statistically insignificant at the 5% level for all indices except FTSE100, Swiss and IBEX35. For these three exceptions, the 2 estimates are positive with magnitudes comparable to those of 1 + 1 , but much smaller than those of 1 . Hence, there is little supporting evidence for the argument that the risk premium effect is rendered by the short-memory part of the volatility in this data set with the log normal model. Overall, the in-sample fit of the log normal model is superior to that of the non-central gamma model, in the sense of capturing the dynamic features of the data (judged by the autocorrelations remained in the standardised residuals and ). Given that both models lead to the same conclusion about the risk return relationship, our results appear to be robust to choices between the two models considered. In what follows, we further consider a variation in the functional form of −1 and a variation in sampling frequency respectively for the log normal model, which is our preferred model.
Quadratic Short-Memory Volatility in Mean
In addition to (13) The estimates of ( 2 , 3 ) are both positive for Swiss and FT-Straits-Times, whereas they have opposite signs for Nasdaq100. For all three indices, the magnitudes of ( 2 , 3 ) are much smaller than those of 1 . Hence the conclusion in Section 4.2 that −1 has little effect on the expected return appears to be insensitive to the variations in functional forms considered (exponential −1 versus quadratic −1 ).
Weekly Data
The log normal model is also estimated for the same data set at the weekly frequency (based on the end-of-Friday observations). While the model specifications in (11)-(13) are valid, the symbols ( , , , , ) now represent the (weekly, monthly, quarterly) RVs respectively. The weekly RV is defined as the sum of the daily RVs within the week. The monthly and quarterly RVs are defined respectively as the averages of the current and 3 and 15 previous weekly RVs. Also, represents the weekly (Friday-close to Friday-close) excess return.
The descriptive statistics of the weekly returns and log realised variances are given in Table 4 .
The data characteristics summarised in Section 3 are all present in Table 4 . For all indices, the CC between the return and log(RV) is negative and the autocorrelation in the return is much weaker than that of the RV. The autocorrelations of the weekly returns appear to be weaker than those of the daily returns. According to the Q15 statistics in Table 4 , thirteen of the 21 weekly returns reject the null of no autocorrelation at the 5% level of significance, whereas nineteen of the 21 daily returns reject according to the Q30 statistics in Table 1 .
The conclusions based on Table 3 are all supported by the estimation results presented in 
Conclusion
Using bivariate models, we provide empirical evidence for the risk return relationship in the daily and weekly return and RV series from 21 international market indices. Our findings conform to the arguments of risk return tradeoff, volatility feedback, as well as statistical balance. These hold pervasively for almost all indices considered. We argue that the major data features (the negative CC between the return and RV, and the difference in the return and RV autocorrelation structures) contain crucial information about the risk return relationship. The price fall associated with high volatility (owing to negative CC) needs to be compensated by a positive risk premium in the expected return, whilst the different autocorrelation structures of the return and RV prevent the conditional volatility from having predictive power for the return. Future research will be directed to examining the risk premium of jumps in return and RV series, along the lines of Chrisoffersen, Jacobs and Ornthanalai (2012).
The computation of the empirical results is carried out in R version 2.15.3 of R Core
Team (2013). The function "optim" with the BFGS algorithm is used for maximising the log likelihoods.
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Tables and Figures Table 1. Summary Statistics of Returns and Log Realised Variances
Here, Q30 is the Ljung-Box Q statistic at lag 30 and nObs is the number of observation used for estimating models. Corr is the contemporaneous correlation between the the excess return and the log realised variance. 
Table 3. Estimation Results for the Log-Normal Model
The model estimated is defined by the equations (11), (12) and (13). In the table, 30 (̂) and 30 () are the Ljung-Box Q-statistics at lag 30 estimated from the and series based on the estimated parameters. The standard errors for the estimates of and 1 + are computed by the "delta" method. The estimates of 2 and 1 + that are statistically significant at the 5% (or less) level are indicated by "**". Here, Q15 is the Ljung-Box Q statistic at lag 15 and nObs is the number of observation used for estimating models. Corr is the contemporaneous correlation between the the excess return and the log realised variance. The thick curve is the normal density function with the sample mean and variance of either or . The thin curve is a kernel density estimate. 
