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TRANSPORTABLE APPLICATIONS ENVIRONMENT (TAE) PLUS 
a NASA tool for Building and Managing Graphical User Interfaces 
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Greenbelt, MD 20771 USA - ,  1. 
ABSTRACT 
The Transportable Applications Environment (TAE ) Plus, developed at NASA's Goddard Space Flight Center, is an 
advanced portable user interface development environment which simplifies the process of creating and managing 
complex application graphical user interfaces (GUIs). TAE Plus supports the rapid prototyping of GUIs and allows 
applications to be ported easily between different platforms. This paper wiU discuss the capabilities of the TAE Plus 
tool, and how it makes the job of designing and developing GUIs easier for application developers. TAE Plus is 
being applied to many types of applications, and this paper discusses how it has been used both within and outside 
NASA. 
BACKGROUND 
With the emergence of low-cost graphic workstations and the subsequent demands for highly interactive 
systems, the design and develop of the user interface software has become more complex and difficult. With high 
resolution workstations, the user interface designer has to be cognizant of multiple window displays and 
asynchronous events from users and windowing systems, the use of color, graphical interaction objects and 
icons, and various user selection techniques (e.g., mouse, trackball, tablets). 
To make user interfaces easier to create, many different types of tools have been developed. The X Window 
Systemm[2] has had a major impact on the user interface software in the UNIX and VMS-based workstation 
environments, and "X" has become the standard windowing system across these platforms. To make the task of 
programming the user interface using the X Window System easier, toolkits have evolve, which provide higher 
level services to the programmer along with a set of interaction objects (e.g., menus, buttons, scroll bars). 
Using the toolkit services, programmers can configure the objects to their specification. The most common 
toolkit in the UNIX and VMS workstation environment is the Open Software Foundation's Mot iP toolkit. 
Although X and Motif provide programmatic tools to aid the programmer, they are very complex to learn and do 
not offer any productivity advantages. 
The tools that hold the most promise of dramatic productivity gains for user interface developers are What-You- 
See-Is-What-You-Get (WYSIWYG) user interface design and management tools. These tools allow you to 
directly layout your user interface, rehearse the graphical user interface (GUT), and even generate the source code, 
which will manage your application's user interface during operation. 
During the evolution of the various GUI technologies, the Data Systems Technology Division at Goddard Space 
Flight Center built a user interface development environment, called the Transportable Applications 
Environment (TAE) Plus. This software tool has been built with the objective of providing a stable 
environment to support our on-going and diverse development efforts. Our two primary objectives were (1) to 
improve productivity of application user interface development and (2) to provide a buffer from technology 
changes. 
To improve productivity we defined the following goals: 
support WYSIWYG design of the GUI objects 
support evolution from rapid prototype to baseline operational system 
provide reusable software components 
provide less complex set of application services 
support user interface experts, who may not be programmers 
To protect our investments in the development of large-scale space applications that have a long "lifespan", we 
wanted to provide a mechanism that would allow GUI technology changes to be integrated into the systems with 
minimal impact on the application-specific software. To provide this "change" buffer, we defined the following 
goals: 
separate the GUI definition from the application 
* provide application programs with toolkit-independent runtime services 
support portability of applications across workstations (e.g., UNIX, VMS) 
Elements of these goals were addressed in the early 1980's when GSFC recognized that most large-scale space 
applications, regardless of function, required software to support human-computer interactions and application 
management. This lead to the design and implementation of the Transportable Applications Executive (now, 
referred to as TAE Classic), which absuacts a common core of system service routines and user dialog 
techniques used by all applications 11 1. Over the years, TAE Classic matured into a powerful tool for quickly 
and easily building and managing consistent, portable user interfaces, but only for the standard alphanumeric 
terminal. 
We took advantage of the lessons learned in the TAE Classic development when we decided to support the GUI 
environment. By utilizing some of the internal data structures and features of the original TAE software, we 
developed a set of tools which support the building and management of graphical user interfaces. This advanced 
version of TAE is called TAE Plus (i.e., TAE plus graphics support). 
WHAT DOES TAE PLUS PROVIDE? 
To meet the defined goals, services and tools were developed for creating and managing window-orienlcd user 
interfaces. It became apparent, due to the flexibility and complexity of graphical user interfaces, that the design 
of the user interface should be considered a separate aclivity from the application program design. The interface 
designer can then incorporate human factors and graphic art kchniques into the user interface design. The 
application programmer only needs to be concerned about what results are returned by the user interaction and 
not the look of the user interface. 
In support of the user interface designer, an interactive WorkSench application was implemented for 
manipulating interaction objects ranging from simple buttons to complex multi-object panels. As illustrated in 
Figure 1, after designing the screen display, the WorkBench saves the specification of the user interface in 
resource files, which can then be accessed by application programmers through a set of runtime services, 
Window Programming Tools (WPTs). Guided by the information in the resource files, the routines handle all 
user interactions. The WFTs utilize Open Software Foundation's Motif'?" and the standard MIT X Window 
System* to communicate with the graphic workstations.[2] As a further aid to the UI developer, the 
WorkBench provides an option to generatc the source code (C, C++ or Ada) which will display and manage the 
designed user interface during runtime. This gives the programmer a working template into which application- 
spccifc code can be added. 
INTERACTION OBJECTS AS BUILDING BLOCKS 
The basic building blocks for developing an application's GUI are a set of interaction objects. All visually 
distinct elements of a display that are created and managed using TAE Plus are considered to be interaction 
objects and they fall into three categories: selection objects, text objects, and data-driven objects. Selection 
objects are mechanisms by which an application can acquire directives from the end user. They include menu bar 
with cascading menus, radio buttons, check boxes, scrolling selection list, icon button, option menu, scale 
(slider) pulldown menus and push butlons. Text objects are used by an application to request text information 
or to instruct or to notify the user. They include keyin, optimized dynamic text object that is updated 
dynamically by the application. label, multi-line edit and text displays (e.g., message, sratus, help). Data-driven 
objects are vector-drawn graphic objects which arc linked to an application data variable; elemen& of their view 
change as the data values change. Examples are dials, thermometers, and strip charts. When creating user 
dialogues, any of these objects can be grouped and arranged within panels (i.e., windows) in the WorkBench. 
There is also support for a X Workspace into which applications can write directly using X Window services. 
Refer to Figure 2 for a sample of the TAE Plus interaction objects. 
Figure 1: TAE Plus Structure 
Figure 2: TAE Plus Interaction Objects 
TAE PLUS WORKBENCH 
The WorkBench provides an intuitive environment for defining, testing, and communicating the look and feel of 
an application system. Functionally, the WorkBench allows an application designer to dynamically lay out an 
application screen. defining its static and dynamic areas. The tool provides the designer with a choice of pre- 
designed interaction objects and allows for tailoring, combining and muranging of the objects. To begin the 
session, the designer needs to create the base panel (i.e., window) into which interaction objects will be 
specified. The designer specifies presentation information, such as the title, font, color, and optional on-line 
help for the panel being created. The designer defines both the presentation information and the context 
information of all interaction items to reside in the panel by using the item specification window (refer to 
Figure 3). For icon support, the WorkBench has an icon editor, within which an icon can be drawn, edited and 
saved. As the UI designer moves, resizes, and alters any of the item's attributes, the changes are dynamically 
reflected on the display screen. 
The designer also has the option of remeving palettes of previously created items. The ability to reuse 
interaction objects saves programming time, facilitates experimenting with different combinations of items in 
the prototyping process, and conmbutes to standardization of the application's look and feel. If an application 
system manager wants to ensure consistency and uniformity across an entire application's UI, all developers 
could be insuucted to use only items from the application's palette of common items. 
When creating a data-driven object, the designer goes through a similar process by setting the associated 
attributes (e.g., color thresholds, maximum, minimum, update delta) in the specification panels. To create the 
associated graphics drawing, the WorkBench provides a drawing tool within which the static background and 
dynamic foregrounds of a data-driven object can be drawn, edited, and saved. 
Most often an application's UI will be made up of a number of related panels, sequenced in a meaningful 
fashion. Through the WorkBench, the designer defines the interface connections. These links determine what 
happens when the user selects a button or a menu entry. The designer attaches events to interaction items and 
thereby designates what panel appears and/or what action executes when an event is triggered. Events are 
triggered by user-controlled UO peripherals (e.g., point and click devices or keyboard input). 
Having designed the layout of panels and their attendant items and having threaded the panel and items according 
to their interaction scenario, the designer is able to preview (i.e., rehearse) the interface's operation from the 
WorkBench. With this potential to test drive an interface, to make changes, and to test again, iterative design 
becomes part of the prototyping process. With the rehearsal feature, the designer can evaluate and refine both 
the functionality and the aesthetics of a proposed interface. After the rehearsal, control is returned to wherever 
the designer left off in the WorkBench and the designer can either continue with the design process or save the 
defined UI in a resource file. 
As a further aid to the application developer, the WorkBench has a "generate" feature, which produces a fully 
annotated and operational body of code which will display and manage the enlire WorkBench-designed UI. 
Currently, source code generation of C, C++, Ada and the TAE Command Language (TCL) (an interpreted 
prototyping language) are supported. Providing this code template helps in establishing uniform programming 
method and style across large applications or within a family of interrelated software applications. 
WINDOW PROGRAMMING TOOLS (WPTS) 
The Window Programming Tools (WPTs) are a package of application program callable subroutines used to 
control an application's user interface. Using these routines, applications can define, display, receive 
information from, update and/or deletc TAE Plus panels and interaction objecu. The WPT package utilizes the 
h e  MIT X Window System, as its standard windowing system and the Motif toolkit and window manager. 
The WPTs provide a buffer between the application program and the Motif toolkit. For instance, to display a 
WorkBench-designed panel, an application makes a single call to Wpt-NewPanel (using the panel name 
specified in the WorkBench). This single call translates into a function that can make as many as 50 calls to 
Motif library routines. For the majority of applications, the WPT services and objects supported by the 
WorkBench provide the necessary user interface m l s  and save the programmer from having to learn the 
complexities of programming directly wilh Motif and X. This can be a significant advantage, especially when 
considering the learning curve differential between 40 WPT routines versus over 400 X Toolkit inlrinsics and 
over 200 Xlib services. Refer to Figure 4 for a sample list of the WPTs. 
Add other sources for inpuUoutput/exception 
Display busy indicator cursor 
Close I t m s  on a Panel 
Get the X Id of a named wlndow 
Stop displaying busy Indicator cursor 
Initializes intwhca to X Window System 
Gets the window Id of the window containing a parameter 
Indicates If any values are missing 
Displays a user interfaca pand 
Gets next panel-rdated went 
Erases the displayed pand from the screen 
Displays mes& .in in other Box" 
Resets obisct viues to initial valuer 
Gets pand's p r m t  shell window Id 
Return the Widget Id of a Wpt Panel Widgel 
Returns the X Id of a panel 
Generates a rejection message for a given value 
Updates the displayed values of an object 
Check if a WptEvenl Is pending from X, Parm or file. 
Remove a prwlously registered event 
SeVCancd timaout for gathering Wpf evants. 
Updates the view of a parameter on a displayed panel 
Figure 4: Sample List of Window Programming Tools (WPTs) 
IMPLEMENTATION 
The TAE Plus architecture is based on a separation of the user interaction management from the application- 
specific software. The current implemenlation is a resr~lt of having gone through several prototyped and beta 
7 
versions of a WorkBench and user interface support services during the 1986-89 period, as well as building on 
the TAE Classic structure. 
The "Classic" portion of the TAE Plus code is implemented in the C programming language. In selecting a 
language for the WorkBench and the WPT runtime services, we felt a "true" object-oriented language would 
provide us with the optimum environment for implcmcnting the TAE Plus graphical user interface capabilities. 
(See Chaplcr 9 of Cox 141 for a discussion on the suitability of object-oriented languages for graphical user 
interfaces.) We selected C++ [ 5 ]  as our implementation language for several reasons [6]. One of the reasons 
was fie availability of existing, public domain C++ object class libraries. Delivered with the X Window 
System is the InterViews C++ class library and a drawing utility, idraw, both of which were developed at 
Stanford University 17). The idraw utility is a draw~ng editor which we integrated into the WorkBench to 
support creating, editing and saving the graphical data-driven interaction objects. This reuse of existing software 
enabled the addition of a major new function without the significant cost and time of implementing a drawing 
editor from scratc h. 
TAE PLUS AS A PRODUCTIVITY TOOL 
There are several ways that TAE Plus can conuibute to improving software productivity. It provides a 
dcvclopment tool that aids in prototyping; gets the best from pcople; makes sreps more efficient; and supports 
the reuse of software components. 
Prototv~ing 
Most organizations now recognize the importance of prototyping and getting the end-user involved in the design 
prtxess. However, prototyping is not usually thought of a$ a way to improve productivity. In fact, the 
prototning step is frequently avoided or only carried out in a ha l f -head  manner bccause of the fear that the 
end-user will want numerous changes and thereby slow down the design process. This "ostrich head in the 
ground" syndrornc frequently ends in an unpleasant confrontation when the application is delivered Lo the end- 
user and the U l  fails to meet user expectations. The resultant retrocoding and correcting is often difficult and has 
to be absorbed as a maintenance cost. Creating a prototype, which allows easy changes and iterative rehearsing 
of the UI, improves the efficiency of the design and development phase and retiuccs the likelihood of serious UI 
changes in the delivered system. 
Prototyping fosters a dialog between the developers and the user that can solidify the real system rcquiremcnts 
and specifications. As a tool that enables rapid prototypes to be built quickly and easily, TAE Plus can be used 
to design more effective and uscr-accepted applications. 
Gettingthe best from 
To get the maximum productivity from each member of a development team individuals should be utilized in  
the arcas that they have an expertise. Too often the people designing application user interfaces are the 
programmers, who frequently do not have any training in  human factors or graphic art techniques. This tends to 
be an ineffective usc of the programmer's expcrlise, and often rcsulw in a less than optimum user interface. The 
WorkBench was designed to eliminate this problem by giving the user interface design experts a tool that is easy 
to use (i.e., docs not require programming skills), while frccing up the programmer to concentrate on the 
application specific code. 
Making stem more efficient 
Another productivity option [8] is to automate a previous manual step, thus eliminating the step entirely. In 
several of the existing user interface development tools (e.g., Telesoft's TeleUSETM, Visual Edge's UIMXTM) 
including TAE Plus, there is the capability to automatically generate the application code that manages the 
designed UI. This eliminates the process of the application programmer having to manually generate and key in 
this code, thus reducing the likelihood of keyboard errors or incorrect function calls. Particularly in cases where 
the. application is heavily interactive, this automatic code generation can account for the majority of the 
application code and significantly improve productivity of the development process. 
Rcusine Commnent~ 
Another way to reduce the amount of source code written for an application, thereby reducing the development 
cost, is to reuse existing software. In TAE Plus, the WPT runtime services offload all of the display and 
management of the UI from the application code. This approach enables the application programmer to 
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concentrate fully on the application-specific functions, and not be concerned with the UI code. Also, TAE Plus 
itself reuses existing windowing software (e.g., MIT's X Window System, OSFIMotif, Stanford's Interview 
object classes), thus improving the productivity of its own development. 
TAE PLUS USERS' EXPERIENCES 
One way to measure how effective TAE Plus is as a productivity tool is to develop the same application twice, 
one time using TAE Plus and another time not using TAE Plus. While most users feel certain that TAE Plus 
is saving them development time, they are on tight development schedules and do not have the interest in 
building parallel UIs. However, a few case studies in which the same user interface was developed with and 
without TAE Plus give evidence that the productivity gain can be impressive. 
In Case 1, a programmer from General ElecUic developed a simple screen copy utility which gathers information 
through radio buttons, action icons, and text input. Then, it sends the information to an HP printer, as well as 
updating a text widget on the screen. When he did not use TAE Plus and wrote the UI code directly within the 
application code, i t  took him 80 hours to develop an operational application. When he used the TAE Plus 
WorkBench to develop the same operational application, it took him 4 hours. This productivity gain of 95% is 
illustrated in Figure 5. However, it should be noted that the gain does not take into account the unmeasured 
factor that "it is always easier the second time around." 
Figure 6 illustrates Case 2. A programmer at NASA with no TAE Plus experience, but with X Window 
System experience, was tasked to write a simple application and account for the time spent on developing it 
with and without TAE Plus. The application has two panels, a few action icons, a radio button bank, and a 
dynamic mover object that moves along a static background when the associated data value changes. Including 
the time it took to lcam how to use the WorkBench to the completion of the operational application, it took 
him 9 hours. (Note: an experienced TAE Plus user did the same application in 1.5 hours.) The application 
developed without TAE Plus (thus, making direct calls to the X Window System) took him 52 hours, and this 
implementation was still a "bit buggy." Even as a beginner TAE Plus user, it took him over four times longer 
to develop the application without TAE Plus. In the case of the experienced TAE Plus user, the productivity 
gain was even more dramatic, with a 96% increase in development of the application. A year later we had 
another programmer write this application with and without using TAE Plus. He was experienced with using 
the Motif toolkit and he developed the application in 17 hours making direct calls to the Motif toolkit. Using 
the WorkBench (which he had never used before) it took him 5 hours. Even with an experienced Motif 
programmer there was a 70% improvement in development time when using TAE Plus for the first time. 
Although these case studies certainly do not provide enough statistical data 1.0 allow any grandiose conclusions 
to be made, they do demonstrate real cases in which using a GUI development tool, in this case TAE Plus, has 
significantly decreased the time it takes to develop the application. In general, TAE Plus reduces the time it 
takes a developer to create, test and deliver a software system. 
Hours 
Hours 
Figure 5: Case Study 1 Figure 6: Case Study 2 
AVAILABILITY AND MAINTENANCE 
In December 1992 the latest version of TAE Plus (V5.2) became available from COSMIC, the NASA's 
software distribution center located at the University of Georgia. TAE Plus may be licensed by the public for a 
nominal fee and it is available on a variety of platforms: Sun workstations, Vaxstation I1 , Decstation 3100, 
HP9000, Masscomp, Silicon Graphics Iris and IBM RISC 6000. It is also available on the Vaxstation I1 under 
VMS and the NEC company has ported it onto their NEC EWS 48001220 workstation for use by their 
customers. 
Maintenance of a software system is a key factor in its success, and while every system is maintainable, how 
easy it is to maintain is the real issue. We knew when we began development that TAE Plus was targeted for 
wide application utilization and for different machines, so ease of maintenance has always been important. By 
providing the application-callable WPTs, applications are isolated from the windowing system. Thus, when the 
latest release or next generation windowing system shows up, only the WPTs will require updating or rewriting; 
the application code will not be affected. 
User support is another facet of maintainability. Since the first release of TAE Classic in 1981, we have 
provided user support through a fully staffed Support Office. Users receive answers to technical questions, 
report problems, and make suggestions for improvements. In turn, the Support Office keeps users up-to-date on 
new releases, provides a newsletter, and sponsors user workshops and conferences. This exchange of 
information enables the Project Office to keep the TAE software and documentation "in worlung order" and, 
perhaps most importantly, take advantage of user feedback to help direct our future development. 
APPLICATIONS USING TAE PLUS 
Since 1982 over 900 installation sites have received TAE Classic and/or TAE Plus. Just over the past year, 
COSMIC has issued licenses to over 300 customer sites. The applications built or being built with TAE 
perform a variety of different functions. TAE Classic usage was primarily used for building and managing large 
scientific data analysis and data base systems (e.g., NASA's Land Analysis System (LAS), Atmospheric and 
Oceanographic Information Processing System (AOIPS), and JPL's Multimission Image Processing Laboratory 
(MIPL) system.) Within the NASA community, TAE Plus is also used for scientific analysis applications, 
but the heaviest concentration of user applications has shifted to support of realtime control and processing 
applications. This includes supporting satellite data capture and processing, monitor and control of spacecraft 
and science instruments, prototyping user interface of the Space Station Freedom crew workstations and 
supporting diagnostic display windows for realtime control systems in ground operations. For these types of 
applications, TAE Plus is principally used to design and manage the user interface, which is made up of a 
combination of user entry and data-dnven interaction objects. TAE Plus becomes a part of the development life 
cycle as projects use TAE Plus to prototype the initial user interface design and have this designed user interface 
evolve into the operational UI. 
Outside the NASA community, TAE Plus is being used by an assortment of other govemment agencies (13%), 
universities (15%). and private industries (40%). Within the govemment sector, users range from the National 
Center for Atmospheric Research, National Oceanographic and Atmospheric Administration, U.S. Geological 
and EROS Data Center, who are developing scientific analysis, image mapping and data distribution systems, 
to numerous Department of Defense laboratories, who are building command-and-control systems. Universities 
represented among the TAE community include Cornell, Georgia Tech, MIT, Stanford, University of Maryland 
and University of Colorado. Applications being developed by University of Colorado include the Operations and 
Science Instrument Support System(OASIS), which monitors and controls spacecraft and science instruments 
and a robotics testbed for research into the problems of construction and assembly in space. [9] Private industry 
has been a large consumer of the TAE technology and a sample of the companies that have received TAE Plus 
include Lord Aerospace, Martin Marietta, Computer Sciences Corp., TRW, Lockheed, IBM, Norhem Telecom, 
Mitre Corp., General Dynamics and GTE Government Systems. These companies are using TAE Plus for an 
assortment of applications, ranging from a frontend for a corporate database to advanced network control center. 
Northern Telecom, used TAE Plus to develop a technical assistance service application which enables users to 
easily access a variety of applications residing on a network of heterogeneous host computers.[lO] General 
Software Corporation uses TAE in their commercial product, METPRO, a meteorological information 
processing system, which has been distributed in seven countries. Another company, Global Imaging, Inc. has 
embedded TAE into their commercial image processing system. Because of the high cost associated with 
programming and software-development, more and more software development groups are looking for casy-to- 
use productivity tools, and TAE Plus has become recognized as a viable tool for developing an application's user 
interface. 
NEXT STEPS 
The current TAE Plus provides a useful tool within the user interface development environment -- from the 
initial &sign phases of a highly interactive prototype to the fully operational application package. However, 
there are many enhancements and new capabilities that will be added to TAE Plus in future releases. 
In the near term, the emphasis will be on enhancements and extensions to the WorkBench. All the requested 
enhancements are user-driven, based on actual experience using TAE Plus, or requirement-driven based on an 
application's design. For example, on the enhancements list are extensions to the interaction objects, (e.g., 
graph data-driven object, form fill-in), support for importing foreign graphics, and extensions to the dialog 
connections feature (e.g., graphic representation of the connection mapping, item-to-item connections). 
Future advancements include expanding the scope of TAE Plus to include new tools and technologies. For 
instance, the introduction of hypermedia technology and the integration of expert system technology to aid in 
making user interface design decisions are targeted for investigation and prototyping. 
CONCLUSION 
With the emergence of sophisticated graphic workstations and the subsequent demands for highly interactive 
systems, the user interface becomes more complex and includes multiple window displays, the use of color, 
graphical objects and icons, and various selection techniques. Software tools, such as TAE Plus, are providing 
ways to make user interface developer's tasks easier and improve the overall productivity of the development 
process. This includes supporting prototyping of different user interface designs, as well as development and 
management of the operational application's user interface. 
TAE Plus is an evolving system, and its development will continue to be guided by user-defined requirements. 
To date. each phase of TAE Plus's evolution has taken into account advances in windowing systems, human 
factors research, standardization efforts and software portability. With TAE Plus's flexibility and functionality, 
it is providing a useful productivity tool for building and managing graphical user interfaces. 
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ABSTRACT 
The User-Interface Technology Branch at NCCOSC RDT&E Division has been conducting a series of 
studies to address the suitability of commercial off-the-shelf (COTS) graphic user-interface (GUI) methods 
l'or efficiency and performance it1 critical naval combat systems. 'This paper presents an advanced selection 
algorithm and method developed to increase user perfor~nance when making selections on tactical displays. 
The method has also been applied with considerable success to a variety of cursor and pointing tasks. 
Typical GUls allow user selection by: 1) moving a cursor with a pointing device such as a mouse, 
trackball, joystick, touchscreen, and 2) placing the cursor on the object. Examples of GUI objects are the 
buttons, icons, folders, scroll bars, etc. used in many personal computer and workstation applications. 
This paper presents an improved method of selection and the theoretical basis for the significant 
performance gains achieved with various input devices tested. The method is applicable to all GUI styles 
and display sizes, and is particularly useful for selections on small screens such as notebook computers. 
Considering the amount of work-hours spent pointing and clicking across all styles of available graphic 
user-interfaces, the cost/beneijt in applying this method to graphic user-interfaces is substantial, with the 
potential for increasing productivity across thousands of users and applications. 
INTRODUCTION 
Many varieties of cursor selection task exist across graphic user-interface (GUI) applications. 
Selectable objects include: text on menus, radio buttons, check boxes, icons, file folders, buttons, and 
labels. They may also include graphic objects in computer-aided design, architectural, design and graphics 
layout programs. The selection of objects by cursor placement can be described in human performance 
terms by Welford's variation of Fitts's Law, (refs. 1-2). This law states that, within certain limits, cursor 
distance moved to the object and object size affect user performance time. When positioning time is plotted 
by Fitts's index of difficulty (log2 DistanceJSize + .5)  performance speed is affected by design factors such 
as controlldisplay ratio, cursor velocity, and quality of visual feedback (refs. 2-4). These critical design 
pkalrneters related to task difficulty (e.g. distance and object size), and quality of visual feedback were 
manipulated to yield the advanced selection algori!hm (ASA) described in this paper. 
The first parameter manipulated by the ASA is cursor-object distance. Current user-interface 
designs typically require the user to place the cursor on the desired object. Thus, distance traveled by the 
cursor is dependent on the distribution of objects, size of the display, and efficiency of the user-interface 
design with respect to cursor travel. In contrast, the ASA reduces the cursor travel distance required by 
determining the distance: from the cursor to the closest selectable object, not requiring cursor placement on 
the object to be selected. 
The second parameter is directly related to cursor-object distance calculation. For selection 
purposes, objects are treated as larger than they visually appear on the display due to the calculation of 
relative object-cursor dist~nce. Thus, an object's selection area is directly related to the spacing and 
distrihution of objects, vs. their apparent size. 
'The third parameter provides the user with necessary constant visual feedback to allow variable 
cursor-object distances. Methods of visual feedback have become "standardized" across many software 
applications. With the exception of pull-down or pop-up menus, visual feedback (highlighting) is typically 
presented & the user performs an action selecting an object. The ASA displays visual highlighting for a 
"selectl~ble" object constmtly as the cursor is moved on the display. Thus, object selectability is shown to 
the user kfore a selection action is made, and is independent of object size or absolute location. 
METHOD 
Complementary software methods were developed to implement the Advanced Selection Aid 
(ASA). The "selectable" cursor target, defined as the object closest to the current cursor position, is 
constantly determined. Methods used are dependent on the type of task performed. The first method applies 
to the selection of objects which are spaced or a m g e d  irregularly on the display. As shown in Figure 1, 
the computer determines x and y coordinates of object and cursor "hotspot" location. The minimum distance 
from the cursor to the closest object can be computed using the Pythagorean Theorem. If the cursor is on 
the same x or y axis as the closest object (e.g, either x or y is less than the object height or width) then the 
absolute value of x or y is the calculated distance. This distance to all displayed objects is computed in real- 
time as the cursor is moved. If the cursor was equidistant from two or more objects, the last closest object 
is used. In Figure 1, object 2 is closer to the cursor and the expanded outline around it indicates that i t  is 
currently "selectable" and would be selected if an appropriate selection action is taken. 
Visual feedback: 
cursor c2 < c 1 therefore 
Figure 1: Advanced Selection Algorithm cursor-object distance 
calculation and visual feedback example 
For display items which are adjacent and fixed in relative location to each other, such as dialogue 
window items, the selection area can be cletennined by defining selection areas which surround each 
selectable item. A simpler method defines the distance between the cursor and the utgg of the object. With 
collections of irregular shaped objects, the edge must be used to calculate cursor-object distance in lieu of 
the object center, or results are not accurate. In Figure 2, all objects have larger selection areas than their 
physical appearance alone would indicate, as illustrated by the selection areas for "Check Box 3" and the 
"HELP button. The ASA calculates the distance from the cursor to the nearest object edge, which is 
"Check Box 3" in this example. The object is highlighted by appropriate methods such as the outlined box 
shown. Other highlighting methods can he used to indicate the "selectable" object such as color, or outline. 
We used inverse video and the typical GUI check box or radio button indicators to indicate final object 
selection. 
The ASA impact on machine performance using available PC technology has been negligible. We 
have tried hundreds of objects simultaneously displayed on a 19" color monitor in 8-bit color mode wilhout 
any performance decrement. Being computationally simple, the effect of visual highlighting and cursor- 
object distance computation does not appear to slow other machine calculations. The net effect of these 
computations and visual highlighting is a closed-loop human-computer control system which does not 
require the user to make precise cursor movements to accomplish selection tasks. The next section 
describes the impact of the ASA on human performance. 
Enlarged selection 
area for Check Box 3 
Menu Item 2 
MotiWOSF style 
Figure 2: Application of Advanced Selection Algorithm to a 
typical graphical user-interface dialogue window 
EVALUATIONS 
The ASA was applied to the selection of symbols on tactical displays and to dialogue window 
selection tasks. Details of test results and methods are described elsewhere (ref. 5 ) .  Additional data ar~d 
studies were conducted during 1992 yielding similar results. Input devices tested have included 
touchscreens, touchtablets, trackballs, and mouse. Figure 3 presents results for a task involving the 
selection of graphics objects which were included both dispersed and closely placed configurations. At least 
six users were tested for each input method during controlled studies, with significant increases in user 
performance for s p e d  and error reduction observed. With the addition of the ASA, some input 
technologies, such a$ touchscreens and small touchtablets, transition from being either non-practical or 
tedious devices to k ing  practical and efficient methods. Other input technologies, such as the mouse or 
trackball become considerably easier to use. Results for the ASA for menu selection tasks indicate a 
signiticant reduction in selection errors for adjacent menu items, with no increase in s p d .  These results 
would be expected since object selection size c'annot be enhanced if objects are of equally sized 'and placed 
adjacent. For selection of adjacent objects, error reduction indicates increased user satisfaction would likely 
result, however. 
0 %  
Touchscreen Unmouse 1 Touchtablet TrackbalVmouse 
Input Device 
% Fewer Errors 
Figure 3: Average performance increase in user speed and accuracy during selection of graphic 
objects using the advanced selection algorithm1 
APPLICATIONS 
Current GUI users are faced with a myriad of small objects which are constant targets for cursor. 
placement throughout the working day. Software designers include small squares, icons and objects 
depicting window close boxes, "sizing icons", etc, across all popular GUIs. These selection task become 
more difficult on smaller screens such as portable or notebook computers. The ASA can be applied to 
computer desktop GUI applications to support tasks such as the manipulation of file folders or window 
icons. Icons can be displayed with enhanced borders or inverse colors. We have successfully mtdified 
dialogue windows in the Apple ~acintosh* GUI to incorporate the ASA. 
Cursor travel &stances become larger as two-page size displays are used in workstations and 
desktop publishing applications. The ASA is particularly useful for these configurations. Touchtablet 
devices which are designed as small replacements for a mouse or trackball, become difficult to use with 
large screens due to small finger movements resulting in large cursor movements. The ASA improves 
performance with small tablets considerably. Several negative design aspects typically associated with 
kouch$crtxn use are virtually eliminated with the ASA. Cursor offset relative to the finger placement and 
the impact of obscuring of display objects is reduced. Display objects do not require reformatting with 
larger buttons or selection areas. Other selection techniques such as eye or head cursor tracking and 
selection would also benefit fmm ASA use. 
Many GUI programs and applications are impractical for use without pointing and clicking. A 
segment of the user population with marginal cursor manipulation and pointing skills who are unable to 
ll~nrnouse is a trademark of MicroTouch Inc. 
Miicintosh is a uademark of Apple Computer Inc. 
comfortably use GUI methods may find point-and-click computing to be practical with ASA implemented. 
ASA sensitivity can be varied. For example, we are also implementing other selectability criteria to be 
combined with cursor-object distance, such as the type of object. When selecting from a p;uticular class ot' 
objects on a cluttered display containing many object types, a function could be applied which selectively 
allows the user to apply ASA to specific object classes while excluding others. 
CONCLUSIONS 
Signiticant user performance enhancement has been shown in user experiments using ASA for object 
selection. These effects have been demonstrated for a variety of pointing devices, and should apply to all 
cursor pointing methods. We have observed no negative effects in machine speed or processing delays in a 
typical PC configuration. Application of this method is possible in any graphic interface application where 
cursor-object distance can be computed. Considering the labor-hours spent by thousands of graphic user- 
interface users moving and placing a cursor for pointing and selection tasks, the application of this 
technique by software developers will substantially improve productivity across a broad base of end users 
;u~d applications. 
The advanced selection algorithm is currently U.S. patent pending. Development and evaluation 
wla sponsored by the Office of Naval Technology Human Factors Project, and the Aegis Shipbuilding 
Program. The author thanks Mr. Adam Richardson and Mr. Roger Keating for programming and &?ta 
collection efforts. Opinions expressed within are those of the author, and do not represent official 1J.S. 
Navy or D.0.D policy, position, or decision. 
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ABSTRACT 
The Universal Index System (UIS) is a index management system that uses a uniform interface to solve the heterogeneity 
problem among database management systems. UIS provides an easy-to-use common interface to access all underlying 
data, but also allows different underlying database management systems, storage representations, and access methods. 
1. Introduction 
Today, there is a great diversity of computers, operating systems, database management systems, and communica- 
tion protocols. As a result of this heterogeneity, computer users are required to learn many different data access methods 
in order to obtain the information they need. This causes an attitude of "it's too much trouble to learn all these different 
systems," which leads to a significant amount of software and data duplication. 
There are several approaches that can be taken to solve the heterogeneity problem: two of which are standardiza- 
tion and uniformization. Standardization is the concept of choosing one specific system to use, and expecting or requiring 
everyone to follow this standard. This, however, does not provide an adequate solution because it could be extremely 
costly to change to the standard if a different system was being used. Uniformitation is the concept of creating a layer on 
top of current systems that provides uniform access to all data, regardless of the underlying system. This allows the 
underlying systems to remain unchanged, yet also provides a single common access method for users to access data. 
This paper presents the Universal Index System (UIS), an index management system that uses a uniform interface to 
solve the heterogeneity problem among database management systems. U S  provides an easy-to-use common interface to 
access all underlying data, but also allows different underlying database management systems, storage representations, 
and access methods. 
2. UIS Components 
UIS is a system that manages and maintains indexes, sets, indexsets, and indexkits. An index is an object that asso- 
ciates terms with pointers. A simple example of an index is the index of a book. It associates a term used in the book 
with the page number(s) on which that term appears. Another example of an index is a subject index in a library catalog, 
which associates library books with different subjects. 
A set is an object that contains only pointers. Usually sels are created by extracting the pointer field from an index. 
Using the example of a book's index, a set could be created from the index by the definition all the page numbers that 
contain the words 'database'. 'data model', 'data definition language', or 'data manipulation language'. 
An indexset is a catalogued collection of indexes and sets. Every index and set must be associated with exactly 
one indexset. In addition to the indexes and sets belonging to an indexset, an indexset also contains an index catalog to 
maintain all the information for managing indexes, and a set catalog to maintain all the information for managing sets. 
An indexkit is a logical grouping of an introduction, index, dictionary and thesaurus. The introduction component 
of an indexkit is an object which contains a textual description of the index. The dictionary component of an indexkit is 
an object that associates terms given in the index with their definition. It is used to assist the user in accessing the index. 
The thesaurus component of an indexkit is an object that associates terms given in the index with other terms. The 
thesaurus supports both generalization and specialization of terms in the index. The thesaurus is also used to assist the 
user in accessing the index. The introduction, dictionary and thesaurus components are neither managed nor maintained 
by UIS. Figure 1 shows the relationships among the different objects managed by UIS. 
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Figure 1 - Relationships among Indexes. Indexsets, Indexkits and Kitsets. 
3. UIS Capabilities 
UIS provides commands that allow the user to create and manipulate indexes, sets, indexsets, and indexkits. 
3.1. Index Commands 
UIS uses the notion of cwrent objects to simplify the index commands. The user specifies which instance of an 
object is to be currenl i.e. ro be worked on, and then subsequent commands are performed on the currenr object. The 
index commands rely on the existence of a cwrent index, current index row, and current index boolean. 
The currenl index row is set to be the tuple in the currenl index that was most recently accessed by the navigation rou- 
tines (see below for a description of h e  navigation routines). The current index boolean is a boolean condition chosen by 
the user to assist in navigation. 
UIS provides a relationally complete set of commands for indexes. In addition to commands that allow the user to 
create, insert into, delete from, save and destroy indexes, here are routines Lhat allow the user to retrieve a previously 
created index for either modification or read only, return an index (the opposite of reuieve) and pick an index to be the 
cwrent index. 
There are commands to allow the user to navigate both forward and backward through an index, accessing a single 
tuple at a time. UIS provides the user with index booleans and index selects to assist in this navigation. An index 
boolean is a boolean condition defined by the user to restrict the search to a subset of the index. For example, the user 
could define an index boolean, camseq = LFP1010 to restrict the search on an index to only those tuples of an TUE index 
having LFPlOlO as camera sequence number. The user can create index booleans during a user session, but they do not 
persist beyond the end of that session. UIS provides commands to create, modify, list (display), pick (make as current), 
and delete index booleans. There are also commands to allow the user to reproduce indexes. These include copying and 
moving an index to an indexset. 
To support interfaces to programming languages, there are commands to allow the user to bind attribute values to 
program variables, i.e. embedding UIS commands in an application written in C. There are two commands for binding to 
program variables, one for binding a single attribute (column) from an index, and one that allows for binding a whole row 
from an index. These commands cannot be used during an interactive session. 
32. Indexset Commands 
UIS provides a few commands to manipulate indexsets. At this point a user can only create and destroy indexsets. 
In the future, we plan to add commands such as include copy, subset, intersect, subtract and union, and commands to 
copy and move indexsets. 
33. Indexkit Commands 
Although not implemented in the current prototype, several commands to manipulate indexkils have been designed 
for UIS. In addition to commands that allow a user to create and destroy indexkits, there are commands to allow the user 
to reproduce indexkits. These include copy, subset, intersect, subtract and union. Subsetting an indexkit is defined to be 
a new indexkit, whose components are the result of subscuing each of the components in the original indexkit. Intersect- 
ing two indexkits is defined to be a new indexkit, whose components are the result of intersecting corresponding com- 
ponents of the two original indexkits. Similar definitions hold for union and subtraction. 
3.4. Command Summary 
Tables A, B, C, and D and the end of this paper provide a summary of the index, set, indexset and indexkit com- 
mands, respectively. 
4. The Design of UIS 
The development of the UIS prototype was dividcd into several phases: the requirements phase, the design phase, 
the implementation phase and the testing and integration phase. This approach was taken in an attempt to resolve any 
conflicts in the proposed system as early as possible. 
The requirements document contains a functional description of what the system should do. The purpose of h e  
design phase is to convert  he functional description of what the system should do into an algorithmic description of how 
the system should do i t  
The design phase primarily concentrated on two tasks. First, we had to determine what information needed to be 
available to the system during execution and what information needed to be available from one execution to the next 
(persistent information). Second, we needed to translate the functional requirements of the user commands into design 
specifications. These two tasks were performed in a slepwise fashion to yield a cohesive and consistent design. 
4.1. System Information 
UIS manages and maintains four different types of objects: indexes, sets, indexsets, and indexkits. In order to do so 
properly and efficiently, the system needs to have available certain information about each object. As an example, con- 
sider a library: how useful or efficient would a library be if it did not have a catalog that listed what h k s  were con- 
tained in the library, or where they were located? Probably not vcry useful, definitely not very efficient. In the same way 
that a library catalogs all the objects that it manages, so must UIS. This section describes which information UIS needs 
to efficiently manage its objects. 
4.2. System Catalog - Indexes 
In Section 2 we &fined conceptually what an index is. To determine what persistent information we need for 
indexes, we need to know what an index is slructurally. Suucturally, an index is a table in which some of the columns 
are the items indexed and the last column is the pointer. An index is of type k if it has k-item tuples (columns). The for- 
mat of an index depends on the internal representation of the index. Examples of formats are B-trees, R-trees, and heaps. 
Given this structural definition, we see that some of the information that needs to be stored include the name of the 
index, its type, and its format. Other information that is necessary are the atuibute or column names, their types. lengths 
and their location within the tuple (offset). This information is necessary when checking whether or not a user's com- 
mand is valid, and to assist the system in locating and extracting attribute values. Another piece of information used to 
assist the system in index manipulation and validation is the index's tuple width (the total size of the tuple). In addition, 
we decided it would be helpful to store whether or not a given indcx had an indexkit associated with it. This would allow 
us to remain consistent with the indexkit system information (discussed later). 
Because an index can have any number of attributes, we decided it would be easier to have two system catalogs. 
Thc first one contains all the information about the index except for the auribute information. A second catalog contains 
the attribute information. This approach was taken to simplify the calalog access routines (if a single catalog were used, 
the access routines would have to support variable length entries). Figure 2 describes pictorially the system catalog 
Figure 2 - System Catalog Information for Indexes. 
Index Catalog 
information for indexes. It contains two example indexes: FoLLET-EoTN (a book index for Ken Follet's The Eye Of The 
Needle and S U R J E ~  (a library catalog of subjects which references books). 
4.3. System Catalog - Indexsets 
der Form 
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An indexset has several components (see Figure 3). It contains an index catalog discussed in the previous section, 
a set catalog, a transaction log, and then the indexes and scts hemselves that belong in the indexset. The transaction log 
contains information about updates to the indexes and sets in the indexset. It is used in transaction management 
(currently unimplemented). UIS allows the user to explicilly specify all the buffer management constants needed for the 
management of indexset components. As a result, the system catalog information for indexsels must store all this infor- 
mation. 
Attribute Catalog 
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Before explaining the system catalog information for indexsets, we need to clarify what is meant by databook and 
index~pace. When defining an indexset, the user creates a logical space in which indexes and sets will belong at some 
point in the future. The databook objects are these logical spaces. An indenpace is the physical storage space on the 
disk that corresponds to the logical space defined by the databooks. Indexspaces can contain several databooks, and data- 
books can span more than one indexspace. Having the user be able to specify both logical space and physical space 
allows thc user to place indexes physically near each other or logically near each other. 
Givcn these new objects, an indexset is composed of the following components: index catalog, set catalog, transac- 
tion log, any number of databooks, and any number of indexspaces. For each of these components, the system needs to 
have information about the names of each of these components, the initial physical size of these components, their max- 
imum size, and the raw at which these components can increase (when an insertion needs to be made and there is no 




Storing all this information creates a complicated syslem catalog structure. The databook and indexspace informa- 
tion for indcxsets is stored in its own catalog. This is due to the fact hat here can be any number of these objects in an 
indexset (similar to the attribute information for indexes). Since the directory, index catalog, set catalog and transaction 
log components are required for each indexset, and an indexset can contain at most one of each component, all of this 
information can be stored in a single catalog along with the indexset name. In addition, it was decided to have entries in 
this catalog for the total numbcr of databooks and indexspaces in the indexset, to assist in retrieval from the other cata- 
logs. 
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Figure 3 - Physical Structure of an lndexset 
Figure 4 describes pictorially the system catalog information for indexsets. It contains two examples of indexsets: 
FOLLET-SET (an indexset that contains all the index information about Ken Follet's books) and SUBJECT-SET (an indexset 
that contains all the subject information at a specific library). For example, the index catalog component for FOLLETSET 
says that the index catalog is located in the file FoLLET-IDX. Its initial size is 4096 bytes, and when the system needs more 
space for the index catalog, space is allocaled in blocks of 1096 bytes. If the size of the index catalog reaches 200000, no 
more space will be allocated to the index catalog. The Databook System Catalog and the Indexspace System Catalog 
contain similar information about the databooks and indexspaces in the indexset. 
4.4. System Catalog - Indexkits 
As defined an Section 2, an indexkit is a logical grouping of an inuoduction, index, dictionary and thesaurus. In 
order for the system to understand this logical grouping, it needs to keep track of which instances of each component 
Figure 4 - System Catalog Information for Indexsets. 
make up this logical grouping. As a result, the system information needed for each indexkit is the name of the indexkit, 
the introduction name and its location (intro-set), the index name and its location (indexset), the dictionary name and its 
location (dict-set), and the thesaurus name and its location (thes-set) (Remember that the introduction, dictionary and 
thesaurus components are not managed by UIS). With this information, the system can efficiently execute all the indexkit 
commands. 
Figure 5 illustrates the system catalog information for indexkits. It contains two example indexkits (they 
correspond to the two index examples of Figure 2: FOLLET-EOTN (an indexkit corresponding to the index, having the same 
name), and SUBJECT-LIB (an indexkit corresponding to the subject index of a library catalog). Indexkits are not imple- 
mented in the current prototype. 
5. Run-Time Information 
In addition to persistent information about each object in the system, during execution, there is a need to track addi- 
tional information about the state of objects currently being manipulated or accessed by the system. Tracking such 
Indexkit System Catalog 
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Figure 5 - System Catalog Information for Indexkits. 
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information is essential to maintaining a consistent system. This information will be particularly crucial in a multi-user 
environment, when it is possible for different users to try to update the same data at exactly the same time. If the system 
were keeping no information about objects currently in the system, then it would have no way of preventing different 
users from updating the same data at the same time; there would be no way to guarantee a consistent system. This section 
describes what information UIS needs during execution to maintain consistency of the objects. 
5.1. Run-Time Information - Indexes 
As described in Section 3, the index routines support the notion of a current index. What this means in terms of 
execution, is that a user can have any number of indexes retrieved at a time (i.e. open and accessible), of which at most 
one may be the current index. We adopted the notion of using a tag (unique identifier) to identify indexes that have been 
retrieved to allow us to quickly access the indexes. As a result, anytime an index is retrieved, an index tag is assigned to 
it. For each index that is retrieved by the system, the tag must be readily available in order to manipulate the index. This 
run-time variable is designated by Index Tag. 
A pointcr into the index file must also be readily available to the system if the index is to be accessed at all. 
Clearly, if the index weren't going to be accessed at all, there would be little reason for the user to retrieve it. Therefore, a 
file descriptor for each index must also be kept as run-time information while the system is being used. This run-time 
variable is designated by F g t r .  
An index can be retrieved for either modification or read only. There are two pieces of run-time information that 
need to be kept related to the retrieval mode of indexes. The first is the actual retrieval mode. The system needs to know 
whether an index has been retrieved for modification or read only in order to prevent the user from trying to modify an 
index that was retrieved for read only. This is especially crucial in a mull-iuser environment, when more than one user 
may want to access the same index. This run-time variable is designated by Mode. Secondly, the system needs to keep 
track of whether the index has actually been modified (in the case of retrieval for modification). This information is used 
in the "save index" command. An index that has been retrieved for modification, but not actually modified does not 
need to be saved even if the user issues the save index command. Having this information available permits the system to 
detect these occurrences and not waste its time saving an index that has not actually changed. This run-time variable is 
designated by Dirty. Dirty is set to TRUE if the index has been modified, but not saved. Dirty is set to FALSE if the index 
has not been modified since the last time it was saved. 
Finally, the system needs to know which indexes that are currently in the system have been created, but not saved. 
The reason for Lhis is as follows. We cannot guarantee that a newly created index will be small enough to be completely 
contained in main memory. Therefore, when the user creates a new index, all persistent information is entered into the 
system catalog and the index files are created. The system needs to be able to distinguish these "created but not saved" 
indexes from those that either have been recently created but saved, or those that were retrieved. This distinction is 
necessary because if the user quits the system without saving these indexes, the system needs to know that they are to be 
deleted. This run-time variable is designated by Saved. Saved is set to TRUE if the index was retrieved during this user 
session (i.e. created sometime in the past) or if the index was created during lhis user session and has already been saved. 
Saved is set to FALSE if the index was created during this user session but has not yet been saved. 
The remaining run-time information that needs to be available is the information found in the system catalog. 
Therefore, a pointer to the system catalog information is also needed at run-time. This run-time variable is designated by 
SC-info. Figure 6 shows the information that UIS needs to manage and manipulate indexes correctly. 
Figure 6 - Run-Time Catalog Information for Indexes. 
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5.2. Run-Time Information - Indexsets 
As defined in Section 2, an indcxsct is a catalogued group of indexcs and sets. Therefore, when an index or set is 
to bc retrieved from an indcxsct, its systcm catalog information is found in the catalog componcnts of the indexset (refer 
to Figure 1). At execution time, the system needs to maintain file descriptors to the catalog components of the indexset in 
order to be able to retrieve indexcs and sc~s. Thcsc run-time variables are designated by Fd-I-cat, Fd-I-at&-cat, and 
F d  S-cat. They cornspond to the indcx catalog. the indcx attribute catalog and the set catalog components of the index- 
set~rcspcctively. 
If  multiple indexcs or sets are rctricvcd from a single indcxset, we need to bc very careful in making sure that only 
one set of catalog filc descriptors are uscd for that indcxsct. If every retrieved indcx and set has its own file descriptor 
information for the indexscls catalog, then it would bc very easy for the system to encountcr rcad/wrilc conflicts in the 
indexsets catalog componcnts. Thcrcfore, we nccd to have a way to maintain a single copy of the indexset information, 
and still know exactly how many indcxcs and sets from that indexset are currently retrieved. This suggests a need for 
run-time variablcs to count the numbcr of retrieved indexes and scts for each indexsct. This has two advantages. First, it 
prcvcnts having multiplc filc dcscriptors to the indexsct catalog components and prevents read/write conflicts. Second, it 
allows us to have the indcxsct rctricvcd for as small an amount of time as neces.wy. By keeping track of how many 
indexcs and sets are currently retrieved, the syslcm is able to return the indcxset as soon as those numbcrs are zero. The 
run-time variables that dcsignalc these counts arc I-count for indexes, and S-count for scts. 
The remaining run-time information hat nceds to be available is the information found in the system catalog. 
Therefore, pointers to the systcm catalog information are also nccdcd a1 run-time. These run-lime variablcs are desig- 
nated by SC-info, Databook, and Indexspace, which point to the different systcm cadog  entrics for the indcxset. Fig- 
ure 7 shows the information ha t  UIS nceds to manage and manipulate indcxsets correctly. 
5.3. Run-Time Information - Indexkits 
Thcrc is no run-time information needed for indexkits. Because an indexkit is nothing more than a collection of 
systcm caralog information, all commands involving indexkits update only this system catalog information. As a result, 
the catalog is only accessed at h c  exact momcnt a rcqucst is made. Thcrc is no notion of retrieving an indexkit, and at 
somc later time making somc modification to it. 






















Table A: Index Commands 
- - - 
Index Management Commands 
create index drop index inscn indcx 
update index move index delete index 
Index Reproduction Commands 
copy index intersect index subsct index 
sub~act  index union index 
Index Searching Commands 
find term in index build sct with tcrm 
build set with list build set with range 
Index Browsing Commands 
retrieve index pick index save index 
return index list indexes 
Index Navigation Commands 
first in index next in index fetch using index 
last in index previous in index 
build index boolean list index booleans pick index boolean 
modify index boolcan drop indcx boolcan 
build index select list index selects pick index sclect 
modify index select drop index select 
Index Run-Time Environment Commands 
bind index column bind index table 
Table B: Set Commands 
- 
Set Management Commands 
build empty set drop disk set insert set 
delete set update set 
I 
Set Reproduction Commands 
combine sets resuic t sets son sets 
Set Browsing Commands 
retrieve set pick set build empty memory set save set 
return set list sets drop set 
Set Navigation Commands 
first in set next in set fetch using set 
last in set previous in set 
build set boolean list set booleans pick set boolean 
modify set boolcan drop set boolean 
build set select list set selects pick set select 
modify set select drop set select 
Set Run-Time Environment Commands 
bind set column 
Table C: Indexset Commands 
Indexset Management Commands 
create indexset drop indexset 
alter indexset move indexset 
Indexset Reproduction Commands 
copy indexset intersect indexsct subset indexset 
subtract indexset union indexset 
Indexspace Commands 
creak indexspace alter indexspace 
4 
Table D: Indexkit Commands 
Indexkit Management Commands 
create indexkit drop indexkit 
update indexkit move indexkit 
I 
I 
Indexkit Reproduction Commands 
copy indexkit intersect indexkit subset indexkit 
subtract indexkit union indexkit 
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Introduction 
This paper will discuss a two and a half year long project undertaken to develop an English-language 
interface for the geographical information system GRASS. The work was camed out for NASA by a small 
business, Netrologic, based in San Diego, California, under Phase I and I1 Small Business Innovative Research 
contracts. We consider here the potential value of this system whose current functionality addresses numerical, 
categorical and boolean raster layers and includes the display of points sets defined by constraints on one or 
more layers, answers yeslno and numerical questions, and creates statistical reports. It also handles complex 
queries and lexical ambiguities, and allows temporarily switching to UNIX or GRASS. 
The Need for More Nntural Co~~rputer 111terjiwes 
Let us first review some of the more obvious reasons for why one might want to undertake developing 
a natural language interface to a geographical information system (GIs). More subtle, but very important, 
reasons for developing simpler interfaces than we have today will come up later. 
If we could find a way to enable all computer interfaces to handle our language as we do, there would 
be a greatly reduced time spent In learning the computer systems we employ, there would be easier 
communication between separate groups using the same or similar data, and we would be likely to experience 
less frustration in our work, and generally be more efficient in our use of our computers. The computer would 
suddenly become accessible to many more people, especially ifgood speech recognition and machine translation 
were standard parts of such systems. All we have to do to realize these things, if we are using computers very 
intensely in our work, is to think of the tomes of manuals we have had to read, and count the number of 
different programming languages, word processors, network protocols, etc. we have had to learn in our lifetime. 
It helps to imagine how long it would take to teach a high school student all we know about the computer to 
do our jobs ... say a sub-Saharan African high school student. Or we can think of the frustration an ARCJINFO 
user finds when he comes to visit a colleague who uses INTERGRAPH or GRASS or ERDAS. If we use a GIs  
under UNIX, the manuals for those two pieces of software alone can sometimes consume two long book shelves. 
In addition, we probably also have hardware, and editor or word processor (and probably C) documentation as 
well in the same bookcase. It seems no one any more even aspires to knowing every capability of the sofhware 
systems they use, as many did twenty years ago when systems were less complex. Undoubtedly many errors are 
made because of the difficulty busy people have in finding the time to learn the complicated systems they must 
use. 
Current Soluriom Often Proposed to Solw the Problem: 
GUls and Natural Language Ituelfaces 
Today many say that the solution to the problem of the complexity of command line interfaces to the 
computer (such as DOS, UNIX, C, and the basic programming language of all GISs) are the GUIs - graphical 
user interfaces. It is important to make a distinction here, however. What a GUI is  actually required to be is 
a multitasking windows environment. It is clear that such GUls, whose windows are generally now opened and 
controlled through an interface that is standard across all s y s t e m a r e  very valuable additions to the interface 
scene. But what goes on in the individual windows are separate processes, each of which may have quite 
different interfaces. 
When people say that GUIs are a solution to the interface problem, they usually have in mind not only 
that there is a standardized multitasking windows interface being used, but also that there is a menu interface 
(also following industry-wide standards in its construction) inside the control windows, involving icons andlor 
simple, easily understood English phrases that the user can choose between by pointing and clicking with a 
mouse. An excellent menu-driven GUI is also unquestionably a great improvement over a command line 
interface to computer software of any complexity. 
Another solution to t h s  problem that is sometimes proposed is a natural language interface. Of course 
one would usually want it embedded in a GUI, as ours in fact is: it includes several windows, for instance a GIS 
display window, and a system operation log window in which the user can watch what is going on behind the 
scenes if he wishes, and the basic control window, which allows the user to giveEnglish language commands or 
queries, or GRASS or UNIX commands, or to make other choices from a GUI-type menu. The question we 
want to address in this paper is how valuable the addition of the natural language interface can be. 
Thus we will discuss here the relationship between three specific kinds of interfaces that can occur in 
any environment, 1) menu-driven interfaces, involving choices through icons, slide bars, numbers or natural 
language phrases, 2) natural language interfaces, receiving questions or commands in full natural language 
sentences, and 3) interfaces focussing on graphical interactions with the user, e.g. allowing interactions such as 
the user outlining a region for the system to analyze, or for a display to zoom to, or the user dragging parts of 
a drawing into other positions within the same drawing in a CAD system. (Note that in our terminology we are 
not calling any GUI a graphical interface, in spite of every GUI having simple graphical capabilities of dragging 
things from window to window,allowing the user to point to choices, etc. We will be using the term "graphical" 
only for interactions that go beyond the ones embedded in the generic GUI.) The three kinds of interfaces have 
overlapping, but sometimes different, advantages and disadvantages. Since a graphical interface is indispensable 
whenever the task is primarily graphical, and since graphical interfaces can be integrated with both menu and 
natural language interfaces, we will focus our attention on comparing menu-driven interfaces and natural 
language interfaces. 
Menu-driven interfaces have the following advantages over natural language interfaces: 
a) Their very structures teach the capabilities and the limits of the software to which they interface (very 
important). Good menu interfaces for systems of limited functionality are easy to learn, and giveusers 
a sense of confidence that they understand the system they are employing. 
b) The "state-of-the-art" is more advanced, in that standards for menu construction have been established 
and helpful tools have been developed to make menu interface construction and maintenance easier and 
less time-consuming than in the past. 
C) People have worked out well how to integrate menu interfaces with graphical interactions critical in 
applications. 
Sometimes a menu can be structured in such a way as to force users to use the functionality efficiently. 
Today's menu interfaces generally take much less space and work much faster than natural language 
interfaces. 
Menudriven interfaces embedded in GUIs are sometimes preferred by people who cannot type well, 
but can nevertheless manipulate a mouse. 
However, a good natural language interface would have certain advantages over a good menudriven 
interface for the same system. Here are some advantages of natural language interfaces, including some that 
arise in situations in which a menu-driven interface is not possible. 
1) Systems of the future will be larger, and integrate many functionalities, which will mean wide and deep 
menu structures (thousands of icons are not an easy thng  to remember, for instance; and a menu 
interface built up with hundreds of thousands of words or phrases is bewildering to try to grasp as a 
whole). In a situation of this kind of complexity,natural language interfaces willalso save the user from 
the tedium of being forced to go down through many levels of menus, or to choose from long lists. 
2) If the menu choices involve many submenus and a long succession of different requests, the user can 
easily loose track of what he is doing, as menus disappear from his screen and his mind begins to forget 
the sequence of choices he has made. Compare the situation to having a natural language query, or 
even a number of them, before one's eyes. The idea is that our minds seem to grasp an integrated, 
"streamed" task request better than one broken into many parts that have to be camed out in sequence. 
3 Natural language interfaces allow single-sentence requests which cannot be directly specified through 
the menu-structure. To accomplish them in a menu-driven system would involve manually working out 
the equivalents of conditionals and loops, for example. 
4) The natural language user doesn't have to think in terms of any specific structure on the overall 
functionality of the system. He just asks for what he wants in one of the natural ways to request some 
functionality. (The particular structure the menu builder has put on the functionality may be only one 
of several choices, and might be in conflict with the user's natural way of organizing the same material 
in his head.) 
5 )  The natural language user does not suffer the same kind of disturbance when a great deal of 
functionality is added to the system, while the menu user can see his whole set of menus reorganized 
(ways of requesting things that have become automatic are now changed). 
6 )  Ways of responding to people with different levels of education (the beat patrolman, the police detective, 
the chief of police) would not be evident, as in menu interfaces, where the standard procedure is to use 
completely different interfaces for different groups of people (so that each user can completely 
understand his interface). 
7) Machine translation is one kind of natural language interface to a free-text (or structured) database. 
The need for this kind of natural language interface becomes increasingly critical as  the world comes 
rapidly together economically and politically. 
8) Only a highly developed natural language capacity in the computer will pennit realistic vi-l reality 
scenarios involvingsimulated human speech and the interpretation of real human speech. 
9 )  Without a robust natural language capacity it will be hard for us to easily extract all the information we 
will need from the large free text databases that will become commonplace soon. 
10) Natural language interfaces would very likely allow people to tlunk more freely in their work, with the 
result that they might be significantly more creative and more efficient. 
Strange as it may seem, more people initially resist the idea of natural language interfaces because they 
say they can't type, or because they can't spell, than for any other reason. (Menu enthusiasts should remember 
that other users claim more difficulty with mousing than with typing.) Spelling- (and grammar-) correctors and 
speech recognition can now eliminate such issues. The speech-recognition technology is just coming on the 
scene, of course, and has quite a few problems of its own, many of which are tied in with the linguistic problems 
that have a lot to do with what make the state of the art of constructing natural language computer interfaces 
less "advanced" than that of building menu interfaces. 
The great advantage of the menu-driven interface is that it lays out the capabilities of the system for the 
user (assuming there are clear explanations behind every menu choice, accessible through the help facility of the 
system, which is not always the case, of course). The best that the most developed natural language systems 
generally do now is give the user access to a short discussion of system functionality if the user asks a question 
like "what can you do?" As a result the user of a natural language interface will too often ask the system to do  
things it has not been designed to handle. Which points out a second important advantage of a menudriven 
interfaces - that presumably the system will always be able to do what you ask of it (although if you do not quite 
understand what you are doing nothing can prevent you from asking for the wrong thing). It is also the case that 
new users to natural language systerns often employ natural language constructions that the linguistic side of the 
system cannot yet handle, i.e. the limitations on what the system can accomplish through a natural language 
interface go beyond the limitations of the software behind the interface. 
Regarding the teaching capabilities of the two kinds of system, it is obvious that the natural language 
system builder can put answers to a large variety of questions about the system into his interface, but the 
teaching side of natural language systems is likely to be very limited for some time, while developers are spending 
their time working out some of the more critical linguistic problems. This true disadvantage of the natural 
language interface is closely connected with one of its greatest advantages, however, as I will try to explain in 
a moment. It would seem (for many reasons) that the ideal interface would be one that integrated all the things 
we do "naturally."so that all three kinds of interfaces we are discussing would be included, and generally within 
the GUI multitasking windows environment. In such a system the user would have the benefit of both kinds of 
teaching styles just nientioned, the more discursive one that would be natural in response to natural language 
questions, and the structured one that the menu interface laced with good "help" automatically provides (of 
course there is discurs~ve help behind each menu item as well). He could also have visual instruction, which 
would be necessary to teach him about many graphical interactions. 
I would first like to make somewhat graphic the first two advantages claimed for a natural language 
interface over a menu interface. The computer systems of the future are likely to be very large - e.g. the 
database containing all national hospital information (one for all military personnel now exists). Consider the 
national spatial data infrastructure database about to come on line. The whole CIS world is attending to the 
data standards that will be used to make all this data simultaneously available to all the federal agencies that can 
make use of it. Now consider all the sciences behind the queries that will be asked of this database. The menu 
structure that would allow all the scientists to ecuilyquery such a database would be broad and deep indeed, and 
take a very long time to construct, moreover. 
For instance the soil scientist that wishes to get information out of one of the soil layers in the database 
will not want to first consult a book or computer file giving the names of the layers for the different counties in 
the United States, then look at the layer containing his data to see the names of the soils in his region (generally 
on the order of fifty to a hundred different soils), then locate the soil manual for the county to find out which 
soils have the characteristics that he is concerned with, and finally request a map of the soils in question. He 
will want a menu structure that will help him do this. 
For instance, if he wants to see the wetlands soils in Hancock County, Mississippi, and there is no 
natural language interface that pennits him to just type in that request, then he will want a m u  system that 
will allow him to specify the county he is concerned with (presumably he would first choose the state out of a 
list of fifty, then choose the county in that state out of a list of similar length), and then that he wants soil 
information, and then that he wants to see the wetlands areas. Note that if the menu structure is to allow him 
the choice of requesting the wetlands soils, it will also probably allow him to specify other kinds of soils of 
interest to soil scientists, e.g. soils with different drainage, erosion, m o f f ,  acidity etc. properties. So this choice 
part of a menu can get quite complicated. Also the menu must somehow allow him to construct at least boolean 
constraints involvinga number of different layers simultaneously, which adds more complexity. 
Thus what points 1 and 2 above are getting at is that to build a menu structure that allows a user to 
easily query the basic data of a science means to build most of the concepts of the science into the menu 
structure. And since our personal screen of vision can only scan a limited number of items at once without 
getting lost, we must have many submenus (or allow typed input in our menu system). 
The natural language query "what county in the state has the smallest number of property owners?" 
would presumably illustrate point 3. 
I would like to add a little to the content of points 4 and 10, for they may concern factors of much 
greater importance than anyone now realizes. Recall that I claimed that one of the mPin disadvantages of a 
natural language interface, that a user will often ask for something the system cannot do, is connected with one 
of its most interesting advantages. The natural language interface user willbe likely to spend more time thinking 
about what he wants the system to give him, about setting his goal, (for that is what one wants to specify in a 
natural language command or query), while the menu interface user will be more likely to think mom about what 
he can do with the system before him, or about how the system can be used to do the particular thing he wants 
today. He can actually often leave his goal only partially formed and depend on the path he will be forced to 
take down through the menu structure to make it more concrete (since he knows he can only do wbat the menu 
allows anyway). The menu interface user generally lives intellectually within the confines of his system, and 
doesn't tend to waste much time questioning its limitations. 
The natural language interface user is not so obviously confined, and when he asks for something the 
system can't yet do, he will tend to immediately think of asking developers to add new functionality. In this sense 
the natural language interface is an "open" interface in terms of the users' mindset, while the menu interface is 
a "c1osed"interface. Except in situations where what is expressed is most naturally expressed in images, drawings, 
non-language sound, or gestures, it would seem that natural language could express anything expressible in a 
menu interface. Certainly the expressive powers of natural language are limitless, which the expressiveness of 
even a command language is limited by the capacities of the hardware it runs on. In any case, it would seem 
that being accustomed to focusing on one's goals, the object one requires, rather than on "howto" issues, would 
tend to lead to more creative thought in one's work. 
Related to this is that in a situation of a very complex menu structure, where doing anything of much 
content requires many choices being made, a robust natural language interface that would often allow the user 
to just simply specify what he wants done in the language that comes first to mind would be greatly appreciated 
by the scientists using the interface, due to the savings in time involved. Thus a high quality nahd h p g e  
interface might be employed a very gnat part of the time by highly educated users. (This squires, however, 
that natural language interfaces be developed in such a way that the scientist can ask for all the infomation he 
needs to know to make sure the work he is doing meets the highest standards of his scieace. For instance, he 
must be able to ask about the accuracy and precision of the data he is accessing, the dates it was gathered and 
by whom, precisely how it is being manipulated by the programs responding to his request.) 
I would like to give a little more evidence for believing that the freedom of thought that might be more 
encouraged by an excellent natural language interface could significantly increase creativity in one's work. But 
first I want to distinguish two different kinds of GIs menu interfaces for you. One is a generic interface, designed 
to just let you access the basic underlying functionality of the GIs in a clearer way than through short command 
line function calls (for instance, for GRASS, the excellent interface put out by Osiris). The second is one that 
has been designed from the point of view of the tasks that the user wishes to carry out. It uses icons or the 
ordinary vocabulary of the user, and allows the user to specify that tasks be camed out by choosing icons or 
phrases that are natural for hlm to use. This would usually be called an application interface. The kind of 
natural language interface that we developed, and which I am concerned with discussing here, is also an 
application natural language interface. 
(Note that being an 'application interface" does not mean that the interface is useful in only one 
application, but that it is designed to be used by people in applied work. For instance, m interface developed 
to do environmental monitoring will have to have the vocabulary of all the many sciences that are brought in 
during the analysis that must be camed out. As we try to use computers to integrate more and more of the data 
of our society, we will want systems that have built into them more and more of the vocabulary we think in.) 
Consider doing something fairly simple through one of the application menu interfaces. The soil science 
example a few paragraphs back already shows how the menu interface is likely to become tedious when one 
wants to make a few constraints involvinga number of layers (and we started the example several choices down). 
Having to go to so much trouble to ask for something relatively simple slows the user down, interrupts his 
n o m l  thought processes (introduces frustration into the situation, which tends to focus attention on the cause 
of the frustration and take it off the goal of the endeavor). 
The situation is worse for the generic menu interface. Say you want to do something that in your GIs 
takes a hundred lines of commands. The situation is far better than when you didn't have the menu interface, 
since you now don't have to remember the precise syntax of the many commands in the underlying GIs language. 
But you are still going to have to execute those same lines of GIS program, just now by choosing more intuitive 
things from the menu rather than writing cryptic command line statements. 
The same problem will hold for the application natural language interface, of course, IF the complex 
program in question is not using any of the application concepts. Command line programmers, menu users, and 
natural language users will always try to decompose any long and complex program they have to write to see if 
there are pieces that will be employed over and over again. These they build into macros in the first two cases 
(this is often not possible in menudriven systems, however), while the natural language user will define a new 
concept (the equivalent of a function or macro name). And as we have more and more mncros m d  functions 
in the system that a person will want to use, the choice lists for them in a menu will keep getting longer, i.e. the 
choice is harder to get at. As the only true language manipulating animal, however, we seem to have the capacity 
to be able to simultaneously remember the meanings of millions of different wordslphrases, so that we shouldn't 
really need to be prompted. We can just saylwrite what we want. Menus can be built in such a way to help 
us get to our choice more easily, of course, even prompt us when we can only think of something related to our 
choice, or let us type in individual phrases. Once this is permitted, then the question again becomes which is 
f a r  and more accurate for the user, the menu, or natural language sentences. 
An example I like to think about in this command level and generic GIs interface context is the 
following. Writing a mathematical proof in a formal logical system is very similar to writing a command line 
GIs program, and proofs so written out are checkable by computers for correctness. But no mathematician (not 
even mathematical logicians) would consider doing such a thing, because they believe that not only would it 
increase the time required to write a paper by a very great amount, but would also reduce their crea!ivity to zero. 
They want to write their papers at the higher level they think in. (Most published papers contain correct proofs, 
incidentally.) 
Most of what I have said so far seems to be weighted towards natural language interfaces. Why are 
there so few people developing or using them as database interfaces? Well, the problem is that even after thirty 
years of work, the current parsers, the programs that take an English language query or command and attempt 
to interpret it for the computer, still do not do very well much of the time. The last thirty years have involved 
a lot of attention to what most people call syntax, determining the part of speech of the different words in a 
sentence, finding the subject, the predicate, and the prepositional phrases, and then what those p h m  modify. 
This is not an easy task, incidentally, because many words in English may be of different types of speech in 
different contexts. 
While solving this problem (at least to a great extent; most systems willstumble over some constructions, 
however), linguists also learned a lot about the varied efficiencies of different methods to do this. But there is 
not yet any consensus about how to approach the deeper problem of resolving dl the subtleties of meaning that 
different words and phrases can have. Here are some examples of the kinds of ambiguous words of phrases !hat 
occur constantly in natural language, making difficult the task of grasping the meaning of a sentence for a 
computer: 
Show the soils there. 
How many soils are there? 
Calculate the area covered by ocilla soils. 
Show me the area covered by ocilla soils. 
What are the poorly drained soils? 
what: list the names or display a map? 
poorly drained: all of "excessivelypoorly drained", "moderately poorly 
drained" and "poorly drained", or just "poorly drained"? 
if a display wanted: what colors (default colors of the SCS soil layer, 
white for the points in question and black elsewhere, different 
colors for the three kinds of poorly drained soils and black 
elsewhere, or some other color scheme)? 
Show me the area near the test stand where acid deposition was less than twice the average acid 
deposition at the test stand today. 
Show me the area near Chcago where acid deposition is less than twice the average acid deposition in 
Chicago today. 
The better quality natural language interpreters today do have means built in to engage the user in 
dialogue about ambiguities, which is invaluable to the natural language interface user (end which is a technique 
we humans use to resolve ambiguities in conversation far more than we are aware of), but they do not have 
enough broadly applicable techniques for resolving the masses of ambiguity we resolve (or realize it is not 
necessary to resolve) without dialogue. 
In addition to getting in trouble with the many ambiguities involved in natural language, there is another 
major stumbling block in the way of natural language interface developers. A natural language interpreter 
requires constant maintenance of its own vocabulary/database-~~~ect ions- to- the-vo d tobsse, unless 
it is dealing with a completely static database. It is this, especially when added to the fact that the systems do 
not always perform linguistically the way one would like them to, which has probably prevented a wider use of 
natural language interfaces. 
'Ihe Place of Natural Language Interfaces Today 
The question then is, in these early stages of the development of natural language interfaces, should 
someone with limited funds attempt to use this technology. Also, is the technology sufficiently important that 
the government and industry should finance any significant amount of research and development in this area? 
I tend to think the answer is yes, to both questions (in the first case, though, only for the relatively affluent user 
who can afford a talented person to maintain his natural language interpreter's database), and for the following 
reasons. 
A good natural language interface would be a very valuable thing, for the many reasons discussed above, 
and the only way we can obtain such systems is by serious m a r c h ,  for which realistic & language 
commandslqueries is essential. It is very difficult to gather a realistic corpus of such linguistic input data 
without putting a system out in the field with a reasonable amount of functionality (which is possible now) and 
then obtaining feedback from users about what is lacking. 
Far better, though, would be to get users, before directly interacting with the computer, to give to a tape 
recorder the commandslqueries they would really like to ask the system, even though they may know already 
that with their current system that would not work; for in this way linguists would not only get more detailed 
linguistic input, but also have both natural language and speech recognition input data for the database interface 
research. I believe that it is only in the context of such a functional natural language interface that the kind of 
detailed feedback can be obtained that is needed to set priorities on the linguistic research that must be done. 
Moreover, in many situations a welldeveloped system based on the current technology will be e~sier  
for the user to use than a menu interface devised to address the same tasks and the same data using the same 
set of concepts. An attempt should be made to develop fully integrated interfaces from the beginning (menu, 
natural language, and graphical combined), so that we can get a better feeling for the strengths and weakness 
of the different aspects of the integrated interface. Moreover, if natural language is to be used, it is essential 
to provide such interfaces now, while the state of the art in the natural language area is in the process of active 
development, so that users can have something easier to use than command line programming when the natural 
language interface is incapable of doing what they would like to ask of it. I would predict, moreover, that we 
would learn to construct even more flexible menu interfaces if we created some within integrated systems where 
the goal was to always come as close as possible to the ease of the natural language interface it is p a i d  with. 
An integrated interface such as this will be essential whenever truly graphical functions are r e q u i d  by the 
system. Moreover there will always be subsets of functionality that will be much easier to do through memu 
interfaces than by natural language, no matter how robust natural language systems become (for instance, 
situations in which a small number of finite choices are involved; examples are the ATM machine, or choosing 
formatting fonts and margins, or specifying map colors, the latter of which can be done very elegantly with sliding 
bars that change the color until it is the one you want ... but don't you really wish those phone answering 
machines that take you down through many submenus could be replaced by a machine that could just understand 
when you say what you want?!). 
B e  Netrologic Natural Language Intetfacc to GRASS 
We hope that the system we are in the process of developing, an English-language interfll~e to the GIs 
GRASS, will have sufficient functionality so that it can soon be a working prototype out in the field gathering 
this kind of input data for further developments. Let me now tell you a little more about it. The current and 
near-term functionality of the interface system is the following: 
Displays points sets defined by a set of constraints 
Answers yeslno and numerical questions, and prints reports 
Handles categorical, numerical. and boolean data 
Handles ambiguity in words, e.g. "area" 
Changes map windows to fixed regions, e.g. "quadrants" 
Handles complex queries, including commonly used functions 
Permits UNIX and GRASS commands instead of an English query 
Integration of Graphical Features of GRASS, e.g. finding of coordinates and specific data values 
The developers have thought about many long-term extensions of the system that would be valuable to 
users, for instance the inclusion of a library of functions commonly used within the GIs community, and building 
various expert-system features into the system. The first extension of this kind should of course be to extend 
the system to cover all of GRASS'S basic functionality. The basic system design also endeavored to make the 
system amenable to modification to enable it to be serve as an interface to GISs other than GRASS. 
The Basic System Design 
The system was constructed by modifying PARLANCE, a commercial natural language interface to 
relational databases developed by BBN, so that it no longer generates SQL (the standard command language 
for relational databases), and then building a bridge between the meaning representation language (MRL) output 
of its linguistic interpreter to programs in the GRASS command language. 
The basic system design can be described by the following components, through which the data 
successively flows: 
The PARLANCE user interface (modified) 
The PARLANCE English query interpreter (truncated) 
A transformation module, producing "SpatialFlattenedMRLm 
The SFMRL interpreter, which translates SFMRL into calls on the GRASS drivers 
GRASS drivers 
GRASS (calculations, displays, etc.) 
BBN's output handling (in the case of a textual response) 
Goal of the Nerural Language Inreface Community 
In conclusion, let me mention that the following goals for current and future developments of a natural 
language capacity in the computer appear to have been taken by workers in the NWAI community. A large 
number of papers and even systems exist illustrating directions proposed for addressing one or another of these 
points. It is possible that more attention to the first one as the appropriate starting point might be helpful. 
o Gather a large representative sample set of the queries and commands people would really like to be 
able to make, for each discipline and task, to enable linguists to be able to do the appropriate linguistic 
research. Spend a large amount of time on a "preanalysisWof this data, deriving from it the most critical 
problems to be addressed, and a prioritization of these problems. 
o Develop an appropriate meaning representation language (MRL) into which queries and commands can 
be translated; if possible this should be a universal "interlingual" that would work for all the computer 
natural language applications, and be independent of the natural language in question. 
o Expand the linguistic community's understanding of the use of language so that the queries and 
commands a user would like to employ can be "parsed" into the meaning reptesentation language in a 
way adequate to the user's needs (possibly only after some dialogue with the user). 
o Work out how to use common and scientific knowledge, as well as computer-generated models of 
individual users, for reasoning and other "expert system" purposes, as well as to aid in the parsing of 
queries and commands, and determine where to embed this knowledge in the NL systems that are used. 
o Develop systems that are extremely flexible, can easily change as the language changes (a very large 
amount of new scientific and technical vocabulary enters each natural language every year). Develop 
systems where the different natural language components - speech recognition, machine translation, free 
text database retrieval, GIs, relational, and object-oriented database interfaces, etc. - can be changed 
simultaneously as the state of the art in natural language interpretation develops. 
o Find a way to develop systems whose underlying structure is sufficiently easily understandable that they 
can be maintained without great difficultyas the language of users and the underlaying functionality of 
the systems change. 
o Natural language capabilities should be integrated into easily usable systems along with many other 
access techniques that are being developed. 
o Learn how to develop systems that can teach users their capabilities and how to use them. 
You Can Say the Same Thing Many Ways in Natural Language 
(And spell-correcters and speech-recognition help with the typing problem.) 
display the soils 
show the soil types, please 
will you please show the soil layer 
give me the SCS layer 
display the soil data 
display the data on soils 
show the soils in the region 
paint the soils here 
display the scs layer 
show the soils data 
give me a soil map 
map the soils 
paint the soils for me 
give me a map of the soils 
what the hell do the soils look like 
show the soils in the area 
show the soils of the area 
show the terrain between 5 feet and 10 feet in altitude 
show me elevations ranging between 5 and 10 feet 
show me where the elevation ranges between 5 feet and 10 feet 
display the land which is between 5 feet and 10 feet in altitude 
display places of elevation between 5 feet and 10 feet 
display points where the elevation is larger than 5 feet and smaller than 10 feet 
ETC. ! 
show any soil that is atmore or ocilla 
display all soils that are atmore or ocilla 
show the atmore soils and the ocilla soils 
Ponlng: SHOW POORLY DRAINED SOILS WHOSE ELEVATfON IS NOT 
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(GT X. 1 53 X. 149))))) 
1; 1 
(DISPLAY (PNT-SOIL-OF X. 125))) 
Parsing: SHOW POORLY DRAINED SOILS WHOSE ELEVATION IS NOT 
GREATER THAN THE AVERAGE ELEVATION 
GRASS COMMANDS and RESPONSES 
g.region -d 
g.remove MASK > /dev/null 
r.stats -cm input=elevl 5q.20rn. output=/netro/n.sum 
r.stats: complete ... 100% 
Waiting for completion... 
- 
g.region -d 
g.remove MASK > /dev/null 
r.mapcalc < /netro/n.tbl 




d.frame -s frame=image 
d.rast -0 map=han.sol 
d.frame -s frame=legend 
doerase 
d.legend map=han.sol 
d.frame -s frame=image 
demon unlock=xO 
PARSING EXPRESSION ... 
EXECUTING ri-result = ... 100% 
CREATING SUPPORT FILES FOR n-result 
minimum value 0. maximum value 1 
expression stack size 1 3. execute stack size 3 
"Show Poorly Drained Soils whose Elevation is 
Not Greater than the Average Elevation" 
J.L. Star Aug 92 
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ABSTRACT 
The exchange of Computer Aided Design (CAD) information between dissimilar CAD systems 
is a problem. This is especially true for transferring electronics CAD information such as multi-chip 
module (MCM), hybrid microcircuit assembly (HMA), and printed circuit board (PCB) designs. 
Currently, there exists several neutral data formats for transferring electronics CAD information. 
These include IGES, EDIF, and DXF formats. All these formats have limitations for use in 
exchanging electronic data. In an attempt to overcome these limitations, the Navy's MicroCIM 
program implemented a project to transfer hybrid microcircuit design information between 
dissimilar CAD systems. The IGES (Initial Graphics Exchange Specification) format is used since 
it is well established within the CAD industry. The goal of the project is to have a complete 
transfer of microelectronic CAD information, using IGES, without any data loss. An Application 
Protocol (AP) is being developed to specify how hybrid microcircuit CAD information will be 
represented by lGES entity constructs. The AP defines which IGES data items are appropriate for 
describing HMA geometry, con~lectivity, and processing as well as HMA material characteristics. 
INTRODUCTION 
There exists today within the Microelectronics industry a variety of established ECAD (Electronic 
Computer Aided Design) systems. These systems all have their own proprietary formats for 
representing ECAD information. To communicate with another ECAD system, design information 
must be converted to a neutral format. The data is then transferred to the other system which in turn 
translates the information from the neutral format to its own proprietary format, figure 1. This 
process is executed everyday within an engineering company, a company's engineering department, 
between a design organization and a manufacturing organization, and between a customer and a 
fabricator. Unfortunately, this process is not robust, numerous errors occur during the translation 
portion of the processes. Errors are often in the category of missing, incomplete, or extraneous 
information, see Table 1. As a result, the design file received into the receiving CAD system must 
often be edited or updated. The update process consist of returning the file into a robust state. The 
goal is to have the transferred file be equal (functionally and informationally) to the original file. 
This can often be a very tedious, expensive and time consuming process for larger CAD files 
depending upon the extent of repair to be done. 
Table 1 
Typical Transfer Problems Using IGES 
.................................. 
1.  Loss of information on different layers. 
2. Loss of dimensional intelligence. 
3. Alteration of text and line fonts. 
4. Loss of non-geographical information. 
5. Loss of connectivity information 
6. Loss of components configuration info. 
7. Loss of routing information. 
The U.S. Navy must often bear the final cost of the problems its manufacturers/suppliers have 
in transferring CAD information. For this reason, the U.S. Navy, through its MicroCIM project office 
at NCCOSC RDT & E Division, decided to investigate this problem. The MicroClM program was 
charged with working with the military hybrid microcircuit assembly (HMA) industry to 
implement/develop new technology. One such technology is the errorless transfer of hybrid 
microcircuit ECAD information between dissimilar CAD systems. A method for achieving this 
exchange using an established neutral format has been developed. The neutral format chosen is IGES 
(Initial Graphic Exchange Specification) for reasons which will be discussed later. The method was 
put in the form of an Application Protocol (AP), so called because the method is a protocol for 
applying IGES in the successful transfer of CAD information. The AP is intended to be used by 
manufacturers of ECAD systems and software when building their next generation systems[l]. The 
AP details to the manufacturer how to represent hybrid design constructs in the IGES format. It 
standardizes the IGES representation of a hybrid microcircuit assembly CAD file. This standardized 
method of representing HMA design file entities will allow the errorless transfer of HMA ECAD files. 
Referring to Table 1 i t  is seen that the majority of errors are rooted in the lack of standardization in 
the representation of HMA ECAD file constructs when using neutral formats. 
The remainder of this paper will present some background information and then explain the AP, 
how i t  was developed, and how it can be used. 
BACKGROUND 
HMAs 
The focus of the AP is on the electronic information necessary to fully represent hybrid 
microcircuit assemblies. Generally, HMAs are non-monolithic integrated circuits, made up of two 
or more different technologies, and may consist of semiconductor chips and capacitors attached to 
a ceramic substrate with printed resistors and interconnections[l]. This is the basic definition which 
is used in the AP. This definition is meant to be inclusive of Multi-chip Modules, thick film HMAs, 
thin film HMAs, and low temperature co-fired ceramic (LTCC) HMAs. 
lGES 
As stated earlier, IGES is a neutral format specification for describing electronic information such 
as CAD files. IGES is an acronym for Initial Graphics Exchange Specification. I t  is a specification 
which had it first release in the early 80s. The purpose of the standard is to provide a means by 
which to represent and communicate product definition data in a digital format. IGES has grown to 
be inclusive of almost all types of production definition data, especially CAD/CAM information. 
This data can be in the form of engineering drawings, documentation, 2D & 3D designs, and solid 
models. 
In the ECAD world there are several existing neutral file specifications for various areas of 
electronic information[l]. Two such specifications used in the analysis and hardware areas 
respectively are EDIF (Electronic Design Interchange Format) and VHDL (VHSIC Hardware Design 
Language). IGES was chosen over EDIF and VHDL for implementation in the AP for several reasons; 
1)l t  is a standard format available in the majority of CAD systems, ECAD, drafting, or other, 2)It 
is widely used in industries for transferring design file between machines, 3)lGES is a very flexible 
language with multiple ways to define entities, and 4)It can readily represent information within the 
scope of the AP. 
To put ECAD information into an IGES format a translator is required. The translator operates 
by mapping information contained in a proprietary ECAD database into the IGES format[2]. The 
mapping can be in either binary or ASCII where the ASCII generates a readable IGES file. The IGES 
file structure contains five distinct sections. The Start Section contains 72 columns of human readable 
comments which are not processed by the program. The second section is the Global Section which 
is a free format area specifying the information needed by the pre-processor and information needed 
by post processor to manage a file. The Directory Entry (DE) section and Parameter Data (PD) 
sections are usually the largest sections in the ICES file. The DE section contains the descriptive 
attribute data for each entity used in the original file. The  Parameter Data (PD) section follows, and 
it contains entity definition and actual parameters for each of the entities in the DE section. The  last 
section in an IGES file is the terminate section which contains a single record that has the count of 
the records in each previous section. The  IGES version 5.0 manual has more detailed information 
about this as well as detailed information on current entities supported by IGES. 
APPLICATION PROTOCOL (AP) 
An AP, in its most generic form, is a protocol for applying some type of information or  
technology[l]. In our case, we describe how to apply the IGES neutral data format for  representing 
HMA ECAD information. This AP  develops a standard representation for  HMAs so as to minimize 
cost, maximize efficiency in the design process, and provide a means for handling the increasing 
complexity of HMAs[2]. The procedure used in this AP (and similar APs) involves identifying the 
information required to fully describe an application area (HMAs) and representing that information 
in the form of a conceptual model. This model is then used to select the appropriate IGES constructs 
for representing the information. 
Our AP  is centered around three models: AAM, AIM, ARM. The  AAM, Application Activity 
Model, presents the generic activities needed to design and fabricate HMAs. The  ARM, Application 
Reference Model, represents the information needed to support the AAM activities or the information 
generated from those activities. The physical location of the information contained in the A R M  can 
be found in the AAM. The AIM, Application Interpreted Model, specifies the constructs of  a 
standard, such as IGES, for use in transferring some to all the information described in the ARM. 
Together, these models define the appropriateness of IGES constructs for describing the geometry of 
the various parts of a hybrid microcircuit, its inner connectivity, and processing and material 
characteristics. 
The scope of the AP is to support design, fabrication, and final assembly information for  an 
HMA[I]. The AP does not support all information required for electrical testing of HMAs. The  
information contained in the ARM limits the AP scope to layered electrical products information 
which is currently contained in ECAD systems. Other sections of the AP describe a)  definition of the 
terms used in the AAM, ARM, and AIM, b) implementation and conformance test guide lines, and 
c)  AP relationship to Units of Functionality. 
M o d e l i n ~  Methodolonv 
The AAM and ARM were developed using IDEF methodology in order to represent the 
information being conveyed to the reader. IDEF was developed through the Air Force's Integrated 
Computer Aided Manufacturing Definition Program. The  AAM is built using IDEFO which is an 
activity modeling method. The  ARM is built using IDEFIX modeling method which is an 
information modeling method. The AIM modeling method was created specifically for  this AP and 
is based upon various modeling techniques. The component parts of IDEFO and IDEFl X models are 
shown in figures 2a and 2b respectively. IDEFO models are composed of ICOMs, arrows, and boxes. 
Each activity or  function is represented by a box which takes in any combination of Inputs, Controls, 
Mechanisms, and Outputs through arrows. Each activity can be decomposed into further activities. 
An entire IDEFO model is a hierarchal representation of a process composed of activities and 
functions. In each sub-level are the activities making up an upper level function. Arrows pass 
information, data, and product between levels as necessary. 
In the lDEFlX method a piece of information is represented as an entity, a relationship, an 
attribute to an eptity, or some type of assertion[3]. The  IDEFIX structure is top-down where top 
entities (objects) are composed of bottom entities. Entities are represented by rectangles as shown 
in figure 2b. The syntax for describing relationships between entities is also shown. Entities which 
are beyond the scope of the model have a dashed rectangular outline. These entities are in the model 
to complete an open relationship or  clarify a relationship. 
A~pl ica t ion  Activity Model 
An organization intending to implement this A P  would look a t  the  AAM to see if their 
information is within scope and within the context needed for planning the necessary automation 
changes(1). The viewpoint of the model is from that of designers and manufacturers of hybrid 
microcircuit assemblies. The model is meant to be generic, i.e. it is not specific to a particular 
manufacturers operations. Unfortunately, the generality of the model leaves many open issues. For 
example, the model as it stands, applies to MCMs, thick film hybrids, thin film hybrids, etc. The 
fundamental differences between these technologies is not represented in the AAM. The other AP 
models, especially the ARM has facilities for differentiating between various hybrid technology types. 
The AAM shows where the information in the ARM is used. 
Figure 3a and 3b show model diagrams page A-0 and AO. These are the first and second level 
diagrams which present the major activities necessary to produce an HMA. The A-0 shows the basic 
inputs, controls, and mechanisms required to produce the various outputs from a manufacture hybrid 
devices activity. The inputs are physical things such as Supplies & Materials and Industry Technology 
as well as information from Customer Requirements. Controls on the activities are documentation 
like military, industry, and company standards. Controls are usually those things which are not 
changed in any form by the activity they enter into. The outputs are not only Shipped Hybrids but 
also Scrap generated in production process, Prototypes built before production and required to be 
delivered to the customer, and response to the customers request for price quotes. 
The A-0 activity is decomposed into four activities which are the core of an HMA manufacturer's 
operations. The first activity is the Management Of Customer Orders which uses the Customer 
Requirements from diagram A-0 to generate a Quote Response. The second activity is Performs 
Engineering which uses Industry Technology and Supplies & Materials to produce Prototypes in 
accordance with Standards and Customer Requirements. Data generated from prototype fabrication 
as well as Scrap Information is used to produce various engineering documents. This activity also 
produces drawings, schematics, layouts, released design, etc. The third activity Assure Product 
Quality, takes in drawings and other documents from Perform Engineering and Customer 
Requirements information to produce a quality plan. Production data from Produce Hybrids is 
analyzed using statistical methods and results are fed into Produce Hybrids and Perform Engineering. 
The final activity is the actual production of hybrids. Supplies and Materials are taken in and the 
hybrids along with documentation are produced according to the released design drawings and in 
keeping with standards. Scrap and Production data are also generated. The remainder of the AAM 
in the AP is composed of decompositions of A0 activities to various levels. 
The AAM was arrived at by consulting previous AAM models built under Navy contract by 
various HMA manufacturers. Active participants in the building of the AAM were the Navy and two 
major military HMA manufacturers. Agreement of the AAM was received from the US Navy's 
MicroCIM program Ad-Hoc Advisory Panel, a group composed of government, industry, and 
academia interested in HMAs. 
A ~ ~ l i c a t i o n  Reference Model 
The ARM describes the hybrid product information. The model presents an enterprise-view of 
information of the hybrid as a product[]]. The ARM is a reference point for implementation of the 
AIM. It shows how various types of product information relate to one another and how a particular 
piece of information fits into the concept of an HMA. The documented information as presented in 
the ARM supports the activities of the AAM. It also provides the baseline for the development of 
the AIM. 
Figure 4 presents the top most diagram of the ARM for HMAs. This page in the model can be 
read as follows (refer to figure 2b): 
The highest level entity in the model is the Hybrid CAD Presentation. This entity has one key 
attribute. The key attribute uniquely identifies every instance of the entity. The other 
attributes are characteristics of a Hybrid CAD Presentation such as; layers of an HMA are 
built on separate CAD Layers. The connection between the entities Hybrid CAD 
Presentation and Hybrid Version can be read: Hybrid CAD Presentation is a CAD design of 
zero, one, or more Hybrid Versions. A Hybrid Version is uniquely identified by an 
attribute called Hybrid ID. The Hybrid Version was designed using zero, one, or many 
Design Rules and a Design Rule is involved during the design of zero, one, or many Hybrid 
Versions. The dotted line between these two entities indicates that they are not dependant 
upon one another. A Hybrid Version is zero or one Assembly Occurrence and contains zero, 
one, or many Assembly Occurrences. An Assembly Occurrence is uniquely identified by an 
Assembly Occurrence ID, it also has an attribute representing various types. An Assemble 
Occurrence is dependant upon its relationship with Hybrid Version. An Assembly 
Occurrence involves zero, one, or more Process Steps. A Process Step instance is uniquely 
identified by a Process Step No. and has Station, Process Description, and Log Requirements 
as attributes. The Process Step is dependant upon the relationship it has with Assembly 
Occurrence. The remaining entity to entity relationships for Process Step can be read as 
follows. A Process Step is produced using zero, one, or many Tools. A Process Step is used 
in one or more Assembly Consumables. A Process Step utilizes zero, one, or more Patterns. 
A Process Step is followed by zero, one, or many Process Steps. A Process Step has attached 
zero, one, or many Hybrid Assembly Components. A Process Step achieves an assembly 
using zero, one, or more Process Operations. The entities Hybrid Assembly Component, 
Pattern, and Process Step are dependant upon their relationship with Process Step. 
The remainder of the diagram can be read as above. As stated previously, the ARM is the baseline 
from which the AIM is developed. The AIM shows how the information contained in the ARM is 
to be expressed by subsets of IGES entities. 
A ~ ~ l i c a t i o n  I ter~reted Model 
The scope of the AIM is limited to LEP (layered electrical products) information which most 
ECAD systems contain. HMAs are a subset of the wide range of LEP types (ie. MCMs, Printed 
Circuit Boards, etc.). The IGES entities selected for implementation in the AIM were selected so as 
to minimize the total file size. The selected IGES entities have restrictions placed upon their use 
either through the Global, Direct Entry, or Parameter Data sections. This is done so as to restrict the 
number of different ways a particular entity is used within an HMA CAD file. Other IGES entities 
can be used within a file but they should not be used for purposes stated in the AIM[]]. Table 2 is 
a subset of the selected IGES entities. The Type and Form headings are IGES numbers set by the 
standard itself. They are listed so that an implementer of the AIM can refer to the standard for 
specific information on the entity. The Status field describes the entities current status. Standard 
means that the entity exists and does not need to be modified to be used in the AIM. Gray means that 
the entity is located in the Gray pages of the current IGES version document. RFC (Request For 
Change) means that the entity is either new or needs to be modified and an RFC exists and is in the 
ballot process. New means that the entity does not exist and an RFC needs to submitted. Modified 
means that an existing entity needs to modified to be used in the AIM. The AIM individual object 
definition entity models contain usage restrictions appropriate to the application. These restrictions 
are described in detail in the AP with the object models. Figures 5a and 5b are two sample object 
models from the AP. 
Table 2 
A Sampling of IGES Entities used in AIM 
...................................................................... 
Status IUX - Form Descri~tion 
Standard 100 0 Circular Arc 
Standard 102 0 Composite Curve 
Standard 106 63 Copious Data 
Standard 124 0- 1 Transformation Matrix 
Modified 125 All Predefined Planar Shape 
Standard 3 12 1 Text Display Template 
Modified 402 18 Flow Associativity 
New 402 5xxx Net Connectivity Assoc. 
Grey 406 2 7 Property- Generic Data 
New 406 Sxxx Property- Region Fill 
RFC 406 Sxxx Property- Definition Extent 
The graphic notation developed for the AIM object models is meant to ease the development of 
unambiguous translators conforming to the AIM. The notation is composed of several principle 
elements; Object Definition Block, Object Instance Block, Object Value Block, and Cardinality code. 
The latter three elements are related and derived from the Object Definition Block which designates 
an ICES entity type, form, directory entry value, parameter data values, and relationships to other 
IGES entities. Definitions for the other graphic notations in the AIM can be found in the AP. 
For readability, the diagrams in the AIM are divided into six subsections. Section one contains 
the AIM interface object models. These represent a perspective of an LEP in which one can exchange 
data. The interface object models describe the set of independent entities in a IGES file which are 
part of an LEP. Currently, there exist three interface objects in the AIM; Part Library, Physical 
Layout, and Technical Illustration. 
Section 2 defines objects specific to LEPs. Display Geometry is section 3 and defines objects that 
are common to CAD/CAM systems that use 2D geometry. A miscellaneous section contains 
subordinate objects which are used in combination to form an LEP specific object. There is also a 
section that defines objects referenced from the Direct Entry sections of other objects. In the final 
section are objects that represent pre-defined Direct Entry values. Figure 5a is an example of a 
model from the Interface Section, figure 5b comes form the Display Geometry section. 
INDUSTRY IMPLEMENTATION 
As stated in the introduction it will be up to private industry to implement the AP. Specifically 
it is expected that ECAD system manufacturers such as Mentor Graphics, Intergraph, Cadence, 
Harris, and Computer Vision will implement the AIM in their next generation of translators for 
ECAD systems. To successfully conform to the AP, these vendors must design their ECAD system 
translators to be capable of reading and writing CAD/CAM files that conform to the AIM. The 
designers and manufacturers of HMAs can then use these systems without having to worry about the 
cost and loss in efficiency currently inherent when transferring CAD files between dissimilar ECAD 
systems and sometimes between the same type of system. The U.S. Navy ,by building this AP, has 
served as a catalyst for a solution to the file transfer problem. It is now up to the HMA industry to 
demand the implementation of this solution from ECAD system manufacturers. 
FUTURE DEVELOPMENT 
Conformance requirements and testing applications have not yet been fully developed for the AP. 
I t  is hoped that industry will take on these tasks as part of a continuing effort to improve this 
Application Protocol for hybrid microcircuit assemblies. 
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In order to meet the data research requiremen& of the Safety, Reliability & Quality Assurance activities at 
K e d y  Space Center WC),  a new computer search method for technical data documents was developed. By their 
very nature, technical documents are partklly encrypted because of the author's use of acronyms, abbr cviations, and 
shortcut d o n s .  This problem of computerized searching is compounded at KSC by the volume of documentation 
that is pduced dming normal Space Shuttle operatons. 'Ihe Centralized Document Database (CDD) is designed 
to solve'this problem. It provides a common interface to an unlimited nwnbex cf files of various sizes, with the 
qmbility to perform many divded types and levels of data searches. Tbe heart of the CDD is the nabm and 
capability of its search algorithms. The most complex form of search that the program uses is with the use of a 
domain-specific database of acronyms, abbreviations, synonyms, and word fmluency tables. This databm, along 
with basic sentence persing, is wed to convert a request for information into a relational necwoh. This network is 
used as a filter on the original document file to determine the most likely l d m  f a  the data requested. This type 
of search will locate information that traditional techniques, (i.e.. Boolean structured key-word searching), would not 
find. 
INTRODUCTION 
The need to search technical documentation for desired information is a labor intensive activity. In the past, 
data searches have been resaicted to human effort with limited computer searching. (generally Boolean key-word 
=hing). This is primarily due to the type of infmnation that is being searched and referenad Technical 
documents are partially encrypted by the author's use of acronyms, abbrevWons, and shortcut d o n s .  At 
Kennedy Space Center (KSC), this problem is magnified further. A research= who is searching for infomation 
based on an engineer's a a technician's notes is faced with notes that are usually mare encrypted and/or abbreviated 
than those which are contained in the actual document. The problem is further compounded by the volume and 
dispersal of documentation that is produced during nonnal shuttle operatbns. 'Ib CDD addmses these problems. 
The commercial potential of this system is evident from the savings in man-hours alone. Any pofession that devotes 
time to specific subject review and research would benefit greatly from this time-saving system, (e.g. legal, medical, 
information specialist, etc.). 
BACKGROUND 
In 1990 NASA funded a project to implove the data retrieval and dissimilation methods used by the Safety, 
Reliability & Quality Assurance (SR&QA) directorate. Systems and quality assurance reviews weat identifed as 
likely cad idam for improvement. 'Ibis procedure requires accessing a large number of technical documents and 
uses a large percentage of available man-hours. A p p t  was initiated to develop a more time-efficient method of 
doing these searches. Several commercial packages w m  evaluated, but none met SRBtQA's needs. Finally, a 
decision was made to develop c u m 1  software. 
Software algorithms b m  the Artificial Intelligence (AI) field were used in an attempt to duplicate human 
search methods. The three methods that showed promise were: 
1. Sentence parsing used in natural language p e s s i n g  
2. Confidence factors or weights from heuristic searching 
3. Network c m  and pmpqption from connectioaiSm 
Parsing analyzes dK syntactic mcture of sentences. To adapt this technique to technical data queries, 
parsing is used to identify word and pluase relationship such as subject-vd, v~~ and noun-modifier (Figure 
1). The parser uses knowledge of language syntax, morphology, and semantics. In technical document searches, 
sentence parsing is used to identify word types, (i.e. noun, verb, adjective) based on & context in which the 
abbreviation a acronym is used. 
Figure 1. Sentence Parsing 
C m  factors or weights am d y  used to measm the confidence level in a rule-based system. 
Tbese factors combine to usefully measure uncertainty. In the CDD they are used to measure the probability that 
a given search parameter is correct. F a  instance, if a search query uses an acronym that has two possible meanings, 
a search for borh would be penfamed using a lower weighing value than if the acronym had only one pasible 
meaning. 
Network connection and propagation refers to the consmw:tion of multi-layer networks and how the weights 
of the nodes are patterned. In this search technique, the nodes of the network are words (or phrases) with the pattern 
of the weighing determined by a set of heuristic rules. This network then can be used to dewlop a set of conditions 
that evaluate each area of a document. 
METHODOLOGY 
In any highly developed field, especially a highly technical one, there are a number of words, phrases, and 
acronyms that have specific meanings. T k e  can be consideaed a specialized knowledge base f a  that particular 
field. Developing an intelligent search system f a  a specialized field must utilize that knowledge base, along with 
more general information of the English language. 
In developing this knowledge base for NASA operations, a general database of acronyms, abbreviations, 
and synonyms was used as a starting point. Specialized acronyms and abbreviations used in normal shuttle 
operations were added to this database. In addition, word frequency tables were developed to identify the most 
commonly used words. 
The fmt step in processing a query is to break down the sentence structure. Initially, the sentence or 
sentences are m t e d  into individual word objects. These prime words form the first level nodes of the filter, with 
the order of the words maintained through the links between nodes (see Figure 2). The node object includes 
weighing variables for the word and for the links between nodes. The weighing variables for the prime nodes are 
set to a benchmark reference value of 100. 
Whah~ the shukbwn proc. for HF to the SRB7 
I I I  1 1 1  1 \ 
I I I I I l l  1 I 
I I I I I  I 1  I I 
I I I I 1 1 1  I I 
,' I I I 1 1 1  I I 
I I  I I 
I I , ' ; I '  
I I 
I  I 1 
I I I I' / I 1  I I 
I I I 1  I I 
I 1  I I' ; I I I I 
I 1  I I ' I I 
,' I I I' ; I I I ,' ,' I I 
I I ' l  I f  1 & ;  I'oatw : h m E l Q  
I  I I I 
I I \ I I  I I I I I 
I I I I I I  I I I \ 
1 I I I  I I i i \ 
HF 
T-? T-T 
Figure 2. Generation of Prime Nodes 
The knowledge base is used to expand the single level of prime nodes into a multilevel node network. Each 
word in the first level is referenced in the knowledge base. If a match is found, the reference values from the 
knowledge base become new nodes at a lower level. For example, in Figure 3, the node with the value "SRB" is 
matched in the acronym table with the value "Solid Rocket Booster". This value then becomes a new sub-node with 
links to the same nodes that "SRB" has. If more than one value is found, then more than one sub-node is created 
for each prime node. 
In Figure 3, the parsing function identifies the prime node "PROC." as being used as a noun. A sub-node 
of this produced from abbreviation tables is "PROCEED," a verb. Since the word types do not match, the sub-node, 
"PROCEED" can be eliminated along with any synonyms produced from i t  Eliminating the node this way would 
quire  assuming that the original query was structured syntactically comt. An alternate method is to reduce the 
weight of that node to indicate a much lower probability. 
Figure 3. Generation of Sub-Nodes 
After this multilevel network is created, a set of heuristic rules IS used for setting the weights for each node. 
If the conditional part of the rule tests true, then the rule sets the weights of that subnode, and can adjust the weight 
for the prime node(s) of the subnode. Table 1 lists some of the heuristk rules used to set time values. 
A Boolean search condition is then generated for every node in the net. This search conlihon is of the type: 
if amb exists then VALUE = VALUE + WEIGHT 
The list of these conditions forms the filter function. The filter function generates a value for Merent areas 
of the document. 
IMPLEMENTATION 
The search technique described in the proceeding section was implemented, dong with standad document 
handling techniques, into a system called the Centralized Document Database (CDD). This system has an extensive 
datahe of technical documents supported on a Local Area Network (LAN). 'Ihe system provides a single point 
for ~cessing and searching technical documentation. The system is d e s i g d  to access ASCII famatted files of 
various sizes and types and Merent physical storage locations. 
Table 1 
Weighing Conditions 
A basic menu system is used to call up and display all of the available document files (see Figm 4). It 
uses a number of filters for common word prouson and mainframe printer formats. These are simple filters 
designed to mask the w m a n d  codes used by the different application programs that produced the document. The 
end result is that a document in almost any format, (e.g. Word Perfect, Displaywrite, or mainhme redirected prinm 
output). can be displayed (somewhat distorted) and used by the system. 
Change 
Value = 400 
Value = 200 
Value = 0 
Value = Val& 
Value = Value of prime 
node 
Value = (Value of prime 
node) 1 (number of acronym 
meanings - 1) 
Value = (value of prime 
node) / (number of 
synonyms) 
Value = Value of prime 
node 
-- 
Value = (Value of prime 
node) / (number of 












The program provides immediate access to any part of a document through h use of special pointer files. 
The CDD program uses these pointer files to speed-up direct locafion access. These pointer files can be used f a  
pages, sections, record numbers, or any string value. When a document is selected, the software will check for all 
available pointer files and add the options to the option menu. These pointer files are created outside of the CDD 
to fulfill specific needs within the SMQA community. The CDD requires the pointer files to be in a parricular 
format and location, but any programming language can be used to create them. 
Condition 
Ward is a prime. 
Ward is unique (not in any table of knowledge M). 
Wadisaprime. 
Word is not in frequency table. 
Wad frequency level > 10 
Word frequency level > 5 
Word (or phase) is a sub-node. 
Phrase is only possible acronym meaning. 
Word (or phrase) is a subnode. 
Phrase is one of several possible acronym meanings. 
Word is a sub-node. 
Word is a synonym. 
Word (or phrase) is a sub-node. 
Phrase is only possible abbreviation meaning. 
- 
Word (or phrase) is a subnode. 
Phrase is one of several possible abbmhtion meanings. 
The CDD has the capability to perform several different types and levels of data searches. The simplest 
type is a basic Boolean key-word search. This type of search is a useful and fairly wmmon type of s e a ~ ~ h  that can 
locate a specific string using standard AND/OR logic. The program provides an improvement to this type of search 
by exjmdmg the Boolean logic to include any acronyms and abbreviations of the search sfrings from its built-in 
databme. 
The program has a fully operational version of the intelligence searching technique explained previously 
(Figure 5). The initial query is broken down into its related components (words and phrases). Network nodes are 
established and expanded through the methods described pviously. A set of heuristic rules are used to assign 
weights for the nodes in the new levels. 
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Figure 4. Document Selection in The CDD 
F i  5. Intcltigent Search Query Screen 
This network can identify and rank key areas of the document that are likely to contain the information 
requested. The program does this by filtering the document through the network. This relational network returns 
a weight value for the ihctian of h e  document that is c m n t l y  passing lhmugh the n c f w o h  ihc urs is appraistd 
of the strrrch status as the doaunent is being processed (Figure 6). A list of pointers, to the sections of the document 
that had the highest values, is the final nsult of the filtsing. The software will immediately display the area of the 
documeat chat had the highest weighing (Figure 7). If the user does not find the needed information, the software 
will move to the next highest weighted area of the document. 
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F i r e  6. Starch Status Screen 
The results of any search are displayed on the m i n a l  and can be exported to other applications. The 
program has the option to copy part or all of a document to a fde or printer. The data is copied in standard ASCII 
format that can be imported into most word pawror and database applications. l h  data also also be mted to 
any network printer. 
Modifying the pmgnm to work in other fields (legal, medical. and business) would qu ire  the Crearmn of 
a specialized database of words. smnyms. and abbreviabm used in that field. In most cases this dambase alrrPdy 
exists in the reference documentation used in that field. 
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ABSTRACT 
This paper describes the requirements and prototype development for an intellgent document 
management and information retrieval system that will be capable of handling millions of pages of text or other 
data. Technologies for scanning, Optical Character Recognition (OCR), magneto-optical storage, and 
multiplatform retrieval using a Standard Query Language (SQL) will be discussed. The semantic ambiguity 
inherent in the English language is somewhat compensated-for through the use of coefficients or weighting 
factors for partial synonyms. Such coefficients are used both for defining structured query trees for routine 
queries and for establishing long-term interest profiles that can be used on a regular basis to alert individual 
users to the presence of relevant documents that may have just arrived from an external source, such as a news 
wire service. Although this attempt at musoning is limited in comparison with the latest developments 
in AI Expert Systems technology, it has the advantage of b e i i  commercially available. 
INTRODUCTION 
Today, virtually all large organizations are inundated with data. In attempting to deal with the problem 
of storage and retrieval from this ever increasing volume of paper, all private and public institutions are exploring 
new methods for communicating information electronically beyond existing e-mail and Local Area Networks, 
especially now that the cost of optical storage and scanning technology is becoming more affordable. An 
additional problem, of course, that we will not consider here, is the graceful transition from the existing 
infrastructure using a paper data base and manual methods to an all-electronic form of doing business. Clearly, 
for at least some of the time, both types of systems will have to coexist side-by-side until the all-electronic form 
gains sufficient acceptance that most people essentially stop re& on paper, and we begin to treat our trees 
as endangered species rather than as mere commodities. As one example, the Defense Logistics Agency of the 
U. S. Defense Department, which accounts for about 70 percent pf all US. Government acquisitions, is planning 
their CALS Program for Electronic Data Interchange (EDI) so'that it will process the equivalent of 200 million 
sheets of paper per year in an all-electronic form by the end of 1995. The U.S. National Aeronautics and Space 
Administration (NASA) also retains millions of pages of documents accumulated over the last two decades that 
it expects to store and retrieve electronically. 
This paper discusses the requirements for an intelligent document management and information retrieval 
system. JPL has now developed a prototype of sucb a system for NASA Headquarters in Washington, D.C. for 
the initial storage of 10,000 pages of documents that will be expanded to 1.6 million pages located in a large 
document archive. It is expected that new document pages will be accumulated initially at the rate of 300,000 
pages per year. Access by key words from a full-text search index to both the ASCII form of these documents 
as well as theii original raster-scanned images must take place in a matter of seconds on any of five standard 
PC, Macintosh, or UNIX Workstations operating concurrently over a coaxial ethernet LAN that will be upgraded 
in the next year to a frber optic network (FDDI). The original scanned documents must always be available, 
since they may contain signatures or drawings that are essential to the documentation. To implement this system, 
we have chosen two open architecture 486 IBM-PC servers and a magneto-optical read/writable 88-cartridge 
jukebox operating over a NoveU Netware and a LAN Manager Network. A high-performance scanner feeds 
pages from an automatic document reader at the rate of 34 pages per minute, compresses them according to a 
CCIlT Group IV standard with a compression ratio of about 20:1, and uses a standard Optical Character 
Recognition (OCR) software package to convert them to ASCII text. Our experience shows that OCR error 
rates are quite variable depending on the quality of the source documents and are exquisitely sensitive to such 
idiosynaacies as the presence or absence of underlining. A high-resolution monochrome scanning station that 
can capture two full &1/2 x 11 pages side-by-side is b e i i  used for quality control during scanning and OCR. 
Color documents are scanned using a separate flat-bed scanner, since the time for scanning a single color 
document at high resolution typically exceeds five minutes per page. A commercially-available Relational Data 
Base Management System has been chosen for structured key-word retrieval and the maintenance of user-defined 
interest profiles. 
Figure 1 shows an overview of the hardware configuration of the prototype system. F i e  2 shows the 
information flow of documents through the system from scanner to optical storage and subsequent retrieval. 
F i e s  3-6 illustrate the additional processing that is needed for indexing files and the arrangement of Directory 
Structures on the magneto-optical jukebox 
HARDWARE SELECllONS 
The scanner selected was a Fujitsu 3093E (Calera CS100) with a speed of 34 pages per minute, although 
the Bell and Howell Copiscan I1 Model 3338 would normally be preferred for high volume work because of its 
greater capacity (42 pages per minute at 300 dots per inch). The color scanner chosen was the Advanced Vision 
Research Model AVR-8000/CLX, although any number of other models would have been acceptable including 
the HP S d e t  IIc or the Epson ES-300c. The compression board selected was from DISCORP, although a 
competing product from KOFAX would have becn acceptable. The Calera WordScan Plus sohare  was selected 
for Optical Character Recognition. The high-resolution monochrome display selected was the Sigma Design 
Multimode 120. The scanning workstation platform was a 486150 MHz client PC with 16 MB of RAM. A 
Tricord Systems 486 Superserver was selected for the LAN Manager Server, while a 486/50 MHz DX server with 
32 MB of RAM was chosen for the Novell image LAN. An HP LaserBank Library Jukebox was chosen as the 
&cartridge (55 GigaBytes) magneto-optical store. A stand-alone magneto-optical drive (680 MB) was attached 
to the scanning workstation for backup. The SQL full-text document search engine selected was Topic made 
by Verity, Inc. of Mt. View, California. Topic provides a comprehensive set of retrieval aids, such as concept- 
based queries, word proximity queries, synonyms, thesaurus, and so forth. A pair of 16.8 kbaud Courier HST 
modems from US Robotics were installed in Washington, D.C. and Pasadena running CoSession windows 
communication software to fadlitate remote debugging. 
REQUIREMENTS ON SOFIWARE DEVELOPMENT 
An important requirement imposed by NASA on DRIMS (the JPL Document Retrieval Integrated 
Management System) was for hyperlinking raster-scanned images from the original documents to the ASCII text 
obtained by OCR from those documents after scanning. Thus, if the user identified a relevant document in 
connection with a structured query search of the full text of the files on the HP-88 jukebox and wished to 
examine, for example, an original signature specimen or an engineering diagram as it appeared in the original 
document, he or she should be able to do so quickly (with a single mouse click). Documents were separated 
at the request of NASA into various categories, including letters (correspondence), memos, proposals, reports, 
presentations, etc. In addition to xanniag in color documents, it was also required that DRIMS have a 
procedure for handling double-sided documents or even bound documents like books or research papers (for 
which a wide flat-bed scanner surface is needed). The OCR process must have an accuracy of at least % percent 
(tolerating at most 4 illegible characters per 100), given an input of high-quality laser-printer text. In order to 
satisfy the requirement of a user-friendly human/machine interface, DRIMS was implemented in Microsoft 
Visual Basic under Windows 3.1. Because OCR is such a computer-intensive step in the processing of 
documents, it was a requirement that after scanning in up to 1OOO pages per day of new material, OCR could 
be carried out during the evenings in a batch mode by passing only the name of a daily file directory with the 
day's scanned image files. Other requirements, such as user password security and new user set-up by the Data 
Base System Administrator (DBA) were also implemented in Visual Basic. Using LAN Manager, record-based 
document retrieval can also be performed efficiently from SQL applications. For example, documents can be 
rapidly searched by title, date, author, document owner, and so forth without having to search through the full- 
text Topic indices. Document retrieval should be possible from any of the following platforms: PC DOS 
character mode, PC Windows, Macintosh, and UNIX-based workstations (Sun, DEC, HP, etc.). 
RESULTS 
The initial users of DRIMS have been the staff of the Office of Space Science and Applications (OSSA) 
of NASA Headquarters in Washington, D.C. Two stages of data preparation were needed for DRIMS to 
accommodate the various types of documents. In the first stage, all documents were scanned as TIFF image 
files. Next, the second stage creates ASCII text files from these image files. Initially, 10,000 pages of documents 
were scanned and indexed. Documents are scanned-in as either one-page or multi-page documents (an 
automatic document feeder with a capacity of 50 pages is attached to one of the scanners) independently of their 
orientation (either so-called "portrait" or "landscape" orientation). A database for DRIMS was created through 
the combined entries for programs, organizations, events, persons, and other information in reference to the user- 
defined document types. 
CONCLUSION 
The transition to a paperless, all-electronic form of institutional work flow will be long and difficult, but 
the initial stages are now getting underway. Much more experience needs to be obtained with the problem of 
having humans and not machines correct errors in the OCR process, a labor-intensive, eye-straining, 
psychologically stressful activity, given that the quality of many of the source documents is quite poor. As one 
example, faded blue carbon copies of documents typed on a conventional IBM Selectric typewriter 15 years ago, 
where the registration of characters may not have been perfect, letters may touch one another, and subsequent 
ballpoint handwriting or official document stamps cut across the text on the document, cause considerable 
heartburn. Moreover, typing may have been done on a standard fom, characterized by special boxes outlined 
by horizontal and vertical lines for input typing, and where the typist was not always careful to ensure that typing 
never spilled over the boundaries of a box, or distracting overtyping was done to correct typographical errors, 
and so on. There are also problems with newspaper text, multifonted text (boldface, italics, etc.), and 
multilanguage/multialphabetic texts. If the document contains tables of budget numbers, for example, the 
importance of 100 percent accuracy in OCR may be different than if the document contains only conventional 
text. This process of OCR correction has been known to "burn out" even the most energetic and determined 
of clerks who are unfamiliar with the domain of discourse. Increasing the resolution of scanning from 300 to 
400 dots per inch has been shown to make an incremental improvement in reducing the OCR error rate, but 
ultimately this approach has diminishing returns. Only the most sophisticated computational linguistics 
techniques involving not just morphology, automatic spelling-correction, and grammatical correction, but semantic 
and pragmatic techniques will be needed to reduce the residual OCR error rate down to less than one percent. 
Finally, another area for future growth will be provision to incorporate into such a system hooks for 
multimedia materials, such as voice annotation and full-motion video clips. For this purpose, it will be imperative 
to comply with the latest standards for color image compression that are currently evolving, such as JPEG, 
MPEG, DVI/RT (Digital Video Interaction/Real-Time from Intel and IBM), and SGML (Standard Generalized 
Markup Languages) now being defined by various industry, university, and professional society (ISO) groups. 
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ABSTRACT 
A study is conducted to investigate the effects and advantages of data compression techniques on multispectral 
imagery data acquired by NASA's airborne scanners at the Stennis Space Center. The first technique used was 
vector quantization. The vector is defined in the multispeca-al imagery context as an array of pixels from the 
same location from each channel. The error obtained in substituting the reconstructed images for the original 
set is compared for different compression ratios. Also, the eigenvalues of the covariance matrix obtained from 
the reconstructed data set are compared with the eigenvalues of the original set. The effects of varying the size 
of the vector codebook on the quality of the compression and on subsequent classification are also presented. 
The output data from the Vector Quantization algorithm was further compressed by a lossless technique called 
Difference-mapped Shift-extended Huffman coding. The overall compression for 7 channels of data acquired by 
the Calibrated Airborne Multispectral Scanner (CAMS), with an RMS error of 15.8 pixels was 19 5 : 1 
(.041 bpp) and with an RMS error of 3.6 pixels was 18:1 (.447 bpp) . The algorithms were 
implemented in software and interfaced with the help of dedicated image processing boards to an 80386 PC 
compatible computer. Modules were developed for the task of image compression and image analysis. Also, 
supporting software to perform image processing for visual display and interpretation of the 
compressed/classified images was developed. 
INTRODUCTION 
The exceedingly high data rates of remote sensing instruments have prompted needs for rapid data retrieval, 
transmission, storage and subsequent processing. These instruments acquire multispectral data for each ground 
scene element. Thus, several images are created from one spatial scene. These multispeceal images stretch the 
demand on image processing techniques and equipment. Depending on the rate of data acquisition, the volume 
of data being generated can exceed the available capacities and technologies for data transmission. With 
continually increasing demands for improved spectral and spatial resolution. the requirements for data handling 
are likely to become more stringent. Two possible ways to solve this problem are on-board data compression 
for near-real-time processing and ground-based compression for data archiving. The near-real-time processing 
could be in the form of reducing the bandwidth of the image with a view towards performing some operation 
such as unsupervised clustering. This demands that the implementation of the compression scheme be capable 
of performing fast operations. The implementation of ground-based compression schemes is not as limited as 
speed is not a constraint. 
This work war performed under NASA omtract NAS 13-315. Job Order No. 019CAXOI under the dkction of Mr. Bruce 
S p i e ~ g .  NASA Project Muuger. Advanctd Sensor Develogmcnt Laboratory, at the John C. Srennir Space Center. 
Former flintion. Comrpondence should be addressed 10: Dr. S. Jaggi, Sverdmp Technology Inc.. Engineering and Science 
Depiiment, Applied Math and Physics Section. John C. Stmnis Space Center, MS 39529. 
Multispectral data has been tremendously useful in solving problems related to classification of objects 
through the use of remote sensing techniques. As the sensor systems provide more channels, it becomes 
increasingly critical to develop and implement methods that reduce the mount of processing without losing 
any advantages arising from increased amounts of information. 
Data compression is a useful ml for the purpose of reducing the bandwidth requirements during data 
transmission or the memory requirements during data storage. Various techniques have been inuoduced for this 
purpose. These techniques can be classified into two broad categories - lossy and lossless. Lossy techniques 
exploit statistical and spatial correlations in the data to remove the redundancies, thus retaining most of the 
information. Lossless techniques attempt to perform the same task subject to the constraint of having to 
perfectly reconstruct the data. Lossy techniques allow for greater compression ratios by reconstructing the data 
within an error bound. Typical examples of lossy techniques include vector quantization, transform coding, and 
least means square (LMS) filter. Examples of lossless compression are run-length coding, contour coding and 
quadtree coding. 
This paper describes a study to investigate the compression of multispectral visible and thermal imagery data. 
The aim is to implement algorithms that perform lossy and lossless data compression on multispectral 
remotely sensed images. In the case of lossy compression, the objective is to determine the trade-offs 
associated with the degradation in data which results. In the case of the lossless compression, the degree of 
compression that is possible is examined. 
After the algorithms were implemented on a computer they were tested using a typical set of images obtained 
by airborne scanners operated and maintained by the Advanced Sensor Development Laboratory at NASA's 
Stennis Space Center. The scanneres are the Thermal Infrared Multispectral Scanner (TIMS) and the Calibrated 
Airborne Multispectral Scanner (CAMS). The original acquired images were subjected to the algorithms to 
investigate the amount of compression that is possible. This amount of compression depends on the nature of 
the data and the number of channels of the imagery. The objectives were different for lossless and lossy 
techniques. 
In the case of lossless compression, only the compression ratio possible needed to be determined. In the case 
of lossy techniques, the ratio was programmable. The higher the compression ratio, the greater is the 
degradation in the reconstructed images. This study addresses the problem by studying the amount of 
degradation that results versus the compression ratio. 
Various criteria were used for studying this degradation. One criterion is the difference between the original and 
the reconstructed sets of images. The closer the two sets of images are, the lesser is the degradation. The 
degradation is represented as the RMS error between the original and the reconstructed images. Another 
criterion is to compare the eigenvalues of their covariance matrices. This reveals the amount of correlation 
fidelity that is lost due to the compression. 
Since losslcss data compression can always be done after the lossy technique, it is available as an enhancement 
to the compression performance. However if the data needs to be interpreted in its compressed form, it may not 
be possible to do so after lossless compression. This is because lossless techniques usually store the data in a 
form that has no immediate perceptible relation to the original data. This issue is also addressed in this work, 
where the technique addressed will not only compress the data, but leave the result in a form that will allow the 
investigator to visually analyze the data. In short, it will not only compress but also give the added benefit of 
classifying the data in an unsupervised manner. 
LOSSY DATA COMPRESSION 
Several techniques have been introduced that reduce the spectral dimensionality of the data, thereby reducing the 
problem to a computationally manageable one. The spectral dimensionality of the data is defined as the number 
of channels of the imagery being used for analysis. Most of these techniques are modified forms of the 
Karhunen-Loeve Transform or the Principal Components Analysis, which by itself is computationally 
inefficient to implement. This transform exploits the band-to-band correlation of various regions of the 
imagery. Using these correlations, the redundancy in the multispecual set is eliminated. A classified image is 
the result of the process. 
A singular value decomposition of the image yields the eigenvalues and eigenvectors of the image. The numbex 
of eigenvalues equals the number of channels in the sensor data. The total variance of the image set is the sum 
of all the eigenvalues of the covariance matrix. However, it is observed that for most images a significant 
portion of the total variance in the multispectral images is contained within a few dominant eigenvalues. Thus, 
the eigenvector images corresponding to these dominant eigenvalues are said to adequately represent the 
multispectral imagery with a minimum loss in total image variance. 
The disadvantage with this method is that it is not yet possible to implement it real time. Also, the resultant 
eigenvector images are transformed versions of the earlier multispectral raw data. Thus, by themselves, they do 
not offer any clear interpretation of the imagery. Typical methods to perform multispectral classification are 
the maximum likelihood (ML) and the Principal Components (PC) Analysis. The ML method requires a priori 
knowledge of the behavior of the statistics of the data. Based upon those statistics, various regions in the 
images are classified. The ML method belongs in the category of supervised classification techniques. 
The PC method decomposes the set of multispectral images into an equivalent set of orthogonal images, with 
each image being an eigenvector of the original set. Using the Karhunen-Loeve transform, the three 
eigenvector images corresponding to the three highest eigenvalues can be coded in a RGB format, to display a 
classification of the dominant correlations in the data. The PC method belongs in the category of unsupervised 
classification techniques. 
In this section, we investigate a technique to be used for on-board data-compression of multispectral images 
obtained from airborne scanners. The airborne scanners of interest in this study are the TIMS and the CAMS 
which are NASA instruments operated by Sverdrup Technology at the Stennis Space Center. The TIMS is a 
thermal infrared sensor with six channels in the 8-12 micron region of the electromagnetic spectrum. The 
CAMS is a visible, near-IR and thermal sensor with eight channels in the visible and near-IR and one 
broad-band thermal channel. This paper only discusses the results of the CAMS imagery. 
Here a method based on the vector quantization of the multispectral images is investigated for its use as a tool 
for unsupervised image clustering and subsequent data compression. The computational simplicity and the ease 
of implementation after the quantization parameters have been determined make vector quantization an 
attractive 1001 for data processing. The vector is defined in the multispectral imagery context as an array of 
pixels from the same location from each channel. The rate of compression is programmable depending on the 
size of the codebook. However, the higher the compression ratio, the greater is the degradation between the 
original and the reconstructed images. The compressed images are reconsuucted and compared with the original 
set using the PC method. The eigenvalues of the covariance matrix obtained from the reconstructed data set are 
compared with the eigenvalues of the original set. This comparison is done for varying degrees of compression 
which are obtained by varying the size of the vector codebook. Also, the error obtained in substituting the 
reconstructed images for the original set is compared for different compression ratios. The effects of varying 
the size of the vector codebook on the quality of the compression and on subsequent classification are also 
presented. The eigenvalues of the covariance matrix of the original multispectral data-set were found to be 
highly correlated with those of the reconstructed data-set. 
The section on lossy compression is organized into four parts. An introduction to vector quantization is 
followed by a description of the algorithm used to determine the optimal codebook. This is followed by a 
description of the imagery used for data analysis and the results. In conclusion a comparison of this technique 
is made with the results obtained from the PC technique. 
Yector (hnmUm . . 
Vector quantization is a scheme for mapping a large set of vectors into a much smaller set of vectors called 
codewords. In the case of multispectral data a vector is defined as an array of the pixel elements corresponding 
to a given location for all the channels of the imagery. 
Goldberg et. al. , Gray, and Nasrabadi et. al. provide comprehensive details about the concepts. Hang et. al. 
and Rarnamurthi et. al. discuss three variations on the algorithm. 
Vector Quantization is defined as a mapping Q of k-dimensional Euclidean space R k  into Y ,  a finite subset of 
Rk. 
It can also be interpreted as an encoder-decoder operation. The encoder views an input vector x and generates 
the address or the code of the reproduction vector Q(x). 
Q(x) = Y { x  e R k :  y e  Y )  
For multispectral data, k is the number of channels in the sensor. The decoder uses this address to reconstruct 
the reproduction vector y . The set of all y 's, Y which is made up of all the constituent codes, is called the 
codebook and its elements i.e y are called the codewords or reproduction vectors. The criteria of choosing the 
codewords is to minimize the cost or penalty associated with reproducing the vectors y from x. 
Cost Function = I( x - y , 11 
where y d  is a vector chosen from the codebook y such that it is closest to the vector x. 
Thus for a 6 channel ( k = 6 ) set of 512 X 512 pixel images, there exist 512*512 = 262,656 vectors, each of 
length 6 elements. This entire set of vectors is partitioned into a finite collection of subsets N. A codeword is 
chosen as a representative vector for each subset. A collection of these codewords is called a codebook. The 
codebook is assumed to be representative of the entire subset, such that any vector in the subset can be 
represented by one of the codewords in the codebook, with a minimum error between the original vector and its 
reproduction vector. Figure 1 shows the block diagram of a VQ implementation. An input vector is quantized 
by choosing the closest c+eword from the codebook. Once the codebook has been detennined, the encoder 
maps each input vector to one of the codewords in the codebook. For the purpose of storage or transmission, 
the only necessary information is the index of the codeword in the image and the codebook. For the purpose of 
regenerating the images, the decoder compares the index of each pixel location with the corresponding vector 
in the codebook. By choosing the codeword corresponding to the transmitted index, the output vector is 
created. 
It has been shown by Shannon, that a vector quantizer will always give a better noise performance than a scalar 
quantizer. Among the advantages of VQ is its easy implementation. Once the codebook has been detennined it 
can be easily developed into a hardware implementation that just performs a look-up operation. Also, if a large 
training set is used to determine the codebook, this universal codebook can be representative of a wide variety 
of features in the imagery. This could be especially useful for terrestrial data which may not exhibit many 
unique features. Figure 2 shows the basic concept involved in vector quantization for multispectral imagery. 
The vector, which is the array of the pixel values of all channels for a location, is quantized and the resulting 
codeword is substituted for the original vector. Thus the entire reconstructed set is made up of a finite set of 
vectors that make up the codebook. 
The compression ratio is dependent on the number of codewords needed to represent the multispectral image. 
Since the vectors are being created in a multispectral manner, only one image needs to be stored. This image 
contains a spatial distribution of the codewords that represent the multispecml set. However, instead of 
storing the codewords, the index of the codewords is adequate as a symbol of the codeword. The number of bytes 
occupied by the original multispectral set (which contains 1 byte per pixel) is given by 
Original set size = No. of channels * No. of rows * No. of columns. 
After the image is compressed only the index representing the spatial distribution of the codewords needs to be 
stored. The index can be the binary address of the codewords. Thus if there are N codewords, the number of bits 
needed to address them is logz(N). This leads to the expression of the compression ratio using vector 
quantization for multispecual imagery data 
The number of bits per original pixel is 8. The compression ratio is also expressed as a bit-rate. This is h e  
average number of bits required to represent the compressed image. The expression for the bit-rate is given as 
log2(Numbe r of code wor ds) 
bits per pixel (bpp) =(  Numferofchannels 
A discussion of the algorithm used to obtain these codewords follows. 
Alnofithm 
The main problem associated with VQ is the design of an optimal codebook so as to minimize the cost of 
substituting the original vectors with the reproduction vectors y. This cost measure is denoted as d(x, y). A 
common measure used to estimate this distortion is the Euclidean distance between the original vector and its 
reproduction. Fig. 3 shows the steps involved in performing vector quantization. The codebook is initialized 
with a set of vectors that are selected from the original vector set. The entire vector set is then classified into 
these codewords. Using an algorithm, these codewords are then modified to minimize the distortion between 
the original set and the reconsuucted set. This procedure is repeated until the codewords are optimized. 
A set of training vectors can be used to perform the minimization. The codebook thus obtained is optimal in 
the mean square error sense. Several algorithms have been proposed to obtain this codebook. The most widely 
used algorithm is commonly known as the Linde-Buzo-Gray (LEG) algorithm. 
In the LBG algorithm, an initial reproduction vector set, i.e the codebook C[O], is chosen. The criteria for 
choosing this initial set can vary as well. In this study, it was decided to space the initial vectors a minimum 
distance apart. Vectors were picked up from the image at random until the required number, N were selected. 
A threshold is assigned as the minimum acceptable cost or penalty between the original vectors in the training 
set x and the reproduction vectors y. When the average error due to the quantization of the vectors is equal to 
or below this threshold, the codebook is said to be optimal. 
Each vector in the training set is quantized using the initial codebook C[O]. For every vector in the training set 
x , a vector y from the codebook that is closest to x, is chosen. The average error due to the quantization of x 
to y is computed. The number of vectors x is determined by the size of the training set. The number of vectors 
in the codebook N, is fmed depending upon the level of quantization required. Each codeword in the existing 
codebook is replaced by the centroid of all the training vectors assigned to the codeword. This process is 
repeated until the error goes below a prespecified threshold. 
Before beginning the analysis of the images, a criterion needs to be established for comparing the original and 
the reconstructed images. Two criteria were determined to be of critical importance. 
In remote sensing. it is important to be able to determine the correlations between the various multispectral 
images obtained. These correlations reveal various facts about the data being mapped. Thus it is important that 
if the original data is being transformed (i.e being subjected to lossy compression), its statistical correlations 
be maintained as closely as possible. This leads to an analysis of the principal components of the original and 
the reconstructed images. The eigenvalues of the images were obtained by singular value decomposition. The 
total variance of the multispectral image-set is the sum of the diagonals of the covariance matrix. 
It is also important that the reconstructed images be as similar to the original images as possible. The measure 
chosen is the root mean square difference between the original and the reconstructed images. 
b 
~Pixels 
RMS = V No. of pixels X No. of c h n r l s  
The data used for the analysis was obtained by airborne scanners operated and maintained by the Advanced 
Sensor Development Laboratory at the Stennis Space Center for NASA. Figure 4 details the characteristics of 
the scanners. The CAMS data were acquired over western Puerto Rico in January 1990 over land and water. The 
aim was to study impacts of man-induced changes on land that affect sedimentation into the near-shore 
environment. 
The algorithm was coded into a PC-based system used for the purpose of image processing. This system uses 
two plug-in boards for performing basic image processing operations. The first board DT-2861 is a frame 
grabber that also has a 16 image buffer for performing simultaneous on-board imaging operations without 
having to access the hard disk for different sections of the image. The other board DT-2858 is used to accelerate 
image processing operations by having them done in hardware. 
. . 
of Vector Oua- 
A channel of the original image-set is shown in Fig. 5 for CAMS. The codebooks for different codewords were 
obtained after 15 iterations. The components of the two sets of the data were thencompared to check for the 
accuracy of the vector quantization process. Figure 6 shows the RMS error for different compression ratios for 
CAMS. Figure 7 shows the total variance of the reconstructed set. The total variance is the sum of all the 
eigenvalues of the covariance matrix. Figure 8 shows the relative variance of each eigenvalue. The numerical 
values of these relative eigenvalue distributions are shown in tabular form in Fig.9a. Figures 9b-d show the 
percentage. for the first, second and the third most dominant eigenvalues of the covariance matrix of the 
reconsmcted data-set. From the two sets of matrices it is obvious that most of the information is contained in 
the two dominant eigenvalues for which there is significant correlation between the original and the 
reconstructed data set as the number of codewords is increased. Figures 10-1 1 show the corresponding results 
for the CAMS data-set. The images show the indexes for the codewords and are not related to the original 
images. Each index corresponds to a vector which can be used to generate the reproduced data-set. The nature of 
complexity in Fig. 11 corresponding to 128 codewords can be contrasted with that of 4 codewords in Fig. 10. 
The implementation of the lossy data compression technique involves two stages. In the first stage the 
codebook is determined. This is done using the algorithm as described earlier. The algorithm requires as its 
input the compression ratio desired and the multispectral image data set. Its output is the optimized set of 
codewords that represent the imagery set. Each codeword is a vector with its number of elements equaling the 
number of channels in the multispectd set. In the second stage, each pixel location in the multispectral set is 
replaced with the codeword that is closest to it. This is the process of quantization. The original vector made 
up of the value of the pixel at a specific location in all channels is replaced by another vector which is picked 
from the codebook such that, of all the vectors in the codebook, this new vector is closest to the original 
vector. Thus the original vector is quantized to the new vector. Since the codebook has a fixed number of 
vectors or codewords, each codeword in the codebook is given an index number. For example a codebook with 
16 vectors can have indexes from 0 through 15. This index of the new vector is sufficient to represent the new 
vector. Thus, each vector in the original image is replaced by the index of the codeword in the codebook that is 
closest to it. The information as to which index is what vector, i.e the codebook, can be tagged along at a later 
stage. 
Figure 12 shows a possible configuration of the implementation. Once the codebook has been determined, the 
operation is reduced to almost a look-up-table approach. The incoming vector is compared with the codewords 
in the codebook and the index of the codeword closest to the vector is transmitted. If each index is denoted by a 
color, this information can also be displayed on a real-time monitor. There is hardware available to perform 
these operations. The only problem that still remains is that of finding the optimum codebook in a 
near-real-time manner. This can be achieved by a parallel scheme. While the existing codebook in the board is 
being used to compress the data, another codebook is in the making in the background. This can be done by an 
independent processing unit, which is dedicated to implementing the LBG algorithm. After it has optimized on 
a codebook it then updates the codebook currently in use, with the new codebook. However, every time a new 
codebook is used it needs to be transmitted. All subsequent indexing will be in reference to the new codebook. 
A criterion could be introduced for the update. The existing codebook is replaced only if the difference between 
the existing and the new codebook exceeds a certain threshold. Since mestrial data is low frequency in nature 
and does not change very rapidly this threshold will obviate the need to constantly update the codebook and 
transmit a new set of codewords with the data. Also, if the ground scene does indeed change, this will change 
the codebook significantly and the threshold will allow for the replacement of the codebook. 
Conclusion 
The vector quantization technique is an effective tool for data compression and classification. Amongst the 
advantages of this technique is that it is easy to implement. It also effectively exploits the redundancy present 
in the channel-to-channel correlations of the data to reduce the memory required for the storage of the images. 
LOSSLESS COMPRESSION 
Introd- 
In this section a technique for coding the same remotely sensed data with 100% restoration is investigated. 
This technique involves difference mapping and shift-extended coding of the original data. The first step is 
mapping of the data with the use of a difference transform. This mapped data is then used to generate a set of 
symbols, These symbols are then coded through a Huffman coder. Figure 13 shows the high-level description 
of these main functions. 
-inn Transform 
The lossless coding technique discussed here can be divided into two parts - a mapping function and a symbol 
generating function. The mapping function used for this study is a difference mapping. Each pixel is mapped 
as the difference between the present and the previous pixel. Denoting the 'i'th pixel by x[i] and the 'i'th map 
by m[il, 
m[i] = x[i] - x[i-11 
The advantage of this mapping is that the data, which is not changing rapidly on a pixel by pixel basis, can be 
condensed to a smaller dynamic range. For an 8 bit system, the pixel has a range of 0 - 255. The mapped 
function theoretically has a range of -255 -> +255. Assuming that the pixels are not changing rapidly, most of 
the values of the mapped function can lie within a much narrow range ( say 4 -> +4 ). This number is fixed 
arbitrarily based on the statistics of the data. For reasons stated later in the section, a size that is a power of 2 
is chosen. 
N = 2**b 
where b is an integer. It is called the bit-size of the code. 
The aim is to code the entire mapped set into a series of symbols that can be easily interpreted. The symbols 
available for the coding are 0, I, 2, ... N-2, N-I. However the output of the difference transform could also be 
negative, e.g., -4 -> +4. Hence the problem still remains as to the representation of negative numbers. The 
symbols are thus made to represent numbers that fall within the range: -N12. (-N/2 + 1). (-N/2 + 2). ... 0, 1, 
2....(N/2 - 2). (N12 - 1). Also, there are numbers that are not going to fall within this range. This problem is 
solved by using extender symbols. Thus the symbol 0 is not used to denote -N/2. Instead, it is used to denote 
that the mapped number m[i] is less than or equal to -N/2. Similarly, the symbol N-1 is not used to denote 
(N/2-1). Instead it is used to denote that m[i] is greater then or equal to (N/2 - I). The other symbols retain their 
previous assignments. Thus the symbols 0 and N-1 are shift extender symbols. The entire mapped function can 
now be coded into these series of symbols. Each of these symbols now has a value between 0 and N-I. Fig. 14 
describes the detail operation. 
Huffman Coding 
If the symbols themselves were used for the codes, the result would be a fued-length compression, i.e., a word 
'b' bits in length could be used to represent every symbol. However all the N symbols may not be uniformly 
distributed over the data. It is possible that some of the symbols have a much higher occurrence than the other 
symbols. This fact could be exploited by using a Huffman code on the data. This code assigns a bit-length to 
each symbol that is inversely related to the probability of occurrence of the symbol in the data. Thus symbols 
that occur more often are assigned a shorter bit-length than the symbols that occur less frequently. This results 
in further compression. The Huffman code requires that N symbols with a bit-length of b bits (such that N = 
2**b) be fed into the algorithm. This is the reason for choosing the number N earlier, such that it is a power of 
2. An optimum assignment is done only if there is a finite probability that can be associated with each of the N 
possible symbols. 
of 
The image that resulted from the lossy compression was further compressed by using this lossless technique. 
The results of the analysis are shown in Figs. 15a-b. The greater the bit-size, the higher the compression 
possible. However, the complexity of generating the code increases, thereby increasing the computation time. 
Usually, the level at which the rate evens out is an acceptable bit-size. The compression ratios are higher for 
images that had fewer numbers of codewords. However, as was discussed in the section on lossy compression, 
there is a trade-off between information lost and compression attained. 
OVERALL COMPRESSION RESULTS 
The overall compression is achieved by multiplying the compression ratios achieved by the lossy and the 
lossless algorithms. Figure 16 shows the results of compression on the CAMS data-set. The overall 
compression possible for the 7 channel CAMS data with an RMS error of 15.8 pixels was 1 9 9 1  and with 
an RMS e m  of 3.6 pixels was 17.8:  1 . 
SUMMARY 
A feasibility study was conducted to investigate the advantages of data compression techniques on multispectral 
imagery data Two different techniques were implemented on remotely sensed data acquired from airborne 
scanners maintained and operated by NASA at the Stennis Space Center. 
The first technique called Vector Quantization was used for lossy compression . The vector is defined in the 
multispectral imagery context as an array of pixels from the same location from each channel. The total 
number of original vectors is equal to the size of the image. Each of these vectors is quantized to a set of 
optimum vectors. This set is called the codebook. Since the size of the codebook is much smaller than the 
total number of original vectors, significant compression results. The rate of compression is programmable. 
However the higher the compression ratio, the greater is the degradation between the original and the 
reconstructed images. The analysis for 6 channels of data acquired by the Thermal Infrared Multispectral 
Scanner (TIMS) resulted in compression ratios varying from 24: 1 (RMS error of 8.8 pixels) to 7 : 1 (RMS error 
of 1.9 pixels). The analysis for 7 channels of data acquired by the Calibrated Airborne Multispectral Scanner 
(CAMS) resulted in compression ratios varying from 28:l (RMS error of 15.2 pixels) to 8:l (RMS error of 3.6 
pixels). The technique of Vector Quantization can also be used to interpret the main features in the image, since 
those features are the ones that make up the codebook. Hence. Vector Quantization not only compresses the 
data, but also classifies it . 
The compressed images are then reconstructed and compared with the original set using the Karhunen-Loeve 
Transform through the Principal Components Analysis. The eigenvalues of the covariance matrix obtained 
from the reconstructed data set are compared with the eigenvalues of the original set. This comparison is done 
for varying degrees of compression which are obtained by varying the size of the vector codebook. Also, the 
error obtained in substituting the reconstructed images for the original set is compared for different 
compression ratios. The effects of varying the size of the vector codebook on the quality of the compression 
and on subsequent classification are also presented. The eigenvalues of the covariance matrix of the original 
multispectral data-set were found to be highly correlated with those of the reconstructed data-set. 
The second technique, called Difference-mapped Shift-extended Huffman coding, was 100% 
lossless i.e it resulted in images that were capable of complete restoration. Initially, the data was mapped to a 
difference transform. This transformed image was then converted into symbols using a specific bit-size. These 
symbols were then coded using Huffman coding. The output data from the Vector Quantization algorithm was 
further compressed without any increase in the RMS error by subjecting it to this technique. The TIMS data 
resulted in additional compression of 5.33 (for 24:l compressed image) to 1.28 (for 7 : 1 compressed image). 
The CAMS data resulted in additional compression of 7 (for 28:l compressed images) to 2.22 (for 8: 1 
compressed images). 
Thus, the overall compression possible for the 6 channel TIMS data with an RMS error of 8.8 pixels was 
128:l and with an RMS error of 1.98 pixels was 8 . 8  : 1.  The overall compression possible for the 7 
channel CAMS data with an RMS error of 15.8 pixels was 195:l and with an RMS error of 3.6 pixels was 
17.8:1. 
The algorithms were implemented in software and interfaced with the help of dedicated image processing boards 
to an 80386 PC compatible computer. Modules were developed for the task of image compression and image 
analysis. These modules are very general in nature and are thus capable of analyzing any sets or types of 
images or voluminous data sets. Also, supporting software to perform image processing for visual display and 
interpretation of the compressed/classified images was developed. 
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Abs t rac t  
This paper describes an 8 degree-of-freedom macro-micro robot capable of performing tasks which require accurate 
force control. Applications such as polishing, finishing, grinding, deburring, and cleaning are a few examples of 
tasks which need this capability. Currently these tasks are either performed manually or with dedicated machinery 
because of the lack of a flexible and cost effective tool, such as a programmable force-controlled robot. 
The basic design and control of the macro-micro robot is described in this paper. A modular high-performance 
multiprocessor control system was designed to provide sufficient compute power for executing advanced control 
methods. An 8 degree of freedom macro-micro mechanism was constructed to enable accurate tip forces. Control 
algorithms based on the impedance control method were derived, coded, and load balanced for maximum execution 
speed on the multiprocessor system. 
In t roduc t ion  
There are two main difficulties have made impeded the development of a high-precision force controlled robot. The 
execution of control strategies which enable precise force manipulations are difficult to implement in real time 
because these algorithms have been too computationally complex for available controllers. Also, a robot 
mechanism which can quickly and precisely execute a force command is difficult to design. Actuation joints must be 
sufficiently stiff, frictionless, and lightweight so that desired torques can be accurately applied. 
The computational complexity problem has been addresses by building a high-performance real-time cost-effective 
multiprocessor system. This system is highly modular in structure, and was designed to support the needs of 
advanced robotic systems. The robot mechanism uses a macro-micro design, which allows the end-effector to have 
the properties of a small and light robot, yet preserves the workspace capability of a large robot. The following 
section discusses the mechanism design, and section 2.0 discusses the controller. 
1.0 A Force Controllable Manipulator 
A manipulator capable of delicate interactions with its environment must be designed differently from today's 
position controlled robots. It has been shown that a high-bandwidth, low effective end-effector inertia design is 
helpful for precise force control [I , 2 ] .  There are two design approaches to creating such a structure. One is to design 
the manipulator so that the entire structure is very light. This approach can be very costly since expensive materials 
and tight tolerances are required. The other approach is to attach a low-inertia small manipulator to the end of 
another larger and heavier manipulator. This macro-micro structure results in a combined structure with the low end- 
effector inertia of the micro robot and the large workspace of the macro robot. 
The macro-micro design couples a 3 degree of freedom micro robot to the end of a 5 degree of freedom macro robot. 
A schematic and photograph of the micro design is shown in Figure 1, and a schematic of the macro design is shown 
in Figure 2. For the micro robot, the x and y directions are actuated with a parallel set of 5-bar-link mechanisms, 
one attached to each side end of the two motor shafts. The z motion is actuated by a fixed motor oriented 
perpendicular to the x and y motors. This motor is attached to the parallel link mechanism through a pair of 
universal joints. The range of motion is 2 centimeters along each axis. A fourth pneumatic motor, located 
furthest from the tip, rotates the tip through a series of transmissions at a constant speed for polishing, finishing, 
and grinding applications. 
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Figure 1. The Micro Manipulator 
Figure 2. The Macro Manipulator 
Since the macro and micro robots coordinate as a single system, many tradeoffs influence both designs. For 
example, the size of the micro robot's workspace influences the accuracy with which the macro robot must be able 
to position itself. The mass of the micro robot also influences the payload capability of the macro design. Our 
design strategy was to simplify the macro design by making the micro robot more capable. The main consequence 
of this decision is a large micro workspace, thereby allowing less accuracy and performance in the macro. However, 
the micro's workspace volume directly influences the overall mass and size of the design considerably. In our 
design, reducing travel along each dimension by a factor of two roughly reduces the size and mass of the micro robot 
by a factor of two. 
The main objectives of the micro design were to minimize end-effector inertia, minimize joint friction, maintain tip 
orientation throughout the workspace, and support a maximum payload (i.e. force exertion) of 3 kilograms. The 
resulting tip inertia is roughly 250 gms. The joint friction was minimized by using direct-drive transmission and 
limited angle flex bearings at the joints. These limited-angle bearings offer virtually no friction. They do generate a 
spring force, however, which must be compensated for in the control law. Tip orientation is maintained by the 
parallel 5 bar link structure. 
Secondary goals were to minimize the size and weight of the micro-manipulator. The final size is 35.5 by 19 by 
17.8 centimeters, and the weight is 6.3 kilograms. Strain gages mounted on the links provide sensing for 5 degrees 
of freedom (as shown in Figure 1). Sensors for detecting a moment about the tip axis were not included. 
The macro design is a 5 degree-of-freedom articulated manipulator, as shown in Figure 2. This manipulator supports 
the weight and continuous force exertion capability of the micro-manipulator throughout the workspace with Ig 
acceleration. A 1 meter reach was chosen as a reasonable workspace. The main features of this design are high 
mechanical rigidity, simple kinematics, large workspace volume, and cost effectiveness. 
The 5 degree of freedom kinematic structure is very similar to the first five joints of a PUMA robot [3]. A 6th joint 
is unnecessary because the tip of the micro robot spins continuously. Link offsets, link lengths, and structural 
characteristics were designed to account for the size and mass constraints imposed by the micro-manipulator, 
however. 
A variety of actuation methods have been considered. The options that were considered were direct-drive, harmonic 
drive, spur gear, worm gear, planetary gear, and different combinations of these. The goal was to maximize 
accuracy, resolution, and stiffness while staying cost effective. After various optintization procedures wc decided on 
a harmonic drive - worn1 gear double reduction scheme for the first three jointc. The last two joints, which carry a 
much smaller load, use harmonic drives. 
The procedure for solving for the inverse kinenlatics equations of this robot is very similar to that of the PUMA 
robot and can be found in many of different robotics textbooks 14). The kinematics and dynamic equations used for 
computed torque control can also be derived very easily using of the generalized formulations which have been 
developed 151. However. because of the high reduction ratios of the transmissions, independent joint control is 
adequate. 
2.0 A Modula r  Multi-processor Control  System 
A high performance multiprocessor system is used to satisfy the significant computational demands of controlling 
this robot. We designed this control system as a general purpose high performance controller with both hardware and 
software modularity as a key feature. The ability to easily rearrange and extend hardware and software modules to 
support different requirements for various tasks is particularly important in expcrimental projects such as this. 
Frequently designs are unable to accomodate even minor modifications without a major impact to the existing 
system configuration. 
A schematic of the motion control system configuration is shown in Figure 5. The four basic units are the compute 
unit, the global memory unit, the position, velocity and digital 110 unit. and the A-to-D D-to-A unit. 
The compute unit is based on Texas Instrument's TMS320C31 floating-point digital signal processor. In our earlier 
generation systems (6.71, we used a novel 3D computing processor which proved to offer much higher performance 
than DSPs or RISC processors on kinematic and dynamic calculations. However, due to the high cost of 
implementing this design using discrete datapath parts we opted to used an off-the-shelf processor. At a crystal speed 
of 33Mhz the TMS320C31 offers 33 MFLOPS of peak power. Each unit contains 2 Mbyte of program memory, 2 
Mbyte of data memory, 2 programmable timers, interrupt capabilities for both the 110 Bus and the VME bus, and 
bus arbitration logic for accessing the 110 Bus. The memory is directly accessible by the host computer over the 
VME bus. Different levels of concurrency is provided to maximize execution speed. For example, the host may 
access data memory while the processor continues program execution. Programs are developed in either C or C++ 
on the host computer and downloaded to the appropriate unit before run time. Several libraries are provided to 
support program development. Remote procedure calls were provided so that UNIX services, such as printfo. 
scanf(), open(), and close(), are available for code development. Math functions, functions for accessing sensory data, 
and message passing functions for multi-processing are also provided. 
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Figure 5. The Motion Control System 
The global memory unit contains 2 Mbytes of memory for passing messages between compute units, to and from 
the host, and to store global variables shared by multiple compute units. A mailbox message passing scheme is 
implemented to support multiprocessor communication. Information is passed from one compute unit to another 
compute by first acquiring the I 0  Bus, then writing the message into the target compute unit's mailbox, and then 
interrupting the target compute unit. The target compute unit reads its mailbox, and sends an acknowledgement to 
the sending compute unit. Hardware interlocking and interrupt mechanisms are included to achieve high bandwidth 
communication. Reading or writing a message requires -3 ms overhead and another 180ns for each 32-bit word. 
The position, velocity, and digital 110 unit accepts 6 channels of 2 channel quadrature encoder input and translates 
that into absolute position and velocity. Each channel also supports index pulse detection, which is generally used 
for position homing. Position is stored to 24-bit accuracy and velocity is stored to 10-bit accuracy. Thirty-two bits 
of digital input and 32 bits of digital output are included for instrumenting relays, proximity sensors, or other on-off 
type devices. 
Velocity is generated by two different schemes, depending on the velocity range. At low speeds, velocity is 
generated in hardware by a free running counter which measures time between successive encoder counts. At high 
speeds, velocity is determined by calculating the number of encoder counts which have passed during the previous 
sample period. For each velocity read operation, the software automatically chooses between the two schemes by 
reading the velocity counter and comparing it with a threshold value. The result of this method is a more accurate 
velocity signal with minimized quantization effects. 
Velocity is generated in hardware from the optical encoder signal by incorporating a free running counter chip which 
calculates the time between successive encoder pulses. Velocity is usually derived from a quadrature signal by 
subtracting the current position with the previous sample period's position. This subtraction may result in very 
quantized velocity signals especially at high sample rates, however. The hardware counter method produces a much 
more finely resolved velocity signal. There is still a problem, however, since at low speeds there may be significant 
time delay between new velocity acquisitions. 
The A-to-D D-to-A unit provides 9 channels of 12-bit digital-to-analog output, and 8 channels of 12-bit analog-to- 
digital input. Separate digital to analog converters are provided for each output channel. A single analog-to-digital 
converter is multiplexed between the 8 input channels. Each channel requires 3 ms of conversion time. Software 
routines are provided to configure the card to only sample the channels which are in use. Conversion is performed 
continuously and asynchronously only on the channels being used. Therefore, the maximum delay from when the 
data was acquired to when it was read is 3 ms Y number of selected channels. 
The software structure of the operating system level software is shown in Figure 6. Note that there is a clear 
separation between the real-time execution environment and the non-real-time UNIX environment. The UNIX 
environment is used for program development, user interface, and monitoring the real-time system. Because of the 
UNIX front-end, the robot interface must be carefully constructed such that the integrity of the real-time system is 
not lost. For example, UNIX service requests by the real-time system cannot be made while servoing since a real- 
time response from the UMX process cannot be guaranteed. 
Figure 7 shows the general hierarchy of the application software of the system. Macro calls provide fast access to 
the various hardware features of the system. C language routines provide the next layer, which support functions 
such as synchronizing multiple processes, remote procedure calls to the host, and algorithms for performing 
mathematic operations. At the highest level, object-oriented class libraries are supported in C++. 
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3.0 Impedance Control for a Macro-Micro Robot 
The impedance control method enables a robot to interact with its environment in a well controlled and precise 
manner (81. The manipulator's end-effector reacts to environmental disturbances in the same manner as a linear 
mass. spring, damper system. The mass, spring, and damper values are controlled electronically and can be different 
along different axes, and can continuously change during a trajectory. 
This method is different from hybrid positiodforce control (91 since specific forces or  positions are never specified. 
The control variable is the equilibrium point of the mass, spring, damper system without external forces. The 
advantage of this methodology is that a single control variable and control algorithm can be used to guide a robot 
through interactions with the environment. Hybrid positiodforce control, on the other hand, requires a switch in 
control methods and control variables whenever the robot changes the configuration in which it interacts with its 
environment. 
Figure 8 gives an example of a trajectory specified by the equilibrium path where the manipulator comes into contact 
with a surface, slides across it, and then leaves the surface. Note that the nominal force exened on the surface is 
proportional to the spring constant. By using the spring constant and surface location information, it is simple to 
calculate the equilibrium point's trajectory to produce a desired force across the surface. The force at the contact 
point will be influenced by contributions due to the mass and damper as well. Consequently, if precise force control 
is important, the smaller the mass and damper values are the better. The macro-micro design facilitates small mass 
values. 
Xo = equilibrium point 
X = manipulator tip 
F = desired force 
I K = spring constant I 
Figure 8. Manipulator trajectory specified by 
equilibrium point 
The impedance equation can be written as follows: 
where 
Fext external force applied to robot tip 
XR tip position of macro-micro robot 
Xo desired equilibrium point of macro-micro robot 
Ms desired mass constant 
s 
desired damper constant 
K 
S 
desired spring constant 
Impedance control of a macro-micro design has the added complexity of managing the manipulator's redundancy to 
optimize force interactions by exploiting the micro robot's low tip inertia. In other words, the redundancy should be 
used to keep the micro robot from reaching its workspace limit, where one or more degrees of freedom would be lost. 
Our robot has 3 degrees of redundancy along the translational axes. Delicate interactions for translational motion is 
possible because of the micro robot. Orientation is left to the macro robot and is position controlled. 
A block diagram of the control structure is shown in Figure 9. The impedance control law, which outputs torques to 
the micro robot, is derived by combining the desired impedance equation stated above with the equations of motion 
of the micro robot presented in section 1.2. Note that the servo control law for all 5 joints of the macro robot is a 
simple position controller without feedback from the micro robot. However, feedback from the micro robot is input 
into a real-time trajectory generator for the macro robot. This trajectory generator uses the robot's redundant degrees 
of freedom by constantly updating the macro robot's desired position such that the micro robot is centered in its 
workspace, and hence far from its workspace boundary. Consequently, entire manipulator can respond to external 
disturbances with the quick reaction of the micro robot over the entire workspace of the macro robot. 
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Figure 9. Impedance control of macro-micro robot 
The maximum distance which the micro will deviate from its center position is a relationship which includes the 
ratio of the maximum accelerations of the macro and micro, the magnitude and time of the maximum disturbance, 
and the reaction time of the servoing system. This information is important since it quantifies the critical tradeoffs 
be!ween the micro's performance versus the macro's performance. We will obtain more insight into these 
relationships through experimentation of the robot. 
With this control strategy, since the macro robot is purely position controlled it may be possible to apply this 
strategy to a micro connected onto the end of a commercial robot. However, the success of this approach is 
dependant upon the ability of the commercial robot to accept and quickly respond to new position commands. The 
requirements of a commercial robot used in this manner will become clearer with more experimentation on our 
robot. 
5.0 Conclusion 
An 8 degree of freedom macro-micro manipulator is controlled by an impedance-based controller, executed on a high 
performance multiprocessor control system. The manipulator's tip inertia is very low and can therefore react quickly 
to force disturbances. The control method compensates for manipulator dynamics, and can generate very precise 
torques. The multiprocessor offers sufficient compute power to meet the real-time demands of the control strategy. 
Preliminary results show that this design will be capable of precise force control. More conclusive experimental 
results will be available at the end of the research effort in 1993. 
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A B S T R A C T  
This paper describes the concept, design, and features of a fault-tolerant intelligent robotic control 
system being developed for space and commercial applications that require high dependability. 
The comprehensive strategy integrates system level hardware/software fault tolerance with task 
level handling of uncertainties and unexpected events for robotic control. The underlying archi- 
tecture for system level fault tolerance is the distributed recovery block which protects against 
application software, system software, hardware, and network failures. Task level fault tolerance 
provisions are implemented in a knowledge-based system which utilizes advanced automation 
techniques such as rule-based and model-based reasoning to monitor, diagnose, and recover from 
unexpected events. The two level design provides tolerance of two or more faults occurring se- 
rially a t  any level of command, control, sensing, or actuation. The potential benefits of such a 
fault tolerant robotic control system include: 1) a minimized potential for damage to humans, the 
work site, and the robot itself, 2) continuous operation with a minimum of uncommanded motion 
in the presence of failures, 3) more reliable autonomous operation providing increased efficiency 
in the execution of robotic tasks and decreased demand on human operators for controlling and 
monitoring the robotic servicing routines. 
I N T R O D U C T I O N  
The reliability issue must be addressed before robotic systems can be dependably used in critical appli- 
cations such as servicing the Space Station Freedom and patient monitoring and tending tasks in medical 
facilities. This paper describes a comprehensive approach which integrates the handling of hardware, soft- 
ware, communication, and operational errors in robotic systems. Although some work has been done on 
the handling of uncertainties and unexpected events during task execution [l ,  2, 3, 41, there has been little 
research on the handling of system level hardware and software failures in robotics. The research addresses 
this void by means of a comprehensive strategy for integrating system level hardware/software fault tolerance 
with task level handling of uncertainties and unexpected events. 
Table 1 shows our integrated approach to robotics fault tolerance. Errors are handled on two levels: the 
sys tem level which includes the computers and other hardware, control software, and communications, and 
the task level which includes anomalies and uncertainties associated with the physical environment during 
task execution. Examples of faults, errors and recovery, together with the general fault tolerance strategy 
and our specific approach to handling them are shown for each of these levels. 
In our terminology a failure is a difference between the actual behavior of a system and the expected 
behavior. An e m r  is an undesired system state and a fauli can be considered as a low-level failure of some 
subsystem. In other words, a fault causes the system to get into an error state and the failure behavior is a 
manifestation of the error state. For example, a faulty motor caused a servo gripper stuck a t  an erroneous 
open position which led to  the failure to grasp an object. 
There are four main classes of errors that can be identified in a robotic control system. These are hardware 
errors, software errors, communications errors, and operational errors [5]. 
Hardware errors occur in all kinds of mechanical and electrical mechanisms, in control systems, in 
sensory devices, and in electronic and computer systems. They are caused either by component failure 
Table 1: Integrated Approach to  Robotics Fault Tolerance 
or by design faults. A common technique for tolerating hardware failures and faults is the introduction 
of some form of redundancy. Key components of the system are replicated and work in parallel. If one 
of the replicated components fails, the remaining components continue to  operate. The  user does not 
notice the error, and the system continues to function correctly. The EDRB architecture described in 
this paper incorporates hardware fault tolerance in the form of a node pair and the associated fault 
detection and recovery software. 
Software errors occur through design faults in programs. With the increase in sophistication of robotic 
systems, software has become more significant and complex. The conventional technique for software 
reliability is extensive verification and validation. It is well known that software testing can only reveal 
the presence of faults, but not their absence. As a result, software fault tolerance techniques have been 
used to  achieve high reliability for critical applications which may endanger human life or entail great 
financial loss. Tolerance to  design faults relies on the application of design diversity, which creates 
diverse software components from a common requirement. Their diversity is introduced by the use 
of independent programmers, algorithms, programming languages, and tools. The goal is to  increase 
the probability that software errors will be tolerated by diverse software components. The EDRB 
architecture incorporates software fault tolerance by using two diverse versions of the software coupled 
with an on-line acceptance test which can detect failures in either version prior t o  transmitting their 




Communication errors occur in command and status information communicated between control com- 
puters, robotic controllers, and sensory devices. They are caused by transmission error due to  noise, 
loss of synchronization due to  timing errors, or loss of data due to  hardware failures. The  first two fail- 
ures can be detected by the use of coding and recovered by retransmission. Hardware failures can only 
be tolerated by redundant communication links. The EDRB architecture addresses communication 














Operattonal errors are the physical errors that occur in the robot task environment. These are not 
software or hardware errors but refer to  a range of faults due to  uncertainties and unexpected events 
that happen during task execution. For example, an autonomous robot vehicle might unexpectedly 
find an obstacle in its path. Alternately, a robot might find that i t  has failed to  grasp an object 
either because the object is not present or because the object slipped from its grip. Some failures due 
to  defective components are also classified as operational errors because the conventional redundancy 
technique to tolerate their failures is not viable for them. For example, a "standby robot," even if 
economically possible, could not access all the operating space of a failed robot and therefore cannot 
be used to replace the failed robot. Operational errors are the types of error conditions that an 
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The next sections describe the system level fault tolerance provisions which tolerate hardware, software 
and communications faults; and the task level fault tolerance provisions which tolerate operational faults. 
SYSTEM LEVEL FAULT TOLERANCE 
A real-time fault-tolerant distributed architecture called the Extended Distributed Recovery Block (EDRB) 
[GI will be used to  handle system level faults. The underlying fault tolerance algorithms and mechanisms 
are based on extensions to  the distributed recovery block [7] which is in turn based on the classical recovery 
block [8] with real time extensions. 
Figure 1 is a top level diagram of a robotic control system which incorporates the EDRB. This config- 
uration is a typical teleoperated-autonomous dual-arm robotic system with supervised autonomy for space 
telerobotics [9]. Fault tolerance for hardware, software, and communications failures is provided for the Task 
Execution System because it is remotely located and must respond rapidly to  these failures. Although other 
system elements are not shown as requiring fault tolerance in this example, nothing precludes the application 








Figure 1: Fault-Tolerant Robotic Control System Based on the EDRB Architecture 
In the general terminology of the EDRB, the replicated Task Execution System computers are collectively 
referred to  as an operational node pair. One member of the node pair, called the active node, provides active 
control and processing for the robot and sensors. The other node, referred to as the shadow, operates as a 
standby. The active and shadow nodes exchange frequent periodic status messages, called heartbeats, over 
redundant communication lines as an indication of their states of health. If the shadow node senses the 
absence of its companion active node's heartbeat, it will promote itself to  the active status after verifying 
concurrence with a supervisor. This concurrence is required in order t o  prevent a spurious takeover due to  
faulty communications in the shadow node or a false alarm due to  a transient anomaly. After taking over, 
the newly promoted active node will induce a hardware reset and software reload of the failed node in the 
hope of restoring it to backup status. The supervisor itself need not be replicated because it is needed only 
to assist in recovery; the EDRB can function in steady state without the supervisor. 
Figure 2 shows how distributed recovery blocks are implemented in the EDRB. Within both the active 
and shadow nodes are two versions of the task execution software, referred t o  as the p r i m a r y  and a l t e rna t e  
routines. Under normal circumstances, the primary routine is run on the active node while the alternate 
routine is concurrently run on the shadow. The primary routine is coded to provide the greatest functionality, 
accuracy, and performance. The alternate routine provides less functionality and performance, but is coded 
to  optimize reliability. For example, in a sensor processing application, the primary routine might use 
Kalman filtering whereas the alternate routine might use a moving average. After each processing iteration, 
an online acceptance test checks the validity of the output of both the primary and alternate routines. If 
the acceptance test shows that an error has occurred in the primary routine, the output will be taken from 
the alternate routine and control is passed to the shadow node. 
1 ActiveNode 1 I Shadow Node 
cceptance 0 cceptance 0 
Figure 2: EDRB Software Structure 
Heartbeat 
Node Executive Node Executive 
The EDRB tolerates a broad range of hardware, system software, and application failures including: 
Supervisor 8 
Interface 
Robotic task execution software not outputting a correct setpoint by the required deadline (by means 
of acceptance tests, timers, and alternate routines). 
' = Executing 
Hardware or system software failures (by means of information encoding, timers, and redundancy) 
Communications link failures (by means of encoding, rqtransmission, and redundant communication 
links) 
Spurious recovery actions (by means of the supervisor and consideration of failure histories in the node 
executive). 
One of the most important characteristics of the EDRB for robotic control applications is its fast response 
and recovery times. The algorithms used in the EDRB fault detection and recovery modules are fast because 
they do not require any kind of rollback. This characteristic is achieved by executing the primary and 
alternate routines in parallel. 
The  EDRB provides the general framework of the primary routine, alternate routine, and acceptance 
test which work together t o  tolerate software faults. However, i t  is necessary t o  define application specific 
algorithms for the primary and alternate routines, as well as t o  define acceptance tests which dependably 
distinguish between correct and incorrect output. 
The diversity to be achieved in the primary and alternate routines is highly dependent upon the ap- 
plication. The  free motion of a 7-DOF redundant arm is used to  illustrate how software diversity can be 
achieved. Two possible independent approaches to configuration control of redundant manipulators [lo]: (1) 
the Jacobian pseudoinverse [I 11 which has good tracking but cannot handle singularity, (2) the damped least 
square [12] which is singularity robust but has bad tracking near singularity. The primary routine will use 
Jacobian pseudoinverse to  ensure good tracking whereas the alternate routine will be based on the damped 
least square when the primary fails to handle singularity. Because many of the software failures in these 
routines are likely to be in the mathematical ~perat~ions, the alternate routine will rely on lookup tables 
instead of math library functions provided by the compiler. On the other hand much of the "framework" 
coding (i.e., preparation of input, buffering of output, etc.) will be common to both modules because of the 
lower likelihood of failures. Should experience demonstrate that this is not the case, then these and other 
software components can also be made diverse. 
The acceptance test is the single most critical element of the EDRB. If it fails to reject an incorrect 
result, or fails to  accept a correct result, it comprises a single point of failure. As such, the acceptance test 
must be both simple and general. While this is a rigorous requirement, it is not impossible to  meet in the 
context of robotic applications. In the free motion example, the acceptance test will determine 1) that the 
next setpoint is closer to  the destination than the previous, 2) the difference between the observed joint 
angles and the command joint angles are small, 3) the command joint angles are not close to  joint limits, 
and 4) the observed force/torque values are close to  the gravitational force of the grasped object. 
TASK LEVEL FAULT TOLERANCE 
The task level fault tolerance in the proposed design is a knowledge-based system which uses rule-based 
and model-based reasoning to monitor, diagnose, and recover from unexpected events that occur during the 
execution of robot tasks. 
Most of the present robotic systems handle unexpected events by preprogramming error detection and 
recovery procedures for every probable error that can be perceived [13]. This approach is inefficient, and it 
is difficult to completely handle all failures. On the other hand, most of the artificial intelligence research 
efforts have focused on detection and recovery from failures in simulated robots. They made unrealistic 
assumptions about the real world and ignored performance and integration issues [3]. Other attempts at 
automatic error recovery without human intervention have not been used in real applications, because they 
could not handle the vast range of potential error conditions [2]. 
The approach outlined in this research addresses these problems as follows: 
1 .  Emphasis on the support of the robotic task execution system: 
Most A1 research on robotics has emphasized the task planning level. Experience from the NASA/JPL 
Space Telerobotics Program has shown that monitoring and recovery a t  the task execution level is 
both necessary and effective because of its quick response. Our design partitions the fault tolerance 
strategies into two levels: the local level which resides in the task execution system, and the global level 
which resides in the task planning system. The local level provides quick and simple monitoring and 
recovery actions, while the global level provides extensive and complete monitoring and recovery. The 
two levels complement each other in their efforts to  monitor, diagnose, and recover from failures. 
2. Emphasis on the role of the operator in failure recovery: 
It is doubtful that any strategy developed for automatic error recovery in a robotic control system can 
cover all potential failures. Even if such a strategy were developed, it would take some time before 
confidence in the automatic recovery capabilities would be gained. Therefore, it is necessary to develop 
a system in which the operator is integrated into the failure recovery process. The operator will always 
have the capability to  approve, query, and intervene a recovery plan. Pertinent information is relayed 
to the operator with an emphasis on the human/computer interface design. 
3.  Emphasis on the performance and integration of the knowledge-based sys tem:  
Most A1 research has been done with familiar A1 languages such as Lisp and Prolog in simulated appli- 
cation environments. Problems such as slow response time, communication difficulties, and interface 
incompatibilities were not addressed. In this research we use C and the CLIPS expert system shell 
(implemented in C) to enhance performance and minimize integration problems with the underlying 
UNIX operating system and the X Window based graphical user interface. 
The following subsections describe the local and global task level fault tolerance strategies. 
Local Fault Tolerance Strategies 
Experience from the NASAjJPL Space Telerobotics Program has shown that local monitoring and re- 
covery actions in the task execution system are both necessary and effective [9]. They are necessary because 
quick response time is always needed in emergency situations. At the task execution level, monitoring and 
recovery can be achieved in real time, e.g. at  every sample at a rate of 200 Hz.  Recovery actions can be 
initiated a t  the time of failure occurrence. This is especially crucial in groundjremote telerobot systems 
where the task planner is located at the ground station and the time delay is significant. Local monitoring 
and recovery are effective because most failures manifest themselves in excessive force, jerks, or undesired 
motion. Failures can be detected by monitoring the forcejtorque thresholds, joint velocities and limits with- 
out considering the robotic task context. The recovery action implemented in the JPL Telerobot System 
was to simply stop the arm, thereby preventing it from damaging the work site and itself. It was found to 
be an effective initial step for further recovery actions by the operators. 
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Figure 3: Task Execution System Architecture Supporting Local Fault Tolerance 
Local monitoring and recovery are implemented in a task execution system such as the modular archi- 
tecture [14] as shown in Figure 3. The Executive Process communicates with the Task Planning System to 
accept new commands and to return new statuses. The Execution Process consists of various modules that 
provide task execution, monitoring, and reflex capabilities. The Dispatcher starts and stops the execution 
of the various functions. The Motion Function sets up the kinematic relationships for interpolated motion. 
The Fusion Function combines the motion perturbations from each sensor with the nominal interpolated 
motion. These motion perturbations are calculated by the Sensor Functions. 
This architecture is extended to support local task level fault tolerance as follows: 
a Monitoring is done in the Monitor Function, which tests for various sensor values and conditions 
in every sampling period. Some examples are force/torque values, joint limits, joint singularities, and 
elapsed time. The Dispatcher is signaled when an anomaly is detected. The monitor rules implemented 
in the Monitor Function have the following general form: 
if <situation> ensu re  <condition> 
For example, for continuous collision testing, the monitoring rule is: 
if true ensu re  f / t  < safety-threshold 
Another example in monitoring grasping is: 
if contact-sensor = CONTACT ensu re  finger-separation z object-size 
The monitor rules not only allow us to test thresholds, they provide a means to  monitor a sensor 
execution profile and test events that occur only in specific situations. 
a Recovery is activated by the Dispatcher once an anomaly has been signaled by the Monitor Function. 
The objective of recovery at this level is to provide a fast reflex action to  protect the arm and the 
work site. It is only the initial step of the whole recovery process. Although in most cases stopping 
the arm is appropriate to safeguard the hardware, there are situations where other recovery actions 
are needed. For example, if unstable conditions occurred during insertion, stopping the arm may still 
inflict damaging force to both the arm and the object. Other reflex actions such as relax and return 
to original position will be implemented. 
Diagnosis at this level is used to help the global recovery function to test, re-synchronize, and re- 
initialize sensors. Specific testing procedures will be devised for each sensor to help the Global Recoverer 
to determine if it has failed. For example, a force/torque sensor can be tested by comparing ten 
consecutive readings to ensure that the values are not fixed and that they are reasonable. Many 
sensor failures are due to communications being out of synchronization or in erroneous internal states. 
Functions that are able to re-synchronize and re-initialize the sensors will be implemented to  assist the 
global error recovery strategy. 
Global Fault Tolerance Strategies 
Without the world model and required knowledge and the power to reason, local fault tolerance is limited 
to detecting errors and using simple reflex actions to protect itself and its work site. Global fault tolerance 
complements local fault tolerance provisions in that it makes extensive use of spatial reasoning, rule-based 
reasoning, and model-based reasoning to monitor, diagnose, and recover from failures. Figure 4 shows the 
architecture of the Task Planning System which supports global fault tolerance. 
Monztor: The global monitoring uses both rule-based and model-based reasoning to detect errors that 
cannot be detected at the local level. The rule-based reasoning is similar t o  that of the local level 
but is more sophisticated. For example, if the screwdriver does not seat correctly on the screw in 
bolt turning, it can be detected by comparing the execution force/torque profile with the force/torque 
signature stored in the knowledge base. The global monitoring also uses model-based reasoning. For 
example, a task which inspects the surface of a rectangular frame can detect arm motion errors based 
on the geometric model of the frame stored in the world model. 
Diagnosis: The global diagnosis decides what really occurred based on the raw data indicating an error. 
For example, a failed grasp may be caused by misorientation of a part/tool, a missing part, slippage of 
a part, a gripper that cannot close, incorrect compliance, collision, etc. Rules have been developed to 
perform the diagnosis. These rules use raw sensor data, the semantics and context of the failed task, 
and the physical behavior of the objects in the work site. 
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Figure 4: Task Planning System Architecture Supporting Global Fault Tolerance 
Recovery: After a fault has been identified, the global recoverer generates pertinent recovery actions 
according to the fault and the task context. Recovery actions can range from simple to complicated: 
- Retry:  Faulty readings may be transient and a simple retry of the unfinished plan may be adequate. 
- New Parameters:  Default parameter values in the task plan may not be appropriate for the 
situation; new parameter values are used to retry the failed action. An example is unstable 
compliant motion that becomes stable after the gain is reduced. 
- Corrective Actions: Extra actions are needed to correct the erroneous state. For example, a 
regrasp action is needed after an object slips during grasping. 
- World Model lipdate: An update to the world model is needed because it is found inconsistent 
with reality. For example, a missing object found during grasping should delete that object from 
the world model. 
- Replan: The original task plan has to be replanned. For example, a new path is used to avoid a 
collision. 
- Reconfiguratton: Configuration of the available resources needs to be updated after the hardware 
has been found to have failed. For example, if a robot arm has failed, the planner should use the 
other arm to perform its tasks, i f  possible. 
Planner: The planner stores task plans for nominal tasks and contingency plans for failed actions. 
Although it is not the scope of this research, it would be useful if the planner could generate collision- 
free paths based on the world model. 
One important feature that has been added to the planner is the capability to check commands that 
are initiated by the operator. Routine and tedious tasks often cause human fatigue and boredom. 
This can lead to  human error and a resultant hazardous situation. The user interface ensures that 
110 erroneous or unsafe commands are given by the operator. And the planner will check whether the 
preconditions of the actions are satisfied, and the postconditions are acceptable. 
User Interface: The  user interface plays an import,ant role in the handling of failures in the system. As 
the system becomes more intelligent, it is expected that the demand from the operator will be reduced. 
Nonetheless, the user interface will always allow the operator to  approve, query, and intervene a 
recovery plan. However, it is not enough for the operator merely to take control. The  operator needs 
information such as the robot's status, position, and previous activities. At the time an operator must 
take control, he may not know such information. The system condenses this information and relay the 
important data  to the operator control station. 
World Model: Information representing the work environment is integrated and assimilated in the 
world model. It is used by all components in the Task Planning System. The  model is updated every 
time new information about the environment is received as a result of robot actions, sensory data,  
physical processes, and fault diagnosis. 
Knowledge Base: The knowledge base is the repository of all the rules and actions for planning, 
monitoring, diagnosis and recovery. One of the critical problems in knowledge base construction is the 
acquisition of expert knowledge. A fault tree analysis of the target robotic system will be performed 
and the resulting fault trees will be used as the basis for creating IF-THEN rules. For example, the 
subtree in Figure 5a can be translated into the rule in Figure 5b. The fault tree is helpful because it 
provides a visual representation of the way in which failures are propagated in the system. 
IF weak grip force AND 
slippery surface THEN 
object slipped 
slippery 
Figure 5: A Fault Tree and its Translated Rule 
CONCLUSIONS 
A comprehensive strategy is described which integrates system level hardware/software fault tolerance 
with task level handling of uncertainties and unexpected events in robotic control. A prototype of the 
EDRB has been implemented using PC/AT-386 computers, ARCnet, and the QNX real-time operating 
system. Extensive evaluation has concluded that the resulting system tolerates a broad range of hardware, 
system software, and application faults, with a 200 millisecond guaranteed response time. The system is 
currently being rehosted to  a VME-based multiprocessor system using 68040 single board computers and 
the VxWorks real-time operating system. It is expected that the faster hardware and system software will 
achieve the 5 milliseconds response time requried by the Manipulator Control System of the JPL Remote 
Surface Inspection System (151 to control a 7-DOF redundant manipulator arm.  
The fault tolerant techniques developed in this research for building dependable robotic control systems 
can be used in applications which require a high degree of reliability and safety, such as servicing and 
inspection tasks in Space Station Freedom, maintenance and waste cleanup tasks in nuclear facilities, and 
patient monitoring and tending tasks in medical facilities. 
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Abs t rac t  
For space operations from the Space Station Freedom the real time range imager will be very valuable in terms of 
refuelling, docking as well as space exploration operations. For these applications as well as many other robotics 
and remote ranging applications, a small potable, power efficient, robust range imager capable of a few tens of km 
ranging with 10 cm accuracy.is needed The system developed is based on a well known pseudo-random modulation 
technique applied to a laser transmitter combined with a novel range resolution enhancement technique. In this 
technique, the transmitter is modulated by a relatively low frequency of an order of a few MHz to enhance the signal 
to noise ratio and to ease the stringent systems engineering requirements while accomplishing a very high resolution 
. The desired resolution cannot easily be attained by other conventional approaches The engineering model of the 
system is being designed to obtain better than 10 cm range accuracy simply by implementing a high precision clock 
circuit. In this paper we present the principle of the pseudo-random noise (PN) lidar system and the results of the 
proof of experiment. 
1. Introduction 
The pulsed laser ranging system has been limited in use because of its complexity, size, and cost. Generally the 
system consists of a high power pulsed laser(s), large optics, complex electronics and elaborate data systems. 
Consequently, the system is bound to be large in size and weight, consume high power, and prone to frequent 
breakdowns. The conventional cw FM laser radar technique is limited in terms of range and resolution due to limited 
frequency chirping (-100 GHz) and laser mode bandwidth (-200 MHz). The best resolution expected in this 
technique is only about a few thousandths of the range coverage. This technique relies on analog signal processing 
which requires a large return signal. The noise bandwidth is fully open in these techniques, unlike in the preferred 
pseudo-random noise (PN) modulation [Golomb, 19651 cw lidar system. 
To overcome these difficulties and to develop a maintenance-free, operational system for mission oriented 
applications, a PN cw lidar system is being developed by Science & Engineering Services, Inc., MD using 
commercially available diode lasers. Unlike the pulsed laser radar, whereby the range is determined by the direct 
measurement of the transit time of a short (- sec) high power laser pulse, the disclosed PN cw laser radar 
measures the target distance by measuring the time shjft of the return signal modulation sequence with respect to the 
reference modulation sequence which is the same as the transmitter modulation sequence. The time shift is measured 
by invoking the cross correlation of the return signal with the reference modulation sequence and determining the 
time shift needed to bring the return code train in phase with the reference modulation sequence. The cross 
correlation between the reference modulation sequence and returned signal train becomes maximum for the correct 
time shift, while is virtually zero for other time shifts. This correlation technique using PN code is a powerful 
method to measure the weak return signal buried in a random noise background because of the phase sensitive 
detection capability of the correlation process. In terms of the sensitivity of the measurement, this technique is the 
counterpart of the phase sensitive detection technique of differential signal measurement-the correlation technique is a 
most general case of the phase sensitive technique. The power of a 150 mW AlGaAs diode laser that is 
commercially available at present, is equivalent to the average power of 1.5 MW peak power pulsed laser operating 
at 10 Hz, commonly used in pulsed lidar systems. Thus, the maximum range measurable by the proposed PN cw 
lidar, in principle, is no less than the conventional high power pulsed lidar systems. A factor of 10 or more 
improvement in the diode laser power is anticipated in the near future. This offers a potential for a factor 10 
improvement in range resolution for the same integration time, or reduction of the signal integration duration for 
the same resolution. 
2. Description of the System 
The sensor system block diagram shown in Fig. I., consists of three sub-systems: a diode laser transmitter, scanner 
& receiver optics, and detector and signal processing electronics which arc controlled by a system computer. In the 
baseline mode, the diode laser is digitally modulated by a pseudo random code of a given length (10 bit) and 1 psec 
modulation time bin-width employing a modulator providing a 150 m quantization precision and 150 km 
unambiguous range coverage. After a fixed number of modulation periods( defined as a cycle in this disclosure), the 
modulation start time delay is readjusted by a prescribed manner using a delay generator to provide a phase shift 
between the cycles (typically an order of 10 periods) of the PN code. This phase information is then retrieved by the 
correlation calculation process and used to enhance the range resolution in the disclosed system in a unique way. The 
transmitter beam is deflected by the scanner to the target, and the return signal is deflected by the scanner to the 
receiver optics. This signal is measured by a detectorlpreamp unit to provide a low noise electronic signal. This 
signal is then further amplified and filtered by a postamplifier-filter unit. The gain of the post-amplifier is 
automatically adjusted to provide a proper signal level for the ADC by an AGC unit. The dynamic range of the 
ADC is not limited to be very low due to the specific features of the signal processing routine of the disclosed 
system whereby the ADC output is first summed at the accumulator. After accumulating the data for a preselected 
number of cycles, the time integrated digital signal from the accunlulator is read into the cornlator for the calculation 
of the correlation distribution and determination of the precise range. 
The range is determined based on the correlation calculation as follows: The PRM cw Lidar relies on the delta 
function property of the autocorrelation function of a PN code. The cross correlations of the return signal with the 
reference modulation code are calculated for each of the n time bin shifts which cover the entire code length. Due to 
the delta function property of the PN code, the cross correlation is always zero except for the case in which a null 
phase difference between the transmitted code and received signal is realized. A null phase difference is realized for 
the time shift that corresponds to the round trip transit time between the transmitter and the target. Thus, the time 
shift that corresponds to the maximum cross correlation value gives the range of the target. Further analytical 
description of the technique used in this system is discussed below. Consider a cyclic, digital ( 1  or 0) nth order PN 
code represented by a,. The cross correlation -j of this code with another expression of PN code a, '  with elements 1 J 
and -I ,  in place of I and 0, will then satisfy the following relationship: 
N- 1 
I (N+ 1)/2 for j - 
Pj  - C '1.1 - [ 0 fir j + 0 i -0 OI 
The return signal, si, acquired at the receiver is the convolution of the transmitter signal, x i  = Pai, and the target 
response R, thus 
where b represents the background and noise signal .Let P stand for the diode laser power. If we accumulate the data 
acquired for M periods of PR code cycle, the integrated signal, S, is 
The target signal and range is then derived by taking the cross correlation of the return signal with the reference 
modulation sequence which is shifted by 1 time steps relative to the return signal as 
where I = 2 (d / c At), the number of modulation shifts during the round trip transit time to the target at distance d, 
and At is the modulation clock period which is referred to the time bin width in this disclosure. For any other shift 
I 
the correlation becomes zero. Note since b is an uncorrelated noise signal, the correlation with "a " becomes 
almost zero. Therefore, by finding the correct shift for the maximum correlation, the distance to the target can be 
derived. 
However, the number of ones in a sequence of an M-code always exceeds the number of zeros by one as an intrinsic 
property. Therefore the background term b can not be neglected for excessively noisy data. A new modulation code, 
A-code [Nagasawa, 19901 which corrects this defect is implemented in this disclosure, by slight modifying the M- 
code. As far as the noise reduction is concerned, the correlation technique with this new code is identical to the case 
of the phase sensitive technique. 
Although the diode output can be modulated much faster than a few GHz and signal processing system permits a 
speed as high as 100 MHz, the signal to noise ratio decreases as the modulation speed increases. Under this 
constraint, the baseline of the disclosed system is a 1 MHz modulation with a flexibility of successively switching it 
to 10 MHz and 100 MHz modulation for short range measurements. Based on I MHz modulation frequency, this 
technique will provide 150 m range quantization precision. Further improvement of range resolution beyond the 
quantization precision can be achieved without increasing the clock speed by employing a novel digital range 
resolution enhancement technique. This technique is implemented by introducing a known delay time at the start of 
each code sequence, then averaging the digitized signal to obtain a higher resolution than the quantization precision. 
The delay time can either be a systematic delay with higher timing precision (e.g. 100 nsec step for 1 MHz system) 
spanning 0 to a few time bins of the modulation, or a delay by a larger time step (e.g. 300 nsec) for spanning 0 to a 
few tens of modulation time bins. The correct range is calculated by multiplying the speed of light and the weighted 
average of the time shifts in the correlation calculation using the integrated signal. The correlation value is used as 
the weighting function in this averaging process. A small random time jitter which is characterized by a uniform 
distribution of delay can also be used for improving the range resolution. Due to the random distribution of the 
delay, the average range calculated from the L cycles of the PN code will then provide a higher range resolution, 15/L 
meter. With this technique, for a 10 msec averaging, the net resolution of the 10 MHz system, with 15 km 
unambiguous range, can be as high as 15 cm. For a smaller unambiguous range a shorter PN code may be used, 
thus facilitating a higher range resolution inversely proportional to the number of cycles L, achieving a 3 cm 
resolution for an 8 bit code. 
A schematic of the timing diagram of transmitter modulation, analog to digital converter (ADC) synchronization as 
well as the accumulator and correlator operation is shown in Fig.2 The first trace 1 represents the uninterrupted 
master clock sequence of a given speed. f i e  second trace 2, represents the sequence of the ADC start trigger pulse 
which repeats for every M cycles of the clock period. After K periods of the modulation (MxK clock pulse periods), 
the delay change is reset to a new value as shown in trace 4. This delay value will be remained fixed for the next K 
periods as shown in trace 3. For every ADC start pulse, the accumulator is re-phased as shown in trace 6 to 
integrate the return signal for the exact modulation period. The accumulator dump pulse is triggered after L cycles of 
delay change and synchronized with the immediately following ADC start pulse as shown on trace 7. Total L 
number of different delay values are reset for one correlation calculation and measurement of a high resolution range 
as shown in trace 8. The cross correlation can be calculated efficiently by a computer algorithm, if the maximum 
required range is less than a few tens of km's and the resolution requirement is relaxed. However, for a high 
resolution and large range coverage whereby the required information processing volume is prohibitive, a hardware 
correlator module such as TRW TMC2023 can be employed for high speed calculation. When the time delay is 
going through the change, the continuity of the transmitter modulation becomes interrupted for a few bin periods. 
However, the reference modulation which relies on the ADC start signal is still contiguous and the noise reduction 
property of the PN modulation technique remains valid with the disclosed technique. Only a small fraction of the 
return signal is lost in this process as indicated in the figure. 
Based on the assumed configuration: transmitter power of 150 mW; 20 cm receiver aperture; and PN modulation of 1 
psec time bin, the signal from a target of 0.5 reflectivity at a distance of 15 km is estimated to be 5 photon per bin. 
This amounts to 4,400 photons for a 10 msec signal integration time. Any small detectable signal can be enhanced 
by the accumulation of data, while the random noise component is suppressed by the PN modulation correlation 
technique. Since the system is expected to be photon limited, the targets at a distance of 150 km is well within the 
ranging capability of the system simply by switching to a longer time-bin mode and integrating the retum signal for 
a longer period. As the target approaches to a short distance (for example less than 15 km), the master clock is 
switched to 10 MHz to obtain 15 cm resolution for a 10 msec integration. The clock speed switches further to 
obtain better resolution as the target reaches a near field (<I .5 km). Since the signal amplitude varies as an inverse 
square function of the range, the integration time at near field can be shortened to less than a msec without increasing 
any other parameters of the sensor, thus, facilitating a faster scanning of the object at a close distance. The baseline 
receiver optics consist of a scanner, a 20 cm diameter telescope, a bandpass filter with less than I .0 nm bandwidth 
for suppression of the background radiation, and an Si Avalanche Photodiode (SiAPD). The collimating lens is used 
as a narrow band filter and is followed by a focusing lens. The detector array which consists of a number of detectors 
arranged in a row vertical to the optical plane is located at the focal plane of the lens. In this way each detector 
collects the return signal from a predetermined field of view covered by one of the multi-beams of the transmitter. 
Thus scanning the multi transmitter beam and receiver FOV by the common scanner in a direction perpendicular to 
the detector array axis, this system scans a wide field of view (FOV) to provide range data within. 
3. Proof of Principle Experiment 
Proof of principle experiments have been carried out utilizing a target board at Goddard Space Flight Center and an 
existing lidar system at GSFC (P/T lidar). A PN modulated diode beam of 10 mW at 790 nm is sent out to the 
target and the return signal is received by a 10x20 cm2 aluminum mirror. A multi-alkali PMT is used to detect the 
signal with substantially deteriorated sensitivity from the that of optimum wavelength. The signal is then digitized 
by the modified PIT lidar data acquisition system which was designed for the pulsed system. The data is then 
averaged for 10 periods of modulation with different delay values respectively. The correlation calculation is 
performed on this data for accurate range measurements. The reference point near the transmitter is independently 
measured by placing a comer cube reflector at 2 m distance from the transmitter, thus the range value is the 
differential range between the comer cube and the target. The experiment was carried out using various modulation 
frequencies between 1 MHz and 10 MHz with various delay times. 
A typical return signal from the target at 850 m range.is shown in Fig.3a For a given modulation, a set of delay 
times is introduced at the beginning of the modulation train and the return is averaged before the correlation 
calculation to imitate the signal processing of the real time system to be developed. The typical correlation values 
of the return signal are plotted in Fig.3b. The accurate range obtained from the correlation values are summarized in 
Table 1 and also plotted in Fig.4 We note that thus measured range is self consistent throughout the various 
modulation frequencies. It is very important to note that the range measured with 5 MHz modulation and 10 nsec 
step delay agrees with that of 10 MHz and 10 nsec delay within 1.2 m which is well within the maximum error due 
to the time resolution. This result clearly demonstrate that the ultimate range resolution is determined by the time 
resolution of the delay regardless of the modulation speed Furthermore it validiates the range resolution 
enhancement technique implemented A commercial time delay generator chip with 50 psec precision is readily 
available and is planned to be implemented in our engineering model. 
4. Recommended Commercialization Approach 
There is a unique advantage to our PN lidar system over other systems including pulse system and frequency chirped 
lidar system. These are namely the long distance ranging capability and the high range resolution capability with 
Science & Engineering .proprietary range enhancement technique. With a moderate diode laser power and moderate 
size optics, the PN lidar system can achieve a few tens of km's distance ranging while the resolution is kept to better 
than 10 cm level. The proof of concept experiment shows a robust performance of the system concept without 
optimization of the system parameters, indicating the robustness of the technique used here. The approach to the 
commercialization will begin with a single beam portable system development following this program for ground 
based ranging and speed detection applications in terms of automobile speed enforcement, altimetry, civil engineering 
survey, as well as collision avoidance where the range resolution of 10 cm is satisfactory over a few km distance. 
The next step in the commercialization is the further enhancement of the resolution to a few mm at near distance of 
less than a meter for process control in manufacturing industries. The range imaging and robotics application will 
follow this phase naturally. One of the important steps in this development is micro-packaging the system. Since 
the system is based on the digital concept, the electronics can be packaged into one board size with a special DSP 
microprocessor chip. For a near distance (a few km's) operation, the optics can be substantially small (-50 mm) and 
readily packaged into a portable size. We plan to draw JPL's expertise in this area to speed up this process. 
5.  A p p l i c a t i o n s  
A wide range of application is covered by this system. Although some applications require a relatively complex 
multi-beam system, many commercial applications need only a single beam baseline system. We envision a 
commercial product that is cost effective, due to the continuous reduction in laser cost, micro-packaging and micro- 
electronic fabrication, as well as the anticipated growth of the market for the proposed product. Some potential 
commercial applications of this sensor are as follows: 
i) Robotics Application - As an active range imager for recognition, pose estimation and ranging. Combined with 
passive camera video imaging, the data can facilitate a high speed high resolution processing. At short distances, 
range resolution of less than 1 mm is possible with this system. 
i i )  Ranging Application - This includes applications in commercial aviation as well as navigation of surface vessels. 
Future environmental disasters such as the Alaskan oil spill can be prevented by employing this type of sensor. A 
cost effective version of this system has enormous commercial potential as an automobile collision prevention 
device for autonomous navigation of ground vehicles using the GPS system. A further development of the system 
as a civil engineering survey instrument used for accurate remote measurement of distance is also promising, because 
of its low cost and portability unlike the other systems currently available. Use of this system in police speed guns 
for vehicle speed violation detection is also very promising due to its accuracy and long range capability without i t  
being detected by a radar detector. 
iii) Aerosol and Wind Sensing - This type of laser radar can be used to measure the wind and aerosol field within the 
range of a few km's. With Doppler frequency shift measurements that can be easily accomplished utilizing a stable 
diode laser frequency, the baseline sensor can be directly applied to the development of a compact Doppler wind 
sensor. 
iv) Environmental Application - This sensor can also be the baseline of an environmental sensor for remote 
n~onitoring of industrial smoke and urban smog. This sensor can be further modified and developed to be used as an 
active gas sensor for measuring many environmental gases. 
V )  Communications Application - Some of the parameters of this system are of interest for a highly directional 
communication system, including the frequency stabilization, receiver system design, and modulation technique. 
Short range exclusive communications may also be possible by tuning the laser output frequency to a specific 
atmospheric trace gas absorption line thus shielding the signal beyond a certain range. 
vi) Airborne altimeter applications - This sensor, when used in the altimeter mode, can measure the forest timber 
volume by integrating the tree height information. The airborne altimeter application is also very useful for an areal 
surface topography, mapping, and land and soil management when integrated with a GPS system. 
vii) Industrial manufacturing applications -for surface inspection to determine surface flaws and component defects, 
like solder joints, cracks, dents; in metrology to measure hole diameters, lengths, widths, thickness; in guidance and 
control for part sorting, palletizing, pick and place operations, insertion and removal; in integrity and placement 
verification to determine if a feature lies within specified bounds. 
viii) IFF application - as a small, low power. robust system for a highly effective Identification Friend or Foe 
system in the battle field. 
ix) Medical application - in measuring fluorescence decay and photon migration signature of tissue cells for cancer 
detection and other disease monitoring. 
X)  Emerging space applications - reconnaissance and docking operations, health status monitoring of space vehicles. 
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Table 1. List of measured target ranges for various system parameters. 
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841.2 + 3 
848.1 f 16.5 
















Schematics of PN lidar system for accurate range imaging applications. 
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Fig. 2 Timing diagram for PN lidar system implementing the range-lesolution-enhancement technique. 
Fig. 3 a) Measured return signal from a target at a distance of 841.7 m, using a 10-mW diode laser 
10 x 20 cm2 optics. 
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Fig. 4 A plot of measured target range for various system parameters. The "x" points correspond to each 
data set, and "0" symbols with the indicated error bar represent the average range value for a given time 
resolution. The time resolution is accomplished either by the system clock frequency or by the delay 
precision used in the range-enhancement technique. The two data points on the left that are in agreement 
within 1.3 m correspond to 10-MHz and 5-MHz clock frequency, respectively, and 10-nsec delay 
precision. 
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ABSTRACT 
The purpose of this paper is to present an update of an intelligent robotics simulator package, ROBOSIM, 
first introduced at Technology 2000 in 1990. ROBOSIM is used for three-dimensional geometrical modeling of robot 
manipulators and various objects in their workspace, and for the simulation of action sequences performed by the 
manipulators. Geometric modeling of robot manipulators has an expanding area of interest because it can aid the 
design and usage of robots in a number of ways, including: design and testing of manipulators, robot action planning, 
on-line control of robot manipulators, telerobotic user interface, and baining and education. NASA developed 
ROBOSIM between 1985-88 to facilitate the development of robotics, and used the package to develop robotics for 
welding, coating, and space operations. ROBOSIM has been further developed for academic use by its co-developer 
Vanderbilt University, and has been used in both classroom and laboratory environments for teaching complex 
robotic concepts. Plans are being formulated to make ROBOSIM available to all U.S. engineerindengineering 
technology schools (over three hundred total with an estimated 10,000+ users per year). 
INTRODUCTION 
In the development of advanced robotic systems concepts for use in space and in manufacturing processes, 
researchers at NASA and elsewhere~have traditionally verified their designs by means of expensive engineering 
prototype systems. This method, though effective, frequently required numerous redesignlfabrication cycles and a 
resulting high development cost. To reduce costs ROBOSIM, a graphics-based simulator for robotic systems, was 
developed to allow rapid prototyping of robotic systems, including robot manipulators, multi-axes positionem, other 
motion-controlled mechanisms, and objects and structures in the operating environment. The reduced costs obtainable 
with the graphical simulator allows experimentation with many design alternatives prior to implementation in 
hardware resulting in improved end-item designs. 
Researchers at Vanderbilt University (cedevelopers of ROBOSIM) have further refined the simulation 
package to fully exploit its various capabilities in the teaching of courses on robotics, mechanisms, industrial control, 
and advanced automation at both the undergraduate and graduate levels. ROBOSIM provides the students with a 
graphical means of visualizing objects and their relationships in 3-dimensional space. The relationships between 
coordinate frames that have been translated and rotated relative to one another are immediately provided in the form 
of transformation matrices, and they may be displayed and viewed from different viewing positions. With the 
simulation system, students may actually graphically construct every manipulator they study in the classroom or in 
class assignments, and then they may operate the manipulator and use it to grasp, move, and release objects, and 
develop and test action plans for using the manipulators in practical settings. The costs of doing this with physical 
hardware would of course be quite prohibitive in terms of both dollars and time. ROBOSIM allows the students to 
be exposed to numerous robotic systems without any of the constraints placed on use of a specific physical laboratory 
robot. Furthermore, without any fear of injury the students may operate their manipulators at any hour from their 
personal computer performing tasks ranging from arc welding to robotic care of hospitalized patients, all within the 
confines of the interactive simulation environment provided by ROBOSIM! 
With ROBOSIM, students construct a robot manipulator link by link and assign coordinate frames to the 
joints of each link. ROBOSIM automatically checks and validates the frame assignments and provides error 
messages stating the type of error and where it occurred if mistakes have been made. Once the links of the 
manipulator have been constructed, a single command automatically assembles the links into the complete 
manipulator. Any manipulator so constructed, regardless of its complexity and structure, may be immediately moved 
and controlled oa a joint-basis with a single drive command specifying the manipulator by name and the pint values. 
Straight-line cartesian motion requires the inverse kinematics, which must be provided by the student, if not contained 
in the family of manipulators provided in the basic package. Once the inverse kinematic solution is linked into the 
program, the students may verify their solution by actually driving the manipulator based on their inverse kinematic 
control. With inverse kinematic control, higher-level commands may be issued to the robot, such as move-to-grasp. 
which commands the robot to move to grasp an object at a predefined position and orientation relative to the object. 
If obstacles are in the way, the commandfind-porh may be issued instructing the robot to employ built-in artificial 
intelligence-based heuristics to search for a collision-free path. 
In addition to the advanced features of collision detection and artificial intelligence-based collision avoidance 
routines, ROBOSIM includes other advanced features such as configuration management and composite objects. 
The latter, for example, permits the student to assemble parts into a composite assembly which can be operated on 
as a unit while preserving the separate accessibility of its components. This permits parts to be joined by welding 
or bolting, for example, and then transferred to other processing operations in the manufacturing process. 
All of these capabilities of the graphical simulation ap-h to the study of robotics and automation provide 
the student with an almost limitless range of possibilities without the prohibitive cost of physical hardware, without 
the prohibited time required to use such hardware, and without the potential danger associated with the use of 
physical hardware. 
There are over 300 engineering and engineering technology schools in the U.S. which currently offer courses 
in robotics, mechanisms, industrial control, and advanced automation. It is estimated that the number of students 
taking such courses exceeds 10,000 per year. Each of these students is being targeted as a potential user of 
ROBOSIM in a distribution plan that is being pintly formulated by NASA and Vanderbilt University. Additionally, 
while emphasis here has been placed on the use of ROBOSIM as a teaching tool in the academic community, 
virtually all of the features that make it useful there are equally applicable and useful to the industrial user. Plans 
are being formulated for dishibution of ROBOSIM to the industrial community as well. 
TECHNICAL OVERVIEW OF ROBOSIM 
The purpose of ROBOSIM, as it was originally conceived, was to provide a means of constructing and 
viewing three dimensional models of robot manipulators and various objects in their workspace, and simulating action 
sequences performed by the manipulators [I-41. Geometrical modeling of robot manipulators is an expanding area 
of research because it can aid the design and usage of robots in a number of ways [5 ] :  
0 Design and testing of manipulators: The purpose of the modeling is to study different approaches to 
satisfy the design specifications of the manipulator. 
0 Robot action planning: The modeling environment is used to build a representation of the robot(s) and 
the objects in the workspace for creating and validating action plans by simulating the effect of these 
actions in the model space. 
0 On-line conrrol of robot manipulators: The simulated action plans generated in the model space are 
transmitted (after validation) to the attached robot manipulators for execution. 
0 Telerobotic user interface: In applications where the operator of the robot has to be at a large distance 
from the workcell (nuclear facility. radioactive waste treatment, space, etc.) realistic graphical 
simulations can be used for better interaction with the manipulator. 
0 Training and education: Robotic simulation packages provide an inexpensive and safe way to teach 
the theory and operation of robot manipulators. 
Design of Robot Manipulators: The ROBOSIM Modeling Environment 
Similar to other solid modeling software tools, ROBOSIM models the three dimensional geometrical objects 
using lists of their bounding polygons. The ROBOSIM modeling language is used to specify complex geometric 
shapes which are used as manipulatar links ar as passive objects in models of robotic systems. All shapes are built 
from elementary geometric types like boxes, cylinders, cones, extruded polygons, etc. Translational, rotational and 
scaling geometrical transformations are used to combine these objects to farm the desired shape. Link cmdinate 
frames can also be added thus making it possible to specify the geometric transformations associated with a 
manipulator arm. 
Once the ROBOSIM language interpreter finishes the processing of the code describing a solid shape, the 
resulting polygon list is converted into a named object (or robot link) in the robot simulator package's workspace. 
Thus the modeling of robot arms and objects and geometric scenarios is a two step process as follows: 
0 Modeling the geometric shapes. robot links, etc., which are used to build the scenario. 
0 Creating one or more named, distinguishable object instances of these shapes in the simulator's 
workspace. 
These object instances can be indvidually manipulated upon, moved around, etc., from the interactive 
environment of the simulator. as described next. 
Operating the Models: The ROBOSIM Simulation Environment 
The ROBOSIM package provides an interactive simulation environment where every command entered by 
the user is immediately executed and the results are displayed on a graphics screen. From this interactive 
environment users can change the simulation scenario and operate the robot manipulator models in the system. The 
commands available can be grouped as follows: 
0 Environment configuration: Besides the modeling services discussed above additional commands are 
available for the setting of global parameters like camera position, display mode, light sources, etc. 
The graphics display module of the simulator supports different display options like wire-frame, hidden 
line, solid filled and shaded graphics depending on the capabilities of the hardware platform. 
0 Manipulator control: There are commands available for moving the models of manipulator arms in 
various modes: joint interpolated, straight line, rotation about an ditrary axis, etc. Manipulator 
coordinates can be specified both in joint and world coordinates. The simulator has a built-in iterative 
inverse kinematics algorithm, but the user can also specify an explicit inverse kinematics method for 
his or her manipulator if such a method is available. Additionally, the objects in the workspace can 
be grasped, moved, and released by the robots. If the scenario contains several manipulators these can 
be operated in parallel. 
0 Slatus reporting: Reports about different aspects of the simulator's operation (arm positions, collision 
situations, etc.) can be obtained by using one of the appropriate commands from this group. 
The command language of the ROBOSIM simulation environment has been designed with two goals in 
mind: (1) to provide an interactive user interface, and (2) to be usable as the interface to a higher-level task planner 
program. In the second application the task planner and the robot simulator are typically interfaced using some kind 
of pipe mechanism and the task planner outputs similar command sequences as entered by users in interactive 
applications. For this reason the command language has intentionally been kept simple. 
Advanced Features 
Although the basic modeling and simulation environment described above perform quite satisfactorily as 
a robot modeling tool, ROBOSIM's capabilities were paUy enhanced with the completion of various extensions 
to the basic package. Some of these extensions use heuristic, rule-based programming techniques. The extensions 
include: 
0 Composite objects: The ROBOSIM simulation environment also supports the linking of separate 
objects into a so-called composite object which can be operated on as a unit while preserving the 
separate accessibility of its components. A good example of this is a drawer with various objects in 
the drawer. During the course of the simulation a manipulator may have to pull out the drawer (the 
drawer and its contents have to be treated as a unit) and then pick up a single object from the drawer 
(now a part of the composite object has to be accessed individually). 
0 Configuration management: When a manipulator arm is programmed using world coordinates it is 
typical to have several valid solutions (sets of joint coordinates) by which the manipulator can reach 
the &sired position. For example, in the case of manipulators similar to the Unimation PUMA 560 
robot this manifests in left or right handed and elbow up or elbow down configurations for the arm. 
ROBOSIM permits the user to choose any configuration and stay with it for the duration of the 
simulation. However, this approach is not optimal when the manipulator has to move distances 
comparable to the limits of its envelope. For such cases the simulator provides an automatic 
configwition selection mechanism which is based on a set of rule-based heuristics. 
0 Collision detection: ROBOSIM also provides a way to check for collisions during a simulation run. 
The collision detection is based on the detection of intersections of solid object (passive objects or 
manipulator links) bounding polygons. For efficiency reasons the simulator maintains a rectangular 
bounding box for every object and invokes the more complex polygon-based collision detection method 
only if the bounding boxes intersect. 
0 Collision avoidance: The simulator also provides a heuristic path planning algorithm which is capable 
of recovering from collision situations. The collision avoidance is based on heuristic rules describing 
actions to try in various collision situations. Some of these rules are generic. others are manipulator- 
specific. An example generic rule is the "minimal volume rule" which is usable for large displacements 
of the end effector. It specifies a path to reach the desired target which includes a midpoint where the 
ann is folded in a way which minimizes its reach. Users can attach other heuristic d e s  specific to 
their manipulator models. 
0 Interface to control real robots: The simulation environment is also capable of generating command 
sequences for real robot controllers. In this mode only those motion commands are output which have 
been verified with the built-in collision checking to be safe. Currently only the PUMA 560 robot with 
the Unimation controller running the VAL I1 robot control system [6] is supported, but additional output 
modules can be added. 
PLATFORMS 
Implementations of ROBOSIM are currently available for the Hewlett-Packard HP 9000/300 and 9000/800 
graphics workstation families, Silicon Graphics workstations, Intergraph workstations, and 386 or 486-based PC 
compatibles with EGA or VGA displays. The display mode may be wire-frame or shaded solid modeling for the 
workstation implementations. Currently, the PC versions display in wire-frame mode only. While currently limited 
to wire-frame displays, the PC versions are quite fast, offering displayed manipulator motions at speeds well in 
excess of the hardware being simulated. It is the ability to run ROBOSIM at high speeds on a PC that makes the 
package an attractive tool f a  all engineering students studying robotics, kinematics, indushial automation, 
mechanisms, and advanced automation. Armed with their personal compum, students can design and operate quite 
complex robotic systems, gaining an excellent appreciation for the many that must be taken into consideration 
in industrial automation. The PC version will also open the door to simulation technology for many small businesses 
that can not afford expensive systems tailored to high-end workstation implementation. 
PLANS FOR DISTRIBUTION 
The American Society for Engineering Education's 1992 Directory of Engineering and Engineering 
Technology Undergraduate Programs lists 261 engineering schools and 339 engineering technology schools in the 
U.S. [8]. The total undergraduate enrollment in the engineering programs was 358,095 with 613 18 B.S. degrees 
awarded in 1992. The total graduate enrollment in the engineering programs was 70,980 M.S. students with 26,006 
degrees awarded in 1992, and 34,647 Ph.D. stu&nts with 5,582 Ph.D. degrees awarded in 1992. The total 
undergraduate enrollment in the engineering technology progmms was 33,797 with 7,458 B.S. degrees awarded in 
1992. 
Based on an analysis of students who would be taking courses in robotics, mechanisms, kinematics, 
industrial automation, advanced automation, other courses involving design, control, and operation of mechanisms 
and structures in threedimensional space, the number of potential users of ROBOSIM in the academic community 
is estimated to be in excess of 10,000 per year. NASA and Vanderbilt University are currently formulating a 
distribution plan to service this need. Plans are likewise being formulated to distribute an industrial version, which 
is anticipated to have strong appeal to small businesses engaged in special equipment design and other related areas 
where graphical simulation with fast motion display on a PC would be a valuable tool. 
FUTURE ENHANCEMENTS 
The available experience with the ROBOSIM package suggests that it is a flexible and powerful tool for 
modeling and simulating robotic systems [9]. It has proven easy enough to understand and use. in introductory 
courses on robotics, kinematics, indushial automation, and mechanisms, but its advanced features also make it 
possible to use in complex large-scale systems [lo-131. 
Some areas where future improvements are planned include: 
0 Programming language: A future version of ROBOSIM will be embedded into a general purpose 
interactive programming language interpreter. This new version will also support the old command 
syntax for backward compatibility. but the use of a general purpose language instead of the current 
command interpreter will offer several advantages: 
0 Program flow control statements in simulations. 
0 An easier way for users to specify inverse kinematic routines for their manipulator 
models. 
0 An easier way for users to specify arm configuration selection and collision avoidance 
heuristics for their models. 
0 Development of a graphical user interface (GUI) to control simulation options: There are some system 
parameters in the simulation environment which are especially suited for control by GUI methods 
(while keeping the current interactive commands to control them as well). These include the camera 
setup, lighting model, and other similar options. 
0 Interface to common CAD packages for importing shape designs to be used in simulations. 
0 Continued improvements on the path planning and arm configuration management heuristics. 
CONCLUSIONS 
The ability of U.S. industry to compete globally will depend on an adequate supply of engineers and 
technologists trained in the application of robotics and automation to the problems of industry. The current slump 
in the U.S. robotics industry is due in part to this lack of a trained work force. Opportunities for students to take 
courses in advanced automation are currently centered pimarily in major school having the resources to equip an 
expensive robotics laboratory. Additionally, safety issues and the need to continually upgrade and maintain these 
facilities has further limited the number of schools with world-class facilities. The wide use of ROBOSIM will allow 
all schools to provide students with the ability to study and develop advanced robotic systems in safety and at greatly 
reduced expense. Furthermore, as stated before, virtually al l  of the features that make ROBOSIM appealing to the 
academic community are equally useful to the industrial user, particularly small businesses. NASA and Vanderbilt 
University are jointly formulating plans to distribute ROBOSIM to both the academic and industrial communities. 
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ABSTRACT 
A three channel telemetry system intended for biomedical applications is described. The transmitter is 
implemented in a single chip using a 2 micron BiCMOS processes. The operation of the system and the test results 
from the latest chip are discussed. One channel is always dedicated to temperature measurement while the other two 
channels are generic. The generic channels carry information from transducers that are interfaced to the system 
through on-chip general purpose operational amplifiers. The generic channels have different bandwidths: one from dc 
to 250 Hz and the other from dc to 1300 Hz. Each generic channel modulates a current controlled oscillator to 
produce a frequency modulated signal. The two frequency modulated signals are summed and used to amplitude 
modulate the temperature signal which acts as a carrier. A near-field inductive link telemeters the combined signals 
over a short distance. The chip operates on a supply voltage anywhere from 2.5 to 3.6 Volts and draws less than 1 
mA when transmitting a signal. The chip can be incorporated into ingestible, implantable and other configurations. 
The device can free the patient from tethered data collection systems and reduces the possibility of infection from 
subcutaneous leads. Data telemetry can increase patient comfort leading to a greater acceptance of monitoring. 
INTRODUCTION 
The three channel telemetry system was designed to fulfill a need in diagnostic medicine to measure 
physiological variables at the point of origin without prolonged invasive procedures. A generic system was 
developed to be interfaced with many types of sensors. The system was designed onto a 2.3 mm by 2.3 mm custom 
BiCMOS chip fabricated through the MOSIS service. The small size of the device permits both implantable and 
ingestible applications. 
Circuit Oneration 
Figure 1 shows a block diagram of the three channel telemetry transmitter. The device transmits temperature 
and two user defined signals to the external receiver. The low frequency and high frequency channels are band- 
limited from 0 to 250 Hz and 0 to 1300 Hz respectively. The chip employs both frequency modulation and 
amplitude modulation to transmit the signals. The operation of a single channel will be detailed as the two 
channels differ only in the center frequency of the current controlled oscillator. 
The descriptions that follow can be uaced in the block diagram. The sensor output is amplified and 
conditioned by an operational amplifier. The on chip op-amps have low gain by traditional standards, but they are 
adequate for closed loop gains less than 50 provided allowance is made for the finite open-loop gain. The inputs 
transistors are MOSFET and so have inherently high input impedance and low bias current. The amplified sensor 
signal is converted to a current to drive the current controlled oscillator (ICO). The voltage to current converter has a 
differential input with the positive lead internally connected to the op-amp output, and the negative lead available for 
user connection to a reference point. The reference input is also a high impdance MOSFET input. The differential 
input voltage is driven across an on-chip 100 kn resistor to produce an output current. A fixed offset current 
(nominally 10 pA), derived from a band-gap generated voltage across an on-chip resistor is also added to the c m n t  
output in order to set the ICO center frequency and allow both positive and negative deviations. This type of input 
circuitry provides significant flexibility; however, some types of sensors may require more sophisticated front end 
circuitry. 
Figure 1. Telemetry chip block diagram 
The current into the ICO programs the magnitude of the current through an external capacitor. This 
external capacitor is charged and discharged between two fixed voltages. When the capacitor voltage reaches one of 
the voltage trip points, the direction of the capacitor cwrent is reversed. The resulting output of the ICO is a 
triangle wave between two voltages (nominally 400 mV and 800 mV) set by the band gap reference. Using voltages 
referenced to the band-gap reduces sensitivity to both supply voltage variations and temperature variations. The 
instantaneous frequency of the ICO output is described by equation I: 
f = (1.0 + Vd)/(0.8 RC) (1) 
where Vd is the differential voltage at the voltage to current converter input, R is 100 IcQ and C is the value of the 
external capacitor. Equation 1 shows that the signal of interest frequency modulates the ICO waveform. Frequency 
modulation allows constant voltages to be measured. The ICO's are designed for wide-band FM modulation in order 
to maintain dc accuracy. Constant voltages or currents are produced by a variety of sensors including strain gauges, 
chemical sensors and others. 
The triangle wave contains odd harmonics of the ICO's fundamental frequency. The harmonics from the 
low frequency channel will fall in the band allocated to the high frequency channel and cause interference. Because of 
this, both of the channels are put through a sine shaping circuit. The sine shaping circuit substantially attenuates 
the odd harmonics present in the triangle wave. A shape circuit is used because it uses much less chip area than 
filter circuits, requires no external parts, and provides maximum flexibility for configuring the sub-carrier channels. 
The two shaped signals are summed to produce a combined signal that contains all of the information from the two 
sensors. The signals can be summed because the center frequencies and frequency deviations are chosen to limit the 
amount of cross-talk between channels. 
The third channel is the temperature channel. The transducer is a temperature sensitive crystal which sets 
the frequency of the carrier oscillator. The carrier oscillator output is then amplitude modulated by the summed 
ICO signals. This final signal, which contains the two FM signals AM modulated onto the temperature signal 
drives a small coil which acts as an antenna. The coil generates a magnetic field that can be picked up by an external 
receiver. The temperature sensing crystal used to generate the AM carrier resonates at approximately 262 kHz at 25 
"C and nominally varies 9 HzPC. The temperature measurement can be calibrated to better than 0.1 O C .  
External Receiver 
The received signal is picked up by a small ferrite core antenna coil and amplified by an automatic level 
controlled amplifier. Level control prevents the amplifier from saturating thus preserving the AM modulation when 
the pickup coil is close to the transmitter. When the transmitter is far away the automatic level control increases the 
gain so that the AM signal can be discriminated from the noise. The amplified antenna signal is split into two 
paths, one for temperature and one for the other sensors. The temperature signal is sent to a zero-crossing detector 
which feeds a computer controlled frequency counter. The other two channels are extracted by AM demodulating 
the signal received on the non limited antenna signal. This signal is equivalent to the summed signal in the internal 
system. Bandpass filters are used to extract the individual FM channels. The separated signals are then individually 
FM demodulated by phase locked loop circuits. A final filter to remove the FM canier frequencies provides the 
measured physiological variables. 
SYSTEM CONSIDERATIONS 
Desinn Philosonhy 
Many of the design decisions were driven by the requirement that the final product be easy to manufacture. 
The custom IC was designed to use the minimum number of external parts in order to lower costs. The only 
external parts that must be separately assembled are the battery, sensors, ICO tuning capacitors, coil tuning 
capacitor, and the transmitter coil. Depending on the intended application there may also be gain setting resistors, 
signal conditioning capacitors, and other circuitry. This allows the user to customize inexpensive chips for different 
uses or for doing prototype work. If the volume of a particular application is high enough, some of the application 
specific circuitry could be integrated onto the chip to reduce costs. Another design consideration was to provide as 
many features as practical, while maintaining minimum chip area. 
The 1CO center frequencies are determined by the nominal bias point of the input amplifier, the voltage to 
current converter reference voltage, the offset current, and tbe extemal capacitor. The offset current is determined by 
the band-gap voltage and an on-chip resistor. Because of the wide variation (k 30%) in the absolute value of tbe 
on-chip resistors, the ICO capacitors will generally have to be selected or himmed in order to accurately set the 
center frequencies. Trimming the ICO center frequency also trims the frequency sensitivity of the ICO because the 
voltage to current converter uses an on-chip resistor that is matched to the resistor that sets the offset current. 
Applications that require low dynamic range and limited signal bandwidth may be able to use f& value ICO 
capacitors. 
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Figure 2. Frequency specuum for summed FM channels under maximum bandwidth conditions. 
Another possible bade-off is between signal bandwidth and dc accuracy. For wide bandwidth applications, 
the maximum frequency deviation of the ICO's should be around k 20 % of the center frequency. ?his range allows 
the second harmonic caused by distortion in the sine-shaper and receiver circuits to fall outside of the passband of the 
M signal, while still allowing for reasonable dc accuracy. Using +_20 % frequency deviation allows a total 
frequency error of 0.4 95 not related to the input signal while maintaining a 1 % of full scale dc accuracy. Many 
different channel assignments are possible for this device. Our test system uses center frequencies at 3.8 kHz and 20 
kHz. When modulated with maximum amplitude (k 20 % frequency deviation), maximum frequency (250 Hz and 
1.3 kHz) inputs (corresponding to maximum channel bandwidth the measured frequency spectrum for the 
summed signal shown in Figure 2 results. Second harmonic distortion from the sine shaping circuit appears as a 
weak signal that falls between the passbands assigned to the channels. The sine shaping circuit minimizes the third 
and fifth harmonics in order to keep cross-talk to a minimum. Allowing larger than 20 % frequency deviation can 
improve the dc accuracy, because this tends to reduce the relative importance of battery voltage, and temperature on 
the center frequency. If the maximum frequency deviation is raised much beyond the 20% level there will still be 
little cross-talk, but the second harmonic distortion will fall into the signal's own passband resulting in distortion. 
This is not a problem for dc signals, and is unimportant if the amplitude of high frequency inputs is small. 
The operational amplifiers have a variety of limitations. The input voltage range is from 800 mV below 
the battery voltage down to ground. The output voltage can cover the same range, but the gain drops and non- 
linearity increases when the output falls below 200 mV. The reference input range is the same as the op-amps, but 
behaves slightly non-linearly for voltages below.200 mV. A Schottky diode connected to ground and biased to a 
forward voltage drop of about 500 mV is available on the chip and can serve as a "virtual ground" for sensor 
connections. This "virtual ground" allows many types of sensors to be easily interfaced while maintaining the input 
and output signals above 200 mV. If the voltage to current converter is normally operated with zero differential 
input, then a change of 200 mV will cause a 20% frequency deviation. Some applications may benefit from having 
the voltage to current converter operate with a nominal differential voltage different from zero. This can either 
increase or decrease the change necewuy for a 20% frequency deviation depending on the sign of the offset. 
MEASURED CHARACTERISTICS 
The measurements below represent data taken from 4 functional telemetry chips and generally reflect 
worst-case measurements. 
Power S u ~ ~ l y  
Maximum supply currents is 690 pA at 2.5 V, 770 pA at 3.0 V, and 870 pA and 3.6 V. The 
transmitting coil current increases approximately linearly with increasing supply voltage, so that maximum 
transmission range is a function of supply voltage. 
Operational amplifier offset voltages from 8 amplifiers were 0.78, 0.36, 2.1, 6.1, -0.16, 0.87, -0.21, and 
2.6 mV. This is too small a sample to realistically determine the bounds of the offset voltage, but it suggests that 
selecting devices with less than 1 mV offset voltages should be possible. Measured open loop gain was 850 
minimum. The high frequency roll-off and slew rate limiting are well beyond the limits imposed on the signal 
bandwidth from considerations of the FM channel allocation. The offset voltage for the voltage to current converter 
circuits cannot be distinguished from the variation in offset currents added to the converter's output; however, based 
on the IC layout, it should be similar in magnitude to the op-amp offset voltage. The complete input circuit has a 
worst-case supply voltage to output current coefficient of 4.3 % N, which limits either the range of useful battery 
voltage, or the dc accuracy of the signal transmission. For example, if a dc accuracy of 1 % is necessary , then the 
battery voltage should probably not be allowed to vary more than 100 mV over the course of measurement in order 
to leave room for other dc errors. This poor characteristic is the result of insufficient output impedance of the 
voltage to current converter. The circuit which performs the voltage to current conversion has been modified to 
improve this characteristic on the next generation chip. 
Modulator 
Maximum non-linearity for ICO output frequency verses differential input voltage for unity gain connected 
op-amp is less than 0.5 % of full scale for reference voltages from 800 mV below supply voltage down to 200 mV. 
The worst case non-linearity rises to 1% when the reference input is grounded. Severe non-linearity occurs for 
reference voltages above the specified input range. The maximum amplitudes of the harmonics at Ule output of the 
sine shaping circuit over the entire supply voltage range and ICO operating frequency range from 2 kHz to 25 kHz 
relative to the fundamental amplitude were: -20 dB for the second harmonic, - 29 dB for the third harmonic, -36 dB 
for the fourth harmonic, -38 dB for the fifth harmonic, all remaining harmonics were below -40 dB. The supply 
voltage coefficient of output frequency is dominated by the voltage to current converter coefficient for a total worst 
case of 4.3 %N. The AM modulator circuit maintains the percent modulation between 50 % and 75 % over the 
power supply range. 
The supply voltage coefficient of oscillator frequency was immeasmble. Variations of center f3equency 
from unit to unit was no more than 2 Hz. 
Figure 3 shows the peak field strength of the transmitted signal from a coil having 300 turns in four layers 
8.6 mm in diameter by 8.6 mm tall. The transmitter was operating with a nominal 3 V power supply. Range in a 
typical commercial environment is greater than 60 a. Strong interfering signals can reduce the usable range. The 
transmitting coil current and field strength are proportional to supply voltage. This feature allows the power dsain 
on the battery to diminish as the battery voltage falls resulting in slightly longer battery life. The test coil used in 
this measurement is applicable to ingestible applications where tbe telemetry system is packaged in a capsule fom. 
Many other coil arrangements for different applications are possible. 
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Figure 3. Axial field strength vs distance from coil. Symbols are measured values and curve is theoretical field 
strength. 
The temperature coefficient of the FM channel center frequencies was c 0.48 %/'C, and was essentially 
equal to the temperature coefficient of the frequency sensitivity. This poor characteristic is basically the difference 
between the nominally 0.63 %PC temperature coefficient of the on-chip 100 kQ onchip N-well resistor, and the 
nominally - 0.15 %PC temperature coefficient of the external chip capacitors used in the test. This figure could be 
substantially improved by the use of N5700 dielectric capacitors, which will better compensate for the temperature 
variation of the on-chip resistors. Another possibility is to use a temperature correction algorithm on the received 
signal since the temperature of the telemetry system is always available. Future generation chips will probably 
utilize plysilicon resistors which use more chip area, but have only a + 0.09 %rC nominal temperature coefficient 
in order to improve tbis characteristic. 
EXAMPLE APPLICATIONS 
Temperature is one variable that is always measured. The temperature transducer is a crystal that was 
designed to have a large linear frequency verses temperature characteristic. Because this transducer is required to 
generate the AM carrier for the other two channels, temperature is always available from the system. 
One version of the telemetry system was customized to measure tendon force and the elecmmyogram of the 
muscle attached to the tendon. nis implanted configuration used a strain-gage based force buckle to measure tbe 
tendon force. The experimenter could measure the amount of force, and muscle EMG produced by a given nerve 
stimulus. Such a device could be used to monitor the performance of a nerve stimulator. 
Another example would be the measurement of pressure in the gastrointestinal tract. A capsule the size of a 
large vitamin pill could contain the telemetry system, pressure transducer, and a small battery. A bridge type 
pressure sensor could be used on one channel, while the other channel telemeters battery voltage in arder to 
compensate for changes in excitation voltage. An ingestible sensor of this type could measure peristalsis of the gut 
and also can pick up the respiratory rate.' 
Another application could measure the partial gas pressures of oxygen and carbon-dioxide in the 
gastrointestinal mct, also in the form of a swallowable capsule. CO, and 0, electrodes inside the pill could measure 
gas concentrations that diffuse through the silicone rubber outer coating of the pill. This measurement could be 
useful in detecting ischemia of the gastrointestinal tract. When blood flow to the gut is reduced, carbon dioxide 
builds up and oxygen is depleted from the tissues. These gasses diffuse through the tissues, so the ambient 
concenvation of these gases in the lumen of the gut change with i ~ b e m i a . ~  
The system is not limited to biological measurements. It could be modified to transmit data from any 
container whose integrity must be maintained. An example is a pressure gauge for vacuum systems that does not 
require a feedthru in the chamber. The pressure transducer would be interfaced to the telemetry chip and then the 
signal transmitted through one of the chamber viewing ports. The other channel could be used to transmit an analog 
or digital signal from the experiment in the chamber. 
CONCLUSIONS AND FUTURE PLANS 
A very small telemetry system has been designed and tested. Tbe system is ready to be integrated with 
existing sensors to produce a device customized for a specific need. A hybrid substrate is being designed to make the 
final outline of the ingestible device as small as possible. The projected dimensions of the ingestible device are 9 
mm diameter by 15 mm long. 
A version of the chip which is currently under production cwtains new digital functions to send a 
calibrationJidentification signal to the external receiver. With the calibration embedded in the data stream the receiver 
will automatically read it and apply it to the data. The calibration factors are added at tbe factory and are stored in the 
telemetry chip until it is activated. Other changes include a band-gap regulated output voltage for sensor excitation, 
various circuit improvements to reduce power consumption and increase power supply rejection ratios, and onchip 
power odoff circuitry. Many other future improvements are planned for this device including the ability to operate 
from a single 1.5 V battery. 
This work was supported by the Office of Technology Transfer at the Goddard Space Flight Center under contract 
NDPR92635. 
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ABSTRACT 
This papex presents a signal processing system that i) provides an efficient and reliable inseument for 
investigating the activity of neuronal assemblies in the brain and ii) demonstrates the feasibility of generating the 
command signals of praEtheses using the activity of relevant neurons in disabled subjects. The system operates on- 
line, in a fully automated manner and can recognize the transient waveforms of several neurons in extracellular 
nemqhysiological recordings. Optimal algorithms for detection, classification, and resolution of overlapping 
waveforms are devebped and evaluated. Full automation is made possible by an algorithm that can set appropriate 
decision thresholds and an algorithm that can generate templates on-line. The system is implemented with a fast 
IBM PC compatible pr>cessor board that allows on-line operation. 
INTRODUCTION 
Two equally important reasons have recently increased considerably the signif~cance of processing the signals 
generated by neurons. 
1) The expanding applicability of neural networks to diverse engineering problems has raised the interest in 
ner~ophysiological investigations that aim to study the collective behavior of n d  assemblies. It seems clear 
that advances in areas such as pattern recognition, memory storage, speech processing, computer vision, and 
control will be possible by a better understanding of biological neutal systems, especially the human brain. This 
promis has been recognized in the Congressional resolution designating the 1990's the "Decade of the Brain". 
Furthennure, the National Academy of Sciences indicated that neuroscience stands at the threshold of a signifkant 
expansion. However, as neuroscientists in The Johns Hopkins Medical School and other leading universities agree, 
an important prerequisite is instrumentation for observing the electrical activity of individual neurons and their 
assemblies. 
2) In aiding the disabled, various kinds of prostheses have been effective and have led to increased attention to the 
field. In c m t  prostheses, the motion command for a joint assisted or replaced by a prosthesis is generated by 
another joint for example, the command for the legs of a paraplegic is initiated with switches operated manually 
by the subject A recent direction of research, named wurd prostheses, aims to generate the commands in a more 
convenient, natural and potentially more effective mannex. In a neural prosthesis, the goal is to obtain the 
command directly from neurons or muscle fibres that are relevant to the target joint. If this can be achieved by 
obtaining the commands from the very neurons that once contro11ed the disabled joint, the most direct and natural 
link between the motion intent and the target joint can be developed. Here again, the prerequisite is 
instrumentation for obtaining the activity of neurons. 
Sensory or motor infomation is processed by biological systems in the form of a distributed representation 
supportexJ by a large number of neurons interconnected with excitatory and inhibitory synapses. The functional 
activity of an individual neuron depends on the strength of the synapses that provide excitatory or inhibitory input 
from other n e m s .  and on the activity of these neurons. When the net input is excitatory, above a threshold level, 
the neunwr fm and generates an action potential across its membrane. that hsts about 1 ms. Ongoing activity in a 
neurocl is manifested by a sequence of action potentials that can be recorded with an extracellular electrode. The 
main advantage over an intracellulaf electrode is the ability to record from more than one neuron at the same 
time, but the exeracellular eleceode also allows recording without damaging the neurons. The cost of these 
benefits is the requirement for sorting the interleaved neural spike trains (Fig. 1) to determine the firing instants 
of individual neurons. 
samples 
Fig. 1. Recordings at two different noise levels. The number on each spike indicates the 
corresponding neuron. The SNR of a spike in this study is defined as the rms value of the spike in 
units of standard deviation of noise. The SNR or the smallest spike (2) is about 4 in the top trace 
and about 2 in the bottom trace. Superpositions of pairs of spikes are labeled as 3-1 on the top 
trace and 2-1 on the bottom trace. The sampling rate was 32 KHz. 
Different neurons generate distinct spike waveforms in the recording, due to differences in their dendritic 
geometry and thc impedances of the medium c-ring them to the electrode. The activity of individual neurons 
can be determined by sorting the different types of neural waveforms. An essential challenge in extracellular 
recordings is the relatively low signal-to-noise ratios (SNR) that can occur in many cases. 'lhe background noise is 
mainly due to the activity of a large number of distant neurons resulting in a considerable overlap between the 
spectra of waveforms of interest and noise. Furthermore, since the noise process is primarily made of the 
accumulation of low amplitude spikes, the autoconelation function of noise has significantly high coefficients at 
lags as large as the average duration of a neural spike (about 1 ms). Moreover, two neurons often fire 
concurrently, their spikes overlap in the recording (Fig. 1) , causing additional difficulty in recognizing the 
activity of individual neurons. The neural waveform recognition problem is a typical example of detection and 
cMcation of transient patterns embedded in colored noise. 
In madings far brain research, it is preferable to achieve neural spike sorting on-line because immediate 
feedback on the recording allows better control of experimental conditions and recording quality, reducing the 
time requirement f a  the neuroscientist and the animal subject. In neural prosthesis applications on-line operation 
is essential. ThiP requires a signal pmashg system that can operate in a fully automated manner, without human 
supervision. We developed signal processing and pattern recognition algorithms as well as a hardware 
implementation that operate with theoretically optimal recognition performance, on-line, in a fully automated 
manna [l-51. 
Thc data used in the development of this analyzer were recorded from the primate cortex using a filter pass- 
band of 10 Hz to 10 KHz, a 12 bit A D  converter and a sampling rate of 32 KHz. 
ALGORITHMS 
In order to determine the activity of individual units, an automated system should perform three main tasks: i) 
discrimination of waveforms from noise (detection), ii) discrimination &tween waveforms of different units 
(clasifiication), and iii) separation of overlapping waveforms (resolution of superpositions). 
The analyzer performs detection by computing the power p(k) of the signal N(k) within a running window of 
A wavefm is detected when the power exceeds an appropriate acceptance threshold which is set with an 
automated algorithm. Power &&ction yielded considerably better results than the widely used amplitude detection 
in tests comparing the detection performance as a function of SNR. The SNR was defined as the ratio of the signal 
rms value (computed with n samples) to the standard deviation of noise in the record. With the daeuion 
thresholds set for a false positive rate of less than 0.196, power detection was 100% and 94% correct at SNRs of 3 
and 2. whilc ampliiude detection provided 95% and 71% correct detection respectively. The system generates, on- 
line, a template f a  each unit to & used in classification. When the templates become available, the detection of the 
comsponding wavefm types can be improved with matched filtering. The improvement obtained with matched 
filtering can be as high as 40% more correct detection than the power detection technique, at low SNR levels. 
Scveral methods for neural spike classification, ranging Erom amplitude discrimination to principal 
components and minimum mean-squareemx, have been suggested [613]. In previous comparison studies [7] 
principal components and templase matching using Euclidean distance were found to be the best for spike sorting 
in noisy data. Because tht statistidy optimal Bayesian classification can be achieved by template matching and 
becaus~ cumnt tcchno1ogy allows its on-line implementation, we focused on neural spike sorting by template 
matching. In view of the diversity of applicable classifdon techniques, the emphasis of this project was placed 
on &doping the thearetically optimal approach that could provide minimal noise sensitivity. Therefore. the 
optimal template matching approach was investigated and evaluated. 
In the template matching method. each waveform is represented by n consecutive samples digitized on the 
waveform and it can be viewed as an n dimensional vector. The waveform vector of a given neuron will vary 
somewhat each time that this neuron fires, due to additive random noise. 'ihe waveforms of the same neuron will 
form a clustez in sample space. around the centroid that would be observed in the absence of noise. When the 
distribution of noise amplitude is Gaussian, as in neural d n g s ,  the optimal Bayesian classification can be 
achieved by computing the mean of the cluster of each neuron and by setting a decision boundary around each 
mean with a distanct mettic that depends on the covariance matrix of noise. 
The probability density p(x) of a multivariate Gaussian cluster distribution is: 
where, x is the n-dimensional random waveform vector, C is the wvatiance matrix of x vectors in that c l ~ ,  ICI 
is the determinant of C, and m is the mean vector in the cluster. In the multiclass problem, each class has its own 
cluster and probability density. 
Let the data have K different classes represented by wi with the class index i = 1. ..., K. Multiclass Bayesian 
classification is performed with discriminant functions that are based on the class densities and a prwn 
probabilities of the classes. A convenient choice of discriminant function is: 
where, gi(x) is the discriminant function, p(xlwi) is the probability density of class i, and P(wi) is the a prwri 
probability of class i. The class to which a candidate pattern belongs is determined by computing the values of the 
discriminant function using the pattern's vector x for each class. The pattern is assigned to the class with the 
highest discriminant function value. 
When each class has a multivariate Gaussian distributim, the expression for gi(x) becomes: 
This expression can be further simplified because the (nlog2x)/2 term is the same for each class, the covariance 
matrix Ci is the same f a  all classes and the a priori probability of each class is assumed to be the same. Thefore, 
cldcation with this discriminant function becomes equivalent to classification according to the minimal value of 
the quantity: 
which is known as the squared Mahalanobis distance between x and mi. Constant Mahalanobis distance contours 
are ellipses centered around the mean of each class; these ellipses coincide to equal density contours on the 
multivariate distributions. In most applications, it is desirable to have the option of leaving some pattern 
unclassified or rejecting them. To do so, only patterns that have a distance below an acceptance threshold arc 
classified. This is equivalent to seuing an elliptical decision boundary mund the mean of each class. 
None of the reported neural spike sorting applications have used the Mahahobis distance in classification 
because of its computational burden. The Euclidean distance which has been commonly used, is equivalent to 
setting a circular decision boundary and provides suboptimal results. The extent of performance loss due to the use 
of Euclidean distance depends on the covariance mamix of noise, the noise level of the data and the similprity 
between different classes.'lhe Euclidean distance can p v i &  satisfactory results regardless of the c o v h  
mabix of noise if the noise level is relatively low and the clusters of different classes are sufficiently apart. Our 
recent studies, using 32-sample templates and 5 different neural spike classes embedded in typical neural recotding 
noise, showed that if the Euclidean distance between the means of the two closest clusters is more than 14 standard 
deviations of noise, perfect classifdon can be obtained. But as the clusters get closer and/or the noise level 
increases, the performance drops and the loss, ref- to the optimal case, can reach up to 25%. 
The extent to which Euclidean distance deteriorates the classification perfonnance depends on the covariance 
matrix. The higher the autocorrelation in noise, the higher the eccentricity of the elliptical distributions and the 
lower the performance will be with Euclidean distance. However, if the noise had no autocmelation, the 
covariance mauix would be diagonal and the Euclidean distance would provide optimal classification. Therefore, 
the system that we developed whitens the data before classifying the waveforms. Whitening is achieved with a 
digital FIR or IIR filter whose coefficients are determined by modeling the noise in the recording. The model is 
an autoregressive moving average (ARMA) model 1131 and its inverse provides the whitening filter. 
The contribution of whitening to template rnakhing performance was evaluated using a test data set with 5 
diffaent spike types and prior knowMge of exact templates. With the ~cceptance threshold set to provide fewer 
than 0.1% false positives, the correct classification performance on raw data was 96% and 74% correct, at SNRs 
of 2 and 1 respectively, while on whitened data the performance increased to 100% and 91% correct respectively. 
When two neurons fire simultaneiously theiu waveforms overlap and generate a complex waveform that does 
not match any of the templates of individual neuron waveforms. Such superpositions occur with considerable 
frequency depending on the number of neurons in the recording, their firing rates, the duration of the action 
potentials, and the timing relations between the action potentials of individual neurons. Failure to recognize the 
spikes that overlap can cause underestimation of the firing raw, and can affect severely the analytic measures of 
inevent  timing, such as aoss-correlation between neurons or inter-spike interval histograms. In a typical 
recording containing waveforms from 5 neurons firing at moderately high rates, about one third of the 
waveforms may overlap. 
The neural waveform analyzer that we developed includes a superposition resolution algorithm that essentially 
subaacts each template from the complex waveform and attempts to classify the remainder. The resolution is 
performed on whitened data and provides an optimal template matching approach for this task. The perfonnance 
of this algorithm was evaluated in tests where all templates were available. With the acceptance threshold set to 
provide fewer than 0.1% false positives, the correct resolution performance was 100% and 95% correct at SNRs 
of 3 and 1.5 respectively, on whitened data 
Besides the three main functions of detection, classification and superposition res01ution, two othef functions 
are needed for a fully automated on-line system. The first one is automated threshold setting that requires a 
segment of only noise in the record. The decision thresholds for the power value in detection and the Euclidean 
distance in cWication have to be set in accordance to the level of noise in the recording. Therefore, in order to 
set the thre3holds automatically, a section that contains only noise has to be segmented from the recording. 
Furthermotc. this has to be Qne at the beginning of the process, without using any of the detection techniques 
mentioaed above because thresholds are not yet available. We developed an iterative algorithm that can separate 
the ndse from all other transient waveforms, without using templates or decision thresholds. This algorithm is 
based on rhc f ~ c t  that the amplitude of the noise process is normally distributed. The noise segmentation algorithm 
provided adequate results in test data sets that had SNR levels ranging from 1 to 10 and total spike rates of 5 to 
160 spikes per second. 
The second function required for full automation is template generation. The system should be able to observe 
the incoming data and determine a template for the waveform of each neuron. In the system that we developed, 
this is U v e d  witb unsupervised clustering iechniques that provide two different appogches: sequential a 
simult~aeous. In the sequential clustering approach, the first spike detected becomes the first template, 
qmscnting the waveforms of the first neuron (type 1). The second spike is compared to this template; if the 
distance is lower than the acceptance threshold, the second spike is classified as type 1 and the template is updated 
by averaging. If the distance is greater than the acceptance threshold, the second spike waveform is used as a 
different template, representing a second type of spike waveform. Each subsequent spike is classified similarly and 
either the carresponding template is updated a a new type is initiated The sequential clustering algorithm 
provided appropriate templates in the data sets that we used for evaluating the system. We are c m t l y  
investigating simulramous clustering algorithms that have potential for increasing the clustering performance at 
very low SNR levels. Simultaneous clustering algorithms use clustering criteria applied simululneously to a large 
number of waveforms obtained at the start of the recording. The templates generated by such algorithms do not 
depend on the detection sequence of waveforms and the effects of noise at low SNR levels are reduced. 
The block diagram of the complete system is shown in Fig. 2. At the beginning of the recording, an initial 
section of the digitized data is processed by the noise segmentation algorithm that provides segments of only noise 
to the system. The thresholds for detection, classification and superposition resolution are set automatically using 
the extracted noise segments. The noise segments are also used by the ARMA modeling algorithm which in turn 
provides the coefficients of the whitening filter. After these preprocessing steps that last several seconds, the 
remaining recognition functions are performed on-line using a double buffering input arrangement. 
nized waveforms 
- - - -  
Fig. 2. Block diagram of complete system. Shaded components represent preprocessing 
algorithms. 
At the start of the recognition process. since templates are not available, waveforms are detected with the 
power detector that passes indicates the occurrence times of the detected events to the classifier. The classifier 
applies sequential clustering to the whitened data to generate and update templates for each neuron in the 
recording and uses the templates for classifying the waveforms on the whirened data. Each time that a wavefm 
matches a template. the cormpriding type and occurrence time is recorded and the matching template is updated. 
If the waveform does not match any template, it is first assumed to be a superposition and placed in the 
c m w g  stack. 
The superposition resolution algorithm attempts to resolve each waveform in this stack by using the templates. 
If the unknown waveform can be resolved in tenns of two templates. these two templates are updated and two 
spikes are recorded. If the waveform cannot be resolved then it is considered to represent a new n e w  that 
started to fm and this waveform becomes a new template. 
In some cases, waveforms that cannot be classified or resolved can be artifacts or spikes of very inactive 
neurons that are not worth pursuing. The template controller monitors the activity of each type by computing the 
number of times each template has matched a waveform in the recent past. If the activity of a given template is 
lower than a preset level, that template is eliminated. 
When the template for a neuron is available, the detection of that type is performed by matched filtering, 
while power dewtion is kept active in order to detect new types as well as superpositions. 
HARDWARE 
The system is implemented on an IBM PC compatible, floating-point processor board developed in 'lhe Johns 
Hopkins Applied Physics Laboratory. This implementation allows about 40 MFLOPS operation for most of the 
functions of the system such power detection, whitening, classification. superposition resolution, matched filtering 
and template update. using assembly language. Each of the two 4 MBytes memory banks of the processor is 
connected to a parallel ID port that can transfer data at a rate of 80 MBytes per second. The recorded signal is 
digitized with a commercial A/D board that s m s  the data directly on one memory bank of the pmcesm using 
DMA through one of the parallel I/O ports, without passing from the IBM PC and without requiring time Erom 
the CPU of the processor. The on-line recognition results obtained by the processor are passed to the IBM PC 
through the second parallel I/O port for display and archiving. The human interface provides displays of the raw 
data, whitened data, m i n g  power values, matched filter outputs, templates, clusters projected on two 
dimensions, as well as measures of the data quality and the recognition difficulty. Further display functions such as 
correlation histograms, interval histograms, and raster plots of spikes can also be implemented. 
CONCLUSION 
We developed a fully automated system that can recognize the transient waveforms generated by several 
neurons in an extracellular recording. The most significant contributions of this system are i) theodcally optimal 
operation that provides minimal noise sensitivity, ii) the ability to generate all operational parametem (e.g. 
templates and thresholds) automatically and on-line, allowing its use with minimal human supervision, and iii) 
resolution of superpositions, providing an indispensable tool for more complete data acquisition. 
Furthermore, since the processor is a general purpose computation tool, its use is not limited to only sorting 
the waveforms. After the recording, the same hardware programmed with a high level language such as C, can be 
used for investigating the collective behavior of many neurons. By allowing both waveform recognition and 
furthe? neurophysiological investigation, this system provides a cost effective instrument for neuroscience 
research. 
The fully automared and on-line operation is a unique property of this system that shows the feasibility of 
reliable on-line recognition of neural activity for neural prosthesis applications. In neuroscience research 
applications, fully automated on-line operation enables more eff~ient recording and processing. This is the result 
of the reduced human supervision and the irnmediale feedback that the system can provide to the user. By 
eliminating the need for the constant supervision that available systems require, the system that we developed 
allows more time and focus to the neuroscientist for the proper management of the experiment. Moreover, by 
recognizing and reporting immediately the activity of neurons, the system provides valuable feedback and 
guidance for the recotding. Research decisions that are made several days after the recording, can be made during 
the recording owing to the immediate, automated results. This more efficient operation can lead to a reduction in 
the use of labommy animals. 
This system is an example of the transfer of military technology to civilian and commercial applications. 
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IMPROVED INHALATlON TECHNOLOGY FOR SElTING SAFE EXPOSURE LEVELS FOR 
WORKPLACE CHEMICALS 
Bruce 0. Stuart, Ph.D., DATS 
Medical Department 
Brookhaven National Laboratory 
Upton, New York 11973 
I ABSTRACT 
Threshold Limit Values recommended as allowable air concentrations of a chemical in the workplace are 
often based upon a no-observable-effect-level (NOEL) determined by experimental inhalation studies using 
rodents. A "safe level" for human exposure must then be estimated by the use of generalized safety factors in 
attempts to extrapolate from experimental rodents to man. The recent development of chemical-specific 
physiologically-based toxicokinetics makes use of measured physiological, biochemical, and metabolic parameters 
to construct a validated model that is able to "scale-up" rodent response data to predict the behavior of the 
chemical in man. This procedure is made possible by recent advances in personal computer software and the 
emergence of appropriate biological data, and provides an analytical tool for much more reliable risk evaluation 
and airborne chemical exposure level setting for humans. 
INTRODUCTION 
The Brookhaven National Laboratory (BNL), located in Upton, NY, has reactivated its Inhalation 
Toxicology Facility (ITF), under the auspices of a five-year collaborative research agreement with ManTech 
Environmental Technology, Inc. (ManTech Environmental), Research Triangle Park, NC. Coordinated under 
legislation set forth in the Technology Transfer Act of 1988, ManTech Environmental with Brookhaven National 
Laboratory will utilize these facilities and its resources for the conduct of toxicological research and testing to 
address a national need, i.e., providing inhalation biology studies to set safe levels of response to workplace 
chemicals. The ITF and its adjoining Veterinary Services Complex-Laboratory Animal Facility (VSC) are 
integral components of the BNL Medical Department. 
The ITF, located in the eastern corner of the Medical Department complex (Figure I), in its renovated 
configuration, encompasses a dual corridor system, to expose, monitor, and test virtually any gas, vapor phase, 
or aerosolized chemical of concern from a human health standpoint. BNL has conducted a variety of studies 
at the ITF on behalf of several governmental sponsors in the past, including the Department of Energy (DOE), 
the Department of Defense (DOD), and the National Institutes of Health/National Institute of Environmental 
Health Sciences (NIEHS) and the National Toxicology Program (NTP). The ITF/VSC performs toxicological 
research and testing of chemicals of interest to a variety of sponsors, including both regulatory and non- 
regulatory governmental agencies, civilian agencies, DOD, as well as sponsors from the private sector. 
FACILITY DESCRIYI'ION 
A complete description of existing and newly renovated areas of the ITF and supporting VSC are 
provided in this section. Supporting floor diagrams, flow charts, and equipment utilization plans also are included 
in order to better present this detailed information for review. 
Floor Plans 
A detailed floor plan of the ITF and VSC are shown in Fi e 2. The 6,500-ft2 ITF building is located P at the eastern corner of the Medical Department and has a 1,800-ft basement. The basement is devoted entirely 
to mechanical equipment to support the facility. New heating, ventilation, and air handling/air conditioning 
(HVAC) systems ensure that clean air flows out of the clean corridor at all access points (Figure 3). The ITF 
is divided into three areas: (1) access corridors (clean and dirty), (2) regulated inhalation exposure areas, and 
(3) the actual chambers and other equipment designed for containment. Two barriers are created between the 
access corridors and potential airborne hazardous chemicals in the chambers by maintaining the air pressure in 
the chambers at 5 mm water less than the pressure in the inhalation exposure area, which is in turn maintained 
about 5 mm less than the pressure in the clean access corridor. 
The general access (non-regulated) area contains two offices, two laboratories, an electron microscopy 
suite, a glassware washing room, and several closets all opening from the "dirty" corridor. Two windows allow 
observation of the regulated exposure laboratories from the non-regulated access corridor. 
The regulated inhalation exposure area consists of the clean corridor; two large inhalation exposure 
laboratories (A and B); generation, preparation, and analytical laboratories; cage and rack washing areas (air 
lock "A" and "B"); and two general purpose exposure rooms for acute and subchronic inhalation studies. The 
regulated area is separated easily into two distinct areas by locking a normally closed door in the hallway 
connecting the two chamber rooms. A hazardous material preparation laboratory, cage washing facilities, rack 
wash-down facilities, and the necropsy room open into Chamber Room A. An analytical laboratory, the 
necropsy room, and the general purpose exposure rooms open into Chamber Room B. The corridor outside 
these exposure rooms connects directly to the VSC clean corridors of the Medical Department. The installation 
of two air locks in the rack wash-down areas serving Chamber Rooms A and B ensures directional air flow and 
equipment flow toward the dirty corridor, but also prevents any airborne test material from escaping into the 
dirty corridor. As a standard operating procedure, all personnel must shower prior to entering the clean corridor 
and must shower out before exiting the laboratory into the dirty corridor using the two separate locker facilities 
connected to the air locks adjacent to Chamber Rooms A and B. 
Heating. Ventilation and Air Conditioning 
The non-regulated area, including offices, has a single pass air-handling system (Figure 4) with a 
common supply and local exhaust ventilation. The 5000 CFM air supply system is located on the roof with 
outside air being filtered, chilled (for dehumidification), heated, humidified, and HEPA-filtered before entering 
the ductwork. It is reheated in the ducts before entering each room, as required. The non-regulated area is 
maintained at a slight pressure positive to ambient pressure. 
Four separate HVAC systems supply air to the building (Figure 4A, AC-W, AC-lB, AC-M, AC-2B). 
The main exhaust is through three laboratory hoods, each with its own separate HEPA filter and exhaust blower 
on the roof (Figures 4A and 4B). In addition, there is local exhaust ventilation provided in the laboratories, the 
showers, and in the chemical storage cabinets by individual blowers on the roof. 
The air supply systems for the chambers (AC1, Figure 4A) and for the inhalation exposure rooms (AC2, 
Figure 4A) are located in the basement. Supply for the inhalation exposure room air is filtered through 
prefilters, HEPA filters, and charcoal filters. The 10,000 CFM supply is completely redundant up to the point 
where air enters the common air supply duct that goes up to the inhalation exposure rooms. The exhaust air 
from these rooms is removed through hoods and exhaust louvers in rooms (Figure 3). The air then enters a 
common exhaust system (E2) and is passed through HEPA filters and charcoal filters located on the roof prior 
to entering the environment. 
The HVAC system for the inhalation chambers and glove boxes (AC1-El, Figure 4A) is also redundant 
with supply and exhaust fans interlocked. Chamber exhaust air is cleaned immediately after exiting the chambers 
before entering the exhaust duct. This system also has backup filtration with both HEPA and charcoal filters 
on the roof in the event of an accident or a malfunctioning chamber filter. The supply air system (AC4, Figure 
4B) for the clean corridor and the ITF is located on the roof. This system also provides air supply for the animal 
quarantine area and bedding storage. The supply systems and exhaust systems are completely redundant. 
Electrical 
Emergency power is available to all the HVAC systems associated with the inhalation exposure area and 
the chambers and glove boxes. Each room in the building has a single light fixture and an outlet (marked by 
a red cover) on emergency power. 
Fire Protection 
The building has sprinklers located throughout, and heat sensors are located in the supply air ducts. 
The building is constructed of foam sandwich panels on exposed steel (noncombustible universal building code 
type 11-N). Ceilings in the inhalation exposure area are made of sealed plasterboard supported by a steel grid. 
Ceilings in the non-regulated area are made of fiber tile. Interior partitions are constructed of gypsum board 
on metal studs in the non-regulated area and of concrete block painted with epoxy coating in the inhalation 
exposure area. 
Phvsical Desien Features 
Containment 
The primary containment system in this facility consists of Chamber Rooms A and B, the analytical 
laboratory, the hazardous material preparation laboratory, the necropsy room, inhalation chambers, and glove 
boxes serviced by the AC1-El HVAC systems. 
The HVAC system for the chambers and glove boxes is redundant with supply and exhaust fans 
interlocked, Filtered, conditioned air supplied at + 8  cm water pressure (wg) is available in two ducts along the 
wall in each chamber room. Chamber air is exhausted through one of four high pressure (-30 cm wg) continuous 
welded stainless steel ducts, also located on the walls of the chamber rooms. Chamber air is cleaned 
immediately after exiting the chambers before entering the exhaust ducts. The air-cleaning devices are selected 
for the specific chemical under study. Each filter holder has provision for a HEPA filter and an appropriate 
vapor absorber. Vapors or gases are absorbed on charcoal, which is changed when necessary. Aerosols can be 
removed on HEPA filters. If other prefiltering devices are required, they will be installed in the chamber and 
the common exhaust system. This system also has backup filtration with both HEPA and charcoal filters on the 
roof in the event of an accident or a malfunctioning chamber filter. In the event of a failure of one system, the 
backup system will come on automatically within 5 sec, and an alarm will be sounded. The start-up also is 
accomplished with time delay relays to establish exhaust negative pressure first, in order to prevent the inhalation 
chambers from going positive with respect to the chamber room. All generation equipment is configured with 
"normally closed" solenoid valves that immediately terminate the flow of test chemical into the chambers in the 
event of power failure. 
Under normal operations, no toxic or potentially carcinogenic chemicals will be airborne outside the 
primary containment system. All chemical standardization, generator loading, sample preparation, and chemical 
storage will take place inside the primary containment system. Whenever a chemical is handled in the secondary 
containment space or in the non-regulated area, it will be doubly contained in nonbreakable containers. 
The secondary containment is the regulated area which is serviced by air supply and exhaust systems 
AC2-E2. Air for the regulated area is filtered through prefilters, HEPA filters, and charcoal filters. The 10,000 
CFM supply is completely redundant up to the point where air enters a common air supply duct that goes up 
to the regulated area. The exhaust air from the regulated area is removed through hoods located in the Test 
Material Preparation Room (Figure 3) and the two air-lock exhaust systems serving chamber rooms A and B 
(Figure 3). The air then enters a common exhaust system (E2) and is passed through HEPA filters and charcoal 
filters located on the roof prior to entering the environment. The exhaust air-cleaning system consists of six sets 
of 2000 CFM HEPA-plus charcoal filters. Each set of filters can be isolated from its exhaust fan with manually 
controlled dampers for filter change-out. The exhaust fans, also in duplicate, are interlocked to the supply fans 
to form two independent systems. If any part of one system fails, the entire system shuts down and the backup 
system starts up independently of the other system. Start-up is arranged with time delay relays such that the 
exhaust system comes on before the supply system to prevent the regulated space from becoming positive. When 
a failure occurs, alarms are triggered to indicate that the primary system failed and that the backup system is 
now in operation An analog pressure sensor detects the differential air pressure and controls the supply air to 
maintain the required pressure gradient. 
If the gradient falls below a set point, alarms (visual and audible) are activated. Alarms also are 
sounded when the differential pressure across the exhaust filters indicates that they should be changed, when the 
supply or exhaust damper is at a minimum, and when the supply duct air pressure falls below a set point. All 
alarms indicating a malfunction are sent to the local police headquarters which relays the alarm to the HVAC 
watch unit staffed 24 h/day. 
Inhalation Chamber O~erat ion 
Conventional inhalation exposure chambers are usually square in cross section and have pyramidal tops 
and bottoms (Figure 4A). Air is introduced at the top and removed at the bottom. Windows are provided and 
one side usually consists of a door that allows animals to be introduced into or removed from the chamber. Such 
systems can be safely used to expose animals to chemical vapors (and to some aerosol particles) when certain 
precautions are taken. At 15 air changeslhour (the flow rate normally used), the chamber concentration will 
reach 1% of its equilibrium concentration less than 20 minutes after generators of test chemical vapors or gases 
are shut down. A possible problem is the potential for the animals to exhale some of the vapors or gases of test 
chemical that had previously been inhaled. This outgassing is investigated on a chemical by chemical basis. 
These conventional systems are being used to expose animals to test chemical vapors such DMES 
(dimethylethoxysilane), styrene oxide, etc. Specific operational protocols are developed for each test chemical. 
Exposure of rodents to potentially toxic test chemicals in the form of particulate aerosols is a more 
complex problem. Even after the concentration is no longer detectable by air sampling, the internal chamber 
surfaces including the cages and the coats of the animals themselves may be contaminated by the test chemical. 
If not properly controlled, handling the animals and cages could present an opportunity for skin contamination 
or the inhalation by technicians of any particles reentrained into the air. For this reason, inhalation exposures 
to hazardous particulate test chemicals must be done using nose-only exposure chambers. Such systems enable 
investigators to expose animals to potentially hazardous test chemical aerosols while constantly maintaining a 
physical barrier between the exposed animal and the personnel operating the system, and virtually eliminates test 
chemical contamination of the coats of the animal. This system is available in the ITF, as is shown schematically 
in Figure 4B. Exposures are carried out in a chamber that can expose up to 50 rodents via the nose only. 
Aerosol generators are located above the chamber, and the atmospheric clean-up takes place in filters or 
activated charcoal purifiers located in the exhaust stream. All exhaust air is filtered once more through absolute 
filters for secondary air purification. Chamber exhaust air cleaning may include electrostatic precipitation or air 
scrubbing as the primary clean-up procedure backed up by HEPA filtration. 
Monitoring for test chemicals will be specific for the chemical in question. Many experiments will be 
conducted using four chambers; that is, three-dose level study plus a control. In the case of a five-dose level, 
four-dose level, or three-dose level study, one air analyzer, specific for the chemical in question, is used to sample 
the chambers consecutively. In addition, the system samples the chamber room and the common exhaust duct 
to verify that the room air is clean and that the air cleaning devices are functioning properly. Detectors will be 
chosen for their applicability to the chemical in question. Highly sensitive, dedicated instruments are available 
far many agents and will be used where applicable. Both gas chromatography and infrared spectroscopy are 
available with multiple valve switching for detecting vapors, and both techniques are capable of detecting more 
than one compound at a time. These instruments are calibrated with calibration gas mixtures. In addition, wet 
chemical methods may be used to verify the calibration. 
Real-time particle analyzers incorporating optical scattering sensors are used where applicable to 
measure the concentration and particle size of aerosols in the chambers. Light-scattering devices can be used 
where deposition on internal surfaces does not interfere with calibration set points. Cascade impactor samples 
are taken to assess particle size at multiple points within the chamber. 
By the use of such rigidly controlled test rodent exposure systems to provide much more reliable data, 
and computer-assisted techniques for physiologically-based toxicokinetic analyses of the data, valid determinations 
of allowable workplace air concentrations for specific chemicals can be obtained. As an example, the question 
was addressed of whether the change in workshift schedule from a standard 5-day, &hour/day work week to a 
different schedule involving longer shifts would affect the cumulative body burden of carbon tetrachloride in 
exposed workers. A physiological model for inhalation uptake of carbon tetrachloride in the rat was developed 
and then used to predict the kinetics of uptake in humans. It was found that the accumulation and removal of 
carbon tetrachloride in humans, based upon scaling up by the model using known biochemical and physiological 
parameters, followed a much slower time constant to cause greater retention of this airborne chemical at the end 
of the work week. This revealed that altered buildup patterns would occur with the longer work shift, requiring 
a longer between-shift recovery period. These techniques have also been expanded into more reliable risk 
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ABSTRACT 
The Active Hydrazine Vapor Sampler (AHVS) was developed to detect vapors of hydrazine (HZ) and 
monomethylhydrazine (MMH) in air at parts-per-billion @pb) concentration levels. The sampler consists of a 
commercial personal pump that draws ambient air through paper tape treated with vanillin (4-hydroxy-3- 
methoxybenzaldehyde). The paper tape is sandwiched in a thin cardboard housing inserted in one of the two 
specially designed holders to facilitate sampling. Contaminated air reacts with vanillin to develop a yellow color. 
The density of the color is proportional to the concentration of HZ or MMH. The AHVS can detect 10 ppb in less 
than 5 minutes. The sampler is easy to use, low cost, and intrinsically safe and contains no toxic material. It is most 
beneficial for use in locations with no laboratory capabilities for instrumentation calibration. This paper reviews the 
development, laboratory test, and field test of the device. 
INTRODUCTION 
Hydrazine and monomethylhydrazine are widely used in space programs as rocket propellants. HZ is used in 
the Emergency Power Unit of the United States Air Force F-16 fighter planes. Commercially. HZ is used in 
applications such as a polymerization catalyst, boiler feedwater oxygen scavenger. blowing agent, and photographic 
developer. Hydrogen compounds are highly toxic and suspected carcinogens. In 1989, the American Conference 
of Governmental Industrial Hygienists (ACGIH) [I] proposed to reduce the HZ and MMH Threshold Limit Value 
(TLV) from 100 ppb and 200 ppb respectively to 10 ppb to protect personnel working with these substances. This 
reduction will significantly impact personnel safety monitoring because a near realtime, easy-to-use, commercial 
detector for measuring such a low level was not available. In response to the ACGIH proposal, the NASA 
Instrumentation Section at the John F. Kennedy Space Center (KSC) initiated an effort to develop the needed 
instrument. Contracts were awarded to three vendors for the development of electrochemical, ion-mobility, and paper 
tape technologies for a portable vapor detector. At the same time, the NASA Toxic Vapor Detection Laboratory 
(TVDL) initiated an in-house development for an AHVS for interim use. This paper reviews the development effort 
and provides the laboratory and field test results. 
BACKGROUND 
In 1991, techniques and prototype samplers capable of detection of 10-ppb HZ and MMH in air were developed 
[2]. The samplers were based on the use of a commercially available, intrinsically safe personal pump drawing 
ambient air through paper treated with a mixture of vanillin and phosphoric acid. Special holders were designed to 
facilitate sampling through the paper tape. The detection and quantification of this low-ppb concentration are based 
on the development of yellow color on the paper upon exposure to the IWMMH vapors. After laboratory 
development testing, two designs of the prototype were field tested and evaluated by KSC Environmental Health and 
Safety personnel. While the users found the detection capability of the prototype generally acceptable, they requested 
modifications that would minimize possible contamination and degradation of the chemically treated paper, allow 
easier use and documentation of results, and provide improved viewing of the color development during sampling. 
To achieve these requirements, new sample holders were designed and tested both in the laboratory and in the field 
at KSC, White Sands Test Facility, and Hill Air Force Base. 
SAMPLER DESIGN 
The AHVS shown in figure 1 consists of three parts: 
(1) A commercial. intrinsically safe personal pump. Its flowrate is preset at 1 or 2 liters per minute. 
(2) A card holder. The TVDL designed two card holders. The open-face design is for monitoring general 
areas, whereas the closed-face design with a viewing window is for sampling through a small opening 
for leak detection. 
(3) An ZIZJMMH card. The card is made of a strip of paper tape coated with vanillin that develops a 
yellow color upon contact with HZ or MMH. The chemistry is shown in figure 2. The intensity of 
the yellow color is proportional to the concentration of HZ or MMH. The paper tape is sandwiched 
in a thin cardboard housing with two 1.5centimeter-diameter windows in the front and back. The 
windows are designed to align exactly with the air passage in the card holder. The card is enveloped 
in a special packet to ensure the integrity of vanillin chemistry until the card is ready for use. The 
NASA vanillin hydrazine card was obtained from GMD Systems Inc. 
OPERATION 
Three steps are followed to use the device: ( 1 )  altach the appropriate sample holder to the pump, (2) insert and 
clamp a card in the sample holder, and (3) turn on the pump to take the sample. For a 10-ppb concentration, the 
recommended sample time is 5 minutes at a 1-liter-per-minute sampling rate. Higher concentrations require less 
sample time. The color, as it is developing, shows on the front window of the card. After sampling, the card is 
removed from the holder, and the color is compared with a calibrated concenuation estimator, which is a wheel 
consisting of five shades of yellow corresponding to five HZ/MMH concentrations. Using the colcx wheel, the 
approximate HZh4M.H concentration can be determined in the field. The color developed can also be measured in 
terms of a chroma reading using a Minolta Chroma Meter. Accurate concentration is determined by comparing the 
chroma reading to an HZiMMH chroma calibration curve. The color wheel and chroma calibration chart are shown 
in figure 3. The color wheel was obtained from GMD Systems Inc. 
LABORATORY TEST 
V a w  Generation and Validation Eaui~ment 
The TVDL precision vapor generation system was designed to deliver known concentrations of HZ and MMH 
at controlled conditions of temperature (T) and relative humidity (RH) (figure 4). The system consists of four 
components: (1) a Kin-Tek Span Pac Model 361 precision vapor generator, (2) a Miller-Nelson Model HCS-301 
flow/T/RH controller, (3) a sample vessel, and (4) a T/RH monitor. 
The Kin-Tek vapor generator consists of three permeation devices housed in three temperature-controlled ovens. 
The permeation rate of the device is determined by the temperature of the oven. the length of the polymeric tube, 
and the polymeric material used. By first flowing small amounts of nitrogen through the permeation device and then 
diluting the hydrazineinitrogen mixture with "conditioned" air from the Miller-Nelson unit, precise concentrations 
of HZ and MMH vapors are generated for use as standards. The TVDL uses a coulometric procedure for the 
validation of the standard vapor concentrations. 
The coulomemc procedure is simple and accurate. The hydrazine vapor is first collected in an irnpinger 
containing a 0.1-molar sulfuric acid absorbing solution. Following the vapor absorption, the amount of hydrazine 
in the solution is analyzed by constant-current coulomeUic titration. The procedure calls for dissolving a small 
amount of potassium bromide crystal in the absorbing solution. A direct electric current passing through a solution 
electrolyzes potassium bromide to form bromine, which rapidly reacts with hydrazine present in the solution. As 
long as hydrazine is present, the bromine concentration is undetected. At the moment all hydrazine has reacted. the 
Figure 1. Active Hydrazine Vapor Sampler 
Figure 2. Reaction of Vanillin and Hydrazine 
Figure 3. Color Wheel and Chroma Calibration ChYr 
bromine concentration increases to a detectable level, which signifies the end of titration. The length of tieation time 
is determined by the amount of hydrazine. This titration result is used for subsequent calculation of hydrazine vapor 
concentration [3]. 
Color Measurement Euuiment 
For laboramy characterization of the hydrazine vapor sampler, a Minolta Chroma Metex Model CR-200 was used 
(figure 5). The Chroma Meter Luminosity Chroma Hue Angle WHO) color system uses cylindrical wordhates to 
measure color. For measuring the yellow color developed by the reaction of hydrazii and vanillin, the chroma 
variable was used because the luminosity and hue angle are fairly constant and the chroma readings are proportional 
to the vapor concentrations. In the lab, calibration curves are established using chroma readings and hydrazine vapor 
standards. Using the lab calibration curve and chroma readings corresponding to the five colors on the color wheel, 
conceneration charts on the color wheel are established for field use. 
Lab Test Parameters 
The following test parameters and procedures were used: 
(1) Precision and Linearity: The samplers were exposed to MMH concentrations of 92.38.6.296, and 
950 ppb for four iterations at a standard laboratory vapor condition of 25 degrees Celsius and 45 
percent relative humidity. 
(2) Comparison of Open-Face and Closed-Face Samplers: Both sampler designs were subjected to the 
same precision and linearity tests and the results were compared. 
(3) HZ Versus MMH Test: With all other test conditions held constant, the sampler was tested with an 
HZ or MMH vapor of comparable concentrations. 
(4) TemperatudRelative Humidity Effects and Response Time: The sampler was exposed to a 10-ppb 
MMH vapor of a combination of temperature and RH conditions (0 to 84 percent RH and 5 to 40 
degrees Celsius) for 3 minutes. Color measurements were taken every minute at 25 degrees Celsius 
and 45 percent RH until the readings were stable. 
(5) Interference: Sunlight, ammonia, nitrogen dioxide, Freon. methyl ethyl ketone (MEK), and isapropyl 
alcohol (PA) were tested for positive or negative color development. 
(6) Shelf Life: Two batches of H Z M H  cards were stored in the refrigerator and ambient laboratary 
storage area respectively for up to 42 days. During this period, cards were drawn from the batches 
and tested for integrity. 
LABORATORY TEST RESULTS AND COMMENTS 
The following laboratory test results were obtained: 
(1) Precision and Linearity: Two data sets were obtained. For the lower concentrations, a 5-minute 
sample time was used, whereas for the higher concentrations, the sample time was decreased to 1 
minute. For both sets, the sample rate was 2 liters per minute, and chroma readings were taken 1 
minute after exposure. Tables 1 and 2 show the chroma readings of the respective sets of data. 
Figure 6 shows the linearity plot. 
(2) Comparison of Open-Face and Closed-Face Samplers: Table 1 shows data for both sampler designs 
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(3) HZ Versus MMH Test With all other test conditions held constant, the sampler tested with HZ a 
MMH vapor of comparable concentrations indicated a difference in results. Data are shown in table 
3 and plotted in figure 7. 
(4) Temperature/Relative Humidity Effects and Response Time: Chroma readings after exposure of each 
card to a T/RH condition were plotted (figure 8). The results indicated a minor temperam effect 
above freezing point and a minor RH effect. The color development was much slower at absolutely 
dry conditions. Color is developed as the vanillincoated paper picks up moisture from the air [2]. 
At a 10-ppb level, a difference of two chroma units represents 1.5 ppb. 
(5) Interference: No color is developed due to sunlight, ammonia, nitrogen dioxide, and Fmn  [4]. 
Table 4 shows MEK and IPA interference test results. The sample time was 5 minutes and the 
sample rate. was 1 literlminute. These tests indicated MEK and P A  do not interfere with MMH and 
HZ color development significantly. 
(6) Shelf Life: Chroma readings obtained from the test are shown in table 5 and plotted in figure 9. 
There appears to be a small degradation of the chemical. Although slight degradation is detected by 
the Chroma Meter, the degradation probably will not be detected by the color wheel in the field. A 
study performed by the Naval Research Laboratory [5 ]  indicated vanillin cards that passed the 
expiration date of November 1989 for approximately two years read an average of 20 percent lower 
compared with a fresh card. 
FIELD TEST 
The open-face and close-face AHVS was field tested by Ihe industrial hygienists at KSC, White Sands Test 
Facility, and Hill Air Force Base. Although Hill Air Force Base has not completed the test, both KSC and White 
Sands users have reparted the high sensitivity of the devices has greatly benefited them in the detection of extremely 
low levels of HZ/MMH vapors in near realtime. For example, the AHVS proved invaluable in the location and 
elimination of a serious, low-level source of contamination that had evaded detection using standard available 
monitors. The contamination some was identified as a pump used for the analysis of nonvolatile residue content 
in liquid hydrazine, which was moved from the fume hood to the lab's bench area in order to provide more space 
in the hood. As hydrazine vapor emitted from the pump due to hydrazine desorption, it contaminated the laboratory 
work area. KSC industrial hygienists used a conventional portable hydrazine instrument and a detection tube in an 
attempt to find the source. Both of these devices failed; however, AHVS quickly determined the pump as the culprit. 
Additionally. other devices failed to identify area contamination due to the cumulation of hydrazine vapor in a floor 
drain and a pin hold in a hydrazine storage drum. Both were identified by AHVS. 
The field test has also verified that the AHVS is rather specific for HZJMMH detection. Color development due 
to interferant was reported only in one instance that occurred when sampling a lunch room. In the lunch mom, the 
AHVS developed a pink color. The pink color was later confirmed in the lab as interference due to cigarette smoke. 
White Sands has reported that chlorine gas does not interfere with the vanillin chemistry. This was found during 
a hyrazine spill cleanup where the decontamination process called for the use of Clorox. 
Over ail, the user's evaluations of AHVS are very positive. More units were requested by users from other 
NASA centers and Air Force organizations. 
CONCLUSION 
The Active Hydrazine Vapor Sampler is an important development because it is the only known device to date 
that can accurately measure 10-ppb HZ/MMH in less than 5 minutes. In addition, the device is lightweight, 
extremely easy to use, relatively inexpensive (less than $1.000 per unit). and contains no hazardous materials. Since 
the device requires no chemical calibration, it would be specially useful for organizations that have no chemical 
laboratory to support insmment calibration. The device is also versatile; in addition to using it as an area monitor 
or a leak detector, it can be easily adapted for use as a breathing zone monitor. Furthermore, the device is not 
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Figure 9. Shelf Life 
limited to the measurement of HZ or MMH. 11s application can be extended to measure numerous other toxic vapors 
by a simple change of the tape chemistry. The device has polential to significantly improve the response time for 
early detection of other toxic vapors and, thus, enhance protection of all personnel working with toxic substances. 
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ABSTRACT 
With the February, 1992 announcement by President Bush to move the deadline for outlawing CFC (chloro- 
fluoro-carbon) refrigerants from the year 2000 to the year 1996, the refrigeration and air-conditioning industries 
have been accelerating their efforts to find alternative refrigerants. Many of the alternative refrigerants being 
evaluated require synthetic lubricants, are less efficient, and have toxicity problems. One option to developing new, 
alternative refrigerants is to combine existing non-CFC refrigerants to form a nonazeotropic mixture, with the 
concentration optimized for the given application so that system COP Eoefficient Qf Performance) may be 
maintained or even improved. This paper will discuss the dilemma that industry is facing regarding CFC phase-out 
and the problems associated with CFC alternatives presently under development. A definition of nonazeotropic 
mixtures will be provided, and the characteristics and COP benefits of nonazeotropic refrigerant mixtures will be 
explained using thermodynamic principles. Limitations and disadvantages of nonazeotropic mixtures will be 
discussed, and example systems using such mixtures will be reviewed. 
INTRODUCTION 
Nearly 100 years have passed since the idea of using refrigerant mixtures was first proposed, however, the 
full potential of nonazeotropic mixtures in refrigeration systems is relatively unexplored [I]. Renewed interest in 
nonazeotropic refrigerant mixtures has developed in the last 15 to 20 years, but their use is limited mainly to the 
laboratory. With the sense of urgency being placed on the industry to come up with safe, efficient, and reliable 
alternatives to CFCs, an increased effort to develop their commercial potential is warranted. 
The need to examine nonazeotropic refrigerant mixtures will be discussed as follows. First, the dilemma 
facing designers of refrigeratorlfreezers, air-conditioners, and heat pumps will be reviewed. Second, the 
uncertainties of the alternative refrigerants currently being developed to replace CFCs will be discussed. Third, 
the term "nonazeotropic" will be defined, and the characteristics and inherent benefits of nonazeotropic refrigerant 
mixtures will be described. The limitations and disadvantages of nonazeotropic refrigerant mixtures will also be 
identified. Next, research that has been conducted with nonazeotropic refrigerant mixtures, including a prototype 
heat pump developed for the Marshall Space Flight Center, will be explained. Finally, conclusions and 
recommendations will be discussed. 
THE DILEMhlA 
Due to their ozonedepletion potential (ODP), CFC refrigerants R-11 and R-12 will be among the Group 
I refrigerants un-available beginning in 1996 [2,3]. Other CFC refrigerants in the accelerated ban include R-114, 
R-115, and R-500, but the remainder of this discussion will focus on the replacement of the two most common 
CFCS, R-11 and R-12. 
The challenge of replacing R-11 and R-12 presents a great dilemma to manufacturers of home 
refrigeratorlfreezers since R-12 is a very popular working fluid for this application and R-1 1 is a common blowing 
agent used for refrigeratorlfreezer insulation [4]. In addition, home refrigeratorlfreezer manufacturers will be 
required to improve the efficiency of systems presently using these refrigerants by an average of 25% by 1993 
(relative to 1990 standards) and possibly another 25% by 1998 [5]. The air-conditioning and commercial 
refrigeration industries also rely heavily on both R-11 and R-12 as working fluids [6]. The next section discusses 
the success of achieving these new goals with some existing alternative refrigerants. 
ALTERNATIVE REFRIGERANTS 
R-134a is becoming widely accepted as the replacement for R-12 in domestic refrigeratortfreezer and 
automotive air-conditioning applications [7,8,9] and also as the replacement for medium pressure chillers which 
currently use either R-12 or R-500 [lo]. R-123 is considered one of the leading candidates to replace R-1 1 in low 
pressure centrifugal chillers [lo]. Unfortunately, these alternatives cannot simply be used as drop-ins for the CFCs 
they must replace; system enhancement, refurbishing, or component replacement is often necessary. Many 
challenges must be addressed before alternative refrigerants can be used on a full-scale basis. 
First, R-134a is not compatible with the mineral oils commonly used for compressor lubrication (1 11. 
There are a number of synthetic candidates being evaluated for use with R-134a. but none have been totally proven. 
The refrigeration capacity and coefficient of performance (COP) of alternative refrigerants must also be 
established. Numerous investigations have been conducted to determine the capacity and performance of alternatives 
relative to their CFC counter-parts. A comparison of R-134a with R-12 in a residential heat pump [12] showed that 
approximately the same heating output was achieved with R-134a, but the COP of the system was approximately 
15% less with R-134a than with R-12. Another series of tests [13] conducted at ARI (Air-Conditioning and 
Refrigeration Institute) Heat Pump Rating Conditions showed that R-134a exhibits a 6-1 1 % increase in COP for 
moderate and warm rating conditions, while R-134a has a nearly identical COP to that of R-12 for a cold rating 
condition. In a test conducted for a household refrigeratorlfreezer [9], R-134a was shown to consume approximately 
8 % more power than R-12 and require more run-time, resulting in an energy consumption 45 % greater than R-12. 
Tests conducted with R-123 indicate a 0 to 18% reduction in capacity compared to R-11 and a 0 to 15% reduction 
in COP [lo]. These seemingly contradictory results indicate that more tests need to be conducted to establish the 
performance and capacity of alternative refrigerants. There is agreement, however, that systems need to be 
optimized for the replacement refrigerants to achieve adequate efficiency and capacity. This is due in part to 
different specific volumes at the compressor inlet, requiring compressor re-sizing. 
The compatibility of alternative refrigerants with seals, bushings, gaskets, and other components is also 
still under investigation. R-123 may present some problems with elastomers made of Buta N or commonly used 
neoprenes, while R-134a has shown excellent material compatibility [lo]. 
Toxicity is another major issue. The Southern Building Code Congress International (SBCCI) requires 
either ventilation, or a refrigerant detector and an alarm that sounds at a level of 10 parts per million (ppm) for 
R-123 [14,15]. There is less concern with the toxicity of R-134a, although it too requires either ventilation or 
detection because of its ability to displace oxygen (14,151. Tests are presently being conducted to determine the 
carcinogenic effects of R-123, R-134a, and other refrigerants, with results expected by the end of 1992 [16]. 
The above discussion shows that much work has been done and is still being done to develop and test CFC 
pure-refrigerant alternatives. These alternatives have a lot of potential, but their total acceptance has not been 
established. Following is a discussion of another option. nonazeotropic refrigerant mixtures using existing non-CFC 
refrigerants. 
NONAZEOTROPIC REFRIGERANT MIXTURES 
Definition and Characteristics 
The word "nonazeotropic" comes from the root word "zeotrope" with the double negative "non" and "a" 
as a prefix. Zeotrope is derived from the Greek words "mu (to boil) and "trope" (to change). Perhaps the easiest 
way to understand a nonazeotropic refrigerant mixture (NARM) is to examine an azeotropic mixture (normally 
labeled an "azeotrope"). An azeotrope, as illustrated in Figure 1, is made up of two or more refrigerants and occurs 
only at a particular composition. An azeotrope behaves as a pure refrigerant, undergoing no temperature change 
during condensation and evaporation (single negative "a" with "zeo", to boil, and "trope", to change; i.e., no change 
during boiling). The thermodynamic properties of an azeotrope are different than those of its two constituent fluids. 
Common azeotrope refrigerants are R-500 (73.8 96 R-12 and 26.2 96 R-152a) and R-502 (48.8 % R-22 and 5 1.2 5% 
R-115). 
A nonazeotropic refrigerant mixture is made up of two (or more) refrigerants of different volatility [17] 
and does not act as a pure fluid. When these two refrigerants are used in a vapor-compression cycle, the mixture 
changes composition as it boils or condenses. As a result of this change in composition, a temperature variation 
occurs during a constant pressure phase-change process. The magnitude of this temperature variation or 
"temperature glide" is a function of the properties and relative composition of the mixture constituents. The two- 
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Figure 1. Two-phase Region for a Binary Mixture Figure 2. Two-phase Region for a Binary Mixture 
with an Amtrope  Occurring at Composition X. with no Amtrope. 
As liquid is vaporized during the evaporation process, the more volatile component (the refrigerant with 
the lower boiling point) will vaporize more rapidly than the less volatile component (high boiler). Therefore, the 
remaining liquid will be enriched with the less volatile component. From Figure 2, it is seen that as the liquid 
becomes more enriched with the less volatile component, the bubble point temperature increases. The bulk 
refrigerant temperature will rise as evaporation continues and will be at the temperature lying on the dew-point line 
at the completion of evaporation. Assuming that equilibrium exists at all points between the liquid and vapor 
phases, the concentration of the components in the two phases will be different. The points labeled (a) and (b) 
demonstrate this phenomena, marking the relative mass fractions in the two phases at some point along the length 
of the evaporator. The less volatile component is always more concentrated in the liquid phase than in the vapor 
phase. 
COP Benefits 
The potential benefit of a nonazeotropic refrigerant is illustrated in Figures 3 and 4. The arrows in Figure 
4 indicate the flow direction in the heat exchanger. Also note that the same line nomenclature is used in Figure 4 
as in Figure 3 (the solid lines represent pure refrigerant, etc.). It can be seen that using the nonazeotropic 
refrigerant mixture can reduce heat pump irreversibility and therefore, increase efficiency. The temperature of pure 
refrigerants is constant in the two-phase region. If the heat source or heat sink temperature varies throughout the 
heat exchanger, as is the case with a chilled water system or a hot-water heat pump, the irreversibilities associated 
with the heat transfer can be large. By utilizing the correct nonazeotropic mixture, the temperature difference 
between the refrigerant and the heat sourcelsink can be reduced, thereby minimizing the irreversibility produced 
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Figure 3. Temperature Variation Along Length of Figure 4. T-s Diagram of Counter-Flow Mixed 
Condenser and Evaporator. Refrigerant Heat Transfer. 
Assuming that the cycles for the pure refrigerant and the nonazeotropic mixture can perform the same duty, 
the ideal COP can be calculated for each cycle from the areas shown in Figure 4. The ideal (or carnot) COP of 
a heat pump using a pure refrigerant is simply the heat rejected by the condenser, Q, divided by the worffof the 
compressor, W. For the pure refrigerant case, Q is the area below the condensation line, 2 to 3. The work W 
for the pure refrigerant is represented by the area enclosed by the points 1, 2, 3, and 4. Therefore, the ideal COP 
for a cycle with an isothermal phase change (pure refrigerant) is calculated as shown in equation 1 .  Areas A and 
B represent the difference in irreversibility between the two cycles. The ideal COP for a cycle with a non- 
isothermal phase change (nonazeotropic mixture) is calculated as shown in equation 2. It can be proven 
mathematically that the COP calculation in equation 2 is always greater than the COP calculation in equation 1. 
Qc COP = - 
w 
COP = Qc - A 
W - A - B  
Similar logic can be applied to a refrigeration or air-conditioning system. Equations 3 and 4 represent the 
ideal COP for each cycle as calculated from Figure 4. In these equations, Q is the heat absorbed by the evaporator 
for the pure refrigerant case, and is represented by the area below the evaporation line, 4 to 1. Inspection of 
equations 3 and 4 shows that the ideal COP of a cooling system operating with a nonazeotropic mixture is also 
always higher. 
Q, COP = - 
W 
COP = Q, + B 
W - A - B  
The potential increase in COP is the greatest in applications where the heat sink and heat source 
temperatures are approximately equal and of relatively large magnitude. The minimum requirements to achieve 
these performance improvements are: the selection of a mixture that yields the desired temperature change in both 
heat exchangers, a counter-flow heat exchanger that takes advantage of the temperature glide of the refrigerant, and 
minimized degradation of the heat transfer process. The magnitude of the phase change temperature glide is related 
to the differences in the normal boiling points of the mixture constituents. 
Limitations and Disadvantages 
Nonazeotropic mixtures should be selected for a specific operating condition, i.e., a heat sourcelsink 
temperature glide that remains constant. Any great variation from the design point could cause a decrease in COP, 
to the point where using the nonazeotropic mixture is less efficient than using a pure refrigerant. 
Counter-flow or near counter-flow heat exchangers are necessary for both the condenser and evaporator 
to achieve benefits from nonazeotropic refrigerant mixtures. This is because a constant temperature difference 
between the refrigerant and the heat sourcelsink is necessary to minimize irreversibility in the condenser and 
evaporator. Ideally, the temperature glides of the condenser and evaporator must be similar in magnitude and slope. 
Generally, nonazeotropic refrigerant mixtures exhibit lower heat transfer coefficients in the condenser and 
evaporator [18]. This is due partly to the concentration differences between the liquid and the liquid-vapor interface. 
Diffusion from areas of greater concentration to areas of lesser concentration tends to slow down the condensation 
(or evaporation) process. 
When analyzing cycles for the pure refrigerant and the nonazeotropic mixture that perform the same duty, 
the heat exchange area of the condenser and evaporator must be greater for the nonazeotropic refrigerant mixture 
than for the pure refrigerant system. This is partly due to a reduction in log-mean-temperature-difference (LMTD) 
for the nonazeotropic system and also due to the reduced heat transfer coefficients. 
Another disadvantage of nonazeotropic refrigerants is the added degree of complexity should a leak occur 
in the system. The more volatile constituent will leak first, leaving a higher concentration of the less volatile 
constituent. The entire system may need to be evacuated so that the correct mixture concentration may be re- 
established. This situation may become dangerous if a flammable refrigerant is mixed with a non-flammable 
refrigerant. When separation occurs, the flammable refrigerant may once again be a fire hazard. 
TEST SYSTEMS USING NONAZEOTROPIC REFRIGERANTS 
Automotive Air Conditioning 
Tests on an automotive air-conditioning system were conducted to determine the feasibility of replacing 
ozonedepleting R-12 with a near-azeotiope blend of three refrigerants [8]. A near-azeotrope refrigerant is a 
mixture with a composition close to the azeotrope composition, acting nearly identical to a pure refrigerant (as does 
an azeotrope). The tests showed that the blend had a refrigeration capacity and COP slightly better than R-12. The 
blend also exhibited slightly better stability with compressor lubricants relative to R-12. The conclusions of the tests 
were that refrigerant mixtures show potential for use in automotive air-conditioning systems, although compressor 
replacement or modification is necessary. 
Domestic RefrigeratorlFreezer 
A domestic refrigeratortfreezer was tested using a nonawotropic mixture of R-22 and R-142b [19]. Energy 
consumption was measured for a full day while the refrigerator maintained average temperatures of 5" F and 38' 
F (-15" C and 3.3" C) in the freezer and food compartments. To obtain the best performance with the nonazeotropic 
mixture, the condenser and evaporator were modified to achieve a crosscountercurrent heat transfer arrangement. 
The local flow arrangement of an individual pass in this configuration remained cross-flow as in normal air-to- 
refrigerant heat exchangers. However, the overall flow arrangement became counter-current, therefore utilizing 
the advantages of the nonazeotropic mixture. 
Results of the tests indicated a 3 1% increase in performance for a mixture containing 52 % mass fraction 
of R-22 and 48% R-142b. The compressor was not modified or replaced for these tests, however, a synthetic 
lubricant was deemed necessary to achieve similar or better performance compared to R-12. Analysis indicated that 
an additional 5 %  increase in performance was possible by optimizing the motor and compressor design for the 
refrigerant mixlure. 
Air-to-Air Heat Pump 
A mixture of R-22tR-152a showed a 5.5% COP increase relative to pure R-22 for a 3-112 ton high- 
efficiency (by 1985 standards) split heat pump [20]. This COP increase, verified using DOE test procedures, was 
obtained without changing the cross-flow heat exchanger configuration of the original heat pump design. There was 
a capacity decrease (7.9 %) along with the COP increase, however, analysis predicted an 8 % seasonal savings using 
the mixture. The performance increase was attributed to thermodynamic property variations. Further COP 
increases could be realizd by employing a counter-flow heat exchanger or a cross-counter-current heat exchanger 
similar to the one referenced in the previous section. Even though the particular mixture tested may prove 
impractical due to the flammability of R-152a, the tests demonstrate the feasibility of nonawotropic mixtures to 
improve the COP of air-to-air heat pump systems. 
Water-to-Water Heat Pump 
A prototype heat pump employing a nonawotropic mixture of R-11' and R-22 was developed for the NASA 
Marshall Space Flight Center under a Phase I1 SBIR (Small Business Innovation Research) Contract. The prototype 
heat pump was developed to demonstrate the f~asibility of using a nonazeotropic heat pump for crew hygiene2 water 
ha t ing  on Space Station Freedoni 1211. 
Figure 5 is a schematic diagram showing that the condenser side of the heat pump serves as the water 
heater (heat sink) while the evaporator side picks up waste heat from the thermal control system (TCS) of the space 
station (heat source). The hygiene water requires heating from 70" F to 145" F (21. 1" C to 62.8' C) while the TCS 
water reaches 110" F (43.3" C) and is cooled to 50" F (10" C). The large temperature gradient required for the 
hygiene water system and the flexibility to adjust the TCS water temperature gradient make hygiene water heating 
on the space station an ideal application for a nonazeotropic heat pump. 
T o  compare the performance of a nonawotropic fluid to that of a pure fluid such as R-12, a theoretical 
analysis of the heat pump was performed from the thermodynamic properties of the two working fluids. The heat 
pump cycle for R-12 is shown in the T-s diagram of Figure 6 with a 45" F (7.2" C) saturated evaporator temperature 
I. During the SBIR contract, NASA did not require the contractor to consider CFC phase-out. Therefore, R-11 
was an acceptable refrigerant candidate, and contract objectives were met. 
2. When the nonamtropic heat pump contract was initiated, the hygiene water system was separate from the 
potable water system. Since then, the two system3 have been combined. 
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Figure 5. Water Heating Concept using a Nonazeotropic Heat Pump to Transfer Waste Heat from 
the Thermal Control System to the Hygiene Water System. 
and a 1500 F (65.6" F) saturated condenser temperature. The analysis assumed a 70% isentropic compressor 
efficiency, a 3 psi drop through each heat exchanger, 10" F (5.6" C) of condenser subcooling, and 5" F (2.8" C) 
of evaporator super-heat. In producing 3075 Btulhr (900 W) of water heating, the R-12 heat pump consumes 263 
W of power with a COP of 3.44. 
A similar analysis was performed using the same heat sink and source for a mixture of R-22 and R-11. 
The T-s diagram of Figure 7 displays the results. The same compressor efficiency, heat exchanger pressure drop, 
condenser sub-cooling, and evaporator super-heat were assumed as in the R-12 case. The refrigerant mixture enters 
the evaporator at 45" F (7.2" C), similar to the R-12 cycle, however, the refrigerant mixture increases in temperature 
as it boils until it reaches 105" F (40.6" C) at the evaporator outlet. The condensing process begins at 1500 F (65.6" 
C) as with the R-12 system, but the temperature glide of the refrigerant mixture results in 75" F (23.9" C) liquid 
at the condenser outlet. The nonazeotropic heat pump cycle produces the same amount of heating as the R-12 cycle, 
3075 Btuhr (900 W), while consuming only 102 W at a COP of 8.83. This dramatic theoretical COP increase is 
a direct result of the reduction in irreversibilities by using the nonazeotropic refrigerant mixture. 
Some of the reduction in irreversibility can be attributed to a reduction in compression ratio. Note from 
Figures 6 and 7 the differences in system pressures between the two cycles, especially compressor discharge 
pressure (state point 2). The two theoretical compression ratios are 4.7 for the R-12 cycle and 2.2 for the mixture 
cycle. The reduced compression ratio not only allows significant power savings, but also increases compressor life. 
CONDENSER HEAT REJECTION 3075 BTU/HR CONDENSER HEAT REJECTION 3075 BNRIR 
EVAPORATOR HEAT ABSORPTION 2178 BTUMR EVAPORATOR H U T  ABSOFIPTlON 2727 BTUIHR 
COMPRESSOR WORK 897 BTUMR COMPRESSOR WORK 348 BTU/HR 
COMPRESSOR POWER CONSUMPTION 263 WATTS COMPRESSOR POWER CONWMPTIQN 102 WAlTS 
COEFFICIENT OF PERFORMANCE 3.44 COEFFtClENT OF PERFORMANCE 8.83 
Figure 6. R-12 Heat Pump Cycle. Figure 7. Nonazeotropic Heat Pump Cycle. 
Recall from the previous section that in order to accomplish the same amount of water heating with the 
nonazeotropic heat pump cycle described, a counter-flow heat exchanger with more area than that of the R-12 cycle 
is necessary. Prototype testing of the nonazeotropic heat pump resulted in measured COPS ranging from 70% to 
90% of predicted values. 
CONCLUSIONS 
'l'his paper presents reasons to continue investigation of nonazeotropic refrigeraut mixtures. Due to CFC 
phase-out and higher efficiency standards, refrigeration and air-conditioning equipment designers face a dilemma. 
Uncertainties and problems associated with one possible solution, development of CFC alternatives, were reviewed. 
Another option, development of nonazeotropic mixtures using existing non-CFC refrigerants, was discussed, 
including definitions, characteristics, benefits, disadvantages, and limitations. Finally, tests of systems employing 
nonazeotropic mixtures were presented. 
RECOMMENDATIONS 
Because of the urgency to replace CFC refrigerants, it is recommended that the government and industrial 
sectors continue development of systems employing non-CFC nonazmtropic mixtures to the point of commercial 
and domestic application. It is suggested that this effort be conducted in parallel with the present effort to develop 
pure-refrigerant CFC alternatives. Possible non-CFC refrigerant combinations were not addressed in this paper. 
Reference 22, which contains a systematic approach for selecting ozone-safe refrigerants, is a good starting point 
for nonazeotropic mixture selection. 
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ABSTRACT 
Thirty five percent of residential indoor water used is flushed down the toilet. Five out of six flushes 
are for liquid waste only, which requires only a fraction of the water needed for solid waste. Designers of 
current low-flush toilets (3.5-gal. flush) and ultra-low-flush toilets (1.5-gal. flush) did not consider the 
vastly reduced amount of water needed to flush liquid waste versus solid waste. Consequently, these toilets 
are less practical than desired and can be improved upon for water conservation. This paper describes a 
variable-volume flushing (V-VF) device hat is more reliable than the currently used flushing devices (it 
will not leak), is simple, more economical, and more water conserving (allowing one to choose the amount 
of water to use for flushing solid and liquid waste). 
INTRODUCTION 
"Water is our most precious natural resource, but it is often taken for granted. We enjoy it, we waste 
it, we pollute it, assuming our need for water will be met in the future, as it has in the past, by merely 
turning on the faucet. Indeed it seems no thought is given to how water reaches the faucet and to whether or 
not the water will always be available when we want it. It's just there whenever and wherever we need it" 
The preceding quotation is from the Wafer Conservation Book of the American Wafer Works Association 
(AWWA) [I]. It sets the theme of this paper, which is water conservation by use of a more water-efficient 
toilet flushing device. Water shortages of varying degrees, due to droughts and/or inadequate development of 
water supplies, have occurred in almost all areas of the counuy. Moreover, it has been estimated that by the 
year 2000 more Lhan 20 percent of the country will xcasionaIly have serious water shortages [l].  It is 
obvious that increasing water-use efficiency is now mmdatory in the United States because of population 
and industrial growth, along with increased demand for agricultural irrigation. The benefits of water-use 
efficiency are many, including energy savings, protection of the environment, wastewater flow reduction, 
and reduced cost 
This paper addresses residential indoor water use, and water conservation in the bathroom, specifically 
related to toilets. Decreasing toilet wastewater flow saves energy, protects the environment, and saves 
money. Inside the home, most water is used in bathrooms. Figure 1 shows the average inside water use for 
nonconsewing homes [I].  Toiiets use 28 percent of the water inside the home, or 22 gallons per capita per 
day. Toilets and toilet leakage account for over one-third of the inside water use for nonconserving homes. 
The V-VF device could significantly reduce the percentage of toilet water use. 
The United States Environmental Protection Agency has a fact sheet entitled '21 Water Conserva~ion 
Measures For Everybody." Three of the twenty-one conservation measures described in this fact sheet are 
related to the toilet Conservation facts 10. 1 1 ,  and 12 are as follows 121: 
(10) Repair leaky toilets to save more than 50 gallons of water per day. Add 12 drops of 
food coloring into the tank. If the color appears in the bowl one hour later, the unit 
is leaking. 
(1 1) Install a toilet displacement device to save thousands of gallons of water per year, or 
5 to 7 gallons per flush. Place 1 to 3 weighted plastic jugs into the tank, making 
sure the jugs don't interfere with the flushing mechanism or a suitable flow. Or 
instead of jugs, use toilet dams that hold back a reservoir of water during each flush, 
saving 1 to 2 gallons. Don't use bricks because they can chip and foul the flushing 
mechanism. 
(12) When buying a new toilet, select a low-flush model that uses less than 1.5 gallons 
of water to flush, saving over 7,000 gallons per year per person. 
Showers 22.0 gpcd (83.3 Ud per capita) 
16.3 gpcd (61.7 Lld per capita) 
4.1 gpcd (1 5.5 Ud per capita) 
Washing machines 
16.5 gpcd (62.5 Ud per capita) 
7.0 gpcd (26.5 Ud per capita) 
1 2% Dishwashers 3% Faucets 
2.4 gpcd (9.1 Ud per capita) 9.0 gpcd (34.1 Ud per capita) 
Figure 1. Average Inside water use for nonconsewing home. 
I am in complete agreement with conservation fact 10. I am also in partial agreement with conservation facts 11 
and 12. A toilet displacement device and a low-flush toilet can save thousands of gallons of water per year. How- 
ever, this paper describes a V-VF device which I believe is a better approach to the toilet wastewater problem. It will 
conserve thousands of gallons more water per year per household than the low-flush toilets, ultra-low-flush toilets. 
and water displacement devices. The main reason for this belief is that the V-VF device allows the user to control 
the amount of water expelled from the toilet tank. Five out of six toilet flushes are for liquid waste, which needs only 
a fraction of the water volume per flush as compared to the amount of water required to flush solid waste. Table 1 
shows 7-, 5-, 3.5, and 1.5-gallon flush toilets compared with a 5-gallon flush toilet that has installed a V-VF device. 
The V-VF device is described in the next section of this paper. The comparison is made with six toilet flushes, five 
of which are for liquid waste and one which is for solid waste. It is assumed in this comparison that the user of the 
V-VF &vice uses 5 gallons of water to flush solid waste and 0.5 gallon to flush liquid waste. The above-mentioned 
numbers are based on the full tank capacity being used for flushing solid waste and a minimal amount of water used 
to replace the amount of water in the toilet bowl for liquid waste. 
The data in table 1 show that the low-flush, ultra-low-flush, and V-VF toilets are far more water conservative 
than the conventional flush toilets, with the V-VF toilet the most water conservative. Several additional benefits can 
be realized by using the V-VF device in the toilet tank. Low-flush toilets are defined as toilets that use no more than 
3.5 gallons per flush and meet performance standard A1 12.19.2M-1982 of the American National Standard Institute 
(ANSI). When low-flush toilets were first sold, reports indicated a need for double flushing; however, some claim 
this problem has now been solved. Expexience indicates that frequent double flushing is still required for flushing 
solid waste with a low-flush toilet. This creates water waste. Ultra-low-flush toilets (1.5 gal. per flush) also have 
several less than desirable features. They use a supply of compressed air to assist the flushing action. Residential 
models cost about 50 dollars more per toilet than low-flush models. Concerns still exist for double flushing and 
Tabk 1. Comparison of Group Water used for % water savings coaventlonal, low-, and 
ultra-low-flush toilets toilets 6 flushes (gal.) normalized to 7-gal. tank 
with a V-VF device Conventional, 7-gal. 42 
Lostalled in a 5-gallon Conventional. 5-gal. 30 29 
cmventlonal toilet Low-flush, 3.5-gal. 2 1 50 
Ultra-low-flush, 1.5 gal. 9 79 
Conventional 5-gal. with 7.5 82 
V-VF device 
sewer-lateral clogging. The Housing and Urban Development (HUD) conducted a water conservation study [31 in 
which it surveyed leaking toilets. Of 188 toilets tested, 20% leaked. Low-flush toilets leaked considerably more than 
older conventional toilets. From an extremely small sample size. 60 percent of the low-flush toilets were found to 
leak. Although the small sample size reduces the accuracy of the statistics, it is my opinion that a significant number 
of low-flush toilets may still have this problem, especially as they age. Water savings that may be d i z e d  by 
repairing leaking toilets are significant and may average 24 gallons per day per toilet [I]. When the low-flush toilets 
are made more reliable (less leakage and no double flushing), then the V-VF device can be installed in these toilets 
to realize additional wastewater savings. 
From the fzts  and statistics given above, one can understand that for water conservation it is important to have 
a toilet-flushing device that is reliable (will not leak), simple, efficient, and economical. The author offers the V-VF 
device as an option for reducing the water required to flush toilets. 
DESCRIPTION OF THE V-VF DEVICE (PATENT PENDING) 
There are three main objectives of the V-VF device: 
to allow the user of a toilet to control the amount of water expelled from the toilet 
flush tank according to the type of waste to be flushed. 
to achieve water conservation with a mechanism that is simpler than that used in 
conventional toilets or in other water conservative devices intended for use in 
conventional toilets. 
to provide a flushing mechanism that is more reliable (does not leak) and less 
expensive to manufacture than conventional flushing mechanisms. 
These objectives are met by replacing the overflow tube and the flapper outlet valve assembly of the conven- 
tional toilet with a low-density polyethylene bellowed tube that is compressible to any chosen amount in order to 
allow water to flow through the tube into the bowl, thereby flushing the toilet. By the elastic resilience of low- 
density polyethylene, the compressed bellowed tube becomes restored to its original height after flushing and when 
pressure on the tube is discontinued. 
Two versions of the V-VF device are described. One version (fig. 2) uses a handle protruding through the tank 
cover for compressing the bellowed tube in a plunger-like motion. Although this version of the device is simpler, a 
hole is required in the tank cover for installation. For this reason, it may be the least attractive of the two. The 
second version of the V-VF device (fig. 3), uses a handle on the front or side wall of the tank to cause rotation of a 
shaft which extends into the tank. By means of a cantilever beam, a vertical rod depresses the bellowed tube for 
flushing. This version may be sold as a replacement kit and, therefore, may be more readily introduced to the public 
in a cost-effective manner. 
Figure 2 is a view of the V-VF device employing a flush handle that rests on top of the toilet tank cover. It 
shows a conventional design of a toilet flush tank. Note that the water inlet mechanisms and water level controls are 
not shown. The collapsible bellowed tube, which is made of a low-density polyethylene-type material in the form of 
a bellows, provides complete elastic recovery when an applied stress is released. One end of the tube opens into the 
water outlet. It is affixed to the bottom of the tank to form a water-tight seal. When the handle is pressed downward, 
the bellowed tube is compressed to a point below the water level in the tank. A controllable amount of water enters 
the bellowed tube, flows through the water outlet, and thereby flushes the toilet. The handle lies flat on the tank 
cover when not in use. The pivot joint on the handle allows the handle to be rotated into a vertical position for 
flushing. The handle is provided with markings to indicate the volume of water flushed. Aftex flushing, the handle is 
released, the collapsible bellowed tube returns to its original uncompressed state, and water enters the tank up to the 
level controlled by the water inlet mechanisms (not shown in fig. 2) but no higher than the top of the bellowed tube. 
Therefore, the bellowed tube also is an ovedow tube which prevents excess water Erom entering the tank in case the 
water inlet mechanisms fail. The cap on top of the bellowed tube has openings to allow water to flow into the tube. 
The sleeve, with slits surrounding the bellowed tube, forms a cavity which allows water to enter into the cavity 
through the slits so that water surrounds the bellowed tube f a  flushing. The sleeve also prevents aansverse motion 
of the bellowed tube when it is compressed. This simple design minimizes friction between the bellowed tube and 
Water inlet 




F b u n  3. V-VF devlce Inside tank hovlng handle on front wall of tank 
178 
sleeve so that the tube has complete elastic recovery when the applied stress is removed from the tube. Also, 
minimal components are used in the design to produce a highly reliable, low-cost flushing mechanism. 
The second version of the V-VF device is shown in fig. 3. The flushing mechanism is actuated by the lever (on 
the front wall of the tank) and its attached shaft. The lever is rotated clockwise a chosen number of degrees to cause 
the cantilever beam to rotate in a similar fashion (move in an arc) and in turn causes the rod attached to the bellowed 
tube to move downward a given amount. Note that the arc-like motion created by rotation of the lever is converted 
into a vertical displacement of the bellowed tube. The user controls the volume of water flushed simply by rotating 
the handle a given amount. The rotation amount is shown by markings arranged in a circular pattern around the lever 
to indicate the volume of water flushed for a given rotation of the lever. 
CONCLUSIONS 
Two versions of the V-VF device were described: one version uses a handle that lies on the tank cover and 
another uses a handle on the front wall of the tank. Because it can be sold as a replacement kit for most conventional 
toilets, the latter version of the V-VF device is the most attractive for introduction to the public. 
It was shown that the V-VF device has a minimal number of parts, serves both as overflow and flushing tube, 
and is designed and constructed to be Iowcost, reliable, and readily adaptable to conventional and low-flush loilets. 
The V-VF device is more reliable than the conventional chain-flapper valve because it does not require a seal-tight 
contact between a movable flapper valve and the water outlet opening in the tank bottom. Also, most importantly, 
the V-VF device allows efficient control of toilet wastewater by enabling the user to choose the amounts of water for 
flushing both liquid and solid waste. Unhke the low- and ultra-low-flush toilets, double flushing is eliminated, and a 
more sanitary flush is accomplished with a reduced possibility of sewer-lateral clogging. Presently, it may be more 
advantageous to use the V-VF device in conventional 5-galloncapacity toilets instead of low-flush models because 
of the double flushing, leakage, and sewer-lateral clogging problems that might exist with these models. As an 
example, if double flushing of the 3.5-gallon-capacity toilet is required 50 percent of the time for flushing solid 
waste. then in actuality the 3.5-gallon tank becomes a 5.25-gallon tank when flushing solid waste. 
The variable water flushing feature, the elimination of double flushing, and reduced water leakage can save 
thousands of gallons of water per household per year. The average residence uses 107,000 gallons of water during a 
year, and an individual uses, on the average, about 123 gallons daily. One inch of rain on an acre of land generates 
27,000 gallons of water. This means that 4 inches of rainfall is required per acre to satisfy the average yearly 
residential water requirement. The quotation from the AWWA book that was given in the introduction of this paper 
should be taken very seriously, with the aim of achieving efficient water use and wastewater flow reduction. The V- 
VF &vice accomplishes both aims. 
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ABSTRACT 
A Computer-Aided Software Engineering (CASE) system has been developed at the Charles Stark Draper 
Laboratory (CSDL) under the direction of the NASA Langley Research Center. The CSDL CASE tool provides an 
automated method of generating source code and hard copy dcxumentation from functional application engineering 
specifications. The goal is to significantly reduce the cost of developing and maintaining real-time scientific and 
engineering software while increasing system reliability. This paper describes CSDL CASE and discusses 
demonstrations that used the tool to automatically generate real-time application code. 
INTRODUCTION 
Advanced flight vehicles rely heavily on software to accomplish their missions. The cost of designing, developing, 
testing, and maintaining avionics software (vehicle guidance, navigation, and control) is becoming an increasingly 
larger part of total vehicle cost. Until recent years. the lack of appropriate tools to aid in the creation of software has 
led to nonuniform development techniques and software that is difficult to maintain, and is either unreliable or very 
expensive to verify. Computer-aided software engineering (CASE) is a technology aimed at automating the 
software development process in order to produce cost effective and reliable software systems. 
One of the major problems associated with the development of real-time scientific and engineering software, aside 
from general software development issues, is communication among the developers. Typically guidance, 
navigation, and control (GN&C) algorithmic designs are created by engineers with formal educations in aerospace, 
mechanical, electrical, or other pure engineering disciplines, rarely from a software engineering discipline. These 
engineers use languages that are indigenous to their disciplines to specify and communicate their designs. These 
specifications are presented to software engineers who must interpret them, turn them into a software specification 
and, subsequently, flight code. 
GN&C engineers are not programmers and vice-versa. Consequently, they speak different technical languages. 
Communication between these groups concerning avionics designs is difficult and prone to error. Usually, 
programmers must confer with engineers extensively before a software specification adequately represents 
algorithms as conceived by the engineers. One solution to this communication problem is to educate GN&C 
engineers to cope with a diverse set and growing number of programming issues. Most engineers these days can 
program to some extent, but to expect them to perfect the art to the degree that programmers have is unreasonable. 
Another solution is to educate programmers to be able to design GN&C algorithms or more readily assimilate 
engineers' GN&C algorithms, which are becoming more diverse and complex. This solution is also impractical. 
Even programmers who have been developing flight code for years, do not truly comprehend the many static and 
dynamic interactions that must occur for a flight vehicle to carry out its mission. 
Problems are magnified when changes to the code are needed. Proper configuration management practices dictate 
h t  changes should be made first to the engineer's design, then to the software specification, and finally to the code. 
Unfortunately this is not always practiced, and documents become inconsistent and incorrect. A tool is needed that 
automatically transforms the design specifications developed by GN&C engineers into compilable flight code and 
the associated system documentation. A Computer Aided Software Engineering (CASE) tool being developed by 
the Charles Stark Draper Laboratory (CSDL) for the NASA Langley Research Center is such a system. 
This paper discusses approaches to software development and defines CASE in general terms. The CSDL CASE 
software development tool is described and several demonstrations that used the tool are discussed. 
APPROACHES TO SOFTWARE DEVELOPMENT 
There are several methods of developing software systems, as shown in figure 1. Early software efforts (fig. la)  
were, for all practical purposes, manual. Objectives and algorithms were communicated via combinations of verbal 
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Figure 1. Software development methods. 
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As expectations, confidence, and perceived flexibility of digital computation grew, so did the notion of computer 
programs grow into the notion of software and the art of developing these programs into the science of software 
engineering. Today software development, because of growing size and complexity, is viewed largely as a 
managerial problem. NASA. DOD, and industry have established standard methodologies for designing, develop- 
ing, and maintaining software. To support established methodologies, tools that assist the software development 
process through automation have been and are being developed (fig. lb). 
In order to achieve significant reductions in software costs it is necessary to treat the software problem not merely as 
a managerial problem but as a technological problem. By doing so, the software development process becomes 
automation based, as opposed to automation assisted. This automation based system is supported with knowledge 
acquired by experts as they interact with the system in operation. In this way, software development leverages 
accumulated knowledge that can be reused from application to application. Instead of people acting as bottlenecks 
in a flow to analyze functionality (fig. Ib), they serve to fine-tune accumulated knowledge as appropriate on new 
projects. Notice in figure lc that people have been removed from the mainstream of software development. The 
primary function of the mainstream process is to automatically apply accumulated knowledge and secondarily to 
incrementally acquire knowledge. CSDL CASE takes this approach. 
COMPUTER-AIDED SOFTWARE ENGJNEERING 
Computer-aided software engineering (CASE) is a software technology that began in the early 1980s. CASE is 
aimed at automating the software development process to improve software productivity and quality. The basic 
concept is to provide a set of well-integrated software tools and methodologies that automate the entire software 
development life cycle from analyzing application requirements to maintaining the resulting software system [I]. 
Hundreds of CASE tools have emerged over the last decade. Many of these tools are workstation-based using 
graphics and windowing capabilities to interact with the software developer. CASE tools automate a variety of 
software development and maintenance tasks such as creating structured diagrams and pictorial system specifica- 
tions, generating executable code and system documentation, and error checking. Generally a CASE tool covers 
only a portion of the software life cycle. Most CASE tools also support one or more software development method- 
ology, such as Yourden's structured design [2] or DeMarco's structured analysis [3]. These methodologies use 
notations that are composed of diagrams, graphs, charts, tables, and formal languages. 
CASE offers many enhancements to the software development process. Most of these benefits are a result of the 
automated environment that CASE provides through an interactive graphic user interface. Some of these benefits 
are as follows [I]: 
enforces software/information engineering, 
makes prototyping practical, 
frees developer to focus on creative part of software development, 
enables reuse of software components (prototypes, data, code, functional designs), 
simplifies program maintenance and reduces maintenance costs, 
reduces software development time and cost, 
improves software reliability and quality, and 
increases productivity. 
The introduction of CASE technology has changed the software development process. Traditional development 
emphasized the later phases of the software life cycle, with 65 percent of the effort placed on the coding and testing 
phases [I]. CASE automates much of the latter part of the software life cycle so more time can be spent on analysis 
and design. Table I shows the differences between traditional and automated software development [I]. 
Table 1. Differences between traditional and automated software development. 
Traditional Development 






CHARLES STARK DRAPER LABORATORY CASE TOOL 
Automated Development 
Emphasis on analysis and design 
Rapid iterative prototyping 
Automatic code generation 
Automatic document generation 
Automated design checking 
Maintain design specifications 
The foundation of the Charles Stark Draper Laboratory computer-aided software engineering (CSDL CASE) system 
was developed under the Draper Laboratory's internal research and development (IR&D) program [4]. It was 
supported by the Advanced Launch System (ALS) Advanced Development Program under the direction of NASA 
Langley Research Center from 1988 - 1989 and was known as ALS CASE [5] .  The advancement of CSDL CASE 
continues through the sponsorship of the NASA Langley Research Center and the Draper Laboratory Corporate 
Sponsored Research (CSR) program. 
Although there are many CASE tools available commercially, most support general purpose systems development. 
Those that do support real-time scientific and engineering software applications generally do so by providing 
"extensions" to the notations used to support the general purpose systems development. CSDL CASE supports real- 
time scientific and engineering software systems development from an engineering perspective. 
CSDL CASE views software design, development, and maintenance from the viewpoint of the application engineer 
161. The engineering design or functional specification is the software specification from which the source code is 
automatically produced. The functional specification is input into the CSDL CASE system in the form of 
hierarchical engineering block diagrams and algebraic equations, notations familiar to avionics and control systems 
designers. The resulting source code is then maintained by modifying the specification through the block diagrams, 
therefore, eliminating the need to maintain functional specifications, source code, and documentation separately. 
This approach enforces consistency, eases maintenance, and increases productivity and reliability since 
modifications are made solely to the functional specification through an interactive graphical user interface with the 
software system generated automatically. 
The architecture of the CSDL CASE tool is shown in figure 2 [71. This architecture, which is implemented on an 
engineering workstation platform, consists of a user interface, an automatic software designer, automatic code 
generators, and an automatic document generator. The user interface facilitates specification of algorithms and 
systems of algorithms as engineering block diagrams. The automatic software designer converts the graphical 
specifications into a machine-dependent design. Code generators automatically apply the syntax of the target 
language to the software design in order to produce source code. The document generator automatically constructs 
and prints hard copy documentation of the specification according to a specified format. The following sections 
describe this architecture in more detail. 
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Figure 2. CSDL CASE system architecture. 
User Interface 
The user interface was designed with the purpose of specifying systems of engineering algorithms as opposed to 
software designs. This specification emphasizes the functionality and interaction of algorithms in order to convey 
their meaning ro other engineers. Software designs by contrast do not clearly convey the meaning of algorithms and 
systems of algorithms. Instead, software designs dominantly reflect constraining characteristics of the execution 
environment such as computational resources, memory resources, input/output resources, and resource connectivity. 
Systems of algorithms are specified through extensive use of engineering block diagrams [8]. The computational 
aspects of a diagram are referred to as "transforms" since they explicitly transform inputs into outputs with no 
hidden side effects. The data aspects of a diagram are "signals" that carry information from one transform to other 
transforms. Hierarchies of both transforms and signal types can be built either bottom-up or top-down. For bouom- 
up design, predefined sets of building blocks for both transforms and signal types are supplied. In the case of 
transforms, these are called primitive transforms and are comprised of such lhings as add, subtract, multiply. divide, 
absolute value, switch, etc. For signal types, these are called predefined types and include integer, float, character, 
string and boolean. The user can also create his own signal types such as arrays and records. For topdown design, 
the engineer needs only to specify the input and output characteristics of a transform before using it in a block 
diagram. The details of the transform's data flow and processing can be deferred until a later time, or a body of 
existing code can be referenced rather than automatically generating code. 
A sample CSDL CASE user interface window is shown in figure 3. The window consists of many subwindows, 
called panes. The center pane can display either a block diagram or a description of a signal type. The three panes 
across the top of the window display the name, title, and type of the block diagram that is being edited. The 
additional three panes located at the bottom of the window display, from left to right, update messages, a menu of 
major specification options, and detailed responses to the selection of a major menu option. 
Figure 3 also gives an example of an engineering block diagram specification. The diagram is a graphical 
representation of functionality that is captured in a centralized, object-oriented knowledge base as a result of 
developing the diagram. The diagram is created by selecting and placing primitive transforms, user-defined 
transforms, input terminals, output terminals, and constant value terminals and then connecting them with signals. A 
transform is selected from a pop-up menu (see figure 3) and the resulting graphical representation is placed on the 
diagram. Input, output, and constant terminals are selected and placed by again calling up a pop-up menu, 
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Figure 3. CSDL CASE user interface window. 
Automatic Software Desimer 
The automatic software designer takes as input the object-oriented, functional form of the specification and 
determines a generic, procedural form which lakes into consideration characteristics of the execution environment. 
During the automatic design process, engineering diagrams are converted into procedures, functions, or in-line code 
depending on their usage. Each transform in a diagram becomes either a statement or a block of statements. A 
statement consists of an assignment to one or more variables or a call to a procedure or function. Input, output, and 
constant terminals are converted into their respective classes of variables. The automatic designer also generates 
variables when it is necessary to implement state. State variables appear as a result of feedback loops in the 
graphical specification. In addition, local variables may be needed to reflect the connectivity in a diagram; these 
variables are also generated by the software designer. Connectivity is also used to determine the execution order of 
statements. Traversals of diagram connectivity from both outputs to inputs and inputs to outputs are performed to 
determine which statements must execute in sequence, which may execute in parallel, and which are conditionally 
executed. 
Automatic Code Gene- 
A& and C source code generators have been developed. Each automatic code generator takes as input the generic, 
procedural form of a software design produced by the automatic software designer and creates source code in the 
syntax of the corresponding target language. while exploiting the functionality of the chosen language. 
The generated A& code is hierarchically structured and contains one Ada function and procedure for each function 
and procedure in the software design format. Since C is not a hierarchical language and recognizes only function 
program blocks, the C generator flattens the definition hierarchy and creates functions for both procedures and 
functions in the software design. 
jlutomatic Document Generator 
The documentation process consists of three distinct steps: generation, formatting, and printing. The document 
generator takes as input the same object-oriented, functional representation of the specification used to generate a 
software design. The generation process creates both the text and graphics for the title page and body of the 
document which reflects the block diagram specification. Although the generation is performed in CSDL CASE, the 
formatting and printing is performed on an engineering workstation using a commercial publishing software 
package. The final product is a fully collated document which includes a title page, table of contents, list of figures, 
sections and subsections, appendices, and an index. The entire document is composed and assembled with no 
manual intervention. 
APPLICATIONS OF CSDL CASE 
CSDL CASE has been used on both small and moderate size applications [9]. The small applications are a Boeing 
737 yaw damping system, a Martin h4arietta Lateral Acceleration Sensing System for the Titan IV, and a General 
Dynamics electromechanical actuator model. The moderate-sized applications are an autoland control system for 
the Boeing 737 aircraft, an autonomous exploration vehicle simulation, and a guidance and control system for a 
planetary lander. Each of the small applications resulted in the automatic generation of hundreds of lines of code 
and tens of pages of documentation. Each of the moderate size applications generated thousands of lines of code 
and hundreds of pages of documentation. The 737 autoland system is described below as a representative CSDL 
CASE application. 
Ada code and documentation for a Boeing 737 autoland flight control system [lo] were generated using CSDL 
CASE. The CSDL CASE specification for this control system was reverse engineered from a FORTRAN 
implementation and documentation for that implementation. This documentation contained both block diagrams and 
flowcharts. The autoland system controls pitch, roll, yaw, and throttle for the B737 aircraft from about 5000 feet 
altitude until touchdown. A& code and documentation were automatically generated using CSDL CASE [ l l ] ,  
resulting in approximately 3000 lines of Ada code and 200 pages of documentation. 
Execution of the Ada code was tested against execution of the FORTRAN code. The objective of this experiment 
was to determine deviations in the outputs of the automatically generated Ada code and the manually generated 
FORTRAN code. The FORTRAN implementation had previously undergone extensive testing. Tests were 
suuctured so that all paths within the design would be exercised. A test was conducted by subjecting FORTRAN 
code to a time varying set of inputs as it executed. Both inputs and outputs were recorded. The Ada code was then 
executed, using the recorded FORTRAN inputs. Outputs were compared to the FORTRAN outputs. 
Thirty-three tests were performed. Eleven discrepancies were detected. Nine discrepancies were u-aced to the 
CSDL CASE user; these were errors in the block diagrams that had been specified to the automatic programming 
system. Two discrepancies were traced to errors in the FORTRAN code. No errors were traced to either the 
automatic software designer or the automatic Ada code generator. 
As a byproduct of this activity, a strategy for testing code that is based on engineering block diagrams was 
developed [ I l l .  This strategy prescribes a method for designing tests that cover the functionality expressed by block 
diagrams while minimizing the number of tests. The test design is dependent on the types of transforms in a block 
diagram and their connectivity. 
As an extension of this activity, the Ada code was regenerated and targeted for a flight critical computer system. 
The objective of this demonstration was to show that the code produced with CSDL CASE is not only suitable for 
execution on a general purpose computer for prototyping or simulation purposes, but that the code is also 
appropriate for a typical flight critical architecture. The architecture used for this demonstration was the Advanced 
Information Processing System (AIPS) [12] being developed at the Draper Laboratory for NASA Langley. 
AIPS is a set of hardware and software building blocks that can be configured in various ways to form fault-tolerant 
distributed computer system architectures. An APS configuration can be used for a broad range of applications, 
including highly-reliable flight critical applications. An APS node can consist of a single Fault Tolerant Processor 
(FTP), duplex FTPs, or triplex FTPs, depending on the function criticality and needed reliability. A node can even 
contain one or more Fault Tolerant Parallel Processors (Fr'PPs), if large capacity throughput is needed for the 
application. Hardware fault detection provides low fault tolerance overhead. System services are provided by an 
operating system written in Ada. The system complexity is hidden from the applications; therefore, the applications 
developer does not have to consider redundancy during application development. 
The objective of this demonstration was met. The feasibility of using unaltered CASE-generated code on a flight 
critical architecture was demonstrated. First, enhancements were made to CASE to allow the AIPS FTP to be one of 
the architectures available for code generation. This enhancement entailed altering the automatic code generator to 
reflect AIPS system dependencies, particularly to include the appropriate math library instantiations and 
communication routines. 
The steps involved in the actual demonstration are illustrated in figure 4. Specifications for the Boeing 737 autoland 
system were entered into CSDL CASE using the interactive graphical interface (see figure 3). Ada source code 
targeted for the AIPS FTP and detailed documentation were generated. The Ada code was compiled on a Digital 
Equipment Corporation MicroVax using the XDAda compiler [I31 and linked with the AIPS operating system. The 
automatically generated code was successfully executed on the AIPS FTP while interacting with a dynamic 
simulation of the Boeing 737 executing on the MicroVax. Proper performance was verified visually during 
execution by a Macintosh display of aircraft state. The displays graphically depicted the aircraft trajectory, attitude, 
and attitude rates. These displays are shown in figure 5. 
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Figure 4. Boeing 737 autoland demonstration. 
Table 2 contains data from one run of the demonstration. Initially, the aircraft was flying level at 1500 feet, 
approximately 118 knots, and was aligned with the runway. The glideslope was intercepted at 34.8 seconds into the 
simulation and took approximately seven seconds to capture. As is graphically depicted in figure 5, there was no 
overshoot during glideslope capture and no oscillation along the trajectory. During flare, the system removed all but 
an acceptable amount of vertical velocity (-3ft.Iscc.). 
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Figure 5. Aircraft status and trajectory displays. 
Environmental Conditions: 
Atmosphere = STD62 Heading = 67.33 deg. 
Winds = None Elevation = 9 ft. 
Runway = Langley 07 Desired Glideslope = -3 deg. 
F l i~h t  Conditions: 
Initial Glideslope Glideslope Near Begin 
Condition Intercept Capture Mid-descent Flair Touchdown 
T (set) 0.00 34.8 42.4 109.6 175.31 181.41 
Alt (ft) 1500.00 1499.75 1461.00 738.73 56.04 18.87 
Gamma (degl 0.00 0.004 -2.995 -2.99 -2.99 -0.87 
CAS (kts) 1 17.85 117.73 119.75 118.01 117.84 108.54 
Yaw (de6) 67.33 66.95 67.17 66.90 67.29 67.33 
Pitch (deg) 3.97 3.52 -0.17 0.90 ----.- --.--. 
Roll (ded 0.00 -0.07 0.16 0.03 -0.76 0.26 
HDOT (1.1 /s) 0.00 0.01 -1.16 -10.42 - 10.34 -2.76 
Table 2. Boeing 737 autoland expcrimcnt data. 
Advanced Guidance Demonstration 
In  a follow-on effort to the Boeing 737 autoland experiment, thc process of demonstrating automatically-gcncrated 
Ada code on a distributed fault-tolerant computer architecture is being pursucd. This demonstration is a morc 
extensive experiment to further test this technique for developing a flight critical computer system. The application 
for this demonstration, an advanced adaptive guidance algorithm for a launch vehicle, is much more ambitious. 
During analysis, engineers converge on a single algorithm that they consider to be the baseline design. This baseline 
design is then transcribed into the fonn of a software specification, since the software specification is typically 
different from the design form used during analysis. Typically, errors are introduced during 1) the initial 
transcription from the analysis representation to the software representation and 2) during maintenance of both the 
analysis and software representations. 
In order to avoid these errors and simultaneously reduce development time by eliminating duplicated effort, the 
algebraic specification capability of CSDL CASE is being modified to accept MATLABm scripts. MATLABTM is 
an analysis and simulation tool used for the development and test of guidance and control algorithms [14]. This 
feature will allow both analysis and flight code to be developed from a single specification. When iteration on a 
design for analysis purposes is complete, the software specification is, therefore, also complete. The analysis and 
development of the guidance algorithm for the experiment is being performed with MATLABm. This aspect of the 
demonstration is intended to show, with MATLABr"" as an example, that it is possible to generate Ada and C code 
from design specifications, and that design analysis and simulation tools will be usable within CSDL CASE. 
Also being demonstrated in this effort is the ability to generate and execute code for a distributed architecture, as a 
network of AIPS FTPs and FTPPs (Fault Tolerant Parallel Processors) will be used for execution. As in the 
previous experiment, the code will be executed on the AIPS while interacting with a dynamic vehicle simulation 
executing on a MicroVax. The process for this demonstration is shown in figure 6. 
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Figure 6. Advanced guidance demonstration on distributed AIPS. 
FUTURE ACTIVITIES 
Future activities include the development of an Automated Testing Subsystem, a Software Design Methodology 
User Interface, and the inclusion of formal semantic representations for software designs. Commercialization is also 
being pursued. 
Automating testing would involve automating the five steps common to testing, namely: 1) design; 2) setup; 3) 
execution; 4) analysis; and 5) documentation. Design is the determination of how the code will be exercised and 
monitored in order to ensure that the code complies with its corresponding requirements. Setup is the process of 
collecting and assembling all of the components that are specified in a test design. These components can include 
source code, object code, load modules, simulators, input data, specifications on &ta to be collected during 
execution, and expected test results. Execution is the process of downloading a load module to a target environment, 
initiating execution, monitoring and collecting data, and terminating execution. Analysis is the process of 
determining if actual results agree with expected results. Documentation, obviously, consolidates information in the 
previous four steps for dissemination and review. Clearly, automated design and thorough analysis are the most 
complex of the described steps. The remaining three steps and simple analysis are candidates for an initial prototype 
automated testing system. 
Automated test setup will allow test data to be specified for each transform (or selected transforms) in an application 
design. Test clriver code will automatically be generated for the supplied test data. For execution, a load module 
will be automatically developed for the target environment. A capability will be provided to automatically compile, 
link, and execute test code, and then monitor execution on the user's workstation while recording data. This process 
should be controlled from the user's workstation, even if the code is executed on another machine. Simple analysis 
will be accomplished by comparing achieved results with desired results. The results and discrepancies will be 
documented in a test report. The display screens and documentation could both vary in complexity from the output 
of numeric values to graphs, plots, or complex visualization techniques. Naturally, an initial prototype will employ 
the more simple means of data display. 
Methodolqey User Inlafacg 
The objective of the Software Design Methodology User Interface (SDMUI) is to allow software designers to 
specify a software design methodology and automatically apply that specified methodology to a functional design. 
Software design methodologies that are specified through this SDMUI, will be able to be reused on different 
functional designs. It will be possible to reconfigure a functional specification from one software design into 
another. Reconfigurations retain the specified functionality of an application design but alter elements of a software 
design such as memory utilization, execution time, modularity, and compile time in order to optimize execution on a 
specific execution environment. Formal representations will be used to define software designs, system constraints, 
and software designing methodologies. 
Formalisms for representing the semantics of software designs will be investigated. Formalisms will be used to 
develop a language for representing software designs and methodologies for manipulating software designs. All 
manipulated versions of a software design should contain the same functionality but would consume different 
computational resources (i.e., functionally equivalent designs would be represented in different, but equivalent, 
software designs dependent on the target machine). The design specified by a user of CSDL CASE is the engineer's 
view of a software application's functionality. As long as the top-level inputs and outputs are the same, it does not 
matter how the software implementation of this application is executed. It is the intent to be able to transform one 
method of executing a target software application into another and to be able to demonstrate with mathematical rigor 
that the two methods are equivalent. 
It is the intent of NASA Langley and the Draper Laboratory to pursue commercialization of CSDL CASE in 
cooperation with a third party. Ideally, present capabilities would be available commercially, supported by a 
commercial software vendor. The tool would also remain a research vehicle for NASA Langley and the Draper 
Laboratory to pursue software automation issues like those described in this section. 
SUMMARY 
The CSDL CASE system views software design, development, and maintenance from the perspective of the 
application engineer. Unlike most code generators which address the generation of source code from software 
designs, this approach addresses automated code and documentation generation from specifications of functional 
application designs. The user interface provides a natural design technique for the specification of real-time 
software by allowing the functional specifications to be input as hierarchical engineering block diagrams, a notation 
familiar to application engineers. With this technique, rapid system development and prototyping are possible. 
Maintenance concerns are reduced since both the code and documentation are maintained by changing the graphical 
specification. Software reliability and productivity are increased because of the reduction in manual operations, the 
consistency and completeness checking provided by the system, the automatic translation of specification to code, 
and the support for rebse of specifications. The application of this CASE tool to many real avionics designs has 
driven the development of the tool and has proven the viability of the approach. It is felt that CSDL CASE has a 
place in the commercial arena, particularly in the control systems design environment. 
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ABSTRACT 
The system-level software onboard a spacecraft is responsible for recovery from cornrnuni- 
cation, power, thermal, and computer-health anomalies that may occur. The recovery must occur 
without disrupting any critical scientific or engineering activity that is executing at the time of the 
error. Thus, the error-recovery software may have to execute concurrently with the ongoing 
acquisition of scientific data or with spacecraft maneuvers. This work provides a technique by 
which the rules that constrain the concurrent execution of these processes can be modeled in a 
graph. An algorithm is described that uses this model to validate that the constraints hold for all 
concurrent executions of the error-recovery software with the software that controls the science and 
engineering activities of the spacecraft. The results are applicable to a variety of control systems 
with critical constraints on the timing and ordering of the events they control. 
INTRODUCTION 
This paper presents a technique for checking constraints on the asynchronous software 
processes involved in error recovery aboard spacecraft. These autonomous processes are 
constrained at the event level by timing, precedence, and data-dependency rules. Violations of 
these constraints can jeopardize the spacecraft. 
Analyzing all the potential process interactions during spacecraft error recovery is difficult and 
tedious. A single failure on the spacecraft may at times trigger several different processes whose 
actions must then be compatible. More than one failure may also occur at a time, causing several 
error-recovery processes to be invoked. In addition, there is at any time a unique sequence of 
uplinked commands (instructions to subsystems) executing on the spacecraft. These commands 
must also be compatible with the actions of the error-recovery software. 
The spacecraft software is highly interactive in terms of the degree of message-passing among 
system components, the need to respond in real-time to monitoring of the hardware and 
environment, and the complex timing issues among parts of the system. Opportunities for 
unanticipated process interactions will grow in future missions with advances in hardware, 
distributed architectures, and "smart" science instruments. 
As the opportunity for process concurrency increases, the ability to perform constraint checking 
on these concurrent processes also must increase. In order to detect hazardous error-recovery 
scenarios, an improved capability to model and analyze precedence, timing, and data-dependency 
constraints is needed. 
Timing constraints usually have been defined in terms of periodic actions or deadline 
requirements. This definition is inadequate to model the timing constraints on spacecraft 
commands. The work described here extends the definition of timing constraints to represent 
allowable intervals between commands and the execution times of activities initiated by commands. 
These extensions of recent research results allow more accurate modeling of the required ordering 
and timing relationships among commands. 
The model represents timing, precedence, and data-dependency constraints on spacecraft 
commands by means of a labeled graph in which the nodes represent commands and the edges 
represent constraints on those commands. This constraints graph, together with a number of 
potentially concurrent software processes (including the error-recovery processes and the current 
sequence of uplinked commands), are input to an algorithm called the Constraints Checker (see 
Fig. 1). The algorithm tests each edge (representing a constraint) in the constraints graph to 
determine whether any interleaving of the commands in those processes can fail to satisfy the 
consmint. 
Any documented constraint which is not satisfied in every interleaving of the concurrent 
processes is recorded in a file for later analysis. The analysis may lead to a change in the 
documented constraint or to a change in the software. The Constraints Checker is then run again 
on the corrected input to verify that the constraint can no longer be violated during error recovery. 
This work was performed in the context of the Galileo spacecraft, an interplanetary probe 
currently journeying to Jupiter. Preliminary results were reported in [8] and additional results in 
[9]. Ongoing research indicates that the results are applicable to a variety of asynchronous 
systems with precedence and critical timing constraints. 
ERROR RECOVERY 
System-level software onboard the spacecraft monitors and responds to failures. The standard 
definitions are used here of a failure as an event in which the behavior of the system deviates from 
its specification and of an error as an incorrect state of the system which must be remedied [12]. 
The error-recovery processes include those that respond to a loss of uplink or downlink cornrnuni- 
cation, to thermal, power, or pressure anomalies, and to indicators regarding the health of the 
computers. 
Instructions called commands instruct the different subsystems of the spacecraft to take specific 
actions at specific times. Error-recovery processes, composed of commands, are invoked in 
response to a detected failure. Individual commands are also assembled into groups of time-tagged 
commands, called command sequences, which are periodically sent to the spacecraft from the 
ground. Command sequences are stored temporarily in the spacecraft's memory until the time 
comes for each command to execute. 
Some command sequences are so critical to the success or failure of the spacecraft's mission that 
they are labeled critical sequences. The command sequences used at launch or to direct Galileo's 
science and engineering activities at Jupiter are examples of critical sequences. 
Should a failure occur during a non-critical sequence, a computer may cancel its activity. A 
critical sequence, however, must continue to execute even during error recovery. This requirement 
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Figure 1. Functional Block Diagram of Constraints Checker 
and/or 
Constraints are imposed on the commands in an effort to preclude conflicting interactions among 
the possibly concurrent processes. Some commands can interfere with the effect of other 
commands if they are executed too closely or too far apart in time. Certain commands must 
precede or follow other commands to accomplish the desired action. Some commands change 
the values of parameters used by other commands. Commands relating to power or propellant 
usage, to temperature or attitude control, to spacecraft or data modes, can endanger the collection 
of scientific data, a subsystem, or the spacecraft if intervening commands issued by another 
process leave the spacecraft in an unexpected state. 
To restrict the interactions that are allowed, constraints are placed on the interleavings of 
commands. The flight rules as well as other documented system and operational specifications 
forbid certain interactions as unsafe. The constraints also describe ordering (precedence) and 
timing relationships between commands that must be maintained even when processes containing 
those commands execute concurrently. 
Detecting undesirable interactions involving error-recovery processes is especially important 
since error-recovery software usually executes only when a failure has already been detected 
onboard the spacecraft. If a critical sequence is executing, the software must quickly (thus, 
autonomously) reconfigure the spacecraft to the state that is the precondition for the next activity in 
the sequence. 
In addition, because error-recovery software is responsive, it is asynchronous [3]. It may begin 
execution at any time. In fact, because the spacecraft often is most taxed during the most critical 
science activity, error-recovery software is most likely to execute when the spacecraft is active. 
Error-recovery capabilities not only increase the number of concurrently executing processes, but 
also tend to be executed at the busiest (in terns of process interactions) times. It is also the case 
that hardware failures due to physical damage tend to be clustered in time [lo]. 
APPROACH 
The problem addressed here is how to check that the concurrent execution of the asynchronous 
processes that cooperate during error recovery satisfy the precedence constraints, maintain data- 
dependency (readjwrite) constraints, and satisfy the timing constraints. 
The model which was developed allows the command's duration (the length of time rsquired 
to execute the activity initiated by a command) to be attached to a command. Thus, a constraint of 
the form, "If command cj occurs, then the activity initiated by the occurrence of commmand ci 
must first have completed," can be represented. This type of constraint is common on both 
spacecraft and other real-time systems. If the duration of the commanded activity is variable, it is 
limited by a worst-case time which is represented in the model. 
The model takes into account both precedence constraints and timing constraints. Precedence 
and timing are fundamentally different in that precedence does not require a notion of duration 
[l 11. Most methods that currently exist to model precedence constraints do not incorporate timing 
requirements and so are inadequate for modeling the timing constraints on spacecraft. Similarly, 
many techniques that are currently available to model timing constraints tend to ignore precedence 
constraints. 
A wide variety of powerful formalisms exists to model the specifications and behavior of real- 
time systems. See, e.g., [l ,  4, 5, 6, 7, 13, 14, 151. However, none of the available methods 
readily translates to the domain of validating error recovery on spacecraft. Some techniques 
consider both timing and precedence constraints but define timing constraints only in terms of 
periodic events (e.g., sampling rates), fixed execution times for events, and deadline or timeliness 
requirements. This provides too limited a model for the aperiodic and interval timing constraints on 
spacecraft commands. 
Requirements are often modeled in terms of a lower time bound (after which an event may 
occur) and an upper time bound (by which the event must occur). In contrast, on the spacecraft 
there is often a need to model an operational constraint such as an interval within which an event is 
permitted to occur (but perhaps won't) and outside of which interval the event must never occur. 
This distinction between a "hard time constraint (an interval within which the action should be 
taken) and a "soft" time constraint (an interval within which the action may occur) [2] is often 
absent in formal models. 
The work described here brings together the study of real-time constraints with the study of 
precedence and data-dependency constraints. 
MODELING THE CONSTRAINTS 
The constraints that exist at the command level on the asynchronous execution of the spacecraft 
error recovery are modeled via a constraints graph. A constraints graph is a directed graph 
G=(V,E) in which each node ci , cj , E V is labeled by a command and each edge e E E is labeled by 
a constraint. The edge (ci , cj) is drawn as in Fig. 2. 
Constraint on the ordering 
or timing of commands Command 
Figure 2. Modeling an Intercommand Constraint 
Intercommand constraints are rules that govern the ordering or timing relationships between 
commands. There are three main types of intercommand constraints: timing constraints, 
precedence constraints, and data-dependency constraints. Fig. 3 presents an example of each of 
these three constraint types. 
Intercommand timing constraints are safety properties. They impose a quantitative temporal 
relationship between the commands by asserting that "every ci can only occur with timing relation- 
ship 7 to cj  . l t  
Precedence constraints enforce an ordering on the commands and so involve functional 
correctness, a concern of safety properties. Precedence constraints also involve liveness properties 
since they assert that if one command occurs, then another command must precede it: "If cj O C C U ~ ,  
then a ci must precede it." 
If a timing constraint exists between commands ci and cj, either command can legally occur 
alone. However, if a precedence constraint exists requiring command ci to precede command c j  , 
then C j  cannot occur in isolation from ci . 
Data-dependency constraints involve restrictions placed on the order of commands when two or 
more processes access the same variable and at least one process changes the value of the variable. 
In such cases a concurrent execution of the processes can lead to a result different from the 
sequential execution of the processes. To forestall the data inconsistency that could result from this, 
a data-dependency constraint is used to specify the order in which the commands that readjwrite the 
variable must occur. Such a data-dependency constraint is represented as a precedence constraint. 
CONSTRAINT CHECKING 
The constraints graph and a set of processes (time-tagged lists of commands) are input to the 
Constraints Checker. The Constraints Checker fixes one process' timeline and determines the 
range of start times that the fixed timeline and the constraint represented by each edge impose on 
the other processes. Each edge type is associated with an algebraic predicate which relates the time 
of issuance of the commands which are the edge's endpoints to the constraint represented by the 
edge. The Constraints Checker tests whether the appropriate predicate holds for each edge in the 
constraints graph. An edge which fails to satisfy the required predicate is flagged. In this case 
some scheduling of the processes can cause the constraint represented by that edge to be violated. 
The Constraints Checker makes an assertion about the allowable start times of the process 
whose timeline is not fixed. It makes this assertion based on the edge type currently being 
surveyed, on the constraint represented by the edge, on the offset between the processes' start 
times and their issuances of ci and cj, and on the fixed start time of one process. If the Constraint 
Checker's assertion concerning when the other processes should start is inconsistent with the user- 
provided range of start times, then the edge is flagged. 
If the edge is flagged due to erroneous information in one of the edge or node labels, the user 
can readily correct the input data and run the Constraints Checker again to verify the adequacy of 
the correction. If the edge is flagged due to a problem with the existing error-recovery response, 
the data output with the flagged edge helps the user identify the problem. The user responds by 
shifting the processes' timelines or by curtailing the concurrency that allowed the intercommand 
constraint to be violated. The goal is to adjust or limit the concurrent execution of the processes so 
that the edge will not be flagged in a subsequent run. 
(a) Timing Constraint: 
Documented constraint: "The time separation between powering on the S-Band Transmitter and 
powering on the X-Band Transmitter shall be either less than one-half minute or greater then 6 
minutes." 
t l =  30 sec 
t = 360 sec 
edge type = outside-interval 
(b) Precedence Constraint: 
Documented constraint: "Spin Detector B can only be powered on after Spin Detector A is turned 
off." 
(c) Data-Dependency Constraint: 
Documented constraint: "The Commanded-Maneuver-Status Variable must be updated by the 
command sequence before the thruster bum. The error-recovery process reads the 
Commanded-Maneuver-Status variable in case of a thruster bum failure. The update of the variable 
by the command sequence must precede the use of the variable by the error-recovery process." 
CMD-MNVR- 
VARIABLE w VARIABLE LJ 
Figure 3. Examples of Intercommand Constraints 
After all the edges have been surveyed, the Constraints Checker computes for every distinct 
pair of processes the range of safe start times of one process relative to the other. Within this time 
interval the intercommand constraints are satisfied. 
RESULTS 
The error-recovery scenarios chosen to evaluate the Constraints Checker involved failures 
during the execution of the critical sequence of commands controlling the Galileo spacecraft's 
arrival at Jupiter. The activities of the processes that must cooperate during error recovery are 
highly constrained due to the complexity and time criticality of the engineering and science activity 
during the planetary encounter. There are thus many opportunities for constraint violations during 
error recovery. 
Experience with this method indicates that the Constraint Checker's major benefit is early 
detection of significant inconsistencies between the design and the constraints. The error-recovery 
scenario that was analyzed addressed the complicated timing issues involved when a critical 
sequence of commands had to continue execution during recovery from a hardware anomaly. 
The constraints graph input to the Constraints Checker consisted of 40 nodes and 40 edges (20 
precedence and data-dependency edges and 20 timing edges). 
The results were as follows. The Constraints Checker flagged seven intercommand constraint 
violations (four precedence constraints and three timing constraints). One precedence edge was 
flagged because a global variable could be used before it was updated. Two other edges were 
flagged because a specific command that was required to precede another did not occur. (One of 
these violations was later traced to outdated documentation). Another flagged edge was, in fact, 
not violated but appeared to be, since the associated command appeared six hours earlier. 
Two of the three timing edges that were flagged involved a timing discrepancy between the 
requirements and the code. The third timing edge that was flagged resulted from the unforeseen 
consequence of a data field taking on a value which was possible, but forbidden in operations. 
Another eight errors, involving incorrect or inconsistent documentation, were identified during 
construction of the constraints graph. Seven of these eight errors were significant enough to have 
caused inaccuracies in the constraints graph and in the results of the Constraints Checker. 
The intercommand constraint violations flagged by the Constraints Checker involved either 
discrepancies between the constraints and the code or unforeseen consequences of unlikely but 
possible error-recovery scenarios. The Constraints Checker appears to be useful in enhancing the 
developers' ability to visualize abnormal scenarios and in flagging constraint violations that occur 
only in some subset of the possible error-recovery responses. 
The code analyzed here was a baseline version, rather than the most current flight version. 
This choice was made in order to provide code that had been well thought out but not tested. It is 
at this intermediate stage of the development process, when the intercommand constraints have 
been initially documented but the details of the design and the timing are still evolving, that the 
Constraints Checker may be most effective. 
A version of the Constraints Checker underwent initial development for use on the later-canceled 
Comet Rendezvous/Asteroid Flyby (CRAF) spacecraft. The Constraints Checker's function was to 
serve as a software-development tool to analyze and validate scenarios involving the interactions 
among concurrent processes during error recovery. 
POTENTIAL APPLICATIONS 
The method outlined here is useful for addressing related problems in domains other than 
spacecraft. A primary concern in evaluating the safety of a complex, embedded system is whether 
error recovery can result in the violation of constraints on that system. More generally, the design 
of event-driven systems often involves analyzing whether the concurrent execution of processes 
with unpredictable start times can jeopardize the system. Such issues are readily investigated with 
this method. The Constraints Checker can also function as an extension to existing simulation or 
CASE tools to provide more accurate validation of complex timing constraints. 
The Constraints Checker is also well suited to operational situations in which a portion of the 
control software is regularly replaced. On the spacecraft the sequences of commands are examples 
of this "temporary" software. On the space station, for example, procedures to sequence activities 
outside the astronauts' responsibilities will be regularly uplinked from the ground. The proposed 
method could ease the operational difficulties of quickly checking that new or temporary software 
is safe and will not conflict with the "permanent" software. 
Commercial applications of this method could range from safety-critical process-control systems 
to event-driven flight control or command-and-control systems. Current tools often model and test 
only periodic or deadline timing constraints. The proposed method offers the capability to quickly 
and accurately model and check that even aperiodic and interval constraints among events will 
always hold in the system. 
CONCLUSIONS 
This paper has shown how to construct a constraints graph that models precedence, timing, and 
data-dependency constraints. The constraints graph provides a means of visualizing the 
intercommand constraints that must be satisfied by every concurrent execution of processes during 
error recovery. This paper has also described a constraint-checking algorithm that, given a 
constraints graph and a set of processes, detects violations of the modeled constraints. 
The Constraints Checker is designed specifically to help answer the question of whether existing 
system-level error recovery is adequate. It offers a flexible, embeddable, and relatively simple 
alternative to simulation of error-recovery scenarios. In the context of the spacecraft, the algorithm 
identifies the unexpected effects resulting from the interleaving of error-recovery processes and 
mission-critical sequences of commands. In a broader context, the research presented here is part 
of an ongoing effort to investigate the behavior of concurrently executing processes subject to 
precedence and timing constraints. 
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ABSTRACT 
Understanding risks and avoiding failure are daily concerns for the women and men of NASA. Although NASA's 
mission propels us to push the limits of technology, and though the risks are considerable, the NASA community 
has instilled within it, the determination to preserve the integrity of the systems upon which our mission and. our 
employees lives and well-being depend One of the ways this is being done is by expanding and improving the tools 
used to perform risk assessment. The Failure Environment Analysis Tool (FEAT) was developed to help engineers 
and analysts more thoroughly and reliably conduct risk assessment and failure analysis. FEAT accomplishes this by 
providing answers to questions regarding what might have caused a particular failure; or, conversely, what effect the 
occurrence of a failure might have on an entire system. Additionally. FEAT can determine what common causes 
could have resulted in other combinations of failures. FEAT will even help determine the vulnerability of a system 
to failures. in light of reduced capability. FEAT also is useful in training personnel who must develop an 
understanding of particular systems. FEAT facilitates training on system behavior, by providing an automated 
environment in which to conduct "what-if' evaluation. These types of analyses make FEAT a valuable tool for 
engineers and operations personnel in the design, analysis, and operation of NASA space systems. 
INTRODUCTION 
FEAT was developed as part of an effort to find ways to better identify and understand potential failures that threaten 
the integrity of NASA systems. Past and current methods of failure assessment consists of developing often 
enormous amounts of documentation in the form of Failure Mode Effect Analysis (FMEA) worksheets. Engineers 
create these worksheets by attempting to exhaustively enumerate potential system failures and consequences. 
Hazards analysis is performed in a similar manner; experts are gathered together and are asked to brainstorm about the 
hazardous manifestations of various failures. System knowledge and experience are necessary for ensuring the 
comprehensiveness of this approach. However there are troubling drawbacks to this technique. First, there exists 
the difficulty of anticipating every scenario. Analysis is also inherently constrained by the limits of actual 
experience. Further, such methods lack consistency and do not enfom a standard level of coverage. Although there 
is certainly much to be credited to knowledge acquired through experience, it is not sufficient to avoid unanticipated 
interactions which may lead unexpectedly to undesirable consequences. As many indusmes have learned, sometimes 
experience comes at too high a cost. Those at NASA have been looking for better ways to anticipate failure and for 
tools to assist in "designing out" potential problems. FEAT was developed Io address this problem. 
TECHNICAL APPROACH 
FEAT is a software application that uses directed graphs or, digraphs, to analyze failure paths and failure event 
propagation. The behavior of the systems to be analyzed is represented as a digraph. Then, the digraph model of the 
system, is used by FEAT to answer questions concerning the cause and effects of events which are captured in the 
model. Therefore, the first step in using FEAT is to create the digraph model of the system in which one is 
interested. Once FEAT has analyzed the digraph, it has the information it needs to perform cause and effect analysis. 
What are d i y r w  Directed graphs are graphs that consists of a set of vertices and a set of edges, where 
there is an edge from one vertex a to another vertex b . The vertices are drawn as circles and the edges are drawn as 
arrows. The direction of the arrows indicates a causal relationship between the vertices (see figure 1). The vertex 
from which the edge begins, is called its source; and the vertex at which the edge terminates. is called its target. 
Direct graph theory is an accepted and established area of mathematical study. Therefore we will only introduce it in 
this paper, to the extent necessary for an understanding of how it is used in FEAT. The interested reader may find 
further information by consulting the literature. 
Figure 1 
The structure of the digraph can be represented by a matrix, and consequently can be easily implemented in a 
computer. The conversion from digraph to matrix is saaightforward and is illustrated below in figure 2. This 
matrix is called the adjacency matrix (reference I), and is the basis from which other information about the graph 
can be derived. The matrix of the graph is obtained by entering either zero or one, depending on whether or not an 
edge connects two vertices. The presence of an edge from a to b in figure 1, indicates an entry of one (1) into the 
corresponding matrix entry. However, since there is no edge from a to c, a zero (0 ) would be entered in the 
corresponding matrix entry. 
a b c  
a 0  1 0  
bO 0 1 
c o  0 0 
Figure 2 
Additional information can be added to the digraph, by applying logical operators to express conditional statements. 
FEAT uses AND and OR operators to accomplish its analysis. The AND operator is represented on the graph as a 
vertical bar with a horizontally placed arrow at its center. An OR operator is simply two or more edges whose targel 





> Event C 
Event B 
Event A OR Event B causes Event C 
Figure 4 
The "AND" gate is shown in Figure 5. The AND gate is used when both event A and Event B must occur in order 





Event A AND Event B cause Event C 
. . .  The reachability of an event refers to whether there is a path by which other 
events in the digraph can be reached. A given event is said to reach another, if the fmt event can cause the second 
through some path of the graph. Using the adjacency information derived from the digraph, reachability can be 
computed for every event and pair of events in the digraph. Analysis can be conducted upstream or downstream fmm 
an event node. (References 2.3 and 4 provide a much mare detailed discussion of digraphs and reachability.) 
i 
Reachability information allows FEAT to answer the following questions about a modeled system: 
A. What happens to the system if "Event A (and Event B and Event C and ...)" occurs? 
B. What are the possible causes of "Event A ?  
C. What common cause could account for the simultaneous indication of numerous events? 
D. What is the susceptibility of the system to new events given that one or more events has already 
occurred, or the system has been reconfigured due, for example, to maintenance? 
The following example demonstrates how a digraph might be implemented for a light 
and switch. The digraph provides a methodical way in which to express the topology and behavior of a system. It is 
worth noting that the digraph itself may have various constructions for the same information contained in it, 
depending on who created it. Different modelers may lay out the digraph differently. However, for a properly 
constructed digraph, the same information will be captured. In the following example [figures 6 & 71, power source 
A provides current to switch A which connects to the bulb. Similarly, power source B can energize the bulb. 
Power 
SourceA Switch A 
I 1 Light Bulb 
Power 
Source B I I 1 Light Ground 
- 
Switch B 
- Power Source 
Ground 
Figure 6 
Light bulb and Power Source Schematic 




Switch B Fails Open 
Figure 7 
Digraph of Light bulb Schematic 
Fails 
If "Power Source A Fails" or "Switch A Fails Open" then "Switch A Output Fails". This 
is an example of OR logic and is shown in the digraph by the arrows leading into "Switch 
A Output Fails". 
If output from both switches A a d  B fail, then they will cause the "Power at Light to 
Fail". This logic appears as an AND gate on the digraph (the vertical line). In this case, 
the AND gate reflects redundancy designed into a system. 
Directed graphs are useful because they visually depict the logical topology and dependency relationships of 
physical and conceptual systems and processes. Because they capture causal effects between events, they can be used 
to describe system behavior. Directed graphs are also easily converted into a matrix and, because of this, can be 
readily analyzed in a computer. Creating and laying out the digraph of a system, also formalizes the method of 
evaluation during the analytical process, and provides a standard representation convention. Finally, digraph analysis 
is mathematically sound, since methods for determining connectivity paths of the digraph vertices can be 
mathematically proved. 
DIRECTED GRAPHS AND FEAT 
Digraph construction is fxilitated by use of an editor specifically designed for the task. Such an editor is included in 
the FEAT package which consists of two programs: Digraph Editor and FEAT. 
The Digraph Editor facilitates construction of the digraph model by allowing the user to create event nodes, edges, 
and the logic operators, and to connect and arrange them into a digraph. Event nodes and edges are laid out and 
connected using the logic operators. The pieces that make up a digraph are supplied in a digraph toolbox from which 
items may be selected. These items are placed on the screen and arranged to produce the system digraph. 
Other information is needed to complete the digraph and to make it usable by FEAT. Event nodes have an associated 
text block, which includes information that will identify the event node to FEAT, describe the event for the user, and 
relate the event to a drawing which contains the component to which the event pertains. This information is 
extracted from tables that the user creates. Digraph Editor uses the tables to automatically generate a mnemonic 
reference that FEAT will use to identify the event. 
Digraph Editor also provides a number of tools for validating and verifying the model as it is being developed. 
Digraph Editor will check tables for duplicate entries, check nodes for incorrect form, and determine whether a 
selected node has a duplicate in the digraph. Digraph Editor also contains an algorithm that allows the user to 
analyze small or incomplete digraphs, while still in the editor. Once the digraph is completed and the paths in it are 
analyzed, FEAT can return answers to questions regarding the behavior of the modeled system. 
Currently, digraph models are created manually by selecting and arranging digraph components; the modeler must 
interpret drawings and other sources of information to generate the digraphs. This is a laborious task. 
Consequently, efforts are underway to develop methods to automatically translate schematics and drawings into 
comsponding digraph models. 
Digraph Editor is currently only available for the Macintosh I1 class of computer. 
FEAT is the portion of the package that analyzes single or multiple digraphs, and graphically displays causes and 
effects of events. Propagation results are shown both on the digraphs and on an another associated graphical 
representation, such as a schematic or block diagram. FEAT uses a multi-step algorithm, described in Reference 2, 
to compute reachability for each event and pair of events in the digraphs. Events are identified to FEAT through the 
mnemonic that is generated by Digraph Editor. Queries about the behavior of the system are made by selecting 
events and telling FEAT to return all of the causes of that event (targeting), or by telling FEAT to return all of the 
effects of that event (sourcing). FEAT displays all of the single events, and all pairs of events that may cause a 
selected event. Multiple events may also be selected and analyzed. FEAT allows some events to be temporarily 
removed from the analysis so that answers can be obtained about a reconfigllred system. 
FEAT also contains a feature which allows users to attach to a schematic, formatted database information and 
graphics. In this way, component descriptions, parts lists, drawings, etc, may be displayed in conjunction with a 
schematic. 
One of the major advantages of FEAT, as discussed in Reference 2, is that it allows the analysis of very large 
systems. Large systems can be digraphed by creating and connecting a series of smaller digraphs. FEAT understands 
when propagation occurs across the digraphs. 
Planned enhancements to FEAT include the following: increasing the speed with which reachability is computed by 
improving FEATs computational algorithm; provision of a method for computing and displaying probabilities of 
events occurring; and computation and dsplay of the time it takes for an event to propagate through the graph. 
FEAT is currently available for the Macintosh I1 class of computer and for UNIXK-Windows/OSF-Motif systems. 
No programming skill is required to use FEAT. However, a course in digraph modeling is quite helpful in learning 
how to construct system models. 
DIGRAPHS A T  NASA 
Why NASA chose d i m  
NASA's interest in digraphs began as part of the Shuttle Integrated Risk Assessment Project (SIRA). SIRA was 
initiated in the wake of the Challenger accident, in an effort to find better ways of assessing risk and preventing 
failure. Digraphs support such analysis by providing end to end cause and effect analysis of modeled systems. 
Digraphs also provide a standard and methodical approach for conducting safety analysis and risk assessment. 
Digraphs capture information in an easily retrievable format, and facilitate the transfer of design information. FEAT 
takes advantage of these characteristics in a way that aids engineers and analysts with design, assists safety engineers 
with risk assessment. and promotes understanding of system behavior, thereby making FEAT a good tool for 
training inexperienced persons. 
What has been done aLW&Q 
The first system to which digraph analysis was applied was the Space Shuttle Main Engine System (SSME). Since 
then, acceptance of digraphs and the use of FEAT has extended in several directions. Most recently, FEAT has been 
formally released to the Space Station Freedom Program (SSFP) Technical Management Information System 
(TMIS), as Digraph Data System (DDS) Release 1.0. DDS will, through TMIS, be available to SSF Engineering 
and Integration. SSF Combined Control Center, and the various Work Packages and their contractors. A Macintosh 
Powerbook version of FEAT will be deployed as a Development Test Objective (DTO) on the STS-52 flight 
scheduled for October 1992. Reliability and Maintainability personnel at NASA-JSC, are using FEAT to construct 
a model of the Simplified Aid for Exua-Vehicular Activity (EVA) Rescue (SAFER). FEAT is also being used to 
model the redesigned Servo Power Amplifier (SPA) for the Remote Manipulator System (RMS). 
Proponents have used FEAT for a variety of analytical tasks, such as Fault Tolerance Analysis and Redundancy 
Management (FTIRM). Fault Detection. Isolation, and Recovery (FDIR), and "What-IF analysis. Within the Space 
Station Freedom Program. FEAT is being used in the performance of Integrated Risk Assessment for the station, 
which includes Failure Mode and Effects Analysis (FMEA). Hazards Analysis (HA), and FTRM. FEAT has also 
been established as a baselined tool in the Mission Operations Combined Control Center, where flight controllers 
will use FEAT models to assist with real-time monitoring tasks. FEATs role is expanding in both Space Station 
and in Space Shuttle. 
SDace Statlone Space Station Engineering Integration Contractor (SSEIC), is using FEAT to perform 
integrated risk assessment. This tasks consists of performing the analysis to assure the station design is safe, 
reliable, and has an acceptable level of risk (reference 5). The space station design consists of modules designed and 
built by the United States, and of modules which will be designed and built by NASA's international partners. The 
work to be performed by NASA is divided into four Work Packages distributed among different centers. 
Additionally, a variety of contractors are working in support of the Work Packages. Consequently, system 
integration is a paramount concern of the program. SSEIC is tasked with ensuring the integration of these various 
factions and is using digraph-based FEAT, to work the integration problem. Specifically, FEAT supports the 
following areas of the Integrated Risk Assessment process: 
1. Reliability Analysis 
2. Safety Analysis 
3. Integrated Risk Analysis 
4. Integrated Risk Assessment 
The models being developed for the station Integrated Risk Assessment will eventually be provided to Mission 
Operations personnel for use in FDIR of the on-orbit station. 
FEAT is scheduled to fly on STS-52 as a Detailed Test Objective (DTO). A FEAT 
model of the S-band Communications System has been installed on an Applem Powerbodrm, which will be flown 
aboard the shuttle. Astronauts will use the model to perform on-board fault isolation for the S-band Communication 
System. They will be able to configure the model to match the actual S-band system configuration, and then will 
use FEAT to identify possible causes of failures of the S-band system. 
FUTURE APPLICATIONS OF DIGRAPHS 
Digraphs are gaining acceptance, within the NASA community, as a viable method for conducting many kinds of 
analysis. Space Station Freedom Program and Operations, has mandated the use of digraph analysis for the Space 
Station Level I1 Integration effort; and many others are beginning to take up the banner. Some of the potential areas 
of application include the following: 
Fault I s o l a t i o f l e ~  
FEATS ability to model and analyze system failures make it a natural candidate for fault isolation efforts. If a failure 
event occurs. FEAT can display all of the possible single and paired causes for that event. However, in a large 
system, potential causes can be enormous in number. A method of pruning the list of possible causes is then 
necessary. Sensor information associated with the system can be used u> remove candidate causes which occur 
downstream of a known nominal condition. Incorporation of sensor data, into the analysis, can help to reduce the 
number of candidate failures to a manageable sum. Then using traditional techniques, further isolation can be 
accomplished. Figure 8 shows an example of such a w. 
Sensor 1 
Event E Event F 
Event C Event D 
Sensor 1 
Event F may be caused be Events E or F directly or by Events A or B paired with 
Events C or D through the AND gate. 
Sensor 1's state is unknown. 
If Sensor 1 reports nominal conditions, this implies that neither Event A or Event B occurred. 
Since neither Event A or B occurred, then the AND gate condition cannot be met, and 
the only way Event F can occur is if Events E or F occur. The number of events necessary 
to be checked to evaluate the cause of Event F has been reduced from 6 to 2. 
Figure 8 
Sensor data may also be combined with FEAT to identify the potential for cascading alarms. For instance, if a fault 
occurs downstream from a sensor, the sensors upstream will eventually alarm as a result of the fault. FEAT can 
show the effects of a fault on the downstream sensors. 
This solution is being implemented by NASA, in an extension of FEAT, called Extended Real-time FEAT (ERF). 
ERF automatically prunes the list of possible faults, according to sensor information. ERF is being developed as a 
part of the FDIR system for the On-orbit Control Center Complex. Mission Controllers will use ERF to resolve 
off-nominal system behavior, by reducing the potential number of failure causes. 
FEAT developers are pursing the possibility of incorporating, or interfacing with, a testability analysis tool which 
will help to evaluate sensor coverage in systems, and make recommendations regarding appropriate sensor locations. 
ERF is dependent upon adequate sensor information and proper placement of the sensors. Properly placed sensors 
provide information to quickly and accurately locate faults. The combination of FEAT, ERF and testability tools 
will make a very powerful fault isolation system. 
Not every event immediately affects the next downseeam event. There may be appreciable delays within an event 
and between events. For example, an inappropriately shut valve, may not for some time, cause the pressure in the 
system to rise to an unacceptable level. In such a situation, time delay is an important aspect of calculating the 
potential failure space. 
This issue will be addressed in FEAT when a modification is made to Digraph Editor to allow modelers to include 
time delays within events, and delays between events. FEAT will then compute the maximum and minimum time 
delay between selected events. This capability will be supplied in a future version of FEAT. 
are MoQelrnO 
Physical systems are not the only candidates for digraph analysis. Software functions and data flow can be modeled 
as well. Particularly, the flow and effect of invalid/lmproper data can be modeled. This can provide insight to the 
designer in determining mission critical software functions. Additionally, the effect of invalid data on other system 
functions (both software and hardware) may be shown. For instance, a software functional component that generates 
invalid data as an event; may then provide that data to other software and hardware as an invalid data input event. 
FEAT can be used to model these behaviors too. 
Digraph models can be used to determine whether or not a system design provides sufficient redundancy. 
Maintenance and configuration effects on the system, can be evaluated by selectively removing (setting) components 
from the system. The reconfigured system can then be evaluated for induced single and paired events. This can be 
particularly useful in determining new vulnerabilities after a system has encountered faiIures and/or has portions of 
the system secured for maintenance. 
FEAT contributes to design evaluation by rapidly displaying all single events caused by the event of interest, and all 
pairs of events that will result in that event. Unexpected single point common cause events are also quickly 
identified. As the design is modified to provide additional redundancy, the digraph model can be updated to reflect the 
changes. and the new set of single events and pairs of events can be evaluated. 
Logistics analysis addresses corrective and preventive maintenance tasks, and determines the kinds and numbers of 
repair parts needed for a system. This type of analysis is associated with the reliability and availability (reference 6). 
of systems. Reliability is defined as the measure of the mean time between failure (MTl3F) and. concerns the 
probability that a system will operate over a specified period of time. No provision is made for repair when 
calculating reliability. Availability varies from reliability, in that it is a measure of the mean time to repair 
(MTTR), or, the probability that the system will operate over a period of time considering that something can be 
done to restore functionality lost as a result of a failure. How system repah can be supported, or supportability, is 
important to determining availability. If repairs can be made instantaneously, availability is increased. However, 
long delays between failure and repairs makes the system proportionally less available. 
FEAT models can help to identify critical components and the effect of their failure upon the system. Digraph 
models of the system can, along with specific part reliability, help to determine priorities for inventory stocks, and 
schedules for maintenance. Spare parts inventories are a major factor in determining supportability. For example, 
spares for parts that cause single point common cause events should have higher priaity for stocking than parts tha: 
contribute to pairs of events. 
Maintainability concerns the time it takes to remove and replace a component. Digraph models can identify 
components prone to low reliability, and single common cause failure. Designers can then either improve the 
reliability of the component or ensure that such items are accessible and easily replaced 
SUMMARY 
As NASA continues to search for better and innovative approaches to new and old problems, directed graph analysis 
has emerged as an attractive expansion of the methods applied to Risks Assessment. Directed graphs are a well 
established area of mathematical study and analysis. Digraphs provide an easily comprehendible visual representation 
of came and effect relationships. Conversion of the digraph to an equivalent mabix is straightforward, and allows 
analysis of digraphs to be mathematically calculated and verif~ed. The nature of matrices also makes them ideally 
suited for  compute^ calculations, which in turn provides a vehicle for automating the task of risk assessment and 
failure analysis. 
FEAT uses directed graph theory to provide engineers and analysts with a powerful and flexible automated analytic 
helper. FEAT can provide end to end analysis of cause and effect events. Very large systems can be modeled in 
modules, then connected to fonn the entire system. This feature also allows digraphs to be arranged in mix and 
match fashion. FEAT can detect and retum information about single point failure vulnerability, failure event pairs. 
common cause events, and reduced capability analysis. FEAT shows the results of event propagation on system 
schematics and on the associated digraph. Digraph Editor provides a helpful way for the analyst to create digraphs. 
The FEAT Project is funded by the NASA Space Station Freedom (SSF) Advanced Programs Development Office 
(Code MT) and the SSF Program Office (Code MS). 
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ABSTRACT 
Multimedia is making an increasingly significant contribution to our 
informational society. The usefulness of this technology is already evident 
in education, business presentations, informational kiosks (e.g. in 
museums), training and the entertainment environment. Institutions, from 
grade schools to medical schools, are exploring the use of multifaceted 
electronic text books and teaching aids to enhance course materials. 
Through multimedia, teachers and students can take full advantage of the 
cognitive value of animation, audio, video and other data types in a 
seamless application. The Software Technology Branch at NASA Johnson 
Space Center (NASAjJSC) is taking similar approaches to apply the state- 
of-the-art technology to space training, mission operations and other 
applications. This paper discusses the characteristics and development of 
multimedia applications at the NASNJSC. 
1.0 INTRODUCTION 
Multimedia embraces many technologies and disciplines including videography, music, 
signal and image processing, artificial intelligence, computer graphics, database and data 
communication. It is the fastest growing segment in the computer industry today. With 
incorporation of animation, audio, video and interactive navigational links, digital 
multimedia technology is changing the way computers are applied. For instance, 
computers are emerging as successful supplements to formal classroom instruction and as 
viable alternatives to expensive hands-on simulators and trainers. In education and 
aerospace training environments it has also become necessary to maximize resources. 
Whether these resources are in the form of instructors, materials, or time, all must be 
prudently allocated in a cost effective manner. Computerized instruction utilizing existing 
tools and developing technologies is being substantiated with a growing list of applications 
and increasing return on investment. Such applications can better stimulate human senses 
and draw closer attention than traditional systems. 
All computer manufacturers support multimedia capabilities in one form or another. 
Companies like Apple Computers and Microsoft Corporation have released multimedia 
capable operating systems and Graphical User Interface (GUI) environments. Many other 
software and hardware vendors have also launched products for these environments that 
comply to the standards defined by international and professional organizations. Through 
Albert Leigh is with McDonnell Douglas Space Systems Company, 16055 Space Center Blvd, Houston, 
TX 77062. 
these non-proprietary standards, products have become more homogeneous and can be 
u titized over a large sector. 
In this paper, the characteristics and components of multimedia environments will be 
discussed. A summary of multi-platform development activities of interactive multimedia 
applications at the NASAfJSC's Software Technology Branch (STB) will be reported. The 
final section outlines the experiences gained from developing these projects. 
2.0 MULTIMEDIA ENVIRONMENT 
As the term implies, multimedia is the integration of several media in an interactive 
computing environment (Figure 2.1). Conventional media include audio, video, still- 
photographs and printed documents, whereas computerized media consist of test, graphics, 
animation, spreadsheets and navigational links. When combined with the computer's 
interactive capability, audiences need no longer be passive in a multimedia system because 
they can navigate through a maze of information based on an intuitive structure. They 
decide when to start, when to stop, which piece of information to retrieve, and where to go 
for pertinent data. Although the term multimedia is vaguely defined, it is obvious that 
multimedia is used to enhance the way messages are conveyed in a multi-sensory form. As 
a picture is worth a thousand words, time-sequenced pictures like video, combined with 
audio, transmit information more effectively. It is one of the most exciting things to 
happen with computers in many years. 
lides TYlYideo Audio 
4iia I 
CD-ROM 
Figure 2.1 A Multimedia Environment 
A multimedia software environment generally consists of two levels: viewing and 
authoring. Viewing refers to accessing a pre-composed system interactively without the 
capability to make modifications. Authoring involves organizing, mixing, and matching 
different forms of media; generating links for navigation; designing user-interfaces; and, 
creating error handling routines. Scanning &vices are used to scan in photographs and flat 
documents, while appropriate digitizing devices are used to convert audio and video data 
from analog to digital forms. Of all the included media, video is the most elaborate, 
complicated, and intriguing. It is composed of sequences of video frames or images which 
are stored and replayed in rapid succession. The National Television and Standard 
Committee (NTSC) format used in the United States displays thirty frames per second. 
Thus, video documents cgntaining a wealth of information, such as sound and still and 
motion images, demand greater system resources. Many computer hardware and software 
companies, including consumer electronic companies, have released desktop multimedia 
products with the necessary components and capabilities. 
2.1 Trends 
Available components include single chip solutions for video encoding (i.e. frame 
grabbing), display, and compression/decompression (CODEC), respectively. With these 
components, high-resolution displays are common to today's computers. They can now 
display up to 1280 by 1024 resolution and show 24-bit color photo-realistic images, at a 
fraction of the cost of earlier high-priced graphics workstations. Also, a single video 
overlay board (e.g. NTSC to VGA) can display a live television window on a computer, 
and can capture and compress video data on a hard disk. As a result, these capabilities 
allow software vendors to develop and market authoring tools (e.g. Authorware's 
Authorware), non-linear video editing softwm packages (e.g. Adobe System's Premiere), 
and video special effects systems (e.g. NewTek's Video Toaster). In addition, mass media 
companies are trying to establish their presence in the new media frontier. For instance, the 
Wall Street Journal reported that Turner Broadcasting System, Inc. is creating interactive 
news documentaries using the company's Cable News Network (CNN) footage and 
interactive games based on characters from its Hanna-Barbera film library to be used on 
CD-ROMs, i.e. compact disk-read only memory. As shown in Table 2.1, many similar 
titles ranging from children books to instructional materials are already on the market. 
Table 2.1: Commercial multimedia pubfica tions 
As these data types demand increasing storage space, manufacturers have responded with 











' Beethoven: Symphony 
No. 9 
I Photograph to 
Remember 
' Columbus: Encounter, 
Discovery and Beyond 
Microsoft Bookshelf for 
Windows 
The Virtual Museum 
The Madness of Roland 
Description 
Children adventures and stories 
Interactive classical music 
entertainment and lesson 
A still image essay the works of Pedro 
Meyer, a renowned photographer 
An interactive multimedia lesson of 
Columbus' voyage to the new world 
A reference library includes an 
encyclopedia, a dictionary, a thesaurus, 
a world alarnanac, an atlas and two 
books of quotations 
An interactive electronic museum 
where users can move from room to 
room and select any exhibit for more 
detailed examination 
The world's first hypermedia novel 
with digital video 
not uncommon for new PCs to have 2 billion bytes (GB) of storage. Distribution medium 
for developed applications also needs to be more efficient and economical. CD-ROM, for 
example, can store up to about 650 million bytes (MB), and yet, each disk costs as little as 
a box of floppy disks to produce. The greater the number of disks produced, the less 
expensive per disk is the production cost. In comparison, a box of ten diskettes can store 
approximately 15 MB. Then, there are magneto-optical drives (-1 GB), 3.5 inch floptical 
drives (-120 MB), 8 mm backup tapes (2.3 GB), and digital audio tape @AT) (8 GB). 
It is now obvious that the multimedia industry has enjoyed an exponential growth within 
the last few years. In fact, it is considered to be one of the fastest growing industries. 
However, the growth could have been much greater if there were open standards for this 
technology. A lack of standards has resulted in proprietary systems that are costly and 
incompatible. This is the main reason that multimedia technology did not reach the 
mainstreams until recently. 
So, what standards exist today, and what are needed in the future? The raster display 
technology of the past decade is one of the forerunners to the current multimedia realm. 
Digital audio has also become a common data type on computer systems from Apple 
Computer, Commodore Computers, Sun Microsystems and PC vendors. Most 
importantly, as of 1992, video data is becoming more common on systems like Macintosh 
and PCs. This is primarily due to the fact that there are currently three non-proprietary 
digital video CODEC standards: Joint Photograph Experts Group (JPEG) standard for still 
image compression; the Consultative Committee on International Telephony and 
Telegraphy (CCI'IT) Recommendation H.261 for video tele-conferencing; and, the Moving 
Pictures Experts Group (MPEG) for full-motion video compression on digital storage 
media @SM). Table 2.2 lists the experimental compression ratios that JPEG variant 
coders can achieve and the resulting image quality [2]. 
Table 2.2: JPEG Compression Ratios 
Intel Corporation is one of the pioneers in the digital video compression arena. Intel's 
Digital Video Interactive (DVI) provides powerful CODEC capabilities with a 
programmable processor. DVI allows application developers to choose CODEC algorithms 
for better image quality; more simultaneous video operations, such as scaling motion video 
to a re-sized window or increased flexibility to support special needs of embedded 
applications; or any combination of the above. A key new feature of the components is 
their ability to compress or decompress JPEG images in near realtime. IBM Corporation is 
aggressively supporting this technology in its ActionMedia product line. NewVideo 
Company is another vendor actively developing DVI boards for Apple Macintosh systems. 
Finally, Apple Computers has released a Macintosh system extension called QuickTie that 
allows temporal data types, such as audio and video, to be integrated into applications 
without special hardware. This extension can be used along with the above CODEC 
standards as long as the software interface conforms to QuickTirne protocol. With it, video 
messages can be embedded in electronic mail, spreadsheets and presentations. 
3.0 DEVELOPMENT ACTIVITIES 
The use of various forms of media in computer applications has been in place at the 
Software Technology Branch (STB)for several years. However, the applications 
developed today utilize more multimedia capabilities by incorporating audio and video 
which was not feasible in the past. The following sections describe the to-date activities of 
developing multimedia and related applications at NASNJSC. 
3.1 Multimedia 
The Automated Information Center (AIC) project is an interactive multimedia tour of the 
NASNJSC Information Systems Directorate Products Center (PC). The P C  is a facility 
dedicated to providing computer-related hardwaxt and software products for sale and loan, 
information searches, product demonstrations, monthly newsletters, and many other 
services to the JSC community. The AIC system was developed to provide IPC customers 
with on-demand access to information about the IPC and its products and services. Also, 
to lessen the IPC staffs burden of continually being asked questions by customers about 
general operational topics. By automating this task, the IPC staff will be able to provide 
more individualized assistance to customers requiring detailed information, as well as being 
allowed greater freedom to accomplish day-to-day activities. This system was built as a 
fully automated multimedia environment utilizing state-of-the-art personal computer 
components and software in a kiosk-style booth at the P C  facility (Figure 3.1). 




Vleu IPC floor Plan 
Figure 3.1: Automated Information Center's digital video screen 
The general system configuration includes a generic 486 PC with Microsoft Windows, 
digital CODEC boards, an audio board and a CD-ROM drive. In the application, the user 
is presented with a touch screen interface and menus to invoke general information about 
the IPC and detailed descriptions about the IPC services, products and activities. The user 
could choose either of these paths from the initial screen. The upper portion of the screen 
contains general navigational buttons. Upon selecting certain buttons, the user receives 
audio and video explanations, schedules of events, software and hardware catalogs, and 
floor plan information. The user can also try out some on-line software or can view 
software demonstration videos. 
Based on this system, STB is exploring potential development of a very large scale 
multimedia information retrieval system for the NASNJSC's Public Affair Office and the 
U.S. Navy's Informational Survivability Management System (ISMS) for advanced 
damage control. 
3.2 Hypermedia 
A hypermedia product, called Hyperman, was designed and developed by STB. 
Hyperman is a software tool which enables the users of technical manuals to have rapid on- 
line access to documentation with a full range of hypermedia capabilities. With Hyperman 
users can parse documents in their native word processing format and display these 
documents on a UNIX platform employing X-Windows with the Motif Toolkit as shown 
in Figure 3.2. Hyperman is able to display a broad range of media, including text, 
equations, tables, graphics and audio. 
Figure 3.2 Hyperman's on-line documentation 
Hyperman was created with two separate configuration options. The fmt option creates a 
stand-alone hypermedia tool. The second option creates a "help-system" version of 
Hyperman. In the second configuration, Hyperman can exist within another host software 
tool. When the user has a need for on-line help, Hyperman can provide context sensitive 
help based on the users current location in the software. 
Hyperman employs a number of techniques to provide for easy transition between the 
user's paper and electronic document domains. These techniques include; electronic 
highlights, electronic notepads, full text search, hyper-links, preservation of the look of the 
book from paper to screen , and easy access to the UNIX environment. This access to the 
UNIX environment means that applications and processes, including the attachment of 
video, animation and audio to Hyperman text and graphic objects, can be started from 
within Hyperman which will augment the users comprehension. Hyperman's parsing 
preserves not only the text and page formats but all of the formats to the text including 
bold-facing, underlining, scripting, subscription, and italics. These capabilities are encased 
in a Graphical User Interface (GUI) which attempts to make the task of document 
management, information retrieval and diverse data integration easy. 
3.3 Intelligent Computer-Aided Training (ICAT) 
Expert system technology has been used to develop, autonomous training systems for use 
by astronauts, flight controllers and NASA engineers in learning to perform a wide range 
of procedural tasks. STB has developed many ICAT systems based on this technology. 
The Payload Deployment ICAT (PD/ICAT) and Center Information Systems/Computer 
Operations ICAT (CISCO/ICAT) are examples of such applications developed on 
UNIX/X-Windows and Microsoft Windows environments, respectively. The Active 
Thermal Control System (ATCS) ICAT for Space Station Freedom training was developed 
on the Apple Macintosh environment. It incorporates extensive multimedia in the form of 
scanned color photographs, animated graphics, digitized audio, and QuickTime digital 
video to engage the trainee's interest and to present a variety of concepts and system 
functions in a simulated real-world environment. 
Audio and video are significant elements in many subject areas. Flight controllers rely 
heavily on audio information received via their headphones, and astronauts must train for 
many tasks requiring visual inspection. Yet, audio and video elements have been omitted 
from most ICAT systems because they are system dependent. Integrating Apple's 
QuickTime software into the ICAT development environment offers three major 
advantages: it eliminates the cost of specialized hardware, it speeds development time and 
reduces maintenance costs, and it enables the cross-platform portability of the ICAT 
development environment. 
Using interactive graphics of display screens, high resolution photographs of equipment 
and control panels, and full-motion video of operation and maintenance procedures, ICAT 
systems are being developed to supplement and potentially replace large, expensive part 
task trainers and provide "on-demand training wherever and whenever it is needed. 
3.4 Virtual Environments 
Virtual Environment technology, which is generally referred to as virtual realiry or artificial 
reality, has the potential to provide an intuitive human-computer interface of unprecedented 
power (Figure 3.3). The STB is exploring the use of this technology for training as an 
adjunct to its ongoing work in ICAT. Virtual Environments (VE) can place an individual 
into any scenario that can be copied or imagined. The use of VE for training is obvious. 
Crew members can experience a virtual cockpit or an Extravehicular Activity (EVA) and 
both develop and be trained in new procedures. Payload specialists can learn to operate 
virtual instruments before they are built or flown. The key to VE is the immersion of the 
user in another world. The ability of VE to cause the suspension of disbelief is a power 
argument for the infusion of VE technology into NASA's training program. 
Figure 3.3: A VR system in use at NASAIJSC 
The STB is actively pursuing a number of applications projects that will utilize virtual 
environment technology. Among these projects are training for Space Shuttle EVA, Space 
Station Freedom operations especially those that are cupola based, and Hubble Space 
Telescope repair and maintenance. In addition, STB is working jointly with Marshall 
Space Flight Center to enable personnel at the two centers to simultaneously share the same 
VE, eliminating the usual constraints of location from joint training activities. Finally, 
prototypical science laboratories are being developed to enable students to observe physical 
phenomena not available in typical student laboratories. 
4.0 CONCLUSION 
Multimedia technology is in a very dynamic growth period with industry standards being 
defined and technical advancements with hardware occurring in many cases faster than new 
products can be released. Applications are being developed to exercise these available 
technologies. Software is reaching cross-platform capability status with peripheral 
component interface utilities and more extensive capabilities and functions incorporated into 
products. As multimedia system and component costs decrease, these systems will become 
attainable by a wider group for varied implementations. 
Although multimedia is here today, the technology is still in its infancy. Mixing and 
matching peripherals with existing peripherals bring up conflicts and incompatibilities. On 
a distributed network, transferring multimedia data can decrease the network throughput 
and efficiency dramatically. The STB is actively pursuing many avenues to overcome these 
deficiencies. Many multimedia data types are quite portable now. Animation, audio, 
graphics and images, spreadsheets and text data can easily be transported between 
hetrogeneous platforms. What is needed most at this time is non-proprietary software 
video compression and decompression capabilities such that the applications developed can 
be delivered without 
requiring costly hardware add-ons. More research and development needs to be done to 
incorporate search and indexing, knowledge capture, and higher bandwidth networking for 
distributed capabilities. 
As important as the hardware and software technology is the skill level of an integrated 
development team. This team of creative professional technical and artistic people from 
various disciplines is necessary for a worthwhile product. With a good design and creative 
skills, a multidisciplinary effort of computer engineers, graphics artists, a producer or 
manager and other relevant personnel can conquer the risks and barriers. It will also result 
in a high-tech masterpiece application and yield high pay-offs. In conclusion, to meet the 
demands of our informational society, the full potential of this revolutionary digital 
technology must be continue to be realized and utilized. 
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ABSTRACT 
In certain space-restricted environments, many of the benefits resulting from computer technology 
have been foregone because of the size, weight, inconvenience, and lack of mobii ty associated with existing 
computer interface devices. Accordingly, an effort to develop a highly miniaturized and "wearable" computer 
display and control interface device, referred to as the Sensory Integrated Data Interface (SIDI), is 
underway. The system incorporates a micro-video display that provides data display and ocular tracking on a 
lightweight headset. Software commands are implemented by conjunctive eye movement and voice 
commands of the operator. In this initial prototyping effort, various "off-the-shelf" components have been 
integrated into a desktop computer and with a customized menu-tree software application to demonstrate 
feasibility and conceptual capabilities. When fully developed as a customized system, the interface device will 
d o w  mobile, "hands-free" operation of portable computer equipment. It will thus &ow integration of 
information technology applications into those restrictive environments, both military and industrial, that have 
not yet taken advantage of the computer revolution. This effort is Phase I of Small Business Innovative 
Research (SBIR) Topic #N90-331 sponsored by the Naval Undersea Warfare Center Division, Newport. 
The prime contractor is Foster-Miner, Inc. of Waltham, MA. 
During the last decade, there has been a rapid development of technologies that support computer 
miniaturization. These technologies have significantly reduced computer workstation size and, at the same 
time, improved processor speed, memory capacity, and software utilization. It is interesting to note, however, 
that functional improvements in the interface devices for computers have been relatively few. With the 
exception of the computer mouse/trackball and new "pen-based" input devices, virtually all computer systems 
still rely on large and cumbersome interfaces, namely CRTjLCD screen displays and keyboards. There has 
been relatively little ergogenic improvement with these interfaces since their 1950s predecessors were 
introduced. 
Unfortunately, many of the benefits associated with computer technology have been foregone 
because of this lack of appropriate interface devices. This is particularly true for certain space-restricted 
environments such as aircraft, submarines, and spacecraft. The disadvantages imposed by size, weight, and 
inconvenience of existing interfaces as well as the lack of mobility for the operators using them has resulted 
in the avoidance of "computer solutions." 
The development effort described below seeks to solve this problem by integrating several new "off- 
the-shelf" technology products to produce a highly miniaturized, micro-video computer display and control 
system which incorporates both interactive ocular tracking and voice control. The goal is to create a 
"wearable" interface mounted on a portable headset. Further development will lead to the implementation of 
highly miniaturized, portable alternatives to currently used cathode-ray tube/liquid crystal display and 
keyboard control devices. The advantages of computer technology will thus become more accessible for 
space restricted and operator-mobile applications and environments. 
DISCUSSION 
A number of emerging technologies are now available which can provide significant improvement for 
the human-to-computer interface. Singularly, each one of these technologies has the abiity to provide 
improvement, but @icant synergy is gained by c o m b i i  them together into a single, integrated system. 
The technologies applied in this effort are those of micro-video displays, ocular tracking systems, and 
computer voice recognition. Based upon a capabiity verses cost analysis of commercially available products, 
as described in reference (I), the component subsystems described below were selected for use in this 
project. Since the interface concept relies on human sensory interaction, the system is referred to as the 
Sensory Integrated Data Interface (SIDI) 
Once the component subsystems were selected, the effort consisted of assembling them into a 
functional interface. On an adjustable headset were mounted a micro-video display, an associated Infra-Red 
(IR) illumination source and video camera, and a microphone. The micro-video display presents computer 
data to the operator. Using eye-tracking hardware installed in a PC expansion slot, screen cursor movement 
is caused to follow eye movement. Software menu selections are then implemented by gaze-fmtion timing 
and voice command. An analogy to the "point and click" functionality of a computer mouse can be drawn. 
The tine-of-sight gaze is used to "point" to a menu option and the voice command "clicks on it" or activates 
the selected item. 
Figure 1 illustrates how the components were assembled on an operator headset. Note that the 
display projector/eye-tracker is worn in a monocular arrangement in front of one eye. This allows the 
operator to access computer data while operating other equipment or performing other task. Note also that 
the use of the headset allows "hands-free" operation of the computer. Figure 2 illustrates a high level 
component integration scheme for the desktop computer. A customized software application was developed 
to demonstrate conceptual capabilities. As shown in Figure 3, it consists of a menu-tree listing of topics 
which the operator activates by gazing and, when ocular lock is achieved, initiates with a verbal command. 
Running underneath this application are the customized software device drivers for the system components. 
Micro-Video D i s ~ l u  
Data display for SIDI is provided by the "Private Eye" developed by Reflection Technology, Inc. 
The "Private Eye" uses a new proprietary technology which uniquely combines conventional semiconductor 
and optical techniques to create an image of a 12 inch monitor in a miniature package measuring only 1.1 
inches X 1.2 inches X 3.2 inches. It weighs less than two ounces. The display uses emissive elements to 
provide a high definition, high contrast, and fast responding image viewable in bright daylight. 
Worn in a monocular position in front of one eye, the unit interfaces with a PC computer via an 
interface card in an expansion slot. A virtual image of the computer CRT display is projected approxhately 
18 inches in front of the viewer's eye. The unit displays 720 X 280 pixels which can be formatted as 25 lines 
with 80 characters per line or can be used to show bit-mapped graphics. The monochrome image appears to 
float in space in front of the viewer with a quality and resolution matching that of a standard display. A lens 
system allows image focusing to accommodate viewing with or without eye glasses. 
Ocular Trackinn Svstem 
The subsystem chosen to provide line-of-sight ocular tracking for the SIDI was the Eye Slaved 
Pointing (ESP) System from ISCAN, Inc. It is available as a PC compatible, turnkey eye movement 
monitoring system that serves as a hybrid interface device. Terminate and Stay Resident (TSR) software 
developed for the ESP is designed to substitute an operator's line-of-sight gaze for standard computer 
pointing devices. The system provides cursor positional data to software applications which permit or require 
a pointing device. 
The eye-tracker functions by using a custom set of integrated circuits and tracking algorithms to lock 
on and track a point on the operator's eye in real-time. This is accomplished by measuring and tracking a 
low-level Infra-Red (IR) light beam reflected from the eye surface. A miniature IR video camera is used to 
acquire the pupil and corneal images needed by the tracking algorithms. The operator views a series of 
positional data points on a display to calibrate the tracking function for the display. From that point on, the 
tracking function converts eye movement into screen cursor movement. Since the display and eye-tracking 
camera are positionally coupled by the headset, movement of the head does not affect the tracking function. 
Both the ESP and Private Eye are mounted so as to be adjustable on the headset and allow variable 
positioning of the components for different operators. 
Voice Recoenition Unit 
The Voice Recognition Unit (VRU) chosen to provide voice control for the SIDI was the Voice 
Master from Covox, Inc. The system consists of a control unit, speaker, microphone, and software which can 
provide both speech recognition and generation capability for a computer using an available RS-232 port. 
The operator trains the system to accept specific voice commands which implement menu options once the 
ESP has achieved ocular lock on a menu option. 
VRUs allow a computer to translate any spoken language into accurate, intelligent commands. It 
does so by breaking down a spoken command into its frequency components and then comparing those 
components with those of pre-stored commands. Most language requirements for a computer can be carried 
out with a relatively small vocabulary when combined with gaze-directed screen interaction. Within 10 - 15 
minutes, an experienced operator can fully train the voice unit to recognize the required sets of alpha- 
numeric commands/inputs. 
While voice input alone can be used to select items from a display menu, there are many situations 
where it does not perform well. For example, voice commands are poor for most interactions with graphic 
images, like pointing to a specific wire in a schematic or selecting a location to insert information in a text 
display. Even with text applications, voice interaction is difficult when selecting one item from a display 
which has many similar items, like a stock inventory sheet or a page of text. Eye-directed interaction in 
conjunction with voice commands handles these situations quickly and naturally. 
Software 
A customized software application was developed to demonstrate functional and conceptual 
capabilities of the SIDI. The software consists of both the user application and the underlying TSR that 
handles hardware interrupts. As shown in Figure 3, the user application consists of a menu tree that allows 
the operator to access various types of documentation for submarine system and subsystem components. 
The operator makes a selection by gazing at a major topic item. When the SIDI achieves ocular lock-on, the 
selection flashes at the operator signifying that verbal commands can be initiated. Lock-on is achieved 
quickly enough so that the operator perceives that the system is operating concurrently with his thought 
processes. By giving various commands such as "ACCEPT", "UP", "DOWN", and "BACK" the operator can 
move around the menu to view desired data. The software was written in the C programming language with 
some in-line assembly code. 
SIDI APPLICATIONS 
There is a wide spectrum of applications for the SIDI or a SIDI derivative. They range from various 
consumer entertainment products to business applications to military documentation applications. Any 
current computer application that could benefit from operator mobility is a candidate SIDI application. 
Figure 4 illustrates an application for a technician performing a maintenance routine on a cruise missile using 
procedural documentation displayed by a SIDI system. A few of the many possible implementations that 
could be envisioned are as follows: 
Paperless technical manuals 
Equipment diagnostic/repair systems 
Personalized training systems 
Entertainment electronics 
Portable inventory management systems 
Procedural documentation in space-restricted areas 
Computer interface for the physically handicapped 
FUTURE WORK 
The goal of this project was to prototype existing commercial off-the-shelf hardware to demonstrate 
the feasibility of the SIDI concept. That goal was achieved. A functional prototype system was developed 
that successfully allows hands-free operation of a computer. The next step, as described in reference (2), is 
to refine the concept by developing a more compact and optimized interface device that provides operator 
mobility, requires less hardware adjustment to accommodate different operators, and is compatible with 
commercial software applications. 
To maximize operator mobility, it is proposed that the interface be developed to serve as a remote 
terminal served by a computer base station. The user module will contain the minimum amount of 
electronics required to drive the display, eye tracking camera, and microphone. The base station will provide 
all the intelligence for these components via a data link. The data l i i  will be preferably an un-tethered 
technology, such as an Infra-Red (IR) spacial optical link, thereby providing the operator unrestricted move- 
ment. 
To reduce the amount of component adjustment for each individual who operates the interface, the 
headset hardware will be miniaturized and integrated into a single, easy-to-use, composite unit. The 
hardware will be optimized for 
Ease of alignment to obtain the eye image 
Ease of calibration to the user's eye 
Better tolerance to room lighting variations 
Better display resolution 
A separation of component functions to allow base station interaction 
Finally, to preclude the need for customized software applications, the output of the eye tracking 
system will be modifled to reflect standard computer mouse and trackball conventions. This will allow the 
use of standard software interface environments. 
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ABSTRACT 
Network video conferencing is advancing rapidly throughout the nation, and the Idaho National 
Engineering Laboratory (INEL), a Department of Energy (DOE) facility, is at the forefront of the 
development. Engineers at INELIEG&G designed and installed a very unique DOE video conferencing 
system, offering many outstanding features, that include true multipoint conferencing, user-friendly design 
and operation with no full-time operators required, and the potential for cost effective expansion of the 
system. 
One area where INEL/EG&G engineers made a significant contribution to vidw conferencing was 
in the development of effective, user-friendly, end station driven scheduling software. A PC at each user site 
is used to schedule conferences via a windows package. This software interface provides information to the 
users concerning conference availability, scheduling, initiation, and termination. The menus are "mouse" 
controlled. Once a conference is scheduled, a workstation at the hubs monitors the network to initiate all 
scheduled conferences. No active operator participation is required once a user schedules a conference 
through the local PC; the workstation automatically initiates and terminates the conference as scheduled. As 
each conference is scheduled, hard copy notification is also printed at each participating site. 
Video conferencing is the wave of the future. The use of these user-friendly systems will save 
millions in lost productivity and travel cost throughout the nation. The ease of operation and conference 
scheduling will play a key role on the extent industry uses this new technology. The INEL/EG&G has 
developed a prototype scheduling system for both commercial and federal government use. 
INTRODUCTION 
Network video communications is advancing rapidly, and the Idaho National Engineering Laboratory 
(INEL), a Department of Energy (DOE) facility operated by EG&G Idaho, Inc., is at the forefront of this 
development. Engineers at EG&G have been involved in the design and development of several video 
conferencing installations for the Department of Defense (DoD), the INEL, and DOE. These installations 
have included; point-to-point and multipoint NSA approved secure and nonsecure video conferencing and 
data networks; local and long haul communication networks; multilevel security systems; remote digital 
video imaging; mobile video and audio systems;and multinodal, multimedia information networks. Typically 
these systems incorporate multiplexed digital data traffic that can be camed over land lines, microwave, fiber 
cable or satellite communications media. INEL engineers have developed expertrse and implementation 
tools in all the above areas over the past eight yean, that has placed our design and installation team in a 
unique position to help government and private groups develop video conferencing and data transmission 
capabilities. INEL engineers have, in all cases, camed these jobs from start to finish. Using industry 
standard equipment and have interfaced with government and private agencies to work both the technical 
and operational challenges associated with video conferencing and data networks. 
The principle subject of this paper is a video conferencing and data network developed for the DOE 
that embodies many of the features that are both common and unique to high level v idw conferencing and 
data transmission needs, including true multipoint conferencing, user-friendly design and operation, no full- 
time operators required, and the potential for cost-effective expansion of the system. This development is an 
excellent example of an information system that serves todays needs, using current technology, and at the 
same time looks forward to the future needs of video conferencing and data transmission. Although the 
conferencing system developed for the DOE was designed for a limited user community, the work performed 
by INEL engineers forms the groundwork for video conferencing and data communications networks of any 
size. 
The DOE identified the need for a nation-wide video and data network and contracted the 
INEL/EG&G Idaho to design it. This network was to link remotely located sites through an effective use of 
both video and data communications capabilities. Eight sites were selected for the initial system. A dual 
hub topology (one in the eastern US and one in western US) was selected to minimize the number and 
length of communication lines and lower costs (see Figure 1). The system configuration at each user site 
consists of video conference equipment (monitors, cameras, etc.), a compressor/decompressor (CODEC) for 
bandwidth reduction, a multiplexer for multiple data input, a gateway to a nationwide communications 
network, and a personal computer (PC) linked to centrally located workstations for local systems and video 
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FIGURE 1 
BASIC MULTIPOINT VIDEO CONFERENCING NETWORK 
network scheduling. A workstation and a Multipoint Control Unit (MCU) used for video switching are 
located at each hub. The workstation provides control of the network-wide vidw scheduling database. Each 
site is equipped with a bandwidth multiplexer (mux) used to multiplex the video conferencing signal as well 
as other types of digital data transmissions on a T1 communication line leased from AT&T. The 
multiplexers, connected to the communications network, create a communications backbone capable of 
serving not only video conferencing, but many other forms of data transmission between the involved sites. 
Data transmission and network control interface directly to the multiplexers; only video conferencing signals 
pass through the CODEC units and the MCU. 
THE HARDWARE 
The hardware is all off-the-shelf and readily available. Rooms or studios are set up using 
commercial video and audio equipment, with either customized configurations o r  modular consoles. The 
communications backbone is a multiplexer based, multipath nodal system, capable of carrying many different 
types of data traffic, including the video conferencing. The multipath capability supports reliability, by 
providing more than one path for data flow, as well as supporting both point-to-point and starhub type 
communications links, simultaneously. Each node's multiplexer allows for the support of computer traffic, 
voice, fax, high resolution graphics or imagery, or any form of digital information exchange, up to the limit of 
available bandwidth. Riding along on the same communications lines to perform housekeeping chores is the 
network wide control and data routing information provided by an easy to use control and scheduling system. 
Developing the network architecture into either, or both a starhub, or point-to-point configuration is simply 
a matter of choice in a well designed nodal communications network. The starhub configuration is 
necessary for multipoint video conferencing applications. The point-to-point applications support point-to- 
point video conferencing, as well as all manner of digital data traffic, and all can be served simultanwusly, 
again up to the limit of the available bandwidth. Fractional TI. T I ,  or even T3 communication services can 
be employed to support the users needs and budgets. 
The Video Conferencing CODEC is located on the equipment side of the nodes multiplexer and 
supports only video conferencing applications. Its primary role is to reduce the full motion video bandwidth 
(typically 92 mbls) down to near full motion (1.5 mbis or less) to allow for affordable transmission between 
sites. The CODEC also provides data formatting, encryption, bandwidth multiplexing and other services. 
The MCU located at each hub is an audio-activated digital video switcher. This video input to 
output switching capability is key to multipoint conferencing. To accomplish this switching, the MCU 
separates each site's incoming audio signals from the video, determines which signal is the loudest 
(dominant) at any given time, and switches the transmission of the associated video to all participants. This 
results in "video-follow-voice"conferencing, in which multipoint participants see the video image of the 
dominant speaker. The audio is party line; all participants hear each other at all times. As another 
participant becomes the dominant speaker, the MCU automatically switches to broadcast their video image. 
The DOE configuration uses two dedicated MCUs, one in the eastern U.S. and one in the western US, 
linked together via redundant communication lines in a cascade configuration, with a combined potential for 
five separate simultaneous conferences involvingup to twelve separate participant sites. A follow-on to this 
existing design will use the MCUs as free floating independently assigned conference sewers, allowing several 
MCUs at each hub to serve a much larger conferencing community, all under the control of the automatic 
conferencing control and scheduling system. 
CONFERENCE CONTROL AND SCHEDULING 
One area where INEL engineers have made a significant contribution to video conferencing is in the 
development of an effective, user-friendly video conferencing scheduling system. A PC at each site is used to 
schdule  current and future conferences via a windows menu package. Users are provided information on 
current and future conferencing schedules, conference initiation and termination, and video system status. 
All inputs to the system are via a "mousew or keyboard. Following the prompts and selecting the desired 
options enables the user to schedule current and future conferences on the system as well as do conference 
status inquiry. 
Once a conference is in the workstation's scheduling database, the workstation monitors the common 
network time (based on east coast time, but displayed to each user in local time) and activates and 
terminates each scheduled conference automatically by sending commands to the MCUs at the hubs. 
Conference scheduling time slots are broken into 15-minute intervals. Start immediate and end immediate 
commands are also available for spontaneous unscheduled conferences allowing initiation and termination of 
a conference at any time. 
No active operator participation is required once a user schedules a conference through the local 
PC. Under the control of the scheduling database, the workstation automatically brings up the conference as 
scheduled. Hard copy notification of the scheduled conference is provided at each participating site via a 
dedicated printer. There can be up to 5 separate and independent video conferences on the network 
simultaneously, however, users can participate in only one conference at a time. 
The scheduling system is designed so that a central manned operation center is not needed. 
Individual users of the system schedule and operate the system from their own facility. Typically,any user 
could operate and schedule a conference after just a few minutes of training. The following example 
demonstrates how easy scheduling a conference can be: 
"A user at Site 1 needs to schedule a vidw conference meeting for Monday 
at 10:OOa.m. He opens the scheduling log on his PC screen and discovers that the 
necessary conferencing sites are free on Monday at 10:OO a. m. With a few clicks of 
the mouse, identifying the sites involved and the conference date and time, the 
conference is entered into the time slot from 10:OO to 10:30a.m. The user selects a 
closed conference to ensure privacy. All sites in the conference receive a hard copy 
notification of the scheduled conference. 
A few minutes before lO:OOa.m.,on the day of the conference, one of the 
participants involved walks into their conference room turns on a single switch to 
activate the local system. The system comes up in a loop-back (to the MCU and 
back) configuration wherein the local sites initially see themselves. Cameras at the 
sites are adjusted by the conference attendees until everyone in the room can be 
seen on the systems monitors. Microphones are arranged to make sure that all 
voices can be comfortably heard. At 10:OO a.m., the hub MCUs receives a signal 
from the workstation to complete the required conference interconnections and the 
conference begins. An ascending three-tone signal is automatically sent to all 
participating sites announcing the start of the conference. The originator makes the 
necessary introductions and initiates the conference. 
As the conference progresses, the sites' main video monitors switch 
between the sites of the dominant speakers, and graphics are sent and displayed on 
each sites' auxiliary monitors. Discussions center on the problems at hand and after 
twenty minutes, issues are cleared up and direction given. Since the conference is 
completed early, the originator brings up the scheduling menu at the local PC and 
selects the "End Conference Immediately" option. A descending three-tone signal is 
sent to all three sites, and each sites monitors return to a view of their own 
conference room. The conference is complete. " 
DATA TRAFFIC 
The multiplexers and the dedicated full-time T1 (1.544Mbls) communication lines form the 
backbone of the communication network. Independent data transmission occurring simultanwus with a 
video conference is possible because the multiplexers share the use of the T1 bandwidth through division of 
the 1.544Mbls between data, video, and control traffic. During off-shift times or on weekends, when video 
conferencing is not being conducted, all but the control portion (19.2 Kbls) of the T1 bandwidth can be 
manually allocated to data transmission tasks. Work is progressing to include automatic, dynamic network 
bandwidth control as part of the workstation functions. 
PRIVACY 
Scheduling PCs at each site as well as the workstations at the hubs are password protected. Video 
conferencing signal encryption is optional. Encryption can be performed in the CODEC and in the MCU 
through the use of encryption keys. Each site receiving encrypted transmission must use the same key. 
Conference privacy can also be assured by rnalung a conference closed to all but invited participants. 
Open conferences can be joined at any time. However, when an additional participant joins an open 
conference, his presence is announced by a brief series of audio tones. Closed conferences allow only those 
sites scheduled by the conference originator to participate. The conference is designated open or closed 
when it is scheduled on the originator's PC. 
SECURE SYSTEM APPLICATIONS 
NSA approved security is an easy extension of the above described network. DoD networks using 
the MCUs in secure conferencing configurations have been established by INEL engineers at the Strategic 
Air Command (SAC), at Offutt AFB; the Tactical Air Command (TAC), at Langley AFB; the Pentagon; 
Norfolk Naval Center; Cheyenne MountainIPeterson AFB in Colorado; and the Material Air Command 
(MAC) at Scott AFB in Illinois. These networks typically employ KG-941194 encryption devices at the 
RedlBlack boundaries of the secure facilities. It should be noted that these systems use a combination of 
fiber links, microwave links, commercial telephone links, and satellite links as communication media, all 
working through the KG devices. These secure systems have worked reliably and well. 
In secure applications, the multiplexers and nodal communication equipment exists on the black side 
of the secure boundary and receive black (encrypted) data from the secure areas, or non secure information 
from non secure areas. For video conferencing the MCU and CODECs must operate on unencrypted, or 
red data, thus requiring the MCU and CODECs at both end station and hubs to be located in secure (Red) 
areas. As long as RedlBlack boundaries are observed, both encrypted secure and non secure data traffic can 
be handled simultaneously by the network. 
GOVERNMENT AND COMMERCIAL 
BENEFITS FROM VIDEO CONFERENCING 
Although these systems are new, benefits have already been realized. Among them are: 
Managers and key technical people are more reachable. 
Lost productivity due to travel is reduced. 
Less time is lost in clearing calendars and making travel plans. 
Meetings can be held that normally would be cost and schedule prohibitive. 
Meetings can be expanded to include additiond personnel who would normally not travel. 
A greater number of people can benefit from special expertise. 
Meetings are better structured and more task-oriented. 
People make finner commitments to a person they can see rather than just hear. 
Territorial issues do not have to be addressed, so the focus is more likely to be on the 
original purpose of the meeting. 
Decisions can be reached faster. 
Sessions can be recorded and replayed as needed. 
.Although travel reduction is the most common reason for businesses and other agencies to consider 
teleconferencing, it isn't the biggest factor in savings. Our experience has shown that although travel 
decreases, the cost of design, installation, and maintenance of a video teleconferencing center offsets the 
saving in travel significantly. What really improves (thereby justifying the expense of a facility) is the 
response time to problems in development or delivery of a product. All the best minds of an organization, 
not just the ones who are free to travel, can be put on the problem at once, with immediate feedback. 
It is also our experience that teleconferencing enhances group decision making, and that in 
situations involvingconflict, it facilitates negotiation. Teleconferencing participants tend to be less dogmatic, 
and more compromising, allowing opinions to be changed more easily, resulting in formation of fewer 
coalitions. 
WHERE VIDEO CONFERENCING IS HEADED 
The pressing need in the video conferencing world is to reduce the number of "is1ands"of video 
conferencing whch  cannot intercommunicate, in favor of single networks that serve larger user communities. 
The various architectures must look forward to emerging standards and related technical developments that 
will support system intercomectivity. However, a dominating adherence to these standards is still a few 
years in the future. Pseudo standards tend to be set up by systems that have the most equipment in place. 
Growth and expansion, of necessity, perpetuates the acquisition and installation of compatible, usually single 
source equipment. Until equipment is truly standardized, networks large or small, must acquire certain 
critical equipment from a single manufacturer. This is more critically true for digital multipoint conferencing 
hardware than for the simpler point-to-point digital links. The development of a large nationwide network 
requires settling on a single architecture for certain critical components, including the CODEC, the MCU, 
and separately the multiplexers and communication backbone equipment prior to finalizing design. 
INEL Engineering propose the development of new, or the expansion of existing systems into larger 
networks, to be designed to satisfy the following concepts, and comply with the configuration shown in Figure 
2. 
*** Use of a large area network multiplexer backbone capable of serving a large number of 
sites. 
*** Banks of MCUs used as free-floating conference servers assigned to users on a 
conferencing basis and not permanently assigned to any given user, thus significantly 
expanding the potential numbers of users. 
*** Untended network accessible through any end station conference facility. 
*** A large, user-friendly conference control database. 
*** Dynamic network bandwidth control and allocation of data and video through the 
workstation database. 
*** Simultaneous use of the dedicated bandwidth for video conferencing and other user 
information exchange needs to better utilize expensive communications costs. 
*** Incorporation into the network of dial-up and switched services. 
INEL engineers contend that the network developed for DOE and the experience gained from the 
DoD installations provide a viable base from which new larger systems can be developed and to which older 
systems can migrate to establish nationwide video conferencing networks. Hardware compatibility will 
continue to be a problem for the next few years, however, despite these problems large multiuser, multipoint 
and multiservice conferencing and data networks are possible using today's technology. 
This larger network would be similar in operation and application to the limited DOE networks 
discussed in the previous section. The primary differences would be (1) larger muitinode, multiplexed 
communications network forming the backbone, (2) the use of MCUs as free floating servers assigned as 
needed to video conferencing users, and (3) the expansion of the control database to support a larger user 
community with multimedia, multidata, and multiuser services. The end station video equipment and 
network access and control equipment will remain much as it is in the above DOE system. Our existing 
database and network control will be expanded, along lines already established, to serve a larger user 
community. 
Using an innovative structure such as that shown in Figure 2 assures compatible, low-maintenance 
systems accessible to a large user community at a minimum cost. Video conferencing is the wave of the 
future. Swift action to make it accessible nationwide should be a critical priority of both private industry and 
government agencies. 
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ABSTRACT 
The Kansas City Division of Allied Signal Inc., as part of the Integrated Flexible Manufacturing Program 
(IFMP), is developing an integrated manufacturing environment. Several systems are being developed to produce 
standards and automation tools for specific activities within the manufacturing environment. The Advanced 
Manufacturing Development System (AMDS) is concentrating on information standards (STEP) and product data 
transfer; the Expert Cut Planner system (XCUT) is concentrating on machining operation process planning 
standards and automation capabilities; the Advanced Numerical Control system (ANC) is concentrating on NC 
data preparation standards and NC data generation tools; the Inspection Planning and Programming Expert system 
(IPPEX) is concentrating on inspection process planning, coordinate measuring machine (CMM) inspection 
standards and CMM part program generation tools; and the Intelligent Scheduling and Planning System (ISAPS) 
is concentrating on p l a ~ i n g  and scheduling tools for a flexible manufacturing system environment. All of these 
projects are working together to address information exchange, standardization, and informdtion sharing to 
support rapid prototyping in a Flexible Manufacturing System (FMS) environment. 
INTRODUCTION 
As industry strives towards a Computer Lntegrated Manufacturing (CIM) environment, many technological 
advances, such as computer aided design systems and computer controlled production systems, have been 
accomplished. However, these advances have created many islands of automation in which integration between 
these areas is still a labor intensive effort. As a result, an automated link must be established between the product 
definition and numerical control machines. The IFMP systems are knowledge based and reflect an open systems 
architecture. The projects are working togetber to develop an object-oriented database tbat houses a persistent 
representation of products, process plans, resource, NC, inspection, and other manufacturing support information. 
This integrated database will allow manufacturing p e r s o ~ e l  to share all essential manufacturing information in a 
common database, tbus providing quick information access to the manufacturing community. The database will 
also allow concurrent processes to utilize the same information. The data structure witbin the database is an 
implementation of tbe Standard for Exchange of Product Data (S'IEP), m international standard. These data 
structures provide a standard format for information exchange inside and outside of the manufacturing facility. 
The IFhfP systems utilize leading edge solid modeling technology and feature-base tolerancing to automate tasks 
that were impossible to automate in the wueframe world. Solid modeling and other leading edge technologies 
utilized within tbe systems open the door to meeting product requirements with a smaller fraction of money and 
resources and provide the capability to reprogram for quick production turn around of new product designs. 
This paper presents a brief overview of tbe IFMP automation projects, how they are attempting to achieve 
interoperability and concludes with a description of the manufacturing environment these projects are being 
developed to support. 
AUTOMATION PROJECTS 
The AMDS system is a next generation product data translation and data management environment that is 
driven directly frdm internati~nai~roduct d& standards. AMDS embodies the technologies of distributed 
1. Operated for the United States Department of Energy under Contract Number: DE-AC04-76-DP00613 
workstation database management, standard product data models, and high productivity object-oriented 
programming that will prepare KCD to adapt to the evolution toward open systems integration. Using AMDS , 
KCD has demonstrated that it can move files formatted in the emerging intemational Standard for the Exchange of 
Product Model Data (STEP) between commercial solid modelers and into a vendor independent distributed solid 
model product definition database. Using AMDS, KCD has demonstrated that it can transfer prismatic parts 
between three commercially available solid modelers. AMDS is used within the IFMP system as a transfer 
mechanism to move product definition from a client into the IFMP manufacturing database so that XCUT, IPPEX, 
and ANC can have concurrent access to product definition. 
The AMDS architecture (see Figure 1) consists of two major pieces: a generator and a repository. The 
generator reads in m electronic form of STEP and automatically generates the repository which consists of an 
object-oriented database and idout file translators for importing md exporting STEP ASCII files in standard 
format. The AMDS can bt used in file exchange mode or applications can be written directly against the 
database. The AMDS generator guarantees that the database md its inlout file translators are consistent with each 
other. The repository is based on the I T K A  object-oriented database management system. ITASCA is a true 
object-oriented system and treats programs and data uniformly as objects. This uniform treatment of data and 
programs allows economies of programming that have greatly accelerated the development of AMDS software. 
Applications f 3  
STEP 
Figure 1. AMDS System Architecture ~TANDARD 
A pro- plan is the sequence of operatioas necessary to transform raw material into a finished part. 
XCVT(l] maintains a penistent definition of products, and process plans in m object-oriented database. The 
information stored in the database is m implementation of tbe Roduct Data Exchange Specification (PDES), an 
international standard. XCUT incorporates the PDES models for product definition, geometric shape, form 
features, and process plans, among otben. PDES data models specify the definitions of objects as well as an 
ASCII exchange file fonnat for transferring instances of those objects. Each object in the XCUT database has 
methods for storing and retrieving itself from the database and for reading and writing itself to an exchange file. 
XCUT (see Figure 2) shares its object-oriented database with two other advanced manufacturing projects at 
the Kansas City Division, the advanced numerical control planning system ANC, and the inspection planning 
system IPPEX. All three systems will share the same information, providing seamless integration between 
process planning, NC, and inspection. Data modeling in EXPRESS-G and the EXPRESS language is used for 
defining objects and their relationships and attributes. The implementation of the database hhs been automated by 
a program that parses the EXPRESS files and generates C++ code and the database schema. The code generated 
by the parser produces a11 methods necessary for accessing objects Erom the database and for importing and 
exporting objects to data exchange files. 
XCUT is linked with a solid modeling system to provide the spatial reasoning capabilities needed in process 
planning. The solid modeler provides visualization graphics and is used to identify the set of manufacturing 
features removed from the raw material to make the finished part. The definitions of all solid models used by 

























Figure 2. XCUT System Architecture 
XCUT Object Oriented Planning Environment I 
Hierarchical 
Process Plan 
The numerical control (N/C) analyst's instruction set is embodied by a process plan. A process plan includes 
a sequence of the operations and processes necessary to transform raw material into a finished part[2]. The ANC 
system uses a process plan in an electronic form. The process plan is broken down into "bite sized" pieces that 
represent singular cutting tool operations or "single tool uses". A single tool use references one or many 
manufacturing features which provide the ANC system with design information describing the material to be 
removed. A sub-component of the manufacturing feature is a "delta volume". A delta volume is a solid model 
that provides a geometric representation of the volume of material to be removed. The manufacturing feature also 
includes non-geometric design attributes such as surface finish, tolerance, threads and edge conditions. Other 
information necessary for automation of NIC data preparation activities include machine tool characteristics, 
cutting tool characteristics, work holding devices and associated manufacturing resource information. 
The ANC system (see Figure 3) uses an object-oriented database as a persistent repository for all of its 
information. An object-oriented kernel solid modeler provides the capability to answer arbitrary geometric 
questions algorithmically. The main component within the system is a solid model based manufacturing package. 
This software supplies solid model based toolpath generation capability. It also provides a user interface for 
viewing, manipulating and creating solid models. 
"Knowledge based sub-systems are extremely important in the capture, reduction, packaging, expression and 
dissemination of the knowledge utilized in operating a manufacturing enterprise" [3]. The ANC system 
incorporates r knowledge based system to provide these capabilities. Manufacturing rules for this "system of 
experts" are being developed by a group of resident experts in the field of numerical control and process planning. 
An inference engine uses these manufacturing rules, along with the related part, machine and tool information to 
determine the appropriate feed rates, spindle speeds, d e p t h  of cut, step over distances and motion parameters 
required to generate an N/C toolpath. 
Modeling System 
Figure 3. ANC System Architecture 
The ANC system interprets process plans and analyzes supporting manufacturing, product and solid model 
feature information to determine appropriate motion controls for mrchiniig a part. The machinable volumes 
generated by XCUT are used as geometric input to the ANC system. The ANC system also utilizes process plans 
that are generated by XCUT. Solid models that represent the volume of space through which the cutting tool 
travels are generated for each single machining operation. These solid models are compared to solid models 
representifig the fixture assembly to detect collision. They are also used to generate solid models that represent 
the shape of the part after a single machining operation is performed. These solid models (classified as In Process 
States) are used to verify the accuracy of the NC data, and to check for collision on entry motion for subsequent 
machining operations. The system also includes the capability to automatically regenerate NC data based on 
changes to the part design. 
IPPEX (Inspection Process Planning EXpert)[4], is a knowledge-based system currently being developed for 
the dimensional inspection of piece parts at the KCD. The objective of IPPEX is to make CMMs more effective 
production support inspection tools by creating consistent and standard inspections, enhancing their productivity, 
and capturing inspection expertise. This is accomplished through applying product modeling, incorporating an 
explicit tolerances representation, establishing dimensional inspection techniques and embedding an inference 
mechanism. 
The IPPEX system automates the generation of inspection process plans and part programs for measuring 
piece parts with coordinate measuring machines (CMMs). While the XCUT and ANC create plans and 
instructions for machining, IPPEX concurrently will create the appropriate inspection planning and generate the 
part programming code necessary for sample-point dimensional measurement[S]. The IPPEX inspection activities 
will integrate with the XCUT activity plan to create a final product process plan. Given the inspection scope, 
defined by feature-based tolerances in the product model, IPPEX will plan the sequence of operations necessary to 
verify that the manufactured part conforms to requirements. These operations will contain activity objects that 
will identify resources such as measuring machines, part set-ups, and probe configurations, and tasks such as 
establish datum reference frame, verify tolerance, and measure feature. The process plans will also contain 
inspection techniques based upon the feature's current measurement criteria. The inspection techniques determine 
the number of sample points, the distribution of these sample points, and the selection of the appropriate substitute 
geometry algorithm. Based upon this inspection process plan, a Dimensional Measurement Interface Standard 
(DMIS)[6] formatted CMM part program will be created along with the appropriate part set-up and probe 
configuration support documents. 
As illustrated in Figure 4, t k  IPPEX system consists of five major components: a user interface, a product 
modelling system, a relational database management system, an object-oriented database system, and an expert 
system environment which involves an inferencing mechanism md multiple knowledge-bases. The user interface 
provides the user access to IPPEX's functions. Tbc product modeler supplies tbe product definition information. 
The expert system environment controls tbe inspection knowledge bases and the inference mechanism. The 
databases contain resource data md plan storage 
The current IPPEX prototype system runs on an HP/Apollo engineering workstation. The user interface is an 
icon-based menu-driven module which interfaces the user to the product modeler and the IPPEX planning system. 
The current product modeling system involves the Parasolid Solid Modeler[7] complimented by CAM-1's 
Dimension and Tolerance (D&T) Modeler[8]. Tbe connection to the geometric solid model and D&T information 
is acquired through the modeler's application programmers interface subroutine library. The data in the relational 
database are programmatically accessed through embedding SQL constructs in the C language. Finally, the 
current inferencing environment is NASA's C Language Integrated Production System (CLIPS)[9]. CLIPS is a 
production rule-base system. It is activated by the IPPEX system through C functions to CLIPS. IPPEX's 
application routines can initiate CLIPS, assert new facts into the CLIPS fact base, retract facts from the fact base, 
execute a set of rules, and transfer inferenced decisions. 
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Figure 4. IPPEX System Architecture 
ISAPS[lO] is a scheduling md planning tool for shop floor personnel with the responsibility of producing 
discrete, machined electrical component bousings in a Flexible Manufacturing System (FMS) environment. The 
ISM system (see Figure 5) has two integrated components: the Predictive Scheduler (PS) and the Reactive 
Scheduler (RS). These components work cooperatively to satisfy the four goals of the ISM system, which are: 
1) meet production due dates, 2) maximize machining center utilization, 3) minimize cutting tool migration, and 
4) minimize product flow time. 
The PS is used to establish schedules for new production requirements on a variable planning horizon. It 
provides finite capacity scheduling for six machining centers, two coordinate measuring machines (CMMs), one 
automatic wash station, and five manual stations for tooling, part, and fixture preparation. The RS is used to 
adjust the schedules produced by the PS for unforeseen events that occur during production operations, such as 
equipment failures, changing priorities, and product mix. 
A common model of the FMS is employed by the PS and RS which defines the basic system configuration 
and availability of resources to be considered for scheduling, The PS and RS subsystem prototypes have been 
developed using KEE[11], an expert system shell from IntelliCorp, and Common Lisp. The schedules developed 
by the ISAP system bave been validated using a discrete event simulation model of the FMS. The prototypes are 
cunently being converted to the object-oriented C environment, RoKappa[lt], also from IntelliCorp. 
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Figure 5. ISAPS System Architecture 
IFMP SYSTEM INTEGRATION 
The IFMP is in the process of integrating all of the previously described systems into one seamless 
manutcturing environment. Figure 6 illustrates the flow of information that is required to rapidly produce 
products targeted for the Flexible Manuf!cturing System at KCD. 
Product definitions will be obtained in electronic form from m outside client in STEP ASCII standard format. 
The AMDS system will automatically translate this information into product definitions to feed XCUT, IPPEX 
and ANC. XCUT will use the definition to generate the process plans for the machining operations. IPPEX 
generates similar plans for the inspection process. These plans an joined together to produce the production plan 
for the product. ANC takes the production plan, along with the product definition from AMDS, and generates the 
required NIC programs to machine the product. The second pass of IPPEX generates the DMIS part inspection 
program. The NIC and DMIS programs are post-processed to their resptctive native machine codes and 
electronically shipped to the FMS. ISAPS uses the information embtdded in these programs and master 
production schedule requirements to determine the appropriate schedule to manufacture the product. 
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ABSTRACT 
Automated fiber placement is a manufacturing process used for producing complex composite structures. 
It is a notable leap to the state-of-the-art in technology for automated composite manufacturing. The fiber 
placement capability was established at the Marshall Space Flight Center's (MSFC) Productivity Enhancement 
Complex in 1992 in collaboration with Thiokol Corporation to provide materials and processes research and 
development, and to fabricate components for many of the Center's Programs. The Fiber Placement System 
(FPX) was developed as a distinct solution to problems inherent to other automated composite manufacturing 
systems. This equipment provides unique capabilities to build composite parts in complex 3-D shapes with 
concave and other asymmetrical configurations. Components with complex geometries and localized 
reinforcements usually require labor intensive efforts resulting in expensive, less reproducible components; the 
fiber placement system has the features necessary to overcome these conditions. The mechanical systems of the 
equipment have the motion characteristics of a filament winder and the fiber lay-up attributes of a tape laying 
machine, with the additional capabilities of differential tow payout speeds, compaction and cut-restart to 
selectively place the correct number of fibers where the design dictates. This capability will produce a 
repeatable process resulting in lower cost and improved quality and reliability. 
INTRODUCTION 
A rather unique situation exists at the Productivity Enhancement Complex (PEC) in that NASA 
engineers and scientists work together with industry and university experts to solve material and process 
problems and perform advanced research and development. Each of the research cells is designed to concentrate 
on a specific materials need, a specific process or set of related processing activities. This arrangement allowed 
us to combine the new fiber placement capability with existing filament winding, tape laying, tape wrapping, 
pultrusion and ancillary facilities. 
Developing manufacturing technology is one of the most important challenges in the field of 
composites. The need exists to establish manufacturing methods that meet the requirements of both superior 
material properties and program economics. Fabrication of components using composite materials prompts two 
primary catalysts for our research and development initiatives: tlie characterization/optimization of the composite 
processes and fabrication of components for the many projects tluoughout the Center. To characterize and 
optimize the process, we must first understand and define the critical parameters involved. To do this, we use a 
design of experiments statistical methods that will evaluate tlie available data and provide an understanding of 
the interactive effects of these parameters. From tllis understanding, we are able to sustain a repeatable process 
resulting in lower cost, improved quality and reliability and enhanced performance. We will acllieve a process 
that we can control and provide ourselves and industry alternative solutions for materials and processing 
selection. At the MSFC we also have an advantage over industry in that we are not under the gun to meet 
procluction schedules with this equipment. We can develop and implement improvements without interruption 
and not just hold the status-quo. The second impetus mentioned was to fabricate components for the Center's 
programs. Working with the Program offices, the Science and Engineering Organizations, the Technology 
Utilization Office, and others, we provide very sophisticated flight components, Iiglitweight robotic end effectors, 
or simpler secondary structures, brackets and fixtures. 
THE FIBER PLACEMENT SYSTEM MECHANICS 
The fiber placement system is shown as it is located at the PEC in Figure 1. Fiber placement represents 
one of the key elements of composite manufacturing technology and is a result of efforts to improve and merge 
capabilities from filament winding, tape laying, robotics and machine tool rigidity. The fiber placement process 
utilizes unidirectional ptepreg tow material that is applied by compressing the tow material between a roller and 
part mandrel during movement of the mactune and/or mandrel. The fiber placement machine is robotically 
programmed to maintain the compaction roller on the mandrel. With linear and rotational motions and the 
capability to vary the number of tows it can precisely place material onto complex surfaces. Repeated 
application of the composite material onto the mandrel and underlying layers is continually compacted by the 
roller, thus forming a consolidated laminate. 
FIGURE 1. VIEW OF THE FPX 
The FPX maclune has seven major axes of motion as shown in figure (2). It is computer numerically 
controlled (CNC). The carriage and bed have two linear axes (X and Z) and a tilt axis (Y). The mandrel is 
located parallel to the carriage and has rotational motion (C axis). The head is attached to the robotic wrist that 
is capable of three axes of motion: yaw (I), pitch (J), and roll (K). All of the machine axes are employed to 
keep the compaction roller normal to the mandrel surface. 
The machine is capable of applying up to 24 individual tows at a time producing 3-inch wide collimated 
fiber array. The tow material is delivered from a creel located on the crossfeed bed and equipped with bi- 
directional tensioners capable of retracting material to avoid slack as the machine moves through its motions. 
The tows course through guide rollers to a servo-controlled redirect roller located on the head to maintain fiber 
alignment throughout the machines motions. Certainly, the most sophisticated component of the machine is the 
delivery head. The computer controlled delivery head precisely dispenses, cuts, clamps, and restarts tow material 
automatically. The fiber array travels from the redirect roller to the cut/clamp/restart mechanism (CCR). The 
CCR's are where individual tows are cut to drop off segments of the array, and restarted to resume that segment 
of the array. To  maintain the proper adhesive characteristics (tack), heating and cooling sources are strategically 
located within the head. The machine is capable of holding parts which are 84 inches in diameter, 342 inches 
long, and 20,000 pounds. 
X-axis (arm crossfeed) 
Y-axis (arm tilt) 
Z-axis (carriage longitudinal movement) 
C-axis (parurnandre1 rolation) 
I-axis (head yaw) 
J-axis (head pitch) 
K-axis (head roll) 
A-axis (redirect roller angular posit~on) 
U-axis (tow restart linear position) 
FIGURE 2. SEVEN MAJOR AXIS OF MOTION 
Machine control is achieved with Milacron's Acramatic 975F CNC. The control system uses 32-bit buss 
type open architecture incorporating two 386 processors, two 387 processors, and nine 186 processors to provide 
high speed instantaneous control to 86 distinct mechanical and pneumatic devices. SDRC's I-DEASTM 
software is used to provide a complete offline programming system to implement a comprehensive mechanical 
design automation system. The system software is integrated for design, analysis, and manufacturing. A solid 
model is generated to provide a complete 3-dimensional product definition that can be easily analyzed to 
determine component performance and manufacturing parameters. Engineering analysis is performed directly 
from this model as is a manufacturing simulation. Using this approach, alternative designs are optimized to meet 
established engineering and manufacturing criteria. Productivity is substantially enhanced using this topdown 
integrated manufacturing strategy. Design, analysis, simulation, machine programming, and data management are 
all administered from within one software environment. 
THE FIBER PLACEMENT PROCESS 
The prevailing method for producing composite components with highly complex geometries is by 
manual layup. Manual layup of these components is simply not productive and until now, the automated 
machines available for manufacturing were also less than adequate. Filament winding and tape laying machines 
are the most widely used methods for manufacturing composite components. The FPX will not render either of 
these processes obsolete, what it will do is fill the role where filament winders and tape layers machine 
lintitations fail specific geometries. The FPX expands the boundaries of composite processing erasing previous 
impediments to manufacture complex structures from advanced composite materials both efficiently and reliably. 
With a wide variety of integrated machine technology, the FPX is able to provide one-step fabrication of 
symmetrical or asymmetrical, simple or complicated composite structures. Figure 3 illustrates the method by 
which precise placement of the tow material is achieved to comprise the laminate component. A mechanical 
compaction roller laminates the tow onto the mandrel or part surface. By mechanically pressing the tows onto 
the surface, entrapped air and inner band gaps are eliminated. Uniform compaction reduces debulking 
requirements, processes concave and asymmetrical surfaces, and supports the fiber steering capability. Fiber 
steering is achieved by differential tow payout speed and compaction, allowing continuous fibers to be directed 
around openings to eliminate machining or UMeCeSSary buildups. Fiber orientation that is precisely controlled 
will counter shear stresses heretofore necessarily considered in the design. Fiber steering capabilities are shown 
in Figure 4. One or more tows are delivered by a method of cut/clamp/restart, programrnably controlled 
individual tows can be started and stopped to precisely place material. The ability to add and drop tows can 
maintain part boundaries and uniform part thickness by eliminating overlap or increase thickness where the 
design dictates. This saves valuable material and eliminates manual insertion of material. The combined 
capability to cut/restart tows with in-process compaction is the first automated method to produce a constant zero 
degree wind angle on concave or convex structures. Machine tool quality and rigidity and h g h  torque brushless 
servodrives maintain linear axis repeatability within ,002 inches. The FPX uses advanced composite prepreg tow 
nlaterial that in all cases does not exhibit the same tack properties. To  conform to different material properties, 
provisions for variable heating and cooling are incorporated into the delivery head. 
Tow Restart Rollers - .. 
Tow Cutters And 
Clamp Mechanism 
Collimated Fiber Band - - 
, Compaction Roller 
Controlled Heat 
FIGURE 3. FIBER PLACEhlENT APPLICATION 
258 
FIGURE 4. FIBER STEERING 
COST CONSIDERATIONS 
Performance benefits have been the incentive for using composite materials for aerospace applications in 
that performance has traditionally outweighed cost. Composite structures have a reputation for high cost that is 
not necessarily deserved. Generally, this misconception stems from comparison of raw material costs with other 
structural material choices like aluminum; typically prepreg graphite-epoxy can cost seven to ten times more per 
pound than aluminum. Recent studies however, have integrated total costs for design, manufacturing, assembly 
and support and in many cases, composites have provided a cost savings as well as the performance benefits. Of 
the many considerations that affect the cost of composite structures, one of the more important is design. 
Designers must be educated so that they no longer simply utilize composite materials in aluminum designs. 
There is a diverse, flexible family of systems are available for selection. Automation usually corresponds to 
lower cost and in the right circumstances this is appropriate. The FPX has feedrates of up to 2400 inches per 
minute and coupled with in-process compaction, can provide material application rates of over 6 times that of 
hand layup. Since products are produced with near net shape, scrap rates of up to 40% can be negated. 
However, problems and discrepancies arise when sophisticated, expensive automated systems are specified for 
components that could be efficiently manufactured without automation. The choice of fabrication processes for 
specific composite components should always be thoroughly investigated and with the appropriate strategy, the 
costs can be significantly less than for equivalent metal components. Concurrent engineering within the design 
and manufacturing disciplines will ultimately most influence the cost of composite structures. 
MSFC'S FPX MISSION OBJECTIVES 
PROGRAM PLANS 
The multiyear plan for fiber placement consists of a set of programs and activities that will retain and 
extend our leadership in aerospace manufacturing. The MSFC Fiber Placement System (FPS) is unique and has 
not been used to fabricate flight quality structures to date. A significant level of confidence will be gained in the 
manufacturability of these structures. Specific optimal design and manufacturing parameters will be instituted 
and a database will be established so that other research and flight programs could withdraw information as well 
as make contributions. This work will transfer the knowledge of technology to an Industry that is avidly 
awaiting published study results to provide the basis for proposal of composite materials using these 
manufacturing methods. This study will provide MSFC and Industry manufacturers a baseline understanding of 
the manufacturing effects on product performance. 
Outical Structures Programs 
The use of composite materials for optical bench structures has increased significantly over the last few 
years. The primary justification for selection of these materials is the ability to maintain precise focal length 
without tl~ennal control or active focusing systems; coefficients of thermal expansion of zero can be obtained. 
While structures are successfully fabricated for this application, they are manufactured as one-of-a-kind and 
primarily by hand. This considerable manual element of the fabrication process reduces repeatability thereby 
inhibiting analysis and correlation of resultant data. The objective of this research project is to utilize a fully 
automated processing method to fabricate an optimally designed optical bench. Research associated with optical 
structures has to date been limited to design and analysis and has not considered the inherent deficiencies of the 
processing equipment and operator variability. Automation of the fabrication process will reduce processing and 
operator variability. The optical benches for this study will be designed, manufactured and verified to obtain 
precise values of axial and radial thermal vacuum expansion. Using current analytical methods, we will develop 
a model of an optimally designed optical bench that is similar in functional characteristics to an existing design 
so that its performance characteristics can be compared to existing data for flight hardware. A structure 
approximately 8.0 inches in diameter, 30 inches in length and .20 inches in wall thickness would correspond to 
typical structures fabricated in house. 
We will use a statistical design of experiments approach to determine the critical processing parameters and 
interactions that affect the performance of the optical bench. These relationships can be used to develop a 
prediction equation for determining end performance mean response values. The fiber placement equipment will 
be used to fabricate test samples and optical bench structures to verify predicted performance characteristics. 
Mechanical properties and thermal-dimensional stability testing will be conducted to establish performance 
characteristics. 
RSRM Composite Stiffener Rine; 
The Redesigned Solid Rocket Motor existing stiffener ring design is inadequate for chance splashdown 
load conditions that occur unpredictably. A damage condition known a "cavity collapse" may result due to these 
insufficient structural margins. An investigation is underway to demonstrate manufacturability of a composite 
replacement stiffener ring to alleviate this problem by increasing these margins with a creative design. The 
design can be fabricated only manually or with fiber placement. Fabrication of a subscale composite stiffener 
ring will provides a processing analog to confirm the FPX manufacturing capability. 
Other Proarams 
The Materials and Process Laboratory manages the Productivity Enhancement Complex at the MSFC, 
where the composite manufacturing capability resides. Affiliated personnel are continually involved in 
manufacturing, evaluation and review of existing and planned programs both in house and for contracted efforts. 
The availability of multiple process methods at the PEC will permit us to perform process comparison studies on 
specific projects as well as pure investigative studies. Previously we have fabricated the optical benches for the 
Space Science Laboratory's (SSL) Mission "Multi-Spectral Solar Telescope Atray" that was successfully flown 
May 13, 1991. Also for the SSL optical bench structures were fabricated for the Water Window Imaging X-Ray 
Microscope. An optical bench was fabricated for the University of Alabama Huntsville's "Newton Telescope" to 
be used by the Students for the Exploration and Development of Space (SEDS). The Solar X-Ray Imager 
(SXI) is an MSFC in house project that will require design, development and verification of a flight telescope 
using a con~posite optical bench that is deliverable in 1995. Many of the DD&V activities for the Solar X-Ray 
Imager will directly benefit from these study results. AXAF-S is an earth orbiting X-ray spectrometer that will 
use a composite optical bench structure also to be fabricated at the PEC. Past MSFC programs that could have 
benefitted include Hubble Space Telescope and the Soft X-Ray Telescope. We are currently assisting AXAF-I 
with their evaluation of contracted efforts to fabricate composite optical bench structures. Surveys have indicated 
that many more programs could benefit from the fiber placement teclmology: joint IR&D programs, Technology 
Transfer, and other facility usage agreements have been proposed by government and aerospace contractors. 
Each of these programs will be evaluated so that appropriate priorities can be determined. 
CONCLUSION 
The FPX is a prominent addition to the MSFC in house advanced technology facilities. To augment this 
capability, the proposed work and other research programs will strengthen our in-house expertise and showcase 
our can-do-ability. With continued emphasis on the MSFC's composite manufacturing capability, we will 
confirm and retain a world class status. Since technology is a vital ingredient in the Nation's economic 
competitiveness, it is clear that it will continue to be one of NASA's principal goals to acheve technology 
transfer, and do it largely through direct interactions between researchers and engineers. Fundamental research 
and employment of innovative concepts like fiber placement will provide a continuum of technological 
development for America's space program. By committing ourselves and our resources to restoring our Nation's 
technology base, we can assume and maintain the leadership in many key industries. 
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Abstract : 
The Software Technology Laboratory at the Johnson Space Center is testing a Space Time Neural 
Network (STNN) for observing tether oscillations present during retrieval of a tethered satellite. 
Proper identification of tether oscillations, known as "skiprope" motion, is vital to safe retrieval of 
the tethered satellite. Our studies indicate that STNN has certain learning characteristics that must 
be understood properly to utilize this type of neural network for the tethered satellite problem. We 
present our findings on the learning characteristics including a learning rate versus momentum 
performance table. 
1.0 Introduction 
NASA and the Italian Space Agency plan to fly the Tethered Satellite System (TSS) aboard the 
Space Shuttle in July, 1992. The mission, lasting approximately 40 hours, will deploy a 500 kg 
satellite upward (away from the earth) [I, 21 to a length of 20 km, perform scientific experiments 
while on-station, and retrieve the satellite safely. Throughout the deployment, experimentation, and 
retrieval, the satellite will remain attached to the Orbiter by a thin tether through which current 
passes, providing power to experiments on-board the satellite. In addition to the scientific 
experiments on-board the satellite, the dynamics of the TSS itself will be studied. The TSS 
dynamics are complex and non-linear due to the mass as well as spring-like characteristics of the 
tether. When the tether is modeled as a massless spring, it typically exhibits longitudinal and 
librational oscillations [2]. However, when the tether is modeled as beads connected via springs as 
shown in fig. 1, the dynamics of TSS includes longitudinal, librational and transverse circular 
oscillations or so-called "skiprope" phenomenon. These circular oscillations are generally induced 
when current pulsing through the tether interacts with the Earth's magnetic field [3,4]. The center 
bead typically displaces the most from the center line. Thus, the "skiprope" can be viewed (fig. 2) 
by plotting a trajectory of the mid-point of the tether as it is retrieved slowly from the Onstation-2 
phase in a high fidelity simulation test case. Detection and control of the various tether modes, 
including the 'skiprope' effect, is essential for a successful mission. Since there are no sensors that 
can directly provide a measure of skiprope oscillations, indirect methods like Time Domain 
Skiprope Observer [4] and Frequency Domain Skiprope Observer [3] are being developed for the 
mission. We are investigating a Space Time Neural Network (STNN) based skiprope observer. 
The STNN is basically an extension to a standard backpropagation network [5,6,7] in which the 
single interconnection weight between two processing elements is replaced with a number of Finite 
Impulse Response (FIR) filters [8]. The use of adaptable, adjustable filters as interconnection 
weights provides a distributed temporal memory that facilitates the recognition of temporal 
sequences inherent in a complex dynamic system such as the TSS. We have performed 
experiments in detecting various parameters of skiprope motion using an STNN. 
Bead Model, the Tether mass is 
distributed in form of beads 
connected by springs. 
Fig. 1 When tether is modelled as beads, the transverse circular 
oscillations known as "skiprope" are induced during retrieval. 
Extensive studies using high fidelity simulations have shown that the tethered satellite exhibits 
characteristic rate oscillations in the presence of skiprope motion as shown in figure 3. Since these 
rate oscillations are measured by the satellite's on-board rate gyros, the measured rates can be used 
as inputs to a skiprope detection system along with other measured parameters such as tension and 
length [9]. We have trained an STNN using data logged from a high fidelity Orbital Operations 
Simulator ( 0 0 s )  [lo] which models the behavior of the TSS. The parameters used in network 
training include satellite roll, pitch, and yaw rates, sensed tension and length of the tether, and the 
position of the mid-point of the tether during skiprope motion. In this paper, we first describe the 
STNN architecture in section 2. The STNN configuration used for skiprope observation is 
described in section 3 along with training and test data generated by the simulation test cases. 




TET Y (m) 
Figure 2 - Trajectory of tether mid-point during "skiprope". 
Figure 3 - Tether "skip rope" @ect lea& to highly characteristic satellite attin.uk oscillations 
which can be used to detect the magnitude and phase of the skiprope 
2.0 STNN Architecture 
The STNN architecture [8] allows the dimension of time to be added to the strong spatial modelling 
capabilities found in neural networks. The time dimension can be added to the standard processing 
element used in conventional neural networks by replacing the synaptic weights between two 
processing elements with an adaptable-adjustable fdter as shown in figure 4. 
Figure 4 - A pictorial representation of the Space-Time processing element. 
Instead of a single synaptic weight with which the standard backpropagation neural network 
represented the association between two individual processing elements, there are now several 
weights representing not only spatial association, but also temporal dependencies. In this case, the 
synaptic weights are the coefficients to the adaptable digital filters: 
. , 
k = O  m = l  
Here the x and y time sampled sequences are the input and output respectively of the filter and a,'s 
and b i s  are the coefficients of the filter. Thus, if there are j parameters going into a neuron, the-yj 
are input into the neuron, where each yj is a filtered value of the xj using n time series samples as 
shown in fig. 4. The xjts are the real input from an external source. Thus, the STNN is learning a 
temporal dependency of the input parameters. 
A space-time neural network includes at least two layers of filter elements fully interconnected and 
buffered by sigmoid transfer nodes at the intermediate and output layers as shown in figure 5. A 
sigmoid transfer function is not used at the input. Forward propagation involves presenting a 
separate sequence dependent vector to each input, propagating those signals throughout the 
intermediate layers until the signal reaches the output processing elements. In adjusting the 
weighting structure to minimize the error for static networks, such as the standard 
backpropagation, the solution is straightforward. However, adjusting the weighting structure in a 
space-time network is more complex because not only must present contributions be accounted for 
but contributions from past history must also be considered. Therefore, the problem is that of 
specifying the appropriate error signal at each time and thereby the appropriate weight adjustment 
of each coefficient governing past histories to influence the present set of responses. A detailed 









Figure 5 - A depiction of a STNN architecture showing the 
distribution of complex signals in the input space. 
3.0 STNN Configuration and TestlTraining Data 
Several different simulation runs were used to gather data for STNN training. The simulation runs 
are consistent with the requirement that the skiprope observer must be capable of performing 
during various combinations of current flow through the tether and satellite spin. For example, one 
simulation represents a case in which current flows through the tether continuously, and the 
satellite is in yaw hold. Another simulation represents the case in which current flows through the 
tether only during the on-station phase, and the satellite is in yaw hold. A third simulation 
represents continuous current flow, and satellite spin at 4.2 degreesfsecond. These three scenarios 
will form the basis for STNN skiprope observer training and testing, and are consistent with 
simulations that are used for testing the Time-Domain Skiprope Observer (TDSO) [4] which will 
be flown on TSS-1. 
Ultimately, the network should utilize only roll rate, pitch rate, yaw rate, sensed tension and 
sensed length since these are the only directly measurable parameters. However, we have 
conducted experiments using derived parameters such as roll, pitch, and yaw position in addition 
to rates with no significant improvement. The biggest challenge to network training so far has been 
to learn the phase mapping. Several different network configurations have yielded good results in 
predicting skiprope amplitude, but we have not been as lucky with skiprope phase. Since the 
ultimate goal is to provide the crew with accurate measurements of skiprope amplitude and phase to 
support the yaw maneuver, the skiprope observer should learn to predict amplitude and phase 
based on the available inputs. However, decisions concerning the yaw maneuver can be based on 
the x and y coordinates of the mid-point of the skiprope motion as well. Therefore, the basic 
network configuration consists of 6 inputs (roll rate, pitch rate, yaw rate, sensed tension, x(t), and 
y(t)) and 2 outputs (x (t+l) and y(t+l)). Notice that we are training on the current x and y position 
and predicting x and y position for the next time step. In previous experiments we focussed on 
finding the optimum network configuration in terms of numbers of hidden units and numbers of 
zeros from layer to layer. Through experimentation, we settled on 30 hidden units and 30 zeros 
from the input layer to the hidden layer, and 30 zeros from the hidden layer to the output layer, 
although slight deviations in these parameters have little or no effect in network performance. In 
this paper we concentrate primarily on the effects of learning rate and momentum on the overall 
generalization of the Space-Time Neural Network. 
4.0 Learning Characteristics 
A well known characteristic of backpropagation networks, or networks derived from 
backpropagation, is that in order to achieve reasonable generalization, the network must learn the 
training data. Experiments have indicated that, like standard backpropagation, the learning 
characteristics of STNN are such that if the training data is not learned, generalization will not 
occur. These and other learning characteristics dictate that a particular sequence of steps be 
followed in the training and testing of STNN. The following general steps were used as guidelines 
throughout the STNN testing.Please note that the use of the word "momentum" in this report refers 
to a term in the learning algorithm that represents a fraction of the previous weight change rather 
than any physical properties of the TSS. 
. Train and test - evaluate learnability of training data. 
. Adjust network as necessary (set learning rate and momentum in updating of interconnection 
weights). 
. If network is unable to obtain sufficient convergence on training data, test individual 
parameters one at a time. Eliminate un-mappable parameters and start over. 
.. If reasonable convergence is realized on training data, divide the data set into a training set and 
a separate test set. 
5. When reasonable performance is achieved on the separate test data, then go for multi-test case 
generalization. 
Step 2 above generally involves trying different combinations of learning rate and momentum in 
the interconnection weight update formulas. Table 1 illustrates the test case matrix we have 
identified in order to test the effects of different combinations of learning rate and momentum. 
The results that follow are from training and testing using data from the simulation which includes 
current pulsing and satellite spin, which is considered the most difficult case. Following our 
general training and testing steps listed above, we verified that the STNN was able to learn the 
training data using a learning rate of 0.05, and momentum set to 0.9. We trained and tested on all 
3500 InputDutput pairs and achieved a MAX error of 0.08 and RMS error of 0.02 at 140 cycles. 
Since the network will be trained off-line before being placed in the operational environment, we 
must determine how well the network will perform when presented with data that it has not 
previously seen. Therefore, to test the generalization ability of STNN, we train on only the first 
and last 400 input/output pairs from the full 3500, and test separately on the middle 2700 
input/output pairs while trying various combinations of learning rate and momen tum with the 
following results. First, with a momentum of 0.9, we tried learning rates of 0.05, 0.2, and 0.7 
(test cases #4-6 in Table 1). Test case #4 resulted in MAX error = 0.43, and RMS error = 0.04 at 
cycle 100. Figure 6 shows the error plot for test case #4 up to 500 cycles. Figures 7a and 7b show 
a portion of the x and y predictions from test case #4, Test case #5 resulted in MAX error = 0.43 
and RMS error = 0.04 at cycle 480. Figure 8 shows that the network prediction of y in test case 5 
is similar to that of test case #4. Increasing the learning rate to 0.7 in test case #6 results in the 
network never reaching errors as low as in the previous two test cases (at least not within 500 
cycles) and overall performance is similarly degraded as is seen in figures 9a and 9b. Next we set 
momentum to 0.2 and try learning rates of 0.05, 0.2, and 0.7 (test cases #1-3 in Table 1). Test 
case #1 yielded MAX error = 0.44, and RMS error = 0.05 at 100 cycles, as is shown in figure 
10a. Figure lob shows that the network's prediction of x in this test case is not quite as accurate as 
test cases #4 and #5. As we increase learning rate from 0.05 to 0.2, performance degrades 
significantly as is shown in figure 1 la. The error graph in figure 1 lb  shows that no learning 
occurred in test case #2, as RMS error never dropped significantly below 0.5, and MAX error 
remained near 0.8. Similar results occurred in test case #3 as we increased the learning rate from 
0.2 to 0.7. The overall test errors are summarized in Table 11. 
Table 1 - Learning Rate Versus Momentum in 
STNN Weight Update Formulas 
Test Case Momentum in weight Learning Rate 
update 
1 0.2 0.05 
2 0.2 0.2 
3 0.2 0.7 
4 0.9 0.05 
5 0.9 0.2 
6 0.9 0.7 
7 0.95 0.05 
8 0.98 0.05 






































Through experimentation, we have gained insight into the learning characteristics of STNN in 
terns of learning rate and momentum parameters. In particular, we find that the skiprope observer 
problem requires high momentum and very low learning rate. In test case 4 we have seen that the 
RMS error drops to 4 % within only 100 cycles of learning. We further verifkd this by performing 
two test cases (#7 and #8) with high momentum and low learning rate. It should be noted that the 
max error is reduced in both cases. 
F i g u r e  6 - Tes t  Case 4 ,  Max VS RMS Error 
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Figure 8 - Test Case 5 ,  Target Y VS STNN Y .  
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Based on our earlier results, we conclude that the STNN is slow in learning sharp discontinuities 
like those encountered in phase behavior. The value of the phase goes from 180 to -180 abruptly 
when the circle is complete. When we changed to the x- and y- component form (rather than 
amplitude and phase), the STNN based skiprope observer performed much better in predicting x 
and y coordinates of the mid-point of the tether. 
We will have an opportunity to perform a side-by-side comparison of the STNN based skiprope 
observer and the TDSO using simulation data. Next, we will test the STNN based skiprope 
observer with the post mission data after the TSS-1 flight. 
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A B S T R A C T  
Voice and data communications via wireless (and fiberless) optical means has been commonplace for many years. 
However, continuous advances in optoelectronics and microelectronics have resulted in significant advances in 
wireless optical communications over the last decade. Wilton has specialized in diffuse infrared voice and data 
communications since 1979. 
In 1986, NASA Johnson Space Center invited Wilton to apply its wireless telecommunications and factory floor 
technology to astronaut voice communications aboard the Shuttle. In September, 1988 a special infrared voice 
communications system flew aboard a "Discovery" Shuttle mission as a flight experiment. Since then the 
technology has been further developed, resulting in a general purpose 2 Mbs wireless voiceldata LAN which has 
being tested for a variety of applications including use aboard Spacelab. 
Funds for Wilton's wireless IR development were provided in part by NASA's Technology Utilization Office and by 
the NASA Small Business Innovative Research Program. As a consequence, Wilton's commercial product capability 
has been significantly enhanced to include diffuse infrared wireless LAN's as well as wireless infrared 
telecommunication systems for voice and data. 
The technology and resulting commercial products are reviewed. 
INTRODUCTION 
Diffuse infrared communications is a powerful, well established wireless technology which has greatly benefited by 
recent advances. Since 1979, Wilton's sole specialty has been diffuse infrared communications. Former limitations of 
infrared communication such as the need for a direct line-of-sight have been eliminated by new techniques. Currently, 
increasing numbers of system designers wishing to eliminate cables are discovering this unfamiliar technology. 
Several wireless communication systems have been developed in a series of projects completed by Wilton for NASA 
Johnson Space Center. Included are infrared wireless systems that provide multi-channel, multi-user communications 
for both voice and data. The high speed, digital design of these systems provides the flexibility to configure wireless 
networks to handle voice. data or a combination of both at the same time. 
Wilton's diffuse infrared technology has been significantly enhanced through its NASA related activity and as a 
result, new wireless tools are being made available to industry. 
This paper describes the nature of diffuse infrared communications, the developments related to the WiltonlNASA 
activity and the resulting commercial products and technology that Wilton is offering to industry. 
PRES€DING PAGE BLANK NOT FlLMD 
DIFFUSE INFRARED COMMUNICATIONS DEVELOPMENT 
Earlv Develovment Work 
For many years, wireless communication using infrared light has been implemented using modulated infrared light 
beams which linked the transmitter to the receiver. If the beam was broken by an obstruction, communication was 
interrupted. With the commercial availability of infrared light emitting diodes and low noise photo diodes, it  became 
feasible to construct very sensitive IR receivers which were sensitive enough to detect indirect infrared light - light 
which after many reflections from surfaces within a room, reaches the receiver greatly attenuated. IR communication 
over indirect paths is termed "diffuse" IR communications. 
This development greatly enhanced the utility of infrared as a communication medium. IR transceivers were no 
longer required to be stationary and pointing of the optics was no longer necessary. Communication systems could 
be built which were "RF like" but did not suffer from FCC regulation, electrical interference, neighboring system 
interference, compromised security and RF health hazards. Applications such as infrared cordless telephones and 
wireless handheld computers became feasible. 
New problems however came with the highly sensitive IR receivers: 
x Sources of randomly modulated infrared light (such as fluorescent lights) that once may have been 
considered too low in level to be of concern, were now formidable sources of IR interference. Means were needed to 
reject this interference. 
x For some two way systems in which a transmitter and receiver are co-located, the local transmitter 
may interfere with the highly sensitive receiver. Accordingly, means were needed to reject the transmitter's 
interference. 
1 Portable diffuse 1R transmitters required excessive battery power to reach even the most sensitive 
receiver. An approach was required to cover large areas or multiple rooms using low powered diffuse IR transmitters. 
Wilton's work in the early eighties generated solutions to problems such as these and provided a foundation for the 
system development that followed. 
Diffuse IR Svstems 
By the mid 801s, Diffuse IR systems were constructed at Wilton which permitted high quality full duplex voice or 
asynchronous data communications between portable battery operated transceivers. 
Some of these early systems were used by Intel's Systems Group for their voice recognition quality audit systems. 
Many such systems were installed at Ford Motor Company by Intel. Paint inspectors wearing IR voice transceivers 
verbally enter inspection data directly into Ford's database. The inspectors walk freely within the 40 by 160 foot 
inspection area. Full duplex, noise free voice communication is provided in spite of banks of high intensity 
fluorescent lights that are needed for visual inspection. The inspector's belt mounted IR transceivers also provide a 
channel for a handheld bar code scanner. Up to four such systems could be used simultaneously in the same area. 
In 1987, Engineers at NASA Johnson Space Center concluded that Wilton's technology had promise for applications 
aboard spacecraft given additional development. An enhanced version of Wilton's voice system was developed and 
flown on Discovery. September 1988. NASA. At that point it was decided to move the technology to the next level. 
NASA JSCIWil ton Activity 
The Discovery experiment had proved the utility of Infrared conlmunications in spacecraft. Wilton proposed a new 
system which would provide a means to wirelcssly interconnect people and devices by a general purpose, multi-user, 
multi-channel communication system. Wilton won Phase I and Phase I1 contracts with NASA JSC through the 
Small Business Innovative Research Program, which resulted in the delivery of equipment June 30, 1992. 
The new multi-user wireless interconnect system was based on a diffuse infrared wireless local area network (IRplex 
7000). which can accommodate up to 64 wireless nodes. The network data rate is 2 Mbs with a throughput of 1.8 
Mbs. Because of its deterministic design, the IRplex 7000 wireless LAN is able to handle digitized voice as well as 
other digitized data. As a result, special wireless nodes have been configured for voice, asynchronous data, and 
digitized physiological data at 160 Kbs. Interfaces to standard LANs such as Ethernet are being explored. 
Wilton's previous technology for wireless asynchronous data was enhanced and prepared for commercial packaging 
with the help of funding from the Technology Utilization Office at NASA JSC. Exhibits show advance product 
sheets for the IRplex 1000 and IRplex 3 100 product lines which describe the results of this effort. 
Also aided by this program was the conversion of IRplex 7000 technology into a general purpose computer LAN 
(Wilton's IRplex 6000). This diffuse, wireless LAN operates at 2.5 Mbs and can readily be employed by any 
computer having a standard ARCNET adapter installed. This activity has resulted in IRplex 7000 technology being 
convened for use in the commercial market place. 
Wi l ton ' s  Commerc ia l  Activity 
Wilton is moving forward in several commercial areas related to wireless infrared technology: 
WILTON'S  INFRARED CORDLESS T E L E P H O N E  
SINGLE ROOM OR MULTIPLE ROOM COVERAGE 
z 
BANDWIDTH. 
HIGH QUALITY VOICE TRANSMISSION DUE TO GENEROUS 
1 INTERFERENCE FREE. 
C SECURE. 
x NO DANGER OF MUTUAL INTERFERENCE IN HIGH DENSITY MULTI- 
OFFICE APPLICATIONS. 
1 SUITABLE FOR BUSINESS USE 
FACTORY FLOOR WIRELESS VOICE COMMUNICATION SYSTEM 
1 INTEL COMBINED WILTON'S FULL DUPLEX IR VOICE SYSTEM WITH 





PAINT INSPECTORS AT FORD ENTER DATA VERBALLY INTO FORD'S 
IR COVERS A 40 BY 160 FOOT INSPECTION AREA. FOUR CHANNELS 
C 
LIGHTING. 
ROBUST OPERATION IN PRESENCE OF INTENSE FLORESCENT 
x BAR CODE SCANNER CHANNEL 
WILTON'S PRESENT COMMERCIAL ACTIVITY 
1 IRplex 6000 WIRELESS ARCNET (PRE-INTRODUCTION). 
1 IRplex 1000, IRplex 3100 ASYNCHRONOUS WIRELESS PORTS WITH 
MULTI-ROOM COVERAGE (PRE-INTRODUCTION). 
C IRplex 2500 CENTRAL OFFICE TALKJTEST SYSTEM 
1 INFRARED BADGES FOR PERSONNEL LOCATION. 
1 IR WATTHOUR METERILOGGER FOR REMOTE READING (BEING 
SUPPLIED TO A POWER UTILITY) 
Conclusion 
Wireless communication is proving to be the technology of choice for wireless application ranging from space to 
commercial telecommunications. With the current trend toward miniature cordless telephone and computers, the need 
for wireless communications has exceeded the available radio spectrum. 
Wireless infrared communications, by merit of its cellular nature, can offer gigabauds of simultaneous wireless 
communications within a single building. The NASNWilton activity has made available attractive wireless 
solutions for both space and terrestrial use and for both government and commercial markets. 
I t  is likely that by 2002, standard IR ports will be commonplace on most telephone and computer related devices. 
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FLEXIBLE HIGH SPEED CODEC* 
JAMES V WERNLUND 
HARRIS GCSD 
PO BOX 9 1000 
PALM BAY. FLA. 32901 
ABSTRACT 
HARRIS, under contract with NASA Lewis, has developed a hard decision BCH (Bose-Chaudhuri- 
Hocquenghem (ref. 1)) triple error correcting block CODEC ASIC, that can be used in either a bursted or 
continuous mode. The ASIC contains both encoder and decoder functions, programmable lock thresholds, and 
PSK related functions. The CODEC provides up to 4 dB of coding gain for data rates up to 300 Mbps. The 
overhead is selectable from 718 to 15/16 resulting in minimal band spreading, for a given BER. Many of the 
internal calculations are brought out enabling the CODEC to be incorporated in more complex designs. The ASIC 
has been tested in BPSK, QPSK and 16-ary PSK link simulators and found to perform to with in 0.1 dB of theory. 
for BER's of to 10 -9. The ASIC itself, being a hard decision CODEC, is not limited to PSK modulation 
formats. Unlike most hard decision CODEC's, the HARRIS CODEC doesn't degrade BER performance 
significantly at high BER's but rather becomes transparent. 
INTRODUCTION 
This paper details the development of the BCH ASIC and its features. Control of the ASIC through a 
single control line (Block Mark) is discussed. Operation in both bursted and continuous modes of synchronization 
are detailed. Many of the special features, enabling use of the ASIC in more complex coding schemes, is 
discussed. In particular an architecture enabling use of the CODEC as a soft decision CODEC is detailed and 
performance is evaluated. Theoretical performance is predicted, through simulation, and compared to the 
performance data taken using a digital noise test set and a commercially available bit error rate test set. Details of 
the test set are presented and programming is discussed. The test set developed under this program is interesting 
in that any modulation format between 2-ary and 16-ary can be evaluated. 
The NASA contract that funded the development of the ASIC also funded the development of the soft 
decision architecture, discussed in this paper, and the digital noise test set. Ten of the CODEC's were 
manufactured and supplied to NASA. A preliminary data sheet has been generated for the CODEC and is 
available. 
The ASIC 
The ASIC is a high s p e d  low power CMOS design. It was developed using VLSI design tools and was 
fully simulated. It is packaged in a 132 pin PGA and consumes 1.5 Watts of power when clocked at 45 Mhz. The 
ASIC contains both the encoder and decoder functions, input/output formatting functions, block mark generation 
circuits, lock detection circuits and PSK carrier phase ambiguity circuits. As a hard decision CODEC operating in 
the continuous mode the ASIC can provide all the functions necessary for stand alone operation. 
The CODEC can provide up to 4 dB of hard decision coding gain at BER for bit rates to 300 Mbps 
(see Fig 1.). The ASIC supports interface widths of 1, 2, 4 or 8 bits. This interface will operate up to a rate of 43 
Mhz providing a 38 Mbps, 75 Mbps, 150 Mbps or 300 Mbps data rate for the specified interface width. The data 
format can be either continuous or bursted. 
*This work is funded by NASA Lewis Research Center under Contract #NAS3-25087; 
Contract Manager: Robert Jones 
In the continuous mode the ASIC generates all dynamic control signals internally. Static control signals, 
such as interface width and lock threshold, must still be supplied. In this mode the ASIC generates a gated clock 
for clocking data to and from the user. Coded data out of the encoder and into the decoder is continuous. Code 
words are f o n d  by appending 32 parity bits to every 256 bits of data, resulting in a code rate of 
(256)/(32+256) or 718. The resulting gated clock, supplied to the user, is therefore on for 224 bit times and off 
for 32. The decoder is self synchronizing in this mode. Circuits within the decoder search for the code word 
boundaries and a lock detect signal indicates when the decoder has locked. One of the special features of this 
ASIC is it can resolve carrier phase ambiguities for BPSK, QPSK and 16-ary PSK modulation formats. Static 
control signals are used to set the modulation mode when this feature is enabled. Note: the acquisition time 
increases when this mode is enabled. 
Hard Decision Performance of a (256, 224) Code 
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The parity bits appended to the data are made up of two parts. The first 28 bits are true code word parity. 
The last 4 bits are not important to the decoder operation and are therefore supplied to the user (i.e. USER BITS). 
It is important to note the bits are not protected by the coding process. The decoder removes these bits and 
supplies them to the user on the receive side. These bits can be used to support network protocol or order wire 
functions. 
Operation of the CODEC in the bursted mode is very similar to the continuous mode. The exception is 
the user supplies the code word boundaries to both the encoder and the decoder. These boundaries are determined 
by the control signal Block Mark. This control signal is a TTL level signal which is high for 224 - 480 bit times 
and low for 32 bit times. The one constraint is once a burst begins transitions in Block Mark must occur on 16 bit 
boundaries. Bursts longer than 480 bits are formed by concatenating blocks (see Fig 2). This allows very long 
bursts to be formed. If a the Block Mark signal is left low for more than 32 bit times then the encoder and decoder 
assume a new burst and a reset is initiated, for the next burst. Note the code rate in the bursted mode is 
determined by the code word boundaries supplied by the USER and can be as high as (480/(32+480)) 15/16. The 
coding gain for this over head is only 0.2 dB less than that of the shortest code word. As in the continuous mode 
the four USER BITS at the end of every code word are made available to the user. 
32 perity bits aQ&d by encoder 
Fig. 2 Concatenated blocks 
In addition to providing the decoded data to the user, the decoder can tell the user which bits within a 
code word were changed by the decoder. This feature was incorporated to enable the ASIC to take advantage of 
soft decisions when they are available. The application, considered in the NASA funded program, incorporates a 
Chase Algorithm. (ref. 2) to increase coding gain.'lhis approach is referred to as the FHSC CODEC. 
FHSC CODEC 
In the FHSC CODEC the decoding function incorporates fourBCH Decoder ASIC's to perform the 
decoding (fig. 3). The soft decisions are used to generate four code words, one to each of the four decoders. A 
likelihood term for each of the four code words is also generated. The four code words generated differ in only 
three bit locations. The bit locations changed are determined by the soft decisions and are the bits with the poorest 
statistics. Strictly speaking the approach would require 8 decoders to consider all possible combinations of the 
three bit locations. But, by taking into account the code word parity and the fact that the decoder can only dscode 
code words with 3 errors or less the number of decoders can be reduced to four. The four decoders perform 
theirdecoding and output the decoded data. The Chase Post Processor circuits read the changed bit locations from 
each of the 4 decoders. The soft decisions for each of the changed bit locations and the pre-likelihood's calculated 
previously are then used to calculate a final likelihood for each of the four decoders. The most likely decoder is 
finally selected and it's decoded output is chosen as the decoded data for that received code word. 
Simulations of the FHSC CODEC indicate this technique can provide as much as ,1.5 dB additional 
coding gain (fig 4). Paper designs were generated that preserved all of the features of the ASIC. These designs 
were ECL circuits which handled interface widths of 3 or 4 bits. With these widths the FHSC can handle 2-ary, 4- 
ary, 8-ary and 16-ary modulation formats. The design was a four card design using 300K ECL and FCT logic. 
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Fig. 3 The Chase AppliquB 
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Fig. 4 Soft Decision Coding Gains 
ASIC testing was done using test and development equipment (TDE) developed under the NASA contract 
and a commercially available BERT. The TDE equipment generated all of the control signals needed for control 
of the ASIC in both the bursted and continuous modes and provides a digital link simulator for BER testing. 
Testing was performed for BPSK, QPSK and 16-ary PSK signals, at Eb/Nols ranging from 0 dB to + 20 dB. In 
all cases the BCH CODEC perform4 to within 0.1 dB of theory. Calibration of the TDE equipment was 
accomplished by turning the CODEC off and measuring the resulting BER. The coding gain was then measured 
by turning the CODEC back on and measuring the BER. After compensating for the appropriate band spreading 
the gain was then determined. 
Although the link simulator supports data rates up to 250 Mbps, signals within the TDE equipment 
indicate the ASIC did support encoderldecoder functions to 300 Mbps. This includes the lock indicator signal of 
the ASIC. 
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The digital link simulator is interesting in that it is completely under PC control. In order to handle all 
the modulation modes it generates quantized I and Q samples based on the modulation mode and the desired 
EbINo (fig. 5.). These samples are then mapped into the desired hard decision bits biased on the modulation 
mode. The modes tested were all PSK signals but there is nothing stopping the RAM memory from being loaded 
with QAM profiles or FSK profiles. The one limit is that only 2-ary, 4-ary, 8-ary and 16-ary signals can be 
tested. The TDE equipment was designed to handle both the ASIC and the FHSC. I t  therefore can also generate 






Fig. 5 Noise Generator I Log Likelihood 
POTENTIAL APPLICATIONS 
The BCH CODEC was developed to deal w~th the problems of satellite communication systems, in 
particularly the poor signal quality typically associated with satellites. Many of the video bandwidth compression 
algorithms require BER' s better than can be maintained on satellites. The BCH CODEC can support the high data 
rates needed for video signals while providing considerable improvement to the signal quality for a very small 
overhead. The networking of computers and machines over long distances or to remote locations also may be best 
served by satellites. Once again the BCH CODEC can provide the coding gain needed to guarantee link integrity. 
The ability to resolve carrier phase ambiguities, in PSK systems, is an attractive alternative to differential 
encoding. The self synchronization feature minimizes the circuitry needed to integrate the ASIC into a continuous 
link. 
Though the ASIC's design was tailored to the parameters of a satellite link the basic BCH 
encodealdecoder can provide coding gain to any link. Cellular phones could pick up considerable coding gain to 
combat the problems of fading and multi-path associated with travel around a city. High speed digital 
transcontinental links like those being developed for the phone system could benefit. Digital audio links, such as 
those being developed for the Cable TV industries, where as many as 30 digital audio channels are multiplexed 
together forming a high speed digital link, could also use the CODEC. 
Considerable interest has already been generated by the chip's development. For many the low overhead 
rate of the code coupled with magnitude of the coding gain is the most desirable feature. Speed is not an issue. 
The primary concern of these users is the power consumption and cost. The power consumption of the BCH 
CODEC ASIC, as with all CMOS designs, is a function of the clock speed. For clock speeds less than 100 Khz 
the power consumed is essentially the DC power of the chip and is less than 50 mWatts (Fig. 6). 
I I 
Fig. 6 Power Consumption vs Speed 
Cost and Availability 
Currently the only chips in existence are those belonging to NASA. Harris is currently evaluating the 
market. If a market can be identified, several things could be done to drive the costs down. Currently the ASIC's 
die size is unnecessarily large, due to the large package size needed to accommodate the pin count needed to 
support all the features of the ASIC. Elimination of the carrier phase ROM's, the bit location circuitry and 
optimization of the lock detection circuits would result in a sizable reduction in the die size. In addition, the die 
size could be further reduced by ~mplement~ng the resulting design in the smaller gate technologies now available. 
The smaller die would result in an increase in yield and a reduction in cost. The resulting die could be packaged 
in a 64 pin PLCC rather than the 132 pin PGA, further reducing the price. 
CONCLUSIONS 
A high speed, high rate CODEC suitable for both burst and continuous modes of operation has been 
developed by NASA and Harris. It can operate as a single chip hard decision CODEC or, with a decoding 
appliqu6, it can utilize soft decision information in the decoding process. Coding gains up to 4 dB are obtained by 
the BCH CODEC ASIC, increasing to up to 5.5 dB with soft decisions. 
Error correction coding has long been considered a good means to lower the required EIRP in 
communication systems having unlimited bandwidth. However, high-rate codes such as the one described are also 
well suited for bandwidth efficient systems. The CODEC rate and interface are matched to the larger signaling 
alphabets used for constrained bandwidth communications. Performance data indicates that coding gain improves 
slightly with increasing modulation alphabet size and is a weak function of code word length. Even with the 
overhead required to insert parity bits, the net result is less power required to communicate a given data rate over 
a fixed bandwidth channel. 
Performance testing indicates the BCH CODEC performs very close to the theory. Using the TDE 
equipment, coding gains for many other modulation formats can be evaluated. The approach is extremely flexible 
by design. The BCH CODEC supports several different modulation formats and interface modes, at data rates up 
to 300 MbpsJs. 
It is believed that the approach and hardware resulting from this project will prove useful to a variety 
systems. Tailoring the design to a specific application would reduce the size cost and power consumption of the 
CODEC, required by many potential applications. 
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ABSTRACT 
EPSD has designed, fabricated and tested, ultra-stable, low phase noise microwave dielectric 
resonator oscillators (DROs) at S, X, Ku, and K-bands, for potential application to high dynamic 
range and low radar cross section target detection radar systems. The phase noise and the 
temperature stability surpass commercially available DROs. Low phase noise signals are critical 
for CW doppler radars, at both very close-in and large offset frequencies from the carrier. The 
oscillators were built without any temperature compensation techniques and exhibited a temperature 
stability of 25 parts per million (ppm) over an extended temperature range. The oscillators are 
lightweight, small and low cost compared to BAW & SAW oscillators, and can impact commercial 
systems such as telecommunications, built-in-test equipment, cellular phone and satellite 
communications systems. The key to obtaining this performance was a high Q factor resonant 
structure (RS) and careful circuit design techniques. The high Q RS consists of a dielectric 
resonator (DR) supported by a low loss spacer inside a metal cavity. The S and the X-band 
resonant structures demonstrated loaded Q values of 20,300 and 12,700, respectively. 
INTRODUCTION 
Systems with stringent performance requirements can benefit from the ultra-stable, low phase 
noise microwave dielectric resonator oscillators (DROs), at S, X, Ku, and K-bands, reported in 
this paper. The oscillators, which exhibited excellent temperature stability over extended 
temperature ranges, were built without any temperature compensation techniques. System 
designers now have the option of selecting fundamentally operating high frequency DROs without 
forfeiting critical performance. The key to obtaining this performance was a high Q factor resonant 
structure (RS) and careful RF circuit design. DROs will play an important role in future military 
and commercial systems because of their reliability, simple construction, small size, high 
efficiency, low cost and spurious-free RF output spectrum. 
OSCILLATOR DESIGN 
The analysis of basic feedback type of circuitry was first given by ~eeson .1  The feedback 
oscillator configuration allows the circuit designer to isolate low quality or faulty components by 
measuring the residual noise of the oscillator's components before they are employed in an 
oscillator circuit. Knowing the magnitude of residual noise of individual components, such as the 
loop amplifier, resonator and power divider, the absolute phase noise of an oscillator utilizing these 
components can be estimated.2 Because of this advantage, the feedback loop (parallel feedback) 
oscillator configuration, shown in Figure 1, was chosen. Because of similarities in design, the X- 
band oscillator design is described in detail with only the performance of the S, Ku and K-band 




Figure 1. Parallel feedback configuration 
DIELECTRIC RESONATOR LOADED CAVITY DESIGN 
The cavity dimensions were chosen such that the TI3013 mode of the resonator was well 
separated from the cavity modes. Also, the amount of coupling, and the positioning of the 
dielectric resonator @R) in the cavity are very critical in obtaining optimum performance. A spacer 
made of a material with a low dielectric constant was used for mounting the DR inside the cavity, 
and is shown in Figure 2. Improper mounting will degrade the Q and increase vibration 
sensitivity. 
Figure 2. Cavity Configuration 
The modes of the cylindrical brass cavity, in the absence of the DR, were analyzed using the 
cylindrical cavity resonant fnquency formulas for TEnml and TMnml, which are given by3: 
and (1 )  
The calculated modes were then verified by network analysis measurements. Figure 3 shows the 
air filled cavity mode resonances, which were identified as TEI 11, TIM010 and TMol1, at 8.765 
GHz, 8.985 GHz and 10.415 GHz, respectively. These modes were excited by the 50 ohm 
microsmp transmission line located at the bottom of the cavity. Shown in Figure 4, is the response 
of the cavity in the presence of the DR and as expected, the cavity mode resonances shifted lower 
in frequency. Figure 4 also shows the separation between the r n l a  mode and the cavity modes. 
The resonant frequency of the DR was very sensitive to movement of a metal screw, which tunes 
via fringing field perturbations. Figure 5 shows the behavior of the cavity modes as the tuning 
screw was plunged into the cavity from the top. The 'I%Q11 mode was also extremely sensitive to 
the tuning screw and completely overlaps the TEola mode at some tuning positions. Figure 5 
suggests that one has to be very careful with the tuning screw, because carelessness could result in 
operation on an undesired cavity mode. 
Figure 3. Air Filled Cavity Response 
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Figure 4. Response of Cavity with DR in Place 
The loaded Q measurement for the X-band dielectric resonator is shown in Figure 6, showing a 3 
dB bandwidth of 709 KHz at a center frequency of 9.043 GHz, which corresponds to a Q of 
12,700. The insertion loss was about 12 dB. Higher loaded Q values were easily attainable by 
varying the position of the DR, however, at the cost of higher insertion loss. A Q as high as 
18,000 was attained at X-band with 20 dB insertion loss, which if used in an oscillator 
configuration, would have qu i red  two additional gain stages to be overcome. 
Figure 5. Cavity Response with Tuning Screw Movement 
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Stop 9.044185000 GHz 
Figure 6. Response of the X-Band Resonant Structure 
AMPLIFIER DESIGN 
It is well known that bipolar junction transistor (BJT) amplifiers have much lower l/f noise than 
GaAs MESFET amplifiers, and for this reason the S-band DRO utilized BJTs. At X-band there 
existed several different choices of active devices. The BJT was eliminated because of the much 
reduced gain at the higher frequencies, with the other alternatives being I-IEMTs, HBTs and 
MESFETs. Several amplifiers utilizing these devices were built and measured to determine which 
offered the lowest l/f noise. An amplifier employing a Fujitsu FSX52WF MESFET was found 
have the lowest l/f noise at X-band, however the same device was unable to be used at Ku-band 
because of its low gain, so another Fujitsu device was identified for use. 
The absolute phase noise of a DRO can be improved either by increasing the loaded Q factor of 
the RS and/or by lowering the l/f noise of the oscillator's loop amplifier. Since the loaded Q is 
related to the insertion loss of the RS, additional gain would need to be designed into the loop 
amplifier in order to achieve higher Q factors, however too many gain stages in the loop amplifier 
would degrade the overall phase noise due to the addition of l/f noise. A two stage amplifier was 
found to be the best compromise between a high loaded Q and the number of gain stages. With 
only one amplifier, the highest Q achievable was approximately 4,000. Whereas with two stages, 
the achievable Q was approximately 13,000. This is a factor of 3.25 improvement. It should be 
noted that a 6 dB improvement in overall phase noise is realized by doubling the loaded2 Q, while 
there is only a 3 dB degradation in phase noise because of the added gain stage. 
CALIBRATION 
1 DIRECTIONAL PHASE 1 J 
COUPLER SHlFTER 
Figure 7. System Used to Measure l /f  Noise 
The test setup used for measuring the amplifier l/f noise is shown in Figure 7. The system is 
driven by a low noise DRO in order to get the best system noise floor. The system is capable of 
detecting a noise level of -140 dBc/Hz at 100 Hz offset from a 9 GHz carrier frequency. The 
residual phase noise of a single stage Fujitsu MESFET amplifier was measured, and found to be at 
or below the noise floor of -140 dBc/Hz. The drain bias had a significant effect on the llf noise, 
and it was found that the noise level improved as the drain current increased from its normal 
operating point. The X-band oscillator incorporated two of these amplifiers to overcome the 
insertion loss of the high loaded Q RS, which thereby offset the noise degradation of the additional 
gain stage. 
The loop amplifiers for the other frequency bands were evaluated in the same manner as for X- 
band. The residual phase noise (l/f noise) of the S-band BJT amplifier was and found to be at or 
below a noise floor level of - 145 dBc/Hz. 
RESULTS 
The single side-band absolute phase noise of the 9 GHz two-stage MESFET DRO was measured 
by downconverting the test DRO to 153 MHz. The down conversion was achieved by mixing the 
9 GHz DRO with a high-overtone bulk acoustic resonator (HBAR) oscillator. Then the 
measurement was made by phase locking the 153 MHz signal to a HP 8662A frequency 
synthesizer driven from an external 10 MHz VCXO. The measurement configuration is shown in 
Figure 8. The 9 GHz DRO exhibited a SSB phase noise level of -65 dBc/Hz at a 100 Hz carrier 
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Figure 8. System Used to Measure Absolute Phase Noise 
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Figure 9. Power & Frequency Variation vs. Temperature of X-Band DRO 
Frequency stability and RF output power vs. temperature was measured by using a computer 
controlled temperature chamber. The DRO was subjected to a temperature profile that began with a 
15 minute soak at +55"C and then proceeded to drop at a one degree C per minute from +55 "C to - 
45°C. The total frequency drift of the X-band DRO from -50°C to +20"C was only 25 ppm, and 65 
ppm from -50°C to +50"C. Typical RF power output at room temperature was 16.5 mW, and the 
maximum variation over the full temperature range was 3 mW. The frequency and power vs 
temperature is shown in Figure 9. The frequency variation with bias voltage (voltage pushing) 
was found to less than 25 KHzN over a 4 volt range. The DROs at the other operating frequencies 
were tested in the same manner, and all the results are summarized in Table 1. 
CONCLUSION 
Signals with low phase noise are critical for CW doppler radars, at both very close-in and large 
offset frequencies from the carrier. Design procedures have been presented here which show an 
improvement over previously published data for temperature stability (for uncompensated DROs) 
and phase noise. 
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ABSTRACT 
An excimer laser is used to activate previously implanted dopants on the backside of a backside- 
illuminated CCD. The controlled ion implantation of the backside and subsequent thin layer heating and 
recrystallization by the short wavelength pulsed excimer laser simultaneously activates the dopant and anneals 
out implant damage. This improves the dark current response, repairs defective pixels and improves spectral 
response. This process heats a very thin layer of the material to high temperatures on a nanosecond time scale 
while the bulk of the delicate CCD substrate remains at low temperature. Excimer laser processing of backside- 
illuminated CCDs enables salvage and utilization of otherwise nonfunctional components by bringing their dark 
current response to within an acceptable range. This process is particularly useful for solid state imaging 
detectors used in commercial, scientitic and government applications requiring a wide spectral response and low 
light level detection. 
BACKGROUND 
A number of image-gathering detectors use charge coupled devices (CCDs) with varying degrees of 
sensitivity and resolution. CCDs are solid state electronic imaging devices which read out image charges from wells 
in an array of pixels. CCDs designed for solid-state cameras, such as camcorders, are in great demand and are 
widely available. They have been designed to provide adequate performance when viewing brightly illuminated 
scenes. However, in astronomical, scientific and military applications their spectral response, dark current, and 
other characteristics are not satisfactory. Excimer laser processing of backside-illuminated CCDs will be shown 
to overcome these deficiencies. 
To overcome the limitations of imaging through the polysilicon gates that necessarily cover all of the 
sensitive pixel away, it would be desirable to illuminate the CCD from the backside if the silicon substrate were 
thin enough. In other words, a solution to obtaining better light sensitivity would be the thinning of the backside 
of the CCD to a total thickness of roughly 10 microns and illumination from the backside. When the silicon 
substrate upon which the array resides is made thin enough to permit short-wavelength light (blue and ultraviolet) 
to penetrate into the active regions of the device, improved spectral response has been obtained. However, for a 
backside-illuminated CCD, the electrical characteristics of the shallow region near the back surface dominate the 
CCD response to short wavelength photons. Silicon develops a thin native oxide (< 30 A thick) that can contain 
enough trapped positive charge to deplete a region several thousand Angstroms deep into the CCD. The absorption 
depth for high energy (UV or blue) photons in silicon is very short (about 30 A for 250 nm light and about 900 A 
for 400 nm light). Therefore, photogenerated electrons created in this region can drifi toward the SiISiQ interface 
and become trapped or recombine thereby drastically reducing the quantum efficiency in the UV and blue. 
One method of accumulating the backside of the CCD is by ion implantation of the backside and subsequent 
heating to activate the dopant. Initially, only a fraction of the implanted dopant atoms reside in locations in the 
crystal which are electrically active. Thermal energy is provided to permit the migration of dopant atoms into active 
sites. The obstacle that must be overcome by fabricators when this approach is relied on is that the backside doping 
process (and heating) occurs after all frontside device fabrication. A large temperature elevation of the frontside 
circuitry at this point in the process can cause deleterious effects. For example, backside doping of a silicon 
substrate with boron has been attempted to enhance the spectral response and suppress the dark current of CCD 
detectors. Boron implantation is normally followed by a thermal anneal at 1000°C for thirty minutes. But 
temperatures above about 600°C can cause damaged contacts (spiking) and damage to metal layers in a device. 
Temperatures exceeding about 800°C can cause diffusion of dopants affecting transistor threshold and leakage 
values. Since the final implant occurs after all frontside device fabrication, the anneal temperature is restricted to 
400°C. At this temperature, boron doses of approximately lOI3 ions/cm2 have only 10 to 20% of the dopants 
activated [I].  .As the implant dosage increases, the silicon crystal becomes more damaged and the percentage 
activation decreases. The consequence is that frequency response is affected and dark current can rise to 
objectionable levels (see discussion below). Therefore, with the standard processing scheme, there is a tradeoff 
between improving spectral response and improving dark current. 
Dark Current: 
High performance low light detecting CCDs are also susceptible to dark current, i.e. the thermally 
generated charge carriers under zero illumination. Excessive dark current will destroy the dynamic range of the 
imager thereby masking low light level signals. In addition, variations across the array will degrade image quality 
and can be misinterpreted by subsequent signal processing circuitry. Dark current effects in CCDs range from 
individual pixels with excessive dark current to high average dark current and variations in dark current across the 
imaging array. While dark current is normally associated with front side circuitry, crystalline damage arising from 
unamealed implanted dopants can lead to generation sites for dark current. Therefore, fabrication techniques to 
improve both the spectral response and dark current of CCDs is highly desirable. 
EXPERIMENTAL 
CCD Test Vehicle: 
Backside-illuminated CCDs containing a 90 pixel x 90 pixel array were used as test vehicles for the laser 
process. The CCD was a conventional 4-phase buried channel device. In addition to the dark current and spectral 
response reported in this paper, the CCDs were fully tested for functionality before and after laser processing to 
ensure no damage to the either the imaging area or the associated electronics. 
Excimer Laser Processing Apparatus: 
Figure 1 schematically shows the laser processing system. The excimer laser beam is directed into an 
optical path which homogenizes and shapes the intensity profile to provide uniform illumination across the active 
area of the CCD without scanning the beam. This is required since the intensity profile emitted by the excimer laser 
exhibits both spatial and temporal (pulse-to-pulse) nonuniformities and must be correctly shaped for the specific 
CCD array geometry. A typical intensity profile emitted by an excimer laser is shown in Figure 2 (A). A 
subsequent shaped and homogenized intensity profile which is directed into a processing chamber and then onto the 
CCD to be processed is shown in Figure 2 (B). The laser processing system in Figure 1 includes in-situ 
characterization of the laser process using a reflectivity monitor to measure the melt duration of the silicon material 
which is an important process control parameter. Additional process controls may include mass flow controllers 
for process and purge gases, evacuation systems and alignment systems. Details of these subsystems have been 
described elsewhere (21. 
Excimer Laser Process Recive: 
The device physics dictates that high concentration of p' dopants be used to prevent the trapping of 
photogenerated charges near the back surface of the CCD as described above. Therefore, the CCDs were ion 
implanted with boron to doses of 5 x 10" ~ m - ~ .  Rather than receiving a 30 minute anneal at 400OC in a furnace 
as prescribed in the conventional fabrication for the backside implant, the devices were subsequently transferred to 
the laser processing chamber and the ambient evacuated and backfilled with an inert gas. Processing was conducted 
using the excimer laser operating at 248 nm with a KrF gain medium. Pulse repetition rates up to 100 Hz were 
attainable with pulse energies up to 750 ml. The laser intensity profile was homogenized, shaped and directed 
normal to the ample surface. Upon illumination with sufficient laser fluence (4,,, 2 0.7 J/cmZ), the silicon melts 
allowing redistribution of the dopants within tens of nanoseconds. The silicon then recrystallizes, resulting in 
dopants in electrically active sites and annealing of crystalline damage caused by the ion implantation. Processing 
parameters along with typical and ranges of values are given in Table I. 
Note, an alternative process involves the elimination of the ion implantation step altogether. In such a case, the 
process ambient is a dopant gas such as boron trifluoride (BF,), which can be photolytically or pyrolytically 
decomposed by the laser and incorporated into the molten silicon. Subsequent laser annealing in an inert ambient 
follows, as above. This in-situ laser doping process is described in more detail elsewhere [3]. 
TABLE I. Processing Parameters 
RESULTS 
Figure 3 shows the electrically active charge carrier profiles of dopant concentration vs. depth obtained 
using the spreading resistance profiling technique for three individual samples which were all treated in the manner 
listed in Table I, except for variations in laser fluence. The silicon samples were identical to those used in the 
fabrication of the CCD arrays. The samples were irradiated with ten pulses with laser fluences of 0.7, 0.8 and 0.9 
J/cm2, respectively. Samples undergoing conventional furnace annealing used for the backside implant showed 
approximately 10 to 20 1% boron activation while the laser activated samples shown here exhibit approximately 100 % 
activation. As shown in Figure 3, the dopant profile may be controlled by changes in laser fluence since the depth 
of active dopant distribution increases with increasing laser pulse energy. Similarly, varying the number of laser 
RANGE 
1x10'' - 1xlOls ions/cm2 
B, BF, or none 
(see alternate process in text) 
5 - 150 nm 
5 400"C, 30 min 
inert or dopant gases 
(see alternate process in text) 
< 400 "C (restricted by the 
device not the laser process) 
0.7 - 2.0 J/cm2 
157 - 351 nm 
< 10% nonuniformity 
10 - 30 ns 










laser intensity profile 
laser temporal profile 
number of laser pulses 
TYPICAL VALUE 








tophat, < 5 % nonuniformity 
23 ns 
10 
pulses can change the profile from a graded profile with peak concentration near the surface to that of a uniform 
dopant distribution. 
Responsivity improvements occur in two areas. First, the responsivity becomes more uniform across the array. This 
is a product of the uniform illumination and subsequent uniform recrystallization of the backside of the CCD. All 
samples show an improvement in response uniformity originally degraded by the spatial nonuniformities in the 
implant. Secondly, the response of the CCD to blue and shorter wavelengths of light is improved by providing for 
a peak dopant concentration at the back surface to allow for the photons absorbed near the back surface to be 
collected by the pixel electrodes as described in the background. Tests were performed to detect the observed 
improvement in responsivity with the laser process. Test CCDs were laser annealed on one half of the array with 
10 pulses at 1.5 J/cm2. The devices were subsequently flood illuminated with blue light (400 nm) and a line scao 
across the device was measured. Figure 4 shows the spectral response line scan from a representative CCD. Note 
that on the half of the CCD which received laser processing (the left hand side in Figure 4), the response to the blue 
light improved over that half which received no laser processing (43.4 nA/pW vs. 37.8 nA/pW). The 20% increase 
demonstrated here is not optimized, but is representative of the improvement obtained using this technique. 
Additional improvements can be obtained using lower laser fluences and the in-situ laser doping process mentioned 
above to create a more shallow anneal thereby keeping the peak dopant concentration closer to the surface. 
Dark Current Im~rovements: 
CCDs were fabricated and tested. Devices were selected which exhibited dark current defects, i.e. 
excessive average dark current, nonuniformities, and/or individual pixels with excessive dark current. The test 
devices were then laser processed in accordance with the recipe in Table I and retested. Results of a twical (not 
best case) laser annealed sample will be discussed and is shown in Figure 5. This sample was chosen due to the 
unique spiral defect structure which was "repaired" by laser processing. Figure 5A shows a map of the dark current 
for the 90 x 90 pixel array prior to laser processing. Numerous defective pixels, with dark currents exceeding 11 
nA/cm2 are present. Figure 5B shows the dark current map following the laser process. Note that all defective 
pixels were improved. The mean dark current of the 8100 pixels in the array decreased from 9.958 nAlcm2 to 
9.658 nA/cm2. The standard deviation of the dark current, which is representative of the uniformity in the array, 
decreased from 4.826 nA/cm2 to 0.812 nA/cm2. Furthermore, individual pixels with excessive dark current, 
attributed to generation at crystalline defects were eliminated or reduced. Table I1 shows a summary of a correlation 
of the pixel data before and after laser processing demonstrating that defective pixels with a severe dark current 
level (> 50 nA/cm2) are reduced to low or moderate dark current levels. Those defective pixels with low or 
moderately high dark current levels (< 50 nAlcmZ) are removed completely. 
TABLE 11. CCD Pixel Dark Current 
DARK CURRENT 
0 - 5 nAlcm2 above array mean 
5 - 10 nA/cm2 above array mean 
10 - 50 nAlcm2 above array mean 






















An excimer laser has been used to activate the final boron implant on the backside of backside-illuminated 
CCD arrays. Results indicate that the laser fully activates the dopant resulting in a significant reduction in the mean 
dark current, improved dark current uniformity and repair of defective pixels with excessive dark current. 
Furthermore, responsivity improvements occur both in the uniformity and the sensitivity (quantum efficiency) to 
short wavelength (blue and UV) light. Apparent minor modifications in processing techniques in semiconductor 
fabrication can lead to major cost savings, yield and reliability improvements due to the large volume production 
and repetitive nature of processing. Therefore, extensive effort is placed on eliminating even one step from a 
process flow since each step has an associated yield. This is more important involving backside processing of CCDs 
since substantial fabrication costs and time are invested in the device by this step in the fabrication. Therefore, it 
is apparent that the laser process described for repair of defected pixels in addition to improving dark current and 
enhancing blue response simultaneously in one process step is bghly desirable alternative to conventional processing. 
In addition, the laser process described herein is compatible with other laser techniques, e.g. backside thinning 
(etching) or sidewall texturing which may be implemented in prior processing steps [2,4,5]. 
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ABSTRACT 
Incorporation of polyethylene glycols into fibrous substrates produces several improved functional properties 
when they are insolubilized by crosslinking with a methylolarnide resin or by polyacetal formation by their 
reaction with glyoxal. The range of molecular weights of polyols that may be insolubilized is broad (m of 600- 
20,000) as are the curing conditions (0.25-10 min at 80-200°C). Most representative fiber types and blends 
(natural and synthetic) and all types of fabric constructions (woven, nonwoven and knit) have been modified by 
incorporation of the bound polyols. The most novel property is the thermal adaptability of the modified 
substrates to many climatic conditions. This adaptability is due to the high latent heat of the crosslinked polyols 
that function as phase change materials, the hydrophilic nature of the crosslinked polymer and its enhanced 
thermal conductivity. Other enhanced properties imparted to fabrics include flex and flat abrasion, antimicrobial 
activity, reduced static charge, resistance to oily soils, resiliency, wind resistance and reduced lint loss. 
Applications commercialized in the U. S. and Japan include sportswear and skiwear. Several examples of 
eclectic sets of properties useful for specific end uses are given. In addition, other uses are biomedical, 
horticultural, aerospace, indoor insulation, automotive interiors and components and packaging material. 
INTRODUCTION 
Unique sets of properties imparted to fibrous substrates or materials containing crosslinked polyethylene glycols 
has been described in our publications on the insolubilization of polyols by crosslinking with DMDHEU or 
dimethyloldihydroxyethyleneurea with acid catalysts [1,23,4] and more recently by their reaction with glyoxal to 
form polyacetals by tosylate intermediates [5 ] .  Multifunctional property improvements vary to some extent with 
the nature, construction and porosity of the fibrous substrate, the curing conditions employed, the type of 
crosslinking agent employed, molecular weight of the polyol, and various additives in the solutions used to effect 
polymerization or insolubilization. Moreover, certain applications require an improved set of product attributes 
different from those required in other applications. Commercial products and applications in which there are 
current industrial interest are evaluated with regard to desirable property improvements imparted by this process. 
Structural aspects of the crosslinked or insolubilize polyols that are responsible for property enhancement are 
discussed. The interactive nature of processing and polymerization conditions with the nature of the fiber 
assembly and geometry are also explored. Future developments and improvements based on these concepts and 
processes are presented. 
MULTIFUNCTIONAL PROPERTIES IMPARTED 
Water-soluble polyols may be insolubilized onto fibrous materials by reacting with the tetrafunctional resin 
DMDHEU or with glyoxal by a sulfonate intermediate. Representative structural units of the modified polyols 
are shown in Figure 1. The existence of a fiber-polymer matrix results in many improved functional properties 
compared to the untreated substrate or fabric. Each of these attributes is due to one or more aspects of the 
modified polyols bound to the fiber and are noted in Table I. Thermal adaptability is the most novel of all the 
properties imparted to fibers and is probably due to three simultaneous phenomena First, the insolublized 
polyethylene glycols (as a network polymer in either reaction system) function as PCM's (phase change 
materials) with high latent heats of fusion and crystallization, thus buffering temperature changes in hot and cold 
weather. Secondly, these modified polymers are also very hydrophilic and provide enhanced thermal comfort 
due to their water sorption properties and the amount of energy stored during the evaporation and condensation 
of excess water. Thirdly, there is also evidence from our infrared thermography studies that the crosslinked 
polymer in the fiber matrix changes the thermal conductivity of the fiber surface. This latter effect has also been 
observed by scientists engaged in aerospace research [6]. The increased moisture content, sorption and capacity 
of the modified fabrics are also due to the hydrophilic nature of the crosslinked polymer. The marked increase 
in wear life (usually observed by increases in flex abrasion) and in sizable reduction of lint loss or particle 
release and fiber entanglement (pilling) on the surface is attributable to the elastomeric nature of the insoluble 
polyols. Such an elastomeric nature gives the coated fibers the ability to absorb mechanical stresses and 
deformations and prolongs failure that would more readily occur in the unmodified fibers. Enhancement of the 
soil release and antistatic behavior of fabrics containing the bound polyols was expected, since the incorporation 
of various types of polyethylene oxides to fibers is welldocumented and was observed as early as 1957. 
Durable press properties have been observed (conditioned wrinkle recovery angles as high as 325" in all cotton 
fabrics). The mechanism of resiliency probably differs conventional crosslinking of cellulosic fibers with resins 
in that this effect can be achieved at very low curing temperatures and involves grafting and homopolymerization 
of the polyol to provide such resiliency. Although the rationale for enhanced wind resistance was not explained, 
it may be due to removal of moisture from the air as it passes through the fabric; further study of this effect is in 
progress. The antimicrobial activity may be due one or two factors: (a) the slow release of an active 
antimicrobial agent (such as formaldehyde) under certain conditions and/or (b) the hydrophilic nature of the 
coated fiber that dessicates the microorganisms and thus deprives them of moisture needed to sustain growth. 
The mechanism of antimicrobial activity is also being studied in more detail. 
TABLE I. Multifunctional hoperties Imparted to Fibrous Substrates Containing Insolubilized Polyols 
Attributes of moditied substrates Cause(s) of attributes 
Latent heat of polyethylene glycols 
Thermal adaptability and thermal comfort Moisture content and water transport properties 
Thermal conductivity of polymeric coating 
Water sorption, capacity and content Hydrophilic nature of crosslinked polymer 
Resistance to wear, lint loss and pilling [7] Flexibility of polymeric gel or elastomer 
Reduction of static charge 
and improved soil release [8] 
Nonionic and hydrophilic nature of polymer 
Resiliency or anti-wrinkling [9] Grafting to cellulosics and elastomeric nature of polymer 
Enhanced wind resistance [lo] Possible removal of moisture from air by hydrophilic polymer 
Antimicrobial activity [I I ]  Hydrophilicity of polymer or slow release of antimicrobial agent 
INFLUENCE OF FIBER TYPE AND FABRIC CONSTRUCTION 
Due to the nature of the reactions used for insolubilizing the polyols (condensation reaction of hydroxyl end 
groups of the polymer with a tetrafunctional N-methyl01 cyclic urea and use of the dialdehyde glyoxal), certain 
types of functional groups on fibers will also react with these resins or functional groups. Grafting of the 
polymer onto cellulosic fibers as well as some reaction of resin with the cellulosic fibers occurs even at low 
curing temperatures (120°C or less). This has been verified by using scanning electron microscopy to detect the 
insolubility of m&ied cellulose fabrics in solvents such as cupriethylenediamine [12]. The reaction of 
cellulosic fibers with glyoxal under a variety of conditions is also well documented. When the curing 
temperature is higher, the cellulose reacts as readily as the polyol does with the crosslinking resin and glyoxal, 
and the resultant fabric has much poorer mechanical properties than fabrics cured under milder conditions. 
Wool, polyarnide and polyurethane fibers contain some primary amino (-NHJ groups on the surface of the 
fibers. Thus, there is also the possibility of grafting the polymer onto these fibers as well as reaction of the 
amino groups with the crosslinking resin and reaction of these groups with the dialdehyde glyoxal to fom imine 
bonds. However, durability of the polymer coating or the polymer in the fiber matrix is not as good for wool as 
it is for polyamide and polyurethane substrates. This is due to the poor physical bonding of the polymer to the 
scales of the wool fiber. 
Other types of fibers, such as polyester and acrylic, have fewer functional groups available (such as -OH) that 
make grafting and/or direct reaction with the resin or glyoxal less likely than with cellulosic, proteinaceous and 
fibers containing amino- groups. However, durability of the polymer on these types of fibers is good. Thus, 
bonding may occur in these types of fibers by some ionic interactions and possibly even hydrophobic type bonds 
between the polymer and fiber surfaces. Chemically inert fibers such as polypropylene and glass have some 
durability of the crosslinked polymer in the fiber matrix. This may be due to the presence of a few hydroxyl 
groups on the fiber surface and/or hydrophobic bonding between the polymer and the fiber surface. In addition 
to the nature of the reactive groups of the fiber, the nature of the fiber surface will also affect the adhesion, type 
of bonding and durability of the crosslinked polymer in the fiberlpolymer matrix. 
The physical nature of the fabric or fibrous assembly also has some influence on the amount of polymer 
incorporated into the matrix, its distribution in the matrix and some of the physical properties of the modified 
fabric or surface. These effects are primarily independent of fiber type and related to the porosity, air 
permeability and construction of the fabric. For example, the amount of polymer bound in a loosely woven 
cotlon and loosely woven polypropylene would be about the same. Moreover, the distribution of the polymer in 
each type of fabric would be similar. In this instance, the open fabric structure would result in more polymer 
being bound between fibers and very little polymer on the fabric surface. For tightly woven fabrics, polymer 
attachment is more difficult, and more polymer tends to be present on the fabric surface than between fibers. 
More surface deposition of polymer also results in a stiffer fabric or material than in fabrics where surface 
deposition is minimal. For knits, these effects are the same as those observed in wovens. Since knit 
constructions tend to be more open and porous, modified knits usually have a good hand after treatment. 
Nonwovens are very porous and open structures (relative to most wovens and knits) and thus have the best 
surface aesthetics of all three major types of fabric constructions when they contain the crosslinked and bound 
polymers. 
Since the modified fabrics contain a crosslinked polymer, their dimensional stability to laundering, that is, their 
ability to retain their original dimensions, is excellent. This is particularly useful for knit fabrics, since these 
types of constructions have poor dimensional stability in the unmodified state. In contrast, the ability of the 
modified fabrics to retain their dimensions in the wet state varies markedly with the fabric construction. 
Nonwoven fabrics containing the crosslinked polymer have very good wet dimensional stability. With most 
nonwovens, there is 0-2% shrinkage in the wet state. With wovens, this wet shrinkage can be between 7-15% in 
area. With certain types of knits, the wet shrinkage is dramatic (ranges of 2540% in area), while with other 
knits, wet shrinkage may be 15% in one direction, but expand 15% in another direction, giving an overall area 
change of zero. Again, this phenomenon is independent of fiber type. All types of fabric constructions, even 
those with high wet shrinkage, return to their original dimensions on drying, and have outstanding dry 
dimensional stability. The wet shrinkage in certain constructions has been viewed by some as a negative 
attribute in early stages of the development of textile products. However, some scientists and engineers are now 
exploring how this dramatic difference in fabric dimensions in the wet and dry state can be used to produce 
novel mechanical effects useful in irrigation and other applications as self-adaptive structures with a 
shape memory that responds to changes in humidity and water content. 
EFFECT OF SOLUTION COMPOSITION 
The amount of polyols bound to fibrous surfaces and the resultant properties imparted are not only dependent on 
the fiber type and fabric construction but are also dependent on the molecular weight of the polyethylene glycol 
(M,, 600 to 20,000). the composition of resin and acid catalyst employed for the DMDHEU reaction. For the 
insolubilized polyacetal derived from the polyol, it is dependent on both the concentration of glyoxal and the 
concentration and type of sulfonic acid used to form sulfonate intermediates as well as the molecular weight of 
the polyol. Umcted, lower molecular weight polyols, such as those with M,, of 600 and 1,000, are fairly 
amorphous and have low melting (Td and crystallization (TJ temperatures and moderate enthalpies of fusion 
(HJ and crystallization (HJ. As the molecular weight increases, the polyols become more crystalline and have 
higher I-& and Y, and correspondingly higher T, and T,. Enthalpies are optimum at M, of 6,000-10,000, and the 
melting and crystallization temperatures tend to level off at these molecular weights. The same trend in the 
thermal properties is observed when these polyols are either crosslinked with the tetrafunctional resin DMDHEU 
or react with glycols to form insoluble polyacetals. However, their latent heat values and melting and 
crystallization points are lower than those of the unmodified polymers. The magnitude of their heat absorption 
(HJ and heat release (HJ generally increases with increasing molecular weight. This magnitude is more 
dependent on the clning conditions than on the fiber type and fabric construction. When these polymers are 
crosslinked, the amorphous regions are the fmt to react, and thus higher molecular weight polyols have more 
crystalline material remaining to provide better latent heat properties than lower molecular weight, amorphous p 
polyols. Figure 2 shows thermal scans of modified fabrics containing insolubilized polyols derived from reaction 
with PEG-1,ooOPMDHEU and from PEG-3,350/glyoxaVmethanesulfonic acid. In each instance, the area under 
the curve is the latent heat of fusion absorbed with increasing temperature. The maximum heat absorption 
occurs at T,. When such modified fabrics are cooled, comparable heat release occurs at lower temperatures with 
maximum heat release occurring at T,. 
Polyethylene glycols may be reacted with unakylated DMDHEU resins (e.g., the structure shown in Figure 1 (a) 
Oin which all four reactive groups are hydroxyl or may be reacted with DMDHEU resins in which the two 
-N-CH,OH groups are partially alkylated and/or glycolated Several catalysts are effective (such as p- 
toluenesulfonic acid, a mixed system with MgC1,.6H20/citric acid or NaHSO,) for network polymerization of 
both types of resins at the same level of reactivity, but there are at least two major advantages to using the 
akylated DMDHEU resin. The first advantage is that there are much lower levels of fm formaldehyde in the 
solution containing the akylated DMDHEU than those containing the unalkylated DMDHEU. Nevertheless, 
most fabrics treated with either resin system have negligible amounts of formaldehyde release (0-70 ppm) after 
washing and drying. The second major advantage is that the resultant fabrics are usually much softer when the 
akylated DMDHEU is used as a crosslinking agent than when the unalkylated DMDHEU is used. This 
phenomenon is probably due to less crosslinking (slower reaction rate) of alkylated groups relative to unalkylated 
groups in the resin. However, there are some instances where certain types of fabrics are equally supple when 
either resin may be used to crosslink a polyol of the same molecular weight. A good example is the treatment of 
knit ,%/lo cottonLycra (elastomeric polyurethane) fabrics with PEG- 1 ,OOO/DMDHEU. Scanning electron 
microscopy indicates that there is Little surface deposition of polymer for both resins used to treat this fabric. 
Each of the resultant fabrics was softer than the comsponding untreated control fabric. 
For reaction of the polyols with glyoxal to form insolubilized polyol bound to the fibers, stoichiometric amounts 
of sulfonic acids are required. Since rnethanesulfonic acid is half the molecular weight of ptoluenesulfonic acid, 
it may be effectively used at concentrations as low as 6% to form sulfonate end groups of the polyols that 
subsequently react with glyoxal. This system has the advantage of being totally formaldehyde-free, but adhesion 
an of the polyacetal to the fibrous surface and prolonged durability to laundering appears not to be as good as 
that of polymer derived from reaction with DMDHEU resins. Studies are in progress to modify fiber surfaces 
and use other techniques to improve such durability. 
EFFECT OF CURING CONDITIONS 
The polyethylene glycols were initially insolubilized on various types of fibers by a conventional pad-dry-cure 
process [I]. This process usually consisted of immersing the fabrics in solutions containing approximately 60% 
solids (ply01 + resin), removing excess solution through squeeze rolls, drying 5-7 minutes at 85°C then curing 
for 2-3 minutes at 140-160°C. Although modified fabrics prepared by this process had acceptable thermal 
properties, cellulosic fabrics such as cotton had substantial strength losses that were similar to those usually 
obtained when cotton was treated with any durable press agent. Moreover, all types of treated fabrics were 
much stiffer than the corresponding untreated fabrics. It was later determined that using such conventional 
process conditions resulted in overcuring that reduced desirable thermal properties by reaction of the resin with 
crystalline regions of the polyols. Moreover, at high cure temperatures the hydroxyl groups in the cotton fabric 
react at the same rate with the DMDHEU as the hydroxyl end groups of the polyol react with DMDHEU. This 
leads to a rigid system in which the cellulosic fibers lose at least half their tensile strength. 
When the mildest curing conditions (time/temperature) were employed in a single step to bind and insolubilize 
polyols to fibers, most functional improvements were superior to those obtained by the above two-step 
conventional dry-cure process. The most comprehensive change and improvement were in the heats of fusion 
and crystallization of the crosslinked polymer and corresponding higher temperatures of T, and T, of the bound 
polymer. In many instances, fabrics cured by a single step method had superior thermal properties to those 
cured by the conventional two-step method even when the foxmer fabrics had less polymer incorporated than the 
latter fabrics. A representative example is curing of 55/45 pulpfpolyester nonwoven fabric treated with PEG- 
1,000PMDHEU. The fabric cured in a single step for 1.5 min. at 90°C had a weight gain of only 46%, but had 
a T, of 35T, a T, of 10°C and corresponding H, of 22 J/g and Y of 21 J/g. The same fabric cured in a single 
step for 3 min. at 90°C had a weight gain of 87%. However, even under these conditions it was overtured, since 
it had a T, of 12T, a T, of -10°C and corresponding H, of 16 J/g and Y of 15 J/g. 
Cotton fabric treated with PEG-l,OoO/DMDHEU, then cured by a conventional two-step process, had breaking 
strength and flex abrasion losses of about 50% compared to the control. This treated fabric was also about three 
times stiffer than untreated fabric. In contrast, cotton fabric treated with an identical solution, then cured for 5 
min/85"C lost only 20% of its breaking strength and had an 800% increase in its flex life compared to untreated 
cotton fabric. Moreover, the treated cotton fabric was about 40% softer than the untreated fabric. Thus, it is 
usually beneficial to use the minimum curing conditions to insolubilize the polymer inside the fiber matrix. 
Insolubilization of the polyols via formation of polyacetals also is sensitive to optimum curing conditions for a 
particular formulation and molecular weight of polyol. Preliminary results [5]  indicate that somewhat higher 
curing temperatures (usually above 125°C) are required to insolubilize the polyols by this route than are required 
to insolubilize them by reaction with DMDHEU resins in the presence of acid catalysts. 
APPLICATIONS SUITABLE FOR MULTIPROPERTY IMPROVEMENTS 
The diversity of improved properties imparted to fabrics and fibrous substrates make the modified materials 
suitable for many applications. Nevertheless, there are certain sets of properties that are more useful for each 
application. Table I1 illustrates a few examples of applications and the sets of functional properties appropriate 
for that application. 
TABLE 11. Relationship between Application and Functional Properties Imparted to Fibrous Substrates 
Containing Crosslinked Polyols 
Application Group of Desirable Functional Properties 
Sportswear and skiwear Thermal adaptability. wind resistance, water sorption 
softness and dimensional stability 
Garments for biomedical and Thermal adaptability, resistance to static charge, 
computer clean rooms antimicrobial activity, lint loss, water sorption 
Shoe components and socks Thermal adaptability, durability to wear, water 
sorption and antimicrobial activity 
Automotive interiors Thermal adaptability, resistance to static charge, 
oily soil release, wear resistance 
Industrial and consumer Sorption of water and oil, liquid capacity, 
wipes antimicrobial activity, wet dimensional stability 
Work uniforms Thermal adaptability, resistance to static charge, 
pilling and oily soil release, anti-wrinkling, 
durability to wear and prolonged laundering 
Indoor insulation Thermal adaptability, ability to remove humidity 
from air, dimensional stability, antimicrobial effects 
Pulp/polyester nonwoven fabrics used for surgical scrub suits afford a representative example of property 
improvements that are specific and relevant to this end use. When these fabrics are treated with PEG- 
l,OOO/DMDHEU and subsequently c u d ,  thexmal adaptability is imparted (heat absorption in the range of 25- 
35°C). The modified fabric absorbs at least twice the amount of water in the liquid and gaseous state, has a 100 
fold decrease in static charge, 300% improvement in its flex life, and has significantly less particles released than 
from the corresponding untreated nonwoven fabric. Numerous other examples of eclectic sets of properties 
suitable for a specific application could be cited, and currently form the basis for many commercial products 
from current and prospective licensees. In addition to the applications or end uses in Table 11, other possible end 
uses include blankets and bedding materials, geotextiies, horticultural and agricultural applications and 
defense/aerospace applications such as space suits and military uniforms and apparel. Some applications are to 
replace existing materials while other applications are more novel and may lead to the development of products 
that did not previously exist. 
FUTURE TRENDS AND OPPORTUNITIES 
Predicting future commercial developments from present scientific trends and interest in any area of science is 
quite difficult. However, there appear to be several fundamental concepts and practical opportunities in the 
application of polymers to fibers to improve many functional p romes  by a single process. It would be 
worthwhile to investigate further the structural aspects of polymers that cause them to function as phase change 
materials. A fundamental comparison of the few compounds, polymers and other compositions with high latent 
heats of fusion and crystallization should also be interesting and rewarding. 
Another area of opportunity is to synthesize new polymers or modify existing polymers that impart 
multifunctional property improvement when they are bound to a fibrous substrate. Combinations of properties 
should lead to the development and commercialization of materials that could function in physically and 
chemically hazardous environments for both civilian and military uses. Opportunities exist for use of these new 
materials in the biomedical and health care areas as well as for pollution control and improvement of the 
environment. 
A third area of opportunity is modification of fiber surfaces by high energy sources such as plasma, glow 
discharge and excimer lasers. This research has intensified in the past decade [l 11, and has led to improvement 
in the adhesion, wettability and dyeability of fibrous surfaces. In conjunction with the attachment of tailor-made 
polymers to fibrous surfaces, these studies should produce new types of fibrous composites, protective clothing 
and materials suitable for many new and existing applications. 
A final area of opportunity is the emerging science and technology of intelligent materials and self-adaptive 
structures. Application of polymers to fibers that impart a thermal, mechanical or other type of memory should 
lead to modified materials that retain or change their shape or structure when exposed to external stimuli such as 
heat, light, electric current and/or moisture. These concepts, in conjunction with existing knowledge of modified 
fibrous materials, should lead to new products and technologies in electronic, health care, aerospace and 
consumer applications. 
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Figure 1. Reaction of end groups of difunctional polyols with (a) tetrafunctional resin DMDHEU to form 
network or crosslinked structure and (b) dihydrate of glyoxal + sulfonic acid to form polyacetals. 
I n t e g r a t i o n  
D e l t a  H 165 m J  
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Figure 2. Thermal scans (heating mode) of (a) 55/45 pulp/polyester nonwoven fabric treated with PEG- 
lOoOPMDHEU, cured to wt. gain of 50% and (b) 100% cotton woven fabric treated with PEG-3350/glyoxal 
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ABSTRACT 
Proper surface preparation has been the key to obtain good performance by a surface coating. The major 
obstacle in preparing a corroded or rusted surface is the complete removal of the contaminants and the 
corrosion products. Sandblasting has been traditionally used to remove the corrosion products before 
painting. However, sandblasting can be expensive, may be prohibited by local health regulations and is not 
applicable in every situation. To get around these obstacles, Industry developed rust converters/rust 
transformers and rust compatible primers (high solids epoxies). 
The potential use of these products for military equipment led personnel of the Belvoir Research, 
Development and Engineering Center (BRDEC) to evaluate the commercially available rust transformers 
and rust compatible primers. Prior laboratory experience with commercially available rust converters, as well 
as field studies in Hawaii and Puerto Rico, revealed poor per-formance, several inherent Limitations, and lack 
of reliability. It was obvious from our studies that the performance of rust converting products was more 
dependent on the amount and type of rust present, as well as the degree of permeability of the coating, than 
on the product's ability to form an organometallic complex with the rust. Based on these results, it was 
decided that the Military should develop their own rust converter formulation and specification. The 
compound described in the specification is for use on a rusted surface before the application of an organic 
coating (bituminous compounds, primer or topcoat). These coatings should end the need for sandblasting or 
the removing of the adherent corrosion products. They also will prepare the surface for the application of the 
organic coating. 
Several commercially available rust compatible primers (RCP) were also tested using corroded surfaces. 
All of the evaluated RCP failed our laboratory tests for primers. 
INTRODUCTION 
Proper surface preparation has been the key to obtain good performance by a coating. The major obstacle 
in preparing a corroded or rusted surface, before the application of an organic coating, has been the 
complete removal of the contaminants and the corrosion products. Sandblasting has been traditionally used 
to remove the corrosion products before painting. However, sand-blasting can be expensive, it may be prohi- 
bited by local health regulations, and it may not apply in every situation. To get around these obstacles, 
Industry developed the rust converters /rust transformers, and the rust compatible primers. 
The potential use of these products in fielded equipment by the Military, led personnel of the Belvoir 
Research, Development and Engineering Center (BRDEC) to test the commercially available rust 
transformers[l] and rust compatible primers[2]. Prior field and laboratory experience with commercially 
available rust transformers, as well as field studies in Hawaii and Puerto Rico, revealed poor performance 
and lack of reliability. It was obvious from our studies, that the performance of rust converting products was 
more dependent on the amount and type of rust present, and on the degree of permeability of the coating, 
than on the product's ability to form an organometallic complex with the rust. Based on these results, it was 
decided that the Military should develop their own rust converter formulation (U.S. Patent 4,880,478)[3] and 
specification (MIL-R-53086)[4]. The compound described in the specification is for use on a rusted surface 
before the application of an organic coating (bituminous compounds, primer or topcoat). The proper 
application of the product should end the need for sandblasting or the removing of the adherent corrosion 
products. It also will produce the proper surface for the application of an organic coating. 
Commercially available rust compatible primers (RCP) that were tested[2] failed our laboratory tests for 
primers. The Chemical Agent Resistant Coating (CARC)[5J system used by the Department of Defense on 
tactical equipment performed better on corroded surfaces than the so called rust compatible primers. 
EXPERIMENTAL PROCEDURE 
Cold rolled steel panels1 cleaned in an aqueous non-ionic detergent solution (O.l%Triton-X100) were 
exposed for 5 minutes to a 5 % salt fog solution according to ASTM B117. These panels were placed 
outdoors for three week2. At this point, the panels were ready to be treated and painted. When the 
corroded surface was treated with a rust converter the following procedure was d. 
Step 1. Wet panel with either distilled or demineralized water 
Step 2. Allow excess water to run off by tilting panel 
Step 3. Apply on first coat (sprayed or brushed) of rust converter 
Step 4. Allow panel to dry for not less than 12 hours 
Step 5. Rinse in flowing water and repeat steps 2 through 4 
Step 6. Spray 5% sodium bicarbonate solution on panels 
Step 7. After 3 minutes, rinse solution off panels 
Step 8. Allow panels to dry at room temperature for not more than 24 hours 
The treated panels were painted with the CARC primer (MIL-P-53022)[6] to a 1.5 mils (38 pm) dry film 
thickness ( D m )  or with the (MIL-C-62218)[8] bituminous compound to a DFT of 6 mils (152 pm). 
Air assisted spra+, airless spray, and drawdowns were tried to apply the rust compatible primers in one 
coat to a DFT of 5-6 mils (127-152 pm). Two methods for the application of the primers were developed. 
These methods should prevent the formation of pinholes that could develop during application of the 
primers. The first method was to spray the initial coat as a mist or flash coat onto the surface of the panels. 
The second method used the 8 step rust converter procedure described above. Both processes produced a 
leveled profde (hills and valleys) of the corroded surface. The panels were then coated to a D m  of 3.5 mils 
(89 pm) with the rust compatible primers. The paint was allowed to dry for 24 hours, after which, the panels 
were recoated with 3.5 mils (89 pm) DFT of the respective products to achieve a final DFT of 7.0 mils. 
Before having the panels tested, they were allowed to dry at room temperature for one week.4 
Q-Panels, R-Type, 0.023" thickness, dull matte finish, 3" x 6" size, Q-Panel Company, 26200 First 
Street, Cleveland, OH 44145. 
After approximately 12 days of exposure, the panels were powerwashed and sprayed with a 5% salt 
solution. This procedure was followed to obtain uniform, adherent corrosion on the surface of the panel. 
After the pre-corrosion process, the loose corrosion was removed using a high pressure power-washer. 
Binks Spray Gun, Model 2001, Binks Manufacturing Company 4.5 in. (11.4 cm.) Rubber Coated. 
The CARC panels used as controls were wash primed with ~ 0 ~ - ~ - 1 5 3 2 8 '  to a 0.4 mils (10 um) DFT 
prior to the application of the primer M I L - P - ~ ~ o ~ ~ ~ .  
WET ADHESION TESTING 
The treated panels were tested according to Federal Test Standard No. 141 Method 6301.2[9]. The panels 
were evaluated according to ASTM D3359[10] (measuring adhesion by tape test). 
SALT SPRAY/WET ADHESION TESTING 
After the preparation and curing processes were complete, the panels were placed in the salt spray 
chamber for periods of 336 hours and 500 hours. The test was run according to ASTM B117[11]. Once 
removed, the panels were rinsed in tapwater, dried, and tested according to Federal Test Method Standard 
6301.2[9]. The panels were then tested according to either ASTM D3359[10] (measuring adhesion by tape 
test) or ASTM D610[12] (non-impinged area) and ASTM D16W131 (impinged area). 
SALT SPRAY/CRAVELOMETER TESTING 
After the preparation and curing processes were completed, the panels, before testing, were placed in the 
cold temperature chamber and conditioned for two hours. The panels were tested according to ASTM 
D3170[14]. After the gravelometer testing was completed, the panels were placed in the salt spray chambelJ 
for 336 and 500 hours according to ASTM B117[12]. Upon removal of the samples from the salt spray 
cabiiet, they were rinsed with tapwater, dried, and evaluated according to ASTM D610[12] (non-impinged 
area) and ASTM D1654[13] (impinged area). 
OUTDOOR EXPOSURE TESTING 
Once scribed with a diamond pattern, the panels, treated with the rust converters, were placed outdoors at 
Fort Belvoir. They were oriented at an angle of 45" from the horizontal facing south for one year. After one 
year, the panels were removed and tested according to ASTM D610[12] (non-impinged area) and ASTM 
D1654[13] (impinged area). The rust compatible primers were not tested outdoors because of their failure in 
the Laboratory. 
RESULTS 
The CARC topcoat blistered and delaminated from the panels that had been treated with the phosphoric 
acid base and tannic acid base rust converters. No signs of blistering or delamination were observed on the 
panels treated with the BRDEC formulation (Tables 1, 2 & 3). 
The MIL-C-62218[8] bituminous coating failed on the edges of the panels when treated with the commer- 
cially available rust converters. No signs of failure were observed on the panels treated with the BRDEC 
formulation. 
No problems were found, when the RCP was applied to uncorroded surfaces, but as expected problems 
were found when the RCP was applied to the corroded test panels. The problems were due to the high 
profile of the corroded surface that prevented the high viscosity paint to fully wet the surface. Several 
different application methods were tried but the results were the same. None of these paints could be 
successfully applied to the proper thickness in one coat. It was decided that once the loose corrosion was 
removed, that either a mist coat of the RCP or rust converter should be applied to lower the corrosion 
profile and to improve surface wetting. Final film thickness will be achieved by using a two coat process with 
24 hours drying period between fust and second coats. No differences were found between the products in 
this test. All the products performed well in the salt spray tests when there were no chips or cuts in the 
coating (Tables 5, 6 & 7). There was one rust compatible primer that out-performed the others when a 
damaged paint film was exposed to 500 hours of salt spray. However, when the same product was applied to 
Harshaw Salt Fog Cabinet, Model #22, Harshaw Chemical Company 
3 19 
an uncorroded surface and treated in the same manner, it delaminated three days after testing was complet- 
ed. The reason for the delamination is not known and it may necessitate further work. 
CONCLUSIONS 
The tests and evaluations discussed in this report were under-taken to fmd out if the commercially available 
rust converters or rust compatible primers could be used by the Military on corroded surfaces of military 
equipment without fust having to sandblast the surfaces. The decision was that any rust converter to be used 
by the Military will have to meet the requirements of MIL-R-53086[4] and not to use any rust compatible 
primer if the CARC[S] system is going to be used. 
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of Corroded Panels 
ASTM D3359 
Panel In the Laboratory 
BRDEC formulation 5B 
Phosphoric Acid 4B 
Tannic Acid 4B 
RCP 3B 
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Key: RCP - rust compatible primer - high solids epoxy 
Table 3 
Outdoor Exposure Testing 
of Corroded Panels 
Panel ASTM D610 
(Rusting) 
BRDEC formulation 6 
Phosphoric Acid 5 
Tannic Acid 2 
RCP 4 
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Table 4 
Visual Analysis before Testing 







RCP pinholes throughout 
With Rust Converter 
Comment 
Key: Control -- Cold rolled steel panels + 0.4 mils (10.2 pm) of DOD-P-15328 wash primer + 1.0 mil 
(25.4 pm) MILP-53022. 
RCP - rust compatible primer - high solids epoxy 
53022 - epoxy primer as per MIL-P-53022 
Table 5 
Wet Adhesion Results 
No Rust Converter 








With Rust Converter 
ASTM D3359 Rating 
(Adhesion) 
Key: Control -- Cold rolled steel panels t 0.4 mils (10.2 pm) of DOD-P-15328 wash primer + 1.0 mil 
(25.4 pm) MIL-P-53022 
Table 6 
Salt S pray/Gravelorneter Results (336 hours) 
No rust converter 
Panel ASTM D610 ASTM Dl654 
(Rusting) (Scribe) 
Control 10 7 




RCP 10 7 
With Rust Converter 
ASTM D610 ASTM Dl654 
(Rusting) (Scribe) 
Key: Control -- Cold rolled steel panels t 0.4 mils (10.2 pm) of DOD-P-15328 wash primer + 1.0 mil 
(25.4 pm) MIL-P-53022 
RCP - rust compatible primer - high solids epoxy 
53022 - epoxy primer as per MIL-P-53022 
Table 7 
Salt Spray/Gravelometer Results (500 hours) 
No Rust Converter 
Panel ASTM D610 ASTM Dl654 
(Rusting) (Scribe) 
Control 10 10 




RCP 10 6 
With Rust Converter 
ASTM D610 ASTM Dl654 
(Rusting) (Scribe) 
Key: Control -- Cold rolled steel panels + 0.4 mils (10.2 pm) of DOD-P-15328 wash primer + 1.0 mil 
(25.4 pm) MIL-P-53022 
RCP - rust compatible primer - high solids epoxy 
53022 - epoxy primer as per MIL-P-53022 
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METHODS FOR PREDImING PROPERTIES AND 
TAILORING SALT SOLUTIONS FOR INDUSTRIAL PROCESSES 
Moonis R Ally 
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ABSTRACT 
An algorithm developed at Oak Ridge National Laboratory (1) accurately and quickly predicts 
thermodynamic properties of concentrated aqueous salt solutions. This algorithm is much simpler and much 
faster than other modeling schemes and is unique because it can predict solution behavior at very high 
concentrations and under varying conditions. Typical industrial applications of this algorithm would be in 
manufacture of inorganic chemicals by crystallization, thermal storage, refrigeration and cooling, extraction of 
metals, emissions control, etc. 
INTRODUCTION 
The use of electrolytes is ubquitious in commerce and industry, and much work has been done to 
describe the properties of electrolytes, especially aqueous electrolytes. Description of the properties of such 
electrolytes in terms of electrostatic interactions has made the treatment cumbersome and difficult to apply 
in a practical sense because of the requirement for a large number of experimentally determined parameters. 
Until this algorithm was developed at the Oak Ridge National Laboratory, no modeling scheme 
could quickly predict the relative performance of salt solutions in the concentration range from 2 to 98 mole 
%. Earlier modeling schemes address many parameters to evaluate a solution's performance. Such complex 
modeling schemes are slow, are limited to predicting the performance of low (-6 molal) concentrations, and 
do not permit extrapolation from one set of conditions to another. The algorithm runs on a personal 
computer and can easily generate in a day the equivalent of one year experimental work. Only two or three 
parameters are required by the algorithm. For many salts, these parameters are included in a data base that 
can be augmented and edited by the user. The algorithm is user friendly with pull-down menus. Results can 
be obtained in either tabulated or graphical form, depending upon user preference. 
COMPARISON OF COMPUTED VS. MEASURED DATA 
Comparisons of the computed and empirical data on vapor pressure-composition-temperature, molar 
volume-composition-temperature, enthalpy-concentration-temperature, and solid phase behavior for 
electrolytes are shown in Figures 1-3 and Tables 1 and 2. 
USER FRIENDLY S O M A R E  
A user friendly software for use on IBM personal computers is available for licensing. 
REFERENCES 
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Fig. 1. Vapor pressure-composition-temperature for aqueous LiBr solutions. Solid lines indicate 
fitted experimental data. Symbols represent predicted values from ORNL algorithm. 
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Fig. 2. Comparison of predicted and experimental molar volume-composition-temperature data for 
aqueous LiBr solutions. 
Fig. 3. Some crystalline phases in aqueous NaOH solutions. - Prediction of stable phases from 
O W  algorithm. - - - - Prediction of metastable phases from ORNL algorithm. Symbols represent 
experimental data on crystalline phasa. 
* Goodness of fit defined by (a) average absolute deviation = (C ( di I )/Nx100%, di = (~(observed) - 
p(predicted))lp(observed); (b) Residual sum of squares = C (~(observed) - ~(predicted))'. Number of data points, 
N. between 440 and 524 for each wt. % solution ( Ally et al., 1991). E evaluated from mixing rules at 120°C. 
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AN X-RAY SCATTER APPROACH FOR NON-DESTRUCTIVE CHEMICAL 
ANALYSIS OF LOW ATOMIC NUMBERED ELEMENTS 
H. Richard Ross 
Sverdrup Technology, Inc. 
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ABSTRACT 
A non-destructive x-ray scatter (XRS) approach has been developed, along with a rapid atomic scatter 
algorithm for the detection and analysis of low atomic-numbered elements in solids, powders and liquids. The 
present method of energy dispersive x-ray fluorescence spectroscopy (EDXRF) makes the analysis of light elements 
(i.e. less than sodium; < 11) extremely difficult. Detection and measurement become progressively worse as 
atomic numbers become smaller, due to a competing process called "Auger Emission", which reduces fluorescent 
intensity, coupled with the high mass absorption coefficients exhibited by low energy x-rays, the detection and 
determination of low atomic-numbered elements by x-ray spectrometry is limited. However, an indirect approach 
based on the intensity ratio of Compton and Rayleigh scatter has been used to define light element components in 
alloys, plastics and other materials. This XRS technique provides qualitative and quantitative information about the 
overall constituents of a variety of samples. 
INTRODUCTION 
Qualitative and quantitative determination of the elemental content of a wide variety of samples is vital in 
many fields of science, technology, and industry. Energy dispersive x-ray fluorescence spectroscopy (EDXRF) is 
the best known rapid, sensitive, and non-destructive technique for identifying unknown elements in solids, powders, 
and liquids. Samples that contain high levels of light elements are not amenable to EDXRF detection. Therefore, 
this method is not capable of providing reliable estimates of elemental concentrations for low atomic number based 
materials. Corrosion and contamination products are often compounds containing low atomic numbered elements 
(i.e. oxides, carbonates, nitrates and hydrates), which are costly to detect and time consuming. EDXRF analysis 
reveals only heavy elements, therefore failing to represent the bulk composition of the contaminants. 
Recently, a non-destructive x-ray scatter (XRS) approach has been developed at the NASA John C. Stemis 
Space Center. XRS can provide qualitative and quantitative information about the overall constituents of a variety 
of samples. The experimental results presented in this paper, show the versatility and importance of XRS in 
analyzing complex low atomic numbered materials. 
EXPERIMENTAL CONDITIONS 
System 
A schematic of the Spectrace Corporation (Mountain View, California) EDXRF system geometry and 
components is shown in Figure 1. Developments in the system's hardware, the technique itself, the theory, and 
the performance characteristics are mentioned in the literature [I-21. 
Omratine Parameters 
A complete list of the experimental conditions is provided in Table 1. The spectrometer used in this study 
was a Spectrace 440 EDXRF Analyzer equipped with a molybdenum target x-ray tube, which operates at SOW of 
power. All scatter measurements were made with a 0.0625 inch diameter collimator and were taken for 90  seconds 
per sample. In all tests a minimum of 20,000 counts were acquired for each sample, and the counting procedure 
was repeated four times. The percent RSD was less than 3 9%. 










Spectrace 440 Energy Dispersive Analyzer 
Molybdenum Anode Target 
50 kV, 0.1 mA, Direct Excitation 
90 Seconds Real Time 
48 96 
0.0625 inches 
Time Constant 12.5 ps 
Air 
The presence of Compton (incoherent) and Rayleigh (coherent) scatter peaks are routinely observed in x-ray 
fluorescence spectra and are considered a nuisance. In fact, scatter is a major source of background which limits 
analytical sensitivity and may cause spectral interference 131. Figure 2 displays the output of a Rhodium x-ray tube 
operated at 30kV scattered from a polyester plug. The intense continuum output of the tube scattered from the 
polyester plug is apparent. Rhodium characteristic lines appear in the form of the Compton and Rayleigh scatter 
peaks. Rayleigh scatter is indicated by characteristic x-rays from the anode of the x-ray tube scattered to the 
detector without a change in energy, and Compton scatter is characterized by an energy loss that occurs in the 
sample. 
When x-ray photons strike a collection of atoms, the photons may interact w$h electrons of the target atoms 
resulting in the scatter of the x-ray photons as illustrated in Figure 3. The scatter of the x-ray photons is caused 
mainly by outer, weakly-held electrons. If the collisions are elastic, scatter occurs with no loss of photon energy 
and is known as Rayleigh scatter. If the photon loses energy, causing the ejection of an electron, the scatter is 
inelastic and results in Compton scatter [1,4]. 
The energy loss associated with Compton scatter results in a predictable change in wavelength of the 
radiation given by Eq. 1: 
AX = 0.243 (1 - cos 4), (1) 
because most x-ray spectrometers have a primary beam-sampledetector angle of 90°, 4 = 90 and cos $ = 0. 
Therefore, the Compton wavelength shift, which is shown in Eq. 2, is known as the Compton Wavelength; 
In energy dispersive systems the Compton shift may be more effectively expressed as shown in Eq. 3: 
E = 12.396 9 0.0243. when AE = 0.510, (3) 
where E is in kV and A is in Angstroms. For example, a molybdenum Compton scatter signal has an observed 
energy peak at 16.968 kV, as shown in Eq. 4: 
There are two important points to recognize concerning the application of x-ray scatter intensities for 
measuring light element contributions of a sample; a larger observed Compton scatter is seen from samples with 
low atomic number matrices because there is less absorption by the sample; and the ratio of Compton-to-Rayleigh 
scatter intensity increases as the average atomic number of the sample decreases, as shown in Figure 4 [6]. 
Therefore, x-ray fluorescence scatter can provide qualitative and quantitative information about a variety of samples. 
Most significantly, the x-ray scatter spectrum signal yields information about the overall sample constituents and 
exploits the sensitivity of scatter parameters by combining the estimates of light elements with EDXRF measurement 
of the remaining elements. The x-ray scatter system helps discriminate light elements in metal alloys, and also 
determines the percentage of each component by using the XRS signal to compute the Atomic Scatter Factor (ASF) 
as shown in Eq. 5: 
The ASF includes the following properties: the ASF of an element is the same as the atomic (Z) number of the 
element, and the ASF of a compound or a mixture of elements is the mass sum fraction(s) of element i(wi) 
multiplied by the Z number of element i, where N=number of elements. The XRS algorithms contain their own 
calibration curves, relating the ComptonIRayleigh scatter signal ratio to atomic number and for calculating a given 
chemical formula. 
EXPERIMENTAL RESULTS 
Corrosion and Contamination 
Corrosion and contamination often represent critical problems for government agencies as well as industry. 
XRS analysis can effectively solve these problems, since compounds containing light elements are often associabid 
with corrosion and contamination products. EDXRF analysis of contaminant spots on a low-alloy steel housing 
reveals iron as the only detectable heavy element. XRS analysis indicate that these spots have an ASF of 20.6. 
This information was input into the XRS program which generated the formula FqO, as the only possibility, thus 
revealing the contamination to be simple rust spots and not a more complex contaminant. 
The XRS identification algorithm is based upon comparison of net intensities of the selected elements in 
the unknown sample with those of the known reference samples. First a "Library" of references must be created 
using a set of known samples as shown in Table 2. 







After choosing the elements to be employed in the identification, each reference sample is measured long 
enough (usually 90-120 sec) to make the statistical counting error negligible. The net intensities of the selected 
elements (Z > 12) and the Compton-Rayleigh backscatter ratios are calculated and stored in the "Scatter Library" 
along with their standard deviations and a formula label of the reference sample. 












After the library of references is complete, a measurement of the unknown sample can be performed. The 
net intensities (IJ of the unknown sample are calculated and a statistic (t3 is created for each of the possible K pairs, 
where K is the number of references in the library. The statistic (t,) is shown in Eq. 6: 
where I, and I, are the net intensities of the i" element of the unknown and the k" reference, respectively; uI, and 
uI, are the standard deviations of these intensities; and N is the number of intensities measured. The statistic (t,) 
is a squared Euclidean distance coefficient (dxk), between the unknown sample and the k"' reference, weighted with 
the variances of measured intensities. During the actual identification, the program sequentially compares intensities 
of the unknown with those of the references, (See Figure 5 & 6) calculating for each pair (unknowns) it's t, value, 
and selecting the smallest of them. If the smallest t, value is greater than 90% threshold, then the second smallest 
t, value is also retrieved and names of both references are displayed along with the message "possible fit". 
However, both t,'s must also be less than the 99.9 % confidence level threshold, or the algorithm will determine that 
none of the references match the sample and will display "no match found". 
Solvent Mixtures 
The analysis of hydrocarbon components is of critical importance in the assessment of the integrity of clean 
systems used in the National Aeronautics and Space Administration (NASA) Space Shuttle Main Engine (SSME) 
Testing Program. These analyses are based on the removal of residues from hardware critical surfaces by means 
of flushing the surfaces with approved halogenated solvents. Infrared spectroscopy has been widely used in the 
detection of these impurities. However, there are limitations with this technique caused by the strong infrared 
absorbance band that are characteristic of these halogenated solvents. Consequently, when analyzed by infrared 
spectroscopy, the solvent bands are totally absorbing, which makes the detection of several hydrocarbons in the 
infrared spectral region impossible. 
XRS spectroscopy has proven to be a significant improvement in the s p e d  and accuracy of infrared 
measurements. This procedure is based on the application of hydrocarbons expressed as isopropyl alcohol (IPA) 
in chlorofluorocarbon (CFC) 113. Scatter rate ratios were obtained from the calibration mixtures and are tabulated 
in Table 3. 
Table 3: Calibration data and results for hydrogen x-ray scatter analysis of IPA in CFC 113. 
The calibration curve for hydrogen (IPA) determination is given in Figure 7. A low atomic number element such 
as hydrogen produces very strong Compton scattering. The calibration curve was linear for the range of hydrogen 
as hydrogen produces very strong Compton scattering. The calibration curve was linear for the range of 
hydrogen concentrations studied. The relative standard deviation was found to be 2%, which yields a relative 
error in the hydrogen determination of It 0.15%. 
Allov Identification 
XRS can also be effective in the identification of alloys containing low Z elements. An aluminum alloy 
was analyzed by EDXRF and XRS. The EDXRF analysis shows aluminum as the only detectable heavy element. 
The XRS routine measured an atomic scatter factor of 12.46, and it is k n o w  without using the ASF 
identification algorithm that the ASF of pure aluminum is 13.0. The measured ASF of 12.46 is obviously lower 
than that of pure aluminum which indicates the presence of a light element. The XRS analysis for low atomic 
numbered compounds revealed that the ASF of 12.46 corresponded to the material having a composition of 
A1Li.o,2, which corresponds to approximately 5% by weight of Lithium in the aluminum. 
The sample was presented as a flat sheet, therefore no sample preparation was required. The XRS 
analysis time was approximately 2 minutes. 
DISCUSSION 
The determination of light elements by EDXRF analysis is hindered by a number of difficulties. One 
of which is the fluorescence yield, which for atomic numbers below 16, does not exceed 0.05. When an electron 
transition fills a vacancy in an inner shell there is a certain probability that the emitted x-ray photon will be 
absorbed in the atom. That is, the emitted x-ray photon ejects an Auger (secondary) electron in one of the outer 
shells. Figure 8 shows a plot of fluorescence yield (o) versus atomic number for K, L, and M x-ray lines. Auger 
electron production is a process that is competitive with x-ray photon emission. The Auger yield (1-o) increases 
with decreasing atomic number. Therefore, Auger analysis seems more promising than x-ray analysis, since the 
low energy photons can not escape from the sample. Typically, the Auger information comes from a surface 
layer approximately 10-20 A in depth. By using the Compton-Rayleigh scatter method with molybdenum k-alpha 
as primary x-ray radiation, the critical depth can be as high as in 300 microns in an aluminum matrix. This 
critical depth is more representative of the whole sample, and smaller errors will be found when samples are not 
perfectly homogenous. 
CONCLUSION 
X-ray scatter spectroscopy has considerable usage for the detection and analysis of low atomic numbered 
elements from hydrogen to sodium. This technique can provide results that are comparable to conventional 
infrared and inductively coupled plasma analysis methods. 
Covering a wide range of applications, XRS spectroscopy can be used in microelectronics and other 
contamination control industries; in disciplines involving natural compounds, such as geology, mineralogy, 
archaeology, and biology; in industries using microstructure composites; in art and artifacts fields for 
authentication purposes; in material verification; and in environmental problem solving and failure analysis. 
Obtaining both, XRS and EDXRF information from a single sample will allow the instrument to provide 
simultaneous chemical and mineralogical data that could be used to characterize unknown materials. Utilization 
of this information would be indispensable for applications in space exploration such as future missions to the 
moon and to Mars. This technique can be used for on-stream analysis, continuous control, improved product 
quality, raw materials savings, and automation of industrial processes. 
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ABSTRACT 
To reduce operating expenses, airlines are now using the existing fleets of commercial aircraft well beyond 
their originally anticipated service lives. The repair and maintenance of these "aging aircraft" has therefore 
become a critical safety issue, both to the airlines and the Federal Aviation Administration. 
This paper presents the results of an innovative research program to develop a structural monitoring system 
that will be used to evaluate the integrity of in-service aerospace structural components. Currently in the 
final phase of its development, this monitoring system will indicate when repair or maintenance of a damaged 
structural component is necessary. 
INTRODUCTION 
Cyclic mechanical loading causes the progressive development of damage in aircraft structures that can 
eventually lead to structural failure. If the initiation and development of this damage could be tracked 
nondestructively, the structure could be repaired or replaced prior to failure. Toward this end, a variety of 
non-destructive evaluation (NDE) techniques have been developed to detect damage in advanced aerospace 
composite materials [I-41. 
An efficient alternative to these traditional NDE techniques that can be applied to in-service structural 
components was recently proposed [5,6]. The approach is to measure changes in global structural dynamics 
that result from damage-induced changes in the material properties (7-121. In reference [12], a sensitive 
technique was developed to deted small changes in material properties of composite laminates, such as those 
caused by damage due to mechanical loading. Vibration of laboratory test specimens was monitored, and 
changes in measured vibration frequencies and damping properties were shown to result from the damage- 
induced microstructural changes in the composite material. 
As part of a Small Business Innovation Research contract with the NASA Lewis Research Center, engineers 
at Structural Integrity Associates, Inc., recently demonstrated that a personal computer-based pattern recog- 
nition algorithm could be "trained," using laboratory test data, to recognize such characteristic changes in 
structural vibrations and to infer from those changes the type and amount of damage in a structural 
component. A potential application of this approach to an in-flight airframe monitoring system is shown 




Figure 1: Conceptual Application of Structural Health Monitoring Technology to an In-flight 
Airframe Monitoring System 
The technology described in this paper will be used to monitor the damage development and resulting 
structural degradation of aging airframes that naturally occur as a result of the repeated takeoff/landing and 




To evaluate the effects of ply debonding, or "delamination" on vibration measurements, a series of vibration 
tests of delaminated T300/934 graphite fiber/epoxy matrix composite beams was conducted. The test 
specimens were of dimension 5 x 0.5 x 0.04 inches, as shown Figure 2. Each specimen was 8 plies thick, and 
was laid up in a [0°/900]2s cross-ply configuration. Ply disbonds 
Hammer 
-7 
Figure 2: Experimental Apparatus for Vibration Testing 
(delaminations) from one to four inches long were introduced into the material by inserting thin, non- 
adhesive teflon strips between selected piles of the laminates prior to curing. 
The test data contained strain measurements during the first 2.5 seconds of free vibration of beams with 
delaminations of length 0, 1, 2, 3 and 4 inches along the midplane (neutral axk) 1131. Strain measurements 
were obtained from a single strain gage oriented longitudinally along the beam and located 0.5 inch from the 
clamped end. The strain data were digitally sampled at a rate of 800 hz (t = 1.25 msec). 
Pattern Recornition 
Application of pattern recognition to failure analysis and diagnostic evaluation has increased significantly 
during the last decade, [14]. Pattern recognition can be considered as one of the many forms in the artificial 
intelligence (AI) field. The mathematical approaches to pattern recognition may be divided into two general 
categories [14-161, namely, the syntactic (or linguistic) approach and the decision-theoretic (or statistical) 
approach. 
The majority of the developments in the application of pattern recognition methods to failure detection and 
diagnostics has used the decision-theoretic approach, This is a process that is generally used to digest a vast 
amount of data, reduce it into a meaningful representation, and make decision on the outcome of the 
observation data using a classifier. The types of test data that are used by the pattern recognition algorithm 
to classify structural damage is shown in Figures 3 and 4. 
Figure 3: Strain History Measurements from a Vibrating Composite Beam Structure 
Figure 3 shows two time domain measurements of the vibration response as measured by a strain gage 
mounted at some point on the vibrating structure. Comparison of the two signals shows how interply 
delamination affects the transient response. The vibration response of the damaged beam decays much more 
quickly due to the energy dissipation caused by friction between the delaminated surfaces. The rate at which 
the signal decays is dependent upon the extent of the delamination damage in the structure. 
Figure 4 shows the results of similar measurements expressed in the frequency domain [ l q .  As damage 
develops, a loss in structural stiffness causes a corresponding decrease in the resonant frequencies of the 
structure, causing this data to shift along tbe x (frequency) axis. These shifts in frequencies are related to 
damage characteristics during the training phase. With sufficient training input, the pattern recognition 
algorithm can relate typical waveform characteristics (such as vibration decay times and shifts in resonant 
frequencies) to structural damage levels. 
.01 
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Figure 4: Structural Vibration Response in the Frequency Domain 





After a set of features (e.g.; frequencies, damping properties) are calculated that characterize the pattern 
measurements (vibration signals), the classifier partitions the feature space into a number of regions, and 
associates each region with one of the known outcomes (e.g.; damage levels). Decision making ability is 
established through a learning process which compiles and retrieves information based on experiences where 
a priori knowledge of an outcome has been established. 
Figure 5 presents a framework of the monitoring methodology for the material degradation of composites 
using pattern recognition. One key requirement of the methodology is the availability of appropriate 
dynamic response data of different damage levels. These measurements serve as a database to be used in the 
feature extraction and learning. 
Figure 5: Application of Pattern Recognition Approach to Structural Health Monitoring 
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Training data can be obtained from actual operation environments of the system to be monitored, or it can 
be simulated from the dynamic analysis of the components or the structures. The training of the pattern 
recognition algorithm can be upgraded regularly as additional data with known failure status are added to the 
data base. 
Com~utational Analvsis 
An extensive experimental database exists that shows the effect of delamination damage on vibration 
characteristics of composite laminates [5,6,13]. No such database exists that shows the effects of matrix 
cracking. Therefore, computational structural analysis was used to augment the existing experimental 
database to include the effects of matrix cracking on vibration behavior. 
Free vibration analysis of the cantilevered composite beams was conducted using the modal superposition 
method available in the general purpose finite element code ANSYS [18]. Localized matrix cracking in the 
material was simulated by decreasing the flexural modulus over a specific region in the structure. These 
calculations were performed using a three-dimensional frnite element model of the test specimen, with 
isoparametric solid elements that have orthotropic material properties. The finite element model had eight 
elements through the thickness and 10 elements along the longitudinal axis of the beam. 
RESULTS 
The initial step in applying the pattern recognition method is to conduct the system training (learning). 
During this phase, a priori knowledge of the correct output classification of the data for a given set of input 
is needed. In this case, the results of the vibration tests and finite element analyses were used as the training 
data. The knowledge gained during this learning process can then be used by the decision processor (classifi- 
er) to evaluate future input when the output status is unknown. 
To develop this training base, the strain histories recorded from the vibration tests were characterized, both 
in the time domain and the frequency domain, and then correlated with the known levels of damage in the 
test specimens using the 71 different waveform classification features available in the TestPro monitoring 
system [19]. Time domain classifiers included mean, standard deviation, maximum amplitude and rise and 
fall time characteristics. Frequency domain classifiers included direct power spectrum features and cumula- 
tive distribution functions. 
To assess the applicability of this approach to damage monitoring in composite structures, several different 




The objectives are, therefore, to train the system such that it can classify the different types of damage 
(damage modes) in the structure, quantify the severity of the damage, and determine the location of the 
damage. This section summarizes the effectiveness of the monitoring system in each of these areas. 
Damwe Modeg 
The data used to train the pattern recognition algorithm came from composite beam structures with 
three different categories of damage: 
Undamaged 
Localized matrix cracking 
Delamination 
Each of these damage modes are depicted schematically in Figure 6. 
matrix c r a w  delamination 
Figure 6: Typical Damage Modes in a Polymer Composite 
The pattern recognition algorithm was used to identify, based on the vibration signal, the damage that 
exists in the structure. For the purpose of this investigation, each test specimen was assumed to be 
characterized by one of the three damage states listed above. 
The data base was divided into two groups: Training and Analysis, Table 111. The data in the training 
group, Table 111, were put through the learning step to determine the optimum feature(s) to be used 
in the classifiers for damage status classification. The optimum waveform feature was determined in 
this manner to be "Mean Value of the Normalized Enveloped Function," a time domain feature. The 
enveloped function is represented graphically by a c w e  connecting the positive amplitude peaks of 
the waveform. It is therefore always positive and represents a low pass filter or integration process. 
The actual damage status of the structure was compared with that obtained using the pattern 
recognition algorithm. The results shown in Table I indicate that 98 percent of the total damage 
classifications were correct, using the nearest neighbor classifier. 
Table 1: Monitoring System Indicates Damage Mode 
with 98 Percent Accuracy 
correct classifications / total cases analyzed 
After the damage mode has been identified, as described in the previous section, an evaluation of the 
extent of that damage can be made. To quantify the extent of localized matrix damage in the 
structure, the problem was again posed as a three-class problem: 
Undamaged 
Minor Damage (E/Eo > 0.9) 
Major Damage (E/% < 0.9) 
Physically, a uniform degradation of the elastic moduli would represent distributed damage such as
matrix cracking.
The data in the training group were assigned to the appropriate classes for the training exercise.
After training, the "Mean Value of the Normalized Enveloped Function', was again determined to be
the optimal discriminator for classification. Table 2 summaries the evaluation results for classification
of the degree of modulus degradation. Using the nearest neighbor criteria, the pattern recognition
algorithm correctly classified the level of modulus degradation in 41 of the 46 cases examined, an 89
percent average.
Table 2: Monitoring System Indicates Damage Severity
with 89 Percent Accuracy
Training Analysis Total
22/24 * 19/22 41/46
* correct classifications / total cases analyzed
Damage Loc_tion
To conduct the system training, a two-class problem was defined, which classified the damage location
as within either O inches to 3 inches or 3 inches to 5 inches of the clamped end of the cantilevered
composite beam, as shown in Figure 7.
wt I I
Figure 7: Classification of Damage Locations
The length of the damaged zone was not considered. The data in the analysis group has damaged
zones overlapping the two defined regions.
The optimum feature was determined to be the "Difference between 50% Level and 25% Level" of
the Waveform Cumulative Distribution. The results, summarized in Table 3, indicate that 80 percent
of the damage locations were classified correctly by the pattern recognition algorithm using the
nearest neighbor criteria classifier [17].
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Table 3: Monitoring System Indicates Damage Location 
with 80 Percent Accuracy 
* correct class~cations / total cases analyzed 
Since the primary objective of this project was to demonstrate the feasibility of using the pattern 
recognition approach as a means of damage detection, only a limited amount of system training was 
conducted. The percentage of correct ckmiications should improve significantly if a more extensive 
set of test data were used to train the system. 
CONCLUSIONS 
It was demonstrated that a pattern recognition algorithm can be trained to interpret structural 
vibration measurements in terms of damage characteristics in a composite structure. This approach 
can therefore be used together with a measurement system to monitor damage development in 
aerospace structural components. Potential applications include in-service structural monitoring, or 
routine material inspections for quality control applications during manufacturing. In either applica- 
tion, the results would provide information needed to schedule maintenance and to make decisions for 
repair or replacement. 
Due to the success of this work, the project has recently received substantially increased funding from 
NASA to continue work on a Phase I1 program, which was awarded to Structural Integrity Associates, 
Inc. in August. During this two-year development program, a pattern recognition algorithm for a 
prototype "Structural Health Monitoring System" will be developed and demonstrated on a specific 
aerospace structural component. 
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ABSTRACT 
Scientific laboratory instruments that are involved in chemical or physical sample identification fnquently 
require substantial human preparation, attention, and interactive conml during their operation. Successful real-time 
analysis of incoming data that supports such interactive conml requires (1) a clear recognition of variance of the data 
from expected results and (2) rapid diagnosis of possible alternative hypotheses which might explain the variance. 
Such analysis then aids in decisions about modifying the experiment protocol, as well as being a goal itself. This 
paper reports on a collaborative project at the NASA Arnes Research Center between artificial intelligence researchers 
and planetary microbial ecologists. Our team is currently engaged in developing software that autonomously controls 
science laboratory instruments and that provides data analysis of the real-time data in support of dynamic refinement of 
the experiment control. The first two instruments to which this technology has been applied are a differential thermal 
analyzer (DTA) and a gas chromatograph (GC). Coupled together, they form a new geochemistry and microbial 
analysis tool that is capable of rapid identification of the organic and mineralogical constituents in soils. The thermal 
decomposition of the minerals and organics, and the attendant release of evolved gases, provides data about the 
structural and molecular chemistry of the soil samples. 
INTRODUCTION 
Over the past two years, researchers at NASA Ames have developed a new scientific laboratory insuument and 
have implemented intelligent control and analysis software to support the operations and data analysis of this new 
instrument. In particular, the authors, as researchers in artificial intelligence, have worked in close collaboration with 
two Ames microbial ecologists, Rocco Mancinelli and Lisa White, to affect this development This paper focusses on 
the intelligent software technology part of that project and its potential generalization to other scientific laboratory 
instruments. Scientific laboratory instruments that are involved in chemical or physical sample identification 
frequently require substantial human prepamtion, auention, and interactive control during their operation. Our software 
is intended to alleviate the user of much of this auention and interactive control. Successful real-time analysis of 
incoming data that supports such interactive control requires (1) a clear recognition of variance of the data from 
expected results and (2) rapid diagnosis of possible alternative hypotheses which might explain the variance. Data 
analysis is a goal in its own right; real-time analysis, however, can support decisions about modifying the experiment 
protocol. Thus, the software both reactively controls science laboratory instruments and provides data analysis in 
support of dynamic refinement of the experiment control. The first two instruments to which this technology has been 
applied are a differential thermal analyzer (DTA) and a gas chromatograph (GC). Coupled together, they form a new 
geochemistry and microbial analysis tool that is capable of rapid, robust identification of the organic and mineralogical 
constituents in soils. The thermal decomposition of the minerals and organics, and the attendant release of evolved 
gases, provides data about the structural and molecular chemistry of the soil samples. The details of this new tool are 
provided in the following section. 
The coupling of these analysis systems results in a more detailed characterization of the minerals and organics 
in the soil samples than has previously been available; their combined use has also required the development of new 
reasoning expertise, detailing how the data or results of the two types of analyses interrelate. This expertise has been 
gained through the construction of an integrated DTA-GC instrument itself, through development of the control and 
reasoning software in synchrony with this construction, and finally through the use of the system on soils and 
mixtures whose chemical decompositions provide clear examples of the interplay between thennophysical and chemical 
processes. 
The DTA-GC software has been implemented in'terms of three development levels. Level 1 represents 
functionality of the system as a reactive (that is, non-planning) controller. It requires the operation of the sensory 
perception, analysis, and control components, and the system reacts to evolved gas events by recognizing the event as 
an increase in oven pressure, and then exercising the GC sampling protocol. Both DTA and GC data is analyzed. At 
level 2, a predictive control loop is added by introducing an experiment planner, but all the components still operate 
sequentially. This means that in this first phase of operation (levels 1 and 2). the system is capable of controlling a 
single experiment run and then reasoning about the data after the run has completed. The received data is matched 
against e n d e d  representations of data in m i n d  library records. The matches fom explanations of the observed 
features in the data, and represent a best-guess identification of m i n d  and aganic content. This explanation and 
identification can then be used to suggest follow-up experiment protocol needed to resolve any ambiguities in the 
identification. At level 3, all of the components can operate in parallel. This phase of implementation is a uansition 
to operations in an interrupt mode, exploiting parallel reasoning, planning, and execution, whereby the system cames 
out partial matches of data with the library records while the data is "coming in" from a run. It thus allows re- 
programming of an experiment profile during that run, based on expectations of identification, if there are deadline 
limits. The status of our system with respect to each of these development levels is discussed in a later section of this 
paper. 
The team is engaged in establishing performance criteria and evaluation standards for all the software, yielding 
performance metrics which can guide our extensions and help empirically determine the meaning of 'improvements' to 
the system. We are particularly interested in exploring the necessary trade-offs between speed of analysis and fidelity of 
analysis: accuracy in reporting identification versus speed and economy of the representation, noting discrimination 
errors. These metrics are currently being established only for the DTA-GC instrument, without consideration to 
generalization of the system to other instruments. The more improvements we make to affect robust control and 
reasoning, the more we will understand the possibilities for generalization of this software to other science 
instruments. 
As a second prototype, it is our intention to apply the software system to a multistage bioreactor being 
developed at Ames during this next year. Our particular bioreactor will be used in part to evaluate the microbial paleo- 
environmental conditions and constraints that are implicitly represented in inhabited soil and mineral samples studied 
through DTA-GC. It will also be used separately to study the nutrient and environmental characteristics of natural 
carbon and nitrogen cycling in the Earth system. This work therefore supports NASA's interest in the role of nutrient 
cycles in Global Change studies, in the effects of planetary physico-chemical environments on early evolution of life, 
and in controlled ecological life support systems. The multistage bioreactor requires far more extensive reactive control 
and reasoning assistance during its operation than has been found necessary under DTA-GC, so this extension will help 
guide further software enhancements. 
The long range commercial potential for the DTA-GC instrument itself is primarily for use as an analysis 
tool in laboratories (or in the field) that require rapid identification of solid samples without the need for refined wet- 
chemistry or scanning calorimetry. Additionally, the intelligent software developed for DTA-GC provides further 
commercial potential as a generic predictive/reactive control and reasoning architecture that can assist scientists in 
critical control and analysis decisions, and can allow for instrument operations and electronic-linked analysis under 
remote or hostile conditions. 
BACKGROUND ON DTA AND GC, AND THE COUPLED SYSTEM 
A differential thermal analyzer is an unpressurized programmable oven -- it heats up mineral or other solid 
samples at a controlled rate, from ambient temperature and pressure to 1200 degrees C. The heating causes the 
minerals to undergo chemical and structural changes. These changes include phase transformations in the mineral 
syucture. melting, oxidation. nucleation and crystal reorganization, or simple breaking of chemical bonds and release of 
gases that are either physically adsorbed interstitially or are chemically bonded in the lattice structure of the particular 
minerals. Any organics that are contained in the sample of course undergo similar decompositions with attendant 
release of gas from the residue. Any substance put into the DTA oven will produce particular changes upon heating 
depending on its chemistry and crystal structure, thus allowing for partial identification of the substance. The 
temperature changes in the sample are measured against the temperature of an inen reference. The resulting difference 
in temperature, at ambient pressure, is proportional to the energy utilized or released in the sample during these 
thermophysical events. Hence, Ihe changes in the sample are recorded by h e  DTA as "difference features" in the data 
stream. Any event which utilizes energy is endothermic. The sample then appears as "cooler" than the reference, and 
thus produces "valleys" in the data stream. Events that release energy are exothermic and show up as "peaks" in the 
data stream. The character of such a thermal event. such as its duration, intensity, onset temperature, and whether it is 
endo- or exothermic, is indicative of the mineral structure, proportion, and content in the sample, but it is not 
unambiguously diagnostic for identification. It is important to realize that DTA by itself does not provide any 
chemical information except from inference. Furthermore, because DTA measures only rewperature differences, there 
is no direct measure of the actual heat involved in a given reaction, so no information is revealed concerning heat 
capacities of the minerals. Nor can one definitively measure relative proportions of different minerals contained in the 
sample cup, rather only their presence or absence. There is also no guarantee that presence of uace minerals will be 
detected unless significant amounts of these are contained in the sample to yield a signal, but of course then one does 
not know whether their presence is significant or only at trace levels in the parent sample. Certain variations in 
silicate structure, notably in clays, will not show up as differences in DTA signatures, yet this structure can be quite 
important since it controls the availability of lattice sites for certain ionic replacements or even preferential locations 
for organic compounds. DTA also provides no information on the grain size disuibution of the sample or of the parent 
rock. All these points notwithstanding, DTA is an extremely robust thermal analysis instrument which faithfully 
identifies the presence or absence of diagnostic thermal events from which detailed mineral structure can be inferred, and 
from which much headway can be made concerning inference about processes and reaction pathways. This makes it an 
ideal system to be coupled with other analysis techniques, and it also may be made capable of operating in field 
con&tions outside of a well-supplied laboratory, or even on planetary surfaces. 
A gas chromatograph essentially consists of a column of material through which gas mixtures flow for 
purposes of constituent identification, plus a detector that quantifies the gases as they flow out of the column. When a 
gas mixture flows through the column, the individual gas compounds diffusively separate due to their differing 
affinities for the material packed in the column, and thus the compounds can be identified chemically according to their 
relative flow rates. This identification is at the molecular level, not elemental or ionic level; GC provides chemical 
information, not molecular weight information as might a mass spectrometer. The GC gives total proportional 
volume of gas compounds eluted through the column during one diffusion event or gas injection. By sending the 
sample through both polar and nonpolar columns and detectors in parallel, that are separately calibrated for particular 
gas compounds, the normally varying retention times can be compressed so that all the data becomes available at 
roughly the same time (on the order of minutes) without the various gases interferring with or masking each other. 
This is especially important when trace gases are sought, because the high resolution on the column necessary to detect 
the trace gas signatures would be swamped by even a small amount of water being eluted through the column. 
b 
The coupled DTA-GC instrument is itself a new research tool. By coupling a DTA to a GC, the scientist can 
determine both structural and evolved gas chemistry of a single sample. When both sources of information are 
combined, a more complete and less ambiguous characterization results. Typically, GCs have a pyrolitic "bnt-end", 
and rapidly heat up an entire sample. By using a programmable oven, the samples are heated slowly so that when 
gases are released during a thennophysical event, that release temperature is recorded and the gases are temperature- 
(time-) stamped according to when in the experiment run they evolved off the sample. Hence, if one observes carbon 
dioxide gas coming off at around 350 degrees C, then one knows it is from decomposition of organics and not from 
decomposition of a calcium carbonate like limestone since the limestone decomposition and its release of C@ occurs 
at near 600 degrees C. Thus, decisions can be made as to the amount and type of minerals that are present in the 
sample, and one can discriminate between the gases from minerals and from organics. If the sample is an unknown, 
then its DTA and GC "signatures" are compared by our software to characterizations in the database, along with 
geochemical domain knowledge and with expectations generated by the system. The system generates a set of 
hypotheses about what the sample contains, and it suggests and controls variations in the experiment run that will help 
to eliminate alternative hypotheses. Such a system can perform analysis either for target minerals and organics or for 
toxic compounds, and it can both verify expectations and suggest presence or absence of unanticipated species. The 
additional information available from the coupled DTA-GC system enhances independent DTA structural information 
or molecular chemistry from the GC. It also contributes to elucidation of reaction pathways and provides gas volume 
proportions, but not unambiguous mineral proportions. Were mineral proportions available, then one could map the 
DTA-GC information back to parent rock or even to geologic environment information. However, the problem 
remains that from howing only presence or absence of minerals, only disjunctive possibilities of parent rocks or 
environments can be known. Rocks are identified not only by their chemistry but by the exact proportions and 
occurrence of those chemical constituents so that several vastly different kinds of rocks may still have identical 
chemistry. Furthermore, there is a critical sampling issue concerning whether the distribution of minerals or substance 
in the DTA sample cup is representative of the proportionate distribution in the parent rock. This indicates that in 
order to make the DTA-GC system into a functioning geologic analysis assistant, a different class of information is 
needed, specifically that concerning grain size of species and proportionate occurrence. 
REQUIREMENTS FOR ANALYSIS AND CONTROL 
The kinds of science instruments we are concerned with may be broadly classified as ones in which control 
decisions are made reactively, in real-time, based on incoming data. For example, we run the DTA-GC under mild 
vacuum so that release of gases from the sample during decomposition may be recognized by pressure sensors, thereby 
immediately triggering or changing the GC sampling strategy for that run. This reactive conml notwithstanding, the 
DTA-GC currently operates best in a mode where decisions on sample identification are delayed until all relevant data 
has been acquired so that as much uncertainty as possible is eliminated before analysis. In this section, we discuss the 
capabilities required to support intelligent analysis and control. 
The DTA-GC application requires sensory perception capabilities. We define these simply as the ability to 
acquire information about the external world via sensors. The system must interpret real-time DTA, GC, and pressure 
signals from the hardware sensors. These sensors provide results in the form of voltage streams that are typically 
plotted graphically and then visually interpreted by humans. Because our system operates semi-autonomously, it needs 
some signal processing capabilities for recognizing peak and valley features in the voltage streams. Even though it 
does not require graphical representation for its decisions, we provide graphical display of the data for use by the 
attending scientist Furthermore, the system must address a form of limited perception since it is never certain which 
events will be encountered during the heating process. This uncertainty is compounded by signalhoke or 
figure/background discrimination tasks. For example, it may be difficult to discriminate between, or assign semantic 
meaning to, a single "valley" signal versus two "peaks". Thus, some heuristics are necessary to bias such decisions. 
The application requires data analysis capabilities, which we define as any processing or reasoning over data 
that was acquired through sensory perception. The results of DTA-GC data analysis is a set of hypotheses that 
postulate mineral combinations that could be contained in the sample. When a single observed event can be explained 
by two different minerals because they both have events in the same temperature range, multiple hypotheses are 
produced. The result is a set of competing hypotheses that represent an ambiguous model of the unknown soil. 
Because this is the first combined "DTA-GC" system, the only experts on the analysis of this combined data are our 
microbial ecologists, who themselves are learning about the new system. However, experts in DTA and in GC 
separately often employ a variety of heuristic knowledge when they choose between alternative hypotheses or 
explanations. We need to model the expert's reasoning process using a high level language so that our results will 
make sense to these scientists. Ideally, the scientists should also be able to develop and maintain the knowledge base 
themselves. This need for a high-level knowledge-based representation combined with heuristic search are the typical 
motivations for expert system techniques. Since a given observation may not perfectly match the generalized 
characterization in our mineral library, the use of probabilistic techniques for assignment of matches is also needed. 
Further, belief revision techniques are motivated due to the system's limited perception and incremental data acquisition 
in an uncertain world. 
This application requires planning capabilities, which we define as the ability to select actions by performing 
"look ahead" or "predictive" search. Because the constituents of the soil sample and its ia environment are 
unknown, an appropriate set of experiments to validate or clarify identification cannot be designed in advance. 
Therefore, the system must perform on-line planning in order to design experiments based on knowledge gained. Also. 
since competing hypotheses will often exist, the system must take actions aimed at clarifying ambiguities. For 
example, consider a case in which the first sample run indicates only that gas evolved somewhere between the 
temperatures of 200 and 700 degrees. The data analysis results from that run might then induce two competing 
hypotheses: one assuming the gas was produced at 300 degrees and another assuming it happened tiom a different 
event at 600 degrees. A simple follow-up experiment on a second sample might collect gas only between 200 and 400 
degrees. If the gas were again detected in that smaller interval, then the second hypothesis could be eliminated. 
The use of planning techniques is further motivated by the need to contend with limited resources. In a 
remote planetary setting, the system might not always have enough time or soil sample for a complete second run. 
Therefore, the planner must reason about resources in order to choose its best experiment design strategy. For 
example, in the lab, a complete experiment involves heating the reference and sample up to 1200 degrees C at a rate of 
10 degreeslminute, thus taking about two hours. If the system were to have only one hour in which to clarify 
ambiguities that occur at 1000 degrees, there would not be enough time for a complete second run. The planner could 
choose a strategy that uses a much faster heating rate to "skip" data collection in the first 900 degrees, stop and come 
to thermal equilibrium, then proceed at the desired 10 degreedminute for data collection in the critical section. When 
there is not even enough time or soil for a partial second run, the planner might instead choose between strategies that 
seek to clarify the results by simply analyzing the data differently without requiring the hardware. In particular, it 
could rerun the analysis in order to (1) look for masking effects between two decomposition events that occur in 
similar temperature ranges, (2) clarify matches under different prior probability assignments of mineral groupings in 
the Bayes net, or (3) look for possible alternative assignments of endotherm/exotherm features in the data due to 
"single valley versus two peak" ambiguities or other figurebackground assignments. These actions also represent an 
experiment, even though no science hardware is involved The knowledge representation used to model these soategies 
needs to be a high-level language so that scientists can develop such critical strategies themselves. Additionally, the 
language must support heuristic search techniques, and it must be procedurally expressive enough to represent the 
conditional and iterative control required for encoding arbitrarily complex strategies. One additional point recall that 
the planner designs experiments based on the results of data analysis. which often contain competing hypotheses. 
However, those hypotheses may change at any time as unexpected exothermic, endolhermic, or gas-release events are 
observed. Thus, the planner must operate in an uncenain and changing environment. In order to plan appropriate 
experiments in a chan~ing world, the planner must be able to incorporate asynchronous sensor reports into its search 
process. 
Finally, this application requires real-time control capabilities, which we define as the ability to take actions 
in bounded time. Our system must perform real-time control in order to react to unexpected thermal events, and to 
capture gas produced while heating the sample. Although the system cannot be ceriain in advance whether these events 
will occur or when, it must respond within seconds of their detection. If the planner cannot produce a plan within the 
available time, the controller must still operate with some intelligence. Thus, it must be able to generate experiments 
reactively by instantiating a design strategy according to heuristics that do not involve time consuming look-ahead 
search. 
In summary, DTA-GC needs to combine a mineralogical expert system with integrated sensory perception, 
probabilistic data analysis, planning, and control. The next section describes our architecture and its components in 
terms of the software engineering and artificial intelligence techniques we have applied to these requirements. 
THE DTA-GC SOFTWARE ARCHITECTURE 
A simplified view of our software architecture is illustrated in Figure 1. It consists of three elements: a 
hardware relay, an analysis component. and a control component. The 'hardware relay' is responsible for sending 
effector commands to the hardware, and for receiving sensor reports from the hardware. The 'analysis' components 
provide the sensory perception capabilities that acquire information via hardware sensors, and the data analysis 
capabilities which reason about the sensory data. The 'control' components provide both the experiment planning and 
the real-time control capabilities. The software is written in LISP and C, and operates on a Sparc 2 Sun Workstation. 
The system accepts scientific goals and a time limit as input, includes both reactive and predictive control loops, and 
produces analytical results. The reactive control loop, indicated by the solid arrows in the figure, selects actions in 
bounded time by matching sensor readings against condition-action "reflex" rules. The predictive control loop, 
indicated by the &shed arrows, involves sending the analysis results to the experiment planner. The planner searches 
through a space of experiment design procedures either for a useful follow-up experiment, for modifications to the 
current experiment, or for analyzing the data differently. A successful search produces a new experiment in the form of 
condition-action rules to be passed to the experiment controller. We now briefly discuss each of the five software 
components in Figure 1. and the techniques we have used to address the requirements described in the previous section. 
The job of the hardware relay is to receive sensor readings and transmit effector commands to the hardware. 
The DTA-GC hardware includes a programmable DTA oven, two GC columns and detectors, two pressure sensors, and 
four valves which conml the gas flow between the DTA and the GC. The hardware relay currently receives nine real- 
time data streams from the hardware sensors, and it can transmit over 100 distinct effector commands to the hardware. 
All of the these instruments communicate with our Sparc 2 through a General Purpose Instrument Bus (GPIB), the 
IEEE488 standard for byte serial, bit parallel interface. To facilitate this communication, we have developed a general 
LISP/GPIB interface written in C. 
The job of the sensory perception component is to identify the qualitative features in the DT, pressure, and 
GC signals. We use a "Scale Space Filtering" technique originally developed by Wilkin [5,6] for use in image 
processing domains. This technique detects peaks and valleys in a curve by convolving Gaussian filters of varying 
standard deviation with the input signal. As the size of the filter increases, the convolved signal becomes increasingly 
smoothed. Hence, the points of inflection that remain after applying the largest filters correspond to the most 
prominent variations in the input signal. Points of inflection at varying filter scales are then grouped into scale-space 
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contours. The first derivative of the signal and its trend is used to determine whether a given contour group is a peak 
or a valley; it also aids in determining a degree of belief associated with the contour according to the probability that a 
feature observed really is a thermophysical event. This belief attribute helps to address the inherent perceptual 
uncertainty in our domain generated by signavnoise or figurefbackground discrimination issues, as well as the use of a 
sparse set of Gaussian filters. See [3] for a more complete description of our sensory perception component 
In the DTA-GC system, data analysis corresponds to generating hypotheses that postulate mineral 
combinations contained in the soil sample. We generate hypotheses through a two step method: Bayesian 
classification and heuristic search. 
The classifier uses a Bayes tree to probabilistically match observations against events associated with known 
minerals in its library. The library contains knowledge of thermal and gas evolution events for over 30 classes of 
minerals including clays, carbonates, and salts. The classifier defines a Bayes tree for each mineral. Each child of a 
root mineral node defines a process node such as 'phase transition'or 'chemical reaction' which is produced by heating 
the minerals. Each of these process nodes has a terminal child node which corresponds to specific mineral 
decomposition events. These mineral event nodes test observations for membership in a class of endotherm, exothenn, 
or gas events that occur within a given temperature range. The classifier uses the probabilities generated during 
sensory perception to assign probabilities to the terminal nodes in the Bayes trees. Using the conditional probability 
links from mineral nodes to process nodes and from process nodes to mineral-event nodes, a standard Bayes eee 
propagation algorithm [4] is used to deduce the probabilities at all non-terminal nodes. The minerals are then ranked 
according to their associated degrees of belief. Here the belief attribute helps to address domain uncertainty by 
indicating the probability that the observation really is an instance of mineral decomposition event. Two issues arise 
with the output of the classifier. First, since the mineral events in our library may overlap in temperam range, the 
classifier may match a single observation to multiple mineral events, thus increasing the belief in both minerals based 
on the same piece of evidence. For example, both types of clays, monttnorillonite and kaolinite, will match a single 
observed exotherm at 1000 OC. Second. each mineral model may only account for a subset of the total observations. 
Thus, another procedure is required to provide global explanations for the entire set of observations. In order to address 
these two issues. the classifier output is passed to an explainer that has the job of constructing systematic explanations 
for the set of observations as a whole. 
The explainer is a general purpose inference engine that uses the local matches provided by the classifier to 
construct explanations or hypotheses for the set of observations as a whole. Each explanation contains a set of distinct 
mappings from each observation to a unique mineral decomposition event. This is done by reasoning about the 
matches provided by the classifier. The classifier can match a single observation to two different mineral events, or it 
can match a single mineral event to two different observations. Each of these cases produces disjunctive explanations. 
Thus, in our above example, one explanation will match the exotherm to the kaolinite decomposition event while 
another explanation matches it to the montmorillonite decomposition event. More disjunction is introduced to model 
cases where an observation is left unexplained. The explainer searches through this space of alternative explanations 
with the aid of a heuristic control function that combines multiple scoring dimensions. This heuristic is a fom of 
Occam's Razor which prefers explanations that minimize the number of minerals used, the number of unmatched 
observations, and the number of unobserved events, while maximizing the combined probabilistic beliefs of the 
observations and the mineral events. The explainer currently uses two very simple hypothesis generation rules. The 
first rule defines a search space that matches each set of observations to a distinct set of classifications. The second 
rule completes the search space by allowing observations to remain unexplained. Even for simple examples, these 
rules can produce many distinct explanations. This ability to automatically and systematically construct and evaluate 
so many alternative, yet viable, explanations can provide a benefit to the human expert who may not be so rigorous in 
exploring alternatives. Our system includes closed loop control, which enables the system to design and perform its 
own experiments. The primary output of data analysis is a set of explanations, termed the 'result'. 
The integration of planning and control components in this architecture is based on Drummond's Entropy 
Reduction Engine (ERE) [1,2]. We chose the ERE approach because it has the benefit that the controller operates 
independently from the planner so that real-time control is not dependent on the more expensive search behavior of the 
planner. Our system differs from ERE primarily in the style of search used by the planner component. Our planner 
generates a task decomposition space, whereas their planner generates a state-space search. 
The experiment controller is a rule-based system that matches sensory enablement conditions to GPIB effector 
commands. Its job is to control the laboratory equipment in real-time according to a set of Experiment Control Rules 
(ECRs) that are either provided by the scientist or synthesized by the experiment planner. Our controller is based on 
the "Reactor" and "Situated Control Rule (SCR)" elements of the ERE architecture. Under this approach, the 
controller operates in a perpetual sense-act cycle, executing rules hat function as quick reflexes to provide the reactive 
control capabilities of the system. In the DTA-GC system, the controller must be able to react to unexpected thermal 
and gas events within seconds of their detection in order to properly analyze them. 
Although many types of low-level commands can be sent to the DTAGC instrument, we have defined three 
abstract operations that characterize our required experiment control behavior. These commands are 'record', 'skip', and 
'sniff. 'Record' causes the oven to heat up at the regular rate of 10 degreedminute, during which time data is collected. 
'Skip' causes the oven to heat up quickly, during which time data is not collected. 'Sniff causes gas to be passed to the 
GCs for analysis, and then reconfigure the valve system for acquiring the next event. 
The job of the experiment planner is to produce an experiment that clarifies the ambiguous results of a current 
or a ptevious run. A 'cleat result' contains only one explanation that explains all observations; this rarely occurs. 
More often, the result contains multiple explanations that use different minerals to explain the same observation. 
Additionally, the result often contains observations that cannot be explained, and events that were expected but not 
observed. These cases represent three distinct forms of ambiguity. The planner searches through a task decomposition 
space to generate a set of Experiment Control Rules (ECRs) that might clarify the given ambiguities. Fit, the 
experiment planner selects which ambiguities to clarify using heuristics that consider ambiguity type and resource 
availability. The planner then chooses among hypotheses that postulate experimental, chemical, sensory, or modelling 
causes for each ambiguity. Next the planner selects a strategy for proving the hypotheses. General strategies include 
designing a second run that skips uninteresting temperature intervals, modifying the current run, or modifying the data 
analysis procedure alone. Lower-level strategies produce specific ECRs by selecting specific temperature intervals for 
'skipping', 'recording'. or 'sniffing'. Experiment plans that do not violate resource constraints are passed to the 
controller. 
The planner is implemented in Propel. a general-purpose language that we have designed to be procedurally 
expressive enough to represent real-world procedures, while maintaining the benefits of heuristic search. Propel 
procedures allow subgoals and other choice points to be embedded within the conditional and iterative control 
constructs of a LISP-like language. These procedures are used to represent our experiment design strategies. The 
Propel interpreter generates disjunctive experiment plans by heuristically searching through the task-decomposition 
space that is defined by these strategies. Even though Propel was primarily designed for search, our system performs 
closed loop control by actually executing the experiments it designs, and analyzing the results. 
To address our deadline management requirements, the planner must ensure that results are returned within the 
given time limit. The planner first estimates the available computation time by subtracting an initial estimate of 
required execution time from the given time limit. During simultaneous planning and execution, this estimate of 
computation time is adjusted according to the projected durations of developing plans. If a plan is found within the 
available computation time, then it is passed to the controller for execution. Otherwise, the controller could begin 
execution of a default experiment, or it could reactively instantiate an experiment design strategy. This is facilitated by 
the Propel strategy representation which can be instantiated in bounded time using predetermined heuristics. This type 
of action representation, which can be used by both the planner and the controller, allows for a tighter integration 
between planning and execution. 
Since the planner must operate in a changing environmeat, we developed a mechanism called 'dynamic 
dependencies' that integrates asynchronous perception and analysis into the planner's search process. With our 
mechanism, the planner performs dependency analysis on the projection paths to identify external conditions on which 
its plans rely. The analysis component is informed about these plan assumptions so that it can notify the planner as 
soon as their status changes. The planner can then adjust its search control to favor plans that are based on new beliefs 
instead of continuing to develop plans that are based on obsolete assumptions. This technique allows DTA-GC to 
break the typical planning system assumption that the world does not change during the planning process. This "static 
world assumption" does not hold when the system is planning changes to the current experiment. Performing 
dependency analysis on our procedurally expressive experiment strategies is a difficult task. 
STATUS AND TRANSFER PROSPECTS 
Much time has been spent building the coupled DTA-GC instrument hardware itself and our LISPBPIB 
interface to it. We have also focussed extensively on building up the mineral library used by the Bayes classifier by 
running the DTA-GC on known samples; further work has concentrated on the sensory perception and explainer 
components, and on the development of Propel, the experiment method language. and its reactive dependency 
mechanism. The status of our system can be presented in terms of the three development levels described at the outset; 
work has progressed at all levels. 
In April 1992, the fust level of functionality for the reactive control loop of DTA-GC was successfully 
demonstrated and wned over to the scientists. Since then, the mineral library and classifier has been enhanced to 
include characterizations of over 30 classes of minerals, and the experiment control language has been greatly expanded. 
Currently, the system can execute default Experiment Control Rules which heat a sample slowly while monitoring the 
incoming DTA, GC, and pressure data. If the pressure in the oven reaches an assigned threshold, our system 
automatically reacts by evacuating the gas into the GC for analysis, and then it prepares for the next gas event The 
operation of each component at this level, sensory perception, data analysis, and experiment controller, functions well. 
The sensory perception component is implemented, but we are exploring alternative methods, especially to identify the 
onset of DTA events rather than the peak of DTA events. Even though "peaks" are easier to identify, because DTA 
peak amplitudes may shift due to the amount of material present, we must focus on onset temperatures of events. This 
of course allows us to map our events directly to the traditional melting point or phase change literature on minerals. 
Our LISPBPIB interface and hardware relay currently forwards all sensor data to signal processing, but it will soon 
perform data filtering so that only "significant" sensor data is relayed for evaluation. The data analysis component has 
been implemented and produces explanations, but the rules and heuristics it uses need to be tuned through additional 
knowledge engineering efforts. Capturing this knowledge is necessarily slow since no one has previously performed 
computer analysis of DTA data, let alone fusion of that data with asynchronous GC data. We intend to continue 
addressing issues of identifying, representing, and modelling therrnophysical interactions between decomposing mineral 
combinations that tend to obscure data and hence confuse the classifier. Finally, the experiment controller has been 
implemented. We have demonstrated the ability to react to detected gas events to within one second. Since the 
controller is a rule-system, it has been straightforward to implement. However. the current default Experiment Control 
Rules have turned out to be rather briule and as yet provide little coverage for unexpected events. Thus, we will be 
developing a more robust set of default ECRs through knowledge engineering efforts as we learn more about the 
system through our two collaborators' usage. 
The second level primarily has involved the introduction of the experiment planner component and the 
development of better modelling and heuristic control techniques for data analysis. This level consists of serial 
predictive control. At this level, the planner can suggest follow-up runs that could produce better explanations. The 
experiment planner has been probtyped but needs further development. In particular, the Propel language for 
representing and searching through experiment strategies is implemented, but the knowledge engineering of these 
strategies has just begun. Since the DTA-GC is a new instrument, there are no existing strategies, and our experts 
will fust have to develop them. At this level, we also introduce deadline limits into the problem. The deadline 
management mechanism has been partially designed but has not been completely implemented. 
At the third level, termed parallel predictive control, all components operate in parallel, and this is the phase 
in which the dynamic dependency mechanism is required. The dynamic dependency mechanism is not fully 
implemented, but development has begun. We are currently converting the original ERE state-space search approach to 
work for Propel's task-decomposition space. 
We feel that our work on the DTA-GC system will yield several selfcontained and general technological 
components that could transfer easily to other applications. Our general architecture, characterized by dual reactive and 
predictive control loops, can be applied to any scientific instrument that requires real-time control in conjunction with 
autonomous design of experiments that clanfy previous results. Our LISPIGPIB interface is also a general tool that 
can be used by any LISP-based system to communicate with any of the more than 4000 instruments that use the 
GPIB protocol. On the data analysis side, the scale-space filtering, Bayesian classification, and development of 
disjunctive explanations are general techniques that could easily be instantiated for other applications. OLE conuibution 
has been primarily in the linking of these capabilities and producing code to affect unified data analysis. We have 
implemented these techniques as linked, general tools that could be instantiated for other applications. Such an 
architecture could also allow for more model-based analysis. The explainer itself is a standard production rule system 
that uses domain specific rules. The Propel language, which we use to represent and interpret the experiment design 
strategies, is specifically designed to be a general tool that can be transferred to many applications. Propel can be used 
by any application that requires control procedures to be represented in a heuristic search framework. Propel procedures 
can be reasoned with by a planner, and also executed directly by the controller. This allows the controller to execute 
procedures rather than simple if-then rules. This is a feature that can be used by a variety of real-time applications 
where execution of a control procedure may have to begin before it has been completely instantiated by the planner. 
CONCLUSION 
We have described an architecture designed to autonomously control a new geochemistry insuument. The 
system functions as an instance of a general class of autonomous scientific instruments, that integrate sensory 
perception, data analysis, experiment planning, and experiment control. We have described how these components 
function and how they interact to provide autonomous conwl of the DTA-GC instrument. The architecture itself is 
now being used as we extend the system to other instruments. The system we have described represents a synergy 
between A1 applications and A1 techniques. The DTA-GC application has stimulated the development of techniques for 
the integration of perception, planning. and conwl, which in turn allow us to tackle new real-world applications that 
are even more ambitious. 
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ABSTRACT 
The old maxim goes: "A picture is worth a thousand words". The objective of the research reported in this paper is 
to demonstrate this idea as it relates to the knowledge acquisition precess and the automated development of an expert 
system's rule base. A prototype tool, the Knowledge From Pictures (KFP) tool, has been developed which 
configures an expert system's rule base by an automated analysis of and reasoning about a "picture", i.e., a graphical 
representation of some target system to be supported by the diagnostic capabilities of the expert system under 
development. This rule base, when refined, could then be used by the expert system for target system monitoring 
and fault analysis in an operational setting. 
Most people, when faced with the problem of understanding the behavior of a complicated system, resort to the use 
of some picture or graphical representation of the system as an aid in thinking about it. This depiction provides a 
means of helping the individual to visualize the behavior and dynamics of the system under study. An analysis of 
the picture, augmented with the individual's background information, allows the problem solver to codify knowledge 
about the system. This knowledge can, in turn, be used to develop computer programs to automatically monitor 
the system's performance. The approach taken in this research was to mimic this knowledge acquisition paradigm. 
A prototype tool was developed which provides the user: 1. a mechanism for graphically representing sample 
system-configurations appropriate for the domain, and 2, a linguistic device for annotating the graphical 
representation with the behaviors and mutual influences of the components depicted in the graphic. The KFP tool, 
reasoning from the graphical depiction along with user-supplied annotations of component behaviors and inter- 
component influences, generates a rule base that could be used in automating the fault detection, isolation, and repair 
of the system. 
INTRODUCTION 
This paper details the results of the Knowledge From Pictures (KFP) work. The continuing objective of this work 
is to develop a system that can build a knowledge base to perform Fault Detection, Isolation, and Recovery 
(FDIR) from an annotated graphical description. Specifically, the KFP tool should take a user defined graphical 
image of a system's components and interconnections, and drawing from domain specific libraries for component 
behavior, develop an expert system to perform FDIR prdcessing of the system defined. The user defined graphical 
image is also intended to be used as a user interface or front end to the generated knowledge base. 
As stated above, this work is motivated by the observation that pictures are often drawn to describe the operation or 
behavior of many systems and problems that humans address. For example, describing the three basic parts of an 
atom and how they interact is most easily done with a picture showing protons and neutrons tied together in the 
center and electrons orbiting around them. Other examples are discussed by Musen et a1 in  (6) and Montalvo in (5). 
This work draws on results by Navinchmdra et a1 in (7) and Barker-Plurnrner and Bailin in (1). Navinchandra et al 
have exploited the idea that components of a system often cooperate by reacting to each others' actions. The action- 
reaction function can be thought of as a collection of influence paths where the action of one component changes the 
state of another. For example, if the system being defined consisted of a power supply connected to a light bulb, the 
power supply generating electricity would change the state of the light bulb. In the KFP tool we use the idea of 
influence paths and their flows to determine when a failure has occurred and to isolate failed components. 
Barker-Plummer and Bailin describe a system designed to perform theorem proving from graphic descriptions of 
proofs. Their system, called GROVER, analyzes an image to generate a set of assertions and develop a proof 
strategy for solving the theorem described in the image. The proof strategy is represented as a set of lemmas that 
GROVER builds from the assertions in the image. These lemmas are then fed to a "conventional" theorem prover to 
provide the complete proof. 
In KFP we use the concept of assertions, both derived from components in the image and from domain specific 
knowledge captured in component libraries, to determine when a component is in a state other than those in its 
definition. When this situation has been detected, a fault has occurred. This observation aids the KFP tool in 
isolating a fault and beginning the fault recovery process. 
In the remainder of this paper we describe the current system and its state. At present a working prototype exists 
that can be used to generate FDIR knowledge bases. The generated knowledge bases have a text based user interface. 
The KFP tool demonstrates approximately a 10 to 1 expansion factor for lines of code generated vs. components and 
influence paths entered by the user. 
SYSTEM DESCRIPTION 
The original goal of the KFP tool was to be able to generate FDIR rules from graphical images and then use those 
same images as the user interface to the FDIR system. It was noted early in the system's design, however, that the 
image alone may not provide enough information about the system to support fault isolation or recovery activities. 
Given this, the goal was changed slightly to allow non-image information, i.e., system and component states, and 
component influence relationships, to be used in the FDIR system generation and operation. This information can 
be entered by the user when the system is being defined, or exuacted from libraries that describe the behavior of 
known components. 
The tool was designed to solve the FDIR problem as three subproblems, i.e., detection, isolation, and recovery. 
Each of the solutions generate knowledge base components that, when taken together, perform FDIR. This is the 
approach often taken by a human programmer developing an FDIR system, so it seems reasonable to use the same 
approach in an automated systcm. 
As discussed in the Inuoduction, influences between components of a system are used to isolate a failed component. 
The fault is detected when an alarm condition occurs. An example of such a condition would be a temperature 
sensitive object operating outside of its design tcmpcraturc range. Figure 1 shows a systcm in which such a fault 
may occur. In this figure there are five components that make up a subsystem. The lens component is temperature 
sensitive and will register an alarm when its sensor reads above or below defined thresholds. An alarm is specified as 
a collection of component states. In this example the only component involved in the alarm condition is the lens 
itsell; however, in a more complex system one might also need to check other components, such as the quality of 
communication signals being received, before it is known that an alarm condition exists. In Figure 1, thc 
temperature driver controls the temperature of the lens by turning on and off the heater and cooler as needed. 
F~gure 1 :  Example System 
The cause of an alarm could be one of many failed cornponenu, and KFP uses the influence flows among 
components as well as their known behavior states to identify the component that has suffered a fault. The behavior 
states of a component describe how it will act when it experiences a particular set of influences. For example, in the 
system shown in Figure 1. the heater could have the behavior of producing heat as an output influence when it is 
experiencing the input influences of power and heater on. Behaviors are represented as component operation states. 
This implies that the same input influence combination may produce different output influences depending on the 
current state of the component. For example, when the heater component is off and it receives a heater on influence 
from the temperature driver, it begins to produce heat. If the heater is on already, however, and i t  receives a hearer on 
influence, it does nothing in response. This allows an intelligent component to receive an input and remember the 
state that it has entered as a result, even after the influence has been removed. 
In addition to states, objects can also have local variables. These variables can be manipulated with simple 
arithmetic operations and can be considered along with the current incoming influence flows to determine when a 
slate change should occur. 
Each alarm condition is represented by a CLIPS (C Language Integrated Production System - a NASA-developed 
inference engine) rule that uses facts about the state of the components conuibuting to an alarm to determine whether 
the condition exists. When an alarm is detected, a search begins for the faulted object causing the alarm. This search 
is performed by tracing back through the paths of influence that are input to the alarming object. The influence 
paths form a collection of chains of objects that either directly or indirectly influence the components contributing to 
the alarm. The tracing is performed via a collection of rules that examine the objects in each path. When these rules 
fire they use information about the current state of the object being examined, and the states of the objects that 
influence it, to determine whether it is behaving correctly. If  the object being examined is not in the correct state 
then the fault has been isolated. If the object is in the correct state, the objects that influence it are examined next. 
After a fault has been detected and isolated, the recovery phase begins. At present the recovery phase consists of 
notifying the operator and allowing him or her to lake corrective action. 
COMPONENTS OF THE KFP SYSTEM 
There are three main components to the KFP system as shown in Figure 2, object libraries, the system analyst, and 
the KFP software. Object libraries conbin behavior descriptions and associated influence information for known 
objects. The system analyst extracts objects from the libraries or defines new to describe the complete system to be 
monitored. The system analyst is responsible for identifying the influence paths among objects and indicating what 
influence types flow across those paths. Additionally, the system analyst describes the conditions that should cause 
alarms. The KFP software analyzes the information provided by the system analyst and generates an FDIR expert 
system. The remainder of this section describes the user interface and operation of the KFP software. 
Flgure 2: Components of the KFP System 
Figure 3 shows the KFP main screen with an example system defined. The components of the system, shown as 
boxes, are Temp Sensor, Lens, Temp Driver, I learer, and Cooler. These components are connected via influence 
paths, shown as lines in the figure. The top part pf the screen contains a collection of pull down menus. The 
Files menu is used to load and save system descriptions, clear the current work space, generate FDIR systems, and 
quit the KFP system. 
The Objects menu is used to add and remove objects from the system being designed. The analyst can select a 
known object from a library, define a new object, or remove an object from the work space. When defining a new 
object, the analyst only needs to provide a name initially; the object's behavior states and ports can be defined later 
with their respective menus. 
Figure 3: KFP Ma~n Display 
The Behavior menu is used to add, modify, or remove behavior states of objects in the system. When the analyst 
selects the add behaviors option, the menu shown in Figure 4 is presented The four menus in the figure are used to 
define the state transitions for an object. The Present Stale is the state that the object is in before the transition 
occurs. The Cause is the variable assignment or input influence that causes a state transition to occur. 
The New State is h e  state to which the object transitions, and the Result is the variable assignment or influence 
type that the object will exhibit after the transition. 
Under each of these menus there is a button labeled New that is used to define a new state, influence type. Under the 
Cause and Result menus there is a second button used to define any variable assignment used as part of the 
transition. When the Exit button is pressed the behavior definition is added to the object's description, and is 
available to KFP when generating the FDlR expert system. 
If the edit option is selected, the analyst is presented with a list of existing behaviors which can be selectively 
deleted. At present there is no way to modify an existing behavior other than to remove it and add a new behavior 
with the modifications. 
The two small panel displays will be shown when the analyst selects the New Variable button for either the Cause 
or Result menus. 
The Influences menu is used to define and remove influence paths among component ports. When an analyst 
selects add influences from this menu, the originator and receiver object ports for the influence flow can be selected 
by mouse clicks. The data type of the flow is determined by the connected ports. If the types of the pons differ, the 
uscr is notified and the flow is removed. 
The influence path and type are then available to be used when generating the FDIR expert system. When an analyst 
selects remove from the Influences menu, a list of existing influences paths is presented allowing selective 
deletion by the analyst. 
The next menu available on the main display is the Alarms menu. This menu allows the analyst to define alarm 
conditions for objects in the system. The analyst selects add from the Alarms menu and selects the object to which 
the alarm is attached. The display shown in Figure 5 is then presented, and the analyst can select the objects, states, 
and relationships that conmbute to the alarm condition. 
~~ ~ - ~ - - - ~ - ~ ~ ~ - ~ ~ ~ ~ - ~  
Figure 5: Alarm Defnition 
The analyst also specifies the name of the alarm at this time. All of this information is used when performing the 
FDIR task. As with the previous menus, there is an option to remove existing alarm definitions. When this option 
is selected, the analyst is presented with a list of the names of existing alarm conditions and can select the ones to be 
deleted. 
The last menu available is the ports menu. This menu is used to add incoming or out going ports to an object. To 
add a port, the analyst first selects the port direction from the menu and then clicks on the object that is to have the 
new port. After the object has been selected a menu like that shown in Figure 6 is display, and the analyst can select 
or define the data type of the port. 
Port Name 7 - 1  Data Type 
I ' 
After adding all the components, behaviors, influcnccs, alarms, and ports that are needcd to define a system, the 
analyst selects the generate option from thc Files mcnu LO gcncratc an FDlR cxpcrt syslcrn. 
SAMPLE OUTPUT RULES 
This section shows a sample of the rulcs and facts gcneratcd by the KFP tool. Scparate rules are generated for each 
of the tasks: detection, isolation, and recovery. Facts are generated to describe the influence paths and behavior states 
of the system. Additionally, rules are generated to updatc local variable values when state changes occur. Each of 
these except the recovery and variable update rulcs is shown in this section. The recovery rules simply print out 
advice extracted from a library once the fault has becn isolated. 
;;; Fault dection rules 
(defrule fault-detection-lens-over-temp 
;;; Rule to detect over-temp for lens 
(declare (salience 100)) 
;;; get the current telemetry reading for this lens 
(telemetry-status lens temp ?telemetry-level) 
;;; is the alarm condition present? 
(test (> telemetry-level 270) 
==> 
;;; notify the operator 
(printout t ""* Fault detected in lens" crlf) 
(printout t ""* over-temp" cdf) 
(printout t ""* Attempting to isolate" crlf) 
;;; get information about who could cause this alarm, 
;;; and post facts that start the isolation process 
(assert (fault-unresolved lens over-temp temp))) 
(influenced-by lens ?by temp ?) 
(assert (check by lens temp)) 
1 
Figure 7 Sample Faun Deten~on Rules 
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Figure 7 shows a sample fault detection rule, in which the present lelemeuy for the temperature of a lens is obtained 
and checked against a known threshold. I f  the threshold i s  exceeded, facts are asscrted to begin the search for a failed 
component. 
;;; Fault isolation rules 
( d e f ~ l e  fault-Isolation-heater-1 
(declare (salience 90)) 
;;; Is an alarm present 
?notification = (fault-unresolved ?fault-object ?alarm-name ?inf-type) 
;;; If so, should I be checked for causing it? 
?check-me=(check heater fault-object inf-type) 
;;; get the current state to see if heater i s  influencing mp now 
(state heater ?cur-state) 
;;; get the current telemetry so that behavior can be determined 
(telemetry-flows heater p-temp ?telemetry-level) 
;;; Get the behavior information for the heater 
behavior heater curstate ?cur-behavior) 
[test ( -= telemetry-level cur-behavior) 
==> 
;;; notify the operator 
(printout t ""' Fault isolated in heater" crlf) 
(printout 1 ""' Developing a recovery plan" crlf) 
;;; removed the notice and the 'check-me' fact 
I retract notification) retract check-me) 
;;; post the fix-It fact 
(assert(fix-it heater p-temp cur-state)) 
Figure 8: Sample Fault Isolation Rules 
Figure 8 shows one of two rules gcneratcd to isolalc a failcd objccl. In  this rulc an objccl i s  check to determine i f  it 
is in  the correct state for its input influcnccs. I f  i t  i s  not, thcn the fault has been isolated to that objcct. I f  i t  is in 
the correct state, a second rulc would fire that would asscrt thc namc of the ncxt objcct lo be examincd. 
Figure 9 shows a sample of the influence facts that arc uscd to dctcrminc which objccts arc in an influence path. 
These facts are uscd by bolh thc fault detection and Lhe isolation rulcs. 
;;; (Influenced-by <from> <from's-stater <to> <influence-type, 
(influenced-bv sensor lens hot hot) 
(influenced-bi sensor lens cold cdld) 
(influenced-by driver sensor hot hot) 
I influenced-by driver sensor cold cold) influenced-by heater driver on cold) (influenced-by heater driver off hot) 
(influenced-by cooler driver off cold) 
I influenced-by cooler driver on hot) influenced-by lens heater hot on) (Influenced-by lens cooler cold on) 
Figure 9: Sample Influence Facts 
GRAPHICAL MODELLING AS  A ISASIS FOR SOFTWARE DEVELOPMENT 
Simulation and diagnostics play a key role in a satellite conuol center. Thcy support the two principal activitics of 
the conlrol center-ommanding and monitoring the spacecraft. Commanding employs simulation to vcrify the 
acceptability of commands, prior to their being uplinkcd to the spacecraft. Monitoring involves fault detection, 
isolation, and recovery when telemetry values received from the spacecraft fall outside of defined limits. In our work 
implementing a testbed for an advanced control center, which we call the Intelligent Ground System (IGS), we found 
that simulation and diagnosis activities tend to derive from the same set of knowledge, namely models of the 
spacecraft components. An integrated approach, in which diagnosis and simulation are both driven by the same run- 
time models, seems feasible to us; at this point, however, we are aiming at a less ambitious goal, which is the 
generation of distinct programs to support the respective functions from the same graphical model. We can view 
this as "design time integration" rather than "run time integration." 
Our main hypothesis is that modeling of a spacecraft and its subsystems, and reasoning about such models, can-and 
should-form the key activities of ground system software development; and that by using such models as inputs, 
the generation of code to perform various functions (such as simulation and diagnostics of spacecraft components) 
can be automated. Moreover, we contend that automation can provide significant support for reasoning about the 
software system at the diagram level. 
The software models the states, behaviors, and interactions of elements in its environment. Given this role for the 
software, it seems appropriate to look for a language in which such information can be made explicit. Graphical 
modeling of objects, their behaviors, and their interactions is an obvious choice for such a language; there is nothing 
new in our advocacy of diagrams to express such information. Our contention, which may be more questionable, is 
that the real complexity of the software lies in the interactions expressed by the graphical models, not in the 
implementation details of the eventual code. 
We contend that the structure of the implemented code, for at least certain functions of the ground system- 
specifically, simulation and diagnosis-is sufficiently well understood to permit us to generate it automatically, and 
therefore to allow us to redefine the development process as one of developing and reasoning about the graphical 
models. The previous sections described the progress we have made to date in demonstrating this idea. Similar ideas 
have been put forward in a recent article by Harel(2). 
R E A S O N I N G  A B O U T  D I A G R A M S  
We have been working for several years on an automated reasoning system that takes diagrams as input. Recently 
we have begun to apply these ideas to the problem of reasoning about software. The graphical models that we 
discussed in the previous sections are interpreted by the Formal Interconnection Analysis Tool (FIAT) as plans for 
proving assertions about the software design. 
The particular type of assertions processed by this tool grew out of an actual experience in debugging part of our 
ground system testbed. In testing a particular simulator program i t  was found that the behavior of the system was 
not as expected, but no errors could be found in any of the simulator components. The problem turned out to be one 
of missing connections between objects in the simulator. Since the simulator architecture keeps each object 
autonomous-completely ignorant of the objects to which i t  is connected in a given application-the absence of 
these connections did not result in any anomalous behavior on the part of any object, but the system itself was not 
behaving as expected. 
Thus we decided to apply the planning concept to verifying statements of the form, "If event x occurs at object A 
then event y will occur at object B." The planner takes event y at B as a goal, and tries to construct a plan that starts 
from event x at A as an initial condition (typically, various other context conditions are specified as well). A goal is 
reduced to subgoals by traversing the connections specified in the diagram: if a goal state in an object D follows, 
according to D's behavior description and the connections specified in the diagram, from a certain state in object C, 
then this state in object C becomes a subgoal of the goal state. A failed plan, when presented to the developer, 
serves to identify missing connections that may have been overlooked in defining the system. 
We have noticed a similarity in the logic of this planner and that of the KFP tool, which similarly traces back 
through the influence paths in the diagram in generating fault isolation rules. We have not studied this similarity in 
enough detail to decide whether the two tools can make use of a single "influence traverser" mechanism, but there 
seems to be some promise of this. 
NEXT STEPS AND FU'I'URE: IMPROVEMEN'I'S 
The tool is currently a working prototype that achieves most of the task goals. There are some issues that still need 
to be considered, and extensions that would add to the system's power. At present the system provides only a text 
based interface for the generated FDIR system. Providing a graphical user interface, by reusing the analyst defined 
picture, is the next function that we will address in this prototype. After this is completed, all of our original goals 
will have been met. The remainder of this section lists the enhancements that will be added to the existing system 
to make it more widely usable. 
Currently there are very few objects in the object libraries. Populating this library would make the generation of 
new system description images simpler because predefined objects could be rcused. 
Once a system has been defined, it might be advantageous to use the complete system as a component of a larger 
system. For example, a power system FDIR expert system may be usable for more than one spacecraft. Such 
complete systems could be represented as smari icons on the work space, and could be used just as if they were 
simple components. 
There may be some refinements to the heuristics used to analyze the graph and generate an expert system, as well as 
those employed in the generated expert system itself. We intend to explore his issue in order to increase the quality 
and performance of the generated code. 
The user interface for the current prototype was developed in TAE and is easy to use. There are some refinements, 
however, that would present more information to the user and would result in faster operation of the tool. For 
example, currently to display all the influence paths between two objects, the tool must generate an additional 
window and menu. It would be faster to display this information in the work space when the user clicks on an 
influence path line. The enhancements that we currently envision can bc implemented in TAE. 
Finally, we are concerned about KFP's ability to handle very complex system pictures. The current expansion factor 
of objects, behaviors, and influence paths to generated code is approximately 10 to 1. We believe that the expansion 
is linear, but it still may be too large for very complex systems. We intend like to address this issue by working 
with additional, more complex examples. 
KFP AS A SOFTWARE ENGINEERING PARADIGM BASIS 
We have made a start at what we hope will become an integrated graphical modeling and development system, in 
which software development becomes synonymous with defining and reasoning about graphical models. The 
prospects for such an integrated environment are based on a few empirically perceived similarities: 
. Similarity between the information used to simulate a system and that used to diagnose faults 
. Similarity between the logic used LO reason about system behavior during development, and that used t 
diagnose faults during operation (backward chaining over influence paths) 
. Similarity in the program structure of specific simulators and specific diagnostic systems, which has 
allowed us to define generic architectures for each of these applications 
Within the scope of the current framework, there are perhaps two major open issues: 1) the impact of scale-up on the 
performance of the generated code, and 2) the feasibility of automated reasoning about additional aspects of the 
models. 
The efficiency of the generated fault detection, isolation, and recovery rules for a large, complex system is an open 
issue. The examples we have worked with to date in KFP have been obtained from actual systems (either existing or 
being developed), but they are very small subsets of these systems. There is a solid basis of real-time scheduling 
theory (e.g., rate-monotonic scheduling) with which we can address scale-up performance issues for the generated 
simulator code, but we lack such a firm basis for a rule-based diagnostic system. The solution to this problem may 
be to evolve to a more thoroughly model-based approach to diagnosis, in  which there is no production rule 
interpreter at all. This would, in addition, permit a grcatcr degrcc of integration bctwccn the diagnostic and the 
simulator code. 
An open issue concerning reasoning about the modcls is whether automation can support reasoning about issues 
other than the pre-conditionlpost-condition behaviors currently addressed. One major area that we would like to 
investigate is support for reducing the slate space of a set of interacting components. This problem arises in 
"reachability analysis," in which one tries to prove (or at least to convince oneself) that no unexpected states are 
entered. In the area of communications protocols, this has proven to be a difficult but necessary process that can be 
supported by a variety of heuristic techniques, some of which are automated (3,4) 
POTENTIAL COMMERCIAL APPLICATIONS 
Certainly the development of new software and knowledge engineering paradigms based on graphical reasoning would 
have great commercial value. But there are many other potential applications of the technology discussed in this 
paper. Consider the application of the KFP in the field of Computer Aided Design (CAD), a field strongly related to 
the KFP work. Intelligent CAD (ICAD) systems exist which are indispensable in the development of many 
products in various industries. However, at the Eurographics Workshop on Intelligent CAD Systems (held in 
April, 1988 at Koningshof Congress Centre, Veldhoven, The Netherlands) several important implementation issues 
were raised and discussed. These included: the definition of design objects, the overall object design process, 
linguistic issues associated with representing design objects and their inter-object interactions, the relationship 
between object-oriented and logical paradigms, and the need for increasing h e  intelligence of ICAD systems. The 
KFP project is addressing these issues. Though the currcnt focus of the KFP work is on expert system rule-base 
development the relevance of the emerging KFP conccpLs and approaches to advanced ICAD systems are obvious. 
Another longer-term application of the KFP concepts could be in h c  arca of highly intelligent robots. The graphical 
reasoning techniques being investigated in the KFP systcm could provc to beextremely appropriate for advances in 
the evolution of robotic vision and reasoning capabilities. 
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ABSTRACT 
Using an adaptation of NASA software, we have investigated the use of numerical optimization 
techniques for the shape and material optimization of fiber composite hip implants. The original NASA in- 
house codes, were originally developed for the optimization of aerospace structures. The adapted code, which 
was called OPORIM, couples numerical optimization algorithms with finite element analysis and composite 
laminate theory to  perform design optimization using both shape and material design variables. 
The external and internal geometry of the implant and the surrounding bone is described with quintic 
spline curves. This geometric representation is then used to create an equivalent 2-D finite element model 
of the structure. Using laminate theory and the 3-D geometric information, equivalent stiffnesses are 
generated for each element of the 2-D finite element model, so that the 3-D stiffness of the structure can be 
approximated. The geometric information to construct the model of the femur was obtained from a CT scan. 
A variety of test cases were examined, incorporating several implant constructions and design variable sets. 
Qpically the code was able to produce optimized shape andlor material parameters which substantially 
reduced stress concentrations in the bone adjacent to the implant. The results indicate that this technology 
can provide meaningful insight into the design of fiber composite hip implants. 
INTRODUCTION 
In orthopaedics, one of the most successful and widely used procedures to treat joint disease is total 
joint replacement (TJR). Total joint replacement involves the use of prosthetic components to  replace the 
biological joint surfaces. The objective of total joint replacement is to provide an artificial joint that is capable 
of reproducing "normal" joint kinematics, and that is able to withstand the stresses induced by everyday 
activities for as long as possible. Although there exists today a plethora of orthopaedic implants that are 
capable of dramatically improving the performance of pathological joints, their service life is limited. Joint 
replacement procedures are now being performed on young, active patients. It is evident that the service lives 
of implants must be extended in order to prevent implant failures and revision surgeries. 
One of the most common modes of failure of orthopaedic implants, especially hip and knee 
prostheses, is loosening of the components. The mechanisms by which this loosening takes place are complex, 
and most likely involve the interface between the bone and the implant. Clinical studies have suggested that 
interfacial failure is one of the most common initiators of aseptic loosening in total hip replacements 19,171. 
Studies such as these have prompted many investigators and designers of orthopaedic implants to  concentrate 
on minimizing the stresses and stress concentrations in the interface, since these high stresses could ultimately 
lead to component loosening. Critical regions with regard to implant loosening are the bone adjacent to  the 
implant and the bonelimplant interface itself. 
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Another factor that has been proven to  contribute to aseptic loosening of orthopaedic implants is the 
mismatch between the stiffness of cortical bone and the stiffnesses of traditional implant materials. In the load 
sharing that takes place between implant and bone, the stress carried by each material is proportional to its 
stiffness (71. As a result, an overly stiff implant tends to carry nearly all of the stress in the bonetimplant 
composite structure. This phenomenon is known as stress shielding. The response of bone to changes in 
stress, as predicted by Wolff's hypothesis is known as remodeling [21]. In many cases, when bone is 
insufficiently loaded, its adaptive remodeling leads to atrophy with subsequent thinning and increased porosity 
[13]. Bone degradation at the bonelimplant interface usually results in aseptic loosening and implant failure. 
Attempts have been made in recent years to reduce the effects of stress shielding by creating new, low 
stiffness materials for orthopaedic applications. Fiber composite materials seem to  have great potential 
because of their high strength, their biocompatability, and because of the possibility of tailoring their material 
properties. In theory, fiber composite implants can be manufactured that meet the demanding strength 
requirements while closely matching the stiffness of the adjacent bone. Implants such as these would minimize 
stress shielding effects, which may help prevent implant failure due to aseptic loosening. 
Designers of fiber composite implants are faced with a virtually infinite number of combinations of 
shapes and material properties that can be used for a given implant design. Therefore, the process of 
searching for optimum choices of shapes and material properties can be both complex and time-consuming. 
Work by several authors has demonstrated the utility of numerical optimization techniques for the solution 
of similar problems [8,11,12,15,23]. Some investigators have incorporated Finite Element algorithms into 
iterative numerical optimization schemes, and attempted to optimize the composite structure of total joint 
replacements for various parameters [8,11,12,23]. Other investigators have sought to  optimize the material 
properties of orthopaedic implants [22]. The design variables included the Young's moduli of the implant and 
the cement layer. Good agreement was found to  exist between the stresses predicted by the design sensitivity 
analysis and those obtained from the finite element model [22]. 
In previous work, our project has adapted computational procedures for shape and material tailoring 
of aerospace structures to  the shape optimization of a total knee andlor hip replacement (TKR) or  (THR) 
component (2,161. The computational procedures were originally developed in NASA programs for composites 
analysis and structural optimization [3,4,5]. In the present work, we have extended the procedures to include 
both shape and material optimization. Here we describe the application of the procedure to  a femoral 
component of a total hip replacement. 
The OPORIM program has evolved from an analysis code called STAT (Structural Tailoring of 
Advanced Turboprops), which was originally developed by Pratt & Whitney under a NASA contract [3,4,5]. 
OPORIM was adapted and enhanced to perform shape and material optimization of fiber composite hip 
endoprostheses. 
The basic structure of the OPORIM program is shown in Fig. 1. Information supplied by the user 
includes geometric information, material properties, choice of design variables, and information related to  the 
optimization scheme. First, a three-dimensional geometric model is constructed. Then, a dimensionless mesh 
of gridpoints is created and mapped onto the midplane of the 3-D model. The gridpoints are then used to 
construct a 2-D finite element mesh. Using laminate theory and the 3-D geometric information, equivalent 
stiffnesses are generated for each element of the 2-D finite element mesh. An objective function is formulated, 
usually based on some stress criterion. External loads and boundary conditions are applied to the mesh, and 
a finite element analysis is performed. The optimizer then changes the design variables in attempt to minimize 
the objective h c t i o n .  A remesh scheme is performed in response to the change in design variables, and 
another EEA analysis is conducted. Design variable changes and F.E.A analyses are performed until conver- 
gence on  an optimal design has been achieved. 
Geometry generation within OPORIM is accomplished by means of several design curves. Some of 
the design curves describe the external geometry of the model, and some describe the internal geometry of 
each material region within the model. The discrete geometric information contained in the input file is 
interpolated to produce piecewise quintic polynomial splines. The spline curves are used in the design 
optimization process, and are updated as design changes are made to the model [3]. 
The composite analysis section of OPORIM is based upon ICAN (Integrated Composite Analyzer), 
developed at NASA Lewis Research Center's Structural Mechanics Branch 1141. ICAN was designed for the 
analysis of multilayered fiber composites using micromechanics equations and laminate theory. Laminate 
theory provides OPORIM with the capability to represent complex composite 3-D structures with a relatively 
simple mesh of 2-D finite elements. In addition, it allows for the specification of composite properties as 
design variables in the optimization routine. 
Each element of the finite element mesh can be thought of as a laminated plate, composed of material 
layers through the thickness of the plate. Each material layer is composed of a number of plies, whose 
thicknesses can be controlled by the input file of OPORIM. Using laminate theory, an equivalent stiffness 
can be calculated for the laminated plate to create a 2-D plane stress finite element [1,2]. 
OPORIM uses the relationships derived for composite plate stiffnesses to  construct element stiffness 
matrices based on the three-dimensional geometry (thicknesses), and the material properties of each material 
region. Once a finite element solution has been obtained, the strains in the individual plies are back- 
calculated. From these, the laminate model is used to calculate the individual ply stresses [19]. 
The finite element analysis in OPORIM is based on the commercial code 
NASTRAN. OPORIM supports elements that are very similar to the NASTRAN TRIA3 element, a 3-node 
combined membrane-bending triangular plate element. Each node has six degrees of freedom. 
The computational efficiency of the 2-D element makes it better suited to optimization algorithms 
than other more computationally costly elements, such as three-dimensional elements. To confirm the validity 
of the optimization results, it was necessary to compare the optimal 2-D designs to equivalent 3-D finite 
element models. This insured that design improvements were actually made. 
The optimization module of OPORIM is ADS, a commercial optimization code written by Dr. G.N. 
Vanderplaats [18]. ADS separates the solution of the problem into three basic levels: the optimization 
strategy, the optimizer, and the one-dimensional search. Several choices of specific algorithms for the iterative 
optimization procedure are available in the code. 
APPLICATION 
The OPORIM code was adapted to perform shape and material optimization of a total hip prosthesis. 
Reference [I] covers in detail the changes that were made to the OPORIM source code, and the additional 
code that was developed for these studies. 
A typical manufactured total hip prosthesis is illuslrated in Fig. 2. It consists of an acetabular 
component (A), a femoral component (B) and an acetabular insert (C). The models that were considered in 
this study consisted of the femoral component of the prosthesis and the proximal eight inches of the femur. 
As a starting point for the model, a CT scan of the proximal twelve inches of a femur was obtained, with cross 
sections taken at every 5 mm. Measurements were taken from the CT scan of the width of the femur (in the 
coronal plane), the thickness of the femur (in the sagittal plane), and the thickness of the cortical shell. 
The material properties for the bone of the proximal femur were taken from the literature [6,20,24]. 
All bone considered in this work was assumed to be isotropic. The proximal femur was broken down into 
three material regions: a cortical shell region, a high-density cancellous region, and a low-density cancellous 
region. 
Two different implant materials were considered in these studies: a titanium alloy (Ti-6Al-4V), and 
carbon fiber-reinforced polyetheretherketone (PEEK) composite. The properties of titanium, carbon fiber and 
PEEK were obtained from available literature. As the shape of the implant is changed during the 
optimization, it becomes necessary to move the nodal lines to accurately represent the new shape of the 
implant. This is done by the remeshing scheme in OPORIM, which locates the design curves (splines) that 
define the edges of the implant, and which moves the nodal lines so that the shape of the implant and the core 
are defined. In addition, the remesh scheme redistributes the rest of the nodal lines to maintain favorable 
aspect ratios of the mesh. 
The objective function for the design optimization was chosen to be a measure of the stresses in the 
region of the bone near the implant interface. This reflects the conviction that controlling interface stresses 
is one of the more important issues with regard to bone adaptation and passive loosening. 
Several detailed objective functions were considered including the maximum Von Mises equivalent 
stresses in the bone elements adjacent to the implant. Others included the sum of the squares of the Von 
Mises stresses and the sum of the squares of the maximum shear stresses in these same elements. 
The same loading conditions were applied to  all of the models for all of the objective functions 
considered. The nodes at the distal (lower) end of the models were fmed. 
One of the loading conditions was a force couple producing a bending moment of 1 lb-in applied to 
two nodes on the end of the "neck" portion of the implant. This loading scheme certainly does not accurately 
represent physiological loading. However, pure bending is attractive as a test case, since it does not depend 
on the orientation or  the point of application of the load (101. Results for this loading condition are described 
below. 
Numerous results were generated in the study. To illustrate typical results, we cite the following 2 
cases. For more information and additional results, the reader is referred to references [l] and [2]. 
Case 1 
Case 1 involved shape optimization of an implant composed of one material region. The implant was 
constructed entirely of titanium. 
The initial and optimum shapes of the implant in Case 1 are shown in Fig. 3. The optimization 
produced a proximal widening of the implant and a slight amount of distal narrowing. The initial and optimal 
distributions of von Mises stress along the normalized length of the implant are shown in Figures 4a and 4b. 
Note that the solid and dashed lines represent stresses along the lateral and medial edges of the implant, 
respectively. The stresses are presented in p.s.i., and appear to be extremely low, but the applied loading was 
a unit bending moment of 1 Ib-in, and these stresses can be scaled up for higher applied loads. The peak 
cancellous von Mises stresses in the initial model were reduced by 77%, and the objective function was reduced 
by 65%. 
Case 2 
Case 2 involved shape optimization of an implant with two material regions. The outer region was 
composed of carbon fiber reinforced PEEK and the inner "core" region was composed of titanium. The design 
variables included width variables of both the inner and outer regions. 
The optimization produced proximal widening in the carbon fiberPEEK outer region. The 
optimization of the inner titanium region produced proximal widening, slightly distal to where the titanium 
region intersects the "neck" of the implant. A slight amount of distal narrowing was observed. The 
optimization reduced the peak cancellous von Mises stresses by 65% and the objective function by 64%. 
All of the optimization cases produced significant reductions of the peak cancellous bone stresses in 
the vicinity of the bone/implant interface. The magnitudes of these reductions ranged between 45% and 84%. 
In addition, all of the cases resulted in a more uniform transfer of load at the interface, as illustrated by the 
plots of stress vs. length. 
For all of the cases subjected to  the same loading, certain similarities in the stress distribution were 
observed regardless of the implant construction. The peak stresses in the initial models always occurred in 
elements at the proximal end of the implants. These stresses seemed to dominate the optimizations, since they 
contributed the most to the objective functions. In every case, the high stresses at the proximal end of the 
implant were reduced so that the proximal stresses were closer in magnitude to the more distal stresses. 
As expected, the choice of objective function had an impact on the outcome of the optimization cases. 
In some cases, dramatic differences in the optimal shape and material properties were observed when a 
different objective function was used for the same test case. In spite of the different outcomes, all of the 
objective functions produced comparable reductions in peak stresses. There were certain trends, however, that 
seemed to occur regardless of the type of objective function that was used. For instance, each one of the 
shape optimizations resulted in some type of proximal widening of the implant. The shapes that were obtained 
were similar to those of typical currently manufactured implants, which have fairly massive proximal ends. 
Another trend seemed to occur when material optimization was performed on implants constructed 
of an outer and inner region of fiber composite. In all of these cases, the optimal fiberJvolume ratio of the 
outer region was greater that of the inner region. 
The most dramatic results were always obtained when shape optimization was combined with material 
optimization. If shape or material optimization was performed alone, the reductions in peak stresses were 
always less than in the combined optimizations. These results are logical, since the additional design variables 
in the combined optimization increased the size of the design space by adding new ways for the designs to 
change. 
The optimization results demonstrate that the choice of objective function and loading scheme 
significantly affected the outcome of the optimizations. However, certain characteristics, such as stiff outer 
material regions and proximal to distal tapers, were produced for all of the cases, no matter which loading 
scheme or objective function was used. Although the results of optimization studies such as these are not 
comprehensive enough to be used as the basis for implant designs, they can provide some meaningful 
information that can help better define the sensitivities of implant designs to various parameters. As 
computational capabilities improve in years to come, more realistic anatomical models incorporating interface 
beha;)or and bone remodeling will be possible. In closing, at its present state the developed software may 
be a significant computer aided design tool for the improvement and possible customization of orthopaedic 
implants. 
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ABSTRACT 
Ultra-light carbon fiber composite materials are being utilized in artificial limbs with increasing frequency 
in recent years. Dr. Arthur Copes, an orthotist from Baton Rouge, Louisiana, has developed a graphite epoxy 
composite material artifical ankle (Copes/Bionic Ankle) that is intended to be used by amputees who require the 
most advanced above-and-below-the-knee prosthetic devices. The Copes/Bionic Ankle is designed to reproduce the 
function of the natural ankle joint by allowing the composite material to act as a spring mechanism without the use 
of metal mechanical parts. NASA Marshall Space Flight Center has agreed to participate in the design effort by 
providing the structural analysis of the artificial ankle design. 
INTRODUCTION 
This paper presents the structural analysis that was required to define the composite members of the Copes/Bionic 
Ankle. The finite element modeling expertise and extensive computer facility that resides at NASA Marshall Space 
Flight Center (NASA MSFC) were essential to ensure a good &sign of the Copes/Bionic Ankle. The utilization of 
this resident technology demonstrates the engineering potential that will soon become available through similar 
computer systems within many private companies to improve the quality of life for many people. Some of the 
potential uses of this technology are development of self-propelled vehicles for paraplegics, knee prosthetics, robotic 
structures for machine shops, and customized exoskeleton load carrying frames to be used by persons who must lift 
heavy loads. A thorough knowledge of structural and materials engineering is required to utilize the computer finite 
element codes for design engineering analyses. Material strength, ductility, stiffness, and fatigue life are primary 
areas of understanding to produce a suitable product of this nature. 
STRUCTURAL ANALYSIS 
The drawings of the design depict the foot adapter and ankle made of graphite epoxy composite material that is 
attached to an aluminum alloy vertical post. The interface of the ankle to the post is a spherical ball joint which 
provides for ankle rotations about all three mutually orthogonal axes. 
The modeling of the Copes/Bionic Ankle was initiated by the interactive development of the ankle geometry by 
Blaise Czekalski. This interactive model was then converted to the ANSYS computer code. A 3-D finite element 
model (FEM) of the ankle was then developed from ANSYS layered shell elements for the composite material, 
isotropic shell elements for the aluminum support plate, and isoparametric 20-node solid elements for the aluminum 
post. This FEM is described in Figure 1. It is comprised of 2300 elements with 45.400 total degrees of freedom. 
The composite material system for the design is T30015208, which has Union Carbide Thornel 300 graphite 
filaments that are impregnated in Narmco 5208 epoxy resin. The orientation af the filament layup for the ankle is 
f 30 degrees. The structural properties for this material that were used in the analysis are shown in Figure 2. Fatigue 
life predictions were determined from the fatigue curves for the calculated maximum stresses in the composite 
material [I]. For fatigue life of approximately one million cycles, the maximum calculated bending stress in the 
composite material should not exceed 50,000 psi. 
The Copes/Bionic Ankle assembly is installed into a foot structure. The foot adapter of the Ankle is restrained from 
flexing by the foot structure. The ankle flexes about the three mutually orthogonal axes like a human ankle. The 
ankle fiust be capable of rotating 20 degrees about the Y axis and 10 degrees about the X and Z axes, separately or 
simultaneously, with moments not to exceed 60 inch pounds. The number of the graphite layers and the orientation 
of the fibers in the composite elements must be adjusted to achieve the proper stiffness. 
,-, Bd1 Joint 
Figure 1. ANSYS Finite Element Model of CopesBionic Ankle 
Elastic Moduli EX = 33 (10)~  PSI 
EY = EZ = 2.1 (10)~  PSI 
GXY = 2.1 ( 1 0 ) ~  PSI 
GYZ = GXZ = 3.3 (10)6 PSI 
Poisson's Ratios N U Y Z  = 2.7 
NUXY = NUXZ = 2.7 
Thickness of Thornel300 graphite ply = 0.005 inch 
Figure 2. Structural Properties for the T30015208 Composite Material [2] 
ANALYTICAL RESULTS 
The front surface of the initial design of the ankle acted like a shear beam for rotations about the vertical and 
longitudinal axes and was therefore much too stiff to allow rotations of 10 degrees about these axes. 
Figure 3. ANSY S FEM of the Modified CopesIBionic Ankle, 
Showing Applied Loads and Constraints 
The FEM of the Copes/Eiionic Ankle was therefore modified to delete the center of the front curved part of the 
ankle so that it will resemble the aft curved part. The FEM of the proposed modification of the CopesEIionic Ankle 
is shown in Figure 3. To employ an iterative approach, the 24 graphite filaments were reduced to 8 for all of the 
ankle to approximate the desired flexibilities. The purpose of this modification was to allow the required rotations 
of the ankle within the moment resuaints. 
The required 20 degree rotation about the Y axis was imposed on the FEM of the modified Copes/Bionic Ankle. 
The resultant bending moment about the Y axis was calculated to be about 670 inch pounds, which is an order of 
magnitude too high. The bending stresses were also about an order of magnitude too high. Additional design 
iterations will be explored to hopefully achieve a level of the proper stiffness and stresses. 
CONCLUSIONS 
The Computer Aided Design application of the ANSYS structural code at the NASA Marshall Space Flight Center is 
providing valuable and essential assistance in the development of the CopesJBionic Ankle. The proof of the concept 
is greatly helped, and may result in the desired stiffness and adequate useful life. 
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ABSTRACT 
People suffering from degenerative hip or knee pints find sitting and rising from a seated position very difficult. 
'Ihese people can rely on large stationary chairs at home, but must ask others for assistance when rising from any 
other chair. An orthopedic surgeon identified to the MSFC Technology Utilization O f f i  the need f a  development 
of a portable device that could perform a similar function to the stationary lift chairs. The MSFC Structural 
Development Branch answered the Technology Utilization Office's request f a  design of a portable powered seat lift 
The device is a seat cushion that opens under power, lifting the user to near-standing positions. The largest 
challenge was developing a mechanism to provide a stable lift over the large range of motion needed, and fold flat 
enough to be comfortable to sit on. CAD 3-D modeling was used to generate complete drawings for the prototype. 
and a full-scale workng model of the Seat lift was made based on the drawings. The working model is of low 
strength, but proves the function of the mechanism and the concept 
INTRODUCTION 
This paper describes how the portable powered seat lift prototype was designed. It includes how requirements 
were derived and how they were met through the design of the prototype. Also included are the lessons learned from 
building and testing the working model and possible improvements to the design to make it lighter and less costly to 
manufacture. 
BACKGROUND 
People suffering from degenerative hip or knee pints find sitting and rising from a seated position very difficult. 
These people can rely on large stationary chairs at home, but must ask others for assistance when rising from any 
other chair. An o r t h m c  surgeon identified to the MSFC Technology Utilization Office the need for development 
of a portable device that could perform a similar function to the stationary lift chairs. The MSFC Structural 
Development Branch answered the Technology Utilization Office's request for design of a portable powered seat lift 
DESIGN REQUIREMENTS 
Engineers in the MSFC Structural Development Branch began the design process by developing functional 
requirements for a portable seat lift. These requirements were generated with the help of the orthopedic surgeon 
requesting the technology. The first requirement established was strength: The portable powered seat lift must 
support a load of 300 pounds with a factor of safety of 2 on yield. This requirement was established to prevent 
collapse of the seat lift during use and applies throughout the lifting range. The seat lift mechanism also must lift a 
300-pound weight from the fully closed position. Maximum lift time was decided to be 10 seconds. A maximum 
weight of ten pounds for the seat Lift was established. This weight was not met with the prototype design, as 
meeting the requirement of low cost and ease of fabrication were considered more important In addition to 
guidelines laid out by the orthopedic surgeon, this effort included research by MSFC engineers. The research 
included videotaping several people standing and sitting in front of a grid and entering the hip positions into the 
CAD system. This information was used for generating the range of motion requirement for the seat lift. 
CONFIGURATION SELECTION 
Several types of overall lifting schemes were considered, including crutch type lifts, a walker with a built in lift, 
and others. When the criteria of ease of use by most patients and portability were applied, the powered opening seat 
cushion configuration was selected. The seat lift configuration chosen has an unobtrusive, briefcase-like appearance 
when being transported and operation should be familiar to anyone who has used a powered lift arm chair. This 
configuration requires a slim overall height, but this height is still significant and may pose problems in some cases 
when the user sits at a low table. This choice of configuration also requires the user always to sit on the lift when 
they need its assistance, making comfort of the seat over long periods a concern. Use of the device in a chair on 
casters may pose problems, as there may be a tendency for the chair to roll back away form the user when lifting. 
PROTOTYPE DESIGN PHILOSOPHY 
Design of this prototype was based upon meeting the requirements for lift angle and height, strength, and overall 
size as described above. In addition to these requirements, the design was based upon production of one or two units 
using commonly available machine tools. No molds, dies, or special tools were required to build the prototype 
design. Cost was considered to be a major design driver, and simplicity of fabrication took precedence over weight. 
Further influencing the design was the intended use of the pmtotype as a test article to prove if the portable powered 
seat lift concept is technically and medically feasible. Because the powered seat lift prototype is intended for use 
with patients in a controlled and supervised testing environment, no effort was ma& to generate or meet safety 
requirements beyond simple structural strength. 
MECHANISM DESIGN 
Design of the mechanism proved challenging because of the large range of motion, high forces, and thin 
packaging envelope. Many different overall mechanism types and layouts were considered before the final type was 
developed (see figure 3). This mechanism features b n t  and rear facing arms, attached to shafts mounted in bearings 
on the stationary base, with the front arm crossing over the shaft for the rear arm. The front arm is pivoted behind 
the rear arm pivot, which allows both arms to be as long as possible. The two shafts on which the arms are pivoted 
are geared together with a ratio chosen to give the right amount of lift at the front and the rear of the seat. The front 
of the seat is pinned to the front arm, while the rear of the seat is supported by rollers pinned to the rear arm. The 
system of two arms and the seat has one degree of freedom and can therefore be controlled at any one location. The 
control location chosen for the mechanism is the rear arm shaft. Crank arms futed to the mu arm shaft are pinned to 
connecting links that are pinned to a slider on a track fixed to the base frame. The links and crank arms convert the 
linear motion of the slider into rotation of the shaft The position of the slider on the track is determined by an acme 
screw which runs through it. The screw is supported on thrust bearings and features a worm gear made onto its 
forward end The worm gear is driven by a worm directly connected to the motor shaft. This system has a large gear 
reduction which allows the use of a small motor. The large gear reduction cannot be back driven, so it will remain 
stationary unless the motor turns. 
VERIFICATION OF THE GEOMETRY 
The geometry of the mechanism was tailored to match the lift curve generated by a 5 foot 10 inch subject from 
the data. To check the validity of the design, two stationary wood models of the lift at different heights were made 
and tested subjectively by people of varying size. The results were as expected, so no changes to the geometry were 
made. The tests demonstrated that the increasing tilt of the seat as the lift progresses allows shorter users to be 
supported closer to the front of the lift, and taller users closer to the rear. The wood models also allowed us to learn 
that handles were necessary on the rear corners of the seat lift, and that under one of these would be a good location 
for the control switch. The width of the seat lift was also determined by use of the wood models. Originally, the 
planned seat lift width was as close to the width of a chair as possible, with minimum clearance for the chair arms. 
This was found to be a poor assumption, as the user's hands must fit between the seat lift and the chair arms as they 
hold the handles at the rear of the seat The width of the design was reduced to allow this clearance. See figure 1 for 
the overall dimensions and figure 2 to see the motion of the lift. 
DESIGN METHODS AND DETAILS 
In order to package the mechanism within the confines of the seat lift envelope without any interferences, a 3 - 0  
model of the entire assembly was made using Intergraph EMS computer aided design (CAD) software. Strength 
critical parts were first sketched and hand analyzed for strength, then sized and input into the CAD. Other parts 
which were not as highly loaded were sized in the CAD by clearance constraints. The solid modeling allowed 
clearances between all parts to be verified throughout the range of motion of the mechanism. As the design 
progressed, several &sign changes were incorporated as new problems surfaced. For example, a potential pinch 
hazard between the seat top and the base was eliminated by making the sides of the seat from soft closed cell foam 
(see figure 3). Pinching from the internal mechanism is also a consideration. The prototype design does not include 
protection for this type of pinching, as it is intended to be used as a development and test article only, and pinching 
could only occur with a deliberate and deep insertion of the hand into the opened seat lift. A production model may 
require a guard for certain parts of the mechanism. 
DESIGN DRAWINGS AND DOCUMENTATION 
Enghxing drawings of al l  parts and assemblies of the prototype design were made. The drawings were made 
from projected views of the parts and assemblies of the CAD solid model. There are over 90 sheets of drawings 
documenting the prototype design, which meet the MSFC drawing standards. 
WORKING MODEL 
A working model of the prototype design has been built which is very close in appearance and operation to the 
prototype, except it is of low strength. It was built at the MSFC model shop using the prototype drawings as a 
guide. The o v d l  dimensions of the model are made to the drawings, but the materials and tolerances are changed. 
The gears of the model are standard low-strength aluminum and brass, instead of the high-strength steel parts of the 
prototype. The model does use the same bearings, a similar aluminum frame, and identical electric parts as the 
prototype would. Similarity of the model to the prototype allows testing of the mechanism and electric system 
function for less cost than construction of the prototype itself. The model is a valuable demonstration tool for the 
portable powered seat lift as well as helping in the development of the prototype. 
Construction and testing of the model taught several important lessons. Building the model verified the 
assembly of the mechanism and electric hardware was possible without interference. Testing the model uncovered a 
problem with the original location of the limit switches which interrupt the circuits of the control switch when the 
lift reaches fully closed or fully open. The closed position switch was damaged by the rear arm whose position it 
was suppose to sense. This was because the mechanism had enough momentum to move slightly even after the 
motor power was cut This problem was solved by using a different type of limit switch and relocating both limit 
switches to operate by the position of the slider block, which has a much more controlled motion. The most 
important lesson of the model, however is that the motor originally selected is inadequate. This motor was selected 
based upon its advertised power output, light weight, small size and low cost alone. No curves of torque vs speed 
were available, as the motor came from a hobby shop. The motor makes very little torque at zero speed, where the 
powered seat lift requires maximum torque, and therefore cannot lift the necessary load. A different motor must be 
selected for the prxotype which meets the torque requirement 
POWER REQUIREMENTS 
The requirement of lifting a 300-pound load to the full extent of the lift in 10 seconds was used to calculate the 
required power of the portable powered seat lift. Power required to perform this task is 61 watts or about 1/12 horse 
power. Friction in the linkage can add significantly to the actual motor power required. No testing was available to 
quantify this friction, so an attempt was made to calculate it. Minimum motor power was determined to be about 
150 watts, but the accuracy of the calculations is still untested at this writing. The gear ratio can be varied between 
the motor and the acme screw, depending upon the speed at which the motor will run and its torque output. The 
prototype design has a reduction of 20:l from the motor shaft to the acme screw. The 20:l reduction allows the 
motor to lift the seat in 720 shaft revolutions, with a speed of 4320 revolutions per minute achieving the desired 
10-second lift. The torque requirement on the motor is 0.135 Nm (1.20 inch-pounds) minimum at startup to move 
the seat using the 20:l ratio, and neglecting friction. With the calculated friction, the motor should produce no less 
than 0.33 Nm (2.93 inch- pounds). These numbers can be adjusted for different speed m o m  and their required gear 
ratios, given that they produce the sufficient power. 
Large torsion springs were added to the prototype design to assist the motor, to balance the upward lift torque 
requirement and the lowering requirement. These springs are not required for the system to function if a motor is 
selected using the above criteria for motor power. Springs may prove beneficial in reducing wear in the mechanism 
by off loading about 70 pounds of the user's weight. The springs are then energized by the motor in the closing 
cycle of the seat lift making a more even split of work for the motor during opening and closing of the lift. 
RECOMMENDED PROTOTYPE DESIGN CHANGES 
The portable powered seat lift prototype design presented here is a good starting point for any effort to produce a 
production portable seat lift. The prototype design drawings are complete, but changes to the design should be made 
before even a prototype unit is built from them. These changes are mostly the result of learning from the model. 
The most important change is the selection of a different motor with proven torque capability and the moditic.ation of 
the motor mount and gear ratio to install it. The limit switches should be installed as they are now in the working 
model. It may be better to eliminate the springs provided the motor chosen has enough torque to start the lift when 
loaded. An area of concern is the friction in the plain thrust bearings retaining the acme screw. This friction has not 
been measured at this time, but a ball thrust bearing of sufficient strength should be considered as a replacement in 
this area. 
DESIGN IMPROVEMENTS FOR PRODUCTION 
Many changes in the design should be made to make it more suitable for mass production. These changes 
should be made in conjunction with other changes made based on knowledge gained from construction and testing of 
the prototype. Changes made for production only should focus on the areas of weight and cost reduction fist. To 
help meet these goals for the production design, molded reinforced plastic top and bottom halves for the seat lift 
should be considered. These parts are complex assemblies on the prototype and can be made easily in one piece after 
investing in the molds required to make them. The top may require the tracks on which the rear atm rollers rest and 
the bracket to which the front ann pins to be die cast aluminum parts co-molded into the plastic shell. A similar 
solution could work on the base plastic shell and the metal frame which supports the mechanism. The aluminum 
frame supporting the shaft bearings and motor could be cast in one piece instead of machined from billet and welded 
into an assembly as in the prototype. Each arm, with its attached shaft and gear could be made in one net shape 
piece using powdered metallurgy. The large shafts could be made hollow, and the shaft gears do not have to go all 
the way around, as only a partial rotation of each is made. Smaller shaft bearings and bearing supports may also be 
possible. A study should be made to determine if springs in conjunction with a smaller motor would have a weight 
and cost advantage to a larger motor without assist springs. Taking into account all the areas for possible weight 
savings, the target weight of 10 pounds can be met, and perhaps significantly undercut. 
DESIGN LICENSING 
The portable powered seat lift prototype design is the property of NASA and a patent application will be filed to 
protect the key design features. Prospective manufacturers are encouraged to contact the MSFC Chief Patent 
Council, CCO1, MSFC Alabama 358 12 for licensing information. 
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ABSTRACT 
This paper presents a description of a microcomputer based software package, called DYNAMAN, which 
has been developed to allow an analyst to simulate the dynamics of a system consisting of a number of mass 
segments linked by joints. One primary application is in predicting the motion of a human occupant in a vehicle 
under the influence of a variety of external forces, specially those generated during a crash event. Extensive use of 
a graphical user interface has been made to aid the user in setting up the input data for tk simulation and in viewing 
the results from the simulation. Among its many applications, it has been successfully used in the prototype design 
of a moving seat that aids in occupant protection during a crash, by aircraft designers in evaluating occupant injury 
in airplane crashes, and by users in accident reconstruction for reconsaucting the motion of the occupant and 
correlating the impacts with observed injuries. 
DESCRIPTION OF SIMULATION SOFTWARE 
The software developed and used by us in occupant simulation is called DYNAMAN. This package consists 
of the following modules: 
1. A prepmmsor that enables the analyst to interactively set up an input data file or to modify an 
existing data 6le that is needed to carry out the simulation. 
2. A simulation module which accepts the input file that was created using the preprocessor, and 
produces output files that contain various dynamic variables that describe the three-dimensional 
motion of the occupant, e.g. accelerations, displacements, contact forces, etc. (The simulation 
module is essentially the ATB Version 4.2) 
3. A postprocessor that can be used to view the output of the simulation module in pictorial, 
graphical, and tabular forms. 
4. A program to estimate dimensions of a human occupant based on sex, weight and height. 
The software package will run on 80386- and 80486-based personal computers under DOS 3.xx and above. 
Both ldbit and 32-bit versions are available. In addition, a workstation version has been developed, which will 
work on a Silicon Graphics Iris workstation. 
Elements of Simulation Inwt 
In order to simulate the motion of a vehicle occupant or pedestrian, the following broad categories of 
information are required: 
1. Geometric and inertial properties of the occupant; 
2, Motion of the vehicle; 
3. Environment around the occupant; 
4. Definition of functions for the interactions; 
5.  Definition of contacts between occupant and environment; 
6. Initial position of the occupant; 
7. Integration and output parameters to run the simulation module. 
The DYNAMAN prepmessor is used to set up the various input data required to ND a simulation. 
Typically tbese input data are read in from p~eviously created files, and the input parameters are changed to produce 
a new ioput file. Tbe pnpmcessor use a variety of menus, tables, dialog boxes, and g q h i c s  for both displaying 
the data d for acceplhg the user input Figrue 1. shows the menu from the primary screen of the DYNAMAN 
package which provides access to the different DYNAMAN p r o m .  
%WWN OUTPUT POSTPROCESSOR 
GWWATE BODY DIMENSIONS 
Cnm OPTIO1(S 
Figare 1: Primary Menu of DYNAMAN 
Hgure 2. shows a screen displaying a data table of information describing the various segments defined in a 
particular simulation. It shows the values of such things as segment masses and moments of inertia. l k  user can 
move to any field (like in a spreadsbeet) and change the value by entering a new number. 
Figwe 2: Screen for Defldng Segment Data 
In the next sectiom, we will discuss eacb of the broad categories of data listed above. 
Geometric and Inettial hoDemes of tbe Occupant 
The vehicle occupant in DYNAMAN is modeled as a number of segments that are connected by joints. 
Eacb body segment and joint is identified by a number and a mnemonic assigned to it. The maximum number of 
segments you can use currently to model the crash victim is 60. 
The principal source of validated data for occupants come from testing done on aathropometric test devices 
(ATD) or crash test dummies. Occupant input data may dso be obtained from tbe BODGEN program which 
accesses a database of occupant size data. This database was created from a study of several thousand male and 
female volunteers of ctifferent age groups and from a large sample of childnn. ?be softwan estimates tbe 
dimemions of an occupant of specified sex, weight and height b m  ~ g ~ e s s i o n  equations set up for each of the body 
segment8 that am used in tk simulation software. 'Ibe BODGEN prognun is derived Erom tbe GEBOD program. 
Each body segment can be described fully by definiag its weight, moments of inertia and the orientation 
of its principal axes. In addition each body segment also has one or more contact ellipsoids attached to it. Tbese 
ellipsoids are desuibed by their semiaxes and location of tbeir centers. The ellipsoids are used in determining the 
contact forces generated wben contacts between body segments and vehicle interior planes exist. 
Joints are used to connect body segments to each other. There may a number of different linked systems, 
each system consisting of a set of segments connected together, but the systems themselves being distinct from each 
other. Different kinds ofjoints can be defined to constrain the relative motion between the connected segments. The 
joints can model a hinge, a ball and socket or a more complicated type of motion. The torques required to rotate 
tbe adjaent segments at a joint in various dhections are input into the model. 
Vehicle Motion 
Tbe motions of upo six different segments can be specified in DYNAMAN. These motions determine the 
crash event in which the occupant is placed. The motion can be specified as unidinctional or with full 6 degrees 
of freedom. The initial location and orientalion of the segments undergoing the prescribed motion can also be 
specified. 
Environment Around the Occu~ant 
The environment to which the occupant is exposed may consist of one or maoy of the following: 
1. Vehicle contact planes: Each contact plane that is defined can be allowed to contact my defined 
segment during the course of the simulation. 
2. Belt restraint systems: A belt restraint system can be made up of several hamesses each cotrsistiog 
of a number of belts. Several belts may be joined together at tie-points. Each belt can be in 
contact with a number of segments at several points. 
4. Airbag restraint systems: The airbag is modeled as a suetchless ellipsoidal bag and it interacts with 
contact ellipsoids attached to selected occupant segments and reaction panels on the vehicle. 
5.  Constraints: These are distance constraints imposed on the relative motion between a pair of 
segments. You can constrain a specified point (a) on a segment to move, in such a way that there 
is a constant distance (this distance can be zero) between it and a point (b) on another segment. 
6. Spring-dampers: You can use a springdamper combination to connect two segments. One 
situation where you might like to use a spring-damper combination is when you want to model the 
thorax as two segments (spine and sternum) connected by a springdamper combination. You can 
then evaluate chest deflection. 
7. External forces and torques: You can apply specified forces and torques on prescribed points of 
a segment. 
8. Additional contact ellipsoids: These may used to model the contact between certain segments with 
greater fidelity. 
9. Joint mtoring forces: Joint restoring torques ;ue defined as functions of the joint flexure angle for 
specified joint azimuth angles and are used to model the joint torques with greater detail than given 
by a simple joint torque coefficient. 
Definition of Functions 
A number of functions an required which define the interaction between various body segments and the 
environment, and possibly between two different body segments. 
The contact between a plane and a segment (or between two segments) is governed by the forcedeflection, 
inertial spike, energy absorption, permanent deflection, and friction coefficient functions that must be d e f i d  by the 
user. Functions which describe the stretch characteristics of the belts can also be defined, as well as, the deflection 
characteristic of a segment with a belt. Tbe screen setup for entering function data is shown in Figure 3. 
F i r e  3: Windows DeEining Function Values 
Contact Definitions 
The actual contacts that will be allowed between different planes and contact ellipsoids have to be defined 
by the user. Similarly the characteristics of each contact point of a belt have also to be &tined. contacts between 
segments and the airbag an: also &fined 
Initial Position and Belt Position 
The preprocessor allows the user to interactively set up an initial configuration where the reaction forces 
from the initial contacts with vehicle planes m reduced to a minimum. TIE appearance of the screen for this 
procedure is shown in figure 4. 
Figure 4: Initial Position Screen 
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A similar graphical procedure is used to mate and position harness belts about occupant segments. The 
user can insert, delete and move points defining a belt using a fully graphical interface. 
Integration and Out~ut Parameters 
In order to properly control the numerical features of the simulation model, the program requires the user 
to define several parameters. These are the initial integration step size, and the maximum and minimum integration 
step size and the length of the simulation. 
The DYNAMAN postprocessor allows the user to view the output in a variety of ways. One can get 
pictorial, graphical and tabular output information fiom the simulation module. The output can be tailored to one's 
requirements by defining the type of information needed, and the interval between two successive points when output 
is produced. Pictures from two simulations can be compared, e.g. to see the effect of varying a parameter. Plots 
from one or more simulations can be compared with experimental data directly through the postprocessor. Options 
are available to produce pictures and plots according a number of user defined formats. Hard copies of the pictures 
and plots can be made on laser printers and plotten. 
APPLICATIONS 
DYNAMAN has been used in a number of different areas by both government researchers and commercial 
clients. Some of the major areas of application are in accident reconstruction, as a tool for measuring injury potential 
during a crash event, and in the design of vehicle components such as seats and airbags, and 
Reconstruction of Accidents 
One major application of DYNAMAN is in the reconstruction of accidents. Tbe flowchart given in Figure 
5. describes the steps usually involved in setting up a simulation with the DYNAMAN occupant simulation program 
in order to model a real life accident. 
Hospital Data 
Occupant Type 
Accident Investigation Data 
Crash Reconstruction 
View Crash pulses from test 
obtain magnitude and duration 
of pulse. 
Search Data Base for tests 
with similar vehicles and 
test conditions. 1 
Set up DYNAMAN input 
data. 
Compare segment accelerations 
and contact force with injury 
descriptions 
1 
Examine Damage data 
from tests 
Poor correspondence Modify input data 
-




with case data - 
Perform parametric runs 
Broaden search 
criteria 
Store results from DYNAMAN 
simulations 
F i e  5: Methodology for Accident Reconstruction 
An example of an accident reconstruction simulation of a belted driver of a pickup buck which hit the side 
of another vehicle at about 40 mph. Figures 6 and 7 show tbe state of the occupant at a time just prim to the crash 
and 150 msec after the crash. 
Figure 6: Side View at 0 msec Figure 7: Side View at 150 msec 
Iniwy Evaluation 
DYNAMAN bas been employed in evaluating the injury potential during a variety of crash events. Apart 
from vehicle cmhes, it has been used in aircraEt and helicopter crasbes, as well as, pilot ejection. Figure 8 shows 
an example of the motion of helicopter pilot sitting in an energy absorbing seat during vertical crash, The position 
of tk pilot and seat at two points in time are shown. 
F i e  8: Simulation of Pilot during a Helicopter Crash 
Figure 9 shows the motion of a pilot being ejected from an aircraft. Again, it shows the pilot and ejection 
seat at two time positions, but this time the two positions are superimposed on the same frame. 
Figure 9: Simulation of Pilot Ejecting from Aircraft 
DYNAMAN as Desian Tool 
DYNAMAN can be used as a tool for formulating the basic design of such devices as airbags, child seats, 
and belts. For such a pupse ,  the basic simulation is conducted with input based on known parameters for the 
system under consideration. A number of design parameters are then identified, and a series of simulations are done 
by varying the values of the specific design parameters. From the matrix of simulations, the set of design parameters 
that provide the best degree of safety with an optimum level of comfort are then selected for producing a prototype 
of the device. 
As an example, in the &sign of a child seat, DYNAUAN can be used to determine appropriate ranges for 
child seat weight and geometry, its seat cushion characteristics and its restraint system. figure 10 shows output from 
a simulation with the child seat at the point of maximum excursion. 
Figure 10: Simulation of Child in Child Seat 
DYNAMAN has been successfully used in the design of a car seat which will undergo a motion during a 
crash event. The seat motion was designed to produce a lowering of the injury potential of the occupant, as 
compared to a non-moving seat. 'Ibe seat motion can be optimized to work with other restraint systems such as two- 
point belts and airbags. Figure 11 shows a setup of an unbelted driver with a driver side airbag. 
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ABSTRACT 
A unit that allows text entry with only one hand has been developed, and holds the promise of allowing 
computers to be truly portable. It is unique in that it allows operation in any position, freeing the user 
from the traditional constraints of having to  be seated near a desk. This handheld, chord-key-based unit 
can be used either autonomously for idea capturing, or tethered to  a personal computer and used as  an 
auxiliary keyboard. Astronauts, journalists, the bedridden, and anyone else normally barred from using 
a computer while on the job could also benefit from this new form of man-machine interface, which has 
been dubbed the "Data Egg". 
INTRODUCTION 
As computers continue to shrink in physical size and grow in raw CPU power and memory, a new problem 
has been thrust upon designers within the last five years: traditional keyboards dictate that the unit must 
retain the minimum physical dimensions of the keyboard, lest the keyboard becomes unusable. In short, 
the packaging becomes the machine's own 1 / 0  bottleneck. Examples of this limitation can be found in 
today's popular "pocket organizers", such as the Sharp Wizard, the Casio B.O.S.S. and Hewlett Packard's 
HP 95LX palmtop PC. In all these units, the inadequate keyboards severely curtail access to their 
otherwise powerful features. 
Many attempts to attack the problem of general keyboard inefficiency have been made in the past, most 
notably by IBM who developed a new method of text entry for the stenographer called the Chordian 
keyboard. In addition, voice recognition, handwriting analysis, and several variations of the Dvorak 
keyboard (which re-arranges the letters in a standard QWERTY keyboard so  that the most common 
letters are actuated by the strongest fingers) have all been studied. 
Most of these keyboardalternativesdonot address thenewest technology-induced problem: how to insure 
that a computer's accessibility is not proportional to  its size. 
A UNIQUE SOLUTION: T H E  AgendA 
One solution to the input problems of these smaller computers came from a firm in the UK called 
Microwriter Systems, plc. They've created a unique 'personal organizer' that could be operated with 
one hand. The device,called the 'AgendA', was similar in function to the popular Sharp Wizard and Casio 
B.O.S.S. organizers, and attempted a brilliant work-around to these products' biggest deficiencies: their 
tiny and unusable keyboards. (Figure 1.) The AgendA possessed seven large buttons (three for  the thumb, 
one for each of the remaining fingers). Pressing different combinations of these buttons resulted in the 
generation of all characters, numbers, and commands necessary to enter  and extract information. The 
alphabet was easy to learn, thanks to clever mnemonics and other memory jogs which associate finger 
position with the character's shape (see Figure 2). 
The AgendA's biggest problem was that its design needlessly anchored the user to  a desk and a chair, a 
fault shared by the rest of today's text-entry schemes. Despite its small size and portability, it cannot be 
used extemporaneously while walking, driving, or other times when thoughts pop into users' heads. A 
solution to this long-standing problem sprung up last year when I proposed a version of the AgendA that 
didn't require a flat surface. Basically, the seven-button scheme was kept intact and wrapped around a 
shape that was easy for  the hand to hold, such as an egg. 
The resulting solution, dubbed the 'Data Egg', turned out to solve many problems unaddressed by today's 
technologies. When used by itself, it can capture ideas that pop up while in transit - ideas that would 
normally evaporate by the time one got around to writing them down. When attached to a PCand another 
display device, it can provide a superior computer interface to those who are bedridden. The resulting 
'Bedridden Workstation' has also been prototyped, and is described later in this article. 
To date, two working versions of the Data Egg have been constructed. The software which drives it 
accommodates both the autonomous and tethered modes described above, and provides a general 
framework for  application expansion. 
T H E  EGG EVOLVES 
The original Data Egg idea took a plastic Easter egg and glued seven buttons and a strap around it, a 
device custom-tailored to my hand (see Figure 3). After months of typing on it, the egg-shaped device 
soon wasdeemed too bulky and the strap, although helpful, was a nuisance. The newer version resembles 
a beeper, and is worn on the belt when not in use, always handy. 
Often while working on important projects, one of my biggest frustrations would be that, at  the most 
unpredictable times, my already over-burdened mind would come up with the infamous "Oh, one more 
thing ..." or "Whoops! I forgot to...". These thoughts usually occurred during inconvenient times, such as  
while driving or  walking to  and from the office. The big irony was that during those times I had a laptop 
computer close by in my briefcase, but 1 couldn't access it because I wasn't sitting down and immobile. 
Using the Egg's Autonomous mode, it is possible to capture just about any idea regardless of the activity. 
The user's eyes never have to leave what they're doing. When a mindstorm occurs a t  three in the morning, 
the Data Egg allows the semi-conscious mind to record thoughts with a minimum of movement and effort, 
something not possible with pen and pad. 
After a year of practice, my "typing" speed on the Data Egg has hit an average of 30 words per minute. 
While this can in no way compete speed-wise with conventional typing or talking into tape recorders, it 
does provide a silent and non-burdening alternative to these standard solutions. 
I have personally used the Data Egg in the field for over 18 months to  capture my random ideas as well 
as  important factiods that come up in conversation. It also allows me to  type complete memos and letters 
during my otherwise monotonous commute to and from home. 
den Work- 
The other Data Egg mode, 'tethered', provides for  the Bedridden Workstation, and allows those lying 
down to have complete access to a standard PC and all the software it runs. The idea was inspired about 
two years ago when a fellow programmer had back trouble and wasn't able to  use a computer until he 
recovered. 
Using a computer while lying down is a pain. The head must be propped up by a pillow to  see the screen, 
and the keyboard has to rest on the user's stomach, which requires the hands to type at incredibly fatiguing 
angles. Realizing that it shouldn't be necessary to  have a healthy back in order to  use a computer, the 
environment illustrated in the top of Figure 4 was envisioned. 
The Bedridden Workstation is formed by tethering the Data Egg to a larger computer, and incorporating 
an innovative display device (described below) for  full-screen feedback. In use, text is typed in with the 
- 
hand lying comfortably at the user's side, while a TSR (Terminate and Stay Resident) program on the PC 
takes the ASCII and function codes generated by the Data Egg and "presses" the appropriate character 
on the computer's keyboard. The TSR program, written in Turbo Pascal, is general enough to  allow 
popular software like Wordperfect (which uses obscure ALT- and SHIFT-Fn key combinations), Lotus 
1-2-3, Procomm, and Framework to be used by remote control. 
The key component to the Bedridden Workstation is the Private Eye display device. Rather than placing 
a CRT in front of the user, the Private Eye instead places a small box an inch in front of the user's eye, 
which projects a virtual image of the PC's screen that "hovers" about five feet in front of the user (but 
remains invisible to outside observers). When combined with a PC  and the Private Eye, the Data Egg 
allows the user to perform information editing in addition to the information capturing possible in 
Autonomous mode. This combination of peripherals finally allows the bedridden to have comfortable 
access to the PC and all of its software. 
CONSTRUCTION AND EVOLUTION 
As previously described, the first working Data Egg model consisted of a plastic Easter egg and an elastic 
strap to  secure the egg to  my hand while typing. A small cable took the pushbutton signals to a small, 
battery-powered single-board computer, which wasn't quite small enough to fit inside the egg. 
Although this setup made for a convenient development environment, some of the egg's drawbacks soon 
surfaced. The elastic strap made it easy to type while lying down, but also made it difficult during 
everyday life to quickly put on and take off. This isgood for  certain applications, but tocreate an instantly 
accessible tool, it became clear that a new design without a strap would be necessary. 
The Egg also had another problem: the shape was far  from universal when it came to accommodating 
different hand sizes, and could be used only by those who were right-handed. These two drawbacks 
would be disastrous if such a one-handed text entry product were t o  becomea viable commercial product. 
LJay models 
About a dozen clay prototypes of shapes were created to  try to solve the problems of accommodating two 
hands without a strap, and yet be just as  comfortable to use. Figure 5 shows some of the shapes which 
emerged from the brainstorming phase. 
One of the experimental shapes didn't rely on fingertips at all, but rather was actuated by the first joints 
of the fingers (plus two buttons for the ball of the thumb). This meant that a smaller shape could 
accommodate a larger diversity of hand sizes, and make the device both easier to hold and less 
cumbersome to carry. The clay model demonstrating this concept eventually led to  the development of 
the "Data Beeper", shown in Figure 6. 
The B e e ~ e r  Hardware 
The Beeper consists of a hollowed-out Motorola pager, with finger buttons along its long edge and three 
buttons on top for  the thumb, one of which is actuated by the thumb'sfirst joint. All of the buttons have 
been physically customized to some extent, giving just the right "feel" and travel to ensure that the beeper 
could be securely held without accidentally typing a character 
Inside the beeper is an 8051-derivative CMOS microprocessor, 32 KB of battery-backed, non-volatile 
RAM, an analog-to-digital converter f o r  checking supply voltage, a serial port, and two L E D s f o r  local 
feedback. Located on the top plate of the unit, these LEDs indicate battery strength, confirmation of 
commands, and acceptance of text input. Because society instills a great deal of power in personal pagers, 
the  beeper version of the  Data Egg also includes a "beeper", an audio oscillator that emulates the  personal 
pagers and empowers its owner to  escape boring meetings. 
The only thingmissingfrom the beeper design is the inclusion of a liquid crystal display for  local feedback; 
this was left out of the first prototype because of space constraints and the extra software complexity it 
would entail. It will definitely be included in the  next version. 
Normally, when the device is being carried, it is only used to  generate ASCII text. The alphabet has been 
expanded, however, to include every character and key combination recognizable by the BlOS of an  IBM 
P C f o r  the times it is tethered to  a desktop computer. (To  bypass the 128-character limitations inherent 
in the  seven-button scheme, some of these combinations a r e  achieved via two-keystroke commands.) Six 
additional commands a re  responsible fo r  switching modes, dumping text to  the built-in serial port, 
clearing memory and running diagnostics. An on-board analog-to-digital converter also keeps track of 
the battery's voltage, and gives about a week's worth of warning before it goes "dead" (below 5.2 volts) 
by flashing cither a red or green L E D  during power-up. 
WHY NOT A T A P E  RECORDER? 
T h e  Data Egg has  a few advantages over using a pocket tape recorder, which is the current tool of choice 
for  people who work in creative fields: 
- No transcribing is needed to  achieve paper output (although the text often has to  be polished once 
downloaded t o  a PC),  
- Can interface directly to a computer (when tethered to  a PC, as  in the Bedridden Workstation), 
- Discreet operation. The user doesn't call attention to himself while a t  the symphony. 
The problem of sorting the idea fragments once they get downloaded into a PC is greatly aided by a 
software package called Lotus Agenda (not related t o  the original Microwriter AgendA from which the 
Data Egg idea came.) It automatically searches the input stream and recognizesnotes to  make calls, meet 
with people, and even picks out familiar names. It then allows all this linked information to  be sorted and 
viewed in many different ways. The two make an ideal team for  taking scraps of thoughts and turning 
them into useful lists. 
In the long run, I believe that voice input, coupled with computer conversational skills being developed 
by linguist researchers worldwide, will be the  ultimate in "intuitive" and friendly user interfaces in the 
future,  with no  typing skills to  master and no  narrow command sets to  memorize. The  Data Egg is not 
meant tocompete  withvoice recognition technology. Rather,  I see it a s a  useful complement to  facilitate 
the quiet capture of ideas while away from the workplace. 
F U T U R E  PLANS 
There  a re  many other features  that an ideal computing companion should possess, but which modest 
fabrication resources preclude. Some of the items on my wish list, in order  of importance, include: 
Incorporate a multi-line L C D  screen fo r  local feedback. 
- Embed a speech synthesizer chip, which would provide speaking-impaired individuals with a text- 
or phoneme-based synthesizer that is not bulky and cumbersome as a r e  today's offerings. 
- An improved shape which is operated by the first joints of the fingers (and the ball of the thumb); 
this would make it easier to  hold, smaller, and more likely to accommodate different hand sizes. 
- Integrate a mouse function into the hand-held device as  shown in Figure 7; it will then be possible 
to operate mouse-based applications with just one hand instead of three. 
- Software improvements: 
- Password protection for  secure files. 
- Routine for  pocket modems. The user should be able to hook the Data Egg to a phone line and 
have it automatically log in and download your notes to  your main computer. 
- Clock/calendar/alarm; which would provide standard alarm/programmable timer 
functions in addition to  the current ability of providing a date and time stamp on all data 
dumps. 
- Far future: When memory becomes even denser than it is today, the Egg's information 
capturing abilities should be expanded to include digitized voice recording and, with the 
inclusion of a lens and charge-coupled device array, a point-and-shoot electronic imaging 
camera. The ability to capture text, sound, and images would make it the dream tool of 
a journalist o r  anyone wishing to easily document the times of their life. 
CONCLUSION 
Over the past year and a half, the Data Egg's Autonomous mode has become a s  important for  me as  the 
pocket tape recorder is for  poets, producers, and those in other creative professions. About 90% of its 
value lies in its instant accessibility, the other 10% in its discreetness of operation. 
Let me emphasize that I am not of the mindset that "every spare minute must be filled up  with something 
productive or I'll explode". Mentalities like that only serve to  raise blood pressure and reduce the quality 
of life outside the office. The Data Egg is driven by quite the reverse philosophy: If your mind is going 
to  be racing with a billion ideas anyway, it would be a waste to  allow them t o  evaporate. A s  long a s  my 
brain insists on coming up  with important thoughts at inconvenient times, I will continue t o  want such an 
idea-capturing device a t  my service. 
- The research described in this paper was carried out by the Jet  Propulsion Laboratory, California 
Institute of Technology, under a contract with the National Aeronautics and Space Administration. 
Special thanks to Jeff Shaw from the Art  Center College of Design for  his work on the more marketable 
shape. 
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Figure 1 
The AgendA's (above) method of typing 
allowed simultaneous support of scholarly 
and culinary activities. All single-handed 
solutions to date (including Industrial 
Innovations' experimental "Data Hand", 
below) share the same arbitrary limitation: 
they can only be used while sitting down. 
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Figure 4 
A computer workstation for the 
bedridden emerges when the 
Data Egg is combined with a 
virtual display device called the 
Private Eye. Text is typed in 
via one hand lying at the user's 
side, while a TSR (Terminate 
and Stay Resident) program on 
the PC "presses" the appropriate 
character on the computer's 
keyboard. The Private Eye 
projects a virtual image of the 
PC's screen which "floats" about 
five feet in front of the user. 
The resulting Bedridden 
Workstation allows those with 
back problems to have complete 
access to any commercial 
software for the PC. 
Figure 5 
Examples of shape ideas 
resulting from the 
brainstorming phase. 
(Drawings and fiberglass modcl 
designed by Jeff Shaw, Art Centcr 
College of Design.) 
Figure 6 
A functioning prototype of the Data Egg is 
disguised as a beeper, which is a socially 
acceptable device to carry. Inside the unit is an 
8051 microprocessor and 32K of non-volatile 
RAM, which can capture text and download it to 
a computer via a bult-in serial port. Because of 
its enhanced portability, the Data Egg can 
capture ideas wherever the user might be; ideas 
that would normally evaporate while walking, 
driving, or resting. 
1:igur.e 7 
Data Egg/Mouse hybrid allows the 
use of a graphical user interface 
with one hand instead of three. 
Figure 8 
The Data Egg promises new freedom for 
text entry and computer access. 
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ABSTRACT 
Developed for the NASA Johnson Space Center Space and Life Sciences Directorate by GE Govenlment 
Services, the Microcomputer Integrated Real-time Acquisition Ground Fquipment (MIRAGE) system is a portable 
ground support system for Spacelab life sciences experiments. The MIRAGE system can acquire digital or analog 
data. Digital may be NRZ-formatted telemetry packets or packets from a network interface. Analog signals are 
digitized and stored in experiment packet format. Dam packets from any acquisition source are archived to a disk a$ 
they are received. Meta-parameters are generated from the data packet parameters by applying mathematical and 
logical operators. Parameters are displayed in text and graphical form or output to analog devices. Experiment data 
packets may be retransmitted through the network interface. Data stream definition, experiment parameter format, 
parameter displays, and other variables are configured using spreadsheet databases. A database can he developed to 
support virtually any data packet format. The user interface provides menu- and icon-driven program control. The 
MIRAGE system can be integrated with olher workstations to perform a variety of functions. The generic 
capabilities, adaptability, and ease of use make the MIRAGE a cost-effective solution to many experiment data 
processing requirements. 
INTRODUCTION 
This paper describes the overall design, major features, and possible applications of the Microcomputer 
Integrated Real-time Acquisition Ground Equipment (MIRAGE) system. The MIRAGE system provides a portable, 
self-contained unit capable of data acquisition, monitoring, analysis, archival, playback, and network transmission. 
The MIRAGE can acquire RS449 synchronous serial NRZ-formatted Spacelab downlink telemetry data transmitted 
from a High-Rate Demultiplexer Interface (IIRDI) or as Consultative Committee for Space Data Standards 
(CCSDS) packetized data from a network interface. Analog input signals can he acquired and inserted into data 
packets. Meta-parameters are generated from the data packet parameters by applying mathematical and logical 
operators. Data parameters are displayed in text and graphical form in a Macintosh window environment. Selected 
parameters are output to strip chart recorders or other analog devices through a digital-to-analog interface. 
Experiment data packets may be transmitted through the network interface. The MIRAGE also accepts IRIG-A 
formatted time input through a Macintosh serial port. Data stream definition, experiment parameter formats, and 
other variables are read into the program from spreadsheet databases. The Macintosh user interface provides menu- 
and icon-driven program control. Experiment data acquisition and processing are supported during baseline data 
collection, experiment hardware bench testing, and real-time support of flight experiments. Archived data are 
played back and analyzed postflight. The MIRAGE can be integrated with other data acquisition and analysis 
systems to perform a variety of experiment data processing functions. 
The MIRAGE is being used initially to support the Baroreflex experiment on the Gennan D-2 Spacelab mission 
(STS-55) scheduled to fly in February, 1993. The objective of the Baroreflex experiment is to measure the 
sensitivity of the carotid sinus baroreceptor reflex during spaceflight to determine the effect of weighllessness on 
normal cardiovascular reflex control mechanisms. Princip?l Investigators at the German Space Operations Center 
will use a MIRAGE system for real-time data acquisi6on, display and cmalysis during the mission [I]. The 
MIRAGE will also be used in bench testing of experiment hardware, and during preflight and postflight baseline 
data collection. It will also be used to play back, analyze, and transform archived data. 
OVERALL DESIGN 
The original design specifications for the MIRAGE system were created to support the Baroreflex experiment. 
During the early design phase, it became clear that by selecting the right hardware and using a modular, object- 
oriented approach to software development, the MIRAGE could become a flexible, powerful system capable of 
operating in a wide range of data acquisition environments. Some of the desired features of the MIRAGE system 
that were combined to meet this goal an: listed below. 
Easy to use 
Easy to maintain and modify 
Possess real-time, multifunction capabilities 
Acquire data from several sources 
Support multiple experiment data streams 
Generic data displays to handle a wide variety of data 
Use preexisting software and off-the-shelf hardware where possible 
Provide real-time and post-time data analysis 
Provide data playback capability 
ut Data F a  
The original design specifications for the MIRAGE required that it support the acquisition and processing of a 
synchronous serial NRZ-formatted data stream generated by an experiment payload microcomputer at a minimum 
bandwidth of 32 kilobits per second. The data stream is formatted into High-Rate Multiplexer (HRM) frames [2]. 
In this format the data bits are formatted into 12 or 16 bit words. The words are grouped into minor frames. A 
minimum of four minor frames are grouped into major frames. Each minor frame begins with a standard 6-byte 
header. The first 32 bits of the header are a 24 bit sync word and 8 bit minor frame number used for frame 
synchronization. Data parameters are stored in the remainder of the minor frames. Data parameters may or may not 
be major-frame repetitive; ones that are not repetitive are indicated by bits set to indicate the presence or absence of 
particular parameters in the major frame. Upon acquisition by a ground system, major frames are grouped into 
packets of one or more major frame per packet. The MIRAGE system can be configured to acquire packetized 
digital data in other formats. 
Up to sixteen analog channels can be input into the MIRAGE system. Samples of the signals are digitized and 
stored in digital data packets. 
The MIRAGE system was initially developed on a Macintosh IIfx platform. The MIRAGE software will run on 
any Macintosh with a Motorola 83020 or higher processor and at least 2 MB of internal RAM memory; however, at 
least five NuBus slots are necessary to install the boards required for a full-function MIRAGE system. Macintosh 
system software 6.0.5 or higher is required. A HRDI box is necessary to acquire Spacelab downlink telemetry data. 
Digital and analog data acquisition and analog data output are supported with four NuBus boards manufactured 
by National Instruments [3]. An NB-DIO-32F is used to receive data directly from a HRDI. A slight modification 
to this board is made to provide handshaking capability with the HRDI. An NB-MIO-16L provides up to eight 
differential or sixteen single-ended analog input channels. An NB-AO-6 analog output board provides up to six 
channels of analog output. An NB-DMA-8-G provides Direct Memory Access (DMA) transfers to speed up the 
digital and analog acquisition processes and the analog output process. National Instruments provides low-level 
drivers for the boards. 
An Ethernet controller card is used to support data acquisition and transmittal over Ethernet using DECnet 
protocol. An 8 bit, 256-color graphics video board and color monitor (16 inch or larger preferred) provide high- 
resolution graphics display. An internal hard disk is used as a boot disk, and also holds the MIRAGE software. An 
external, removable-cartridge Small Computer System Interface (SCSI) disk is used for data archival. A Graphtec 
WR7700 eight-channel analog strip chart recorder is used to provide hardcopy strip charts. Ally printer connected to 
the Macintosh locally or on a Local Area Network (LAN) can be used for printed output. 
Figure 1: The MIRAGE System Architecture 
The MIRAGE system software was developed on the Macintosh platfonn using Apple's Macintosh 
Programmers' Workshop C. A modular, object-oriented approach to software design was used to assure ease of 
modifmbility and maintainability. Necessary use of the Macintosh toolbox, however, means the MIRAGE software 
is not directly transportable to other systems such as DOS-based Personal Computers. 
The MIRAGE software makes use of the vertical retrace interrupt service provided by the Macintosh toolbox to 
support real-time functionality. The MIRAGE software also uses National Instrument's library of function calls to 
control the NB boards. DECnet for Macintosh software is used to provide DECnet protocol interface to the Ethernet 
controller hardware. A third-party library of charting functions integrated with the MIRAGE software to provides 
X-Y plots. 
See Figure 1 for an illustration of the MIRAGE software and hardware architecture. 
The MIRAGE configuration database is created using Microsoft Excel. The database consists of several tab- 
delimited text spreadsheets, arranged into folders on the disk the MIRAGE software resides on. The MIRAGE 
database is used to define the MIRAGE system defaults (fonts, colors, etc.), experiment-specific hardware 
configuration, data stream format (stream data rate, packet frequency, etc.), acquisition defaults, experiment 
parameter format (packet location, extract masking information, etc.), display formal and analog input and output 
characteristics. 
Figure 2 gives a representation of the data flow through the MIRAGE system. There are three external sources: 
the Macintosh user interface, the experiment database, and the experiment data source. The user enters experiment 
stream, parameter, and display data into the experiment database. Through the Macintosh interface. to the MIRAGE 
application, the user controls at runtime the experiment data source and other application functions. The user can 
choose the HRDI, DECnet, or analog acquisition functions. Data can also he played back fmm an archived disk file. 
The data acquisition portion of the program reads data from the specified external data source and, based upon 
the contents of the stream database, extracts and stores the major frames in the primary buffers. If the user has the 
archival function turned on, the primary buffers are read by the archival process, a header is generated, and the data 
packet is written to the archive file. 
The parameter extraction function then exuacts the data values for each parameter specified in the display 
databases from the primary buffers. The parameter database is used to locate and process the data values. The 
extracted and processed data values are stored in the parameter buffers. 
If analog output is enabled, the data values for the parameters to be output are extracted from the parameter 
buffers and stored in the analog output buffer. The buffer is then passed to the analog output process. 
For each display and graph window defined in the display databases, the data values to be displayed are 
extracted from the parameter buffers and output in the specified window in textual or graphical form based upon 
input from the display databases. 
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SYSTEM FEATURES 
The MIRAGE system can acquire data from three interfaces: HRDI, DECnet, and analog. 
The MIRAGE system uses the HRDI interface to acquire data during bench testing of Spacelab experiment 
payload microcomputers and during flight of a life sciences Spacelab mission. During flight, several data streams 
generated by expetime~lt payload microcomputers are multiplexed Lo form the I-IRM Spacelab downlink telemetry 
data stream. On the ground, hardware external to the MIRAGE system demultiplexes this data stream into the 
separate experiment data streams, or channels. The HRDI interface can handle one of these channels at a time. 
During bench testing, the data stream generated by the experiment payload microcomputer can be connected directly 
to the HRDI. 
The HRDI acquisition is achieved using an external HRDI box connected to a NB-DIO-32F inputloutput card 
via a 50-pin ribbon cable. 
The HRDI is an interface board that resides in a box with its own bus and power supply developed with funding 
from the General Services Administration by GE Govenunent Services at JSC [4]. The HRDI card receives 
balanced current serial signals and clock from the experiment payload microcomputer on two twinaxial cables. The 
line receivers compatible with this input are employed to convert current to standard transistor-to-tsansistor logic 
voltage levels. The input data is clocked into an Input Shift register whose length is 32 bits. This length is 
determined from the requirement to align itself to a 32 bit field (24 bit sync pattern + 8 bit frame count) for 
establishing and maintaining frame synchronization. The synchronization word for the experiment stream is set 
using thumbwheel switches. Some operational characteristics of the HRDl are preprogrammed by the host computer 
through a latched 16 bit Digital Output p n .  The HRDI board has an effective bandwidth of 512 kilobits per second. 
All data transmitted by the HRDI flow through a 64 word first in, first out (FIFO) buffer (a 2K word FIFO 
buffer is currently available). The output from the HRDI is a sequence of 16 Bit words along with a transfer 
REQUEST signal. This REQUEST signal generates a DMA request for the host computer. The host acknowledges 
this REQUEST with a separate ACKNOWLEDGE signal, which also resets the old REQUEST signal. 
The HRDI board requires two identical 40 pin ribbon cables compatible with the DEC DRI I-W interface 
module. A Mac-to HRDI Interface board interfaces hetween the 50-pin NB-DIO-32F connector and the HRDI 
board. 
The National Instrument NB-DIO-32F card is mcditied to interface with the HRDI board. The NB-DIO-32F is 
interfaced to the National Instrument Real-Time System Integration (RTSI) bus so that DMA transfers to Macintosh 
memory can occur using the NB-DMA-8-G. The 32 lines of digital I/O of this board are divided into four bytes, 
each of which can be programmed to function as input or output. The maximum transfer rate is 360K 32 bit words 
per second, more than adequate to support life sciences experiment data bandwidth. This card uses one DMA 
channel from the NB-DMA-8-G board. 
During DECnet acquisition, a ground acquisition computer receives the HRM data stream, formats it into 
CCSDS packets, and uansrnits the packets to the MIRAGE node. The data transfer between the ground acquisition 
computer and the MIRAGE is accomplished over an Ethemet LAN using the DECnet transparent task-to-task 
communication services. 
The MIRAGE system can acquire network packets transmitted over Ethernet using DECnet protocol. An 
Ethernet controller card in the Macintosh allows it lo connect to thinwire or thickwire Ethernet media. Digital's 
DECnet for Macintosh supplies software supjn>rt for the DECnet protocol. 
The link between the MIRAGE system and the ground acquisition computer can be initiated in two ways. 
When the MIRAGE network acquisition is in MASER mode, the MIRAGE network software searches for a 
designated object on the LAN and, upon finding it, initiates the link. In SLAV: mode. the MIRAGE system 
registers itself as a network object and waits for the ground acquisition computer to Ink to it. 
The MIRAGE can acquire up to eight differential or sixteen single-ended anal01 signals, exuact samples from 
tbe signals at different frequencies, and pack the samples into experiment major f m s .  Analog acquisition is used 
in preflight and postflight baseline data collection for Spacelab life sciences experiments. 
A National Instruments NB-MIO-16L board is used for analog-to-digital conversbns. The board handles up to 
sixteen single-ended or eight differential 12 bit analog channels at a maximum sampling rate of 100 kHz. The NB- 
MIO-16L is interfaced to the RTSI bus so that DMA transfers to Macintosh memory can occur using the NB-DMA- 
8-G. 
After the acquisition of each buffer of analog input signals, the buffer containing the samples is demultiplexed 
and packed into an experiment major frame. Each channel will represent one analog parameter for the experiment. 
The MIRAGE parameter database maps the samples of the different parameters into the major frame. 
Other parameters necessary for the processing of the experiment major frame are inserted into the major frame 
after the analog data has been acquired. Locations and values of these parameters are derived from the MIRAGE 
experiment parameter database. 
D ata D i s ~ l ~  
The Macintosh user interface is used to display digital and analog experiment parameters and the MIRAGE 
status parameters in a window environment. The MIRAGE displays are database-configurable. The display control 
interactive user interface allows the real-time modification of the data display windows. Some operations allowed 
are zooming in and out on graphs and charts, changing display colors, and changing fonts and font sizes. See Figure 
3 for an example of a MIRAGE display window. 
Each MIRAGE display window will have a number of items, or objects, used to display data in one of three 
formats: text, graph, or chart. 
Text objects display discrete data in Aphanumeric format. 
Graph objects display analog experiment parameters in scrolling suip chart format. Each graph object will have 
one or more channel objects. One or more analog parameter trace is drawn to each channel. X- and Y-axis labeling 
is provided. 
Chart objects display X-Y plots of selected parameters in real-time. Plots can he point-only or line plots. 
Recurring plots can be overlaid or cleared before replotting. 
Data Analvsis 
The MIRAGE system provides several tools to aid the experiment scientist in data analysis. Some data analysis 
is performed in real-time. 
The experiment meta-parameter darabase defines parameters that are derived from experiment parameters in the 
major frame. Meta-parameters can also be constants to use in the derivation of other meta-parameters. A meta- 
parameter definition consists of a type declaration, an operator, and a set of one or more operands. Meta-parameters 
can be 8, 16, or 32 bit integers or 32 bit real numbers. Several mathematical and logical operators are available 
including add, subtract, divide, multiply, logical AND, and logical OR. Meta-parameter operands may include 
experiment parameters or other meta-parameters. Met?-parameters are displayed in text, graph, or chart display 
objects. 
The chart function, as noted above, allows for the plotting of X-Y plots during real-time. 
Figure 3: Typical Display Window with Graph 
283:l 1 :06:45 1 - 1 B r e a t h  
90 31 1 :00:02:35 2- 1 P r e s s u r e  
3 136: 17:27: 1 7 3- 1 ECG 
The infonnation on displays can be saved in either Pict or text spreadsheet files for post-session analysis. 
'n 
!i 3 
2 -  
1 
5 
The MIRAGE can output selected parameters in digital packets over h e  network or ax analog signals using the 
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Analog output of selected parameters is availahle through h e  NB-AO-6 analog output card. Up to six single- 
ended output channels are availahle. The NB-AO-6 is interfaced to the KTSI bus so that DMA transftrs to 
Macintosh memory can occur using the NB-DMA-8-G. 
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During life sciences experiment support, the output sigoarls are routed to a suip chart recorder. I'he suip chart 
recorder presently k ing  used is a Graphtec WR7700. A Macintosh Serial port is connected to the recorder's RS232 
port for periodic data tune annotation. 'llie serial port connection is also used to prograrn the operational 
characteristics of the recorder such as speed, channel setup, etc. The output signals can be received by other 
workstations or analog devices to perform waveform analysis in real-time. 
Archival 
Experiment data streams acquired from any source can be archived to any disk drive connected to the MIRAGE 
system. Packets are archived exactly as they are received except for the addition of a 90-byte header. Archival can 
be suspended and resumed. Markers can be interactively inserted in the archive file to mark significant events 
during the run of the experiment. 
As noted above, displays can be saved in Pict or spreadsheet file formats when updated. 
The MIRAGE can play back previously archived data streams. Playback can be controlled interactively. Some 
of the interactive control capabilities of the playback system are speed, reverse, and jump to a frame or mark. 
The Macintosh system software gives the MIRAGE a menu-and-icon-driven graphical user interface. The user 
can control many aspects of a MIRAGE session by selecting menu items, clicking the mouse button on icons or 
windows, and typing text into window text items. 
Event Lo& and Status Disp lw 
Significant events that occur during a MIRAGE session are displayed in an event window and written to a 
MIRAGE session log file on disk. Status windows display the status of acquisition, archival, playback, and analog 
output in real-time. 
Addine New Ex-nerirnent Data S trearn S u c m  
The MIRAGE system can he customized to support most experiment data stream formats and displays. To add 
support for a data sueam, the experiment databases and data display windows are created. The databases are created 
as Excel text spreadsheets. A copy of an existing experiment database can be used as a template. Display windows 
are created using ResEdit, a graphical resource creating and editing program provided by Apple. A small library of 
experiment-specific functions written in C is created, compiled, and linked with the MIRAGE software. These 
functions can often be copied from existing experiment function libraries and modifed for the new experiment. 
Since the MIRAGE system supports a wide range of generic data display and analysis functions, custom functions 
are necessary only for unique data display and analysis requirements. 
APPLICATIONS 
The MIRAGE system is designed to support the acquisition, archival, and processing of Spacelab life sciences 
experiment data streams in HRM format. 'Ihe ccasiderations that went into the design of the MIRAGE system make 
it adaptable to a wide range of applications and dam formats. For instance, the NB-DIO-32F can be used to acquire 
almost any 8, 16, or 32 bit parallel digital data stream. Frame synchronization can be ignored during acquisition lo 
eliminate the sync word requirements. The MIRAGE system can be customized to acquire network data packets in a 
variety of formats. 
Another useful feature of the MIRAGE system is its ability to transform data received from any source and 
retransmit the data in either packetized digital form over the network interface or as up to six analog output signals. 
This ability of the MIRAGE system to act as a standalone.data acquisition and analysis system or to work in 
conjunction with a variety of other systems give it a wide range of applications. Some of the possible applications 
are listed below. 
Experiment support 
Analog data acquisition workstation 
Data analysis and msformation 
Network playback 
Analog output system 
Archival system 
CONCLUSION 
The MlRAGE system has met or exceeded all of its original design requirements. The system has been used in 
tbe NASA Space and Life Sciences directorate in a tiumber of experiment ground support roles and has performed 
beyond expectations. 
In March of 1991, NASA presented the MIRAGE development team with its Public Service Group 
Achievement Award "in recognition of their outstanding conuibution to h e  design, integration, test, and fabrication 
of the technoiogically advanced portable MIRAGE system." 
The MIRAGE system concept continues to grow. Future enhancements of the MIRAGE system may include 
GPIB and RS232 data acquisition, expanded data analysis capabilities, and support of other network protocols 
(TCPnP, FDDI). DOS, UMX, and VAX workstation versions of the MIRAGE system are also possibilities. 
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ABSTRACT 
We have developed a powerful new tool for studying the magnetic patterns on magnetic recording media. 
This was accomplished by modifying a conventional scanning tunneling microscope. The fine-wire probe that is 
used to image surface topography was replaced with a flexible magnetic probe. Images obtained with these probes 
reveal both the surface topography and the magnetic structure. We have made a thorough theoretical analysis of the 
interaction between the probe and the magnetic fields emanating from a typical recorded surface. Quantitative data 
about the constituent magnetic fields can then be obtained. We have employed these techniques in studies of two of 
the most important issues of magnetic recording: data overwrite and maximizing data-density. These studies have 
shown: (i) Overwritten data can be retrieved under certain conditions, and (ii) Improvements in data-density will 
require new magnetic materials. In the course of these studies we have developed new techniques to analyze the 
magnetic fields of recorded media. These studies are both theoretical and experimental and combined with the use of 
our magnetic force scanning tunneling microscope should lead to further breakthroughs in the field of magnetic 
recording. 
INTRODUCTION 
This paper updates and summarizes the work that we have performed [refs. 1-71 in developing a magnetic 
force scanning tunneling microscope. We have developed this device as a tool to study important questions in the 
rapidly evolving field of magnetic recording. Two of the questions that we have addressed are: (1) What happens 
when data on magnetic media is overwritten with new data? and; (2) What are the limits of data-density (the amount 
of data that can be recorded in a given area) in magnetic recording? Ideally, one might hope that the answer to the 
fist question is: When old data is overwritten with new data, the old data is completely erased and only the new data 
is present. If the real world is less than the ideal, then new questions are posed: Under what conditions can the old 
data be retrieved? How much can be retrieved? Do different types of data respond differently? What can one do to 
insure complete erasure? Is the new data compted in any way by the overwrite process? In our studies we have tried 
to address all of these questions. The most important discovery of our work is that under certain conditions all of the 
overwritten data can be retrieved 
For the question of data density, we have demonstrated that there are limits to the density that can be 
obtained with present day materials. This then leads to the question: What are the important parameters that can be 
changed to increase the data density? This is the most important question in magnetic recording technology and it has 
been discussed extensively in the literature. What we have demonstrated with our studies is how the magnetic force 
scanning tunneling microscope can be used to study the processes that limit the data density and how the new 
theoretical studies that we have developed will lead to an improved understanding of these processes. 
TECHNIQUE 
Rice and Moreland [8] have shown that magnetic data on a hard disk can be imaged with a tunneling 
microscope by using a flexible triangular probe cut from a thin film of magnetic material. We have assembled a 
similar device [I]. This technique is a straightforward and useful extension of scanning tunneling microscopy (STM) 
[9]. In this new technique, a flexible magnetic probe is used in place of the fine metallic tip employed in STM for 
imaging of surface topography. The magnetic probe is deflected as it interacts with the local magnetic fields. The 
deflections change the tunneling gap (the probe-sample separation), which correspondingly change the tunneling 
current. A feedback system continuously adjusts the vertical displacement of the probe to keep the current constant as 
it is rastered across the surface. The changes in the vertical displacement are measured and recorded 400 times on a 
single scan. The image is constructed from 400 rastered scans. Thus, as schematically shown in Fig. l(a), the 
FIG. 1. (a) Schematic diagram of magnetic force scanning tunneling microscopy. The 
deflection of the probe due to its interaction with the local surface magnetic fields is 
mapped as a function of its lateral position (see text) and (b) probe geometry used in the 
analysis. 
resulting image of vertical displacements represents the local magnetic field variations combined with the surface 
topography variations. The vertical displacements, and the in-plane rastering position are all controlled and measured 
by accurate piezoelectric elements. 
A typical image is shown in Fig. 2. The image shows magnetically recorded data on a commercial hard 
disk. Three distinct data tracts are visible here, each having a width of approximately 45 p. The tracks are separated 
by about 12 p of non magnetized region. Magnetized regions appear as broad (- 6 p) depressions bounded by 
relatively narrow ( - 2 p) bright protrusions. The "height" of these magnetized regions are of the order of 150-200 
nm, which is roughly a factor of 10 larger than the surface roughness. The surface roughness shows up as the fine 
lines running perpendicular to the magnetic data. These fine lines are caused by the final machining of the aluminum 
disks. The disks appear mirror-smooth to the naked eye and the fine lines, which are readily apparent here, can only 
be observed with the most sophisticated optical microscopes. In Fig. 2(b), we show a high-resolution magnification 
roughly corresponding to the upper right-hand comer of the image. Two different types of tracks are clearly visible, 
distinguished by the change in relative sizes of depressions and protrusions; which demonsuates the ability of our 
device to distinguish between different directions of surface magnetization. The 3D image shown in Fig. 2@) was 
constructed through system software. The variations in the amplitude of the displacements can be seen along the 
lower edge of the image in Fig. 2@). To obtain quantitative information about the magnetic fields emanating from 
the surface, one would have to know how the displacement amplitude is related to the magnetic fields. In order to 
obtain this information, we have made a complete theoretical analysis [2] of the interaction between a flexible 
triangular probe and a typical magnetic pattern on a recorded surface. The use of this analysis allows the 




Fig. l@) shows the geometry for our calculations. We assume that the recorded signal is a repetitive, 
symmetric pattern of wavelength h in the x direction, with infinite extent in the y direction. The magnetic field H 
from the pattern can be expressed as the gradient of a scalar potential cD, 
The scalar potential will be the solution of Laplace's equation and can be written as, 
where k = 2nnA and the coefficients 0, match the series solution to the particular field pattern. The field pattern 
will of course depend on the magnetization dismbution within the recorded media. We have found it convenient to 
express the magnetization in Fourier series. If we assume that the recording media is so thin that the magnetization 
is uniform through the thickness of the film, then there are two different magnetization patterns that will lead to the 
scalar potential given by (2). The first pattern is a magnetization in the plane of the film given by, 
.. 
M, = M , C m , ,  s ink ,  
n=l 
where M, is the saturation magnetization and the m,,, are the normalized Fourier coefficients. The other 
magnetization pattern that would lead to the scalar potential (2) is a magnetization perpendicular to the plane of the 
film given by, 
where the minus sign is a mathematical convenience. The fields can be constructed from linear combinations of (3) 
and (4), and if we use Maxwell's equations and make the transverse component of H and the normal component of B 

(B=H+4xM) continuous at the media surface, then we can solve for the coefficients a,. We will leave the details 
of these calculations to a later paper. For now we will simply give the result which is, 
where d is the thickness of the recording media. We have used (5) to construct numerous field distributions, 
including all the ones we could fmd in the literature [lo], [I 11, [12]. The point is that we can use these techniques to 
find the magnetic fields from virtually any distribution of magnetization. We now return to the major problem at 
hand: the interaction between these fields and the probe tip. 
The Energy of interaction between the field from the pattern and the last domain on the probe tip can be 
expressed as [lo] 
where M is the magnetization of the last domain on the probe tip, and V is the volume of the domain. To perform 
the integral of (6) we make the following assumptions: (i) the domain is magnetized along the probe axis by shape 
anisotropy, (ii) the domain is much longer than X so that the limit of integration in the z direction can be extended 
to infinity, and (iii) the thickness of the probe, t, is much less than the wavelength A. Rugar et al. [12] have shown 
that the last domain on their probe tip was about 20 p in length, and since most patterns on modem recording 
surfaces have a wavelength smaller than this, assumption (ii) is not unreasonable. The thickness of the probe is 
much less than a micron which is about the smallest wavelength currently available. Using these assumptions, the 
integral (6) was evaluated in [2] with the result, 
.e 
E = ~ t w z ~ ~ e - ~  sin((kw sin @) / 2) tan 6 + -[A+ cos k(x - x,) + A- cos k(x - x-)] 
B=I (kw sin @) 1 2 wk 
where, 
and 
w sin Bcos @ rt tan 6 sin @ 
x, = +-sin@+-tan-' 
2 k ( core 
The integrals were performed so that the point (x.z) is the coordinate of the probe tip. The first term in (7) is due to a 
magnetic charge Mtw at the tip of the probe. The magnetic potential is weighted by a sampling factor caused by the 
variation in the field across the width w of the pobe tip. The next two terms can be thought of as the contributions 
from the magnetic charges on the sides of the probe, separated from the tip by the distances x,. The equations (7-9) 
give a complete expwion for the energy of interaction between the probe and the fields from the recorded media. 
The quantity that is measured by the tunneling microscope is the displacement Az of the probe tip. The 
displacement is caused by both the surface topography and the magnetic interaction between the probe and the 
magnetic field from the surface pattern. If the probe tip is properly designed, the interaction will predominate and the 
surface roughness will appear as a background noise. 
If the probe is constrained to rotate in the 6 direction. the displacement will be given by 1 sin 8A8, where 
1 is the length of the probe's moment-arm. A force FN normal to the probe's tip will cause a rotation in the 8 
direction such that IFN = -KA6 where K is the tip torque constant. The displacement Az is then given by 
A z = -  l2  F,  sin 8 
K 
The force acting on the tip is the gradient of the energy F = -VE so that (10) becomes 
Using (7). (1 1) becomes, after some manipulation, 
- 
A Z = -  E&!2E JEG&GZGCQ,,~C~~~ sin sin 8 
K n= 1 cos 8 cos @ 
where. 
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Equations (12)-(14) give a complete description of the interaction between the probe and the recorded pattern. In 
general, the equations are quite complicated and their usefulness is not readily apparent. In the case when the probe 
lines up with the pattern (@ = 0) the equations reduce to a simple form, 
1 2 ~ t w  sin 8 A z = -  Hzcos8+Hzsin8+2- 
K w 
The first two terms give the interaction between the magnetic field and the magnetic charge at the tip. The next term 
gives the effect of the charges on the sides of the probe. This last term was written in the integral form so that it 
could be expressed in terms of the magnetic field Hz. It could have been written in terms of Hx in which case it 
would have been identical to the expression for the flux picked up by a conventional recording head. Equation (1 5) 
is an important result because it shows that, if the third term can be made small, then the images can be related to 
the magnetic fields at a point We call this "the point charge model" and we have expanded on it in [6] and [7]. 
Equation (15) can be used to obtain relative values of the magnetic field components Hx and H Z .  To obtain 
absolute values, the probe would have to be calibrated in a known field to obtain the factor l 2 ~ w / ~ .  One way to 
obtain the fields from (15) is to obtain three images at three different values of the angle 8, The fields Hx and Hz 
can then be obtained at every point from a linear combination of the three images. For example, if three images, 
Az(8) ,  were obtained at the angles of 30,45, and 60 degrees, then Hx and Hz could be solved for, to obtain, 
Since all the data used to construct the images is available in digital form, it is a simple matter to combine the 
images using (16)-(17) to obtain the magnetic fields. The main experimental difficulty with this procedure would be 
in obtaining the images at exactly the same location every time. One way to alleviate this problem would be to use 
the topological features of the surface as guide-points. We have thus made a complete theoretical analysis of how the 
magnetic force scanning tunneling microscope can be used to obtain the magnetic fields from recorded media as a 
function of all of the relevant parameters. 
DATA OVERWRITE 
Overwrite performance is a major concern in magnetic recording since data detection can be corrupted by 
previously recorded patterns when sufficient overwrite is not achieved. Even with direct overwrite, portions of 
previously recorded data can persist and be detectable. Tracking misregistration, or slight deviations in positioning of 
the recording head from the original track, could leave even more significant portions of previous data along the 
track edge [3]. Fig. 3(a) shows a 50px50p image of a commercial rigid disk with overwritten data. The new data 
appears as the long alternating bright protrusions and dark depressions representing oppositely magnetized regions 
along the track. Remnants of the previously recorded data appear as localized regions extending by a few microns 
from the upper track edge. It should be emphasized that this pattern was not deliberately constructed but was found 
on a previously used disk. The overwritten data can be completely recovered by simply reading it off on a bit-by-bit 
basis. 
The high resolution image of a different overwritten region in fig. 3(b) suggests some interesting 
characteristics of the erase band. the regions where the old and new data coincide create continuous magnetization 
between the old and new tracks, as exhibited by the extreme left transition. This is not the case for the two 
succeeding transitions, however, where the new set is out-of-phase with the old set. Here, the old data are truncated 
prior to the emergence of the new data, leaving about a micron wide gap with no definite magnetization. This 
behavior is consistent with current notions of the erase band [13.14]. The write field within this narrow band was 
above the coercivity of the media to reduce the magnetization at those areas (which truncated the bright smpes of the 
old data) but the magnitude was not high enough to create new well defined magnetizations. 
We have continued these investigations by obtaining images of deliberately overwritten data on thin film disk 
media. We have examined the relationship between the persistence of overwritten data and the radial offset of the 
recording head, as well as the effects of the recording density [5]. The effect of a previously recorded pattern can be 
detected even when distinct remnant transitions can not be identified. At recording frequencies in the range of 10 
MHz, the previously recorded pattern affects the newly recorded uack even at small (>2p) offsets, by introducing 
apparent lengthening or shortening of the track-width depending upon the relative phases of old and new patterns. 
Presumably, one could still extract the overwritten data in this case but it would require much more analysis. 
Distinct portions of overwritten data remain on the surface for offsets in excess of 2 p. At low recording frequencies 
in the range of 1 MHz, larger offsets (>4p) are needed to detect previously recorded data. In this case, the non- 
uniform magnetization introduces recorded cells of "trapezoidal" cross sectional area. This effect is less severe at high 
frequencies, and plays a crucial role in extending the required minimum offset. 
DATA DENSITY 
Despite recent advances in media processing technology and the demonstration of storage densities beyond 1 
Gigabitisquare inch [14], our understanding of processes that lead to reduction in signal strength as the wavelength is 
decreased is still under development The process involves a complex interplay between media and recording head 
properties. While a great deal of theoretical and experimental work has been performed, one of the difficulties in 
determining the roles played by the different mechanisms is the lack of systematic experimental data to characterize 
magnetization patterns with sufficient spacial resolution. What we have done is to show how the magnetic force 
scanning tunneling microscope (MFSTM) can be used as a powerful tool to study this problem. 
In this work, we are concerned with direct real space imaging of recorded patterns. We perfo'rmed a series of 
MFSTM measurements of magnetization pauerns which were written with progressively increasing densities. We 
then analyzed the pattern behavior as the wavelength was reduced. This work extends previously reported 
investigations of high density recording on longitudinal recording media by using magnetic force microscopy [13]. 
In contrast with those MFM measurements, the current MFSTM based technique allows a more straightforward 
interpretation of the images and thus facilitates quantitative analysis. Specifically, we make quantitative estimates of 
the transition length by comparing image profiles with calculated lineshapes based upon an arctangent model for the 
transitions. We then discuss possible mechanisms that play major roles in causing self-erasure at high recording 
densities. 
Measurements were made on a commercially available rigid disk with patterns recorded on a precision spin 
stand system. Fig. 4 shows a series of recorded transitions in the range of 100 to 2000 FR/mm, which correspond to 
recorded wavelengths 1 in the range from 20 p to 1 p. All images were obtained using a single imaging probe so 
that comparisons between different cracks are independent of probe specific properties. 
In addition to trackwidth reduction [16], we find significant variations in the behavior of these patterns with 
increasing density. In the range from 100 to 600 Wmm ~ Z O ~  5 A 6 3.1~). the transitions are weli defined and 
exhibit very little zigzag smss  the track. This is consistent with previously reported magnetic force microscope 
measurements on longitudinal recorded patterns (131. Similarly, the amplitudes of the magnetic features are more or 
less constant, indicating that the relative strength of the fields do not vary significantly from the longest wavelength 
down to about 3.1 p, At higher densities, the amplitudes decrease sharply and the patterns gradually lose their derail. 
The transitions start to become fuzzy. and in certain areas, they appear to merge together. The bits coalesce to form 
localized patches, becoming more noticeable for k 2 . 2 ~ .  At 1 p wavelength, the track edges become indistinct and 
the size of the coalesced regions has increased considerably, leaving individual transitions barely discernible. This 
effect could be associated with either poor high density performance of the media or the frequency response of the 
recording head. It is quite possible that recording fields perturb neighboring previously recorded bits, which reduces 
their magnetizations. 
We begin our analysis by deriving an estimate of the transition length. Close inspection of the images in 
Fig. 4 show that the lineshapes vary with the wavelength. This is illustrated clearly in Fig. 5 where a series of 
average line profiles from representative images in Fig. 4 are presented as solid curves. The peak occurs very near 
the left transition edge at the lowest recording frequency, and gradually moves to the center as the wavelength is 
decreased. This can be explained using a model that allows the transition length parameter to become a substantial 
fraction of the bit length. 
As shown previously, the deflection hz is given by (15). For the probe that we used, 6=15 degrees and 
w=2.5p. To use (15), expressions must be found for the magnetic field caused by the recorded magnetization. For 
this study we will assume that the magnetization is a symmetric series of alternating polarities with arctangent 
transitions. The Fourier series that approximates the magnetization pattern is given by 
where a is the transition length. Strictly speaking, this series represents the arctangent transitions only in the limit 
where A >> 4a.  We have found, however, that (18) gives a useful (if not exact) fit to the data even when this 
limit is not satisfied. This series underestimates the peak magnetization as the transitions are brought c l w  together 
but has the property of eliminating the sharp junctions at x = nR / 4 ,  for n odd, which appear by directly 
matching arctangent transitions. We computed the fields by using (1). (2). (5), and (18). and then substituting them 
into (15) to obtain lineshape profiles. The lineshapes were then fit to the experimental data using a as an adjustable 
parameter. The resulting curves are shown as dashed lines in Fig. (5).  We find that the best fit to the data 
corresponds to a transition of a=0.7p. The best fit was obtained at the longest wavelength, where this theory would 
be most applicable. 
It should be emphasized that we attempted to fit the experimental data to numerous magnetization 
distributions, but the arctan distribution gave the best results. This is not surprising since the arctan distribution is 
the most widely accepted distribution seen in the literature. What actually happens, however, when the transitions 
are brought close together, might, according to our calculations, be somewhat surprising. It is commonly accepted 
that data density is limited by the increasing demagnetizing fields caused by the transitions being brought close 
together. Our calculations show, however, that the demagnetizing fields decrease as the transitions are brought close 
together. This is caused by the long tails of the arctan transitions which have the effect of drastically reducing the 
magnetization, and hence the demagnetizing fields, as the transitions are brought close together. It is this breakdown 
in the magnetization patterns that leads to the limits in data density. The usual arguments about increasing the 
coercivity to increase data density are still valid, because these arguments are made on the basis of isolated 
transitions. To increase data density you have to decrease the uansition length. The rransition length can only be 
decreased by increasing the coercivity, or the squareness of the hysterisis loop. Decreasing the magnetization, or the 
lateral position (microns) 
Figure 5. Solid curves: Average line profiles of 
representative images in Fig. 4; Dashed curves: 
calculated lineshapes for a constant transition 
length, a= 0.7 microns. 
Figure 4. A series of MFSTM images of recorded 
patterns on thin-film media with progressively 
decreasing wavelengths. 
media thickness, will also decrease the transition length but this will also decrease the readback signal. These 
conclusions are not new, but have been known for a long time [171, 1181. What is new is the actual observation of 
what is happening as the data density is increased. We have demonstrated that the magnetic force scanning tunneling 
microscope can be used as a powerful tool in studying these problems. 
CONCLUSIONS 
The MFSTM is shown to be a powerful technique for generating images of magnetization pattems. In 
particular, it has been used to yield images of persisting remanent data with minute details, and to investigate subtle 
features of overwritten data. We have demonstrated that the MFSTM is a powerful tool, useful in obtaining 
qualitative images and in deriving quantitative results. We used the technique in a study of data density and showed 
that the measured profiles could be adequately described by a model of arctan transitions. The best fit to the data gave 
a transition length of a = 0 . 7 ~ .  Our theoretical analysis shows how the constituent magnetic fields from recorded 
magnetic pattems can be obtained from the images. We also show how the sensitivity of the microscope varies with 
the orientation of the probe, and how this relates to experimental data. 
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ABSTRACT 
In the complex and fast reaction world of military operations, present technologies, combined with 
tactical situations, have flooded the operator with assorted information that he is expected to process 
instantly. As technologies progress, this flow of data and information have both guided and overwhelmed 
the operator. However, the technologies that have confounded many operators today can be used to assist 
him -- thus the Operator Performance Support System. In this paper we propose an operator support station 
that incorporates the elements of Video and Image Databases, Productivity Software, Interactive Computer 
Based Training, Hypcrtext/Hypermedia Databases. Expert Programs, and Human Factors Engineering. The 
Operator Performance Support System will provide the operator with an integrating on-line 
information/knowledge system that will guide expert or novice to correct systems operations. Although the 
OPSS is being developed for the Navy, the performance of the workforce in today's competitive industry is 
of major concern. The concepts presented in this paper which address ASW systems software design issues 
are also directly applicable to industry. They will make a dramatic impact on the way we work in the future, 
both the military and the industry. The OPSS will propose practical applications in how to more closely 
align the relationships between technical knowledge and equipment operator performance. 
INTRODUCTION 
As the basis of ow smiety moves front the Agricultural, Industrial, and the Information Ages into 
the Knowledge Age it becomes apparent that the work cnvironmcnt must follow these progressions. The 
Navy's Combat Systems that were developed some years ago attempted to integrate information and 
systems, and provided the operator with the opportunity to successfully perform expected tasks. However, 
with extra capabilities, options, and "nice to have" features added to these basic systems, the flow of data 
and information to the operator was vastly increaqed. The resultant more complex systems and equipments 
have flooded the operator with assorted information that he is now expected to process instantly. Combat 
systems do not allow for performance that is less than perfect. 
The purpose of this paper is to describe an on-line or independent support station that focuses on 
the information/knowledge available to the Anti Submarine Warfare (ASW) systems operators onboard U.S. 
Navy ships. The OPSS will systematically incorporate modem informational display techniques and tools 
so the operator has assess to the proper information he needs at the time he needs it. By providing the 
operator with this support he will respond more predictably and properly to the requirements of the situation 
as it is presented to him at his combat systems position. Today's systems must be directed towards user- 
oriented environments. The design of the OPSS must allow the operator to freely interact with all the CBT, 
hyperdocumentation and other materials available within the system. The user must have access to 
appropriate information to accurately integrate a broad range of processing functions. 
The OPSS station hardware is identified as Device S10H7. This computer based hardware is 
configured with Intel 486133 CPU, 1.2MB 5.25" floppy disk drive, 1.44MB 3.5" floppy disk drive, CD- 
ROM disk drive, 520 MB Internal Hard Disk Drive, 32 MB RAM, 17" color monitor, Keyboard, Track 
Ball, Stereo Ear Phones, Video Graphics Accelerator card, Sound Blaster Pro board, DVI playback board and 
modem. The system is the latest in technology as applied to a multimedia support and training delivery 
systems for U.S. Navy ships. Device SlOH7 is designed to withstand the rigors of use onboard ships and 
meets all ELFIVLF low emission standards, EMI/RDI low radiation standards, and is certified safe for use. 
The software is MS-DOS-based, supports Microsoft Windows 3.1 and will be delivered on CD-ROM discs. 
These standardized commercial programs provide flexibility to support existing and future courseware and 
hardware enhancements. 
In the development process of the OPSS software, one or more members of the end user 
community were included. Users' members have contribute valuable prospective during system design. 
assisted in the Fleet introduction of OPSS, and provide feedback to the OPSS design engineers during early 
production. They are also responsible for the ongoing system "sanity checks" as well as maintaining focus 
on the operator. 
This paper will address the following steps of the systematic implementation of an operator centered 
workstation system: 
Knowledge acquisition 
. Selection of infomation presentation 
. Development of models 
Database system 
Development of OPSS 
KNOWLEDGE ACQUISITION 
The objective of knowledge acquisition is to identify all the information and knowledge that the 
operator must possess or have available to perform satisfactorily. For selecting data, one should ask "if I am 
the operator, what information is needed to get the job done?". 
For centuries written material has been "the" conduit of information. We all know what a book or 
a manual looks like and how to use it to obtain information. One method of knowledge acquisition which 
OPSS utilizes is to use existing manuals and documentation and, with the help of the end user community, 
develop an outline of operation and maintenance of ASW equipment. This outline includes a Table of 
Contents, an Index, and a Glossary. The Table of Contents provides the information and knowledge domain 
in a hierarchical, linear format. However, the advantage of the OPSS system is that it is computer based, 
and therefore, information does not need to be linear! Items from the Table of Contents are "linked" and 
replicate "book browsing" behavior. One way to link the different contents of information from the Table of 
Contents is to develop a concept map in the format of a tree map. Tree map graphically depicts the 
information architecture. This is a useful technique to graphically represent meaningful linking relationships 
between two or more concepts. It also represents the relationship among concepts and the relationships 
across levels of the hierarchy. Tree mapping possesses a structural plasticity and externalizes concepts and 
propositions as they are organized in the mind. Changes to the system do not present problems as the open 
architecture style of development can be easily modified. Concept mapping is also a good technique for 
negotiating a problem domain with another individual. Tree-maps are designed for visualization of the 
hierarchical structure. and linking of knowledge structures and their relationships. An example of the 
mapping, showing simple hierarchical and linking formats, is shown in Figure 1. 
Figure 1. Concept tree mapping 
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Tree mapping is also very useful to convert the information into a model suitable for a system 
display such as the menus display format. Menus relate to user needs or problems, different user 
circumstances, different models of information, and allows the operator the flexibility to exit from one point 
and to link a different section of the system. For example the OPSS allows the operator to perform 
maintenance with the support of the on-line electronic maintenance documentation. If at any time he has 
problems performing a specific task, he may call up an interactive computer based training (CBT) which will 
explain how to perform the task. 
The pragmatic user oriented approach is used to develop this system. Only what is useful for the 
operator is extracted and retained. Nice to have flexibility is scrutinized. If it does not meet operator needs, 
it is deleted. Needless information and knowledge are therefore discarded. What the system retains is limited 
to essential functions, and is justified by the end user. We keep it simple and efficient. The boundaries of 
information are not absolute because there is a modem network capability that establishes, with some 
operational restrictions, a network interface between U.S. Navy ships, school houses, developers and 
spencers. The concept is to start with an essential kernel of information/knowledge and only add to the 
system if the requirement is established by the field operators. 
'Ihe knowledge represented by concept mapping may be classified as formal rule-based processing of 
information, or it may be represented by non rule-based processing. Rule-based knowledge is the foundation 
of expert systems. The OPSS therefore has a rule-based front end that is designed to quickly navigate the 
operator through the hierarchy of menus. Non rule-based knowledge is utilized in the hypertext and 
hypermedia systems of the OPSS. Hypertext and hypermedia are used a vast diversity of conceptual 
frameworks and can be referenced while using metaphors, similes, analogies, diagrams, images. animations, 
sound and video all of which an operator can use but the computer cannot. Consequently the graphic user 
interface (GUI) representation of the ASW OPSS is an initial menu selection that eventually links the 
operator with hypermedia documentation or interactive CBT. 
SELECTION OF INFORMATION PRESENTATION 
Selected information will be presented in various media. The ASW OPSS programs incorporates 
elements of text, graphics, animation, picture, sound, video and software modules, while OPSS hardware is 
the latest in available technology applied to a multimedia workstation for U.S. Navy ships. Members of the 
end user community have reviewed the media selection process and have helped determine how the 
information should be expressed to support the operator's needs. The paradigm of how to represent 
knowledge is defined by the domain experts. We have attempt to minimize the incongruity between the 
developers and the system operators, with the objective of aligning relationships between technical 
knowledge and equipment operator. 
Information and knowledge of the OPSS may be presented in several formats, such as electronic 
documentation, information retrieval system, hyperdocuments, content sensitive help, on-line advisory, 
interactive computer based training, simulation and scenario playback capability. Those formats may be 
references, advisor. or tutor as the operator works to solve his problem. 
Operator needs will vary depending what function is being performed. For example the operator 
may be assigned to a surface combatant Maintenance Division, or may be involved in ship-wide training 
mode. Information to support those activities is time dependent and requires a different treatment then if an 
operator needed to perform a specific task immediately. Again we try to be pragmatic and apply the user 
oriented approach for the development of the system. A conscious effort has beer, used to keep the system 
tight and simple. Whatever becomes incorporated into the system must help the operator's performance. The 
system is therefore performance-oriented, rather than information or uansactioncentered. 
DEVELOPMENT OF MODELS 
Models of the OPSS interface are built with simple application software and are empty shell 
represenations of what the final system display will be. The models are based on the knowledge acquisition 
process and the proposed selection of information presentation. They are representations of the proposed 
GUI and how the human/computer interaction will be executed. There are two purposes for the development 
of models. One is for the end user community to verify the useability of the designed item and to ensure 
that the user's perspective has been taken into consideration before system development. The second purpose 
is for system requirement definitions to be used by the developers. 
Design characteristics involve typical forms of computer interactions such as menu selection, 
command manipulation, forms fill and direct manipulation. Elements are accessed directly by offering hot 
spots in the displays such as a word, a group of words, a marked area in a picture and jump ahead command. 
Tools for information search are provided so the operator may search for information using words, 
combination of words and multiple selection. Nontrivial feedback dialogue are provided only when needed. 
The design is operator centered. With design features that allow the operator's logical intuitive interaction 
with the system. Motivational factors such as attention, relevance. confidence and satisfaction have also 
been considered. The operator will become involved and will be confident that progress towards his goals are 
being made. 
DATABASE SYSTEM 
The database system definition is performed by a systematic analysis and definition of the 
specification of the database management system (DBMS), the database (stored data) requirements, and the 
complete set of application programs (tools) used in the OPSS. 
Database management systems (DBMS) have proven to be cost-effective tools for organizing and 
maintaining large volumes of data in the OPSS. Its primary function is to store data and provide operations 
on the databases. The operations required for OPSS are: create, delete, update and search (ad hoc query) of 
data. OPSS data processing requires databases that store large quantities of information having complex 
structures. A database schema or class hierarchy is developed describing the logical structure of the database 
supporting the overall system design, the relationship between individual components, and the operations 
that must be performed. We had to analyze the relative merits of relational and object-oriented database 
management systems (RDBMS and ODBMS) and the available commercial DBMS. A systematic approach 
to this analysis entailed a careful evaluation of needs, and how well those needs were met by available 
products. An ODBMS was eventually chosen for this project 
OPSS ODBMS is able to handle inheritance linking, polymorphism, run time binding, dynamic 
binding, ad hoc query, security and semantic integrity. It also has a seamless integration to C++ 
programming language interface. The application programming interface (API) adheres to the industry 
standards for this language. The ODBMS has a database browser, debugger and a graphical schema design 
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Figure 2. Overall Architecture of the OPSS ODBMS 
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DEVELOPMENT OF OPSS 
The system is developed in modules. Most of those modules are developed with commercial 
available application software or tools. Many of the OPSS application software are Macintosh based, 
however the OPSS user program is Windows 3.1 on an MS-DOS operating system. This has not presented 
any problems because software is available to allow Macintosh files to be ported to the Windows MS-DOS 
environment. Those modules are then encapsulated with their internal state hidden, to be called up by the 
ODBMS. Intuitively one may visualize the encapsulation of an object as making it into a "black box" and 
the DBMS as a pointer that calls on it's functionalaties . 
The ongoing OPSS development effort is performed by a group of specialized experts. The 
developer has the details of the requirement definition established by the concept tree mapping and from the 
models described earlier. As the modules are developed, the end user participates in the operational test and 
evaluation process. The implementation of OPSS is being performed in batches. 
CONCLUSION 
New technologies have become available to us today that provide us with tools to develop a system 
with complex databases. Those complex databases are composed of information and knowledge in an array 
of media. Today's database management system allows information and knowledge to be retrieved and 
manipulated quickly. By incorporating members from the end user community in the project, and by 
developing the system in an "end-user environment", OPSS promises to provide the operator with the 
electronic support required to allow him improved performance in the complex and fast reaction world of the 
military. 
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ABSTRACT 
A new technology f a  producing fmite capacity schedules has been developed in response to complex requirements for 
operating space systems such as the Space ShutUe, the Spece Station,and the Deep Space Netwd for telecommunications. 
This technology has proven its effectiveness in manufacturing environments where popular scheduling techniques 
associated with MaterialsResoutcesPlanning (MRP II) and with factory simulation are not adequate for shop-floor work 
planning and control. 
The technology has three components. The first is a set of data structures that accommodate an extremely general 
description of a factory's resources, its manufacturing activities, and the constraints imposed by the environment. The 
second component is a language and set of software utilities that enable a rapid synthesis of functional capabilities. The 
third component is an algorithmic architecture called the Five Ruleset Model which accommodates the unique needs of 
each factory. 
Using the new technology, systems can model activities that generate, consume, andlor obligate resources. This allows 
work-in-process (WIP) to be gemrated and used; it permits constraints to be imposed on intermediate as well as finished 
goods inventories. It is also possible to match as closely as possible both the current factory state and future conditions 
such as v i s e  dates. Schedule revisions can be accommodated without impacting the entire production schedule. 
Applications have been successful in both discrete and process manufacturing environments. The availability of a high- 
quality finite capacity production planning capability enhances the data management capabilities of MRP I1 systems. 
These schedules can be integrated with shopfloor data collection systems and accounting systems. Using the new 
technology, semi-custom systems can be developed at costs that are comparable to products that do not have equivalent 
functional capabilities imdlor extensibility. 
BACKGROUND 
The operations of a space system such as the Space Shuttle, the Space Station, or a telecommunications satellite network 
have surprising similarities to running a manufacturing facility. Both space systems and manufacturing plants use scarce 
and expensive resources to satisfy objectives as eff~iently as possible. Both must revise their expected activities when 
equipment malfunctions. Both must respond to opportunities thatpsesent themselves unexpectedly. In the realm of space 
systems operations, the resources may be satellites, antennae, or astronauts; whereas in a factory the resources are 
poduction lines, machines, and skilled laborers. A target of oppxtunity such as a solar flare, the creation of a distant 
black hole. a an Atlantic Ocean hurricane are to space operations what special orders or unforecasted sales demands are 
to manufacturing. In both domains, the goal is u, get as much from h e  limited resources as possible, and to do so in a 
manner that responds to a changing environment 
Recently, the needs for "Finite Capacity Planning" and ''Finite Capacity Schedulingw have b e .  recognized by the 
manufacturing community (I). Although scheduling has long been apart of manufacturing support software such as an 
MRP 11 system, the logic used in those systems does not adequately model the limitations that exist hour-by-hour on the 
shop floor. These limitations represent the finite capacity that must be modeled accurately and updated frequently in 
order to plan and replan the production activities. 
Iht f ~ t e  capecity of space systems has been the driver for developing a new technology for scheduling and rescheduling 
c ti^ activities. This technology has been applied succesfully to several complex manufacturing environments. 
Very few requirements fn>m manufacturing environments have stretched the generality and completeness of the 
technology that has emerged from the space ogerations domain. Therefore, manufacturers can benefit by inheriting the 
capabilities embodied in the new technology with minimum costs for customization. 
Then are s e v d  components to the scheduling technology that has emwed from space opaations. The single peatest 
dwign~vafordofthesecom~tshasbecntheneedto~easilyfromoneappli~toanother. Inthe19609 
and 19708. each new space system required a start-h-scratch design of the software systems needed to support 
operations. It was generally conceded that the approaches used f a  the Apollo (Moon Landing) Program would not work 
well for aperating the new Spgce Station Freedom. a that planning the communications with satellites using orbiting 
relay satellites would require different software than that used to plan the communications with ground-besed ant-. 
The costs for each new application wen very high. As aresult. NASA sought ways to abstract the planing and scheduling 
proMem, LC., to find a generic way to describe and solve these problems that could be applied to any new spece program. 
The analogy to manuEacauing isagain apparent. Analysts have regarded the differences among production environments 
to be sufficient to justify custom development of fmite capacity shop flooc planning and scheduling systems. Fur 
example, the details of an aircraft brake manufacturing plant were not seen as similar to the pmxsm for producing soup 
and canned vegetables. The search fa generalizations and descriptive abstractions was not seen as a feasible task. 
DESCRIPTIVE ELEMENTS 
In Table 1, elements of a descriptive vocabulary are shown which are domain independent. The Table is not a complete 
presentatiq of all possible descriptiw elements, but gives some examples from both manufactwing and the spece 
~~ world. Thc authors have been involved in the deve~opment and the application of planning and scheduling 
techniques to several space and manufacturing systems. Although the use of one single system for all of these 
envimnments is not (yet) W b l e ,  the degree of reusability ofconceps, data structures, system architectures,algorithrnic 
components, and mftware modules is nmarLably high. and still increasing rapidly. Knowkdge gained from one 
application sugsests an approach that can be generalized; the d t  is that each successive application benefits from a 
m i d  accumulation of die software feanules and modules. 
Tabk 1: Anal- Betwece Space Operation6 and M a n u f w  
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The accumulation of generic insights has produced a set of descriptive data structures that are inherently hierarchic and 
asymmetric. For example, the generalized description of an activity to be scheduled. whether it be in space operations 
or manufacturing, can becaptuted in the data structure shown in Figure 1. Experience has shown that different application 
domains will require more or less information at any level in this tree-like shucture, but will not require new levels in 
the data structure. Some applications will have activities that result in broad bushy activity trees; others will use narrow 
or sparce structures. Note that the number of branches and levels in some parts of the data structure are not the same as 
those in other parts. Hence, the observation that the data structures are asymmetric. This characteristic makes scheduling 
data difficult to manipulate in traditional tables or matrices which are the fundamental data suuctures of modem relational 
data base systems. We have found repeatedly that although relational data base systems are very appropriate f a  storing. 
retrieving, and reporting the inputs and ourputs Ennn a scheduling pmcess, they are inappropriate for supporting the 
computational process of generating or revising a schedule. 
Figure 1: Hierarchic Asymmetric Structure of Activities to be Scheduled 
Information about resource limitations (finite capacity descriptions) and timing OR sequencing constraints are also easil 
represented by asymmetric hierarchic data smtures. Some of these structures are shown generically in Figures 2a an 
2b. As aresult, the descriptive mechanisms that have 
proven to be the most transportable, i.e., the easiest 
to apply in a very broad range of application domains 
am these hierarchic tree-like structures. These 
structures fit well with the concepts of objectaknted 
software development. 
Thegeneric descriptive framework provided by these 
data structures provides several advantages 
specifically famanukturing environments. Among 
them is the generality of the resource modeling. 
Most manufacturing support software makes 
distinctions among different types of resources that 
the generic data swnues  do not. There need not be 
madeling differences between inventories, machines, I S~ART:EH) *=:I ,- START:= C) VAWE 
power, raw materials, supplies, work-in-pess Figure 2a: Hierarchic Asymmetric Structure 
(WIP), or labor using the generic resource data of Temporal Cwstraint Data 
model. Since any resource can be obligated, generated. consumed, a have its attributes transformed, the modeling 
flexibility is enormous. For example. one step in a manufacturing process can create a new resource which a subsequent 
step can consume. This allows modeling of flexible routings without complex sequence relationships. In applications 
of generic resource data models, the authors have fd significant efficiencies that could not have been possible if fued 
routing had been imposed by the limitations of a scheduling system. 
I J 
Figure 2b: Hierarcbii Asymmetric Structure of Resource and Temporal Constraint Data 
Another example of the resource data model flexibility is the use of generic bescripm with any resource. These 
desaiptors can cause a part of any order to be tracked from one "location" to another or from one state of "completion" 
to another. The location and/or completion descriptors are simply attached to the resource. Any number of such 
desaiptorscanbeusedonanyreswrce. 
A LANGUAGE AND UTILITY LIBRARY 
The solution to planning and scheduling problems in either space operations or manufacuing requires the manipulation 
of these tree-like data stmtures. Goaldirected research in the 1970s and 1980s along with field testing and revision led 
to a simple realization. If the output of a scheduling process, i.e., a schedule, was a hierarchic asymmetric data structure 
that l o w  a lot like the input data structures, then the scheduling process should be describable as a systematic 
manipulation of input data structures into output data structures. The concept is illustrated in Figure 3. 
I REQUESTS SCHEDULE I 
I FROM THE REQUEST TREE AND 1 - GRAFTING THEM ON 
TO THE SCHEDULE TREE 
I f 
Figure 3: Scheduling as Tree Manipulation 
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Our premise has become the following: 
Scheduling can be described as the systematic manipulation of tree-like data 
sauctures in such a way that objectives are met and constraints are satisfied. 
A software propmming language that was idealized for manipulating these tree-like structures was devised in ader 
to test this premise. Over twenty sckduling applications have been developed using this language (2) with the nsult 
that the average size and development time for applications have been reduced by a factor of approximately twenty when 
compared to custom-built systems from the 1970s and 1980s. This language has now evolved to be a set of data-structure 
manipulatas written in C++ (3). Scheduling systems are cunently under development using these tree-manipulation 
capabilities in C te  for both space operations and manufacturing applications. 
ALGORITHMIC ARCHITECTURE 
To complement the data manipulation capabilities, a set of scheduling utilities has also been developed. These utilities 
are software modules that fmd frequent use in all scheduling applications. These reusable modules perform constraint 
checking, interval and set algebra, and data management aperations that are independent of any application domain. The 
names of these modules are shown in Table 2. The module names suggest their functionality. 
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Figure 4: The Five Rukset Model Architecture 
In addition to the descriptive data structures and the language for application building already described, a third 
component of the technology is an algorithmic architecture called the Five Ruleset Model. This Model is a framework 
for describing the decision-making processes used in a broad range of scheduling algorithms. As shown in Figure 4, the 
Five Ruleset Model decomposes the solution logic of an algorithm into five nearlydecoupled sets of decisions called 
rulesets. The concep is that once each 
of these rulesets is specified, a unique 
algorithm is completely specified. All 
of the nonaision-making software 
can be pre-built and available as 
reusable code. The majority of most 
scheduling applications has proven to 
be in constraint checking and book- 
keeping of the obligations of the 
resources. These portions of the 
scheduling algorithm can be pre-built 
using the data s t n r c ~ ,  the language, 
and the utility library approach 
previously described. The remaining 
tasks in implementing a system for a 
new environment are the specification 
and implementation of the unique 
decision-making rulesets for the Five 
Ruleset Model. Once determined, these 
rulesets can be inserted into the 
architecture as shown in Figure 5. j 
Figure 5: Reuse of tbe Five Ruleset Model for Dinerent Applications 
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RULESET C 6J 
An important feature of the Five Ruleset Model architecture is its ability to support time-transcendent scheduling. This 
means that activities can be put on a timeline in any order, not strictly earliest to latest (as in simulation or queuing models) 
or latest to earliest (as in MRP I1 scheduling). With time-transcendent algorithms (sometimes called serial), activities 
can be insexted between other activities. This capability has two important ramifications: 
1. Boundary conditions at both ends of a scheduling horizon can be met. For example, in manufacturing, the current 
state of the factory and the promised delivery dates can be taken as constraints. 
2. Rescheduling does a require the revision of the entire timeline; simulations require the unraveling of a timeline 
in order to make a change. When this is done, the effect of the change will ripple through the timeline causing 
undesirable disuption to the operational process. 
The Five Ruleset Model provides benefits for rapid application development as well as enhanced functionality over 
techniques common in manufacturing support software today. 
SUMMARY 
The three components of the technology have been applied successfully in both discrete and process manufacturing 
environments. The finite capacity scheduling applications can be interfaced with the information management 
capabilities of modem MRP I1 systems, with process control systems, and/or with Data Base Management Systems. The 
emphasis on generality, reusability, and extensibility has led to systems that are rapidly deployable and are easily 
modifiable when business rules change or when the manufacturing enterprise grows. The concepts transferred from the 
space operations world appear to be robust enough to contribute immediately to manufachuing environments. The costs 
are much lower than those associated with build-from-scratch solutions and the results include functionality that is not 
available in currently-used manufacturing suppon systems. 
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THREE-DIMENSIONAL LASER WINDOW FORMATION 
FOR INDUSTRIAL APPLICATION 
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ABSTRACT 
The NASA Lewis Research Center has developed and implemented a unique process for forming flawless 
three-dimensional. compound-curvature laser windows to extreme accuracies. These windows represent an 
integral component of specialized nonintrusive laser data acquisition systems that are used in a variety of com- 
pressor and turbine research testing facilities. These windows are molded to the flow surface profile of turbine 
and compressor casings and are required to withstand extremely high pressures and temperatures. This method 
of glass formation could also be used to form compound-curvature mirrors that would require little polishing and 
for a variety of industrial applications, including research view ports for testing devices and view ports for 
factory machines with compound-cu~ature casings. Currently, sodium-alumino-silicate glass is recommended 
for three-dimensional laser windows because of its high strength due to chemical strengthening and its optical 
clarity. This paper discusses the main aspects of three-dimensional laser window formation. It focuses on the 
unique methodology and the peculiarities that are associated with the formation of these windows. 
INTRODUCTION 
An increased interest in fundamental research in turbines and compressors has created a need for nonintru- 
sive optical flow measurement systems. The state-of-the-art systems used in obtaining detailed velocity data are 
called nonintrusive laser data acquisition systems. These systems seed the airflow with small particles that flow 
through a fringe pattern which is created by intersecting laser beams. Data are obtained by measuring the 
pulsating light that is reflected as the seed particles pass through the fringe pattern. 
Optically clear laser windows are used so that the laser beams and reflected light can pass through. Nor- 
mally the laser window glass that is used in wind tunnels is approximately 1.0-in.-thick flat quartz. For turbine 
and compressor testing facilities, however, the windows are approximately 0.100 in. thick and have three 
dimensions. The difference between the two windows is shown in figure 1. 
Two types of errors can be introduced to the system by the laser window: spatial error of the measurement 
volume and reduced signal amplitude. Spatial error of the measurement volume is caused when the laser beams 
pass through the window at incident angles. The actual focal point is then skewed from the desired focal point, 
resulting in an error [I], as depicted in figure 2. Errors associated with reduced signal amplitude are caused by 
reflection of the laser beam as it passes through the window. Window size, curvature, thickness, swface quality, 
and contour tolerance are the major factors that control the magnitude of error. 
Because laser windows are molded to the flow surface profile of the turbine and compressor casings, their 
size and curvature cannot be altered. Window thickness, on the other hand, can vary. Thinner windows are 
desirable because they minimize error, but the glass must maintain high strength with the reduced thickness. In 
addition, these thinner curved windows must be able to withstand high pressure and temperature differentials 
while preserving surface quality. This paper narratively addresses three-dimensional laser window formation and 
the process that maximizes the surface quality and the contour accuracy. A more detailed explanation of three- 
dimensional laser window formation is given in [2] .  In this paper three-dimensional laser windows will be 
referred to as "windows." 
BACKGROUND 
Laser systems are commonly used at NASA Lewis. Most of these systems are located in the engine com- 
ponent test facilities that test compressor and turbine rotors and components. The windows are usually located 
over rotating hardware where typical instrumentation cannot be used. 
Overall safety is of primary concern. Therefore, the windows are hydrostatically pressure tested to 1.5 
times the maximum operating pressures of the facilities. Operating pressures for various facilities range between 
1.3 and 72 psia. Windows are also thermally qualified at facility temperatures and pressures if thermal differen- 
tials are significant. The windows are safety tested on both concave and convex surfaces. 
GLASS SELECTION 
Several types of glass have been used for window formation at NASA Lewis. Sodium-lime, borosilicate, 
and sodium-alumino-silicate glasses are among these types. On the basis of the Coming glass code 03 17 [2], 
sodium-alumino-silicate glass has been determined to be the preferred glass for windows. This glass is rec- 
ommended because of its ultrahigh strength through chemical strengthening, which is unavailable with other 
glass types. This increased strength allows the use of thinner windows, which reduce spatial error and produce 
higher quality laser data. 
In addition, failure of a chemically strengthened sodium-alumino-silicate laser window will cause the 
window to shatter in tiny particles, only millimeters in cross-sectional area. This characteristic is advantageous 
because the smaller particles contain less kinetic energy and are less likely to damage blades or rotors. The 
particles from other failed glass windows are relatively large in cross-sectional area. A failed chemically 
strengthened sodium-alurnino-silicate window is represented in figure 3. 
MOLD DESIGN 
The mold material that offers the best results for forming windows is machinable ceramic. The molds for 
window formation consist of a male and female mold. The male mold is machined to match the internal flow 
path surfaces, whereas the female mold is machined to these coordinates plus the glass thickness. The overall 
dimensions of the molds are 1 in. greater than the actual final size of the window glass. Both molds have 
threaded holes on the perimeter to fit alignment bars. 
In order to maintain surface quality, accurate machining and polishing of the molds that are used for win- 
dow fonnation are essential. The molds are machined and polished to a tolerance of 0.005 in. of the desired 
contour with a 16 Ra surface. 
All slumping components are machined out of the same material to ensure similar coefficients of thermal 
expansion. Orientation of the slumping component configuration is shown in figure 4. 
GLASS MOLDING 
Inert gas furnaces are preferred for slumping because of the heating characteristics of the molds. Other 
types of furnaces usually introduce contaminants into the slumping environment that degrade glass surface 
quality. Cleanliness of the molds, glass, and furnace is critical to glass quality. These components should be 
thoroughly cleaned at the beginning of every slumping operation. 
The forming temperature of windows is found by an iterative process. The mean annealing temperature of 
about 1100 OF is the theoretical stating temperature for new window formation. Adequate visual inspection of 
the window after slumping will indicate whether the temperature should be increased or decreased. The ideal 
slumping temperature for three-dimensional window fonnation is usually within 2 percent of the annealing 
temperature. 
The procedure for window formation is as follows: 
(1) Cut the glass to overall mold dimensions (i.e., 1 in. greater than the final window design dimensions). 
(2) Thoroughly clean the glass with soap and water. Oil from fingers will develop into surface imperfec- 
tions during the slumping operation. 
(3) Thoroughly clean the male and female molds with an alcohol-based cleaner. 
(4) Thoroughly clean the inert gas furnace. 
(5) Bolt the alignment bars onto the molds. 
(6) Position the male mold into the inert gas furnace. 
(7) Insert the glass on top of the male mold. 
(8) Position the female mold onto the male mold with the glass positioned in between them. 
(9) Heat the furnace to slumping temperature. 
(10) Soak the glass at slumping temperature for 4 to 6 hr. 
(1 1) Cool the glass down to ambient temperature. 
(12) Examine the slumped glass for proper Curvature and quality. 
(13) After desired curvature and quality are obtained, anneal the glass to relieve residual stresses. 
Visual inspection of the slumped window will provide adequate information for altering the slumping 
temperature. If the slumping temperature is excessive, surface imperfections will be apparent. These surface 
imperfections will appear along the plane of severe three-dimensional contour or at the inflection point. This 
problem can be solved by decreasing the slumping temperature by 1 to 2 percent of the annealing temperature. 
The combination of insufficient slumping temperature and excessive mold pressure may result in low- 
quality windows. These windows will appear wavy in the area where the glass was stretched. The solution to 
this problem is to increase both the slumping temperature and duration. 
The windows can be molded in several steps by alternating slumping temperatures, modifying slump soak 
time, varying molding force, inverting mold positions, or any combination of these methods. When molding 
glass in several steps the female mold is always used first and by itself. After the glass is partially formed, the 
male mold is added, the entire assembly is inverted, and the slumping process is then repeated. Windows with 
extreme curvature or compound curvature may require repeated slumping operations. These complex windows 
often require the addition of weight to the molds to adequately form the glass. 
Window development can be a lengthy process, but once the parameters are found for a particular window, 
reproduction is routine. The last process in the formation of windows is to anneal the glass. Annealing relieves 
residual stresses that build up in the glass during the development process. 
GLASS EDGING 
Previous methods of edging the windows to size involved scoring the glass to the desired size, then break- 
ing the glass along this scored edge. During this process, small fragments of glass are broken away along the 
line of scoring, creating voids in the glass. Minute cracks remain along the edge of the glass after it is broken. 
These cracks weaken the glass and cause it to fail under load. 
Minimizing cracks is important during the edging process. A perfected process for edging glass by using a 
numerically controlled water-jet cutting machine has been developed and is recommended for cutting windows. 
The machine abrades glass away along the desired cut line, reducing glass fragmentation. The water-jet cut edge 
of the glass is less densely populated with cracks, and crack penetration is less severe than with scored glass. 
The desired window dimensions are programmed into the numerically controlled water-jet cutting machine. 
In order to alleviate window glass damage from the backsplash of the water jet, a 0.0625-in.-thick aluminum 
plate is placed across the ways of the water-jet cutting machine bed. In order to protect the glass from frac- 
turing, duct seal is placed over the surface of the aluminum plate to absorb the high cutting frequencies of the 
water jet. The window glass is then secured into position by pressing it into the duct seal. This entire assembly 
is then submersed under water to further assist in absorbing the high cutting frequencies of the water jet. The 
maximum desired water-jet cutting rate for edging is 4.75 in./min, with a nozzle pressure of 30 000 psig. 
After the glass is cut to size, the edges are rounded. Using aluminum oxide sanding belts helps protect the 
glass from damage because glass edges are most susceptible to impairment. The minimum radius of the rounded 
edges is equivalent to half the glass thickness, as shown in figure 5. 
GLASS STRENGTHENING 
Chemical strengthening of the glass through ion exchange is a readily available technology. The process 
will only be highlighted in this paper; detailed information is given in references 3 to 8. 
Windows are chemically strengthened through ion exchange so that they can endure facility operating pres- 
sures and temperatures and to increase their relative impact strength. These windows are chemically strength- 
ened to contain a 0.010-in. or greater compression layer. The specially designed chemical composition of 
Coming glass code 03 17 sodium-alumino-silicate glass enhances this ion exchange to ensure maximized glass 
strength. This is the principal reason why this glass is used for window development. 
CONCLUDING REMARKS 
Highquality contoured windows are a key part of laser anemometry systems for compressor and turbine 
facilities. The window development process that was described herein ensures accurate tolerances and flawless 
quality that could only be previously obtained from grinding and polishing. Although they have been tested for 
flaws, windows should still be considered and treated as a fragile material. Routine visual inspection and hydro- 
static evaluations are considered important to their integrity. 
Future experiments will need larger windows to increase the fields of unobstructed view. Future windows 
must also endure higher pressures and temperature gradients. With the present development processes these 
windows should successfully withstand these future requirements. 
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ABSTRACT 
High-quality, wide-aperture optical access is usually required for the advanced laser diagnostics that can now 
make a wide variety of non-intrusive measurements of combustion processes. Specially processed and mounted 
sapphire windows are proposed to provide this optical access to extreme environments. Through surface 
treatments and proper tbermal stress design, single crystal sapphire can be a mechanically equivalent 
replacement for high strength steel. A prototype sapphire window and mounting system have been developed in 
a successful NASA SBIR Phase I project. A large and reliable increase in sapphire design strength (as much as 
lox) has been achieved, and the initial specifications necessary for these gains have been defined. Failure 
testing of small windows has conclusively demonstrated the increased sapphire strength, indicating that a nearly 
flawless surface polish is the primary cause of strengthening, while an unusual mounting arrangement also 
significantly contributes to a larger effective strength. Phase I1 work will complete specification and 
demonstration of these windows, and will fabricate a set for use at NASA. The enhanced capabilities of these 
high performance sapphire windows will lead to many diagnostic capabilities not previously possible, as well as 
new applications for sapphire. 
INTRODUCTION 
The study of the physics and chemistry of combustion and other high temperature and pressure processes is 
increasingly being performed by advanced laser diagnostics that have extensive and steadily broadening 
capabilities. These diagnostics often require high-quality wide-aperture optical access that is not currently 
possible using conventional materials. The combined pressure and temperature constraints of the contained 
environment are beyond current window materials technology. Glass has too low a mechanical strength, 
sapphire is thought to be too sensitive to thermal stress and shock, zirconia cannot be manufactured in large 
pieces, and diamond is eroded too rapidly by an oxidizing atmosphere and is too expensive in large sizes. 
SAPPHIRE 
Of all of the commonly available materials sapphire is the hardest and has the highest melting point. The 
weakness of sapphire as a material and a major cause of its limited application has always been its poor thermal 
stress behavior. Because sapphire is such a strong crystalline solid it is difficult to shape and polish. Its 
strength, enhanced in single crystals, is far superior to that of glass. The potential of strong sapphire, however, 
is even greater if ways can be found to extend to large scales the strength that has been demonstrated for small 
single crystals. It has long been known that the relatively low practical strength of sapphire is a direct result of 
surface flaws that are generated during the fabrication of sapphire in a particular shape; the bulk crystal itself 
can be made essentially perfect by using modem crystal growing techniques. 
Stoichiometrically there is only one oxide of aluminum: alumina, A1,0,. However, alumina can form various 
polymorphs, hydrated species, etc., depending on the conditions of its preparation. There are two forms of 
anhydrous A120,: a-AI,O, and y-Al,O,. In a-AI,O, (sapphire) the oxide ions form a hexagonal close-packed 
array where the aluminum ions are distributed symmetrically among the octahedral interstices. The a-Al,O, 
material is stable at high temperatures and is also indefinitely metastable at low temperatures. It occurs 
naturally as the mineral corundum. The A1,0, that is formed on the surface of aluminum metal has still another 
structure: a defect rock-salt structure with an arrangement of Al and 0 ions in a rock-salt ordering with every 
third A1 ion missing. Sapphire is a unique material in a number of ways. Its extreme hardness and chemical 
inertness is complemented by its very broad bandwidth for optical transmission (0.16 - 5.5 )tm). Sapphire has 
special optical properties in that it has a large surface reflection and is optically active as well as birefringent. 
The forming and polishing of single crystal sapphire is difficult and time consuming. Common properties are 
given by manufacturers [I], while the primary reference for sapphire is a Russian book by Belyaev [2]. 
Mechanical Characteristics of SaDDhire 
The strength of brittle materials, whlch at normal temperatures includes single crystal sapphire, depends on a 
number of factors: rate of testing, temperature, quality of the surface of the specimen, ambient conditions, size 
of specimen, etc. Sapphire is a single crystal; its properties are orientation dependent and determined by the 
properties of the crystal itself. Its macroscopic behavior depends strongly on the perfection of the crystal, both 
internally and at its surface. Stress failure occurs as a result of the formation and propagation of cracks in the 
crystal. Near 900 "C sapphire becomes plastic, as the thermal energy in the crystal becomes large enough to 
enable the weakest slip planes in the crystal to move. Of all of the properties of sapphire, those related to its 
strength are the least well defined because the failure of sapphre is statistical; design values must be based on 
the minimum possible strength. The mechanical properties of sapphire are given as: 
Tensile strength: at 25 "C: 410 MPa (60 kpsi) (design criterion) 
at 500 "C: 280 MPa (design criterion), at 1000 "C: 350 MPa (design criterion) 
Bulk modulus: 2.4 x 10" Pa, Young's modulus (60" to c-axis): 3.45 x 10" 
Modulus of rigidity: 1.5 x 10" Pa, Modulus of rupture: 450 - 700 MPa, Poisson's ratio: 0.25 
There are four primary characteristics of a sapphire window that together determine the design strength of the 
sapphre. These are 1) Bulk crystal quality, 2) Crystal orientation relative to the window planes, 3) Surface 
preparation, and 4) Avoidance of mechanical design features that cause stress concentration. Defining the 
current standard practices with respect to these factors determines the baseline case for any strengthening 
comparison and leads to an understanding of how the fabrication and use of sapphire can be optimized. 
Mechanically, sapphire is currently characterized by the optical quality of the buk  single crystal. There are no 
strict standards for describing the crystal, only approximate grades. The primary reason for this accepted 
imprecision is the lack of correlation of identifiable defects with the macroscopic behavior of a crystal - except 
for optical clarity. Optical grading is done both because large sapphire is usually used as an optical material, 
and because optical testing is the simplest and easiest technique that is used for identifying crystal defects. 
A microscopic property that does translate to macroscopic behavior is the crystal orientation, where bond 
strength translates to directional crystal strength. 
For the purpose of determining the global mechanical strength of a high quality single crystal of sapphire the 
condition of the surface is the determining factor. The characterization of the surface finish must be 
supplemented by a knowledge of the subsurface damage layer that has been created by the mechanical 
deformation of the surface during the shaping or polishing of the piece. Often sapphire pieces are rapidly 
diamond polished to high quality without removing the associated damage layer in the crystal. This damage 
layer often cannot be easily detected, except by a separate chemical surface etching process. 
Stress concentration is usually caused by holes or sharp edges. Window design excludes holes, but sharp edges 
are a common feature of windows simply because edges are rarely specified by the design engineer. Sharp 
edges produce chips easily, and these chips can scratch the window surface and significantly reduce strength. 
Sharp comers also occur when a window is made in one piece with two diameters; the large diameter is used 
for mounting and sealing purposes. The comer between the two diameters is not only a location of stress 
concentration but a location where there is likely to be surface damage from machining and no polish at all. 
This edge is a primary cause for the failure of windows using this design, and should be radiussed and polished. 
Surface Strengthening 
The process of strengthening sapphire by modifying its surface has long been known and practiced in the form 
of fire polishing. More recently research using glazing to strengthen glasses has been extended to the 
strengthening of sapphire by a similar glazing process [4,5]. The precise mechanism for the strengthening in 
either case is unknown, except that it is known that surface flaws are either eliminated (fire polishing) or their 
effects on overall mechanical strength are somehow diminished. One of the purposes of the research described 
here has been to identify the important mechanism involved in the strengthening of sapphire, so that a practical 
process can be developed to achieve a reliable increase in the strength of any appropriately processed piece. 
Fire polishing itself cannot be used, since the thermal stress inherent in this process breaks large pieces. 
Unfortunately for the purpose of identifying important strengthening mechanisms, practical experimental 
strengthening techniques almost always improve the surface through a number of mechanisms simultaneously. 
Since the condition of the surface determines the overall mechanical strength of the piece, techniques have long 
been sought that can reliably improve the condition of this surface. The following mechanisms have been 
demonstrated to be associated with improvements in the strength of sapphire: 1) Polishing, 2) Healing of 
surface flaws (chemically or through high temperatures), 3) Protecting the surface 4) Sealing surface flaws 
(solid solution layers), 5) Compressive surface layers, and 6) Crack propagation prevention (dislocation 
pinning). The most used of these techniques has been compressive surface layers. Such layers improve the 
strength of brittle materials by preventing surface flaws from acting to cause failure; compressive stresses are 
created in the surface that cause much larger tensile stresses to be required for a crack to grow and propagate. 
In the work of Kirchner [4], a series of methods were used to obtain compressive surface layers on a variety of 
ceramic materials. Emphasis was placed on strengthening by quenching, and by glazing and quenching, because 
these experimental methods yielded the highest strengths. Strengthening sapphire was emphasized as a result of 
the inherent strength and ready availability of sapphire. Substantial improvements in flexural strengths were 
observed. In some cases improved tensile strength, thermal shock resistance and delayed fracture properties 
also were demonstrated. Treatment of sapphire single crystals resulted in three-fold improvements in strength. 
A glazed and quenched alumina rod 3.2 mm in diameter with a glaze layer 0.04 mrn thick may have a measured 
flexural strength of 820 MPa. At failure, the tensile stress in the outermost portion of the alumina under the 
glaze on the tension side of the rod was at least 807 MPa. Much of the improvement in strength was retained 
when the samples were abraded. The stresses in the glaze are much lower because of the initial compressive 
stress and the low elastic modulus. It is apparent that the bulk of the material is inherently strong, but that the 
untreated material fails at low stress levels because of processes originating at the surface. More recently, Dr. 
Bates used this glass glazing process to strengthen a large (100 mm diam., 5 mm thick, and 150 mm long) 
sapphire cylinder for use as the transparent cylinder shell in a research internal combustion engine [5,6]. 
An important issue associated with surface strengthening is surface protection. There are two important 
contributors of the environment to the strength of sapphire. One is environmental chemistry, and the other is 
handling or mounting damage. The effect of environment on sapphire surfaces is usually that of moisture in 
combination with stress. Other effects arise from corrosive atmospheres (they must be very corrosive to affect 
sapphire), very high temperatures, or a combination of these factors. Handling protection prevents hard 
particles from coming into contact with the surface and causing damage that would weaken the piece. Although 
sapphire is very hard and very scratch resistant, i t  is easy to microscopically scratch an unprotected surface. 
The reason for this is the omnipresence of hard particles in the form of alumina on "sand" paper, and chips 
from the sapphire piece itself. Simple aluminum cannot scratch sapphire; although there is an aluminum oxide 
film on the surface, this film is in a different chemical form than sapphire, and is much softer. Protective 
layers can consist of any coating ranging from a glass glaze applied to strengthen the piece, to an antireflective 
coating applied for optical reasons. Even plastic films can be used. The coating need not be very thick to 
protect the surface; coatings that have poor transmission in wavelength regions where the transparency of 
sapphire is required can still be used because the coating is too thin to have significant absorption. 
For surface strengthening to be effective the condition of the surface must be the determining factor for the 
macroscopic strength of the single crystal, rather than any bulk flaws. The bulk material of a window by 
definition has only a few flaws, since it is good optically. Such a window must be of even better quality as an 
imaging or laser diagnostic window. Current commercial window sapphire is thus always of a bulk quality such 
that the surface finish probably determines overall material strength. The surface quality is most important at 
locations where there are large local tensile or shear stresses present. The surface condition at the exact 
position of maximum stress may not be relevant, however, because some other location on the surface may have 
half the stress but be unpolished (typicaily the side of the window). Stress distribution is highly three 
dimensional and determined by the combination of mechanical and thermal loading with residual stresses. 
Almost all of the applications relevant to the present work are those where the surface which controls the 
strength of the piece is in a benign environment. These windows face a hostile environment - a .  environment 
that almost always includes high temperatures. Thus the side toward the hostile environment is hot, and the 
face away from it is cooler; the hot face is in compression and the cooler face is in tension as a result of 
thermal expansion differences. The face in tension is the face whose surface condition determines strength, and 
it is on the benign side. For a window into a combustion chamber, the benign side is the outside. For a 
window on a supersonic plane the benign side is the inside. In both cases the surface condition of the important 
side can be easily and passively maintained with the proper care. 
SAPPHIRE WINDOW FAILURE TESTING AND ANALYSIS 
The Phase I program [7] had a goal of providing an experimental demonstration of the strengthening of sapphire 
as an isolated material for the specific application of a window that provides optical access to a high pressure, 
high temperature environment. The mechanical strength of a sapphlre window was to be significantly increased 
by appropriate processing of the surface that is in tension during use. In another sense the project goal was to 
greatly increase the design strength of sapphire with respect to current design practice and accepted engineering 
criteria. As will be shown, large additional gains in effective design strength can also be achieved by using 
improved mounting design techniques that are appropriate only to the material properties of sapphire. 
Sav~hire Surface Processing 
The goal of the surface processing effort was twofold. The original goal of Phase I was to demonstrate 
sapphire strengthening through surface processing, with a secondary goal of identifying the mechanism of 
strengthening. A critical part of the work was the examination of the window surfaces by a scanning electron 
microscope (SEM), which led to a correlation of window failure strength with surface finish. Seven different 
types of surface processing were performed: 1) Standard 80150 polishing, 2) "Epi" polishing, 3) 
Antireflection coating, 4) Molecular beam implantation, 5) Glass glazing, 6) Surface annealing, and 7) C02 
laser melting, Different strengthening mechanisms were evaluated by using a surface processing technique that 
isolated a particular mechanism. Of the surface processing techniques epi polishing was found to be most 
effective for strengthening sapphire; the present discussion will center on polish strengthening experiments. The 
other techniques were found to be less effective, but were used to confirm the importance of the polishing as the 
most important effect among the many that could contribute to strengthening. 
Small sapphire windows were used in an inexpensive hydraulic failure pressure testing facility. These windows 
were 2.5 cm diameter and 1 mm thick, sized such that the pressure required to break them is within the 
accepted rating for a commercial medium-pressure hydraulic assembly (up to 140 MPa). A set of 30 standard 
grade, random orientation windows with an 80150 xratchldig optical polish was obtained from Meller Optics 
(Providence, RI). This polish is standard when no specific finish is requested except that it be an optical finish. 
Final polishing is performed using a fine grit diamond compound. SEM images of this polish indicate that the 
polished surface is a mass of randomly oriented scratches on the order of 1 pm wide. Another set of 32 best 
quality, 0" orientation windows with an epi polish was obtained from Crystal Systems (Salem, MA). An epi 
finish is the best available polish for sapphire, where final polishing is performed by chemical removal of the 
sapphire surface using d colloi&l silica solution at elevated temperature. SEM images of these windows reveal 
a variety of types and concentrations of defects. Characteristic of the colloidal silica polish is pits of varying' 
size randomly distributed over the surface. The pits can occur in isolation or in clusters of varying size. A 
high quality epi polished surface has few defects widely spaced, while a low quality epi finish not only leaves 
remnants of scratches in place, but introduces quite a few streaks of deeper erosion. It should be noted that 
features visible in the SEM may not be actual surface features, but rather subsurface scattering sites, since they 
are actually identified only by changes in the deflection of electrons from the SEM beam. No polishing was 
required or performed on the edges of these windows, since the edges were not stressed at all, and chipping 
could not damage the window surface before testing. 
S a ~ ~ h i r e  Window Failure Testing 
A hydraulic facility as shown in Fig. 1 was 
constructed to failure test the processed 
sapphire windows. The configuration 
consisted of a hydraulic hand pump, medium 
pressure hydraulic tubing, a pressure gauge, 
and a window mounting fixture surrounded by 
a metal safety shield. The primary pressure 
containment was done by a pair of standard 
"Conflat" vacuum flanges that seals using 
copper gaskets. One flange was modified to I 
simulate a clear-aperture fixture for optical Knife Edge 
access, and the other was drilled and tapped 
to accept a fitting from the hydraulic system. 
The sapphire windows were not clamped, 
but held against the O-ring seal by the 
internal pressure of the system. This 
prevented any possible complications from 
s e  lfl Hydraulic 
clamping, and turned out to be instrumental in OiI\Pressure 
the development of the high-pressure window Feed 
mounting technique. The fixture included two Figure 1. Sapphire window hydraulic failure testing facility; 
safety shields; a case around the entire window detailed drawing of window mount fixture. 
mount fixture to contain pieces and a thin 
plate on the top of the aperture flange itself. Any significant air volume at high pressures would otherwise 
result in an extreme safety hazard when a windows failed. 
Failure testing of 31 windows was done, sampled from a set of 62 windows that had undergone combinations of 
6 different surface processing techniques (laser melting was an isolated test). The pressure behind each window 
was increased until the window broke, and the peak pressure was recorded. The results of failure testing that 
demonstrate the feasibility of strengthening of sapphire by surface processing are shown in Fig. 2, where the 
strength of the 80150 polish windows is compared with that of epi polished windows. Also indicated is the 
predicted window failure strength based on the design failure strength of sapphire as specified by the 
manufacturer. It is crucial to note that epi polish windows were selected on the basis of minimal flaws under 
SEM inspection, and then failure tested. Every window chosen for minimal flaws had a large failure pressure. 
After demonstrating a correlation between minimal surface flaws and strengthening, two epi polished windows 
were identified as having major flaws, and these were tested, expecting them to have significantly less strength. 
One of these two windows did have a strength comparable to the 80/50 polish windows, demonstrating that the 
polish was responsible for the increased strength. The other one was shown by the SEM not to have been 
polished with colloidal silica at all. Apparently the rough diamond machining of this window did not reduce its 
strength, an intriguing fact. The correlation between minimal flaws and increased strength was 100%, while the 
correlation between flaws and reduced strength was not perfect because there was not a large enough flaw 
density to guarantee that a failure causing flaw would occur in the highly stress center of a window. This 
contrasts with the 80/50 polish, which was continuously flawed. 
The absolute magnitude of the failure stress for these 2.5 cm diameter windows is very large: 25-27.5 MPa 
(almost 4,000 psi), although the windows are only 1 mm thick. The high contained pressures before failure 
demonstrates the potential of sapphire windows. The clear viewing aperture was 1.9 cm. As will be shown, a 
significant part of the load capacity of this window arises from the mounting system. 
Strengthening ratios vary from 4.7 (maximum strength of strong sampleslminimum strength of weak samples) to 
1.87 (minimum strength of strong samples/maximum strength of weak samples). The most appropriate factor is 
that of a design strength, which can be taken as the minimum strength of the stronger samples relative to the 
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Figure 2. Sapphire window strengthening feasibility demonstration pressure testing results. 
close to the minimum tested strength, because the design strength must be based on the worst case analysis. 
Thus, a design strengthening factor of 3.4 has been achieved through surface processing. This design factor 
increase implies that a new design strength of 1.4 GPa (203,000 psi) has been achieved for sapphire. 
Other failure tests were performed to try to isolate the important strengthening processes. A MgFl antireflection 
coating isolated the surface from any environmental chemistry that might affect window strength, but did not 
cause strengthening. Both argon ion implantation and glass glazing resulted in strengthening of the 80150 
polished windows but to a lesser degree than epi polishing. Furthermore these processes did not increase the 
strength of epi polished windows. Testing of all of these techniques on both the 80150 and epi polish windows 
separately also confirmed the role of the epi polish in providing the major strengthening effects measured. 
There are two other possibilities for the difference in strength of the windows. The first is that the 80150 polish 
windows are of lower bulk crystal quality. The second is the probable difference in crystal orientation of the 
two different types of polished windows. That these are not the cause of the strength difference can be shown 
from the data. Considering the quality of the bulk crystal first, if that were controlling the strength, the perfect 
crystals would always be stronger than the standard grade crystals. That is not the case is shown by case # 17 
in Fig. 2. In this case the strength of the perfect and standard crystals are identical - only the surface 
processing has changed. That the orientation is almost certainly not the cause is demonstrated by the same case, 
where the degradation of the strength of the C-axis ((3') windows to that of the low strength 80150 polish, and 
probably 90 degree orientation windows. Other data support this argument in a similar manner. The 
strengthening effect must be caused by surface finish. 
CO, laser melting was attempted on a test window to determine if this could be a practical means of more 
reliably achieving a high quality surface. A 25W CW CO, laser emitting radiation absorbed by sapphire (10.6 
pm wavelength) was focussed to a spot on a 80150 polish window. Melt polishing was clearly visible in SEM 
images, smoothing out the scratches from the 80/50 polish, but fracture lines were always present. These 
fractures were caused by the thermal stress associated with the large local thermal gradients of the heating. 
This polishing process may be successful if it is performed while the sapphire piece is at a high enough 
temperature to allow the plasticity of the material to absorb the thermal deflections and prevent fracture. 
Window Mechanical Strength and Mountinn Analysis 
Although the standard technique for strength testing discs is the ASME four-point bending technique, it was 
decided to use an equivalent real window mounting system to perform the failure tests. The window can be 
modeled as a thin, uniform-thickness disk surrounded by a pressurized fluid up to the O-ring seal. Without 
pressure, the window rests flat on the metal support structure between the inner edge of the clear aperture and 
the outer diameter of the window. As the pressure is increased, the center of the window is pushed into the 
aperture and the outer diameter lifts off the metal. This is possible because the O-ring is pressurized and 
deforms to fill the space between the metal O-ring groove and the window, even if this space grows slightly. 
The load modeling is as shown in Fig. 3, together with the window deflection. For a uniformly loaded thin disc 
the maximum stress is related to pressure by: 
where S, is the maximum stress, k is a constant equal to 1.27 for a thm circular plate, w is the 
pressure, r is the disc radius, and 6 is the disc thickness. For a 410 MPa tensile strength of sapphire at room 
temperature, a 11.7 mm O-ring radius, and a 1 mrn thickness, the predicted failure pressure is 2.55 MPa; a 
pressure far below even the worst test results. 
However, as discussed above, the actual case of the loading on the window is a disc where the deflection is 
constrained by the inner edge of the clear aperture. As long as the maximum stress at (a) is significantly larger 
than at (b) the piece will fail at the center and surface processing will result in strengthening. This applies only 
to sapphire, since it is so hard that the inner metal edge does not cause the unusually high line stress and piece 
failure that occurs using glass. The loading outside the fulcrum diameter balances some of the load inside of 
the fulcrum diameter and causes a reduction in the effective load at the center. Using the simple area balance 
indicated in Fig. 3, a new effective loading area can be calculated, giving an effective radius for failure loading 
of 6.85 rnm. Thls compares with the initially assumed radius of 11.7 mm. It also leads to an effective 
reduction in loaded area by a factor of 2.9 and an increase in predicted failure pressure by the same factor to 
7.4 MPa. This prediction is in excellent agreement with the window testing data, as indicated in Fig. 2. 
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Figure 3. Window failure stress analysis. 
Furthermore, the new effective load area is almost a factor of 2 less than the clear aperture, illustrating the 
advantage of such a mounting scheme for increasing the design aperture of a given window. 
Savvhire Thermal Analvsis 
The methods for increasing the strength of sapphire windows are predicted to be independent of temperature, 
but thermal stress effects are known to be an important contributor to the overall stress developed in a typical 
high pressure, high temperature window application. Thermal stress analysis tends to be complex, but it can be 
monitored experimentally. Basic thermal stress analyses have been performed, and these, together with 
previous research for the sapphire cylinder engine project 151, confirm the validity of the feasibility 
demonstration for harsh thermal environments but indicate the necessity of detailed work in Phase 11. 
Experiments have been designed and prepared for thennal testing of strengthened sapphire. 
Savvhire Window Strengthening Assessment 
An assessment of the Phase I program to develop high performance sapphire windows must begin with the fact 
that current sapphlre window design practice is very poor in general. This poor practice begins with a lack of 
adequate specification of the bulk material and the surface quality of sapphire windows, and a lack of design 
work to eliminate geometries that lead to stress concentration. Furthermore, the elimination of sharp edges is 
rarely specified. Poor practice continues with a total lack of the use of thermal isolation to minimize thermal 
stresses, and no consideration of modifying experimental operating procedure to lessen the severity of thermal 
transients. Mounting procedures that are used are those appropriate to glass but not to sapphire, and these 
procedures usually degrade the thermal as well as the mechanical performance of any type of window. 
Another factor in the misuse of sapphire (and glass) windows is the lack of an understanding of statistical failure 
of brittle materials. Commercial design strengths must be based on the minimum strength of a material. For 
the case of statistical failure, such as is the case for sapphire, the majority of pieces are stronger than the quoted 
value. This means first that proof testing can easily be done to increase the safety factor of expendable pieces. 
It also means that the strength of a replacement will not be the same as the original - one window may survive 
for extended periods, whereas the next may fail immediately. Also ignored is the effect of environment on 
strength. It has been mentioned previously that i t  is relatively easy to scratch unprotected sapphire, and that 
scratches can lead to the failure of the entire piece. 
The advances made in this program must be considered relative to these facts. Strengthened sapphire windows 
with improved mounting can only result in superior performance in the context of a thorough understanding of 
their proper use. The full benefits of the excellent properties of sapphire can only be obtained with proper 
manufacture, design, construction, and operating procedures. 
Large Sau~hire Window Desim 
A preliminary design of a large-aperture (15 cm) sapphire window on a combustion chamber was performed 
based on Phase I advances. Although such a window was previously thought not to be practical, the new design 
implies a window that is only moderately thick. A large aperture window to high temperature and pressure 
environments is a major goal for this program and for NASA; it would allow much more extensive use of 
current advanced laser diagnostics, and new information on difficult and important problems. 
APPLICATIONS 
Sapphire is widely used because of its attractive characteristics: excellent strength, hardness, chemical 
inertness, temperature resistance, and broadband transmissivity. It is also known for its high cost and its 
reputation for poor response to thermal stress and shock. Therefore, sapphire must be used with planning, both 
in its specification and design details, in order to utilize its attractive characteristics while avoiding the thermal 
stress and shock problems. A description is given below of the applications of sapphire as well as the potential 
of the improved sapphire. The listed applications provide the context for understanding the potential of 
improved sapphire. 
General A~~l ica t ions  
The following is a comprehensive list of the uses of sapphire as supplied by Meller Optics, Inc. Many 
applications are of specialty nature. Among the listed uses, note that sapphire fiber optics applications are 
expanding rapidly to provide diagnostic access to high temperature environments. Also, in addition to the single 
crystal sapphire on which this work is based, polycrystalline sapphire is used extensively in aerospace structures 
and for armor. 
MECHANICAL OPTICAL (Windows, lenses and prisms) 
1. Fluid and gas nozzles 1. C02 and 0 2  blood gas analysis 
2. Hole and cap jewels for instruments 2. Environmental smokestack and 
3. Wire and thread guides for electro auto emissions 
erosion and printing machines 3. Other toxic gas and fluid analysis 
4. Blades for equalizing magnetic 4. Industrial oven and 
sound recorders furnace windows 
5. Various orifices for air, gas, 5. Cryogenic analysis 
and liquid meters 6. Ultraviolet industrial lamps 
6. Capillaries for the semi-conductor 7. Hermetic vacuum ports and seals 
industry 8. Thickness guides for 
7. Chromatography pistons, pumps and paper machines 
valves for laboratory use 9. Fire and smoke detection 
8. Probes for measuring instruments instruments 
9. Magnetic tape cleaners 10. Optical wavelength detectors and 
10. Insulators filters 
11. Pivots and machining stops 11. Infrared missile seeker and 
12. Balls-bearings, flow meters, camera covers 
check valves 12. Centrifuge cell windows 
13. Washers, valve seals 13. Laser optics, etalons and 
(for particular flows) reflectors; high power 
14. Tubes 14. Sight glasses 
15. Narrow tolerance pieces 15. High pressure windows 
16. Point of sale windows for 16. Polarization optics 
cash registers 17. Engine turbine pyrometry 
17. Micrometer rotors 18. Refractometry 
18. Microtome blades and knives 19. Sight Reticles 
19. Tape guides 20. Telescope Optics 
21. Fiber Optics 
ELECTRONIC 22. Lenses and prisms 
23. Solar cell cover plates 
1. Wafer camers thin film deposition: 24. Radiation damage environmental optics 
a. Silicon on Sapphire 
b. Gallium Arsenide for CHEMICAL 
field effect transistors 
c. Mercury Cadmium Telluride 1. Reactor components 
for detector arrays 2. Corrosion resistant cells, 
2. Base substrates for thick film crucibles and tubes 
deposition of various metals 
for a wide range of circuitry 
3. Acoustic delay lines 
MISCELLANEOUS 
1. Transparent armor 4. Watch crystals and jewelry 
2. Hollow wave guide for laser systems 5. Charges for vacuum coating 
3. Fiber optic tips for surgical lasers 
Windows A~~licat ions 
Sapphire windows are used in a wide variety of research applications to provide optical diagnostic access to 
pressurized apparatus. They are also used in deep submersion vehicles. Commercial window applications 
include: 1) High pressure optical cells, 2) High temperature optical cells, 3) High pressure and high 
temperature optical cells, 4) Diagnostic cylinder wall for Internal Combustion engines. 
NASA has many uses for sapphire windows, including a wide variety of diagnostic windows whch provide the 
access to fluid and combustion studies. Future applications include structural windows in hypersonic vehicles. 
One major application in defense is for missile and aircraft radomes. A radome consists of a hemispherical 
sapphire crystal mounted to permit tracking and guidance. The domes must be transparent to the proper 
wavelengths (infrared) and robust enough to survive the impacts and aerodynamic heating encountered in this 
application. Sappfure is the most competitive material for this application. 
Potential 
The potential is great for the strengthened sapphire; any improvement of a factor of 10 in strength will lead not 
only to improvements in present applications, but will also open the door to many new ones. For example, 
experiments in the more extreme environments such as those in high speed aerospace research can now be 
studied for longer duration, and new applications in structural windows, transparent armor, and visible high 
temperature furnaces, can now be considered. 
CONCLUSIONS 
Phase I research has successfully demonstrated the feasibility of greatly strengthened sapphire windows. 
Through surface processing, improved mounting designs, and minimization of thermal stresses, single crystal 
sapphire can be a mechanically equivalent replacement for high-strength steel. A factor of 10 increase in 
reliable design strength has been demonstrated for a strengthened, properly mounted sapphire window. The 
highest quality surface polishing resulted in experimental strengthening of sapphire windows by a factor of 3.4 
relative to the strength of windows with a standard optical finish, which failed at the manufacturer's design 
strength. A new window mounting scheme provided a further increase of a factor of 2.9 in effective strength. 
The clear aperture that can safely be designed for a prespecified window thickness can be improved by this 
factor using the new mounting design. Guidelines have also been developed for specifying strengthened 
sapphire and minimizing thermal stress. 
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ABSTRACT 
A Gas Vessel Assembly has been developed that delivers purified, very low moisture content gas at two 
different output pressures. High pressure gas is delivered at up to 6,700 psi, and low pressure gas regulated to 
130 psi is also delivered via a second outlet over a wide range of flow rates. The device is extremely hghtweight 
(less than 1 lb) and compact, affords maximum mechanical integrity, high reliability (0.9999 at 95% confidence 
level), and offers extremely long storage life. Specialized design and fabrication techniques are employed that 
guarantee gas purity and negligible leakage for more than 20 years, in widely varying conditions of storage 
temperature, humidity, altitude, and vibration environments. The technology offers unique advantages in fast, 
high pressure discharge applications. For example, when combined with a cryostat, cryogenic temperatures can 
be achieved such as those used in missile seeker technology. The technology has many additional applications 
such as: emergency power sources for safety devices such as those needed in nuclear power plants, refmeries, 
collision cushioning devices, superconductor cooling devices, emergency egress systems, miniature mechanical 
devices that employ gas bearings, and other areas where long storage, extremely high reliability and/or high 
energy density power sources are required. 
INTRODUCTION 
ARRAL is a world-class manufacturer of precision electromechanical systems and assemblies, stored 
energy devices, and fluid systems for the international aerospace and defense communities. The company 
specializes in the manufacture, assembly, and testing of a broad range of complex mechanical, electromechanical 
and electronic devices. Particular expertise rests in special and unusual applications where our turnkey 
engineering and R&D capabilities can apply creative and innovative solutions to the design and manufacturing 
operations. 
Our premier areas of specialization include on-board gas bottles and accumulators for sustained cooling, 
and stored energy devices that provide pneumatic pressure for fm stabilization and actuation control. A wide 
array of specialty and high production items have been manufactured, as shown in Figure 1. The latest product 
line is the Gas Vessel Assembly discussed below. 
GAS VESSEL ASSEMBLY DESCRIPTION 
The Gas Vessel Assembly (GVA) is shown in Figure 2. Its major components are: the manifold 
assembly, a partial toroid-shaped gas storage vessel, and a squib valve-flex circuit 
connection to an external firing signal. Key elements in the design of the gas storage vessel which were critical 
in achieving technical objectives were the development of a miniature pressure regulator in the manifold 
assembly, the use of a high strength specialty steel for the storage vessel, and a proprietary gas release system. 
Manifold Assembly 
The manifold assembly is shown in Figure 3. It is fabricated from high strength aluminum alloy, and 
provides mounting and interconnection for the squib valve and the regulator. Additionally, the manifold provides 
routing and discharge connections for the two different gas outputs. The dual output nozzles are shown in 
Figure 4. 
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FIGURE 1. ARRAL-produced on-board gas bottles, accumulators, and stored energy devices. 
FIGURE 2. The Gas Vessel Assembly is extremely lightweight, compact, and reliable. 
One of the keys to the success of the reservoir configuration is its minimum pressure boundary surface 
area design. The manifold is not a reservoir boundary, and sees gas pressure only after squib valve actuation 
or a test port is used. The manifold and the mounted components are in contact with the stored gas only during 
discharge. This insures stored gas purity and a minimum chance of potential leak paths. The manifold is 
separate from the gas storage vessel. Its fittings are adjusted for precise location without the risk of potential 
leaks, or the introduction of contaminants upstream of the filter. 
The regulator is of a conventional piston-driven spool design, of very compact physical dimensions, and 
very lightweight. It is constructed of an aluminum alloy and stainless steel. The design incorporates a spring- 
actuated Teflon seal and a bellows seal. The regulator and the squib actuator are mounted on the manifold and 
sealed. Regulated gas is directed through a filter to the gas bearing fitting. 
Gas Storme Vessel 
The gas storage vessel shown in Figure 2 is constructed of specialty stainless steel toroid halves and 
spherical end caps, machined from solid material. The gas storage vessel is formed by welding two identical thin 
wall half torus rings together, removing a section of the resulting torus ring, and welding hemispherical end caps 
on each end of the resulting toroid. In addition, brackets are welded to the vessel for mounting the manifold, 
as well as to support the entire assembly. The gas storage vessel is heat treated, cleaned, charged with gas to 
6,700 psi and checked for leakage prior to mating with the manifold. Under testing, the vessel has displayed a 
capability to withstand test pressures of almost 20,000 psi and a leakage rate roughly equivalent to a pressure 
loss of 3% psi over U) years. 
The end caps have small diameter tubes for filling and discharging the pressure vessel. One end cap 
holds the discharge tube which is inserted into the manifold and becomes part of the squib valve. The storage 
vessel component currently in production holds 8.0 cubic inches of pressurized ultra-pure argon gas. 
A key element in the design of the gas storage vessel was the use of a specialty steel for its higher 
strength. Heat treatment and surface treatment are performed after welding, returning the material to its near 
homogeneous, pre-welded condition. In thousands of applications, there has been no evidence of stress corrosion 
problems. 
MANUFACTURING PROCESSES 
A substantial inventory of manufacturing and test equipment was developed specifically for this 
application. The equipment and procedures provide a very accurate determination of the leak rates of the 
reservoir, and thus pressure as a function of storage time. These were developed specifically for the high volume, 
high reliability requirements imposed on these units. Highly specialized equipment designed by company 
engineers is required for compression, purification, and verification of the gas quality on a production basis. 
To minimize "touch labor" cost to an absolute minimum and to minimize the required skill levels, 
specific design approaches were employed to facilitate automated manufacture and assembly of the tight 
tolerance, high reliability parts and subassemblies. For example, the regulator employs a variety of miniature 
screw machine parts that emerge from their primary fabrication step as completed parts, requiring no secondary 
operations. Furthermore, the parts are compatible with vibratory parts feeders and simplified assembly and 
fastening techniques. The completely self-contained regulator is then inventoried as a finished item that is 
subsequently mounted in the manifold using only a wrench. 
The aluminum manifold body is designed to be manufactured from custom extruded bar stock. The 
extrusion has all of the manifold's complex outer profiles, minimizing machining and inspection time and 
complexity to render the final part. Additionally, expensive operations such as radiography (to detect voids and 
porosity in the metal) can be performend on the entire bar at one time. With this approach, per part 
radiography cost is minimized and flawed material is discovered prior to machining. The regulator, squib valve 
actuator, flex circuit assembly, and discharge connectors are then installed in the manifold. Final adjustment is 
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FIGURE 3. Close-up showing the unique manifold design and mounted gas release system. 
FIGURE 4. Dual output nozzles provide regulated gas pressure at 6700 psi and 100 psi. 
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then made to the regulator. A fixture is used to accurately locate and epoxy bond many components to the 
manifold body, in lieu of traditional fasteners, to achieve cost savings, more accurate placement, and reliability 
enhancement. The f i u r e  is also designed as an in-process inspection device, to insure that all components will 
meet the final, extremely tight location requirements. 
The gas storage vessel employs design approaches similar to the manifold. The thin wall torus ring 
halves, used to build the main torus ring, are machined from custom extruded specialty stainless steel tubing. 
This tubing has an outside diameter slightly larger than the outside diameter of the torus and an inside diameter 
slightly smaller. The part emerges from the machine ready to use without any further proccessing or handling 
required. The spherical end caps are made in a similar fashion from standard round barstock. Although 
considerable material is cut away to yield the final part, the extra material wst is more than made up for in 
reduced handling versus the multiple operations that would be required for forging an initial "blank" then 
multiple hand loading it for final machining. As in the case of the manifold, radiography can be done on the 
entire tube and bar prior to final machining. 
By machining from solid material rather than forging or casting, the final parts also exhibit far less 
potential for microfractures, porosity, and residual stresses in the material. The consequences of the above could 
be leakage and dimensional change after heat treating. Small diameter 304 stainless steel fill and discharge tubes 
are then furnace brazed all at one time to the end caps. Mounting pads and brackets are precisely located by 
a f i u r e  and welded. Although presently hand-welded, plans call for performing these operations using 
automated TIG welding equipment employing specialized assembly fiures.  In contrast to the present hand- 
welding, the latter automated process will not require the same skill level or specialized training to produce 
dimensionally accurate storage vessels. After annealing, heat treating, cleaning, proof pressure testing (at 1% 
times the final storage pressure) and leak checking, storage vessels are connected in groups, via the fill tubes, 
to charging manifolds. Each group of vessels is then vacuum baked to eliminate any internal moisture, and 
charged to final storage pressure. 
Final GVA assembly and interconnection of the storage vessel to the manifold is performed in an 
assembly fdure  to insure proper dimensional location of the major assemblies. The same epoxy bonding 
material previously used on the manifold is used to fill the gaps purposely left between the parts to be mated, 
and prior to the attachment of fasteners. By the use of this technique, a wider range in manufacturing 
dimensional tolerences can be allowed for the individual components than are acceptable for the final GVA 
assembly. 
CONCLUSIONS 
The technology incorporated in the Gas Vessel Assembly, and the precision manufacturing techniques 
developed in its support, were developed for specific military applications. They offer multiple opportunities for 
commercial development of products based on the technology. The manufacturing techniques and process quality 
control methods were used to satisfy stringent product specifications. 
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ABSTRACT 
The DiComp Shunting Dielectric Sensor (SDS) is a new patent-pending technology developed under the Small 
Business Innovation Research Program (SBIR) for NASA's Kennedy Space Center. The incorporation of a shunt 
electrode into a conventional fringing field dielectric sensor makes the SDS uniquely sensitive lo changes in material 
dielectric properties in the kHz to MHz range which were previously detectable only at GHz measurement 
frequencies. The initial NASA application of the SDS for Nutrient Delivery Control has demonstrated SDS 
capabilities for thickness and concentration measurement of Hoagland nlrrient solutions. The commercial 
introduction of DiComp SDS technology for concentration and percent solids measurements in dispersions, 
emulsions and solutions represents a new technology for process measurements for liquids in a variety of industries. 
DIELECTRIC PROPERTIES OF MATERIALS 
Material dielectrics are physical properties resulting from interaction between an alternating electric field and the 
ions and dipoles of a material. In dielcctric materials, some of h e  electric field energy is stored while some energy 
is expended. Energy storage and consumption in the material are interrelated as a complex function of the elecuic 
field frequency (0, and are collcctively known as the complex permittivity'. Complex permittivity is expressed as: 
The real term of the permittivity, E', is commonly known as the dielectric constant. The dielectric constant value 
depends strongly on the degree of polarity within the molecular structure of Lhe material. A polar material, such as 
water, has high relative permittivity while non-polar materials, such as hydrocarbons, have low permittivity values. 
The imaginary term of the permittivity, E", is commonly known as the loss factor. The loss factor value depends on 
the energy expended to align dipoles and move ions within the material, so it can be expressed as: 
In this expression, EK" is a measure of dipolar relaxation and EC" is a measure of the ionic conductivity of the 
material. Both terms are a function of the electric field frequency. In general, at lower (kHz) frequencies the 
conductivity term dominates while at higher frequencies (GHz, or microwave) the dipolar term dominates. 
DIELECTRIC MEASUREMENTS IN MATERIALS 
Dielectrometq is h e  measurement and interpretation of the dielcctric properties of materials. There are numerous 
sensors and instruments available whose measuremenls rely on one of more term of the material dielectrics. 
Commercially, these include conductivity meters, RF capacilance probes and microwave permittivity analyzers. 
In general, each device has a sensor designed to pass an electric field through the material to be tested. Typically, a 
transmitting electrode and receiving electrode are used for this purpose. The coupling of the elecuic field between 
the two electrodes is dependent on the dielectric properties of the material bctween the electrodes. This coupling 
results in changes in the amplitude and phase of the original signal, as shown in Figure 1. 
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Figure 1: Changes in Measurement Signal Due to Material Under Test 
The relative changes in the measurement signal are a unique function of the sensor's electrode configuration and the 
measurement circuitry. If the electric field can bc modeled exactly, i t  is possible to calculate the material dielectrics 
by transforming the changes in amplitude and phase. 
In the simple case of parallel plate electrodes, a cell constant can be used to characterize the amplitude changes at 
low frequency and predict the ohmic conductivity of the material. More complex geometries, such as fringing field- 
type sensors, require the use of more elaborate Fourier transforms to predict material properties from impedance or 
admittance measurements. 
Since the objective of most dielectric measurements is to detect material composition changes, it is not necessary to 
obtain the absolute value of the material's dielectric properties. It is necessary only that changes in the measurement 
signals are a function of relative changes in h e  dielectric properties due to changes in material composition. 
LIMITATIONS OF CURRENT DIELECTRIC MEASUREMENTS 
Most practical measurement applications involve mixtures of two or more components. The mixture may be 
relatively stable, as in solutions, emulsions, slurries and dispersions, or may change with time as in a chemical 
reaction. In each case, the mixture is comprised of components with different contributions to the dielecmc 
properties of the whole. 
Solutions, for example, will typically exhibit changes in the ionic conductivity term of the loss factor as the solute 
concentration changes. Slurries and emulsions will typically exhibit changes in dielectric constant, as their 
components have lower dielectric constants than the water carrier. Often, a mixture will have both suspended and 
dissolved components, so both dielectric properties will be affected by changed in composition of the mixture. 
If one component has a distinct contribution to the dielectric properties of the mixture at some measurement 
frequency, then it can be quantified if the instrument system is sufficiently sensitive to the changes in E' and E" at the 
optimal measurement frequency for a particular component. However, current commercial dielectric measurement 
systems have limitations in sensitivity. 
Conductivity meters are sensitive only to ionic conductivity (EC") and operate a fixed low frequency. RF 
capacitance probes are limited to measurement in materials with low loss factors. Microwave permittivity systems 
operate a very high (GHz) frequencies, and therefore cannot detect dielectric relaxations which occur in the low RF 
(1kHz - 1MHz) region2. The ideal dielectric measurement system should have the capability to make measurements 
sensitive to either E' or E", even at very high loss factors. Such as system should also make measurements at 
multiple frequencies across the RF spectrum to predict the composition of a wide range of mixtures of materials. 
SHUNTING DIELECTRIC MEASUREMENT INNOVATION 
Axiomatics has discovered a new dielectric sensor configuration which provides unique sensitivity to changes in 
both E' and E" across a broad RF spectrum. This innovation is the patent-pending Shunting Dielectric Sensor (SDS). 
A conventional fringing field sensor (right) is shown in Figure 2, along with a representation of the coupling of the 
electric field between the two electrodes. 
Figure 2: Field Behavior in Shunting (Left) and Conventional Dielectric Sensors 
The response of the conventional sensor can be characterized by its RC time constant, which is a function of the 
geometric configuration of the sensor and the dielectric behavior of any material present in the electric field: 
In this expression, A is a sensor geometry constant and T is the relaxation time constant of the material in the field. T 
is an indication of the time rate at which stationary equilibrium will be reached after the initiation of the electric 
field. Typically .r is expressed as the ratio of the static permittivity to the steady conductivity. As the conductivity 
increases, T and RCC decrease - this relationship limits capacitance systems to materials with low conductivity. 
Axiomatics dscovered that the placement of a third electrode in proximity to the conventional electrode pair 
provides a dominant coupling of the electric field. This shunting of the electric field (left), illustrated in Figure 2, 
dramatically changes the coupling of the field to the sensing electrode. In effect, the RC time constant for the 
Shunting Dielectric Sensor (SDS) is multiplied by a term related to the geometry of the shunt: 
As a result, the RC time constant of the SDS sensor is several orders of magnitude higher than the conventional twc~  
electrode sensor. The SDS sensor is therefore significantly more sensitive to changes in T, regardless of which 
component of the complex dielectrics is responsible for the change. This sensitivity permits the SDS sensor to be 
used in measurements of both low and very high conductivity. 
More importantly, the SDS sensor has a frequency response which makes it sensitive to non-dispersive dielectric 
phenomena at much lower frequencies than conventional sensors. Many mixtures, particularly emulsions, have 
interfacial polarizations which exhibit dielectric relaxations in the MHz spectrum. Complex admitrance 
measurements using the SDS sensor in this frequency range can yield valuable information about the quality and 
composition of the emulsion. 
DICOMP SDS APPLICATIONS 
Establishing the response of the DiComp SDS sensor to particular industrial applications has only recently begun. 
The unique behavior of the SDS makes even the limited published data on conventional dielectric measurements of 
little value. As with the introduction of any new technology, each application must be approached empirically to 
establish the measurement response of the SDS sensor for a given material. 
In the spirit of the SBIR program, Axiomatics began sales and initial tests with commercial customers in May 1991. 
The success of this early commercial testing lead to a formal product inrroduction of our DiComp Analyzer for 
liquids at the Instrument Society of America 1 ~ ~ 9 2 ~  exhibition in October 1992. The DiComp SDS system has 
been successful employed in a variety of applications measuring concentration or percent solids in dispersions, 
emulsions and solutions. The materials detected include acids, alcohols, caustics, halides, hydrocarbons, monomers 
and water. 
In general, the approach to each new application follows a procedure designed to identify the optimal measurement 
parameters. The first step in this approach is to use the SDS sensor for a frequency scan of a sample with known 
composition, over the operating range of the Analyzer of lkHz to 8MHz. By selectively varying constituents in the 
known sample, a "fingerprint" is generated which establishes the relative contribution of each constituent as a 
function of frequency. A combination of frequencies may then be used to predict the constituent parts of the sample 
using a straightforward function of the complex admittance measurements. 
For example, Figures 3 and 4 show the real and imaginary components of the complex admittance measurements for 
two materials as a function of frequency. Material A, which is representative of a material such as deionized water, 
has a high r and therefore exhibits a low frequency peak in its imaginary admittance component with a relatively flat 
response in the real admittance component. Material B, which has the characteristic response of a material with low 
r, exhibits peak response at high frequency in both the real and imaginary admittance components. 
Measurement Frequency (1 kHz - 1MHz) 
Figure 3: Real Admittance Response for Two Materials as a Function of Frequency 
Measurement Frequency (1 kHz - 1MHz) 
Figure 4: Imaginary Admittance Response for Two Materials as a Function of Frequency 
Mixtures of the two constituent materials will result in a shift of the peaks towards the middle of the range, with 
corresponding drops in the magnitude of the values. A simple polynomial function of the admittance at one 
frequency can then be used to predict the relative concentrations - low frequency if Material A is the solvent or 
high frequency if Material B is the solvent. 
The addition of a third constituent material, such as a salt or acid, will change the admittance response furlher as a 
result of lowering the z of the mixture. Although this effect may be evident across the frequency range, it will be 
more pronounced at higher frequencies. A high frequency measurement can therefore be used to determine the salt 
content, then compensate the low frequency measurement to predict the concentration of the other variable. This 
technique can be applied to determining hydrocarbon contamination levels in seawater. 
Similar strategies have been applied to mixtures such as slurries and emulsions, where the solvent or carrier is 
typically water with dissolved solids and the other constituent is typically suspended solids or oils with relatively 
low permittivity. In each case, predictions for each constituent can be made through a calibration procedure in 
which representative samples are created in the laboratory. The constituents of the samples are selectively varied, 
and the admittance measurements at various frequencies are recorded. By comparing the sample admittance 
measurements against actual constituent values determined by laboratory analytical measurement, a predictive 
function can be established. 
In industrial applications involving continuous production, it may not be possible to create representative process 
samples in the laboratory. However, a pilot or experimental facility often exists where the SDS sensor can be 
installed in a pilot process, and the calibration procedure is adapted to rely on simple additions or dilutions 
performed in a flow loop. By comparing process admittance measurcments against known addition and dilution 
values, a predictive function can be established. 
Where no pilot facility exists to permit controlled experiments, it is still possible to perform the calibration 
procedure using a sensor installed in an actual production process. Although the process is under positive control, 
there will be variations over time in the constituents and these variations are normally recorded as part of routine 
laboratory monitoring. 
For these cases, Axiomatics has developed software to digitally record admittance data in a form compatible with 
popular spreadsheet packages. The SDS admittance data is then merged with laboratory measurements of process 
variation, and a calibration is developed using on-line data. Extrapolation of the calibration function outside of the 
range of actual measured values can generally bc used to predict extremely out-of-specification product. 
Axiomatics has developed a number of different sensor geometries to accommodate various pilot and production 
processes as pan of an on-going commercialization program. 
NASA NUTRIENT DELIVERY SYSTEM APPLICATION 
The initial application of the SDS technology in  the Controlled Ecological Life Support System (CELSS) Nutrient 
Delivery System (NDS) at NASA's Kennedy Space Center required the unique capability to predict both the 
concentration of a solution and the thickness of the solution layer over the sensor. 
The CELSS experiment is designed to test new technologies to reliably provide optimized nutrient solution4 quality 
and flow rates to sustain crop growth in a micro- or variable-gravity environment. The NDS control system must 
therefore include sensors for measuring both thickness and concentration of the nutrient solution delivered to one of 
several alternative NDS plant rowlh surfaces being evaluated by NASA, including the continuous-flow NDS in the 4 Biomass Production Chamber (BPC) at the Kennedy Space Center Breadboard facility, the porous tube N D S ~  in 
the Plant Growth Unit (PGU), and the porous stainless steel N D S ~ .  
Conventional capacitive sensors cannot be used in this application because the nutrient solution has a very high loss 
factor. Conductivity sensors can measure bulk concentration, but are unsuitable for measurement of nutrient 
solution thickness, due LO electrode interfercncc with plant growth and variances in conductivity of the solution. 
Infrared detectors are also inappropriate, due to interference from plant roots and biomass. 
The SDS provided an innovative and unique solution to the CELSS problem. The SDS sensor could be embedded in 
the NDS plant growth surface without intcrfercnce, and its non-invasive rneasuremcnts do not affect plant growth. 
Axiomatics designed an SDS sensor for the N D S ~  with a geometry Bshmt designed Lo provide the necessary 
sensitivity for both thickness and concentration independent of the choice of plant growth surface. The NDS sensor 
design is shown in Figure 5. 
Figure 5: Cutaway View of NDS Sensor 
The sensor is constructed of flexible materials to conform to the curved surface of the porous tube growth surface. 
A wettable surface insures that the thickness of nutrient solution over the sensor is the same as the adjacent area. An 
architecture which supporls multiple NDS sensors is shown in Figure 6. The design employs digital impedance 
analyzer technology specifically developed to meet the performance and space requirements of the NDS application. 
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Figure 6: NDS Sensor System Architecture 
In the NDS application, the target thickness for the nuuient solution at the plant growth surface is 0.5mm. The NDS 
sensor has been optimized to provide maximum sensitivity over the range of 0 to O.Smm, although the sensor has 
been shown to be capable of accurate measurements to approximately 2.0mm. Within the target thickness range, 
repeatable accuracy of +0.05mm (0.002 inches) has becn demonsualed, as shown in Figure 7. 
Normalized Real Admittance 
Figure 7: Plot of NDS Sensor Thickness Sensitivity 
The development of the NDS sensor system is nearly complete and installation at the CELSS facility at NASA 
Kennedy Space Center is set for January 1993. 
SUMMARY 
DiComp SDS technology has numerous industrial applications in single or multi-component liquid streams over a 
broad range of concentrations from high percent to trace part-per-million. The unique SDS sensor can be flexibly 
configured to work with nearly any material or process, while the DiComp system retains the stability and low cost 
of RF frequency operation. 
Axiomatics is building on iw: initial commercial success in measuring concentration or percent solids in dispersions, 
emulsions and solutions. The broad range of liquid streams which can be used make the DiComp applicable in 
agricultural productions, chemical processing, foods and bcveragcs, pcuochemicals, pharmaceuticals, polymers, 
pulp and paper and textiles. 
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ABSTRACT 
The NASA-Ames Sensors 2000! Program has developed a small, compact, modular, 
programmable, sensor signal conditioning and measurement system, initially targeted for Life 
Sciences Spaceflight Programs. The system consists of a twelve-slot, multi-layer, distributed 
function backplane, a digital microcontroller/memory subsystem, conditioned and isolated 
power supplies, and six application-specific, physiological signal conditioners. Each signal 
conditioner is capable of being programmed for gains, offse.ts, calibration and operate modes, 
and, in some cases, selectable outputs and functional modes. Presently, the system has the 
capability for measuring ECG, EMG, EEG, Temperature, Respiration, Pressure, Force, and 
Acceleration parameters, in physiological ranges. The measurement system makes heavy use of 
surface-mount packaging technology, resulting in plug in modules sized 125x55mm. The 
complete 12-slot system is contained within a volume of 22Ox150x70mm. The system's 
capabilities extend well beyond the specific objectives of NASA's programs. Indeed, the potential 
commercial uses of the technology are virtually limitless. In addition to applications in medical 
and biomedical sensing, the system might also be used in process control situations, in clinical 
or research environments, in general instrumentation systems, factory processing, or any 
other applications where high quality measurements are required. 
SENSORS 2000! PROGRAM 
O v e r v i e w  
Sensors 2000! (S2K!) is an Advanced Technology Sensor Systems development initiative 
based in the NASA-AMES Research Center (ARC) Electronic Systems Branch. The S2K! charter 
is to research, design, develop, evaluate, and apply biomedical, biosensor, and instrumentation 
technology for use in NASA Space and Life Sciences Flight programs. The S2K! emphasis applies 
to all elements of a Sensor System, including transducers, signal conditioners, power and 
control subsystems, telemetry, packaging, and data systems. To accomplish these objectives, we 
have implemented a dual strategy, addressing both advanced and enabling sensor technology 
research, as well as hardware, instrumentation, and systems development, ranging from 
preliminary engineering breadboards, to ground-based laboratory prototypes, to fully 
developed, tested, and spaceflight qualified sensor and measurement systems. 
Technoioav Development Emphasis 
In keeping with the S2K! strategy outlined above, and recognizing the similarities 
between sensor and measurement requirements for manifested and planned Life Sciences and 
Life Support activities, we initially attempted to define and compile discipline specific science 
measurement parameters, subjects, and test platformslconfigurations. The thrust was to 
converge on a modular, high quality, standardized, hardware architecture which could be 
applied to multiple scenarios, with the additional capability to be modified, upgraded, 
programmed, and reconfigured, depending upon the specific requirements and logistics of the 
application under consideration. Targeted applications and scenarios considered encompassed 
both research and spaceflight programs. 
Research A D D l i c a t i ~ n s  
Research applications included ground-based and near term flight programs, including 
neurovestibular, cardiovascular, biopotential, musculoskeletal, and life support (water, air 
quality, and envionmental systems monitoring and control) technology disciplines. 
Requirements to provide advanced technology biosensors and systems suitable for use in current 
and planned flight programs involving implantable and external biotelemetry systems over a 5- 
20 year life cycle have greatly influenced the modular measurement system design. 
a c e f i ~ a h t  Proaram Ap~l icat ipns 
In addition to the research applications described above, two near-term spaceflight 
programs have strongly influenced the initial definition of the specific configurations, 
specifications, and operating parameters of the modular signal conditioning system. These are 
the USIFrench Rhesus Research Facility, and the UStRussian Cosmos Biosatellite Program. 
The Rhesus Measurement System (RMS) was designed using the modular signal 
conditioner platform concept to monitor 8-16 channels of physiological data from primate test 
subjects during an 8-14 day space shuttle mission, planned to be flown aboard the third and 
fourth dedicated Life Sciences Spacelab missions (SLS-3 and SLS-4). In addition to the primary 
measurements, the RMS is required to acquire and store digital data during the launch and 
reentry phases of the flight mission, accept control and command data from the onboard host data 
management system, and be fully space qualified. 
The future requirement to be able to modify, upgrade, or reconfigure the configuration 
and parameter mix, as well a9 to double the number of channels from within the same physical 
space, is a strong justification for the use of a modular, programmable measurement system. 
Even with the heavy use of surface mount electronics packaging technology, this presents a 
significant challenge for instrumentation system design. 
Bioinstrumentation and sensor systems requirements for the Cosmos '92 Biosatellite 
mission were even more stringent than those for the Rhesus Project. Logistics of this system 
required the development of three hybrid integrated circuit function blocks, a manually 
programmable strain gage signal conditioner card, mode selectable power supply, and an 
application specific subsystem to measure angular acceleration. An added complication for this 
system was the requirement to interface and be plug compatible with Russian hardware and 
signal conditioners, in some cases sharing or splitting responsibilities between functional 
elements. 
Development of modular systems and function blocks for both the Rhesus and Cosmos 
programs has significantly demonstrated the advantages of using a modular programmable 
measurement system architecture and approach for Space Life Sciences Instrumentation 
Development. 
MODULAR SIGNAL CONDITIONING SYSTEM 
As presently configured, the modular system is configured to accommodate up to 16 
channels of input. Physically, it consists of a 12-slot, distributed function backplane, with 
seven analog signal conditioner slots, two power slots, and three slots allocated for the digital 
subsystem. Each card measures 125x 55 m (approx. 5 in x 2 in), and is physically contained 
within a volume of 22Ox150x70mm (approx. 8 . 5 ~ 6 ~ 3  in). Figures 1 - 3 show examples of the 
backplane and modular cards. 
Application specific analog signal conditioner cards have onboard preamplifers, buffers, 
filter blocks, and programmable gain, offset, and mode selection features. In some cases, 
preprocessing of the raw analog data is also accomplished. All signal conditioners have onboard 
calibration circuitry. Although each card is presently application specific, the modular design 
allows for upgradeability and interchangeability. The signal conditioner design is not limited to 
biomedical applications, and can be adapted to other measurement requirements with 
appropriate sensor and logistical considerations. 
The microcontroller module uses a Motorola 68HC11 microprocessor and has onboard 
capability for AID conversion, parallel digital interface to the signal conditioners, and RS-232 
serial communications capabilities. The memory module provides the capability to store up to 
3.5 megabytes of 8-bit data storage with battery backup. 
In addition to conditioning and level shifting external power (AC or DC), the modular 
system provides full ground isolation to insure subject safety in biomedical applications. Some 
power supply configurations which support low noise preamplifiers and signal conditioners use 
rechargeable batteries to supply the low-noise elements, with a charging circuit activated 
during periods when data is not being collected. Others operate directly from isolated DC-DC 
converter power supplies. 
Although the primary configuration employs completely self-contained, application 
specific signal conditioner cards, each having both preamplifiers and output stages onboard a 
single card, preliminary efforts are underway to separate the preamplifiers from the main 
amplifiers, and to locate the preamplifers closer to the subject, in an experiment-unique 
arrangement. This configuration would allow a standard, universal main amplifier block, with 
application-specific front ends, and may thus reduce the complexity and cost of the signal 
conditioner module(s), while preserving the specificity of the system. The Cosmos '92 
hardware system uses this basic configuration and is being studied for applicability to the 
overall modular signal conditioner scheme. 
General S ~ e c i f i c a t i o n s  
For the Rhesus Project, the modular signal conditioner within the RMS is designated the 
Animal Analog Signal Conditioner (AASC), and is configured as shown in Table 1 for the first 
(SLS-3) flight mission. 
Table 1. AASC Board Characteristics. 












Following is a summary list of some elements, modules, and function blocks currently 
available or under development. Most have been developed totally inhouse, using the expertise 
and resources of the Sensors 2000! Program. In some cases, collaborative efforts have been 
undertaken with commercial sensor/instrumentation/vendors, whereby their technology has 
been licensed for adaptation and incorporation within the modular signal conditioner 
architecture. In all cases, a cohesive pathway has been defined, or specified, which can make 
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maximum use of advances in technology, past and current experience, and specific 
applications,configurations, and logistics concerns. 
PRESENTLY AVAILABLE MODULAR SYSTEM ELEMENTS 
Backplane 
Analoa Subsvstem(s) 
Electromyogram (EMG) Signal Conditioner 
Universal Strain Gauge Signal Conditioner 
* Electroencephalogram (EEG) Signal Conditioner 
Dual Respiration Signal Conditioner 
Dia i ta l  S u b s v s t e m ( ~ )  
M i c rocon t ro l l e r  Modu le i s )  
Diai ta l  Memorv Modulels)  
* Data Acauisit ion Svstem 
Power Subsvstem 
Power Condi t ioner 
Power Iso la tor  
Pecharaeable Power Supply 
Sensors and Interfaces 
ECGlTem~era tu re  Biotelemetrv Transmitter 
Tendon Force Sensor 
Seven Channel Neurovestibular (hvbr id)  
* Four Channel Neurovestibular (hvbr id)  
* Four Channel P e r i ~ h e r a l  (hvbr id)  
epp l i ca t ion -Spec i f i c  Subsvstems 
B io te lemet rv  Receiver (s)  
* R e s ~ i r a t i o n  Measurement Svstems 
PLANNED UPGRADES 
Present plans for upgrades and additions to the modular signal conditioning family 
include further miniaturization and consolidation of existing signal conditioner and function 
blocks, making further use of surface-mount and hybrid circuit packaging, and semi-custom 
integrated circuit and multi-chip-module technologies. We intend to further merge the various 
elements and components into a distributed, integrated system which can be rapidly prototyped 
and applied to specific applications, including those outside of the primary Space Life Sciences 
thrust. The family of signal conditioner cards will expand to include other life sciences 
disciplines including cardiovascular, optical, and biochemical/biological measurements, as well 
as those parameters particular to environmental, life support, and process control scenarios. 
A significant amount of emphasis will be placed on the development, use, and application 
of implantable and external telemetry systems, in a variety of embodiments, to increase the 
utility and applicability of the instrumentation in distributed, remote, and unattended 
situations. 
CONCLUSIONS 
The modular signal conditioner approach described in this paper.represents an effort to 
consolidate instrumentation and measurement system architectures for Space Life Sciences 
Sensor Systems. These systems have been and are continually being subjected to rigorous 
analysis and testing to qualify them for flight on the Space Shuttle and eventually Space Station 
Freedom. Components have been chosen for the highest reliability and performance standards. 
Units are built to withstand vibration, thermal variations, ambient pressure fluctuations, and 
electromagnetic susceptibility, and compatibility. In most cases, the units are designed and built 
for minimal or unattended operation, in highly critical situations where failure to perform will 
result in the loss of costly and irreplaceable information. 
Although the modular signal measurement system has been developed initially for 
physiologic measurements onboard Life Sciences Spaceflight missions, the technology lends 
itself extremely well to any sensor or measurement situation where small, high quality, 
modular, reconfigurable instruments are needed. Because the device has been developed 
specifically for spaceflight applications, a great deal of attention has been given to safety, 
quality and reliability issues. The system lends itself exceptionally well for both general 
purpose and discipline specific applications. 
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ABSTRACT 
A microprocessor and electronics package employing predictive methodology was developed to 
accelerate the response time of slowly responding hydrogen sensors. The system developed improved 
sensor response time from approximately 90 seconds to 8.5 seconds. The microprocessor works in 
real-time providing accurate hydrogen concentration corrected for fluctuations in sensor output resulting 
from changes in atmospheric pressure and temperature. Following the successhl development of the 
hydrogen sensor system, the system and predictive methodology was adapted to a commercial medical 
thermometer probe. Results of the experiment indicate that, with some customization of hardware and 
software, response time improvements are possible for medical thermometers as well as other slowly 
responding sensors. 
INTRODUCTION 
John C. Stennis Space Center (SSC) is NASA's "Center of Excellence" for large rocket engine 
ground testing. In the course of certifying the Space Shuttle Main Engine (SSME) for flight readiness and 
conducting engine improvement research and development, SSC consumes 10 million pounds of hydrogen 
each year. To transport, store, and supply hydrogen for testing, SSC utilizes an extensive system of tank 
trucks, barges, storage tanks, pumps, and transfer lines. While most of the hydrogen is handled in liquid 
form through cryogenic storage vessels and vacuum jacketed piping, some hydrogen is also converted to 
the gaseous state prior to use. 
Compounding the variety of hydrogen storage and handling problems found at SSC are a wide 
range of environmental conditions which make monitoring for leaks particularly difficult. Temperature 
can vary from rather high, due to the near tropical summers of south Mississippi, to very low, due to 
leakage of liquid hydrogen. Pressure can vary fairly dramatically in areas near the rocket engines due to 
overpressure or drawdown effects during engine tests. In some facility areas, inert "purge" gases are used 
to minimize the possibility of hydrogen ignition in the event of leakage. In the dynamic environment of 
test operations, dramatic changes in these variable conditions can occur at any time. 
The potential for severe damage or injury resulting from the ~gnition of leaking hydrogen 
prompted NASA to pursue development of a fast, rugged and reliable hydrogen leak sensor capable of 
providing accurate results through a wide range of rapidly changing environmental conditions. Although 
a commercial sensor was available with good ruggedness and immunity to interferences, the sensor 
responded slowly and exhibited non-linearities with fluctuations in temperature and pressure. A predictive 
sensor method and apparatus was developed to obtain the fastest possible response time while taking 
advantage of the slow sensor's more desireable characteristics. The concept was implemented using a 
commercially available microcontroller to: 1 ) acquire data from hydrogen, temperature, and pressure 
sensors, 2) process the predictive algorithm, and 3) linearize the output for the measured fluctuations in 
temperature and pressure. The success of this method stimulated further investigations of other 
applications involving slow sensors to determine the suitability of the predictive sensor method and 
apparatus for commercial development. 
PREDICTIVE SENSOR METHODOLOGY AND SYSTEM DEVELOPMENT 
To varying degrees, most sensors exhibit responses which lag behind the input eliciting the 
response. In conventional measurement systems, this lag is carried through and registered in the systems 
output device. A d i a ~ ~ a m  of the conventional measurement process is shown in Figure 1. In many 
applications a lagging response is tolerable. In some cases however, a very rapid or near-real time 
response may be critical. In such cases, the measurer may be tempted to trade-off other desireable sensor 
features such as linearity, repeatability, ruggedness, or cost in order to achieve the desired speed of 
response. With the predictive sensor method and apparatus, the desirable characteristics inherent to the 
slow sensor are maintaned while response time is dramatically improved. An illustration of the predictive 
sensor method and apparatus is provided in Fig. 2. 
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F'ixure 2. Illustration of Predictive Sensor Method and Apparatus 
The slow responding hydrogen sensor, for which this method was developed, is an 
electrochemical sensor originally designed for service in nuclear power plant containment vessels. With 
the exception of response speed the sensor's construction for extreme ruggedness, high reliability, and 
good accuracy, make the sensor ideally suited for NASA service. The sensor is comprised of a semi-solid 
electrolyte with a platinum black sensing electrode and platinum reference electrode. The sensing 
electrode sits behind a polymer membrane which is selectively permeable to hydrogen. The selective 
permeability of the membrane is the reason for the sensor's good rejection of gases which typically 
interfere with the accuracy of electrochemical sensors. However, the selective permeability of the 
membrane is also the primary cause for the sensor's lagging response. Specifically, the hydrogen 
molecules diffuse through the membrane at a temperature dependent rate thus limitingkhe rate which the 
hydrogen enters the electrochemical cell and causes a change in potential between the sensing and 
reference electrodes. 
Hardware and Software Implementation 
An analysis of the lagging process led to the development of a mathematical model. After some 
refinement using spreadsheet analysis, the model was implemented for near-real time estimation of 
hydrogen concentration and linearization for fluctuations in temperature and pressure. The model was 
initially coded and tested in the C language. The code was later converted to BASIC and implemented in 
microcontroller firmware. Ultimately, a compact system, known as the Smart Hydrogen Sensor (SHS) was 
developed to acquire and process data from the hydrogen sensor, temperature sensor, and pressure sensor. 
The system configuration is shown in Fig. 3. 
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The Microcontroller Board is built around an eight-bit microprocessor. It provides three 8-bit 
parallel 110 ports (24 bits), two asynchronous serial ports (one full-duplex RS-232, one half-duplex 
RS-485), eight-channel analog-to-digital converter (10-bit resolution at five volts), 96 kb of total on-board 
memory (EPROM and RAM), and 1024 bits (64 bytes x 16 bits) of EPROM. 
As implemented with the SHS, the Microcontroller Board uses a ROM monitor and a multitasking 
BASIC compiler. S o h a r e  development was carried out directly on the Microcontroller Board. The 
board interfaces directly to the Signal Conditioning Board. 
Signal Conditioning Board 
The Signal Conditioning Board, designed at Stennis Space Center, rides piggy back on the 
Microcontroller Board. The primary purpose of this board is to (1) convert input power to appropriate 
levels needed by the SHS unit and (2) condition the signals from the hydrogen, pressure, and temperature 
sensors prior to the digital conversion by the microcontroller. 
The signal conditioning board also features a Computer Operating Properly (COP) Watchdog 
timer and an eight pole switch (dual-in-line package), The eight pole switch is used to (1) configure the 
SHS unit for the RS485 network and (2) place the sensor in either NORMAL or CALIBRATION operating 
mode. 
The RS23210-20mA Converter provides a direct means for outputting an analog signal fiom the 
SHS unit. The converter uses simple ASCII commands to control a 12-bit digital-to-analog converter. An 
on board microprocessor provides the communications interface. The RS232/0-20mA Converter receives 
the ASCII commands fiom the Microcontroller Board's RS232 serial port. 
Software Description 
The SHS software, written in a special version of BASIC which is unique to the Microcontroller 
Board, resides as firmware in EPROM. Although this microcontroller BASIC utilizes commands not 
standard to BASIC, modifications to the software are relatively simple with an understanding of standard 
BASIC commands and programming practices. 
The main purpose of the firmware is to acquire temperature, pressure, and hydrogen data and use 
this data to estimate the concentration of hydrogen in the environment. This estimate is updated every 
second and is sent out to a 0-20mA analog channel. Furthermore, the firmware is responsible for 
monitoring communications over the RS485 network. If the SHS receives a valid command or request, it 
is responsible for responding w~th an appropriate reply. 
'Sest~nr and Performance 
Several iterations of prototype development and tests were completed before arriving at a software 
and hardware contiguration deemed ready for operations in the NASA environment. The prototypes were 
tested in Stennrs' laborator~es over a \ride range of temperatures and were exposed to a variety of 
background gases and hydrogen concentrattons. Sensors were placed in some of the most severe 
operational environments imaginable, including the rigors of actual rocket engine firings, and were 
exposed to cryogenic tlu~ds, saturated oxygcrr \.npc)l-s. and heavy ivater deluge sprays. 
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Final testing results showed the sensor response to environmental changes was more linear with 
actual response time increased by a factor of 10. For comparison, sensor response time at 68°F to a 90% 
step change in H, concentration without use of the predictive algorithm was 1.5 minutes. Response tlme 
with the predictive method was significantly shortened to 8.5 seconds. 
Additional software added to the system enables menu-driven operation, calibration and 
maintenance of the system's computer which reduces maintenance cost and ensures uniformity in system 
operations. Benefits of the Smart Hydrogen Sensor are: 1) speed of response, 2) accuracy, 3) reliability, 4) 
ruggedness, 5) ease of operation, and 6) flexibility. 
APPLICATION STUDY - SMART THERMOMETER FEASIBILITY 
With the successful application of the predictive hydrogen detection system, i t  followed that slow 
responding commercial measurement systems might benefit from this development. Further 
investigations were thus initiated to determine if the Smart Hydrogen Sensor technology could be readily 
applied to similar technological diff~culties within the commercial sector. To determine viability, a test 
was developed using a leading brand medical-type electronic thermometer mated with the SHS signal 
processing hardware and software. 
Hardware and Software Desim and Assembly 
Testing of the commercial thermometer system showed the normal response time to be between 25 
and 30 seconds. Since the analog signal of the probe was different from the hydrogen sensor, a custom 
analog signal conversion circuit was designed and fabricated. The probe and custom circuit were then 
interfaced with an SHS programmable microcontroller and digital to analog converter. The 
microcontroller's BASIC software used for the SHS predictive algorithm was modified to process the 
temperature data from the thermometer probe. 
Upon successful test of the software, the analog and digital electronics were assembled and 
calibrated using a precision calibration water bath. The method is similar to the ASTM standard for 
calibration of electronic medical thermometers. 
Preliminary Test and Evaluation 
Since medical practice requires the use of plastic sleeves on the thermometer probe for sanltary 
purposes, a problem was foreseen with the predictive method in that the individual probe covers could 
randomly alter the time constant of the temperature measurement assembly. To test the breadboard system 
and the variable time constant hypothesis, a series of temperature measurements were taken In a controlled 
temperature bath using different probe covers. Final temperature results obtarned w~th  different prohe 
co\,ers were found to be invariable, but, the time of response to reach the final temperature was found to 
wry by several seconds. The variat~on in response time necessitated the entry of a new tlme constant In 
the software to obtain an accurate prediction ofthe tinal temperature. The pred~ctive method ~ v o u l d  he 
j?rop)eplatic 111 a medical application where acculacy IS critical without an accurate value for the 
probeitemperature probe assembly time constait. 
Modification of Predictive Method 
A concept was therefore developed for solving for a unique time constant of the assembly 
"on-the-fly" by analyzing the first few seconds of measurement data. The method was developed using the 
data available from controlled temperature bath experiments. While these predictions from controlled 
experiments yielded promising results, viability under "clinical" conditions remained in question. Further 
investigations were then conducted using temperature data from volunteers in the laboratory. Three to 
four measurements were obtained from each volunteer using a different probe cover for each measurement. 
Selected data representative of the testing is discussed below. 
Results 
The data provided in Fig. 4 below shows the raw output of the temperature probe, the standard 
predictive method (as employed by the SHS), and the modified predictive method. For Fig. 4, the probe 
was inserted approximately 3 to 4 seconds after starting data acquisition. As can be seen, the standard 
prediction reaches the final temperature value within approximately 1 second. However, the standard 
prediction increases above the actual measured condition as a result of an error in the time constant 
assumed for the probe cover / temperature probe assembly used. This effect may be the result of minor 
differences in the probe cover or in the way the probe cover is attached to the probe. 
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Figure 4. Test of Predictive Method in  Medical Thermometry Application 
The "on-the-fly" prediction uses temperature data from the first few seconds to calculate a time 
constant value unique to the probe in use. As seen in Fig. 4, this procedure produces a initial lag until the 
microcontroller has accumulated sufficient data to compute the time constant and final value, based on the 
"on-the-fl y" time constant. 
While a technique was implemented to solve the unique time constant problem associated with the 
probe covers, the data indicate that the technique does not improve the predictive results as it is highly 
sensitive to small nuances in the raw data. The use of thinner, more uniform, or more conductive probe 
covers might reduce the effect of differences in the manufactured probe covers on the time constant. This 
remains an area for further investigation. 
More positively, the predictive method could prove beneficial for less critical applications such as 
household thermometers which require no sleeve covers. In such applications it is likely that the 
relationship between cost considerations and accuracy issues would shift, and more emphasis be placed on 
the design of a low cost chip and software. 
PREDICTIVE SENSOR TECHNOLOGY APPLICATIONS 
The Smart Hydrogen Sensor was developed to enhance the detection of hydrogen in a variety of 
gaseous atmospheres. The advanced electronics of the SHS system provide for reliable and rapid 
estimation of hydrogen concentration along with enough flexibility to function in a variety of 
environments. No commercial technology has been identified that can out perform the SHS in the areas of 
speed, accuracy, and reliability. The greatest attribute of this newly developed predictive sensor 
technology, however, is that it can significantly enhance the speed of response of existing sensor 
technology. Faster responses can be obtained without developing a faster sensor. Application of the 
predictive methodology may provide cost effective alternatives for existing sensors that are limited by 
slow response times. The signal processing algorithm employed can determine in near real time the steady 
state response of a normally slow sensor. 
While a few shortcomings in its use in temperature measurement for critical medical applications 
remain to be resolved, the technology is readily applicable and adaptable to other types of temperature 
measurement systems. 
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ABSTRACT 
The Advanced Sensor Developn~ent Laboratory (ASDL) at the Stennis Space Center develops, 
maintains and calibrates remote sensing instruments for the National Aeronautics & Space 
Administration (NASA). To perform system design trade-offs, analysis, and establish system 
parameters, ASDL has developed a software package for analytical simulation of sensor systems. This 
package called " Analytical Tools for Thermal InfraRed Engineering " - ATTIRE, simulates the 
various components of a sensor system. The software allows each subsystem of the sensor to be 
analyzed independently for its performance. These performance parameters are then integrated to 
obtain system level information such as Signal-to-Noise Ratio (SNR), Noise Equivalent Radiance 
(NER), Noise Equivalent Temperature Difference (NETD) etc. This paper describes the uses of the 
package and the physics that were used to derive the performance parameters. 
In addition, ATTIRE can be used as a tutorial for understanding the distribution of thermal flux or 
solar irradiance over selected bandwidths of the spectrum. This spectrally distributed incident flux can 
then be analyzed as it propagates through the subsystems that constitute the entire sensor. ATTIRE 
provides a variety of functions ranging from plotting black-body curves for varying bandwidths and 
computing the integral flux, to performing transfer function analysis of the sensor system. 
The package runs from a menu-driven interface in a PC-DOS environment. Each sub-system of the 
sensor is represented by windows and icons. A user-friendly mouse-controlled point-and-click 
interface allows the user to simulate various aspects of a sensor. Several interactive features allow for 
data plotting and visualization. 
The package can simulate a theoretical sensor system. Trade-off studies can be easily done by 
changing the appropriate parameters and monitoring the effect on the system performance. The 
package can provide plots of system performance versus any system parameter. A parameter (such as 
the entrance aperture of the optics) could be varied and its effect on another parameter (e.g., NETD) 
could be plotted. A third parameter (e.g., the obscuration) could be varied for each plot and several 
plots obtained on the same graph. The menu for such " Y vs X plots for different values of Z " 
contains various such options. The package also allows the user to create customized work-sheets of 
the simulated system and save the analysis for interface with other packages. 
The emissivity, atmospheric transmission and the optical transmission default as constants over the 
specified spectral bandwidths. There is an option for making these parameters spectrally variable. If 
more than one of the above-mentioned three parameters are spectrally variable, then it is possible that 
the upper and lower wavelength values as well as the resolution of the wavelength array may not be the 
same for all three arrays. The package performs an interpolation of the data to smooth out the curves 
and then projects them onto a common wavelength array for all the parameters. 
INTRODUCTION 
The design of sensor systems and analysis of their performance requires the use of several varied 
aspects of science and engineering. From the understanding of the laws of electromagnetic radiation 
to the computation of signal-to-ratios of a sensor, the exercise of sensor analysis and design is ideally 
suited for computer simulation. In this paper one such software package is described. The package 
called A'ITIRE runs on a PC-DOS platform. It can be used for simulating sensor systems as well as 
understanding the behavior and interaction of various sub-systems that constitute a sensor. Fig. 1 
shows the flow-chart for the energy flow that is modeled by ATTIRE. The sensor is represented by 
its various parameters as shown. 
MENU DRIVEN SYSTEM 
The user types 'AlTIRE' from the DOS prompt to enter into the package. The screen contains a 
flowchart for signal propagation of the energy that will be incident on the sensor. Fig. 2 shows the 
main menu as it may appear on the screen. The energy originates from a flux source. This source 
could either be the solar energy or thermal energy from a blackbody. An icon is used to represent the 
parameters that make up the sensor flux source. On clicking at this icon one enters into another 
window which displays the characteristics of the parameters that make up the source flux. The source 
flux energy is then propagated through the next subsystem - the atmosphere. The atmosphere 
attenuates the radiation coming from the source and also adds some radiation from its constituents due 
to effects such as scattering. This is followed by the optics at the sensor. The optics focus the energy 
of the source onto a detector. The detector converts the radiation into electrical energy. The optics sub- 
system and the electro-optics, i.e., the detector sub-system, are the next two icons in the signal flow. 
The electrical energy can then be amplified and modified in its bandwidth and noise characteristics. 
This is represented by the electronics icon. The last icon represents the spatial characteristics of the 
system, i.e., its dwell time, IFOV etc. The user can click onto either of these icons to enter into these 
sub-systems. 
Apart from these six icons the user encounters the main menu. The main menu is made up of a 
window. The window can be resized or relocated using a mouse. The mouse is pressed at any of the 
edges of the window for resizing. The window can also be moved anywhere on the screen by 
pressing the mouse in the topmost line of the window. The outline of the window appears in the form 
of a rectangle which can then be moved anywhere. 
The window is made up of three items - a listing of the system level parameters on a channel-by- 
channel basis, six buttons with numbers attached to them and a horizontal menu, . 
The listing in the window contains information on the current sensor being analyzed. The listing is 
done on a channel-by-channel basis. Each channel is identified by its bandwidth. For each channel, 
the main window shows system level parameters. The energy available from each channel after it is 
attenuated based on its emissivity or albedo, the atmospheric and optical transfemance, FOV, and the 
nature of the source (thermal or solar) is computed in energy (WIcm2) and photon units 
(photons/s/cm2). The main window also contains the power in watts that is incident on the detector. 
This is followed by the three system level parameters - SNR, NER, and NETD. 
The six buttons are for facilitating the display of a particular channel on the window. This happens 
when the number of channels is much greater than the window size. Each of these buttons contains a 
number. When clicking on a button, the channel corresponding to the number in the button is 
displayed on the top of the window screen. These numbers are programmable by using the item called 
'CHAN' in the horizontal menu. 
The horizontal menu performs functions to modify or analyze the sensor parameters. The fust menu 
item 'CHAN' performs three major functions. It allows the user to modify the number of channels in 
the sensor being analyzed. The maximum number of channels that currently can be processed is 50. 
The second function of this menu item is to modify the bandwidths of the channels. 
The process of modification of any parameter in ATTIRE follows a standard procedure. The user is 
first prompted with a menu asking if the modification needs to be done for only one channel, a few 
channels, or for all channels. For the case of one or a few channels, the user is prompted for the 
number of the channels that need to be modified. A tick mark appears next to the number of the 
channel. In the case of more than one channel being prompted for, the user can continue to click on 
the channel numbers. To delete a number that has been tick marked, the user just needs to click on it 
again. One continues this process until the required channels have been selected. The user then clicks 
outside the slection windows to accept the selected channels. Also, all the operations in ATTIRE can 
be done without a mouse control. In the case of channel selections, the up and down arrow keys are 
used to move within the selected window. If the number of channels is greater than the size of the 
selected window, the "Page Up" and "Page Down" keys allow for scrolling to other areas of the index. 
The tick marks are created by typing the "Enter" key. The end of the selection process is signified by 
the "Control - Enter" keys. After having selected the number of channels that need to be modified, the 
appropriate parameter is edited. 
If only one channel is selected, the existing value of the parameter appears in a window. This value is 
appropriately edited. If more than one channel is selected, the modification can be done in two ways. 
The fist  method just allows for placing the same parameter value in all channels. This procedure is the 
same as for one-channel selection. The other manner in which the selected parameter can be modified 
is by placing a linearly increasing series of values in the selected channels. In this case the user is 
prompted for the initial and final values of the parameter starting from the first to the last selected 
channel. 
The source emissivity, atmospheric transmission, and optical transmission are initially assumed 
constant over the specified spectral bandwidths. There is an option for making these parameters 
spectrally variable. If more than one of the above-mentioned three parameters are spectrally variable, 
then it is possible that the upper and lower wavelength values and the resolution of the wavelength 
array may not be the same for all three parameters. The software package performs an interpolation of 
the data to smooth out the curves and then projects them onto a common wavelength array. 
The spectrally distributed incident flux can be analyzed as it propagates through the subsystems. Fig. 1 
shows the signal flow and the various parameters that affect the performance of the system. Each of 
the icons on the main menu represent one of these sub-systems. 
SUB-SYSTEMS 
The software divided the system into the following sub-systems: 'SOURCE FLUX', 
'ATMOSPHERICS', 'OPTICS', 'ELECTRO-OPTICS', 'ELECTRONICS' and 'PIXEL 
PARAMETERS', 
The system can be simulated in a multi-spectral manner, i.e as many as 50 channels can be processed 
simultaneously for performance analysis. For each channel, the parameters corresponding to these sub- 
systems can be entered. The parameters can be entered one-by-one for each channel or in a linearly 
varying manner to analyze the effect of varying one parameter on the system performance. Also, all 
the channels can be made to assume the same value. 
Since each channel is modeled independently of the other channels, the package can be used to 
simulate one 50-channel sensor or 50 unique sensors or any combination in between. 
FLUX SOURCE 
For analysis of the system a target has to be simulated as a source for the flux signal. This could be 
either a black body for thermal sources, the solar irradiance for visiblehear IR sources or any 
customized source depending upon the application. Upon entering the menu the user can choose either 
of these options. 
The spectral disaibution of blackbody radiant exitance in energy units at a given temperature is 
obtained from Planck's formula 
where 
A h ,  = spectral bandwidth of channel 'n'. 
%,(A) = Relative Responsivity of the sensor for channel 'n'. 
c1 M,,A(h, T) = w ~ r n ' ~  pm-l 
=2 
h5( e7F - 1 ) 
where 
c, = 2nhc2 = 3.7483 x lo4 W cm-2 wm4 
h = Planck's constant. 
k = Boltzmann constant. 
h = wavelength (pm). 
T = temperature of source (K). 
Assuming the source to be Lambertian , the spectral radiance is given by dividing the exitance by x 
steradans. If the source of the flux is not a blackbody, the spectral radiance is obtained by multiplying 
by the emissivity of the source as follows 
where ~ ( h )  = emissivity of the source. 
For a field-of-view (FOV) R,, the radiant exitance is given as follows: 
where Q, = Field of View. (3) 
Solar Source 
Solar radiation can be approximated by a 6,000 K blackbody curve. The solar spectrum is modified 
by atmospheric transmission as it passes through an air mass en route to the Earth's surface. For an 
airborne remote sensing system, this energy is further affected by the albedo of the surface type and 
the atmospheric path back to the sensor system. The spectral distribution of the solar irradiance was 
compiled from various sources 1.2 to arrive at a curve for wavelengths ranging from 0.295 to 2.541 
p.m. The resolution of this curve is 1 nm. This is the solar curve incorporated in the ATTIRE 
program, and used to calculate the available solar radiation for each reflecting channel. Fig. 3 shows 
the solar curve. 
model in^ of the Source Flux in ATTIRE 
ATTIRE provides an icon in the main menu called 'FLUX'. Fig. 4 shows the flux menu as it appears 
on the screen. On entering this menu from the main menu, another window appears along with a 
series of icons. These icons allow the user to change the type of flux ( Blackbody or Solar ), the 
temperature of the radiating source, the emissivity or reflectivity of the source and the Field-of-View 
(FOV) of the source. The window contains a horizontal menu whose items allow the user to perform 
the same operations as the main menu. 
The flux type can be changed by clicking on the icon or typing 't' key. On entering the icon, the user 
is prompted for identifying the type of the flux. If the type is solar, care should be taken that the 
bandwidths for that channel are within the solar range. The Solar menu contains items that identify the 
solar flux; i.e., channel bandwidth and reflectivity of the target. The user enters the appropriate 
bandwidth values and the program picks up the corresponding irradiance values from a file called 
SOLAR.BIN. It then multiplies each irradiance value by the reflectivity to obtain the effective spectral 
flux. Selecting the Other Sources menu, the user can enter the source as a specific lamp or any 
emitting source whose distribution is known. 
To obtain spectral radiant exitance for a source radiating uniformly in all directions, the FOV is made x 
steradians. To obtain spectral radiant exitance at any other solid angle, the appropriate value is entered. 
In order to compute radiance, the FOV should be set equal to one steradian or 57.7' The FOV is 
modified by clicking on the icon or by typing 'v' key. 
if the user has selected a thermal source as the flux, the program uses the temperature assigned for that 
channel to compute the flux. The temperature icon is used (or typing 't') for that purpose. 
The medium between the source and the detector is made up of the atmospheric path and the optical 
path. The flux passes through the atmosphere before being collected by the optics of the sensor. It 
then passes through a series of reflective and refractive optical elements before it is incident on the 
detector. 
Depending on the type of flux, the radiation is attenuated by the emissivity for the thermal and the 
albedo for the solar case. These are modified by clicking on the appropriate menu (or by typing 'e'). 
This value can be spectrally variable or constant. In the case of spectrally variable values, the user is 
prompted for a file name. This file name must contain the two arrays - wavelength and emissivity or 
reflectivity. This is an ASCII file which has these two parameters in each line of the file. The first two 
lines of the file are ignored and can be used for comments. The data is picked up from the third line. 
The first number is the wavelength and the second the parameter. The file continues to read until the 
line it read does not contain two numbers or end-of-file is reached. When a spectrally variable 
parameter is chosen, the parameters entered in channel bandwidth are not applicable as a wavelength 
array supplied with the file determines that bandwidth. 
ATMOSPHERE 
The atmosphere attenuates the amount of flux that enters the sensor. Only a fraction of the flux is 
incident on the optical aperture. This atmospheric transmission coefficient is denoted by z, ( h )  . It 
is assumed to be a function of the wavelength. 
Also, the atmosphere contributes to the radiance entering the sensor system. This atmospheric path 
radiance can be divided into two categories, depending on the direction of the flux. The upwelling 
radiance, LA1 ( h )  , is the flux from atmospheric particles that is directly incident on the sensor. The 
downwelling radiance,LA2 (1) ,is the flux that is incident on the target. This radiance then is reflected 
from the target back to the sensor. 
Thus the effective flux incident on the sensor is given by: 
ATTIRE Modeline of the Atmosphere 
The atmosphere is selected by clicking on the icon for the 'ATMOSPHERE' in the main menu. Fig. 5 
shows the menu as it appears on the screen. This menu contains three items for each channel - 
transmittance, upwelling and downwelling path radiance. The transmittance is modified in a manner 
similar to that for the emissivity in the flux sub-menu. 
OPTICS 
The aim of the optics subsystem is to collect, focus, and disperse the radiant flux from the source. The 
energy is then focused on the individual detectors. The two parameters that are critical to the collection 
of this energy are the area of the collecting optics and the focal length. 
The radiance, limited by the solid angle subtended by the ground pixel, is incident on the entrance 
aperture and determines the irradiance available to the optics. The area of the entrance aperture minus 
any obscuration is the other limiting factor. 
The solid angle is given by 
where Apix - area of the ground pixel 
a -  distance between the source and the entrance aperture (altitude) 
This solid angle must equal the solid angle subtended by the detector on the entrance aperture 
(invariance theorem). 
where Ad = area of detector 
efl = effective focal length 
Depending on the design of the optical system, the entire area of the primary mirror may not be 
collecting the incident energy. This could be due to an obscuration of the mirror. 
bff = Area of primary mirror - Area of obscuration 
The series of reflective and refractive elements that constitute the optics subsystem are modeled by an 
optical transmission coefficient z, ( h )  , the effective area of the collecting optics (Aeff), and the 
effective focal length (efl). 
In the case of several systems , the energy is focused on the field stop so that the beam can be directed 
to more than one detector. For such systems, the area of the field stop should be substituted for Ad. 
ATTIRE Modeling of the Optics 
The main menu of ATTIRE contains an icon for the Optics. On clicking this icon, the user encounters 
a window that contains the optics parameters. Fig. 6 shows the menu as it appears on the screen. 
These are the diameter of the entrance aperture, the diameter of the obscuration, the effective focal 
length, and the optical transmittance. 
The diameters are modified by entering into the appropriate menu items. The effective focal length is 
modified through its menu item. This value is also dependent on the area of the detector and the IFOV 
of the system. For all the flux to be incident on the detector, the following relationship must hold. 
where a = IFOV (7) 
Hence, by changing the focal length, the program automatically changes the detector area according to 
the above equation. 
DETECTORS 
For a background noise limited infrared photoconductor (BLIP), the theoretical spectral D* is given by Jx cm H Z ~ O W - ~  
**(') = 2hc sin 
where 
q = Quantum efficiency of the detector 
81, = Cold shield half angle (radians) 
qB = Photon background noise flux 
= M;,; (h,TB) dh 
TB = Background temperature (OK) 
The peak D* of the detector is obtained by substituting for peak wavelength in the above equation. The 
D* curve for the detector is now created by linearly extrapolating D*( ) up to the peak wavelength. 
D** is D* normalized to cold shield half angle and is given by: 
** 
D = D* sin el, 
A'TTIRE modeling of the Electro-ODtics 
The main menu of ATTIRE contains an icon for the detectors. On clicking this icon the user enters a 
screen that contains a window for the parameters that make up the detector sub-system. Fig. 7 shows 
the menu as it appears on the screen. There is an accompanying icon for each parameter which allows 
the user to change their values. The user can use the theoretical model to simulate the peak D*. Also, 
a user-defined peak D* can be input. If a peak D* is input, the program automatically adjusts the other 
parameters, e.g., Quantum Efficiency, to provide the input D* peak value. The D* spectral curve is 
created by drawing a straight line from h=0 (where D*=O) to hpk (where Dfpk is given). The 
detector area does not change independently. As discussed, it is dependent on the effective focal 
length of the optics and the IFOV of the system ( Eqn. 7). 
PIXEL PARAMETERS 
This sub-system models the the pixel geometry as defined by the sensor motion and system spatial 
IFOV. In the case of airborne scanners, the sensor is mounted on an aircraft, whose velocity and 
altitude of flight need to be controlled for contiguous scanning. 
The pixel size is a function of the altitude (a) and IFOV, and can be computed by 
Pixel Size = 2 a tan - (3 
where a = angular IFOV 
a = altitude of aircraft in meters 
Pixel size can also be determined using the small angle approximation by: 
Pixel size = (IFOV) (a) 
For contiguous scanning, the time required for one revolution of the scan mirror is equal to the time 
required for the aircraft to travel forward a distance equal to one IFOV on the ground. Using the small 
angle approximation for pixel size 
where n = scan speed in rps 
v = aircraft velocity in meterslsec 
ATTIRE Modeling of the Spatial Parameters 
The spatial parameters are modeled by entering the menu entitled 'PIXEL PARAMETERS'. Fig. 8 
shows the menu as it appears on the screen. Since these parameters are interrelated, changing one may 
also affect the other. This menu contains the following items: 
SCAN-SPEED-HT, SCAN-SPEED-VEL, DWELL-TIME, PIXEL-SIZE, and IFOV 
The scan speed is a function of both altitude and velocity (Eqn. 12). 
The dwell time is a function of the scan speed, which in turn is a function of the altitude and velocity. 





The Pixel menu contains the IFOV, pixel size, altitude, scan speed, velocity and dwell time. Several 
of these parameters are inter-dependent. Therefore changing one might affect some of the others as 
well. 
ELECTRONICS 
The signal conditioning and preamplifier electronics are modeled for their bandwidth and noise 
properties. The aim of the sensor design is to be detector-noise limited. In practice, some noise is 
added by the electronics. Hence the total noise of the system is represented as follows: 
The electronics noise is input as a noise factor. This is defined as the ratio of the total system noise to 
the noise of the system prior to the electronics. This makes it simple to define the noise as a multiple 
of the rest of the noise. Also, it indicates the contribution of the electronics to the total system noise. 
The detector noise is accounted for in the model where the D* is calculated assuming certain 
background noise. 
The noise of the electronics is defined as follows 
nf = (SNR) input (SNR) output 
The electronics also determines the sampling interval required to sample the analog output of the 
amplifiers. In the case of aircraft scanners, as stated earlier, the scan speed 'n', the IFOV 'a ' ,  the 





The sampling period is defined by the dwell time of the sensor i.e the time the system spends at each 
pixel. In the case of a scanner this is given by 
The dwell time determines the smallest spatial sampling interval. It is the smallest time interval 
between which any occurring change can be detected, i.e., any change faster than td will not be 
detected. It is the time interval between two successive pixels. The spatial sampling frequency is the 
inverse of the dwell time. This means, based on the Nyquist criterion, the largest spatial frequency 
component present in the signal is one half of the spatial sampling frequency. Thus in order to collect 
this signal, the bandwidth of the signal conditioning electronics must, at most, be half the spatial 
sampling frequency. 
Dwell Time = 1 Spatial Sampling frequency 
1 
Bandwidth = - Spatial Sampling frequency. 2 
A?TIRE modeling of the Electronics 
The user enters into the Electronics sub-system by clicking on the icon in the Main Menu. The noise 
factor and the Electronics Bandwidth can be modified independently for each channel. Fig. 9 shows 
the menu as it appears on the screen. 
COMPUTING THE BAND-PASS FLUX 
The spectral radiance incident on the detector (assuming no path radiance) is given by: 
The solid angle subtended by the source at the entrance aperture is 
Apix = Area of the pixel 
= (aaY 
The total energy incident on the detector is given by 
where hl and h2 are the lower and upper wavelengths of the channel. 
For cases where the bandwidth of the channel is defined by a relative spectral responsivity curve, the 
total energy is given by: 
where R(h) is the relative responsivity curve. 
Power Incident on the Detector 
The power incident on the detector is obtained by integrating the radiance exiting the imaging lens o v e ~  
the channel bandpass and multiplying the integral by the throughput. This is given by 
where yd, detector throughput is given by 
where 
Ad = Area of the detector 
Qd = Solid angle subtended by the detector at lens 
- 
Area of lens 
(ef12> 
Rewriting using the above relationships, we obtain 
Noise Eauivalent Detector Power 
The noise equivalent power (NEP) of the detector is defined as the power incident on the detector such 
that the signal-to-noise ratio is unity. The NEP can also be obtained if the broad-band D* is available. 
In this study, the D* at peak wavelength is modeled. The broad-band D* can be obtained from the 
peak spectral D* as follows: 
The NEP is then defined as 
where Af = electronic bandwidth 
mal-to-Noise R a t i ~  
The signal-to-noise ratio (SNR) of the detector can be obtained as follows: 
Pd SNR - - 
- NEP 
Noise-Eauivalent Radiance 
The noise equivalent radiance (NER) denotes the required bandpass radiance exiting from the target 
such that the SNR is equal to unity of the system. 
Bandpass radiance exiting the target NER = SNR 
- 
SNR 
Noise-Eauivalent Temmrature Difference 
The radiometric performance of a thermal sensor is determined by its NEAT. This is the ability of the 
sensor to theoretically discriminate between two temperature values. It is defined as the temperature 
difference required to make the signal-to-noise ratio of the sensor unity. 
where V, and V, are the signal and noise voltages respectively. 
v, = (solid angle) Nh)LL(h, T) dh 
IL: 
a h )  = Spectral Resposivity = J . M  D*(h) 
Expanding the expression and substituting the appropriate parameters 
NEAT = 1 
D* (h,,,) nf (2) (Integral) 
where Integral = 
GRAPHICS 
The program provides extensive graphics capabilities for viewing data parameters. The graphing 
routines are divided into two categories - PLOT and GRAPH. The GRAPH feature is used 
exclusively for spectral graphs, i.e., the x-axis is always the wavelength. In the main menu, the 
GRAPH feature allows for plotting of either the Energy or the Photon Flux versus wavelength. The 
flux can be plotted for either of the existing channels or for any user-defined set of parameters. The 
program prompts the user to select one of these two options. If the user desires a spectral plot of a 
channel, only the channel number is required. In the case of a user-defined graph, the user is 
prompted for the type of f lux (thermallsolar), the temperature (if thermal), the emissivity/albedo, and 
the FOV. 
The graph feature in the FLUX, OPTICS, and ATMOSPHERICS sub-systems are used to graph the 
spectral emissivity, the optical and atmospheric transmittance respectively. These can be variable or 
constant depending on the channel. Each of these three sub-systems also allow for an option in their 
GRAPH Menu to graph all these three spectrally variable parameters on the same graph. 
The plot item in the main menu is used to plot non-spectral parameters against each other. One such 
example is to compute the SNR of the sensor as it varies with the temperature of the source. The user 
is prompted for the bandwidth of the sensor. All other parameters that enter into computing the SNR 
are used from a thermal channel. The user is also prompted for that thermal channel number. Next, 
the range of temperatures over which the data needs to be plotted is asked for. 
The other significant feature of the PLOT item is the User-Defined feature. This allows the user to 
select either of the sensor parameters as i t  x and y axes. Then for all the existing channels of the 
sensors the plot is created. 
The graphs appear in  a resizeable windows form. One window displays the graph and the other 
window the contents of the array that are being graphed. So the user can not only view the graph, but 
also view the actual values being plotted. The graphs can be resized by pressing the mouse or the 
edges and sliding it to the required window size. The top right button of the graphics window is used 
to make the graphics window fill the entire screen. This can also be done by typing the 'f' key (for full 
screen). On clicking the top right button of the array values window, the user can quit the graphics 
environment. This can also be done by typing the 'q' key. The array values window can be scrolled 
up or down to view different parts of the array. 
The main menu additionally contains an item for Graph menu to plot the energy or photon flux of all 
the channels. It also allows the user to plot all the spectrally variable parameters - which might include 
emissivity and atmospheric & optical transmission for a channel - on the same screen. This item 
allows for obtaining graphs of spectrally varying parameters. Other graphs can be obtained from the 
plot menu. 
An additional option exists for the user to be able to obtain a hardcopy of these graphs on an HP 
Laserjet I1 printer. Fig. 10 shows one such graph. These figures are the screen outputs of ATTIRE. 
This is the result of plotting the energy f lux radiated at various temperatures within two prominent 
thermal bands - 3-5 and 8-12 microns. At low temperatures, the 8-12 channel has more energy. 
However as the temperature of the target increases, the 3-5 channel has more energy. Thus to monitor 
high temperatures ( specifically at temperatures greater than 582K ), e.g., volcanoes and forest fires, it 
is better to use 3-5 micron channel and for low temperatures, e.g., normal earth temperatures, at 300 K 
the 8-12 micron channel gives a better performance. 
PLOT Y vs X 
The package can provide plots of system performance versus any system parameter. A parameter X 
e.g the entrance aperture of the optics, could be varied and its effect on another parameter Y e.g 
NETD, can be plotted. Another parameter Z e.g the obscuration, could be varied for each plot and 
several plots obtained on the same graph. The menu for such " Y vs X plots for different values of Z 
" contains various options in each sub-system. Fig. 11 shows the result of plotting the variation in 
NETD with temperature for three different thermal channels. 
SPECTRALLY VARIABLE PARAMETERS 
The emissivity, atmospheric transmission and the optical transmission default as constants over the 
specified spectral bandwidths. These could also be made variable. Indeed, in typical situations these 
are spectrally variable parameters. Before entering either of these parameters from their respective 
menus, the program asks the user if they are variable or a constant. If they are a constant, the number 
as a fraction of 1 is entered in the box. If it is a variable, the box shows the letters VAR. The software 
then picks up the spectrally variable curves from the disk and defaults the bandwidths for the channels 
to the corresponding bandwidth and resolution. In the case of atmospheric transmission, for each 
channel the curve should be stored in ASCII format as al.dat, a2.dat, ... a6.dat. Similarly for optical 
transmission the first letter should be '0' ( 01 .dat .. ) and for the emissivity it should be 'e' ( el.dat .. 
). The first two lines of the data files are ignored by the reading routine. These shall be for the user to 
describe the curve for their purposes. The data shall follow from the third line onwards. Each line 
contains the wavelength ( in microns ) and the corresponding parameter ( in % ). Thus the reading 
routine picks up the values for the wavelength and the parameter, one at a time from each line until it 
reaches the end of the file. 
Internlation and Proiection 
If more than one of the above mentioned three parameters are spectrally variable, then it is possible that 
the upper and lower wavelength values as well as the resolution of the wavelength array may not be the 
same for any two out of the three arrays. For example, the emissivity data may be available from 3.0 
to 5.0 microns in intervals o f .  1 micron whereas the optical transmission data may be available from 
2.2 to 4.85 microns in intervals of .05 microns. ATTIRE contains a methods for resolving such 
ambiguities. 
The package first checks for these discrepancies before deciding on the least common denominator for 
the resolution and selecting the lower and upper limits for wavelength such that all the existing points 
available can be plotted as they were obtained. However doing this results in several gaps in the 
arrays, e.g in the above example, a resolution of .05 microns and a bandwidth of 2.2 to 5.0 microns is 
chosen. This leaves blanks in the emissivity array at 2.2 - 3.0 microns as well as at 3.05, 3.15 ... 
microns. 
The package performs an interpolation on the data to smooth out the curves and then projects them 
onto a common wavelength array for all the parameters. The emissivity from 2.2 to 3 microns is not 
assumed to be zero throughout but starting from the value at 3.0 microns gradually tends to zero at 2.2 
microns. Similarly the emissivity at 3.05 microns is the average of the emissivity at 3.0 and 3.1 
microns. 
SUMMARY 
The design of a visible through thermal IR sensor system requires a detailed analysis of how the input 
signal propagates through the system. The major components in developing a model for the sensor 
system are the source, atmosphere, optics, detector, spatial parameters, and preamplifier 
electronics. The final goal of the analysis is to determine the NER for the various spectral channels 
of a sensor system. 
In this paper, a simulation package "ATTIRE", for analyzing sensor systems was introduced. The 
package runs in a PC-DOS environment and consists of one executable program and several 
supporting files. The entire package fits on one high-density floppy disk. 
A'ITIRE is a useful tool for performing design trade offs as it inter relates several aspects of the sensor 
system to yield performance parameters. It is also useful as a tool for the understanding of the 
concepts of radiomeuy. 
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