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Avant-Propos
Ce livre présente deux résultats importants en théorie de Hodge p-adique suivant l’approche
initiée par Faltings dans [13, 14], à savoir
(i) son principal théorème de comparaison p-adique ;
(ii) la suite spectrale de Hodge-Tate.
Nous établissons pour chacun de ces résultats deux versions, une absolue et une relative. Si les
énoncés absolus peuvent raisonnablement être considérés comme bien compris, en particulier après
leur extension aux variétés rigides par Scholze [52], l’approche initiale de Faltings pour les variantes
relatives est demeurée bien moins étudiée. La suite spectrale de Hodge-Tate relative est, quant à
elle, nouvelle dans cette approche.
Bien que nous suivions la même stratégie que celle utilisée par Faltings pour établir son prin-
cipal théorème de comparaison p-adique [14], une partie de nos démonstrations repose sur de
nouveaux résultats. La preuve du cas absolu, que nous présentons avec tous les détails qu’elle mé-
rite, est considérablement simplifiée par rapport à celle de Faltings par l’utilisation d’un résultat
récent d’Achinger sur le caractère local K(π, 1) des schémas logarithmiques considérés [3]. Faltings
a formulé la version relative de son principal théorème de comparaison p-adique dans [14] et en
a très sommairement esquissé une preuve dans l’appendice. Certains de ses arguments doivent
d’ailleurs être modifiés et la preuve donnée dans ce livre requiert bien plus de travail. Elle est basée
sur une étude fine de la structure locale de certains ϕ-modules presque-étales qui est, par ailleurs,
intéressante en elle-même.
La suite spectrale de Hodge-Tate dans le cas absolu, qu’on devine en filigrane dans le travail de
Faltings [14], n’a été explicitement dégagée qu’ultérieurement par Scholze [51]. Nous la déduisons
du principal théorème de comparaison p-adique de Faltings et de la théorie de Kummer sur la fibre
spéciale du topos de Faltings annelé. La suite spectrale de Hodge-Tate relative prend racine dans
le topos de Faltings. Sa construction nécessite l’introduction d’une variante relative de ce topos
dont la définition et l’étude sont les principales nouveautés de notre travail. Utilisant une approche
différente, Caraiani et Scholze ([8] 2.2.4) ont construit une filtration de Hodge-Tate relative pour
les morphismes propres et lisses entre espaces adiques. Antérieurement, Hyodo avait aussi considéré
un cas particulier de telle filtration pour des schémas abéliens [31].
Outre la volonté de renforcer les fondations de résultats devenus centraux en géométrie arith-
métique, ce travail a été motivé par l’étude de la fonctorialité par image directe propre et (log-)lisse,
à la Katz-Oda, de la correspondance de Simpson p-adique développée dans [2]. Cette question est
l’objet d’un travail en cours. Le présent livre est, grâce aux rappels qu’il contient, essentiellement
indépendant de [2].
Au-delà de la table des matières, donnons maintenant quelques indications sur l’organisation
de ce volume. Le chapitre 1 présente un survol des principaux résultats obtenus dans ce livre
et la stratégie de leurs démonstrations. Par simplicité, nous avons fait le choix de nous limiter
dans ce chapitre introductif aux schémas lisses, plutôt qu’à singularités toriques considérés dans
le reste du livre. Nous avons aussi mis l’accent sur la situation relative qui est la plus inédite. Le
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chapitre 2 rassemble divers résultats préliminaires de natures assez différentes utilisés ici ou là
dans le texte ; le lecteur peut ne le consulter qu’au fur et à mesure de ses besoins. Le chapitre 3,
après quelques préliminaires sur les produits orientés de topos, fournit les rappels nécessaires sur
le topos de Faltings ([2] VI) et donne la construction de sa variante relative. Le chapitre 4 traite
ensuite de la cohomologie du topos de Faltings et se conclut par la preuve du principal théorème
de comparaison p-adique de Faltings. Suivant un cheminement similaire, le chapitre 5 aborde alors
l’extension de ce type de résultats au cadre relatif. Les démonstrations deviennent plus techniques
et un ingrédient nouveau est à mettre en œuvre concernant la structure de certains ϕ-modules
presque-étales (5.5.20). Enfin, le chapitre 6 exploite le formalisme des topos de Faltings et les
théorèmes de comparaison p-adiques obtenus précédemment pour construire les suites spectrales
de Hodge-Tate et établir leurs propriétés de fonctorialité et d’équivariance aux actions galoisiennes
naturelles.
Remerciements. Nous tenons en premier lieu à exprimer toute notre reconnaissance à G.
Faltings pour l’inspiration constante suscitée par ses travaux. Ce livre s’inscrit dans le prolongement
direct de ses idées en théorie de Hodge p-adique. Nous remercions également très chaleureusement
O. Gabber et T. Tsuji pour les échanges que nous avons pu avoir sur les questions abordées dans
ce livre. Leur expertise inestimable nous a souvent évité de longs et inutiles détours. Le premier
auteur (A.A) remercie l’Université de Tokyo et l’Université Tsinghua pour leur hospitalité lors
de plusieurs visites où des parties de ce travail ont été développées et présentées. Il exprime sa
gratitude à T. Saito et L. Fu pour leurs invitations.
Chapitre 1
La suite spectrale de Hodge-Tate relative – un survol
1.1. Introduction
1.1.1. Soit K un corps de valuation discrète complet de caractéristique 0, à corps résiduel
algébriquement clos de caractéristique p > 0, OK l’anneau de valuationK,K une clôture algébrique
de K, OK la clôture intégrale de OK dans K. On note GK le groupe de Galois de K sur K, OC
le complété p-adique de OK , mC l’idéal maximal de OC et C son corps des fractions. On pose
S = Spec(OK) et S = Spec(OK) et on note s (resp. η, resp. η) le point fermé de S (resp. le
point générique de S, resp. le point générique de S). Pour tout entier n ≥ 0, on pose Sn =
Spec(OK/p
nOK). Pour tout S-schéma X , on pose
(1.1.1.1) X = X ×S S et Xn = X ×S Sn.
L’énoncé suivant, appelé la décomposition de Hodge-Tate, a été conjecturé par Tate ([54] Re-
mark page 180) et démontré indépendamment par Faltings [13, 14] et Tsuji [55, 56].
Théorème 1.1.2. Pour tout η-schéma propre et lisse X et tout entier n ≥ 0, il existe une
décomposition fonctorielle GK-équivariante canonique
(1.1.2.1) Hne´t(Xη,Qp)⊗Qp C
∼
→
n⊕
i=0
Hi(X,Ωn−iX/η)⊗K C(i− n).
La décomposition de Hodge-Tate est équivalente à l’existence d’une suite spectrale canonique,
fonctorielle et GK-équivariante, la suite spectrale de Hodge-Tate,
(1.1.2.2) Ei,j2 = H
i(X,ΩjX/η)⊗K C(−j)⇒ H
i+j
e´t (XK ,Qp)⊗Qp C.
Les deux énoncés sont équivalents d’après un théorème de Tate ([54] theo. 2). En effet, le groupe
de cohomologie H0(GK , C(1)) s’annule, ce qui implique que la suite spectrale dégénère en E2.
Le groupe de cohomologie H1(GK , C(1)) s’annule également, ce qui implique que la filtration
aboutissement est scindée.
Cette suite spectrale de Hodge-Tate, qu’on devine en filigrane dans le travail de Faltings [14],
n’a été explicitement dégagée qu’ultérieurement par Scholze [51].
1.1.3. Nous donnons dans ce chapitre un survol du travail présenté dans ce livre conduisant à
une généralisation de la suite spectrale de Hodge-Tate aux morphismes. Celle-ci prend racine dans
le topos de Faltings. Sa construction requiert l’introduction d’une variante relative de ce topos qui
est la principale nouveauté de notre travail. Utilisant une approche différente, Caraiani et Scholze
([8] 2.2.4) ont construit une filtration de Hodge-Tate relative pour les morphismes propres et lisses
entre espaces adiques. Antérieurement, Hyodo avait aussi considéré un cas particulier pour des
schémas abéliens [31].
Au-delà des suites spectrales de Hodge-Tate, nous donnons dans ce livre des preuves complètes
des principaux théorèmes de comparaison p-adiques de Faltings. Ces derniers sont essentiels pour
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la construction de ces suites spectrales. Bien que la version absolue de ces théorèmes soit plutôt
bien comprise, la version relative, seulement sommairement esquissée par Faltings dans l’appendice
de [14], est restée peu étudiée. Scholze a prouvé des résultats similaires ([52] 1.3 and 5.12) dans le
contexte des espaces adiques et des topos pro-étales.
Dans un travail en cours, nous étendons la construction de la suite spectrale de Hodge-Tate
relative à des coefficients plus généraux en relation avec la correspondance de Simpson p-adique
[2]. Cela apporte un nouvel éclairage sur la fonctorialité de cette dernière par image directe propre
et (log-)lisse (voir le travail de Liu et Zhu [42] pour un résultat de ce type).
1.2. La version locale de la suite spectrale de Hodge-Tate relative
1.2.1. Soient X = Spec(R) un S-schéma affine et lisse (1.2.2) tel que Xs soit non vide, y un
point géométrique de Xη. On pose Γ = π1(Xη, y), ∆ = π1(Xη, y) et on note (Vi)i∈I le revêtement
universel de Xη en y, ou, ce qui revient au même, de sa composante irréductible contenant y ([2]
VI.9.7.3). Pour tout i ∈ I, soit Xi = Spec(Ri) la normalisation de X = X ×S S dans Vi.
(1.2.1.1) Vi //

Xi

Xη // X
Les OK-algèbres (Ri)i∈I forment naturellement un système inductif. On désigne par R sa limite
inductive,
(1.2.1.2) R = lim
−→
i∈I
Ri,
et par R̂ son complété p-adique, qu’on munit des actions naturelles de Γ. La Γ-représentation R̂
est un analogue de la GK -représentation OC .
Étant donné un morphisme propre et lisse g : X ′ → X , par analogie avec la suite spectrale de
Hodge-Tate (1.1.2.2), on peut se demander s’il existe une suite spectrale canonique Γ-équivariante
(1.2.1.3) Ei,j2 = H
i(X ′,ΩjX′/X)⊗R R̂[
1
p
](−j)⇒ Hi+je´t (X
′
y,Qp)⊗Zp R̂ ?
Nous ne savons pas répondre à cette question, mais nous pouvons construire une telle suite spectrale
après localisation de X en un point géométrique de sa fibre spéciale.
Remarque 1.2.2. Nous traitons dans ce livre le cas des schémas à singularités toriques à l’aide
de la géométrie logarithmique mais, par simplicité, nous considérons dans ce survol seulement le
cas lisse.
1.2.3. Soient X un S-schéma lisse, x un point géométrique de X au-dessus de s, X le localisé
strict de X en x. Soit y  x un morphisme de spécialisation, c’est-à-dire un X-morphisme u : y →
X . Ce dernier induit un Xη-morphisme y → Xη. Posons Γ = π1(Xη, y) et soit Vx la catégorie des
X-schémas affine étales x-pointés. Pour tout objet U of Vx, nous notons RU la OK-algèbre définie
comme dans (1.2.1.2) pour le S-schéma U et le point géométrique y → Uη induit par le morphisme
canonique X → U . Les OK -algèbres (RU )U∈Vx forment naturellement un système inductif. Nous
notons R sa limite inductive,
(1.2.3.1) R = lim
−→
U∈Vx
RU ,
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et R̂ son complété p-adique, que nous munissons des actions naturelles de Γ.
Théorème 1.2.4 (cf. 6.7.19). Les hypothèses étant celles de 1.2.3, soient de plus g : X ′ → X
un morphisme projectif et lisse, X ′ = X ′ ×X X. Alors, il existe une suite spectrale Γ-équivariante
canonique
(1.2.4.1) Ei,j2 = H
i(X ′,ΩjX′/X)⊗OX R̂[
1
p
](−j)⇒ Hi+je´t (X
′
y,Qp)⊗Zp R̂.
Il résulte du théorème de presque pureté de Faltings que le groupe H0(Γ, R̂⊗Zp Qp(1)) est nul.
La suite spectrale (1.2.4.1) dégénère donc en E2. Cependant, le groupe H1(Γ, R̂ ⊗Zp Qp(1)) n’est
pas nul en général. En fait, Hyodo a déjà établi dans [31] que la filtration aboutissement ne se
scinde pas en général pour les schémas abéliens.
La suite spectrale (1.2.4.1) peut être globalisée sur un topos naturel, dont les points sont
paramétrés par les morphismes de spécialisation y  x d’un point géométrique y de Xη vers un
point géométrique x de X , à savoir sur le topos de Faltings. Ce dernier est au cœur de la suite
spectrale de Hodge-Tate, y compris dans le cas absolu. Il a été largement étudié dans ([2] VI).
Nous allons brièvement le passer en revue dans la section suivante.
Remarque 1.2.5. Scholze nous a informé qu’il savait répondre affirmativement à la question
(1.2.1.3) en utilisant la filtration de Hodge-Tate relative associée à un morphisme propre et lisse
entre espaces adiques qu’il a développée avec Caraiani ([8] 2.2.4). Hyodo avait traité antérieurement
le cas particulier de 1.2.4 où X ′ est un schéma abélien sur X , après localisation en un point
géométrique générique de la fibre spéciale de X [31].
1.3. La version globale de la suite spectrale de Hodge-Tate relative
1.3.1. Soit X un S-schéma lisse (1.2.2). On note E la catégorie des morphismes V → U
au-dessus du morphisme canonique Xη → X , c’est-à-dire les diagrammes commutatifs
(1.3.1.1) V //

U

Xη // X
tels que U soit étale au-dessus de X et que le morphisme canonique V → Uη soit fini étale. Il est
utile de considérer la catégorie E comme fibrée par le foncteur
(1.3.1.2) π : E → E´t/X , (V → U) 7→ U,
au-dessus du site étale de X . La fibre de π au-dessus d’un objet U de E´t/X est canoniquement
équivalente à la catégorie E´tf/Uη des morphismes finis étales au-dessus de Uη. On la munit de la
topologie étale et on note Uη,f e´t le topos associé. Si Uη est connexe et si y est un point géométrique
de Uη, alors le topos Uη,f e´t est équivalent au topos classifiant du groupe profini π1(Uη, y), i.e., à la
catégorie des ensembles discrets munis d’une action à gauche continue de π1(Uη, y).
Nous munissons E de la topologie co-évanescente ([2] VI.1.10), c’est-à-dire de la topologie
engendrée par les recouvrements {(Vi → Ui)→ (V → U)}i∈I des types suivants :
(v) Ui = U pour tout i ∈ I et (Vi → V )i∈I est un recouvrement ;
(c) (Ui → U)i∈I est un recouvrement et Vi = V ×U Ui pour tout i ∈ I.
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Le site ainsi obtenu est appelé site de Faltings de X . On désigne par E˜ et l’on appelle topos de
Faltings de X le topos des faisceaux d’ensembles sur E. C’est un analogue du topos co-évanescent
Xe´t
←
×Xe´t Xη,e´t ([2] VI.4).
Se donner un faisceau F sur E revient à se donner :
(i) pour tout objet U de E´t/X , un faisceau FU de Uη,f e´t, à savoir la restriction de F à la fibre
de π au-dessus de U ;
(ii) pour tout morphisme f : U ′ → U of E´t/X , un morphisme γf : FU → fη∗(FU ′ ).
Ces données sont astreintes à une condition de cocycle pour la composition des morphismes et à
une condition de recollement pour les recouvrements de E´t/X ([2] VI.5.10). Un tel faisceau sera
noté {U 7→ FU}.
Il existe trois morphismes canoniques de topos
(1.3.1.3) Xη,e´t
ψ

Xe´t E˜
σoo β // Xη,f e´t
tels que
σ∗(U) = (Uη → U)
a, ∀ U ∈ Ob(E´t/X),(1.3.1.4)
β∗(V ) = (V → X)a, ∀ V ∈ Ob(E´tf/Xη),(1.3.1.5)
ψ∗(V → U) = V, ∀ (V → U) ∈ Ob(E),(1.3.1.6)
où l’exposant a désigne le faisceau associé. Les morphismes σ et β sont les analogues de la première
et de la seconde projection du topos co-évanescentXe´t
←
×Xe´t Xη,e´t. Le morphisme ψ est un analogue
du morphisme des cycles co-proches ([2] VI.4.13).
Chaque morphisme de spécialisation y  x d’un point géométrique y de Xη vers un point
géométrique x de X détermine un point de E˜ noté ρ(y  x) ([2] VI.10.18). La famille de ces
points est conservative ([2] VI.10.21).
Proposition 1.3.2 (cf. 4.4.2). Pour tout faisceau abélien de torsion, localement constant et
constructible F de Xη,e´t, on a R
iψ∗(F ) = 0 pour tout i ≥ 1.
Cet énoncé est une conséquence du fait que pour tout point géométrique x de X au-dessus de s,
notant X le localisé strict de X en x, Xη est un schéma K(π, 1) ([2] VI.9.21), i.e., si y est un point
géométrique de Xη, pour tout faisceau abélien de torsion, localement constant et constructible F
sur Xη et tout i ≥ 0, on a un isomorphisme
(1.3.2.1) Hi(Xη, F )
∼
→ Hi(π1(Xη, y), Fy).
Cette propriété a été prouvée par Faltings ([13] Lemma 2.3 page 281) comme généralisation de
résultats d’Artin ([4] XI). Elle a été ensuite étendue au cas log-lisse par Achinger ([3] 9.5).
1.3.3. Pour tout objet (V → U) de E, on note U
V
la clôture intégrale de U dans V et l’on
pose
(1.3.3.1) B(V → U) = Γ(U
V
,O
U
V ).
Le préfaisceau sur E ainsi défini est en fait un faisceau ([2] III.8.16). On écrira B = {U 7→ BU}
(cf. 1.3.1). Pour tout X-schéma étale U qui est affine, la fibre du faisceau BU de Uη,f e´t en un point
géométrique y de Uη, est la représentation RU de π1(Uη, y) définie dans (1.2.1.2) pour U .
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Pour tout morphisme de spécialisation y  x, on a
(1.3.3.2) Bρ(y x) = lim
−→
U∈Vx
RU ,
où Vx est la catégorie des X-schémas étales x-pointés U qui sont affines.
1.3.4. Pour tout topos T , les systèmes projectifs d’objets de T indexés par l’ensemble ordonné
des entiers naturels N forment un topos que nous notons TN
◦
([2] III.7).
Pour tout entier n ≥ 0, on pose Bn = B/pnB. Afin de prendre en compte la topologie p-
adique, on considère la OC -algèbre B˘ = (Bn)n≥1 du topos E˜N
◦
. On travaillera dans la catégorie
ModQ(B˘) des B˘-modules à isogénie près ([2] III.6.1), qui est un analogue global de la catégorie
des R̂[ 1p ]-représentations de ∆ considérée dans 1.2.1.
Théorème 1.3.5 (cf. 6.7.5). Soit g : X ′ → X un morphisme projectif et lisse. Notons
(1.3.5.1) X ′N
◦
η,e´t
g˘η // XN
◦
η,e´t
ψ˘ // E˜N
◦
les morphismes induits par gη et ψ (1.3.1.3), et Z˘p la Zp-algèbre (Z/pnZ)n≥1 de X ′N
◦
η,e´t. Alors, il
existe une suite spectrale canonique de B˘Q-modules
(1.3.5.2) Ei,j2 = σ
∗(Rig∗(Ω
j
X′/X))⊗σ∗(OX) B˘Q(−j)⇒ ψ˘∗(R
i+j g˘η∗(Z˘p))⊗Zp B˘Q.
L’hypothèse de projectivité sur g est utilisée dans 1.4.4 ci-dessous. Il devrait être possible de
la remplacer par celle de propreté de g.
La suite spectrale (1.3.5.2) est appelée la suite spectrale de Hodge-Tate relative. On démontre
aisément qu’elle est GK-équivariante pour les structures GK-équivariantes naturelles sur les topos
et les objets intervenant dans sa formulation. On en déduit la proposition suivante.
Proposition 1.3.6 (cf. 6.7.13). Sous les hypothèses de 1.3.5, la suite spectrale de Hodge-Tate
relative (1.3.5.2) dégénère en E2.
Remarque 1.3.7. Avec une approche différente, Caraiani et Scholze ont construit une filtration
de Hodge-Tate relative pour les morphismes propres et lisses d’espaces adiques ([8] 2.2.4).
1.4. Les principaux théorèmes de comparaison p-adiques de Faltings
1.4.1. Nous conservons dans cette section les hypothèses et notations de § 1.3. On note O
K
♭
la limite du système projectif (OK/pOK)N dont les morphismes de transition sont les itérés de
l’endomorphisme de Frobenius absolu de OK/pOK ;
(1.4.1.1) O
K
♭ = lim
←−
N
OK/pOK .
C’est un anneau de valuation non-discrète complet, parfait, de hauteur 1 et de caractéristique p.
On fixe une suite (pn)n≥0 d’éléments de OK telle que p0 = p et p
p
n+1 = pn pour tout n ≥ 0. On
note ̟ l’élément associé de O
K
♭ et on pose ξ = [̟] − p dans l’anneau W(O
K
♭) des vecteurs de
Witt p-typiques de O
K
♭ . On a un isomorphisme canonique
(1.4.1.2) OC(1)
∼
→ p
1
p−1 ξOC .
14 1. LA SUITE SPECTRALE DE HODGE-TATE RELATIVE – UN SURVOL
Théorème 1.4.2 (cf. 4.8.13, [14]). Supposons que X soit propre sur S. Soient i, n deus entiers
≥ 0, F un faisceau localement constant constructible de (Z/pnZ)-modules de Xη,e´t. Alors, le noyau
et le conoyau du morphisme canonique
(1.4.2.1) Hi(Xη,e´t, F )⊗Zp OC → H
i(E˜, ψ∗(F )⊗Zp B)
sont annulés par mC.
On dira que le morphisme (1.4.2.1) est un presque-isomorphisme.
C’est le principal théorème de comparaison p-adique de Faltings à partir duquel se déduisent
tous les théorèmes de comparaison entre la cohomologie étale p-adique et les autres cohomologies p-
adiques. C’est aussi le principal ingrédient dans la construction de la suite spectrale de Hodge-Tate
absolue (1.1.2.2).
Nous revisitons dans ce livre la preuve de Faltings de ce résultat important en donnant plus
de détails. Elle est basée sur la suite exacte d’Artin-Schreier pour la “perfection” de l’anneau
B1 = B/pB. Un des ingrédients principaux est un énoncé de structure pour les ϕ-modules presque-
étales sur O
K
♭ vérifiant certaines conditions, incluant une condition de presque-finitude au sens de
Faltings. Dans notre application à la cohomologie du topos de Faltings annelé par la “perfection”
de B1, la preuve de cette dernière condition résulte de la combinaison de trois ingrédients :
(i) des calculs locaux de cohomologie galoisienne utilisant le théorème de presque-pureté de
Faltings ([14], [2] II.8.17) ;
(ii) une étude fine des conditions de presque-finitude pour les faisceaux quasi-cohérents de
modules sur les schémas ;
(iii) le résultat de Kiehl sur la finitude de la cohomologie pour un morphisme propre ([41]
2.9’a) (cf. [1] 1.4.7).
1.4.3. Expliquons maintenant la construction de Faltings de la suite spectrale de Hodge-
Tate absolue (1.1.2.2). Supposons que X soit propre sur S. Par 1.3.2, pour tous i, n ≥ 0, on a un
isomorphisme canonique
(1.4.3.1) Hi(Xη,e´t,Z/p
nZ)
∼
→ Hi(E˜, ψ∗(Z/p
nZ)).
Il n’est pas difficile de voir que le morphisme canonique Z/pnZ→ ψ∗(Z/pnZ) est un isomorphisme.
Utilisant alors le principal théorème de comparaison p-adique de Faltings 1.4.2, on obtient un
morphisme canonique
(1.4.3.2) Hi(Xη,e´t,Z/p
nZ)⊗Zp OC → H
i(E˜,Bn)
qui est un presque-isomorphisme. Pour calculer Hi(E˜,Bn), on utilise la suite spectrale de Cartan-
Leray pour le morphisme σ : E˜ → Xe´t (1.3.1.3),
(1.4.3.3) Ei,j2 = H
i(Xe´t,R
jσ∗(Bn))⇒ H
i+j(E˜,Bn).
On en déduit la suite spectrale de Hodge-Tate absolue (1.1.2.2) en utilisant l’analogue global suivant
du calcul de Faltings de la cohomologie galoisienne.
Théorème 1.4.4 (cf. 6.3.8). Il existe un homomorphisme canonique de OXn-algèbres graduées
de Xs,e´t
(1.4.4.1) ∧ (ξ−1Ω1
Xn/Sn
)→ ⊕i≥0R
iσ∗(Bn),
où ξ est l’élément de W(O
K
♭) défini en 1.4.1, dont le noyau (resp. conoyau) est annulé par p
2d
p−1mK
(resp. p
2d+1
p−1 mK), où d = dim(X/S).
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Nous prouvons ce résultat en utilisant la théorie de Kummer sur la fibre spéciale du topos de
Faltings annelé (E˜,B).
1.4.5. Soit g : X ′ → X un morphisme lisse (1.2.2). On associe à X ′ des objets similaires à
ceux associés à X in § 1.3 et on les affecte d’un exposant ′. On a un diagramme commutatif
(1.4.5.1) X ′η,e´t
gη

ψ′ // E˜′
Θ

σ′ // X ′e´t
g

Xη,e´t
ψ // E˜
σ // Xe´t
dans lequel Θ est défini, pour tout objet (V → U) de E, par
(1.4.5.2) Θ∗(V → U) = (V ×X X
′ → U ×X X
′)a,
où l’exposant a désigne la faisceau associé. On a un homomorphisme canonique d’anneaux
(1.4.5.3) B → Θ∗(B
′
).
Théorème 1.4.6 (cf. 5.7.4, [14] § 6). Supposons que g : X ′ → X soit projectif. Soient i, n deux
entiers ≥ 0, F ′ un faisceau localement constant constructible de (Z/pnZ)-modules de X ′η,e´t. Alors,
le morphisme canonique
(1.4.6.1) ψ∗(Rigη∗(F ′))⊗Zp B → R
iΘ∗(ψ
′
∗(F
′)⊗Zp B
′
)
est un presque-isomorphisme.
On observera que les faisceaux Rigη∗(F ) (i ≥ 0) sont localement constants constructibles sur
Xη grâce aux théorèmes de changement de base propre et lisse.
Faltings a formulé la version relative de son principal théorème de comparaison p-adique dans
[14] et en a très sommairement esquissé une preuve dans l’appendice. Certains arguments doivent
être modifiés et la preuve donnée dans ce livre requiert bien plus de travail. Elle est basée sur
une étude fine de la structure locale de certains ϕ-modules presque-étales qui est intéressante en
elle-même (cf. 5.5.20).
La condition de projectivité sur g est utilisée pour prouver un résultat de presque-finitude pour
les modules presque-cohérents. Nous nous basons sur les résultats de finitude de [5] plutôt que sur
ceux de [41]. Il devrait être possible de remplacer la condition de projectivité de g par celle de
propreté de g.
Remarque 1.4.7. Scholze a généralisé 1.4.2 au cas des variétés rigides en utilisant la même
stratégie ([52] 1.3). Il a également prouvé un analogue de 1.4.6 dans le cadre des espaces adiques et
des topos pro-étales ([52] 5.12). Il le déduit du cas absolu en utilisant un théorème de changement
de base dû à Huber.
1.4.8. Conservons les hypothèses de 1.4.6 et soit n un entier ≥ 0. Comme le morphisme
canonique Z/pnZ→ ψ′∗(Z/p
nZ) est un isomorphisme, pour construire la suite spectrale de Hodge-
Tate relative (1.3.5.2), nous sommes conduits par 1.4.6 à calculer les faisceaux de cohomologie
RqΘ∗(B
′
n) (q ≥ 0). S’inspirant du cas absolu (1.4.3), le problème est alors de trouver une facto-
risation naturelle de Θ, à laquelle appliquer une suite spectrale de Cartan-Leray. Considérons le
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diagramme commutatif de morphismes de topos
(1.4.8.1) E˜′
σ′
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
τ

E˜ ×Xe´t X
′
e´t
π //
Ξ

X ′e´t
g

E˜
σ // Xe´t
Nous prouvons que le produit fibré de topos E˜×Xe´tX
′
e´t est en fait un topos de Faltings relatif, dont
la définition est inspirée par celle des produits orientés de topos, au-delà du topos co-évanescent
qui inspira déjà notre définition du topos de Faltings usuel.
1.5. Topos de Faltings relatif
1.5.1. On conserve les hypothèses et notations de 1.4.5. On note G la catégorie des mor-
phismes (W → U ← V ) au-dessus des morphismes canoniques X ′ → X ← Xη, c’est-à-dire les
diagrammes commutatifs
(1.5.1.1) W //

U

Voo

X ′ // X Xηoo
tels que W soit étale surX ′, U soit étale surX et le morphisme canonique V → Uη soit fini étale.
On la munit de la topologie engendrée par les recouvrements
(1.5.1.2) {(Wi → Ui ← Vi)→ (W → U ← V )}i∈I
des trois types suivants :
(a) Ui = U , Vi = V pour tout i ∈ I et (Wi →W )i∈I est un recouvrement ;
(b) Wi =W , Ui = U pour tout i ∈ I et (Vi → V )i∈I est un recouvrement ;
(c) les diagrammes
(1.5.1.3) W ′ // U ′


V ′oo

W // U Voo
dans lequel U ′ → U est un morphisme quelconque et le carré de droite est cartésien.
Le site ainsi défini est appelé site de Faltings relatif du morphisme g : X ′ → X . On désigne par
G˜ et l’on appelle topos de Faltings relatif de g le topos des faisceaux d’ensembles sur G. C’est un
analogue du produit orienté de topos X ′e´t
←
×Xe´t Xη,e´t ([2] VI.3).
Il existe deux morphismes canoniques de topos
(1.5.1.4) X ′e´t G˜
πoo λ // Xη,f e´t ,
définis par
π∗(W ) = (W → X ← Xη)
a, ∀ W ∈ Ob(E´t/X′),(1.5.1.5)
λ∗(V ) = (X ′ → X ← V )a, ∀ V ∈ Ob(E´tf/Xη ),(1.5.1.6)
1.5. TOPOS DE FALTINGS RELATIF 17
où l’exposant a désigne le faisceau associé. Ce sont des analogues de la première et de la seconde
projection du produit orienté X ′e´t
←
×Xe´t Xη,e´t.
Si X ′ = X , G˜ est canoniquement équivalent au topos de Faltings E˜ (1.3.1). Ainsi, par foncto-
rialité du topos de Faltings relatif, on a une factorisation naturelle de Θ: E˜′ → E˜ en
(1.5.1.7) E˜′
τ
−→ G˜
g
−→ E˜.
Ces morphismes s’insèrent dans le diagramme commutatif suivant de morphismes de topos
(1.5.1.8) E˜′
τ

β′ //
σ′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
X ′η,f e´t
gη

X ′e´t
g


G˜
g

λ //πoo Xη,f e´t
Xe´t E˜
β
==④④④④④④④④④σoo
On démontre que le carré inférieur gauche est cartésien (1.4.8).
On a un morphisme canonique
(1.5.1.9) ̺ : X ′e´t
←
×Xe´t Xη,e´t → G˜.
Se donner un point de X ′e´t
←
×Xe´t Xη,e´t revient à se donner un point géométrique x
′ of X ′, un point
géométrique y de Xη et un morphisme de spécialisation y  g(x′). On notera (abusivement) un
tel point par (y  x′). On démontre que la famille des points ̺(y  x′) de G˜ est conservative.
1.5.2. Soient x′ un point géométrique de X ′, X ′ le localisé strict de X ′ en x′, X le localisé
strict de X en g(x′). On désigne par G˜ le topos de Faltings relatif du morphisme X ′ → X induit
par g, par λ : G˜ → Xη,f e´t le morphisme canonique (1.5.1.4) et par Φ: G˜ → G˜ le morphisme de
fonctorialité. Il existe une section canonique θ de λ,
(1.5.2.1) Xη,f e´t
θ //
id
##●
●●
●●
●●
●●
G˜
λ

Xη,f e´t
Nous démontrons que le morphisme de changement de base induit par ce diagramme
(1.5.2.2) λ∗ → θ
∗
est un isomorphisme. On pose
(1.5.2.3) φx′ = θ
∗ ◦ Φ∗ : G˜→ Xη,f e´t.
Si y est un point géométrique deXη, on obtient naturellement un point (y  x
′) deX ′e´t
←
×Xe´t Xη,e´t.
Alors, pour tout faisceau F de G˜, on a un isomorphisme canonique et fonctoriel
(1.5.2.4) F̺(y x′)
∼
→ φx′(F )y.
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Proposition 1.5.3 (cf. 3.4.32). Sous les hypothèses de 1.5.2, pour tout faisceau abélien F de
G˜ et tout q ≥ 0, on a un isomorphisme canonique
(1.5.3.1) Rqπ∗(F )x′
∼
→ Hq(Xη,f e´t, φx′(F )).
Corollaire 1.5.4 (cf. 6.5.17). Soient (y  x′) un point de X ′e´t
←
×Xe´t Xη,e´t, X
′ le localisé
strict de X ′ en x′, X le localisé strict de X en g(x′), g : X ′ → X le morphisme induit par g,
(1.5.4.1) ϕ′x′ : E˜
′ → X ′η,f e´t
le morphisme canonique analogue de (1.5.2.3). Alors, pour tout groupe abélien F de E˜′ et tout
q ≥ 0, on a un isomorphisme fonctoriel canonique
(1.5.4.2) (Rqτ∗(F ))̺(y x′)
∼
→ Rqg
η,f e´t∗
(ϕ′x′(F ))y.
1.5.5. Considérons l’anneau suivant de G˜,
(1.5.5.1) B
!
= τ∗(B
′
).
On a des homomorphismes canoniques B → g∗(B
!
) et ~′∗(OX′)→ π∗(B
!
), dans lequel ~′ : X
′
→ X ′
désigne la projection canonique. Par conséquent, on peut considérer g et π comme des morphismes
de topos annelés.
Pour tout point (y  x′) de X ′e´t
←
×Xe´t Xη,e´t, nous démontrons que l’anneau B
!
̺(y x′) est
normal et strictement hensélien. De plus, l’homomorphisme canonique OX ′,x′ → B
!
̺(y x′) est
local et injectif.
1.5.6. Supposons que X = Spec(R) et X ′ = Spec(R′) soient affines. Soient y′ un point
géométrique de X ′η, ∆
′ = π1(X
′
η, y
′), (Wj)j∈J le revêtement universel de X ′η en y
′, y = gη(y′),
∆ = π1(Xη, y), (Vi)i∈I le revêtement universel de Xη en y. Pour tout i ∈ I, (Vi → X) est
naturellement un objet de E et pour tout j ∈ J , (Wj → X ′) est naturellement un objet de E′.
Posons
R = lim
−→
i∈I
B(Vi → X),(1.5.6.1)
R
′
= lim
−→
j∈J
B
′
(Wj → X
′).(1.5.6.2)
On retrouve les OK -algèbres définis en (1.2.1.2). On les munit des actions naturelles de ∆ et de
∆′. Pour tout i ∈ I, il existe un X ′-morphisme canonique y′ → X ′ ×X Vi. On désigne par V ′i la
composante irréductible de X ′ ×X Vi contenant y′ et par Πi le sous-groupe correspondant de ∆′.
Alors, (V ′j → X
′) est naturellement un objet de E′. Posons
R
!
= lim
−→
i∈I
B
′
(V ′i → X
′),(1.5.6.3)
Π =
⋂
i∈I
Πi.(1.5.6.4)
On a un homomorphisme canonique R→ R
!
→ R
′
.
Pour tout point géométrique x′ et tout morphisme de spécialisation y  g(x′), nous démon-
trons qu’il existe un isomorphisme canonique (déterminé par le choix de y′)
(1.5.6.5) B
!
̺(y x′)
∼
→ lim
−→
x′→U′→U
R
!
U ′→U ,
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où la limite inductive est prise sur la catégorie des morphismes x′ → U ′ → U au-dessus de
x′ → X ′ → X , avec U ′ affine étale sur X ′, U affine étale sur X et R
!
U ′→U l’anneau correspondant
(1.5.6.3).
Proposition 1.5.7 (cf. 5.2.29). Conservons les hypothèses de 1.5.6 et supposons de plus que
g s’insère dans un diagramme commutatif
(1.5.7.1) X ′ ι
′
//
g

Gd
′
m,S
γ

X
ι // Gdm,S
dans lequel les morphismes ι et ι′ sont étales, d et d′ sont des entiers ≥ 0 et γ est un homomorphisme
de tores au-dessus de S qui est lisse (1.2.2). Soit n un entier ≥ 0. Alors,
(i) Il existe un homomorphisme canonique de R
!
-algèbres graduées
(1.5.7.2) ∧ (Ω1R′/R ⊗R′ (R
!
/pnR
!
)(−1))→ ⊕i≥0H
i(Π, R
′
/pnR
′
),
qui est presque-injectif et dont le conoyau est tué par p
1
p−1mK .
(ii) Le R
!
-module Hi(Π, R
′
/pnR
′
) est presque de présentation finie pour tout i ≥ 0, et il est
presque-nul pour tout i ≥ r + 1, où r = dim(X ′/X).
C’est une version relative du calcul de Faltings de la cohomologie galoisienne de R qui repose sur
son théorème de presque-pureté ([14] Theorem 4 page 192, [2] II.6.16). L’énoncé peut se globaliser
de la manière suivante en utilisant la théorie de Kummer sur la fibre spéciale du topos annelé
(E˜′,B
′
).
Théorème 1.5.8 (cf. 6.6.4). Pour tout entier n ≥ 1, il existe un homomorphisme canonique
de B
!
-algèbres graduées de G˜
(1.5.8.1) ∧ (π∗(ξ−1Ω1
X
′
n/Xn
))→ ⊕i≥0R
iτ∗(B
′
n),
où π∗ désigne l’image inverse par le morphisme de topos annelés π : (G˜,B
!
) → (X ′e´t, ~
′
∗(OX′)),
dont le noyau (resp. conoyau) est annulé par p
2r
p−1mK (resp. p
2r+1
p−1 mK), où r = dim(X
′/X).
Considérons ensuite la suite spectrale de Cartan-Leray
(1.5.8.2) Ei,j2 = R
i
g∗(R
jτ∗(B
′
n))⇒ R
i+jΘ∗(B
′
n).
Tenant compte de 1.5.8, pour obtenir la suite spectrale de Hodge-Tate relative (1.3.5.2), on a besoin
de démontrer un théorème de changement de base relativement au diagramme cartésien
(1.5.8.3) G˜ π //
g

X ′e´t
g

E˜
σ // Xe´t
Théorème 1.5.9 (cf. 6.5.5). Supposons que le morphisme g soit propre. Alors, pour tout
faisceau abélien de torsion F de X ′e´t et tout q ≥ 0, le morphisme de changement de base
(1.5.9.1) σ∗(Rqg∗(F ))→ R
q
g∗(π
∗(F ))
est un isomorphisme.
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La preuve est inspirée d’un théorème de changement de base pour les produits orientés dû à
Gabber. Elle se ramène au théorème de changement de base propre pour le topos étale.
Proposition 1.5.10 (cf. 6.5.29). Pour tout entier n ≥ 0, l’homomorphisme canonique
(1.5.10.1) Bn ⊠OX OX′ → B
!
n,
où le produit tensoriel externe d’anneaux est relatif au diagramme cartésien (1.5.8.3), est un
presque-isomorphisme.
Théorème 1.5.11 (cf. 6.5.30). Supposons que le morphisme g soit propre. Alors, il existe un
entier N ≥ 0 tel que pour tous entiers n ≥ 1 et q ≥ 0, et tout OX′n-module cohérent F qui est
Xn-plat (1.1.1.1), le noyau et le conoyau du morphisme de changement de base
(1.5.11.1) σ∗(Rqg∗(F ))→ R
q
g∗(π
∗(F )),
où σ∗ et π∗ désignent les images inverses au sens des topos annelés, soient annulés par pN .
Proposition 1.5.12 (cf. 6.5.31). Soient n, q des entiers ≥ 0, F un OX′n-module cohérent qui
est Xn-plat (1.1.1.1). Supposons que le morphisme g soit propre et que pour tout entier i ≥ 0, le
OXn -module R
ig∗(F ) soit localement libre (de type fini). Alors, le morphisme de changement de
base
(1.5.12.1) σ∗(Rqg∗(F ))→ Rqg∗(π∗(F )),
où σ∗ et π∗ désignent les images inverses au sens des topos annelés, est un presque-isomorphisme.
1.5.13. Soient n, q des entiers ≥ 0. Comme le morphisme canonique Z/pnZ → ψ′∗(Z/p
nZ)
est un isomorphisme, on obtient à partir de 1.4.6, pour tout q ≥ 0, un morphisme canonique
(1.5.13.1) ψ∗(Rqgη∗(Z/p
nZ))⊗Zp B → R
qΘ∗(B
′
n),
qui est un presque-isomorphisme. La suite spectrale de Hodge-Tate relative (1.3.5.2) se déduit alors
de la suite spectrale de Cartan-Leray (1.5.8.2) en utilisant 1.5.8 et 1.5.11.
Chapitre 2
Préliminaires
2.1. Notations et conventions
Tous les anneaux considérés dans ce livre possèdent un élément unité ; les homomorphismes
d’anneaux sont toujours supposés transformer l’élément unité en l’élément unité. Nous considé-
rons surtout des anneaux commutatifs, et lorsque nous parlons d’anneau sans préciser, il est sous-
entendu qu’il s’agit d’un anneau commutatif ; en particulier, il est sous-entendu, lorsque nous par-
lons d’un topos annelé (X,A) sans préciser, que A est commutatif.
On sous-entend par monoïde un monoïde commutatif et unitaire. Les homomorphismes de
monoïdes sont toujours supposés transformer l’élément unité en l’élément unité.
2.1.1. Soit p un nombre premier. On munit Zp de la topologie p-adique, ainsi que toutes les
Zp-algèbres adiques (i.e., les Zp-algèbres complètes et séparées pour la topologie p-adique). Soient
A une Zp-algèbre adique, i : A→ A[ 1p ] l’homomorphisme canonique. On appelle topologie p-adique
sur A[ 1p ] l’unique topologie compatible avec sa structure de groupe additif pour laquelle les sous-
groupes i(pnA), pour n ∈ N, forment un système fondamental de voisinages de 0 ([7] chap. III
§1.2, prop. 1). Elle fait de A[ 1p ] un anneau topologique. Soient M un A[
1
p ]-module de type fini, M
◦
un sous-A-module de type fini de M qui l’engendre sur A[ 1p ]. On appelle topologie p-adique sur M
l’unique topologie compatible avec sa structure de groupe additif pour laquelle les sous-groupes
pnM◦, pour n ∈ N, forment un système fondamental de voisinages de 0. Cette topologie ne dépend
pas du choix de M◦. En effet, si M ′ est un autre sous-A-module de type fini de M qui l’engendre
sur A[ 1p ], alors il existe m ≥ 0 tel que p
mM◦ ⊂ M ′ et pmM ′ ⊂ M◦. Il est clair que M est un
A[ 1p ]-module topologique.
2.1.2. Soient G un groupe profini, A un anneau topologique muni d’une action continue de
G par des homomorphismes d’anneaux. Une A-représentation de G est la donnée d’un A-module
M et d’une action A-semi-linéaire de G sur M , i.e., telle que pour tous g ∈ G, a ∈ A et m ∈ M ,
on ait g(am) = g(a)g(m). On dit que la A-représentation est continue si M est un A-module
topologique et si l’action de G surM est continue. SoientM , N deux A-représentations (resp. deux
A-représentations continues) de G. Un morphisme de M dans N est la donnée d’un morphisme
A-linéaire et G-équivariant (resp. A-linéaire, continu et G-équivariant) de M dans N . On note
RepA(G) (resp.Rep
cont
A (G)) la catégorie des A-représentations (resp. A-représentations continues)
de G. Si M et N sont deux A-représentations de G, les A-modules M ⊗A N et HomA(M,N) sont
naturellement des A-représentations de G.
2.1.3. Soient A un anneau, p un nombre premier, n un entier ≥ 1. On désigne par W(A)
(resp. Wn(A)) l’anneau des vecteurs de Witt (resp. vecteurs de Witt de longueur n) à coefficients
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dans A relatif à p. On a un homomorphisme d’anneaux
(2.1.3.1) Φn : Wn(A) → A,
(x0, . . . , xn−1) 7→ x
pn−1
0 + px
pn−2
1 + · · ·+ p
n−1xn−1
appelé n-ième composante fantôme. On dispose aussi des morphismes de restriction, de décalage
et de Frobenius
R: Wn+1(A) → Wn(A),(2.1.3.2)
V: Wn(A) → Wn+1(A),(2.1.3.3)
F: Wn+1(A) → Wn(A).(2.1.3.4)
Lorsque A est de caractéristique p, F induit un endomorphisme de Wn(A), encore noté F.
2.1.4. Pour tout anneau R et tout monoïde M , on désigne par R[M ] la R-algèbre de M
et par e : M → R[M ] l’homomorphisme canonique, où R[M ] est considéré comme un monoïde
multiplicatif. Pour tout x ∈M , on notera ex au lieu de e(x).
On désigne par AM le schéma Spec(Z[M ]) muni de la structure logarithmique associée à la
structure pré-logarithmique définie par e : M → Z[M ] ([2] II.5.9). Pour tout homomorphisme de
monoïdes ϑ : M → N , on note Aϑ : AN → AM le morphisme de schémas logarithmiques associé.
2.1.5. Dans tout ce livre, on fixe un univers U possédant un élément de cardinal infini, et un
univers V tel que U ∈ V. On appelle catégorie des U-ensembles et l’on note Ens, la catégorie des
ensembles qui se trouvent dans U. C’est un U-topos ponctuel ([4] IV 2.2). On désigne par Sch la
catégorie des schémas éléments de U. Sauf mention explicite du contraire, il sera sous-entendu que
les anneaux et les schémas logarithmiques (et en particulier les schémas) envisagés dans ce livre
sont éléments de l’univers U. On désigne par Top la 2-catégorie des U-topos appartenant à V ([4]
IV 3.3.1).
2.1.6. Pour une catégorie C , nous notons Ob(C ) l’ensemble de ses objets, C ◦ la catégorie
opposée, et pour X,Y ∈ Ob(C ), HomC (X,Y ) (ou Hom(X,Y ) lorsqu’il n’y a aucune ambiguïté)
l’ensemble des morphismes de X dans Y .
Si C et C ′ sont deux catégories, nous désignons par Hom(C ,C ′) l’ensemble des foncteurs de
C dans C ′, et par Hom(C ,C ′) la catégorie des foncteurs de C dans C ′.
Soient E une catégorie, C et C ′ deux catégories sur E ([23] VI 2). Nous notons HomE (C ,C ′)
l’ensemble des E -foncteurs de C dans C ′ et Homcart/E (C ,C ′) l’ensemble des foncteurs cartésiens
([23] VI 5.2). Nous désignons par HomE (C ,C ′) la catégorie des E -foncteurs de C dans C ′ et par
Homcart/E (C ,C
′) la sous-catégorie pleine formée des foncteurs cartésiens.
2.1.7. Soit C une catégorie. On désigne par Ĉ la catégorie des préfaisceaux de U-ensembles
sur C , c’est-à-dire la catégorie des foncteurs contravariants sur C à valeurs dans Ens ([4] I 1.2). Si
C est munie d’une topologie ([4] II 1.1), on désigne par C˜ le topos des faisceaux de U-ensembles
sur C ([4] II 2.1).
Pour F un objet de Ĉ , on note C/F la catégorie suivante ([4] I 3.4.0). Les objets de C/F sont
les couples formés d’un objet X de C et d’un morphisme u de X dans F . Si (X,u) et (Y, v) sont
deux objets, un morphisme de (X,u) vers (Y, v) est un morphisme g : X → Y tel que u = v ◦ g.
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2.1.8. Soient C un U-site ([4] II 3.0.2), C˜ le topos des faisceaux de U-ensembles sur C , X
un préfaisceau de U-ensembles sur C . On munit la catégorie C/X de la topologie induite par la
topologie de C au moyen du foncteur “source” jX : C/X → C ([4] III 3.1). D’après ([4] III 5.2), jX
est un foncteur continu et cocontinu. Il définit donc une suite de trois foncteurs adjoints :
(2.1.8.1) jX! : (C/X)
∼ → C˜ , j∗X : C˜ → (C/X)
∼, jX∗ : (C/X)
∼ → C˜ ,
dans le sens que pour deux foncteurs consécutifs de la suite, celui de droite est adjoint à droite
de l’autre. Le foncteur jX! se factorise par la catégorie C˜/Xa , où Xa est le faisceau associé à X ,
et le foncteur induit (C/X)∼ → C˜/Xa est une équivalence de catégories ([4] III 5.4). Le couple de
foncteurs (j∗X , jX∗) définit un morphisme de topos qu’on notera aussi abusivement jX : C˜/Xa → C˜ ,
dit morphisme de localisation de C˜ en Xa (cf. [4] IV 5.2). Pour tout objet F de C˜ , on pose
(2.1.8.2) F |Xa = j∗X(F ).
Supposons, de plus, que les limites projectives finies soient représentables dans C et que X soit
un objet de C . Soit eC un objet final de C (qui existe par hypothèse). On note j
+
X : C → C/X le
foncteur de changement de base par le morphisme canonique X → eC . Alors, j
+
X est exact à gauche
et continu ([4] III 1.6 et 3.3). Comme j∗X prolonge j
+
X ([4] III 5.4), le morphisme de localisation
jX : C˜/Xa → C˜ s’identifie canoniquement au morphisme de topos associé à j
+
X .
2.1.9. Soient C un U-site, Ĉ la catégorie des préfaisceaux de U-ensembles sur C , C˜ le topos
des faisceaux de U-ensembles sur C . On désigne parMon
Ĉ
(resp.Mon
C˜
) la catégorie des monoïdes
(commutatifs et unitaires) de Ĉ (resp. C˜ ) (cf. [4] I 3.2, resp. II 6.3.1). Les U-limites inductives et
projectives dansMon
Ĉ
sont représentables et se calculent terme à terme. Les U-limites inductives
et projectives dans Mon
C˜
sont représentables. Le foncteur d’injection canonique
(2.1.9.1) i : Mon
C˜
→Mon
Ĉ
admet un adjoint à gauche
(2.1.9.2) a : Mon
Ĉ
→Mon
C˜
, M 7→Ma,
qui est exact à gauche ([4] II 6.4). D’après ([4] II 6.5), le foncteur “faisceau d’ensembles sous-jacent”
Mon
C˜
→ C˜ admet un adjoint à gauche et commute donc aux limites projectives. De plus, pour
tout préfaisceau de monoïdesM sur C , le faisceau d’ensembles sous-jacent àMa est canoniquement
isomorphe au faisceau d’ensembles associé au préfaisceau d’ensembles sous-jacent à M .
On note 1
C˜
le monoïde unité de C˜ , c’est-à-dire le faisceau de monoïdes associé au préfaisceau
de monoïdes sur C de valeur 1. C’est un objet initial et final de la catégorie Mon
C˜
. On appelle
conoyau d’un morphisme u : N → M de Mon
C˜
la somme amalgamée de u et du morphisme
canonique N → 1
C˜
. On a un isomorphisme canonique
(2.1.9.3) coker(u)
∼
→ a(coker(i(u))).
Si u est un monomorphisme, on appelle coker(u) le quotient de M par N et on le note M/N .
2.1.10. Pour tout morphisme de topos f : Y → X , les foncteurs f∗ et f∗ induisent un couple
de foncteurs adjoints f∗ : MonX → MonY et f∗ : MonY → MonX . Le foncteur f∗ est exact à
gauche d’après 2.1.9.
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2.1.11. Soit X un U-topos. Les systèmes projectifs d’objets de X indexés par l’ensemble
ordonné des entiers naturels N, forment un topos que l’on note XN
◦
. On renvoie à ([2] III.7) pour
des sorites utiles sur ce type de topos. On rappelle, en particulier, qu’on a un morphisme de topos
(2.1.11.1) λ : XN
◦
→ X,
dont le foncteur image inverse λ∗ associe à tout objet F de X le système projectif constant de
valeur F , et dont le foncteur image directe λ∗ associe à tout système projectif sa limite projective
([2] III.7.4).
2.1.12. Soit (X,A) un U-topos annelé ([4] 11.1.1). On note Mod(A) ou Mod(A,X) la
catégorie des A-modules de X . Si M est un A-module, on désigne par SA(M) (resp. ∧A(M), resp.
ΓA(M)) l’algèbre symétrique (resp. extérieure, resp. à puissances divisées) deM et pour tout entier
n ≥ 0, par SnA(M) (resp. ∧
n
A(M), resp. Γ
n
A(M)) sa partie homogène de degré n. Les formations de
ces algèbres commutent à la localisation au-dessus d’un objet de X .
Définition 2.1.13 ([5] I 1.3.1). Soit (X,A) un topos annelé. On dit qu’un A-module M de
X est localement projectif de type fini si les conditions équivalentes suivantes sont satisfaites :
(i) M est de type fini et le foncteur H omA(M, ·) est exact ;
(ii) M est de type fini et tout épimorphisme de A-modules N → M admet localement une
section ;
(iii) M est localement facteur direct d’un A-module libre de type fini.
Lorsque X a suffisamment de points et que pour tout point x de X , la fibre de A en x est un
anneau local, les A-modules localement projectifs de type fini sont les A-modules localement libres
de type fini ([5] I 2.15.1).
2.1.14. Soient X un U-topos appartenant à V (2.1.5), G un groupe (du topos ponctuel). On
note G le groupoïde associé à G, i.e., la catégorie ayant un seul objet, de classe de morphismes G.
On appelle action à gauche de G sur X la donnée d’un pseudo-foncteur normalisé du groupoïde G
dans la 2-catégorie Top des U-topos appartenant à V (2.1.5), qui fait correspondre X à l’unique
objet de G (cf. [23] VI § 8). Concrètement, cela revient à se donner pour tout g ∈ G, un morphisme
γg : X → X et pour tout (f, g) ∈ G2, un isomorphisme cf,g : γ∗gγ
∗
f
∼
→ γ∗fg satisfaisant aux conditions
suivantes :
(i) notant e l’élément neutre de G, on a γe = idX ;
(ii) pour tout f ∈ G, on a cf,e = ce,f = idγ∗f ;
(iii) pour tout (f, g, h) ∈ G3 et tout F ∈ Ob(X), on a
(2.1.14.1) cf,gh(F ) · cg,h(γ∗f (F )) = cfg,h(F ) · γ
∗
h(cf,g(F )).
Ces conditions sont celles envisagées dans ([23] VI 7.4). La condition (iii) se visualise par la
commutativité du diagramme
(2.1.14.2) γ∗h(γ
∗
g (γ
∗
f (F )))
h∗(cf,g(F )) //
cg,h(γ
∗
f (F ))

γ∗h(γ
∗
fg(F ))
cfg,h(F )

γ∗gh(γ
∗
f (F ))
cf,gh(F ) // γ∗fgh(F )
D’après (cf. [23] VI § 8), se donner une action à gauche de G sur X revient à de se donner un
foncteur fibrant clivé et normalisé
(2.1.14.3) X → G.
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C’est un topos fibré dans le sens de ([4] VI 7.1.1) : pour tout f ∈ G, le foncteur image inverse par
f est le foncteur image inverse par le morphisme de topos γf . Il est commode de noter γf encore
f : X → X ou fX , ce qui n’induit aucun risque d’ambiguïté.
Etant donné une action à gauche de G sur X , on appelle faisceau G-équivariant (ou objet G-
équivariant) de X la donnée d’une section cartésienne du foncteur fibrant (2.1.14.3) (cf. [2] II.4.16).
D’après ([23] VI §12), il revient au même de se donner un objet F de X et pour tout f ∈ G, un
isomorphisme
(2.1.14.4) τFf : F
∼
→ f∗(F )
tels que τFid = idF et que pour tout (f, g) ∈ G
2, on ait
(2.1.14.5) τFfg = cg,f ◦ (g
∗ ∗ τFf ) ◦ τ
F
g .
On dira aussi que F est muni d’une structure de faisceau G-équivariant (ou abusivement qu’il est
un faisceau G-équivariant). On laissera le soin au lecteur de décrire explicitement les morphismes
entre faisceaux G-équivariants de X .
Un groupe (resp. anneau) G-équivariant de X est la donnée d’une section cartésienne de la
catégorie fibrée au-dessus de G des groupes (resp. anneaux) de X (2.1.14.3). Il revient au même
de se donner un faisceau G-équivariant F de X qui est un groupe (resp. anneau) tel que pour tout
f ∈ G, l’isomorphisme τFf (2.1.14.4) soit un homomorphisme.
Si A est un anneau G-équivariant de X , un A-module G-équivariant de X est la donnée d’une
section cartésienne de la catégorie fibrée au-dessus de G des A-modules de X(2.1.14.3). Il revient
au même de se donner un faisceau G-équivariant M de X qui soit un A-module tel que pour tout
f ∈ G, l’isomorphisme τMf soit τ
A
f -linéaire (2.1.14.4).
2.1.15. Soient G un groupe, u : X → Y un morphisme de U-topos munis d’actions à gauche
de G. On dit que u est G-équivariant si le foncteur image inverse u∗ : Y → X est cartésien pour
les foncteurs fibrants clivés et normalisés de Y et X dans le groupoïde G associé à G, définis
par les actions de G (2.1.14.3). D’après ([23] VI §12), il revient au même de demander que pour
tout f ∈ G, il existe un isomorphisme ϕf : f∗Xu
∗ → u∗f∗Y (qui est alors canonique) vérifiant les
conditions a’) et b’) de loc. cit. L’isomorphisme ϕf rend donc commutatif le diagramme
(2.1.15.1) X u //
fX

Y
fY

X
u // Y
Supposons dans la suite de ce numéro que le morphisme u soit G-équivariant.
Pour tout faisceau G-équivariant H de Y , u∗(H) est canoniquement muni d’une structure de
faisceau G-équivariant de X , à savoir l’image par u∗ de la G-section cartésienne de Y qui définit
H . Concrètement, pour tout f ∈ G, τu
∗(H)
f est l’isomorphisme composé de
(2.1.15.2) u∗(H)
∼
→ u∗(f∗(H))
∼
→ f∗(u∗(H)),
où la première flèche est induite par l’isomorphisme τHf , et la seconde flèche est l’isomorphisme
canonique (2.1.15.1).
Pour tout f ∈ G, le diagramme commutatif (2.1.15.1) induit un isomorphisme de changement
de base f∗Y u∗
∼
→ u∗f
∗
X . On vérifie aussitôt que ces isomorphismes vérifient les conditions a’) et b’)
de ([23] VI §12). Par suite, le foncteur u∗ : X → Y est cartésien au-dessus de G.
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Pour tout faisceau G-équivariant F de X , u∗(F ) est canoniquement muni d’une structure de
faisceau G-équivariant de Y , à savoir l’image par u∗ de la G-section cartésienne de X qui définit
F . Concrètement, pour tout f ∈ G, τu∗(F )f est l’inverse de l’adjoint de l’isomorphisme composé de
(2.1.15.3) u∗(F )
∼
→ u∗(f∗(F ))
∼
→ f∗(u∗(F )),
où la première flèche est induite par l’isomorphisme F
∼
→ f∗(F ) adjoint de (τFf )
−1, et la seconde
flèche est l’isomorphisme canonique (2.1.15.1).
Soient F un faisceau abélienG-équivariant deX , j un entier ≥ 0. Pour tout f ∈ G, on considère
le morphisme
(2.1.15.4) Rju∗(F )→ f∗(R
ju∗(F ))
composé de
(2.1.15.5) Rju∗(F )
∼
→ Rju∗(f∗(F ))→ R
j(uf)∗(F )
∼
→ Rj(fu)∗(F )→ f∗(R
ju∗(F )),
où la première flèche est induite par l’isomorphisme H
∼
→ f∗(F ) adjoint de (τFf )
−1, la deuxième
et la quatrième flèches sont les edge-homomorphismes de la suite spectrale de Cartan-Leray ([4] V
5.4) et la troisième flèche est l’isomorphisme canonique (2.1.15.1). Comme f est une équivalence
de topos, (2.1.15.4) est un isomorphisme. On note τR
ju∗(F )
f l’isomorphisme inverse de son adjoint.
On vérifie aussitôt que ces morphismes munissent Rju∗(F ) d’une structure de faisceau abélien
G-équivariant sur X .
Si A est un anneau G-équivariant de X etM un A-module, u∗(A) est un anneau G-équivariant
de Y , et pour tout entier j ≥ 0, Rju∗(M) est un u∗(A)-module G-équivariant de Y .
2.1.16. Soient G un groupe, X un U-topos muni d’une action à gauche de G, u : X → Ens la
projection canonique dans le topos final ([4] IV 4.3). Le morphisme u est essentiellement déterminé
par la donnée d’un objet final T de X , à savoir u∗(e) où e est un ensemble ponctuel. Comme T
est final, il est muni d’une structure, essentiellement unique, de faisceau G-équivariant. Il s’ensuit
aussitôt que le morphisme u est G-équivariant lorsque l’on munit le topos Ens de l’action triviale
de G.
D’après 2.1.15, pour tout faisceau G-équivariant F de X , Γ(X,F ) est naturellement un en-
semble G-équivariant, autrement dit, un ensemble muni d’une action de G.
De même, pour tout faisceau abélien G-équivariant F de X et tout entier j ≥ 0, Hi(X,F )
est naturellement un groupe abélien G-équivariant, autrement dit, un groupe abélien muni d’une
action Z-linéaire de G.
Pour tous faisceaux G-équivariants Z, F de X , l’ensemble Hom(Z, F ) est naturellement muni
d’une action de G. Concrètement, à tous u ∈ Hom(Z, F ) et f ∈ G, le transformé uf de u par f est
le morphisme composé défini comme suit :
v : Z
u
−→ F
(τFf )
′
−→ f∗(F ),(2.1.16.1)
uf : Z
τZf
−→ f∗(Z)
v′
−→ F,(2.1.16.2)
où (τFf )
′ est l’adjoint de (τFf )
−1 et v′ est l’adjoint de v.
2.1.17. Pour tout schéma X , on désigne par E´t/X le site étale de X , c’est-à-dire, la sous-
catégorie pleine de Sch/X (2.1.5) formée des schémas étales sur X , munie de la topologie étale ;
c’est un U-site. On note Xe´t le topos étale de X , c’est-à-dire le topos des faisceaux de U-ensembles
sur E´t/X .
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On désigne par E´tcoh/X (resp. E´tscoh/X) la sous-catégorie pleine de E´t/X formée des schémas
étales de présentation finie sur X (resp. étales, séparés et de présentation finie sur X), munie de la
topologie induite par celle de E´t/X ; ce sont des sites U-petits. Si X est quasi-séparé, le foncteur
de restriction de Xe´t dans le topos des faisceaux de U-ensembles sur E´tcoh/X (resp. E´tscoh/X) est
une équivalence de catégories ([4] VII 3.1 et 3.2).
On désigne par E´tf/X la sous-catégorie pleine de E´t/X formée des schémas étales finis sur X ,
munie de la topologie induite par celle de E´t/X ; c’est un site U-petit. On appelle topos fini étale
de X et on note Xf e´t, le topos des faisceaux de U-ensembles sur E´tf/X (cf. [2] VI.9.2). L’injection
canonique E´tf/X → E´t/X induit un morphisme de topos
(2.1.17.1) ρX : Xe´t → Xf e´t.
2.1.18. Soit X un schéma. On désigne par Xzar le topos de Zariski de X et par
(2.1.18.1) uX : Xe´t → Xzar
le morphisme canonique ([4] VII 4.2.2). Si F est un OX -module quasi-cohérent de Xzar, on désigne
par ι(F ) le faisceau de Xe´t défini pour tout X-schéma étale U par ([4] VII 2 c))
(2.1.18.2) ι(F )(U) = Γ(U, F ⊗OX OU ).
Il est commode, lorsqu’il n’y aucune risque de confusion, de désigner ι(F ) abusivement par F . On
notera que ι(OX) est un anneau de Xe´t et que ι(F ) est un ι(OX)-module.
NotantModqcoh(OX , Xzar) la sous-catégorie pleine deMod(OX , Xzar) formée des OX -modules
quasi-cohérents (2.1.12), la correspondance F 7→ ι(F ) définit un foncteur
(2.1.18.3) ι : Modqcoh(OX , Xzar)→Mod(OX , Xe´t).
Pour tout OX -module quasi-cohérent F de Xzar, on a un isomorphisme canonique
(2.1.18.4) F
∼
→ uX∗(ι(F )).
Nous considérons donc uX comme un morphisme de topos annelés
(2.1.18.5) uX : (Xe´t,OX)→ (Xzar,OX).
Nous utilisons pour les modules la notation u−1X pour désigner l’image inverse au sens des faisceaux
abéliens et nous réservons la notation u∗X pour l’image inverse au sens des modules. L’isomorphisme
(2.1.18.4) induit par adjonction un morphisme
(2.1.18.6) u∗X(F )→ ι(F ).
Celui-ci est un isomorphisme. En effet, pour tout point géométrique x de X , on a un isomorphisme
canonique
(2.1.18.7) ι(F )x
∼
→ lim
←−
x→U
Γ(U, F ⊗OX OU ),
où la limite est prise sur les voisinages de x dans E´t/X (on peut évidemment se limiter aux
voisinages affines au-dessus d’un ouvert affine de X contenant l’image x de x). Notant X ′ le
localisé strict de X en x, on en déduit, d’après ([30] 8.5.2(i)), un isomorphisme canonique
(2.1.18.8) ι(F )x
∼
→ Γ(X ′, F ⊗OX OX′).
Par ailleurs, on a un isomorphisme canonique
(2.1.18.9) u∗X(F )x
∼
→ Fx ⊗OX,x ι(OX)x.
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La fibre du morphisme (2.1.18.6) en x s’identifie au morphisme canonique
(2.1.18.10) Fx ⊗OX,x Γ(X
′,OX′)→ Γ(X
′, F ⊗OX OX′),
qui est un isomorphisme. Par suite, (2.1.18.6) est un isomorphisme. On en déduit que ι est un
adjoint à gauche du foncteur uX∗. La flèche d’adjonction id→ uX∗ ◦ ι est un isomorphisme d’après
(2.1.18.4). En particulier, ι est pleinement fidèle.
2.1.19. Soient f : Y → X un morphisme de schémas,
 : Modqcoh(OY , Yzar) → Mod(OY , Ye´t),(2.1.19.1)
ι : Modqcoh(OX , Xzar) → Mod(OX , Xe´t)(2.1.19.2)
les foncteurs canoniques (2.1.18.3). Pour tout OX -module quasi-cohérent F , il existe un morphisme
canonique fonctoriel
(2.1.19.3) ι(F )→ f∗((f∗(F ))).
Le morphisme f induit donc un morphisme de topos annelés que l’on note encore
(2.1.19.4) f : (Ye´t,OY )→ (Xe´t,OX).
Nous utilisons pour les modules la notation f−1 pour désigner l’image inverse au sens des faisceaux
abéliens et nous réservons la notation f∗ pour l’image inverse au sens des modules.
Compte tenu de (2.1.18.8), le morphisme (2.1.19.3) induit par adjonction un isomorphisme
(2.1.19.5) f∗(ι(F ))
∼
→ (f∗(F )).
Supposons f quasi-compact et quasi-séparé. Pour tout OY -module quasi-cohérent G, le OX -
module f∗(G) est quasi-cohérent et d’après ([27] 9.3.2), on a un isomorphisme canonique fonctoriel
(2.1.19.6) ι(f∗(G))
∼
→ f∗((G)).
D’après ([4] V 5.1 et VII 4.3), on en déduit pour tout entier q ≥ 0, un isomorphisme canonique
(2.1.19.7) ι(Rqf∗(G))
∼
→ Rqf∗((G)).
2.1.20. Soient X un schéma connexe, x un point géométrique de X . On désigne par
(2.1.20.1) ωx : E´tf/X → Ens
le foncteur fibre en x, qui à tout revêtement étale Y deX associe l’ensemble des points géométriques
de Y au-dessus de x, par π1(X, x) le groupe fondamental de X en x (c’est-à-dire le groupe des
automorphismes du foncteur ωx) et par Bπ1(X,x) le topos classifiant du groupe profini π1(X, x),
c’est-à-dire la catégorie des U-ensembles discrets munis d’une action continue à gauche de π1(X, x)
([4] IV 2.7). Alors ωx induit un foncteur pleinement fidèle
(2.1.20.2) µ+x : E´tf/X → Bπ1(X,x)
d’image essentielle la sous-catégorie pleine C (π1(X, x)) de Bπ1(X,x) formée des ensembles finis ([23]
V § 4 et § 7). D’autre part, une famille (Yλ → Y )λ∈Λ de E´tf/X est couvrante pour la topologie étale,
si et seulement si son image dans Bπ1(X,x) est surjective, ou ce qui revient au même, couvrante
pour la topologie canonique de Bπ1(X,x). Par suite, la topologie étale sur E´tf/X est induite par la
topologie canonique de Bπ1(X,x) ([4] III 3.3). Comme les objets de C (π1(X, x)) forment une famille
génératrice de Bπ1(X,x), le foncteur
(2.1.20.3) µx : Bπ1(X,x) → Xf e´t
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qui à tout objet G de Bπ1(X,x) (vu comme faisceau représentable) associe sa restriction à E´tf/X ,
est une équivalence de catégories en vertu de ([4] IV 1.2.1).
Soit (Xi)i∈I un système projectif sur un ensemble ordonné filtrant I dans E´tf/X qui pro-
représente ωx, normalisé par le fait que les morphismes de transition Xi → Xj (i ≥ j) sont des
épimorphismes et que tout épimorphisme Xi → X ′ de E´tf/X est équivalent à un épimorphisme
Xi → Xj (j ≤ i) convenable. Un tel pro-objet est essentiellement unique. Il est appelé revêtement
universel normalisé de X en x ou le pro-objet fondamental normalisé de E´tf/X en x. Considérons
le foncteur
(2.1.20.4) νx : Xf e´t → Bπ1(X,x), F 7→ lim−→
i∈I
F (Xi).
Par définition, la restriction de νx à E´tf/X est canoniquement isomorphe au foncteur µ
+
x , et on a
un isomorphisme canonique de foncteurs
(2.1.20.5) νx ◦ µx
∼
→ id.
Comme µx est une équivalence de catégories, νx est une équivalence de catégories quasi-inverse de
µx. On l’appelle le foncteur fibre de Xf e´t en x.
2.2. Schémas K(π, 1)
Proposition 2.2.1. Soient X un schéma cohérent, n’ayant qu’un nombre fini de composantes
connexes, P un ensemble de nombres premiers, ρX : Xe´t → Xf e´t le morphisme canonique (2.1.17.1).
Alors, les conditions suivantes sont équivalentes :
(i) pour tout faisceau abélien de P-torsion F de Xf e´t ([4] IX 1.1), le morphisme d’adjonction
F → RρX∗(ρ∗XF ) est un isomorphisme ;
(ii) pour tout faisceau abélien de P-torsion, localement constant et constructible F de Xe´t et
tout entier i ≥ 1, RiρX∗(F ) = 0 ;
(iii) pour tout entier n dont les diviseurs premiers appartiennent à P, tout (Z/nZ)-module
localement constant et constructible F de Xe´t et tout entier i ≥ 1, RiρX∗(F ) = 0 ;
(iv) pour tout faisceau abélien de P-torsion, localement constant et constructible F de Xe´t, tout
entier i ≥ 1 et tout ξ ∈ Hi(X,F ), il existe un revêtement étale surjectif X ′ → X tel que
l’image canonique de ξ dans Hi(X ′, F ) soit nulle ;
(v) pour tout revêtement étale Y → X, tout faisceau abélien de P-torsion, localement constant
et constructible F de Ye´t, tout entier i ≥ 1 et tout ξ ∈ Hi(Y, F ), il existe un revêtement
étale surjectif Y ′ → Y tel que l’image canonique de ξ dans Hi(Y ′, F ) soit nulle ;
(vi) pour tout entier n dont les diviseurs premiers appartiennent à P, tout (Z/nZ)-module
localement constant et constructible F de Xe´t, tout entier i ≥ 1 et tout ξ ∈ Hi(X,F ), il
existe un revêtement étale surjectif X ′ → X tel que l’image canonique de ξ dans Hi(X ′, F )
soit nulle.
En effet, le morphisme d’adjonction id → ρX∗ρ∗X est un isomorphisme d’après ([2] VI.9.18).
Les conditions (i) et (ii) sont donc équivalentes en vertu de ([2] VI.9.12, VI.9.14 et VI.9.20) et
([4] VI 5.1). L’équivalence des conditions (ii) et (iii) est aussi une conséquence de ([2] VI.9.12 et
VI.9.14) et ([4] VI 5.1).
Pour tout faisceau abélien G de Xe´t et tout entier i ≥ 0, le faisceau RiρX∗(G) est le faisceau
de Xf e´t associé au préfaisceau qui à tout Y ∈ Ob(E´tf/X) associe le groupe Hi(Y,G) ([4] V 5.1).
On a donc (iii)⇒(iv) et (v)⇒(iii).
Montrons (iv)⇒(v). Supposons la condition (iv) satisfaite. Soient f : Y → X un revêtement
étale, F un faisceau abélien de P-torsion localement constant constructible de Ye´t, i un entier ≥ 1,
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ξ ∈ Hi(Y, F ). D’après ([4] V 5.3, VIII 5.5 et XVI 2.2), f∗(F ) est un faisceau abélien de P-torsion
localement constant constructible de Xe´t, et le morphisme canonique
(2.2.1.1) Hi(X, f∗(F ))→ Hi(Y, F )
est un isomorphisme. Notons ζ l’image inverse de ξ. D’après (iv), il existe un revêtement étale
surjectif g : X ′ → X tel que l’image canonique de ζ dans Hi(X ′, f∗(F )) soit nulle. Posons Y ′ =
Y ×X X ′ et notons f ′ : Y ′ → X ′ la projection canonique. On a un diagramme commutatif
(2.2.1.2) Hi(X, f∗(F ))
u //

Hi(Y, F )

Hi(X ′, f∗(F ))
v // Hi(X ′, f ′∗(F |Y
′))
u′ // Hi(Y ′, F )
où les flèches verticales sont les morphismes canoniques, les morphismes u et u′ sont induits par
la suite spectrale de Cartan-Leray et le morphisme v est induit par le morphisme de changement
de base f∗(F )|X ′ → f ′∗(F |Y
′). On en déduit que l’image canonique de ξ dans Hi(Y ′, F ) est nulle ;
d’où la condition (v).
Enfin, les conditions (iv) et (vi) sont équivalentes en vertu de ([4] VI 5.2).
Définition 2.2.2. Soient X un schéma cohérent, n’ayant qu’un nombre fini de composantes
connexes, P un ensemble de nombres premiers. On dit que X est un schéma K(π, 1) pour les
faisceaux abéliens de P-torsion ([4] IX 1.1) si les conditions équivalentes de 2.2.1 sont remplies.
Si P est l’ensemble des nombres premiers inversibles dans OX , on dit simplement que X est un
schéma K(π, 1).
Remarque 2.2.3. Soient X un schéma, F un faisceau abélien de torsion, localement constant
et constructible de Xe´t. Par descente ([23] VIII 2.1, [30] 2.7.1 et 17.7.3), F est représentable par
un schéma en groupes étale et fini G au-dessus de X . Le groupe H1(X,F ) classifie alors les G-
fibrés principaux homogènes au-dessus de X ([4] VII 2 a)). Par descente, tout G-fibré principal
homogène au-dessus de X est un revêtement étale de X . Par suite, pour tout ξ ∈ H1(X,F ), il
existe un revêtement étale surjectif X ′ → X tel que l’image canonique de ξ dans H1(X ′, F ) soit
nulle. Notant ρX : Xe´t → Xf e´t le morphisme canonique (2.1.17.1), on en déduit que R1ρX∗(F ) = 0
([4] V 5.1). Il en résulte, par la suite spectrale de Cartan-Leray, que le morphisme canonique
(2.2.3.1) H1(Xf e´t, ρX∗(F ))→ H1(Xe´t, F )
est un isomorphisme.
Supposons, de plus, que X soit cohérent et qu’il n’ait qu’un nombre fini de composantes
connexes. Pour tout faisceau abélien de torsion G de Xf e´t, le morphisme d’adjonction G →
ρX∗(ρ
∗
XG) est un isomorphisme d’après ([2] VI.9.18). On en déduit que le morphisme canonique
(2.2.3.2) H1(Xf e´t, G)→ H1(Xe´t, ρ∗X(G))
est un isomorphisme.
Lemme 2.2.4. Soient X un schéma cohérent et étale localement connexe ([2] VI.9.7), f : Y → X
un revêtement étale, P un ensemble de nombres premiers. Alors,
(i) Si X est un schéma K(π, 1) pour les faisceaux abéliens de P-torsion, il en est de même de
Y .
(ii) Supposons f surjectif. Pour que X soit un schéma K(π, 1) pour les faisceaux abéliens de
P-torsion, il faut et il suffit qu’il en soit de même de Y .
Cela résulte aussitôt de 2.2.1.
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Proposition 2.2.5. Soient I une catégorie filtrante et essentiellement U-petite ([4] I 8.1.8),
ϕ : I◦ → Sch (2.1.5) un foncteur qui transforme les objets de I en des schémas cohérents n’ayant
qu’un nombre fini de composantes connexes, et les morphismes de I en des morphismes affines, X
la limite projective de ϕ ([30] 8.2.3), P un ensemble de nombres premiers. Supposons que X soit
cohérent et qu’il n’ait qu’un nombre fini de composantes connexes. Alors,
(i) Si pour tout i ∈ Ob(I), Xi est un schéma K(π, 1) pour les faisceaux abéliens de P-torsion,
il en est de même de X.
(ii) Supposons que ϕ transforme les morphismes de I en des revêtements étales surjectifs.
Alors, pour que X soit un schéma K(π, 1) pour les faisceaux abéliens de P-torsion, il faut
et il suffit qu’il en soit de même de Xi pour tout i ∈ Ob(I), et il suffit qu’il en soit de même
de Xi pour un seul objet i de I.
(i) En effet, soit F un faisceau abélien de P-torsion, localement constant et constructible
de Xe´t. Par descente, F est représentable par un schéma en groupes abéliens fini et étale au-
dessus de X . D’après ([30] 8.8.2, 8.10.5 et 17.7.8), il existe ι ∈ Ob(I) et un faisceau abélien de
P-torsion localement constant constructible Fι de Xι,e´t tels que F soit l’image inverse de Fι. Quitte
à remplacer I◦ par I◦/ι, on peut supposer que ι est un objet initial de I. Pour tout i ∈ Ob(I), on
note Fi l’image inverse canonique de Fι sur Xi. En vertu de ([4] VII 5.8), pour tout entier q ≥ 0,
on a un isomorphisme canonique
(2.2.5.1) Hq(X,F )
∼
→ lim
−→
i∈I
Hq(Xi, Fi).
La proposition s’ensuit aussitôt.
(ii) Supposons que X soit un schéma K(π, 1) pour les faisceaux abéliens de P-torsion. Soit
ι ∈ Ob(I), Fι un faisceau abélien de P-torsion, localement constant et constructible de Xι,e´t. Quitte
à remplacer I◦ par I◦/ι, on peut supposer que ι est un objet initial de I. Pour tout i ∈ Ob(I), on
note Fi (resp. F ) l’image inverse canonique de Fι sur Xi (resp. X). Soient n ≥ 1, ξ ∈ Hn(Xι, Fι).
Par hypothèse, il existe un revêtement étale surjectif X ′ → X tel que l’image canonique de ξ
dans Hn(X ′, F ) soit nulle. D’après ([30] 8.8.2, 8.10.5, 17.7.8 et 8.3.11), il existe un i ∈ Ob(I), un
revêtement étale surjectif X ′i → Xi et un X-isomorphisme X
′
i ×Xi X
∼
→ X ′. Par un isomorphisme
analogue à (2.2.5.1), on voit qu’il existe un morphisme i → j de I tel que l’image canonique de ξ
dans Hn(X ′i×XiXj, Fj) soit nulle. Comme le morphisme Xj → Xι est un revêtement étale surjectif,
on en déduit que Xι est K(π, 1) pour les faisceaux abéliens de P-torsion. La proposition s’ensuit
compte tenu de (i) et 2.2.4(ii).
Corollaire 2.2.6. Soient K un corps, L une extension algébrique de K, X un K-schéma de
type fini, P un ensemble de nombres premiers. Alors, pour que X soit K(π, 1) pour les faisceaux
abéliens de P-torsion, il faut et il suffit qu’il en soit de même de X ⊗K L.
Quitte à remplacer L par la clôture séparable de K dans L ([4] VIII 1.1), on peut supposer L
séparable sur K. La proposition résulte alors de 2.2.4(ii) et 2.2.5(ii).
Proposition 2.2.7. Soient X un schéma, X◦ un ouvert de X, x un point géométrique de
X, X ′ le localisé strict de X en x, P un ensemble de nombres premiers. Pour tout X-schéma Y ,
posons Y ◦ = Y ×X X◦. Supposons que le schéma X ′◦ soit cohérent et qu’il n’ait qu’un nombre fini
de composantes connexes. Alors, les conditions suivantes sont équivalentes :
(i) Le schéma X ′◦ est K(π, 1) pour les faisceaux abéliens de P-torsion.
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(ii) Pour tout X-schéma étale x-pointé Y , tout faisceau abélien de P-torsion, localement cons-
tant et constructible F de Y ◦e´t, tout entier q ≥ 1 et tout ξ ∈ H
q(Y ◦,F ), il existe un Y -
schéma étale x-pointé U et un revêtement étale surjectif V → U◦ tels que l’image canonique
de ξ dans Hq(V,F ) soit nulle.
On peut supposer X affine. On désigne par Vx la catégorie des X-schémas affines étales et
x-pointés. C’est une catégorie filtrante essentiellement U-petite ([4] IV 6.8.2). D’après ([30] 8.2.3),
X ′◦ est la limite projective du foncteur
(2.2.7.1) ϕ : Vx → Sch, Y 7→ Y
◦.
Supposons d’abord la condition (ii) satisfaite. Soient F un faisceau abélien de P-torsion localement
constant constructible de X ′◦e´t , q un entier ≥ 1, ξ ∈ H
q(X ′◦, F ). Montrons qu’il existe un revêtement
étale surjectif W → X ′◦ tel que l’image canonique de ξ dans Hq(W,F ) soit nulle. Par descente, F
est représentable par un schéma en groupes abéliens fini et étale au-dessus de X ′◦. D’après ([30]
8.8.2, 8.10.5 et 17.7.8), quitte à remplacer X par un objet de Vx, on peut supposer qu’il existe un
faisceau abélien de torsion localement constant constructible F de X◦e´t tel que F soit isomorphe à
l’image inverse de F . En vertu de ([4] VII 5.8), on a un isomorphisme canonique
(2.2.7.2) Hq(X ′◦, F )
∼
→ lim
−→
Y ∈V◦
x
Hq(Y ◦,F ).
Il existe donc un objet Y de Vx tel que ξ soit l’image canonique d’une classe ζ ∈ Hq(Y ◦,F ).
D’après (ii), il existe un morphisme U → Y de Vx et un revêtement étale surjectif V → U◦ tels
que l’image canonique de ζ dans Hq(V,F ) soit nulle. Le revêtement étale surjectif V ×U◦X ′◦ → X ′◦
répond alors à la question ; d’où la condition (i).
Inversement, supposons la condition (i) satisfaite. Soient F un faisceau abélien de P-torsion,
localement constant et constructible de X◦e´t, q un entier ≥ 1, ξ ∈ H
q(X◦,F ). D’après (i), il
existe un revêtement étale surjectif V → X ′◦ tel que l’image canonique de ξ dans Hq(V,F |X ′◦)
soit nulle. D’après ([30] 8.8.2, 8.10.5 et 17.7.8), il existe un objet Y de Vx, un revêtement étale
surjectif W → Y ◦ et un X ′◦-isomorphisme V
∼
→ W ×Y ◦ X ′◦. En vertu de ([4] VII 5.8), on a un
isomorphisme canonique
(2.2.7.3) Hq(V,F |X ′◦)
∼
→ lim
−→
U∈(V◦
x
)/Y
Hq(W ×Y ◦ U
◦,F ).
Il existe donc un morphisme U → Y de V◦x tel que l’image canonique de ξ dans H
q(W ×Y ◦ U◦,F )
soit nulle ; d’où la condition (ii).
Définition 2.2.8 ([4] XI 3.1, [43] 1.3.1). On appelle courbe élémentaire un morphisme de
schémas f : X → S qui s’insère dans un diagramme commutatif
(2.2.8.1) X
j //
f   ❅
❅❅
❅❅
❅❅
❅ X
f

Y
ioo
g
⑦⑦
⑦⑦
⑦⑦
⑦⑦
S
satisfaisant aux conditions suivantes :
(i) f est une courbe relative projective et lisse, à fibres géométriquement irréductibles ;
(ii) j est une immersion ouverte, i est une immersion fermée, et X est l’ouvert complémentaire
de i(Y ) dans X ;
(iii) g est un revêtement étale surjectif.
On dit alors aussi que X est une courbe élémentaire au-dessus de S.
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Définition 2.2.9 ([4] XI 3.2, [43] 1.3.2). On appelle polycourbe élémentaire un morphisme de
schémas f : X → S qui admet une factorisation en courbes élémentaires. On dit alors aussi que X
est une polycourbe élémentaire au-dessus de S.
Proposition 2.2.10 ([4] XI 3.3). Soient k un corps algébriquement clos, X un k-schéma lisse,
x ∈ X(k). Alors, il existe un ouvert de Zariski de X contenant x qui est une polycourbe élémentaire
au-dessus de Spec(k).
Lemme 2.2.11 (d’Abhyankar). Soient f : X → S un morphisme lisse de schémas localement
noethériens, D un diviseur à croisements normaux sur X relativement à S ([23] XIII 2.1), U
l’ouvert complémentaire de D dans X, U ′ un revêtement étale surjectif de U , modérément ramifié
au-dessus de X. On note X ′ la clôture intégrale de X dans U ′ et D′ le sous-schéma fermé réduit
de X ′ de même support que D ×X X ′. Alors, X ′ est lisse sur S, D′ est un diviseur à croisements
normaux sur X ′ relativement à S, et le morphisme canonique D′ → D est un revêtement étale
surjectif.
Cela résulte de ([23] XIII 5.5).
Proposition 2.2.12. Soient S un Q-schéma noethérien, régulier et K(π, 1), f : X → S une
courbe élémentaire. Alors, X est un schéma K(π, 1).
On notera d’abord que X est cohérent et n’a qu’un nombre fini de composantes connexes.
Considérons un diagramme commutatif
(2.2.12.1) X
j //
f   ❅
❅❅
❅❅
❅❅
❅ X
f

Y
ioo
g
⑦⑦
⑦⑦
⑦⑦
⑦⑦
S
vérifiant les conditions de 2.2.8. Soient F un faisceau abélien de torsion, localement constant et
constructible sur X , n un entier ≥ 1, ξ ∈ Hn(X,F ). Montrons qu’il existe un revêtement étale
surjectif X ′ → X tel que l’image canonique de ξ dans Hn(X ′, F ) soit nulle. On peut se borner
au cas où n ≥ 2 (2.2.3). Il existe un revêtement étale surjectif Z → X tel que F |Z soit constant.
D’après 2.2.10, le morphisme Z → S induit par f est une courbe élémentaire. On peut donc se
borner au cas où F est constant, de valeur un groupe cyclique fini Λ.
En vertu du théorème de pureté ([35] XVI 3.1.1), on a un isomorphisme canonique i!ΛX
∼
→
ΛY (−1)[−2]. Le triangle distingué de localisation induit alors un triangle de D+(X e´t,Λ)
(2.2.12.2) ΛX −→ Rj∗(ΛX) −→ i∗(ΛY )(−1)[−1]
+1
−→
et par suite, g étant fini, un triangle de D+(Se´t,Λ)
(2.2.12.3) Rf∗(ΛX) −→ Rf∗(ΛX) −→ g∗(ΛY )(−1)[−1]
+1
−→
Montrons que le morphisme induit
(2.2.12.4) g∗(ΛY )(−1)→ R2f∗(ΛX)
est surjectif. En effet, la formation de ce morphisme commute à tout changement de base S′ → S,
d’après ([35] XVI 2.3.2). On peut donc se réduire au cas où S est le spectre d’un corps algébri-
quement clos et où Y est un point fermé de X . La classe de cycle définie par Y engendre alors
H2(X,Λ(1)) ([11] Cycle 2.1.5) ; d’où l’assertion.
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Il résulte de ce qui précède qu’on a un isomorphisme canonique f∗(ΛX)
∼
→ f∗(ΛX) et une suite
exacte canonique
(2.2.12.5) 0→ R1f∗(ΛX)→ R
1f∗(ΛX)→ g∗(ΛY )(−1)→ R
2f∗(ΛX)→ 0,
et que Rqf∗(ΛX) = 0 pour tout q ≥ 2. Comme f et g sont propres et lisses, pour tout q ≥ 0,
Rqf∗(ΛX) est localement constant constructible ([4] XVI 2.2 et IX 2.1).
Considérons la suite spectrale de Cartan-Leray
(2.2.12.6) Ea,b2 = H
a(S,Rbf∗(ΛX))⇒ H
a+b(X,ΛX),
et notons (Enq )0≤q≤n la filtration aboutissement sur H
n(X,ΛX) (on rappelle que n ≥ 2). Comme
on a Eq,n−q∞ = E
n
q /E
n
q+1 pour tout 0 ≤ q ≤ n, on en déduit une suite exacte canonique
(2.2.12.7) Hn(S, f∗(ΛX))
u
→ Hn(X,ΛX)
v
→ Hn−1(S,R1f∗(ΛX))→ H
n+1(S, f∗(ΛX)).
Celle-ci est compatible à tout changement de base S′ → S dans un sens évident que nous n’ex-
plicitons pas. Comme le schéma S est K(π, 1), il existe un revêtement étale surjectif S′ → S
tel que l’image canonique de v(ξ) dans Hn−1(S′,R1f∗(ΛX)) soit nulle. On peut donc supposer
qu’il existe ζ ∈ Hn(S, f∗(ΛX)) tel que ξ = v(ζ). De même, il existe un revêtement étale surjectif
S′′ → S tel que l’image canonique de ζ dans Hn(S′′, f∗(ΛX)) soit nulle. L’image canonique de ξ
dans Hn(X ×S S′′,ΛX) est donc nulle ; d’où l’assertion recherchée.
Corollaire 2.2.13. Soit k un corps algébriquement clos de caractéristique 0, X un schéma
lisse sur k, x ∈ X. Alors, il existe un ouvert U de X contenant x, qui est un schéma K(π, 1).
En effet, quitte à remplacer x par une spécialisation, on peut se réduire au cas où x ∈ X(k).
La proposition résulte alors de 2.2.10 et 2.2.12.
Lemme 2.2.14. Soient S un schéma noethérien régulier, d un entier ≥ 1, f : X → AdS un
morphisme lisse d’un schéma X dans l’espace affine de dimension d au-dessus de S. Notons Gdm,S
l’ouvert de AdS où les coordonnées ne s’annulent pas, U = f
−1(Gdm,S) et j : U → X l’injection
canonique. Soient n un entier ≥ 1 inversible dans OS , Λ = Z/nZ, F un faisceau de Λ-modules
localement constant et constructible de Xe´t. Notons π : A
d
S → A
d
S le morphisme défini par l’élévation
à la puissance n-ième des coordonnées de AdS, X
′ le changement de base de X par π, ̟ : X ′ → X
la projection canonique, U ′ = ̟−1(U), j′ : U ′ → X ′ l’injection canonique et F ′ = ̟∗(F ). Alors,
pour tout entier q ≥ 1, le morphisme de changement de base
(2.2.14.1) ̟∗(Rqj∗(j∗F ))→ Rqj′∗(j
′∗F ′)
est nul.
En effet, la question étant locale pour la topologie étale de X ′ et donc aussi pour celle de X , on
peut se borner au cas où F est constant de valeur Λ. Notons (Aα)1≤α≤d les axes de coordonnées de
AdS et pour tout 1 ≤ α ≤ d, posons Dα = X ×AdS Aα et notons iα : Dα → X l’injection canonique.
En vertu de ([35] XVI 3.1.4), on a un isomorphisme canonique
(2.2.14.2) R1j∗(ΛU )
∼
→ ⊕1≤α≤d iα∗(ΛDα(−1)).
De plus, pour tout entier q ≥ 1, le morphisme
(2.2.14.3) ∧q (R1j∗(ΛU ))→ Rqj∗(ΛU )
défini par cup-produit est un isomorphisme. De même, considérons X ′ comme un AdS-schéma lisse
via la projection canonique f ′ : X ′ → AdS et pour tout 1 ≤ α ≤ d, posons D
′
α = X
′ ×AdS Aα et
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notons i′α : D
′
α → X
′ l’injection canonique. On a alors des isomorphismes canoniques
R1j′∗(ΛU ′)
∼
→ ⊕1≤α≤d i
′
α∗(ΛD′α(−1)),(2.2.14.4)
∧q(R1j′∗(ΛU ′))
∼
→ Rqj′∗(ΛU ′).(2.2.14.5)
Pour tout 1 ≤ α ≤ d, D′α s’identifie canoniquement au sous-schéma réduit de X
′ sous-jacent à
Dα ×X X
′. De plus, on a ̟∗(Dα) = nD′α en tant que diviseurs de Cartier. Il résulte de ([35] XVI
3.4.8) que le diagramme
(2.2.14.6) ̟∗(R1j∗(ΛU ))
∼ //
λ

⊕1≤α≤d ̟∗(iα∗(ΛDα(−1)))
γ

R1j′∗(ΛU ′)
∼ // ⊕1≤α≤d i′α∗(ΛD′α(−1))
où λ est le morphisme de changement de base et γ est induit pour chaque 1 ≤ α ≤ d par n fois le
morphisme de changement de base, est commutatif. La proposition s’ensuit puisque γ est nul.
Lemme 2.2.15. Soient f : Y → X, g : Y ′ → Y deux morphismes de schémas tels que f soit
fini et que g soit étale, x un point géométrique de X tels que le morphisme
(2.2.15.1) Y ′ ⊗X κ(x)→ Y ⊗X κ(x)
induit par g soit surjectif. Alors, il existe un X-schéma étale x-pointé X ′ et un Y -morphisme
Y ×X X ′ → Y ′.
Il suffit de montrer que si X est le spectre d’un anneau local strictement hensélien de point
fermé x, alors g admet une section ([30] 8.8.2(i)). On a un X-isomorphisme Y ≃ ∐y∈Y⊗Xκ(x)Y(y),
où Y(y) est le localisé strict de Y en le point géométrique y. On peut évidemment se réduire au
cas où Y est connexe et non vide. Donc Y est isomorphe au spectre d’un anneau local strictement
hensélien. D’après (2.2.15.1) et ([30] 18.5.11), Y ′ est la somme de deux schémas, dont l’un est
isomorphe à Y ; d’où la proposition.
Proposition 2.2.16 ([3] 8.1). Soient S un Q-schéma noethérien régulier, X un S-schéma
lisse, D un diviseur à croisements normaux sur X relativement à S ([23] XIII 2.1), U l’ouvert
complémentaire de D dans X, x un point géométrique de X, F un faisceau abélien de torsion,
localement constant et constructible sur U , q un entier ≥ 1, ξ ∈ Hq(U, F ). Alors, il existe un X-
schéma étale x-pointé Y , et posant V = U ×X Y , un revêtement étale surjectif V ′ → V tels que
l’image canonique de ξ dans Hq(V ′, F ) soit nulle.
On notera d’abord que l’assertion est immédiate si x est à support dans U , auquel cas on
peut prendre Y = V = V ′ ([4] V 3.1). On peut donc se borner au cas où x est à support dans D.
Soient U ′ → U un revêtement étale surjectif tel que le faisceau F |U ′ soit constant, X ′ la fermeture
intégrale de X dans U ′. En vertu de 2.2.11, X ′ est lisse sur S, et U ′ est le complémentaire dans
X ′ d’un diviseur à croisements normaux sur X ′ relativement à S. Supposons que la proposition
soit démontrée pour (X ′, U ′, F |U ′) et pour tout point géométrique de X ′ au-dessus de x. Il existe
donc un morphisme étale X ′′ → X ′ tel que le morphisme
(2.2.16.1) X ′′ ⊗X κ(x)→ X ′ ⊗X κ(x)
soit surjectif et, posant U ′′ = X ′′ ×X U , un revêtement étale surjectif W → U ′′ tel que l’image
canonique de ξ dans Hq(W,F ) soit nulle. D’après 2.2.15, il existe un X-schéma étale x-pointé Y et
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un X ′-morphisme X ′ ×X Y → X ′′. Posons V = Y ×X U et considérons le diagramme commutatif
à carrés cartésiens
(2.2.16.2) W

W ×U ′′ (U ′ ×U V )
v

oo
U ′′

U ′ ×U Voo

u // V

X ′′ X ′ ×X Yoo // Y
Le couple formé de Y et du revêtement étale surjectif u ◦ v répond alors à la question. On peut
donc se borner au cas où F est constant de valeur Z/nZ et n est un entier ≥ 1.
La question étant locale pour la topologie étale sur X , on peut supposer qu’il existe un entier
d ≥ 1 et un morphisme lisse f : X → AdS tels que D soit l’image inverse du diviseur des coordonnées
de AdS . Notons j : U → X l’injection canonique et considérons le morphisme composé
(2.2.16.3) Hq(U, F )→ H0(X,Rqj∗F )→ (Rqj∗F )x,
où la première flèche est induite par la suite spectrale de Cartan-Leray et la seconde flèche est
le morphisme canonique. Notons π : AdS → A
d
S le morphisme défini par l’élévation à la puissance
n-ième des coordonnées de AdS , X
′ le changement de base de X par π, ̟ : X ′ → X la projection
canonique, U ′ = ̟−1(U), F ′ = F |U ′ et j′ : U ′ → X ′ l’injection canonique. Il résulte de ([4] VIII
5.5) et de la fonctorialité de la suite spectrale de Cartan-Leray que le diagramme
(2.2.16.4) Hq(U, F ) //
λ

(Rqj∗F )x
γ

Hq(U ′, F ′) // ⊕x′∈X′⊗Xκ(x)(R
qj′∗F
′)x′
où les flèches horizontales sont les morphismes composés (2.2.16.3), λ est induit par ̟∗ et γ est
induit par le morphisme de changement de base (2.2.14.1), est commutatif. En vertu de 2.2.14, γ
est nul. Il existe donc un morphisme étale X ′′ → X ′ tel que le morphisme
(2.2.16.5) X ′′ ⊗X κ(x)→ X
′ ⊗X κ(x)
soit surjectif et, posant U ′′ = X ′′ ×X U , l’image canonique de ξ dans Hq(U ′′, F ) soit nulle ([4] V
5.1(1) et IV (6.8.4)). D’après 2.2.15, il existe un X-schéma étale x-pointé Y et un X ′-morphisme
X ′ ×X Y → X ′′. Posons V = Y ×X U et considérons le diagramme commutatif à carrés cartésiens
(2.2.16.6) U ′′

U ′ ×U Voo

w // V

X ′′ X ′ ×X Yoo // Y
Le couple formé de Y et du revêtement étale surjectif w répond alors à la question.
Corollaire 2.2.17. Soient k un corps algébriquement clos de caractéristique 0, X un schéma
lisse sur k, D un diviseur à croisements normaux sur X, X◦ l’ouvert complémentaire de D dans
X, x un point géométrique de X, X ′ le localisé strict de X en x. Alors, X ′ ×X X◦ est un schéma
K(π, 1).
Cela résulte de 2.2.7 et 2.2.16 puisque X ′ ×X X◦ est noethérien et intègre.
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2.2.18. Soient V un anneau de valuation discrète, S = Spec(V ), s (resp. η, resp. η) le point
fermé (resp. le point générique, resp. un point géométrique générique) de S. On suppose que le corps
des fractions de V est de caractéristique 0, et que son corps résiduel est parfait de caractéristique
p > 0. On munit S de la structure logarithmique MS définie par son point fermé, autrement dit,
MS = u∗(O
×
η ) ∩ OS , où u : η → S est l’injection canonique.
Proposition 2.2.19 ([3] 6.1). Conservons les hypothèses de 2.2.18, soient de plus (X,MX)
un schéma logarithmique fin, f : (X,MX) → (S,MS) un morphisme lisse tel que le schéma usuel
Xη soit lisse sur η, x un point géométrique de X. Alors, il existe un voisinage étale U de x dans
X tel que Uη soit un schéma K(π, 1).
Corollaire 2.2.20 ([3] 9.5). Conservons les hypothèses de 2.2.18, supposons de plus que S
soit strictement local. Soient (X,MX) un schéma logarithmique fin, f : (X,MX) → (S,MS) un
morphisme lisse tel que Xη soit lisse sur η, x un point géométrique de X au-dessus de s, X
′ le
localisé strict de X en x. Alors, X ′η est un schéma K(π, 1).
Montrons d’abord que le schéma X ′η n’a qu’un nombre fini de composantes connexes. Soit ℓ un
nombre premier différent de p. D’après ([11] Th. finitude 3.2), le Fℓ-espace vectoriel H0(X ′η,Fℓ) est
de dimension finie. Il s’ensuit que l’ensemble C des sous-schémas ouverts et fermés de X ′η est fini
([4] VIII 6.1). Pour tout point z de X ′η, notons Uz l’intersection de tous les sous-schémas ouverts
et fermés de X ′η contenant z. Comme C est fini, Uz est ouvert et fermé dans X
′
η, autrement dit,
c’est un objet de C. Par suite, Uz est connexe, et est donc égal à la composante connexe de X ′η
contenant z. On en déduit que X ′η n’a qu’un nombre fini de composantes connexes. La proposition
résulte alors de 2.2.7 et 2.2.19.
Remarque 2.2.21. On établira dans 4.3.6 l’énoncé le plus général de ([3] 9.5).
2.2.22. Soient X,Y deux schémas cohérents n’ayant qu’un nombre fini de composantes
connexes, f : Y → X un morphisme. Le diagramme
(2.2.22.1) Ye´t
fe´t

ρY // Yf e´t
ffe´t

Xe´t
ρX // Xf e´t
où ρX et ρY sont les morphismes canoniques (2.1.17.1) est commutatif à isomorphisme canonique
près ([2] (VI.9.3.4)). Il induit donc un morphisme de changement de base ([1] 1.2.2)
(2.2.22.2) ρ∗Xff e´t∗ → fe´t∗ρ
∗
Y .
Proposition 2.2.23. Conservons les hypothèses et notations de 2.2.22 ; supposons, de plus,
que f soit propre et lisse. Alors, le morphisme de changement de base
(2.2.23.1) ρ∗Xff e´t∗ → fe´t∗ρ
∗
Y
est un isomorphisme.
Soit F un objet de Yf e´t. Le morphisme composé
(2.2.23.2) ff e´t∗(F )→ ff e´t∗(ρY ∗(ρ∗Y (F )))
∼
→ ρX∗(fe´t∗(ρ
∗
Y (F )))
où la première flèche est induite par le morphisme d’adjonction id → ρY ∗ρ∗Y et la seconde flèche
est l’isomorphisme sous-jacent à (2.2.22.1), est l’adjoint du morphisme (2.2.23.1). C’est un isomor-
phisme en vertu de ([2] VI.9.18). Par ailleurs, le morphisme fe´t : Ye´t → Xe´t est cohérent ([4] VI
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3.10). Il résulte alors de ([2] VI.9.20) et ([4] VI 5.1 et XVI 2.2) qu’il existe un objet G de Xf e´t et
un isomorphisme
(2.2.23.3) fe´t∗(ρ
∗
Y (F ))
∼
→ ρ∗X(G).
Par ailleurs, le diagramme
(2.2.23.4) ρ∗X(ρX∗(ρ
∗
X(G)))
b // ρ∗X(G)
ρ∗X(G)
a
OO
id
77♦♦♦♦♦♦♦♦♦♦♦
où a et b sont induits par les morphismes d’adjonction est commutatif. Comme a est un isomor-
phisme d’après ([2] VI.9.18), b est un isomorphisme. Par suite, le morphisme d’adjonction
(2.2.23.5) ρ∗X(ρX∗(fe´t∗(ρ
∗
Y (F ))))→ fe´t∗(ρ
∗
Y (F ))
est un isomorphisme ; d’où la proposition.
Corollaire 2.2.24. Conservons les hypothèses et notations de 2.2.22 ; supposons, de plus, que
f soit étale et fini. Soient F un objet de Yf e´t, x un point géométrique de X, y1, . . . , yn les points
de Yx, que l’on identifie à des points géométriques de Y . Alors, on a un isomorphisme canonique
fonctoriel
(2.2.24.1) (ff e´t∗(F ))ρX (x)
∼
→
n∏
i=1
FρY (yi).
Cela résulte de 2.2.23 et ([4] VIII 5.5).
Corollaire 2.2.25. Conservons les hypothèses et notations de 2.2.22 ; supposons, de plus,
que f soit étale et fini. Alors, le foncteur ff e´t∗ est exact sur la catégorie des faisceaux abéliens de
Yf e´t ; en particulier, pour tout faisceau abélien F de Yf e´t et tout entier q ≥ 1, on a Rqff e´t∗(F ) = 0.
2.3. Compléments sur la connexité
Proposition 2.3.1. Soient X, X ′ deux schémas, f : X ′ → X un morphisme plat et localement
de présentation finie à fibres géométriques réduites, x′ un point géométrique de X ′. Alors, il existe
un voisinage étale ι′ : U ′ → X ′ de x′, un voisinage étale ι : U → X de f(x′) et un morphisme
f ′ : U ′ → U s’insèrant dans un diagramme commutatif
(2.3.1.1) x′ //
  ❆
❆❆
❆❆
❆❆
❆ U
′ ι
′
//
f ′

X ′
f

U
ι // X
tel que les fibres géométriques de f ′ soient intègres.
La question étant locale, on peut supposer f quasi-compact. Notons x′ l’image de x′ dans X ′
et posons x = f(x′). Soit C une composante irréductible de la fibre X ′⊗X κ(x) de X ′ au-dessus de
x, contenant x′. Le morphisme g étant lisse en le point générique de C ([30] 17.5.1 et 6.7.6), il est
lisse sur un ouvert non vide de X ′ qui rencontre C. Il existe donc un point fermé z de C tel que f
soit lisse en z et que κ(z) soit séparable sur κ(x) ([30] 17.15.10(iii)). En vertu de ([30] 17.16.3(i)),
il existe un morphisme étale U → X et un X-morphisme ι : U → X ′ qui soit une immersion
d’image contenant z. On peut donc considérer z comme un point de U . La projection canonique
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X ′×X U → U est plate de présentation finie à fibres géométriques réduites. Elle admet une section
U → X ′ ×X U induite par ι. En vertu de ([30] 15.6.5), il existe un ouvert U ′ de X ′ ×X U tel que
pour tout s ∈ U , la fibre U ′⊗U κ(s) de U ′ au-dessus de s soit la composante connexe de X ′⊗X κ(s)
contenant ι(s). En particulier, U ′ ⊗U κ(z) est la composante connexe de X ′ ⊗X κ(z) contenant
ι(z). Celle-ci s’envoie surjectivement sur la composante connexe de X ′⊗X κ(x) contenant z et donc
aussi x′. Par suite, l’image du morphisme canonique U ′ → X ′ contient x′. Par ailleurs, les fibres
du morphisme U ′ → U sont géométriquement connexes d’après ([30] 4.5.14), d’où la proposition.
Proposition 2.3.2. Soient X, X ′ deux schémas normaux et localement irréductibles ([2]
III.3.1), f : X ′ → X un morphisme plat et localement de présentation finie à fibres géométriques
réduites, x′ un point géométrique de X ′, X ′ le localisé strict de X ′ en x′, X le localisé strict de X
en f(x′), V → X un morphisme plat de présentation finie tel que V soit connexe. Alors, le schéma
V ×X X
′ est connexe.
On désigne par V la catégorie des X-schémas étales x′-pointés, et par W la sous-catégorie
pleine de V formée des objets (U, u : x′ → U) tels que le schéma U soit affine et connexe. Ce sont
des catégories cofiltrantes, et le foncteur d’injection canonique W◦ → V◦ est cofinal d’après ([4] I
8.1.3(c) et [2] III.3.3). Soit (U0, u0) un objet de W.
Comme X est normal, pour tout objet (U, u) de W, le schéma U est normal et étant connexe,
il est donc intègre. Pour tout morphisme (U ′, u′) → (U, u) de W, comme le morphisme U ′ → U
est étale, il est schématiquement dominant ([30] 11.10.2). Le schéma X est la limite projective
des schémas U pour (U, u) ∈ Ob(W/(U0,u0)). Pour tout objet (U, u) de W/(U0,u0), le morphisme
X → U est dominant d’après ([30] 8.3.8(i)) et donc schématiquement dominant ([4] 11.10.4). En
vertu de ([30] 8.8.2 et 11.2.6), quitte à remplacer (U0, u0) par un objet de W/(U0,u0), il existe un
morphisme plat de présentation finie V0 → U0 et un X-isomorphisme τ : V
∼
→ V0×U0 X . Pour tout
objet (U, u) de W/(U0,u0), le morphisme V → V0×U0 U induit par τ est schématiquement dominant
([30] 11.10.5). On en déduit que V0 ×U0 U est connexe.
On désigne par V′ la catégorie des X ′-schémas étales x′-pointés, et par W′ la sous-catégorie
pleine de V′ formée des objets (U ′, u′ : x′ → U ′) tels que le schéma U ′ soit affine. Soit (U ′, u′) un
objet de V′. En vertu de 2.3.1, appliqué à la projection canonique U ′ ×X U0 → U0, et ([2] III.3.3),
il existe un objet (U, u) de W/(U0,u0), un objet (U
′′, u′′) de V′/(U ′,u′) et un morphisme f
′′ : U ′′ → U
qui s’insère dans un diagramme commutatif
(2.3.2.1) x′ u //
u′′   ❇
❇❇
❇❇
❇❇
❇ U
′′ //
f ′′

X ′
f

U // X
tels que les fibres géométriques de f ′′ soient connexes. Le morphisme f ′′ étant plat de présentation
finie, quitte à remplacer U par un ouvert affine contenant u′′(x′), on peut supposer f ′′ surjectif.
Par suite, les schémas U ′′ et V0 ×U0 U
′′ sont connexes d’après ([30] 4.5.7).
Soit (U ′0, u
′
0) un objet de W
′ au-dessus de (U0, u0). Notons C la sous-catégorie pleine de la
catégorie V′/(U ′0,u′0) formée des objets (U
′, u′) tels que les schémas U ′ et V0 ×U0 U
′ soient connexes.
Le foncteur d’injection canonique C◦ → V′◦/(U ′0,u′0) est cofinal d’après ce qui précède et ([4] I 8.1.3(c)).
Le schéma X ′ est la limite projective des schémas U ′ pour (U ′, u′) ∈ Ob(W′/(U ′0,u′0)). Il est donc la
limite projective des schémas U ′ pour (U ′, u′) ∈ Ob(V′/(U ′0,u′0)), et est aussi la limite projective des
schémas U ′ pour (U ′, u′) ∈ Ob(C). Comme X ′ est normal, pour tout objet (U ′, u′) de C, le schéma
U ′ est normal et étant connexe, il est donc intègre. Pour tout morphisme (U ′′, u′′) → (U ′, u′) de
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C, comme le morphisme de schémas U ′′ → U ′ est étale, il est schématiquement dominant. Il en
est donc de même du morphisme V0 ×U0 U
′′ → V0 ×U0 U
′. On en déduit alors que le schéma
V0 ×U0 X
′ est connexe d’après ([30] 8.4.4). La proposition s’ensuit compte tenu de l’isomorphisme
V ×X X
′ ∼→ V0 ×U0 X
′ induit par τ .
2.4. Complément de géométrie logarithmique
Lemme 2.4.1. Soient f : (X,MX) → (Y,MY ) un morphisme lisse et saturé de schémas loga-
rithmiques fins et saturés ([2] II.5.18), x un point géométrique de X, y = f(x), X le localisé strict
de X en x, Y le localisé strict de Y en y. On note X◦ (resp. Y ⊲) l’ouvert maximal de X (resp. Y )
où la structure logarithmique MX (resp. MY ) est triviale ([45] III 1.2.8) et on pose X
◦ = X×XX◦
et Y ⊲ = Y ×Y Y ⊲. Alors, le morphisme X
◦ → Y ⊲ induit par f est fidèlement plat.
En effet, f est plat en vertu de ([38] 4.5). Il suffit donc de montrer que le morphisme X◦ → Y ⊲
est surjectif ou, ce qui revient au même, que pour tout point géométrique y′ de Y ⊲ se spécialisant
en y, il existe un point géométrique x′ de X◦ au-dessus de y′, se spécialisant en x. Notons (Y ′,MY ′)
le schéma y′ muni de la structure logarithmique triviale et posons
(2.4.1.1) (X ′,MX′) = (X,MX)×(Y,MY ) (Y
′,MY ′),
le produit étant indifféremment pris dans la catégorie des schémas logarithmiques ou dans celle
des schémas logarithmiques saturés ([2] II.5.20), de sorte que X ′ = X ×Y y′. On voit aussitôt
que X ′◦ = X ′ ×X X◦ est l’ouvert maximal de X ′ où la structure logarithmique MX′ est triviale.
Comme f est plat, il existe un point géométrique x′′ de X au-dessus de y′, se spécialisant en
x ([30] 2.3.4). On peut donc considérer x′′ comme un point géométrique de X ′. Le morphisme
(X ′,MX′) → (Y
′,MY ′) étant lisse et saturé, le schéma logarithmique (X ′,MX′) est saturé ([57]
II.2.12) et régulier ([39] 8.2) ; cf. aussi ([44] 2.3) et la preuve de ([55] 1.5.1). Par suite, X ′◦ est un
ouvert schématiquement dense de X ′ en vertu de ([39] 11.6) ; cf. aussi ([44] 2.6). Il existe donc un
point géométrique x′ de X ′, se spécialisant en x′′. Considérant x′ comme point géométrique de X ,
il est clairement au-dessus de y′ et il se spécialise en x.
Lemme 2.4.2. Soient k un corps, f : X → Y un morphisme de k-schémas lisses, D un diviseur
à croisements normaux strict de X. On munit X de la structure logarithmique MX définie par
D et Y de la structure logarithmique triviale O×Y , et on suppose que le morphisme de schémas
logarithmiques (X,MX)→ (Y,O
×
Y ), induit par f , est lisse. Alors, le morphisme de schémas f est
lisse et le diviseur D est strictement à croisements normaux relativement à Y ([23] XIII 2.1).
Soient Z une composante irréductible de D, i : Z → X l’injection canonique, D′ le diviseur à
croisements normaux strict de X défini par les composantes irréductibles de D autres que Z. Alors,
Z est un k-schéma lisse et i∗(D′) est un diviseur à croisements normaux strict de Z. On désigne
par M ′X (resp. M
′
Z) la structure logarithmique sur X (resp. Z) définie par D
′ (resp. i∗(D′)). Il est
commode de noter le OX -module des différentielles logarithmiques de (X,MX) sur (Y,O
×
Y ) par
Ω1X/Y (logD) ; on utilisera des notations similaires en remplaçant X par Z ou Y par Spec(k) ou
D par D′. Procédant par récurrence sur le nombre de composantes irréductibles de D, il suffit de
montrer que les morphismes de schémas logarithmiques (X,M ′X)→ (Y,O
×
Y ) et (Z,M
′
Z)→ (Y,O
×
Y )
induits par f sont lisses.
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Considérons le diagramme commutatif de morphismes canoniques
(2.4.2.1) 0 // f∗(Ω1Y/k)
// Ω1X/k(logD
′) //
u

Ω1X/Y (logD
′) //

0
0 // f∗(Ω1Y/k)
// Ω1X/k(logD)
// Ω1X/Y (logD)
// 0
Comme le morphisme (X,MX) → (Y,O
×
Y ) est lisse, la suite horizontale inférieure est exacte et
localement scindée. Il en est alors de même de la suite horizontale supérieure, ce qui implique que
le morphisme (X,M ′X)→ (Y,O
×
Y ) est lisse ([45] IV 3.2.3).
Considérons ensuite le diagramme commutatif de morphismes canoniques
(2.4.2.2) 0 0
0 // OZ(−Z) // i∗(Ω1X/Y (logD
′)) //
OO
Ω1Z/Y (logD
′) //
OO
0
0 // OZ(−Z)
v // i∗(Ω1X/k(logD
′)) //
OO
Ω1Z/k(logD
′) //
OO
0
i∗(f∗(Ω1Y/k))
w
OO
i∗(f∗(Ω1Y/k))
OO
0
OO
0
OO
La suite horizontale inférieure est exacte et localement scindée d’après ([45] IV 3.2.2). Le mor-
phisme composé
(2.4.2.3) OZ(−Z)
v // i∗(Ω1X/k(logD
′))
i∗(u) // i∗(Ω1X/k(logD))
est nul. En effet, si t est un paramètre local définissant le diviseur de Cartier Z sur X , alors l’image
de i∗(t) ∈ OZ(−Z) par le composé est i∗(dt) = i∗(td log t) qui est nulle dans i∗(Ω1X/k(logD)).
Par ailleurs, le morphisme (X,M ′X) → (Y,O
×
Y ) étant lisse, la suite verticale de gauche est
exacte et localement scindée d’après ([45] IV 3.2.3). Le morphisme composé
(2.4.2.4) i∗(f∗(Ω1Y/k))
w // i∗(Ω1X/k(logD
′))
i∗(u) // i∗(Ω1X/k(logD))
est injectif puisque la suite horizontale inférieure de (2.4.2.1) est exacte et localement scindée. On
a donc
(2.4.2.5) 0 = OZ(−Z) ∩ i
∗(f∗(Ω1Y/k)) ⊂ i
∗(Ω1X/k(logD
′)).
On en déduit que la suite horizontale supérieure et la suite verticale de droite de (2.4.2.2) sont
exactes. Considérons un scindage local
(2.4.2.6) σ : Ω1X/k(logD)→ f
∗(Ω1Y/k)
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de la suite exacte inférieure de (2.4.2.1) et posons
(2.4.2.7) σ′ = σ ◦ u : Ω1X/k(logD
′)→ f∗(Ω1Y/k).
On a alors i∗(σ′)(w(x)) = x pour toute section locale x de i∗(f∗(Ω1Y/k)), et i
∗(σ′)(v(y)) = 0 pour
toute section locale y de OZ(−Z). Par suite, i∗(σ′) induit un scindage local de la suite verticale de
droite de (2.4.2.2). On en déduit que le morphisme (Z,M ′Z)→ (Y,O
×
Y ) est lisse ([45] IV 3.2.3).
2.5. Rappel sur une construction de Fontaine-Grothendieck
2.5.1. La construction rappelée dans ce numéro est due à Grothendieck ([26] IV 3.3). On
fixe un nombre premier p. Tous les anneaux des vecteurs de Witt considérés dans ce numéro sont
relatifs à p (cf. 2.1.3). Soient A une Z(p)-algèbre, n un entier ≥ 1. L’homomorphisme d’anneaux
(2.5.1.1) Φn+1 : Wn+1(A/pnA) → A/pnA
(x0, . . . , xn) 7→ x
pn
0 + px
pn−1
1 + · · ·+ p
nxn
s’annule sur Vn(A/pnA) et induit donc par passage au quotient un homomorphisme d’anneaux
(2.5.1.2) Φ′n+1 : Wn(A/p
nA) → A/pnA
(x0, . . . , xn−1) 7→ x
pn
0 + px
pn−1
1 + · · ·+ p
n−1xpn−1.
Ce dernier s’annule sur
(2.5.1.3) Wn(pA/p
nA) = ker(Wn(A/p
nA)→Wn(A/pA))
et se factorise à son tour en un homomorphisme d’anneaux
(2.5.1.4) θn : Wn(A/pA)→ A/pnA.
Il résulte aussitôt de la définition que le diagramme
(2.5.1.5) Wn+1(A/pA)
θn+1 //
RF

A/pn+1A

Wn(A/pA)
θn // A/pnA
où R est le morphisme de restriction (2.1.3.2), F est le Frobenius (2.1.3.4) et la flèche non libellée
est l’homomorphisme canonique, est commutatif.
Pour tout homomorphisme de Z(p)-algèbres commutatives ϕ : A→ B, le diagramme
(2.5.1.6) Wn(A/pA) //
θn

Wn(B/pB)
θn

A/pnA // B/pnB
où les flèches horizontales sont les morphismes induits par ϕ, est commutatif.
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2.5.2. Soient A une Z(p)-algèbre, Â le séparé complété p-adique de A. On désigne par A♭ la
limite projective du système projectif (A/pA)N dont les morphismes de transition sont les itérés
de l’endomorphisme de Frobenius de A/pA ;
(2.5.2.1) A♭ = lim
←−
N
A/pA.
C’est un anneau parfait de caractéristique p. Pour tout entier n ≥ 1, la projection canonique
A♭ → A/pA sur la (n + 1)-ième composante du système projectif (A/pA)N (i.e., la composante
d’indice n) induit un homomorphisme (2.1.3)
(2.5.2.2) νn : W(A♭)→Wn(A/pA).
Comme νn = F ◦ R ◦ νn+1, on obtient par passage à la limite projective un homomorphisme
(2.5.2.3) ν : W(A♭)→ lim
←−
n≥1
Wn(A/pA),
où les morphismes de transition de la limite projective sont les morphismes FR. On vérifie aussitôt
qu’il est bijectif. Compte tenu de (2.5.1.5), les homomorphismes θn induisent par passage à la limite
projective un homomorphisme
(2.5.2.4) θ : W(A♭)→ Â.
On retrouve l’homomorphisme défini par Fontaine ([15] 2.2). Pour tout entier r ≥ 1, on pose
(2.5.2.5) Ar(A) = W(A♭)/ ker(θ)r ,
et on note θr : Ar(A)→ Â l’homomorphisme induit par θ (cf. [16] 1.2.2).
Pour tout homomorphisme de Z(p)-algèbres commutatives ϕ : A→ B, le diagramme
(2.5.2.6) W(A♭) //
θ

W(B♭)
θ

Â // B̂
où les flèches horizontales sont les morphismes induits par ϕ, est commutatif (2.5.1.6). La corres-
pondance A 7→ Ar(A) est donc fonctorielle.
Remarque 2.5.3. Soit k un corps parfait. La projection canoniqueW(k)♭ → k sur la première
composante (i.e., d’indice 0) est un isomorphisme. Elle induit donc un isomorphisme W(W(k)♭)
∼
→
W(k), que nous utilisons pour identifier ces deux anneaux. L’homomorphisme θ s’identifie alors à
l’endomorphisme identique de W(k).
Lemme 2.5.4. Soient A une Z(p)-algèbre, Â le séparé complété p-adique de A, A♭ l’anneau
défini dans (2.5.2.1), A l’ensemble des suites (xn)N de Â telles que x
p
n+1 = xn pour tout n ≥ 0.
Alors,
(i) L’application
(2.5.4.1) A→ A♭, (xn)N 7→ (xn)N,
où xn est la réduction de xn modulo p, est un isomorphisme de monoïdes multiplicatifs.
(ii) Pour tout (x0, x1, . . . ) ∈W(A♭), on a
(2.5.4.2) θ(x0, x1, . . . ) =
∑
n≥0
pnx(n)n ,
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où θ est l’homomorphisme (2.5.2.4) et pour tout n ≥ 0, (x(m)n )m≥0 est l’élément de A associé
à xn ∈ A♭ (2.5.4.1).
(i) Notant v la valuation de Z(p) normalisée par v(p) = 1, pour tous entiers m, i ≥ 1 tels que
i ≤ pm, on a v(
(
pm
i
)
) = m − v(i) et donc v(
(
pm
i
)
) + i ≥ m. Soient (xn)N et (yn)N deux suites
d’éléments de Â qui induisent par réduction modulo p la même suite (xn)N = (yn)N de A/pA. Pour
tous n,m ≥ 0, on a alors
(2.5.4.3) xp
m
n+m − y
pm
n+m ∈ p
mÂ.
En particulier, si (xn)N et (yn)N sont des éléments de A, alors xn = yn pour tout n ≥ 0 puisque
Â est séparé pour la topologie p-adique. Par suite, l’application (2.5.4.1) est injective. Montrons
qu’elle est surjective. Soient (zn)N un élément de A♭, (yn)N une suite d’éléments de A qui relève
(zn)N. Appliquant (2.5.4.3) aux suites (yn)n≥0 et (y
p
n+1)n≥0, on voit que pour tous n,m ≥ 0, on a
(2.5.4.4) yp
m+1
n+m+1 − y
pm
n+m ∈ p
mÂ.
Par suite, pour tout entier n ≥ 0, (yp
m
n+m)m≥0 converge vers un élément xn de Â. La suite (xn)N
appartient clairement à A et s’envoie sur (zn)N par (2.5.4.1) ; d’où la surjectivité.
(ii) Cela résulte aussitôt des définitions.
Proposition 2.5.5 ([2] II.9.5, [55] A.1.1 et A.2.2). Soit A une Z(p)-algèbre commutative
vérifiant les conditions suivantes :
(i) A est Z(p)-plat.
(ii) A est intégralement clos dans A[ 1p ].
(iii) Le Frobenius absolu de A/pA est surjectif.
(iv) Il existe une suite (pn)n≥0 d’éléments de A tels que p0 = p et p
p
n+1 = pn pour tout n ≥ 0.
On désigne par p l’élément de A♭ induit par la suite (pn)n≥0 et on pose
(2.5.5.1) ξ = [p]− p ∈W(A♭),
où [ ] est le représentant multiplicatif. Alors, la suite
(2.5.5.2) 0 −→W(A♭)
·ξ
−→W(A♭)
θ
−→ Â −→ 0
est exacte.
2.6. Faisceaux de α-modules
2.6.1. Dans cette section, Λ désigne un sous-groupe ordonné et dense de R, Λ+ l’ensemble
des éléments strictement positifs de Λ, et R un anneau muni d’une suite d’idéaux principaux mε,
indexée par Λ+. Pour tout ε ∈ Λ+, on choisit un générateur πε ∈ R de mε. On suppose, de
plus, que pour tout ε ∈ Λ+, πε n’est pas un diviseur de zéro dans R et que pour tous ε, δ ∈ Λ+,
πε ·πδ = uε,δ ·πε+δ, où uε,δ est une unité de R. On pose m = ∪ε∈Λ+mε. Ces hypothèses sont celles
fixées dans ([14] page 186 et [2] V Notations). On notera que m est R-plat et que m2 = m.
2.6.2. Soient A une catégorie abélienne qui soit une U-catégorie (2.1.5) ([4] I 1.1), End(idA )
l’anneau des endomorphismes du foncteur identique de A , ϕ : R→ End(idA ) un homomorphisme.
Pour tout objetM de A et tout γ ∈ R, on note µγ(M) l’endomorphisme de M défini par ϕ(γ). On
observera que pour tout morphisme f : M → N de A , on a µγ(N) ◦ f = f ◦µγ(M). En particulier,
pour tous objets M et N de A , Hom(M,N) est naturellement muni d’une structure de R-module.
Suivant ([14] page 187), on dit qu’un objet M de A est α-nul (ou presque-nul) s’il est annulé
par tout élément de m, i.e., si µγ(M) = 0 pour tout γ ∈ m. On vérifie aussitôt que pour toute
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suite exacte 0→ M ′ →M →M ′′ → 0 de A , pour que M soit α-nul, il faut et il suffit que M ′ et
M ′′ soient α-nuls. On appelle catégorie des α-objets (ou presque-objets) de A et l’on note α-A le
quotient de la catégorie A par la sous-catégorie épaisse formée des objets α-nuls ([19] III § 1). On
note
(2.6.2.1) α : A → α-A , M 7→ α(M)
le foncteur canonique ; on notera aussiMα au lieu de α(M) lorsqu’il n’y a aucun risque de confusion.
La catégorie α-A est abélienne et le foncteur α est exact ([19] III § 1 prop. 1). Si f : M → N est
un morphisme de A , pour que α(f) soit nul (resp. un monomorphisme, resp. un épimorphisme), il
faut et il suffit que im(f) (resp. ker(f), resp. coker(f)) soit α-nul ([19] III § 1 lem. 2). On dit que
f est α-injectif (resp. α-surjectif, resp. un α-isomorphisme) si α(f) est injectif (resp. surjectif, resp.
un isomorphisme), autrement dit si son noyau (resp. son conoyau, resp. son noyau et son conoyau)
sont α-nuls.
La famille des α-isomorphismes de A permet un calcul de fractions bilatère ([33] I 1.4.2).
La catégorie α-A s’identifie à la catégorie localisée de A par rapport aux α-isomorphismes et α
est le foncteur canonique (de localisation). On laissera le soin au lecteur de vérifier ces propriétés,
valables d’ailleurs pour tout quotient d’une catégorie abélienne par une sous-catégorie épaisse ([20]
I 2.5(d)).
Lemme 2.6.3. Les hypothèses étant celles de (2.6.2), soient, de plus, f : M → N un morphisme
de A , γ ∈ R tels que le noyau et le conoyau de f soient annulés par γ. Alors, il existe un morphisme
g : N →M de A tel que g ◦ f = µγ2(M) et f ◦ g = µγ2(N).
En effet, comme µγ(coker(f)) = 0, le morphisme µγ(N) : N → N se factorise uniquement à
travers un morphisme ϕγ : N → im(f). Comme µγ(ker(f)) = 0, le morphisme µγ(M) : M →M se
factorise uniquement à travers un morphisme ψγ : im(f)→M . Il est clair que g = ψγ ◦ϕγ : N →M
répond à la question.
2.6.4. Soit A une catégorie abélienne tensorielle qui soit une U-catégorie, autrement dit, A
est une catégorie abélienne munie d’un foncteur bi-additif ⊗ : A × A → A et d’un objet unité
A, vérifiant certaines conditions ([12] 1.15), et soit φ : R→ End(A) un homomorphisme. On a un
homomorphisme canonique End(A)→ End(idA ) (cf. [49] I 1.3.3.3 et 2.3.3). On peut donc définir
la catégorie quotient α-A suivant 2.6.2. Il résulte aussitôt de 2.6.3 que pour tout α-isomorphisme
f : M → M ′ de A et tout N ∈ Ob(A ), f ⊗ idN : M ⊗N → M ′ ⊗N est un α-isomorphisme. Par
suite, le produit tensoriel induit un foncteur
(2.6.4.1) α-A × α-A → α-A , (M,N) 7→M ⊗N,
qui fait de α-A une catégorie abélienne tensorielle, dont Aα est un objet unité.
Le foncteur α induit un homomorphisme End(A) → End(Aα). Par suite, pour tous objets M
et N de α-A , Homα-A (M,N) est canoniquement muni d’une structure de End(A)-module. On
voit aussitôt que pour tout P ∈ Ob(C ), l’application
(2.6.4.2) Homα-A (M,N)→ Homα-A (M ⊗ P,N ⊗ P )
définie par fonctorialité est End(A)-linéaire ([49] I 2.2.6).
2.6.5. Pour toute R-algèbre A (appartenant à U), on désigne par Mod(A) la catégorie abé-
lienne tensorielle des A-modules qui se trouvent dans U. Prenant pour φ : R → A = End(A)
l’homomorphisme structural, on appelle catégorie des α-A-modules et l’on note α-Mod(A) le quo-
tient de la catégorie abélienne Mod(A) par la sous-catégorie épaisse des A-modules α-nuls. Nous
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utiliserons les conventions de notation de 2.6.2 et 2.6.4. On observera en particulier que pour tous
α-A-modules M et N , Homα-Mod(A)(M,N) est naturellement muni d’une structure de A-module.
Pour tout homomorphisme de R-algèbres A → B, le foncteur d’oubli Mod(B) → Mod(A)
induit un foncteur exact
(2.6.5.1) α-Mod(B)→ α-Mod(A).
Lemme 2.6.6. Pour qu’un morphisme de R-modules M → N soit un α-isomorphisme, il faut
et il suffit que le morphisme induit m⊗R M → m⊗R N soit un isomorphisme.
En effet, la condition est suffisante puisque le morphisme canonique m ⊗R M → M est un
α-isomorphisme (2.6.3), et elle est nécessaire car m est R-plat et pour tout R-module α-nul P ,
m⊗R P = 0.
2.6.7. Soit A une R-algèbre. D’après 2.6.6, la catégorie des α-isomorphismes deMod(A) de
but un A-module M donné admet un objet initial à savoir le morphisme canonique m⊗RM →M .
Par suite, pour tous A-modules M et N , on a un isomorphisme canonique
(2.6.7.1) Homα-Mod(A)(M
α, Nα)
∼
→ HomMod(A)(m⊗R M,N).
On voit aussitôt que cet isomorphisme est A-linéaire.
On désigne par σ∗ le foncteur
(2.6.7.2) σ∗ : α-Mod(A)→Mod(A), P 7→ Homα-Mod(A)(A
α, P ),
et par σ! le foncteur
(2.6.7.3) σ! : α-Mod(A)→Mod(A), P 7→ m⊗R σ∗(P ).
D’après (2.6.7.1), pour tout A-module M , on a un isomorphisme canonique fonctoriel
(2.6.7.4) σ∗(Mα)
∼
→ HomR(m,M).
On en déduit que pour tout homomorphisme de R-algèbres A→ B, les diagrammes
(2.6.7.5) α-Mod(B)
σ∗ //

Mod(B)

α-Mod(A)
σ∗ //Mod(A)
α-Mod(B)
σ! //

Mod(B)

α-Mod(A)
σ! //Mod(A)
où les flèches verticales sont les foncteurs d’oubli (2.6.5.1), sont commutatifs à isomorphismes
canoniques près ; ce qui justifie l’abus d’omettre A dans les notations σ∗ et σ!.
Proposition 2.6.8. Soit A une R-algèbre.
(i) Le foncteur σ∗ (2.6.7.2) est un adjoint à droite du foncteur de localisation α (2.6.2.1).
(ii) Le morphisme d’adjonction α ◦ σ∗ → id est un isomorphisme, i.e., le foncteur σ∗ est
pleinement fidèle.
(iii) Le morphisme d’adjonction id→ σ∗ ◦ α induit un isomorphisme α
∼
→ α ◦ σ∗ ◦ α.
(iv) Le foncteur σ! (2.6.7.3) est un adjoint à gauche du foncteur de localisation α.
(v) Le morphisme d’adjonction id → α ◦ σ! est un isomorphisme, i.e., le foncteur σ! est plei-
nement fidèle.
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Soient M , N deux A-modules, P un α-A-module.
(i) On a des isomorphismes canoniques fonctoriels
Homα-Mod(A)(M
α, Nα)
∼
→ HomA(m⊗R M,N)(2.6.8.1)
∼
→ HomA(M,HomR(m, N))
∼
→ HomA(M,σ∗(N
α)).
L’assertion s’ensuit compte tenu de ([20] I 1.2).
(ii) Le morphisme d’adjonction α(σ∗(Mα)) → Mα correspond par (2.6.7.1) et (2.6.7.4) au
morphisme canonique
(2.6.8.2) m⊗R HomR(m,M)→M,
qui est un α-isomorphisme car les morphismes canoniques m ⊗R M → M et M → HomR(m,M)
sont des α-isomorphismes (2.6.3).
(iii) Le morphisme d’adjonction M → σ∗(α(M)) s’identifie par (2.6.7.4) au morphisme cano-
nique M → HomR(m,M) qui est un α-isomorphisme.
(iv) D’après (ii), on a des isomorphismes canoniques fonctoriels
Homα-Mod(A)(P, α(M))
∼
→ HomA(α(σ∗(P )), α(M))(2.6.8.3)
∼
→ HomA(m⊗R σ∗(P ),M)
∼
→ HomA(σ!(P ),M).
(v) Le morphisme d’adjonction Mα → α(σ!(Mα)) correspond par (2.6.7.1) et (2.6.7.4) au
morphisme canonique
(2.6.8.4) m⊗R M → m⊗R HomR(m,M),
qui est un isomorphisme (2.6.6).
Corollaire 2.6.9. Soit A une R-algèbre.
(i) Le foncteur de localisation α (2.6.2.1) commute aux limites inductives (resp. projectives)
représentables et le foncteur σ∗ (2.6.7.2) (resp. σ! (2.6.7.3)) commute aux limites projectives
(resp. inductives) représentables.
(ii) Les foncteurs α et σ! sont exacts, et le foncteur σ∗ est exact à gauche.
(iii) Pour toute catégorie U-petite I et tout foncteur ϕ : I → α-Mod(A), les limites projective
et inductive de ϕ sont représentables et les morphismes canoniques
lim
→
I
ϕ→ α(lim
→
I
σ∗ ◦ ϕ)(2.6.9.1)
α(lim
←
I
σ! ◦ ϕ)→ lim
←
I
ϕ(2.6.9.2)
sont des isomorphismes.
(i) Cela résulte de 2.6.8(i)-(iv) et ([4] I 2.11).
(ii) En effet, il résulte de (i) que α est exact, σ∗ est exact à gauche et σ! est exact à droite.
Comme m est R-plat, σ! est aussi exact à gauche (2.6.7.3).
(iii) Cela résulte de (i), 2.6.8(ii)-(v) et du fait que les U-limites inductives et projectives sont
représentables dans la catégorie Mod(A).
Corollaire 2.6.10. Pour toute R-algèbre A, la catégorie abélienne α-Mod(A) est une U-
catégorie vérifiant la propriété (AB 5) de ([22] § 1.5) et admettant un générateur, à savoir Aα.
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En effet, comme α admet un adjoint à droite, à savoir σ∗ (2.6.8), la sous-catégorie épaisse
de Mod(A) formée des A-modules α-nuls est localisante dans le sens de ([19] p. 372). Par suite,
d’après (loc. cit., III § 2 lem. 4 et § 4 prop. 9), la catégorie α-Mod(A) est une U-catégorie avec
générateur, à savoir Aα, et limites inductives exactes ; d’où la proposition compte tenu de (loc. cit.,
I § 6 prop. 6).
2.6.11. Soit A une R-algèbre. On appelle α-A-algèbre (ou Aα-algèbre) un monoïde unitaire
commutatif de α-Mod(A). On désigne par Alg(A) la catégorie des A-algèbres qui se trouvent
dans U et par α-Alg(A) la catégorie des α-A-algèbres. Le foncteur de localisation α (2.6.2.1) étant
monoïdal, il induit un foncteur que l’on note encore
(2.6.11.1) α : Alg(A)→ α-Alg(A).
Compte tenu de l’isomorphisme canonique Aα
∼
→ Aα ⊗Aα Aα, le foncteur σ∗ (2.6.7.2) induit
un foncteur que l’on note encore
(2.6.11.2) σ∗ : α-Alg(A)→ Alg(A), P 7→ Homα-Mod(A)(A
α, P ).
Pour toute A-algèbre B, l’isomorphisme m
∼
→ m ⊗R m induit sur HomR(m, B) une structure
canonique de A-algèbre. On a un isomorphisme canonique fonctoriel de A-algèbres
(2.6.11.3) σ∗(Bα)
∼
→ HomR(m, B).
Proposition 2.6.12. Soit A une R-algèbre.
(i) Le foncteur σ∗ (2.6.11.2) est un adjoint à droite du foncteur de localisation α (2.6.11.1).
(ii) Le morphisme d’adjonction α ◦ σ∗ → id est un isomorphisme, i.e., le foncteur σ∗ est
pleinement fidèle.
(iii) Le morphisme d’adjonction id→ σ∗ ◦ α induit un isomorphisme α
∼
→ α ◦ σ∗ ◦ α.
Soient B, C deux A-algèbres, u : Bα → Cα un morphisme de α-Mod(A), v : m ⊗R B → C
et w : B → HomR(m, C) les morphismes A-linéaires associés (2.6.7.1). On vérifie aussitôt que les
conditions suivantes sont équivalentes :
(a) u est un morphisme de Aα-algèbres.
(b) Le diagramme
(2.6.12.1) (m⊗R B)⊗A (m⊗R B)
v⊗v // C ⊗A C
µC // C
(m⊗R m)⊗R (B ⊗A B)
µm⊗RµB // m⊗R B
v
OO
où µm, µB et µC désignent les morphismes de multiplication de m, B et C, respectivement,
est commutatif.
(c) w est un morphisme de A-algèbres.
On en déduit des isomorphismes canoniques fonctoriels
Homα-Alg(A)(B
α, Cα)
∼
→ HomAlg(A)(B,HomR(m, C))
∼
→ HomAlg(A)(B, σ∗(C
α)).(2.6.12.2)
La proposition (i) s’ensuit compte tenu de ([20] I 1.2). On notera que les morphismes d’adjonction
α ◦ σ∗ → id et id → σ∗ ◦ α s’identifient aux morphismes d’adjonction pour les A-modules (2.6.8).
Les propositions (ii) et (iii) résultent alors de 2.6.8(ii)-(iii).
2.6. FAISCEAUX DE α-MODULES 49
2.6.13. Dans ce numéro, si D est une R-algèbre, nous affecterons d’un indice D les foncteurs
α (2.6.2.1) et σ∗ (2.6.7.2) pour les D-modules ainsi que leurs variantes (2.6.11.1) et (2.6.11.2) pour
les D-algèbres.
Soit A une R-algèbre. On pose B = αR(A) (2.6.11.1) et on désigne par Mod(B) la catégorie
des B-modules unitaires de α-Mod(R). Le foncteur αR étant monoïdal, il induit un foncteur
(2.6.13.1) β : Mod(A)→Mod(B).
Celui-ci transforme clairement les α-isomorphismes en des isomorphismes. Il induit donc un fonc-
teur
(2.6.13.2) b : α-Mod(A)→Mod(B).
On pose A′ = σR∗(B) (2.6.11.2). D’après 2.6.12, on a un homomorphisme canonique de R-
algèbres λ : A → A′, qui induit un isomorphisme αR(A)
∼
→ αR(A′) (2.6.11.1). Pour tous Rα-
modules P et Q, on a un morphisme R-linéaire
(2.6.13.3) Homα-Mod(R)(R
α, P )⊗R Homα-Mod(R)(R
α, Q)→ Homα-Mod(R)(R
α, P ⊗Rα Q),
défini par fonctorialité et composition (2.6.4.2). Par suite, le foncteur σR∗ (2.6.7.2) induit un
foncteur
(2.6.13.4) τ ′∗ : Mod(B)→Mod(A
′).
Composant avec le foncteur induit par λ, on obtient un foncteur
(2.6.13.5) τ∗ : Mod(B)→Mod(A)
SoientM et N deux A-modules, u : β(M)→ β(N) un morphisme de α-Mod(R), v : m⊗RM →
N et w : M → HomR(m, N) les morphismesR-linéaires associés à u (2.6.7.1). On vérifie aussitôt que
u est B-linéaire si et seulement si v (ou ce qui revient au même w) est A-linéaire. L’isomorphisme
(2.6.7.1) induit donc un isomorphisme canonique
(2.6.13.6) HomMod(B)(β(M), β(N))
∼
→ HomMod(A)(m⊗R M,N).
Calquant alors la preuve de 2.6.8, on en déduit que τ∗ est un adjoint à droite de β, que le morphisme
d’adjonction β ◦ τ∗ → id est un isomorphisme et que le morphisme d’adjonction id→ τ∗ ◦ β induit
un isomorphisme β
∼
→ β ◦ τ∗ ◦ β.
On pose
(2.6.13.7) t = αA ◦ τ∗ : Mod(B)→ α-Mod(A).
L’isomorphisme β ◦ τ∗
∼
→ id induit un isomorphisme
(2.6.13.8) b ◦ t
∼
→ id
Par ailleurs, le morphisme d’adjonction id → τ∗ ◦ β induit un isomorphisme αA
∼
→ αA ◦ τ∗ ◦ β.
Compte tenu de ([20] I 1.2), on en déduit un isomorphisme
(2.6.13.9) id
∼
→ t ◦ b.
On vérifie aussitôt que les isomorphismes (2.6.13.8) et (2.6.13.9) font de t un adjoint à droite de b.
Par suite, b et t sont des équivalences de catégories. On a des isomorphismes canoniques
(2.6.13.10) β
∼
→ b ◦ αA et αA
∼
→ t ◦ β,
compatibles aux isomorphismes (2.6.13.8) et (2.6.13.9). On en déduit aussitôt un isomorphisme
(2.6.13.11) σA
∼
→ τ∗ ◦ b.
50 2. PRÉLIMINAIRES
2.6.14. Soit V un univers tel que U ⊂ V. On affectera d’un indice U ou V les catégories
et foncteurs dépendants de l’univers. Soit A une R-algèbre appartenant à U. On a un foncteur
pleinement fidèle canonique
(2.6.14.1) ModU(A)→ModV(A).
Celui-ci induit un foncteur
(2.6.14.2) α-ModU(A)→ α-ModV(A)
qui s’insère dans un diagramme commutatif
(2.6.14.3) ModU(A) //
αU

ModV(A)
αV

α-ModU(A) // α-ModV(A)
Le foncteur (2.6.14.2) est pleinement fidèle. En effet, comme le foncteur (2.6.14.1) est pleinement
fidèle, il suffit de montrer que pour tout objet M de ModU(A), notant α-IU(M) (resp. α-IV(M))
la catégorie des α-isomorphismes deModU(A) (resp.ModV(A)) de but M , le foncteur d’inclusion
φM : α-I
◦
U(M) → α-I
◦
V(M) est cofinal. Soit f : N → M un objet de α-IV(M). D’après 2.6.3, pour
tout ε ∈ Λ+, il existe un morphisme A-linéaire gε : M → N tel que f ◦ gε = πεidM et gε ◦ f =
πεidN . Comme l’ensemble Λ+ est U-petit, ∪ε∈Λ+ im(gε) est représentable par un sous-objet N ′
de N appartenant à ModU(A). Comme l’injection canonique g : N ′ → N est clairement un α-
isomorphisme, f ◦ g : N ′ → M est un objet de α-IU(M), d’où l’assertion recherchée en vertu de
([4] I 8.1.3(c)).
2.6.15. Dans la suite de cette section, C désigne une U-catégorie (2.1.5) ([4] I 1.1) et Ĉ la
catégorie des préfaisceaux de U-ensembles sur C ([4] I 1.2). On note R
Ĉ
le préfaisceau d’anneaux
constant sur C de valeur R. On désigne par Mod(R
Ĉ
) la catégorie abélienne tensorielle des U-
préfaisceaux de R-modules sur C , que l’on identifie à la catégorie des (R
Ĉ
)-modules de Ĉ ([4] I
3.2). Prenant pour φ : R → End(R
Ĉ
) = R l’homomorphisme identique, on appelle catégorie des
α-(R
Ĉ
)-modules et l’on note α-Mod(R
Ĉ
) le quotient de la catégorie abélienne Mod(R
Ĉ
) par la
sous-catégorie épaisse des (R
Ĉ
)-modules α-nuls. Nous utiliserons les conventions de notation de
2.6.2 et 2.6.4.
Définition 2.6.16. On appelle catégorie des préfaisceaux de α-R-modules sur C et l’on note
α-Ĉ la catégorie des préfaisceaux sur C à valeurs dans la catégorie α-Mod(R), i.e., la catégorie
des foncteurs de C ◦ à valeurs dans α-Mod(R) ([4] II 6.0).
On note Rα
Ĉ
le préfaisceau constant sur C de valeur Rα. Pour deux préfaisceaux de α-R-
modules M et N , on définit le produit tensoriel M ⊗Rα
Ĉ
N par la formule suivante : pour tout
X ∈ Ob(C ),
(2.6.16.1) (M ⊗Rα
Ĉ
N)(X) =M(X)⊗Rα N(X),
où le terme de droite désigne le produit tensoriel dans la catégorie α-Mod(R) (2.6.4.1). Munie de
ce produit, α-Ĉ est une catégorie abélienne tensorielle, ayant Rα
Ĉ
pour objet unité.
Proposition 2.6.17. Les U-limites inductives et projectives dans α-Ĉ sont représentables.
Pour tout X ∈ Ob(C ), le foncteur
(2.6.17.1) α-Ĉ → α-Mod(R), M 7→M(X)
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commute aux limites inductives et projectives.
Cela résulte immédiatement de 2.6.9.
Corollaire 2.6.18. La catégorie α-Ĉ est une catégorie abélienne vérifiant l’axiome (AB 5)
de ([22] § 1.5).
C’est une conséquence de 2.6.10 et 2.6.17.
2.6.19. Le foncteur α : Mod(R)→ α-Mod(R) définit un foncteur exact et monoïdal
(2.6.19.1) α̂ : Mod(R
Ĉ
)→ α-Ĉ .
Celui-ci transforme les modules α-nuls en le préfaisceau de α-R-modules nul. Il induit donc un
foncteur exact et monoïdal
(2.6.19.2) u : α-Mod(R
Ĉ
)→ α-Ĉ .
Les foncteurs σ∗ (2.6.7.2) et σ! (2.6.7.3) (pour les R-modules) induisent des foncteurs que l’on
note respectivement
σ̂∗ : α-Ĉ → Mod(RĈ ),(2.6.19.3)
σ̂! : α-Ĉ → Mod(RĈ ).(2.6.19.4)
D’après 2.6.8, σ̂∗ (resp. σ̂!) est un adjoint à droite (resp. à gauche) de α̂ ; les morphismes d’adjonc-
tion α̂ ◦ σ̂∗ → id et id→ α̂ ◦ σ̂! sont des isomorphismes ; et le morphisme d’adjonction id→ σ̂∗ ◦ α̂
induit un isomorphisme α̂
∼
→ α̂ ◦ σ̂∗ ◦ α̂.
On note v le foncteur composé
(2.6.19.5) v = α ◦ σ̂∗ : α-Ĉ → α-Mod(RĈ ),
où α désigne le foncteur de localisation pour les R-modules de Ĉ . L’isomorphisme α̂ ◦ σ̂∗
∼
→ id
induit un isomorphisme
(2.6.19.6) u ◦ v
∼
→ id.
D’après 2.6.8(iii), le morphisme d’adjonction id → σ̂∗ ◦ α̂ induit un isomorphisme α
∼
→ v ◦ u ◦ α.
Compte tenu de ([20] I 1.2), on en déduit un isomorphisme
(2.6.19.7) id
∼
→ v ◦ u.
On vérifie aussitôt que les isomorphismes (2.6.19.6) et (2.6.19.7) font de v un adjoint à droite de
u. Par suite, u et v sont des équivalences de catégories abéliennes tensorielles, quasi-inverses l’une
de l’autre. On a des isomorphismes canoniques
(2.6.19.8) α̂
∼
→ u ◦ α et α
∼
→ v ◦ α̂,
compatibles aux isomorphismes (2.6.19.6) et (2.6.19.7). On en déduit aussitôt que le foncteur
(2.6.19.9) σ̂∗ ◦ u : α-Mod(RĈ )→Mod(RĈ )
est un adjoint à droite du foncteur de localisation α, et que le foncteur
(2.6.19.10) σ̂! ◦ u : α-Mod(RĈ )→Mod(RĈ )
est un adjoint à gauche de α.
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2.6.20. La donnée d’un monoïde commutatif unitaire de Mod(R
Ĉ
) (resp. α-Ĉ ) est équi-
valente à la donnée d’un préfaisceau sur C à valeurs dans la catégorie Alg(R) (resp. α-Alg(R))
(2.6.11). On note Alg(R
Ĉ
) (resp. Alg(α-Ĉ )) la catégorie des monoïdes commutatifs unitaires de
Mod(R
Ĉ
) (resp. α-Ĉ ). Le foncteur α̂ (2.6.19.1) étant monoïdal, il induit un foncteur que l’on note
encore
(2.6.20.1) α̂ : Alg(R
Ĉ
)→ Alg(α-Ĉ ).
Par ailleurs, compte tenu de 2.6.11, le foncteur σ̂∗ (2.6.19.3) induit un foncteur que l’on note encore
(2.6.20.2) σ̂∗ : Alg(α-Ĉ )→ Alg(RĈ ).
D’après 2.6.12, σ̂∗ est un adjoint à droite de α̂, le morphisme d’adjonction α̂ ◦ σ̂∗ → id est un
isomorphisme et le morphisme d’adjonction id→ σ̂∗ ◦ α̂ induit un isomorphisme α̂
∼
→ α̂ ◦ σ̂∗ ◦ α̂.
2.6.21. Lorsque la catégorie C est U-petite, Ĉ est une U-catégorie. Mais lorsque C est une
U-catégorie, ĈU n’est pas en général une U-catégorie ([4] I 1.2). Soit V un univers tel que C ∈ V
et U ⊂ V. On affectera d’un indice U ou V les catégories et foncteurs dépendants de l’univers. Le
foncteur pleinement fidèle canonique ModU(R)→ModV(R) induit un foncteur pleinement fidèle
(2.6.21.1) Mod(R
ĈU
)→Mod(R
ĈV
).
De même, le foncteur pleinement fidèle canonique α-ModU(R) → α-ModV(R) (2.6.14.2) induit
un foncteur pleinement fidèle
(2.6.21.2) α-Ĉ U → α-Ĉ V.
Tout (R
ĈU
)-module M définit un foncteur
(2.6.21.3) M : (ĈU)◦ →ModV(R), X 7→M(X) = HomĈU(X,M).
Pour tout objet P de α-Ĉ U, on considère le foncteur
(2.6.21.4) P̂ : (ĈU)◦ → α-ModV(R), X 7→ α(σ̂∗(P )(X)),
où σ̂∗ est le foncteur (2.6.19.3). On obtient ainsi un foncteur
(2.6.21.5) α-Ĉ → Hom((ĈU)◦, α-ModV(R)), P 7→ P̂ .
D’après 2.6.8(ii), on a un isomorphisme canonique fonctoriel P̂ |C ◦
∼
→ P . Il est alors commode et
sans risque d’ambiguïté de noter P̂ encore P .
D’après ([4] I 3.5), pour tout (R
ĈU
)-module M et tout X ∈ Ob(ĈU), on a un isomorphisme
canonique et fonctoriel en M ,
(2.6.21.6) M(X)
∼
→ lim
←−
(Y,u)∈(C/X )
◦
M(Y ).
Par suite, en vertu de 2.6.9(i), pour tout objet P de α-Ĉ U et tout X ∈ Ob(ĈU), on a un isomor-
phisme canonique fonctoriel en P ,
(2.6.21.7) P (X)
∼
→ lim
←−
(Y,u)∈(C/X )
◦
P (Y ).
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2.6.22. Dans la suite de cette section, on se donne une topologie sur C qui en fait un U-site,
i.e., telle que C admette une U-petite famille topologiquement génératrice ([4] II 3.0.2). On désigne
par C˜ le topos des faisceaux de U-ensembles sur C . On note R
C˜
le faisceau d’anneaux constant de
valeur R sur C et m
C˜
le faisceau d’idéaux constant de valeur m sur C , i.e., les faisceaux associés
au préfaisceaux constants sur C de valeurs R et m, respectivement ([4] II 6.4).
Soit A une (R
C˜
)-algèbre de C˜ , i.e., un U-faisceau de R-algèbres sur C ([4] II 6.3.1). On
désigne par Mod(A) la catégorie abélienne tensorielle des A-modules de C˜ . Prenant pour φ : R→
Γ(C˜ , A) = End(A) l’homomorphisme canonique, on appelle catégorie des α-A-modules et l’on
note α-Mod(A) le quotient de la catégorie abélienne Mod(A) par la sous-catégorie épaisse des
A-modules α-nuls. Nous utiliserons les conventions de notation de 2.6.2 et 2.6.4. On observera en
particulier que pour tous A-modules M et N , Homα-Mod(A)(M,N) est naturellement muni d’une
structure de Γ(C˜ , A)-module.
Lemme 2.6.23. Soit A une (R
C˜
)-algèbre de C˜ .
(i) Pour tout A-module M , les conditions suivantes sont équivalentes :
(a) M est α-nul en tant qu’objet de Mod(A) ;
(b) M est α-nul en tant qu’objet de Mod(R
C˜
) ;
(c) M est α-nul en tant qu’objet de Mod(R
Ĉ
) ;
(d) pour tout U ∈ Ob(C ), mM(U) = 0 ;
(e) m
C˜
M = 0.
(ii) Pour tout (R
Ĉ
)-module α-nul P de Ĉ , le (R
C˜
)-module associé P a de C˜ est α-nul.
(iii) Pour tout morphisme de A-modules f : M → N , les conditions suivantes sont équiva-
lentes :
(1) f est un α-isomorphisme en tant que morphisme de Mod(A) ;
(2) f est un α-isomorphisme en tant que morphisme de Mod(R
C˜
) ;
(3) f est un α-isomorphisme en tant que morphisme de Mod(R
Ĉ
) ;
(4) le morphisme m
C˜
⊗R
C˜
M → m
C˜
⊗R
C˜
N induit par f est un isomorphisme.
(iv) Pour tous A-modules M et N , on a un isomorphisme Γ(C˜ , A)-linéaire canonique
(2.6.23.1) Homα-Mod(A)(M
α, Nα)
∼
→ HomMod(A)(mC˜ ⊗RC˜ M,N).
(i) En effet, les conditions (a), (b), (c) et (d) sont clairement équivalentes. Comme m
C˜
M est
le faisceau associé au préfaisceau U 7→ mM(U), (d) implique (e). Il est clair que (e) implique (a).
(ii) Cela résulte aussitôt de (i)
(iii) Les conditions (1) et (2) sont équivalentes en vertu de (i). L’implication (2)⇒ (3) résulte
de 2.6.3 et l’implication (3) ⇒ (2) est une conséquence de (ii). L’implication (4) ⇒ (2) est une
conséquence du fait que le morphisme canonique m
C˜
⊗R
C˜
M →M est un α-isomorphisme (2.6.3).
Par ailleurs, le (R
C˜
)-module m
C˜
est plat ([4] V 1.7.1) et pour tout (R
C˜
)-module α-nul F , on a
m
C˜
⊗R
C˜
F = 0 ; d’où l’implication (2)⇒ (4).
(iv) D’après (iii), le morphisme canonique m
C˜
⊗R
C˜
M →M est un objet initial de la catégorie
des α-isomorphismes de Mod(A) de but M ; d’où l’isomorphisme (2.6.23.1). On vérifie aussitôt
qu’il est Γ(C˜ , A)-linéaire.
Définition 2.6.24. On dit qu’un préfaisceau de α-R-modules F sur C est séparé (resp. est
un faisceau) si pour tout objet X de C et tout crible couvrant R de X , le morphisme canonique
(2.6.24.1) F (X)→ F (R)
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est un monomorphisme (resp. isomorphisme) (cf. 2.6.21). On note α-C˜ la sous-catégorie pleine de
α-Ĉ formée des faisceaux de α-R-modules.
D’après (2.6.21.7), pour qu’un préfaisceau de α-R-modules F sur C soit séparé (resp. un
faisceau), il faut et il suffit que pour tout objet X de C et tout crible couvrant R de X , le
morphisme canonique
(2.6.24.2) F (X)→ lim
←−
(Y,u)∈(C/R)
◦
F (Y )
soit un monomorphisme (resp. isomorphisme). Les faisceaux de α-R-modules sont donc les faisceaux
sur C à valeurs dans la catégorie α-Mod(R) dans le sens de ([4] II 6.1).
Proposition 2.6.25. Soient F un préfaisceau de α-R-modules sur C , X ∈ Ob(C ), R un
crible de X. Pour que le morphisme canonique F (X) → F (R) soit un monomorphisme (resp.
isomorphisme), il faut et il suffit qu’il en soit de même du morphisme canonique (2.6.19.3)
(2.6.25.1) σ̂∗(F )(X)→ σ̂∗(F )(R).
En effet, d’après 2.6.9(i) et (2.6.21.7), on a un isomorphisme canonique
(2.6.25.2) σ∗(F (R))
∼
→ σ̂∗(F )(R).
L’image du morphisme u : F (X) → F (R) par le foncteur σ∗ s’identifie alors au morphisme
(2.6.25.1). Si u est un monomorphisme (resp. isomorphisme), il en est de même de σ∗(u) en vertu
de 2.6.9(i). Inversement, si σ∗(u) est un monomorphisme (resp. isomorphisme), il en est de même
de u d’après 2.6.8(ii) et 2.6.9(i).
Corollaire 2.6.26. Pour qu’un préfaisceau de α-R-modules F sur C soit séparé (resp. un
faisceau), il faut et il suffit que le préfaisceau de R-modules σ̂∗(F ) sur C (2.6.19.3) soit séparé
(resp. un faisceau).
Proposition 2.6.27. Pour tout X ∈ Ob(C ), soit K (X) un ensemble de cribles de X. Suppo-
sons que les K (X) soient stables par changement de base et qu’ils engendrent la topologie de C .
Alors, pour qu’un préfaisceau de α-R-modules F sur C soit séparé (resp. un faisceau), il faut et il
suffit que pour tout X ∈ Ob(C ) et tout R ∈ K (X), le morphisme canonique
(2.6.27.1) F (X)→ F (R)
soit un monomorphisme (resp. isomorphisme).
Cela résulte 2.6.25 et ([4] II 2.3).
Corollaire 2.6.28. Si la topologie de C est définie par une prétopologie, pour qu’un préfais-
ceau de α-R-modules F sur C soit un faisceau, il faut et il suffit que pour tout objet X de C et
tout recouvrement (Xi → X)i∈I , la suite de α-R-modules
(2.6.28.1) 0→ F (X)→
∏
i∈I
F (Xi)→
∏
(i,j)∈I2
F (Xi ×X Xj),
où la dernière flèche est la différence des morphismes induits par les projections de Xi ×X Xj sur
les deux facteurs, soit exacte.
Cela résulte de 2.6.27, (2.6.21.7) et ([4] I 2.12).
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2.6.29. Rappelons la définition du foncteur L sur la catégorieMod(R
Ĉ
) ([4] II 3.0.5). Soient
V un univers tel que C ∈ V et U ⊂ V, G une U-petite famille topologiquement génératrice de C
([4] II 3.0.1). Pour tout objet X de C , on désigne par J(X) l’ensemble des cribles couvrants de
X et par JG(X) l’ensemble des cribles couvrants de X engendrés par une famille (Xi → X)i∈I
telle que Xi ∈ G pour tout i ∈ I. L’ensemble J(X) est V-petit, et ordonné par l’inclusion, il est
cofiltrant. Pour tout U-préfaisceau de R-modules F sur C ,
(2.6.29.1) lim
−→
R∈J(X)◦
F (R)
est représentable par un R-module de V (2.6.21). D’après ([4] II 3.0.4), pour tout R ∈ JG(X), F (R)
est U-petit, et comme JG(X) est un ensemble U-petit cofinal dans J(X) (loc. cit.), il résulte de ([4]
I 2.3.3) que la limite inductive (2.6.29.1) est représentable par un R-module U-petit. Choisissons
pour tout F et tout X un R-module appartenant à U qui représente cette limite inductive et posons
(2.6.29.2) LF (X) = lim
−→
R∈J(X)◦
F (R).
Pour tout morphisme f : Y → X de C , le foncteur de changement de base f∗ : J(X)→ J(Y ) définit
un morphisme LF (f) : LF (X)→ LF (Y ) faisant de X 7→ LF (X) un U-préfaisceau de R-modules
sur C . Pour tout X ∈ Ob(C ), le morphisme identique de X étant un objet de J(X), on a une
application canonique ℓ(F )(X) : F (X) → LF (X). On définit ainsi un morphisme ℓ(F ) : F → LF
de Mod(R
Ĉ
). La correspondance F 7→ LF est clairement fonctorielle en F et les ℓ(F ) définissent
un morphisme de foncteurs ℓ : id→ L.
Avec les notations de 2.6.19, on désigne par L le foncteur composé
(2.6.29.3) L = α̂ ◦ L ◦ σ̂∗ : α-Ĉ → α-Ĉ .
Le morphisme ℓ et l’isomorphisme α̂ ◦ σ̂∗
∼
→ id induisent un morphisme de foncteurs λ : id → L .
D’après 2.6.9(i) et compte tenu de la définition (2.6.21.4), pour tout objet P de α-Ĉ et tout
X ∈ Ob(C ), on a un isomorphisme canonique fonctoriel
(2.6.29.4) L P (X)
∼
→ lim
−→
R∈J(X)◦
P (R).
Le composé de cet isomorphisme et du morphisme λ(P )(X) : P (X)→ L P (X) n’est autre que le
morphisme induit par l’objet idX de J(X).
Proposition 2.6.30. (i) Le foncteur L est exact à gauche.
(ii) Le foncteur L transforme les α-isomorphismes en des α-isomorphismes.
(iii) Le diagramme
(2.6.30.1) Mod(R
Ĉ
)
L //
α̂

Mod(R
Ĉ
)
α̂

α-Ĉ
L // α-Ĉ
est commutatif à un isomorphisme canonique près
(2.6.30.2) α̂ ◦ L
∼
→ L ◦ α̂,
induit par le morphisme d’adjonction id→ σ̂∗ ◦ α̂.
(iv) Pour tout préfaisceau de α-R-modules P , le préfaisceau LP est séparé.
(v) Pour qu’un préfaisceau de α-R-modules P soit séparé, il faut et il suffit que λ(P ) : P → L P
soit un monomorphisme. Le préfaisceau LP est alors un faisceau.
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(vi) Pour qu’un préfaisceau de α-R-modules P soit un faisceau, il faut et il suffit que λ(P ) : P →
L P soit un isomorphisme.
(i) En effet, les foncteurs α̂, L et σ̂∗ sont exacts à gauche en vertu de 2.6.9, 2.6.17 et ([4] II
3.2(i)).
(ii) En vertu de 2.6.9(i), pour tout (R
Ĉ
)-module F et tout X ∈ Ob(C ), on a un isomorphisme
canonique
(2.6.30.3) α̂(LF )(X)
∼
→ lim
−→
R∈J(X)◦
α(F (R)).
Compte tenu de (2.6.21.6), pour tout crible R de X , on a un isomorphisme canonique
(2.6.30.4) α(F (R))
∼
→ lim
←−
(Y,u)∈(C/R)
◦
α(F (Y )).
La proposition s’ensuit.
(iii) Cela résulte de (ii) et 2.6.8(iii).
(iv) D’après 2.6.9(i), α̂ transforme les préfaisceaux séparés de R-modules en des préfaisceaux
séparés de α-R-modules. La proposition résulte donc de ([4] II 3.2(i)).
(v) Si P est un préfaisceau séparé de α-R-modules, λ(P ) est un monomorphisme en vertu de
(2.6.29.4) car une limite inductive filtrante de monomorphismes est un monomorphisme (2.6.18).
Inversement, si λ(P ) est un monomorphisme, P est un sous-préfaisceau d’un préfaisceau séparé
de α-R-modules ; il est donc séparé. Dans ce cas, σ̂∗(P ) est un préfaisceau séparé de R-modules
d’après 2.6.9(i) ; donc L ◦ σ̂∗(P ) est un faisceau de R-modules en vertu de ([4] II 3.2(iii)) et par
suite LP est un faisceau de α-R-modules d’après 2.6.9(i).
(vi) En effet, la condition est nécessaire compte tenu de (2.6.29.4) et elle est suffisante en vertu
de (v).
Proposition 2.6.31. Le foncteur d’inclusion ι : α-C˜ → α-Ĉ admet un adjoint à gauche
(2.6.31.1) a : α-Ĉ → α-C˜
tel que le composé ι◦a soit canoniquement isomorphe au foncteur L ◦L (2.6.29.3). Pour tout pré-
faisceau de α-R-modules P , le morphisme d’adjonction P → ι ◦ a(P ) se déduit par l’isomorphisme
précédent du morphisme λ(L P ) ◦ λ(P ) : P → L ◦L (P ).
En effet, d’après 2.6.30, il existe un foncteur a : α-Ĉ → α-C˜ tel que ι ◦ a = L ◦L . On a un
morphisme de foncteurs
(2.6.31.2) id→ ι ◦ a,
défini pour tout préfaisceau de α-R-modules P , par le morphisme λ(L P ) ◦ λ(P ) : P → L ◦
L (P ). Si P est un faisceau de α-R-modules, λ(L P ) ◦λ(P ) est un isomorphisme. On en déduit un
isomorphisme ι ◦ a ◦ ι
∼
→ ι et par suite un isomorphisme
(2.6.31.3) a ◦ ι
∼
→ id.
On vérifie aussitôt que les morphismes (2.6.31.2) et (2.6.31.3) font de a un adjoint à gauche de ι ;
d’où la proposition.
Définition 2.6.32. Pour tout préfaisceau de α-R-modules F , on appelle a(F ) le faisceau
associé à F (2.6.31.1).
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Proposition 2.6.33. (i) Le foncteur a (2.6.31.1) commute aux limites inductives et est exact.
(ii) Les U-limites inductives dans α-C˜ sont représentables. Pour toute catégorie U-petite I et
tout foncteur ϕ : I → α-C˜ , le morphisme canonique
(2.6.33.1) lim
→
I
ϕ→ a(lim
→
I
ι ◦ ϕ)
est un isomorphisme.
(iii) Les U-limites projectives dans α-C˜ sont représentables. Pour tout objet X de C , le foncteur
F 7→ F (X) commute aux limites projectives ; i.e., le foncteur d’inclusion ι : α-C˜ → α-Ĉ commute
aux limites projectives.
En effet, a commute aux limites inductives et ι commute aux limites projectives d’après 2.6.31.
Soit V un univers tel que C ∈ V et U ⊂ V. Comme les limites projectives commutent aux limites
projectives, il résulte de 2.6.17 et (2.6.21.7) que pour tout X ∈ Ob(C ) et tout crible R de X , le
foncteur (2.6.21.5)
(2.6.33.2) α-Ĉ U → α-ModV(R), F 7→ F (R)
commute aux limites projectives. Les propositions (ii) et (iii) s’ensuivent compte tenu de 2.6.17.
Comme ι ◦ a ≃ L ◦L d’après 2.6.31 et que L est exact à gauche en vertu de 2.6.30(i), a est exact
à gauche et donc exact ; d’où la proposition (i).
Proposition 2.6.34. La catégorie α-C˜ est une catégorie abélienne vérifiant l’axiome (AB 5)
de ([22] § 1.5).
Il résulte de 2.6.18 et 2.6.33 que α-C˜ est une catégorie additive où les noyaux et les conoyaux
sont représentables. Plus précisément, soit u : F → G un morphisme de α-C˜ . D’après 2.6.33, on a
des isomorphismes canoniques
ι(ker(u))
∼
→ ker(ι(u)),(2.6.34.1)
coker(u)
∼
→ a(coker(ι(u))).(2.6.34.2)
On en déduit un isomorphisme canonique
(2.6.34.3) coim(u)
∼
→ a(coim(ι(u))).
Montrons que le morphisme canonique coim(u)→ im(u) est un isomorphisme. D’après 2.6.33(iii),
il suffit de montrer que la suite
(2.6.34.4) 0→ ι(coim(u))→ ι(G)→ ι(coker(u))
est exacte. Compte tenu de (2.6.34.2) et (2.6.34.3) et comme le morphisme d’adjonction id→ a ◦ ι
est un isomorphisme, cette suite est isomorphe à l’image par le foncteur ι ◦ a de la suite
(2.6.34.5) 0→ coim(ι(u))→ ι(G)→ coker(ι(u)).
Or, cette suite est exacte et le foncteur ι ◦ a est exact à gauche d’après 2.6.33. Par suite, α-C˜ est
une catégorie abélienne. Comme α-Ĉ est une catégorie abélienne vérifiant (AB 5) (2.6.18), il en
est de même de α-C˜ en vertu de 2.6.33.
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2.6.35. On identifie la catégorieMod(R
C˜
) à la catégorie des U-faisceaux de R-modules sur
C ([4] II 6.3.1). D’après 2.6.9(i), le foncteur α̂ (2.6.19.1) transforme les faisceaux de R-modules en
des faisceaux de α-R-modules. Il définit donc un foncteur
(2.6.35.1) α˜ : Mod(R
C˜
)→ α-C˜ ,
qui s’insère dans un diagramme commutatif
(2.6.35.2) Mod(R
C˜
)
α˜ //
i

α-C˜
ι

Mod(R
Ĉ
)
α̂ // α-Ĉ
où i et ι sont les foncteurs d’injection canoniques. D’après 2.6.23(iii), α˜ transforme les α-isomor-
phismes en des isomorphismes. Il induit donc un foncteur
(2.6.35.3) µ : α-Mod(R
C˜
)→ α-C˜ .
D’autre part, le foncteur σ̂∗ (2.6.19.3) transforme les faisceaux de α-R-modules en des faisceaux
de R-modules d’après 2.6.25. Il induit donc un foncteur
(2.6.35.4) σ˜∗ : α-C˜ →Mod(RC˜ ).
On note ν le foncteur composé
(2.6.35.5) ν = α ◦ σ˜∗ : α-C˜ → α-Mod(RC˜ ),
où α est le foncteur de localisation pour les (R
C˜
)-modules (2.6.22). D’après 2.6.19, le foncteur σ˜∗
est un adjoint à droite de α˜ ; le morphisme d’adjonction α˜ ◦ σ˜∗ → id est un isomorphisme ; et le
morphisme d’adjonction id→ σ˜∗ ◦ α˜ induit un isomorphisme α˜
∼
→ α˜ ◦ σ˜∗ ◦ α˜.
L’isomorphisme α˜ ◦ σ˜∗
∼
→ id induit un isomorphisme
(2.6.35.6) µ ◦ ν
∼
→ id.
D’après 2.6.23(iii), le morphisme d’adjonction id → σ˜∗ ◦ α˜ induit un isomorphisme α
∼
→ ν ◦ µ ◦ α.
On en déduit un isomorphisme
(2.6.35.7) id
∼
→ ν ◦ µ.
On vérifie aussitôt que les isomorphismes (2.6.35.6) et (2.6.35.7) font de ν un adjoint à droite de µ.
Par suite, µ et ν sont des équivalences de catégories, quasi-inverses l’une de l’autre. Ce sont donc
des foncteurs exacts ([19] I § 1 prop. 13). Il s’ensuit que le foncteur α˜ est aussi exact.
Proposition 2.6.36. Le diagramme
(2.6.36.1) Mod(R
Ĉ
)
a //
α̂

Mod(R
C˜
)
α˜

α-Ĉ
a // α-C˜
où a est le foncteur (2.6.31.1) et a est le foncteur “faisceau de R-modules associé” ([4] II 6.4), est
commutatif à isomorphisme canonique près.
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En effet, notant i : Mod(R
C˜
) → Mod(R
Ĉ
) le foncteur d’injection canonique, on a un iso-
morphisme canonique i ◦ a
∼
→ L ◦ L ([4] II 3.4 et 6.4). Par suite, en vertu de 2.6.30(iii), on a un
isomorphisme canonique
(2.6.36.2) α̂ ◦ i ◦ a
∼
→ ι ◦ a ◦ α̂.
La proposition s’ensuit puisqu’on a α̂ ◦ i = ι ◦ α˜ (2.6.35.1).
Proposition 2.6.37. La catégorie abélienne α-C˜ admet une famille de générateurs indexée
par un ensemble appartenant à U.
Cela résulte de 2.6.35, ([4] II 6.7) et ([19] III § 2 lem. 4).
2.6.38. Pour tout Rα-module P , on appelle faisceau de α-R-modules constant de valeur P
sur C et l’on note P
C˜
le faisceau associé au préfaisceau de α-R-modules constant de valeur P sur
C (2.6.16). D’après 2.6.36, pour tout R-module M , notant M
C˜
le faisceau constant de valeur M
sur C , on a un isomorphisme canonique
(2.6.38.1) Mα
C˜
∼
→ α˜(M
C˜
).
On munit α-C˜ de la structure de catégorie abélienne tensorielle déduite de celle de α-Mod(R
C˜
)
(2.6.4.1) via l’équivalence de catégories µ (2.6.35.3) ; on note ⊗Rα
C˜
le produit tensoriel dans α-C˜ . Le
foncteur α˜ est donc monoïdal : pour tous R
C˜
-modules M et N , on a un isomorphisme canonique
(2.6.38.2) α˜(M ⊗R
C˜
N)
∼
→Mα ⊗Rα
C˜
Nα.
D’après (2.6.38.1), Rα
C˜
est un objet unité de α-C˜ .
Proposition 2.6.39. Pour tous préfaisceaux de α-R-modules M et N sur C , on a un isomor-
phisme canonique fonctoriel
(2.6.39.1) a(M)⊗Rα
C˜
a(N)
∼
→ a(M ⊗Rα
Ĉ
N),
où M ⊗Rα
Ĉ
N désigne le produit tensoriel dans α-Ĉ (2.6.16.1).
Cela résulte aussitôt de 2.6.36 et ([4] IV 12.10) puisque le foncteur u (2.6.19.2) est une équiva-
lence de catégories tensorielles.
2.6.40. Considérons les foncteurs adjoints (2.6.31)
(2.6.40.1) α-C˜
ι //
α-Ĉ
a
oo
D’après 2.6.39, pour tout objet A de α-C˜ , on a un isomorphisme canonique
(2.6.40.2) a(ι(A) ⊗Rα
Ĉ
ι(A))
∼
→ A⊗Rα
C˜
A.
On en déduit par adjonction que la donnée d’une structure de monoïde commutatif unitaire de α-C˜
sur A est équivalente à la donnée sur ι(A) d’une structure de monoïde commutatif unitaire de α-Ĉ .
Par suite, la donnée d’un monoïde commutatif unitaire de α-C˜ est équivalente à la donnée d’un
préfaisceau sur C à valeur dans α-Alg(R) (2.6.11) dont le préfaisceau de α-R-modules sous-jacent
est un faisceau (2.6.20). On note Alg(α-C˜ ) la catégorie des monoïdes commutatifs unitaires de
α-C˜ .
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De même, la donnée d’un monoïde commutatif unitaire de Mod(R
C˜
) est équivalente à la
donnée d’une (R
C˜
)-algèbre de C˜ ([4] II 6.3.1 et IV 12.10). On note Alg(R
C˜
) la catégorie des
monoïdes commutatifs unitaires de Mod(R
C˜
).
Le foncteur α˜ (2.6.35.1) étant monoïdal, il induit un foncteur que l’on note encore
(2.6.40.3) α˜ : Alg(R
C˜
)→ Alg(α-C˜ ).
Compte tenu de 2.6.11, le foncteur σ˜∗ (2.6.35.4) induit un foncteur que l’on note encore
(2.6.40.4) σ˜∗ : Alg(α-C˜ )→ Alg(RC˜ ).
D’après 2.6.12, σ˜∗ est un adjoint à droite de α˜, le morphisme d’adjonction α˜ ◦ σ˜∗ → id est un
isomorphisme et le morphisme d’adjonction id→ σ˜∗ ◦ α˜ induit un isomorphisme α˜
∼
→ α˜ ◦ σ˜∗ ◦ α˜.
2.6.41. Dans ce numéro, si D est une (R
C˜
)-algèbre de C˜ (resp. une R-algèbre), nous affec-
terons d’un indice D le foncteur de localisation α (2.6.2.1) pour les D-modules.
Soit A une (R
C˜
)-algèbre de C˜ . On pose B = α˜(A) (2.6.40.3) et on désigne par Mod(B) la
catégorie des B-modules unitaires de α-C˜ . Il résulte aussitôt de 2.6.39 que la donnée d’une structure
de B-module unitaire sur un faisceau de α-R-modules M est équivalente à la donnée pour tout
X ∈ Ob(C ) d’une structure de αR(A(X))-module unitaire sur M(X) dans le sens de 2.6.13 telle
que pour tout morphisme X → Y de C , le morphisme M(Y ) → M(X) soit linéaire relativement
au morphisme de Rα-algèbres αR(A(Y ))→ αR(A(X)).
Le foncteur α˜ (2.6.35.1) étant monoïdal, il définit un foncteur
(2.6.41.1) β˜ : Mod(A)→Mod(B).
Celui-ci transforme les α-isomorphismes en des isomorphismes d’après 2.6.23(iii). Il induit donc un
foncteur (2.6.22)
(2.6.41.2) b : α-Mod(A)→Mod(B).
On pose A′ = σ˜∗(B) (2.6.40.4). D’après 2.6.40, on a un homomorphisme canonique de (RC˜ )-
algèbres λ : A→ A′, qui induit un isomorphisme α˜(A)
∼
→ α˜(A′). Compte tenu de 2.6.13, le foncteur
σ˜∗ (2.6.35.4) induit un foncteur
(2.6.41.3) τ˜ ′∗ : Mod(B)→Mod(A
′).
Composant avec le foncteur induit par λ, on obtient un foncteur
(2.6.41.4) τ˜∗ : Mod(B)→Mod(A).
On pose
(2.6.41.5) t = αA ◦ τ˜∗ : Mod(B)→ α-Mod(A).
D’après 2.6.13 et 2.6.19, le foncteur τ˜∗ est un adjoint à droite de β˜, le morphisme d’adjonction
β˜ ◦ τ˜∗ → id est un isomorphisme et le morphisme d’adjonction id→ τ˜∗ ◦ β˜ induit un isomorphisme
β˜
∼
→ β˜ ◦ τ˜∗ ◦ β˜.
L’isomorphisme β˜ ◦ τ˜∗
∼
→ id induit un isomorphisme
(2.6.41.6) b ◦ t
∼
→ id.
D’après 2.6.23(iii), le morphisme d’adjonction id→ τ˜∗ ◦ β˜ induit un isomorphisme αA
∼
→ t ◦ b ◦αA.
On en déduit un isomorphisme
(2.6.41.7) id
∼
→ t ◦ b.
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On vérifie aussitôt que les isomorphismes (2.6.41.6) et (2.6.41.7) font de t un adjoint à droite de b.
Par suite, b et t sont des équivalences de catégories, quasi-inverses l’une de l’autre.
2.7. Conditions de α-finitude
2.7.1. Les hypothèses et notations de 2.6.1 sont en vigueur dans cette section. On se donne,
de plus, un U-topos T (2.1.5) annelé par une R-algèbreA ([4] IV 11.1.1). Nous considérons toujours
T comme muni de sa topologie canonique ([4] II 2.5), qui en fait un U-site. Pour tout objet X de
T , le topos T/X sera annelé par l’anneau A|X (2.1.8).
2.7.2. Soit γ ∈ R. On dit qu’un morphisme de A-modules est un γ-isomorphisme si son
noyau et son conoyau sont annulés par γ.
On dit qu’un complexe de A-modules à différentielle de degré 1, le degré étant écrit en exposant,
est γ-acyclique si ses groupes de cohomologie sont annulés par γ, et qu’il est α-acyclique s’il est
γ-acyclique pour tout γ ∈ m.
On appelle suite de A-modules un complexe de longueur finie de A-modules, à différentielle
de degré 1, le degré étant écrit en exposant. On dit qu’une suite de A-modules est γ-exacte (resp.
α-exacte) si elle est γ-acyclique (resp. α-acyclique) en tant que complexe de A-modules.
Définition 2.7.3. Soient F un A-module, n un entier ≥ 0, γ ∈ R.
(i) On dit que F est de n-présentation γ-finie si la sous-catégorie pleine de T formée des
objets X tels qu’il existe une suite γ-exacte (2.7.2)
(2.7.3.1) E−n → E−n+1 → · · · → E0 → F |X → 0,
avec Ei un (A|X)-module libre de type fini pour tout −n ≤ i ≤ 0, est un raffinement de
l’objet final de T . On dit que F est de type γ-fini (resp. présentation γ-finie) s’il est de
0-présentation γ-finie (resp. 1-présentation γ-finie).
(ii) On dit que F est de n-présentation α-finie s’il est de n-présentation γ-finie pour tout γ ∈ m.
On dit que F est de type α-fini (resp. présentation α-finie) s’il est de 0-présentation α-finie
(resp. 1-présentation α-finie).
(iii) On dit que F est α-cohérent s’il est de type α-fini et si pour tout objet X de T et tout
(A|X)-morphisme u : E → F |X , où E est un (A|X)-module libre de type fini, ker(u) est
un (A|X)-module de type α-fini.
(iv) On dit que la R-algèbre A est α-cohérente si le A-module sous-jacent à A est α-cohérent.
Si γ est une unité de R, la notion de n-présentation γ-finie correspond à la notion standard de
n-présentation finie introduite dans ([5] I 2.8). La notion de α-cohérence est modelée sur la notion
standard de cohérence ([5] I 3.1).
Remarque 2.7.4. (i) Supposons que T soit le topos ponctuel, annelé par un anneau standard
A. Pour qu’un A-module F soit de type α-fini (resp. présentation α-finie), il faut et il suffit que
pour tout γ ∈ m, il existe un γ-isomorphisme f : G → F avec G un A-module de type fini (resp.
de présentation finie) (2.7.2).
(ii) Nous donnerons dans 2.8.5 un cas intéressant pour lequel on dispose d’une caractérisation
des modules de type α-fini (resp. présentation α-finie) similaire à celle pour le topos ponctuel (i).
Lemme 2.7.5. Soient γ, γ′ ∈ R, E → F un γ-isomorphisme de A-modules, n un entier ≥ 0.
(i) Si E est de n-présentation γ′-finie, F est de n-présentation γγ′-finie.
(ii) Si F est de n-présentation γ′-finie, E est de n-présentation γ2γ′-finie.
L’assertion (i) est immédiate et l’assertion (ii) résulte aussitôt de 2.6.3.
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Lemme 2.7.6. Soient f : E → F un morphisme de A-modules qui est un α-isomorphisme, n
un entier ≥ 0. Pour que E soit de n-présentation α-finie (resp. α-cohérent), il faut et il suffit qu’il
en soit de même de F .
L’assertion relative à la n-présentation α-finie résulte aussitôt de 2.7.5. Supposons que F soit
α-cohérent et montrons que E est α-cohérent. On sait déjà que E est de type α-fini. Soient X
un objet de T , E′ un (A|X)-module libre de type fini, u : E′ → E|X un (A|X)-morphisme. Le
morphisme canonique ker(u) → ker(f ◦ u) étant un α-isomorphisme, on en déduit que ker(u) est
un (A|X)-module de type α-fini. Par suite, E est α-cohérent. Inversement, supposons que E soit
α-cohérent et montrons que F est α-cohérent. On sait que F est de type α-fini. Soient X un objet
de T , F ′ un (A|X)-module libre de type fini, v : F ′ → F |X un (A|X)-morphisme. Pour tout γ ∈ m,
il existe un γ2-isomorphisme g : F → E (2.6.3). Le morphisme canonique ker(v) → ker(g ◦ v) est
donc un γ2-isomorphisme. Comme ker(g ◦ v) est de type α-fini, on déduit que ker(v) est de type
γ5-fini d’après 2.7.5(ii) et est donc de type α-fini. Par suite, F est α-cohérent.
Lemme 2.7.7. Soient f : (T ′, A′)→ (T , A) un morphisme de topos annelés, γ ∈ R.
(i) Si u : E → F est un γ-isomorphisme de A-modules, alors f∗(u) : f∗(E) → f∗(F ) est un
γ2-isomorphisme.
(ii) Si E → F → G → 0 est une suite γ-exacte de A-modules, son image inverse f∗(E) →
f∗(F )→ f∗(G)→ 0 est γ2-exacte.
(iii) Si F est un A-module de type γ-fini (resp. de présentation γ-finie, resp. de type α-fini, resp.
de présentation α-finie), son image inverse f∗(F ) est de type γ-fini (resp. de présentation
γ2-finie, resp. de type α-fini, resp. de présentation α-finie).
(i) Cela résulte aussitôt de 2.6.3.
(ii) Notant G′ le conoyau du morphisme E → F , il revient au même de dire que la suite
E → F → G → 0 est γ-exacte ou que le morphisme induit G′ → G est un γ-isomorphisme. La
proposition résulte alors de (i).
(iii) Cela résulte aussitôt de (ii) et des définitions.
Lemme 2.7.8. Soient X un objet de T , F un A-module. Si F est α-cohérent, il en est de
même du (A|X)-module F |X.
Cela résulte aussitôt des définitions 2.7.3.
Lemme 2.7.9. Soient (Xi)i∈I un raffinement de l’objet final de T , F un A-module, n un
entier ≥ 0, γ ∈ R. Si pour tout i ∈ I, le (A|Xi)-module F |Xi est de n-présentation γ-finie (resp.
de n-présentation α-finie, resp. α-cohérent), il en est de même de F .
Cela résulte aussitôt des définitions 2.7.3.
Lemme 2.7.10. Soient x un point de T ([4] IV 6.1), F un A-module. Si F est de type α-fini
(resp. de présentation α-finie, resp. α-cohérent), il en est de même du Ax-module Fx.
Les deux premières assertions sont immédiates. Supposons que le A-module F soit α-cohérent.
On sait alors que le Ax-module Fx est de type α-fini. Soient s1, . . . , sn ∈ Fx (n ≥ 1). Notons
u : Anx → Fx le morphisme défini par les si. D’après ([4] IV 6.8), il existe un voisinage X de x
dans T tel que s1, . . . , sn soient les images canoniques de sections σ1, . . . , σn ∈ Γ(X,F ). Notant
v : (A|X)n → F |X le morphisme défini par les σi, on a alors u = vx. Comme le (A|X)-module
ker(v) est de type α-fini, le Ax-module ker(u) est de type α-fini. Par suite, le Ax-module Fx est
α-cohérent.
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Lemme 2.7.11. Soit F un A-module tel que pour tout γ ∈ m, il existe un raffinement (Xi)i∈I
de l’objet final de T et pour tout i ∈ I, un (A|Xi)-module de type α-fini (resp. de présentation
α-finie, resp. α-cohérent) Gi et un γ-isomorphisme Gi → F |Xi. Alors, F est de type α-fini (resp.
de présentation α-finie, resp. α-cohérent).
En effet, les assertions sont immédiates pour les propriétés d’être de type α-fini ou de pré-
sentation α-finie. Considérons la propriété d’être α-cohérent. Il est clair que F est de type α-fini.
Soient X un objet de T , E un (A|X)-module libre de type fini, u : E → F |X un (A|X)-morphisme.
Montrons que ker(u) est un (A|X)-module de type α-fini. Soit γ ∈ m. Quitte à remplacer X par
un raffinement (2.7.9), il existe un (A|X)-module α-cohérent G, un γ-isomorphisme f : G→ F |X
et un (A|X)-morphisme v : E → G tel que f ◦ v = γu. On a donc ker(u) ⊂ ker(γu) ⊃ ker(v), et les
quotients ker(γu)/ ker(u) et ker(γu)/ ker(v) sont annulés par γ. Il existe donc un γ3-isomorphisme
ker(v) → ker(u) (2.6.3). Comme G est α-cohérent, ker(v) est de type α-fini. On en déduit que
ker(u) est de type α-fini et par suite que F est α-cohérent.
Proposition 2.7.12. Soient F un A-module, n un entier ≥ 0, γ ∈ R. Supposons que T soit
équivalent au topos des faisceaux de U-ensembles sur un U-site C . Pour tout objet X de C , on note
Xa le faisceau associé à X. Alors,
(i) Pour que F soit de n-présentation γ-finie, il faut et il suffit que pour tout U ∈ Ob(C ), la
sous-catégorie pleine de C/U formée des objets X → U tels qu’il existe une suite γ-exacte
(2.7.12.1) E−n → E−n+1 → · · · → E0 → F |Xa → 0,
avec Ei un (A|Xa)-module libre de type fini pour tout −n ≤ i ≤ 0, soit un raffinement de
U .
(ii) Pour que F soit α-cohérent, il faut et il suffit que F soit de type α-fini et que pour tout
X ∈ Ob(C ) et tout morphisme u : E → F |Xa, où E est un (A|Xa)-module libre de type
fini, ker(u) soit un (A|Xa)-module de type α-fini.
Cela résulte aussitôt de 2.7.9 et ([4] II 4.4 et 4.10).
2.7.13. Soient γ ∈ R,
(2.7.13.1) E u //
e

F
v //
f

G
g

// 0
0 // E′
u′ // F ′
v′ // G′
un diagramme commutatif de A-modules tel que les lignes soient γ-exactes. Ce dernier induit des
morphismes E′ → ker(v′) et coker(u)→ G et un diagramme commutatif
(2.7.13.2) E u //
e′

F //
f

coker(u)
g′

// 0
0 // ker(v′) // F ′
v′ // G′
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On en déduit un diagramme commutatif
(2.7.13.3) ker(e)
u1
$$■
■■
■■
■■
■■
 _
a

coker(e)
c

u′1
%%▲▲
▲▲
▲▲
▲▲
▲▲
ker(e′) // ker(f) //
v1 $$■
■■
■■
■■
■■
ker(g′)
b

// coker(e′) // coker(f)
v′1 &&▲▲
▲▲
▲▲
▲▲
▲▲
// coker(g′)
d

ker(g) coker(g)
où la ligne centrale est exacte, a est injectif et d est surjectif. Il résulte aussitôt des hypothèses que
a, b, c et d sont des γ-isomorphismes. En particulier, les suites (u1, v1) et (u′1, v
′
1) sont γ
2-exactes.
Proposition 2.7.14. Soient γ, γ′, γ′′ et λ des éléments de R, 0 → F ′ → F → F ′′ → 0 une
suite λ-exacte de A-modules.
(i) Si F est de type γ-fini, F ′′ est de type (λγ)-fini.
(ii) Si F ′ est de type γ′-fini (resp. présentation γ′-finie) et F ′′ est de type γ′′-fini (resp. pré-
sentation γ′′-finie), F est de type (λ2γ′γ′′)-fini (resp. présentation (λ5γ′3γ′′)-finie).
(iii) Si F est de type γ-fini et F ′′ est de présentation γ′′-finie, F ′ est de type (λ8γγ′′4)-fini.
(iv) Si F est de présentation γ-finie et F ′ est de type γ′-fini, F ′′ est de présentation (λγ3γ′)-
finie.
(i) C’est immédiat.
(ii) La question étant locale, on peut supposer qu’il existe des morphismes A-linéaires f ′ : E′ →
F ′ et f ′′ : E′′ → F ′′ avec E′ et E′′ des A-modules libres de type fini dont les conoyaux sont annulés
par γ′ et γ′′ respectivement. Notons u′ : E′ → F le morphisme induit par f ′. D’autre part, il
existe un morphisme u′′ : E′′ → F qui relève λf ′′. On voit aussitôt que le conoyau du morphisme
u′+u′′ : E′⊕E′′ → F est annulé par λ2γ′γ′′. Par suite, F est de type (λ2γ′γ′′)-fini. D’après 2.7.13,
on a une suite (λ2γ′)-exacte
(2.7.14.1) 0→ ker(f ′)→ ker(u′ + u′′)→ ker(λf ′′)→ 0.
Supposons F ′ de présentation γ′-finie et F ′′ de présentation γ′′-finie. Montrons que F est de
présentation (λ4γ′3γ′′)-finie. La question étant locale, on peut supposer de plus ker(f ′) de type
γ′-fini et ker(f ′′) de type γ′′-fini. Par suite, ker(λf ′′) est de type (λγ′′)-fini. Il résulte alors de
(2.7.14.1) et de ce qui précède que ker(u′ + u′′) est de type (λ5γ′3γ′′)-fini ; d’où l’assertion.
(iii) La question étant locale, on peut se borner au cas où il existe une suite γ′′-exacte
(2.7.14.2) G′′
g
−→ E′′
f
−→ F ′′ −→ 0
avec E′′ et G′′ des A-modules libres de type fini. Il existe alors un diagramme commutatif
(2.7.14.3) G′′
λg //
v

E′′
λf //
u

F ′′ // 0
0 // F ′ // F // F ′′ // 0
Les lignes étant (λ2γ′′)-exactes, le morphisme canonique coker(v) → coker(u) est un (λ4γ′′2)-
isomorphisme en vertu de 2.7.13. D’après (i), coker(u) est de type γ-fini. Donc coker(v) est de
type (λ8γ′′4γ)-fini en vertu de (ii) ou de 2.6.3. Compte tenu de la suite exacte 0→ im(v)→ F ′ →
coker(v)→ 0, on en déduit par (ii) que F ′ est de type (λ8γγ′′4)-fini.
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(iv) La question étant locale, on peut se borner au cas où il existe un A-module libre de type
fini E et un morphisme A-linéaire f : E → F dont le conoyau est annulé par γ et dont le noyau est
de type γ-fini. Notons u : F → F ′′ le morphisme donné et posons f ′′ = u ◦ f : E → F ′′. On a alors
une suite exacte
(2.7.14.4) 0→ ker(f)→ ker(f ′′)→ ker(u)→ coker(f).
Le conoyau du morphisme canonique F ′ → ker(u) est annulé par λ. Par suite, ker(u) est de type
(λγ′)-fini. On en déduit que ker(f ′′) est de type (λγ3γ′)-fini en vertu de (ii). Comme coker(f ′′) est
annulé par λγ, F ′′ est de présentation (λγ3γ′)-finie.
Corollaire 2.7.15. Soit 0→ F ′ → F → F ′′ → 0 une suite α-exacte de A-modules. Alors,
(i) Si F est de type α-fini, il en est de même de F ′′.
(ii) Si F ′ et F ′′ sont de type α-fini (resp. présentation α-finie), il en est de même de F .
(iii) Si F est de type α-fini et F ′′ est de présentation α-finie, F ′ est de type α-fini.
(iv) Si F est de présentation α-finie et F ′ est de type α-fini, F ′′ est de présentation α-finie.
Proposition 2.7.16. Soit 0→ F ′
u
→ F
v
→ F ′′ → 0 une suite α-exacte de A-modules. Si deux
A-modules sont α-cohérents, il en est de même du troisième.
Supposons d’abord que F et F ′′ soient α-cohérents. D’après 2.7.15(iii), F ′ est de type α-fini.
La question étant locale, on peut supposer qu’il existe un morphisme A-linéaire et α-surjectif
w : An → F . Comme F ′′ est cohérent, E = ker(u ◦ w) est de type α-fini. Il en est alors de même
de w(E) ⊂ F , qui est donc α-cohérent. L’injection canonique w(E) → ker(v) et le morphisme
canonique F ′ → ker(v) sont des α-isomorphismes. On en déduit que F ′ est α-cohérent d’après
2.7.6.
Supposons ensuite que F et F ′ soient α-cohérents. Il est loisible de remplacer F ′ par ker(v)
(2.7.6). Le morphisme canonique coker(u) → F ′′ étant un α-isomorphisme, on peut supposer que
c’est un isomorphisme (2.7.6). D’après 2.7.15(i), F ′′ est de type α-fini. Soient X un objet de T ,
f : (A|X)n → F ′′|X un morphisme (A|X)-linéaire. Montrons que ker(f) est de type α-fini. La
question étant locale, on peut supposer qu’il existe un morphisme (A|X)-linéaire f ′ : (A|X)n →
F |X tel que f = v ◦ f ′. Comme F ′ est de type α-fini, on peut supposer qu’il existe un morphisme
(A|X)-linéaire et α-surjectif h : (A|X)m → F ′|X . On en déduit un morphisme g : (A|X)m+n → F |X
qui s’insère dans un diagramme commutatif
(2.7.16.1) F ′|X u // F |X v // F ′′|X
(A|X)m
i //
h
OO
(A|X)m+n
π //
g
OO
(A|X)n
f
OO
où, identifiant (A|X)m+n à (A|X)m ⊕ (A|X)n, i(x) = x + 0 et π(x + x′) = x′. On en déduit une
suite exacte
(2.7.16.2) ker(g)→ ker(f)→ coker(h).
Par hypothèse, ker(g) est de type α-fini et coker(h) est α-nul ; donc ker(f) est de type α-fini, ce
qui prouve que F ′′ est α-cohérent.
Supposons enfin que F ′ et F ′′ soient α-cohérents. Il est loisible de remplacer F ′ par ker(v)
(2.7.6). D’après 2.7.15(ii), F est de type α-fini. Soient X un objet de T , f : (A|X)n → F |X un
morphisme (A|X)-linéaire. Montrons que ker(f) est de type α-fini. Comme F ′′ est α-cohérent,
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ker(v ◦ f) est de type α-fini. La question étant locale, on peut supposer qu’il existe un mor-
phisme (A|X)-linéaire et α-surjectif w : (A|X)m → ker(v◦f). Il existe un morphisme (A|X)-linéaire
f ′ : (A|X)m → F ′|X qui s’insère dans un diagramme commutatif
(2.7.16.3) F ′|X u // F |X v // F ′′|X
(A|X)m
w′ //
f ′
OO
(A|X)n
f
OO
où w′ est induit par w. On en déduit un morphisme (A|X)-linéaire et α-surjectif ker(f ′)→ ker(f).
Comme F ′ est cohérent, ker(f ′) est de type α-fini ; donc ker(f) est de type α-fini d’après 2.7.15(i),
ce qui prouve que F est α-cohérent.
Corollaire 2.7.17. Soient F , G deux A-modules α-cohérents, u : F → G un morphisme
A-linéaire. Alors, ker(u), im(u) et coker(u) sont α-cohérents.
En effet, im(u) est clairement de type α-fini ; étant un sous-module d’un A-module α-cohérent,
il est α-cohérent. La proposition résulte alors de 2.7.16 appliqué aux suites exactes 0→ ker(u)→
F → im(u)→ 0 et 0→ im(u)→ G→ coker(u)→ 0.
Corollaire 2.7.18. Soient F , G deux A-modules α-cohérents. Alors, F⊗AG et H omA(F,G)
sont α-cohérents.
Il suffit de montrer que pour tout γ ∈ m, il existe un raffinement (Xi)i∈I de l’objet final de T
et pour tout i ∈ I, deux (A|Xi)-modules α-cohérents Mi et Ni de T/Xi et deux γ
2-isomorphismes
Mi → (F ⊗A G)|Xi et Ni → H omA(F,G)|Xi (2.7.11). On peut clairement se borner au cas où
il existe un A-module de présentation finie F ′ et un γ-isomorphisme F ′ → F . Par hypothèse, il
existe deux entiers m,n ≥ 1 et une suite exacte Am → An → F ′ → 0. On en déduit deux suites
exactes
Gm → Gn → F ′ ⊗A G→ 0,(2.7.18.1)
0→ H omA(F
′, G)→ H omA(A
n, G)→ H omA(A
m, G).(2.7.18.2)
Il résulte alors de 2.7.17 que F ′ ⊗A G et H omA(F ′, G) sont α-cohérents, d’où la proposition
recherchée (2.6.3).
Proposition 2.7.19. Pour que la R-algèbre A soit α-cohérente (2.7.3), il faut et il suffit que
tout A-module de présentation α-finie soit α-cohérent.
Il est clair que la condition est suffisante. Montrons qu’elle est nécessaire. Supposons que la
R-algèbre A soit α-cohérente et montrons que tout A-module de présentation α-finie M est α-
cohérent. Soient E un A-module libre de type fini, u : E →M un morphisme A-linéaire, γ ∈ m. Il
suffit de montrer que ker(u) est de type γ3-fini. La question étant locale, on peut supposer qu’il
existe une suite γ-exacte
(2.7.19.1) E1
v
→ E0 →M → 0.
Notons M ′ le conoyau de v, et w : M ′ → M le morphisme induit par (2.7.19.1). Il existe un
morphisme w′ : M →M ′ tel que w′ ◦w = γ2idM ′ et w ◦w′ = γ2idM (2.6.3). On a ker(u) ⊂ ker(w′ ◦
u) ⊂ ker(γ2u). Par suite, la multiplication par γ2 sur E induit un morphisme ker(w′ ◦ u)→ ker(u)
dont le conoyau est annulé par γ2. Comme M ′ est α-cohérent en vertu de (i) et 2.7.17, ker(w′ ◦ u)
est de type α-fini. Par suite, ker(u) est de type γ3-fini (2.7.14), d’où l’assertion recherchée.
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Proposition 2.7.20. Supposons que A soit une R-algèbre α-cohérente et soit J un idéal α-
cohérent de A. Pour qu’un (A/J)-module F soit α-cohérent, il faut et il suffit qu’en tant que
A-module, F soit α-cohérent. En particulier, A/J est une R-algèbre α-cohérente.
On notera d’abord que A/J est un A-module α-cohérent (2.7.17). Si F est un (A/J)-module
α-cohérent, il existe un raffinement (Xi)i∈I de l’objet final de T tel que pour tout i ∈ I, F |Xi soit
le conoyau d’un morphisme (A/J)ni |Xi → (A/J)mi |Xi. Par suite, F est un A-module α-cohérent
en vertu 2.7.17.
Inversement, supposons qu’en tant que A-module, F soit α-cohérent. Étant un A-module de
type α-fini, F est un (A/J)-module de type α-fini. SoientX un objet de T , f : (A/J)n|X → F |X un
morphisme (A/J)-linéaire. Le morphisme canonique u : An|X → (A/J)n|X induit un morphisme
surjectif ker(f ◦ u)→ ker(f). Comme ker(f ◦ u) est un (A|X)-module de type α-fini, ker(f) est un
(A/J)|X de type α-fini.
2.8. Modules α-cohérents sur un schéma
2.8.1. Les hypothèses et notations de 2.6.1 sont en vigueur dans cette section. Pour tout
R-schéma X , on désigne par Mod(OX) la catégorie des OX -modules de Xzar (2.1.18) et par
α-Mod(OX) la catégorie des α-OX -modules, c’est-à-dire le quotient de Mod(OX) par la sous-
catégorie pleine formée des OX -modules α-nuls (cf. 2.6.22). Lorsque nous parlons de OX -module
sans préciser, il est sous-entendu qu’il s’agit d’un OX -module de Xzar.
Proposition 2.8.2. Soient X un R-schéma, F un OX -module. Les conditions suivantes sont
équivalentes :
(i) Il existe un OX -module quasi-cohérent G et un isomorphisme de α-OX -modules α(F )
∼
→
α(G).
(ii) Pour tout x ∈ X, il existe un voisinage ouvert U de x dans X, un OU -module quasi-
cohérent G et un isomorphisme de α-OU -modules α(F |U)
∼
→ α(G).
(iii) Le OX-module m⊗R F est quasi-cohérent.
On a clairement (i)⇒(ii). Montrons (ii)⇒(iii). La question étant locale, on peut supposer la
condition (i) remplie. D’après 2.6.23(iv), il existe donc un OX -module quasi-cohérent G et un α-
isomorphisme u : m⊗R F → G. Comme m⊗R m ≃ m, le morphisme m⊗R F → m⊗R G induit par
u est un isomorphisme en vertu de 2.6.23(iii) ; d’où la condition (iii). Enfin, l’implication (iii)⇒(i)
est immédiate puisque le morphisme canonique m⊗R F → F est un α-isomorphisme.
Définition 2.8.3. SoientX un R-schéma, F un OX -module. On dit que F est α-quasi-cohérent
s’il remplit les conditions de 2.8.2.
Lemme 2.8.4. Soient X un R-schéma cohérent (i.e., quasi-compact et quasi-séparé), γ ∈ R, F
un OX-module quasi-cohérent de type γ-fini (2.7.3). Alors, il existe un OX-module quasi-cohérent
de présentation finie G et un morphisme OX -linéaire f : G→ F de conoyau annulé par γ.
En effet, d’après ([27] 6.9.12), F est isomorphe à la limite inductive d’un système inductif
filtrant de OX -modules de présentation finie (Fi)i∈I . Pour tout i ∈ I, notons fi : Fi → F le
morphisme canonique. Montrons qu’il existe i ∈ I tel que le conoyau de fi soit annulé par γ.
Comme X est quasi-compact et que la catégorie I est filtrante, on peut supposer qu’il existe un
morphisme OX -linéaire u : E → F avec E un OX -module libre de type fini, dont le conoyau est
annulé par γ. Il existe i ∈ I et un morphisme OX -linéaire ui : E → Fi tel que u = fi ◦ui. Par suite,
le conoyau de fi est annulé par γ ; d’où la proposition.
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Proposition 2.8.5. Soient X un R-schéma cohérent (i.e., quasi-compact et quasi-séparé), F
un OX-module α-quasi-cohérent. Pour que F soit de type α-fini (resp. présentation α-finie) (2.7.3),
il faut et il suffit que pour tout γ ∈ m, il existe un γ-isomorphisme f : G→ F avec G un OX-module
quasi-cohérent de type fini (resp. de présentation finie).
Considérons d’abord l’assertion non-respée. La condition est clairement suffisante. Inversement,
supposons F de type α-fini et montrons que la condition est satisfaite. Soit γ ∈ m. On peut se
borner au cas où F est quasi-cohérent (2.8.2). D’après 2.8.4, il existe un OX -module quasi-cohérent
de présentation finie G′ et un morphisme OX -linéaire f ′ : G′ → F de conoyau annulé par γ. Le
morphisme f : im(f ′)→ F induit par f ′ satisfait alors à la condition pour γ.
Considérons ensuite l’assertion respée. La condition est clairement suffisante. Inversement,
supposons F de présentation α-finie et montrons que la condition est satisfaite. Soit γ ∈ m. On
peut se borner au cas où F est quasi-cohérent (2.8.2). D’après 2.8.4, il existe un OX -module quasi-
cohérent de présentation finie G′ et un morphisme OX -linéaire f ′ : G′ → F de conoyau annulé
par γ. En vertu de 2.7.14(iii), ker(f ′) est quasi-cohérent de type γ12-fini. D’après 2.8.4, il existe
un OX -module quasi-cohérent de présentation finie G′′ et un morphisme f ′′ : G′′ → G′ tels que
f ′ ◦ f ′′ = 0 et que ker(f ′)/im(f ′′) soit annulé par γ12. Le morphisme f : G′/im(f ′′)→ F induit par
f ′ répond alors à la condition pour γ12.
Corollaire 2.8.6. Soit X un R-schéma affine, A une OX-algèbre quasi-cohérente, F un
A -module quasi-cohérent (comme A -module ou comme OX-module). Pour que le A -module F
soit de type α-fini (resp. de présentation α-finie), il faut et il suffit que le A (X)-module F (X) soit
de type α-fini (resp. de présentation α-finie).
En effet, posons Y = Spec(A (X)) et notons π : Y → X le morphisme canonique. Le foncteur
π∗ induit une équivalence entre la catégorie des OY -modules quasi-cohérents de Yzar et celle des
A -modules quasi-cohérents de Xzar ([27] 9.2.1). Notons F le OY -module quasi-cohérent de Yzar
tel que π∗(F ) = F . Nous allons montrer que les trois conditions suivantes sont équivalentes :
(i) le A -module F est de type α-fini (resp. de présentation α-finie, resp. α-cohérent) ;
(ii) le OY -module F est de type α-fini (resp. de présentation α-finie, resp. α-cohérent) ;
(iii) le A (X)-module F (X) est de type α-fini (resp. de présentation α-finie, resp. α-cohérent).
L’implication (i)⇒(ii) résulte immédiatement du fait que pour tout ouvert U de X , notant
π : YU → U le changement de base de π, le foncteur πU∗ induit une équivalence entre la catégorie
des OYU -modules quasi-cohérents et celle des A |U -modules quasi-cohérents. L’implication (ii)⇒(iii)
est une conséquence de 2.8.5. L’implication (iii)⇒(i) est immédiate.
Corollaire 2.8.7. Soit X un R-schéma affine, A une OX-algèbre quasi-cohérente, F un
A -module quasi-cohérent (comme A -module ou comme OX-module). Pour que le A -module F
soit α-cohérent, il faut et il suffit que le A (X)-module F (X) soit α-cohérent.
Supposons d’abord que le A (X)-module F (X) soit α-cohérent. On vérifie aussitôt que pour
tout f ∈ OX(X), le A (X)f -module F (X)f est α-cohérent. On en déduit que le A -module F est
α-cohérent. Inversement, si le A -module F est α-cohérent, le A (X)-module F (X) est α-cohérent
d’après 2.8.6.
Corollaire 2.8.8. Soit X un R-schéma affine d’anneau A. Pour qu’un OX-module α-quasi-
cohérent F soit de type α-fini (resp. de présentation α-finie, resp. α-cohérent), il faut et il suffit
que le A-module F (X) soit de type α-fini (resp. de présentation α-finie, resp. α-cohérent).
Cela résulte de 2.7.6, 2.8.6 et 2.8.7 en considérant m⊗R F .
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Proposition 2.8.9. Soient f : X ′ → X un R-morphisme fidèlement plat et quasi-compact de
R-schémas, F un OX -module α-quasi-cohérent. Pour que F soit de type α-fini (resp. de présenta-
tion α-finie), il faut et il suffit que son image inverse sur X ′ le soit.
En effet, la condition est nécessaire en vertu de 2.7.7. Montrons qu’elle est suffisante. On peut
supposer X affine. RemplaçantX ′ par une somme d’ouverts affines qui le recouvrent, on est ramené
au cas où X ′ est également affine. L’assertion résulte alors de 2.8.8 et ([2] V.8.1 et V.8.5).
Corollaire 2.8.10. Soient f : X ′ → X un R-morphisme fidèlement plat et quasi-compact de
R-schémas, F un OX-module α-quasi-cohérent. Supposons que les R-algèbres OX et OX′ soient
α-cohérentes (2.7.3). Pour que F soit α-cohérent, il faut et il suffit que son image inverse sur X ′
le soit.
Cela résulte de 2.7.19 et 2.8.9.
Proposition 2.8.11. Soient X un R-schéma cohérent, F un OX -module α-quasi-cohérent.
Supposons que l’anneau OX soit cohérent. Alors, les conditions suivantes sont équivalentes :
(i) F est α-cohérent (2.7.3) ;
(ii) F est de présentation α-finie ;
(iii) pour tout γ ∈ m, il existe un γ-isomorphisme G→ F avec G un OX-module cohérent.
On a clairement (i)⇒(ii). L’implication (ii)⇒(iii) résulte de 2.8.5. Montrons (iii)⇒(i). Suppo-
sons la condition (iii) satisfaite. D’après 2.8.5, F est de type α-fini. Il suffit donc de montrer que
pour tout morphisme OX -linéaire f : E → F où E est un OX -module libre de type fini, ker(f) est
de type α-fini. Soient γ ∈ m, g : G→ F un γ-isomorphisme tel que G soit un OX -module cohérent.
Il existe un morphisme OX -linéaire f ′ : E → G tel que g ◦ f ′ = γf . Le conoyau de l’injection
canonique ker(f ′)→ ker(γf) est annulé par γ. Par ailleurs, la multiplication par γ dans E induit
un morphisme ker(γf) → ker(f) dont le conoyau est clairement annulé par γ. On en déduit un
morphisme OX -linéaire ker(f ′)→ ker(f) dont le conoyau est annulé par γ2. Comme G est cohérent,
ker(f ′) est de type fini. Par suite, ker(f) est de type γ2-fini et donc de type α-fini.
Proposition 2.8.12. Soient Y un R-schéma affine, X un Y -schéma projectif, F un OX -
module α-quasi-cohérent. Supposons que l’anneau OX soit α-cohérent. Pour que F soit α-cohérent,
il faut et il suffit que pour tout γ ∈ m, il existe un morphisme de complexes de OX-modules
G• → F [0] dont les noyau et conoyau sont γ-acycliques, tel que Gi soit localement libre de type
fini pour tout i ∈ Z et soit nul pour i > 0.
Montrons d’abord que la condition est suffisante. Soient γ ∈ m, u : G• → F [0] un morphisme de
complexes de OX -modules dont les noyau et conoyau sont γ-acycliques et tel que Gi soit localement
libre de type fini pour tout i ∈ Z et soit nul pour i > 0. Les noyau et conoyau du morphisme
H 0(G•)→ F induit par u sont annulés par γ2. Comme H 0(G•) est α-cohérent en vertu de 2.7.9
et 2.7.17, on en déduit que F est de présentation γ3-finie (2.7.3). Par suite, F est de présentation
α-finie et est donc α-cohérent d’après 2.7.19. Montrons ensuite que la condition est nécessaire.
Supposons que F soit α-cohérent. Soient L un OX -module inversible très ample pour Y , γ ∈ m.
En vertu de 2.8.5, il existe un morphisme u0 : G0 → F dont le conoyau est annulé par γ, avec G0 un
OX -module somme directe d’un nombre fini de copies de L n pour un entier n < 0. Comme ker(u0)
est α-cohérent, procédant par récurrence, on construit un morphisme de complexes de OX -modules
u : G• → F [0] dont les noyau et conoyau sont γ-acycliques tel que pour tout i > 0, Gi = 0 et pour
tout i ≤ 0, Gi soit somme directe d’un nombre fini de copies de L ni pour un entier ni < 0.
Définition 2.8.13 ([1] 1.4.1). On dit qu’un anneau A est universellement cohérent si l’anneau
de polynômes A[t1, . . . , tn] est cohérent pour tout entier n ≥ 0.
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Proposition 2.8.14. Soient Y un R-schéma, f : X → Y un morphisme propre de présentation
finie, F un OX -module α-quasi-cohérent et α-cohérent. Supposons que Y admette un recouvrement
par des ouverts affines (Ui)i∈I tels que Γ(Ui,OY ) soit universellement cohérent pour tout i ∈ I.
Alors, pour tout entier q ≥ 0, Rqf∗(F ) est un OY -module α-quasi-cohérent et α-cohérent.
On notera d’abord que les anneaux OX de Xzar et OY de Yzar sont cohérents d’après ([1]
1.4.2 et 1.4.3). Par ailleurs, la question étant locale sur Y , on peut le supposer affine, de sorte
que X est cohérent. Le morphisme canonique Rqf∗(m ⊗R F ) → Rqf∗(F ) est un α-isomorphisme
(2.6.3). Comme m⊗R F est quasi-cohérent, Rqf∗(m⊗R F ) est quasi-cohérent et donc Rqf∗(F ) est
α-quasi-cohérent. Par ailleurs, pour tout γ ∈ m, il existe un γ-isomorphisme u : G→ F avec G un
OX -module cohérent d’après 2.8.11. Il existe donc un morphisme OX -linéaire v : F → G tel que
u ◦ v = γ2 · idF et v ◦ u = γ2 · idG (2.6.3). En vertu de ([1] 1.4.8), le OY -module Rqf∗(G) est
cohérent. Par suite, Rqf∗(F ) est α-cohérent (2.8.11).
Corollaire 2.8.15. Soient Y un R-schéma affine d’anneau A, f : X → Y un morphisme
propre de présentation finie, F un OX -module α-quasi-cohérent et α-cohérent. Supposons que Y
admette un recouvrement par des ouverts affines (Ui)i∈I tels que Γ(Ui,OY ) soit universellement
cohérent pour tout i ∈ I. Alors, pour tout entier q ≥ 0, le A-module Hq(X,F ) est α-cohérent.
On notera d’abord que l’anneau OX de Xzar est cohérent ([1] 1.4.2 et 1.4.3). Pour tout γ ∈ m,
il existe un γ-isomorphisme u : G → F avec G un OX -module cohérent d’après 2.8.11. Il existe
donc un morphisme OX -linéaire v : F → G tel que u ◦ v = γ2 · idF et v ◦ u = γ2 · idG (2.6.3). En
vertu de ([1] 1.4.8 et 1.4.3), le A-module Hq(X,G) est cohérent. Par suite, Hq(X,F ) est α-cohérent
(2.8.11).
Remarque 2.8.16. On notera que ([1] 1.4.8), utilisé dans les preuves de 2.8.14 et 2.8.15, est
un corollaire d’un théorème de Kiehl ([41] 2.9’a) (cf. [1] 1.4.7)
Définition 2.8.17. On dit qu’une R-algèbre A est universellement α-cohérente si la R-algèbre
de polynômes A[t1, . . . , tn] est α-cohérente (2.7.3) pour tout entier n ≥ 0.
Proposition 2.8.18. Soient Y un R-schéma, f : X → Y un morphisme projectif de présenta-
tion finie, F un OX-module α-quasi-cohérent et α-cohérent. Supposons que f soit pseudo-cohérent
([5] III 1.2) et que Y admette un recouvrement par des ouverts affines (Ui)i∈I tels que Γ(Ui,OY )
soit universellement α-cohérent pour tout i ∈ I. Alors, pour tout entier q ≥ 0, Rqf∗(F ) est un
OY -module α-quasi-cohérent et α-cohérent.
Le problème étant local sur Y , on peut se borner au cas où Y = Spec(A) est affine d’anneau A
universellement α-cohérent. Il résulte de 2.8.7 que OY est un anneau α-cohérent. Montrons ensuite
que l’anneau OX est α-cohérent. La question étant locale, on peut supposer que X = Spec(B) est
affine. Il existe alors un A-homomorphisme surjectif A′ = A[t1, . . . , tn] → B de noyau I un idéal
de type fini. Comme A′ est un anneau α-cohérent par hypothèse, I est un idéal α-cohérent. Par
suite, B est un anneau α-cohérent d’après 2.7.20 et il en est alors de même de OX (2.8.7).
Si C est un complexe borné γ-acyclique de OX -modules de longueur ℓ, Rqf∗(C) est annulé
par γℓ+1. Ceci se démontre par récurrence sur la longueur de C en utilisant la filtration canonique.
Par ailleurs, d’après ([29] 1.4.12), il existe un entier r ≥ 1 tel que pour tout entier q ≥ r et tout
OX -module quasi-cohérent M , on ait Rqf∗(M) = 0.
Pour démontrer la proposition, on peut se réduire au cas où F est un OX -module quasi-cohérent
(2.6.3). En vertu de 2.8.12, pour tout γ ∈ m, il existe un morphisme de complexes de OX -modules
G• → F [0] dont les noyau et conoyau sont γ-acycliques et tel que Gi soit localement libre de type
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fini pour tout i ∈ Z et soit nul pour i > 0. Notant H le noyau de la différentielle G−r → G−r+1,
on a une suite γ-exacte de complexes bornés de OX -modules
(2.8.18.1) 0→ H [r]→ τ≥−r(G•)→ F [0]→ 0,
où τ≥−r(G•) est le (−r)-ième cran la filtration bête de G•. On en déduit, pour tout entier q ≥ 0,
un morphisme
(2.8.18.2) Rqf∗(τ≥−r(G•))→ Rqf∗(F )
dont les noyau et conoyau sont annulés par γ2(r+1).
Le complexe de OX -modules τ≥−r(G•) étant pseudo-cohérent ([5] I 2.3 ; cf. aussi [1] 1.3.8), il
est pseudo-cohérent relativement à f en vertu de ([5] III 1.12). Comme il est borné, le complexe
de OY -modules Rf∗(τ≥−r(G•)) est pseudo-cohérent en vertu de ([5] III 2.2). Il s’ensuit que le OY -
module Rqf∗(τ≥−r(G•)) est α-cohérent pour tout entier q ≥ 0 (2.7.17). On en déduit que Rqf∗(F )
est de présentation γ2r+3-finie. Par suite, Rqf∗(F ) est de présentation α-finie et donc α-cohérent
(2.7.19).
Corollaire 2.8.19. Soient Y un R-schéma affine d’anneau A, f : X → Y un morphisme
projectif de présentation finie, F un OX -module α-quasi-cohérent et α-cohérent. Supposons que f
soit pseudo-cohérent ([5] III 1.2) et que Y admette un recouvrement par des ouverts affines (Ui)i∈I
tels que Γ(Ui,OY ) soit universellement α-cohérent pour tout i ∈ I. Alors, pour tout entier q ≥ 0,
le A-module Hq(X,F ) est α-cohérent.
En effet, considérons la suite spectrale de Cartan-Leray
(2.8.19.1) Ei,j2 = H
i(Y,Rjf∗(F ))⇒ H
i+j(X,F ).
Il résulte de 2.8.18 et 2.6.3 que Ei,j2 est α-nul pour tout i ≥ 1. Par suite, pour tout q ≥ 0, le
morphisme canonique
(2.8.19.2) Hq(X,F )→ H0(Y,Rqf∗F )
est un α-isomorphisme. La proposition résulte alors de 2.8.18, 2.8.8 et 2.7.6.
Lemme 2.8.20. Soient X un R-schéma affine, x un point géométrique de X de support x,
A une OX-algèbre quasi-cohérente, F un A-module quasi-cohérent (comme A-module ou comme
OX -module). Notons encore A la OX -algèbre de Xe´t associée à A par le foncteur (2.1.18.3) et F le
A-module de Xe´t associé à F . Supposons que la R-algèbre A(X) soit universellement α-cohérente
et que le A-module F soit α-cohérent. Alors,
(i) Les R-algèbres Ax et Ax sont universellement α-cohérentes.
(ii) Le Ax-module Fx est α-cohérent.
(i) En effet, la R-algèbre A de Xzar est α-cohérente en vertu de 2.8.7. La R-algèbre Ax est
donc universellement α-cohérente d’après 2.7.10. On a Ax ≃ Ax⊗OX,x OX,x (2.1.18.8). Considérons
OX,x comme une limite inductive filtrante de OX,x-algèbres étales (Bi)i∈I . Soient n un entier ≥ 1,
u : Anx → Ax une forme Ax-linéaire. Il existe i ∈ Ob(I) et un morphisme Bi-linéaire ui : (Ax ⊗OX,x
Bi)
n → Ax ⊗OX,x Bi tels que u = ui ⊗Bi OX,x. La R-algèbre Ax ⊗OX,x Bi étant α-cohérente, le
Bi-module ker(ui) est de type α-fini. Comme pour tout morphisme i→ j de I, Bj est Bi-plat, le
Bj-module ker(ui ⊗Bi Bj) est de type α-fini. Par suite, le AX,x-module ker(u) est de type α-fini.
On en déduit que la R-algèbre AX,x est α-cohérente.
Pour tout entier g ≥ 1, on note A[t1, . . . , tg] la A-algèbre de polynômes en g variables de
Xzar. Remplaçant A par A[t1, . . . , tg], on déduit de ce qui précède que la R-algèbre AX,x est
universellement α-cohérente.
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(ii) En effet, on a Fx ≃ Fx ⊗OX,x OX,x (2.1.18.8). Le Ax-module Fx est α-cohérent d’après
2.7.10. La proposition résulte alors de (ii), 2.7.7 et 2.7.19
2.9. Rappel sur les algèbres α-étales
2.9.1. Les hypothèses et notations de 2.6.1 sont en vigueur dans cette section. Nous renvoyons
à ([2] V) pour les définitions et les principales propriétés des notions utilisées en α-algèbre (ou
presque-algèbre dans loc. cit.) : modules α-projectifs (loc. cit. V.3.2), α-projectifs de type α-fini et
de rang fini (loc. cit. V.5.6 & V.5.14), α-plats (loc. cit. V.6.1) et α-fidèlement plats (loc. cit. V.6.4).
Définition 2.9.2 ([17] 3.1.1 ; [2] V.7.1). Soit A → B un homomorphisme de R-algèbres.
Considérons les 3 conditions suivantes
(i) B est α-plat en tant que A-module ;
(i’) B est α-projectif de type α-fini et de rang fini en tant que A-module ;
(ii) B est α-projectif en tant que B ⊗A B-module.
On dit que la A-algèbre B est α-étale (ou que B est α-étale sur A) si elle vérifie les conditions (i)
et (ii), et qu’elle est α-finie-étale (ou que B est α-finie-étale sur A) si elle vérifie les conditions (i’)
et (ii).
Nous renvoyons à ([2] V.7) pour les principales propriétés des algèbres α-finies-étales, appelées
revêtements presque-étales dans loc. cit. Nous n’utiliserons que très peu la notion d’algèbre α-étale
(cf. [17] 3.1). On notera qu’une algèbre α-étale et uniformément presque finie projective au sens
de ([17] 3.1.1) est α-finie-étale.
Proposition 2.9.3 ([2] V.7.11). Soit A une R-algèbre telle que pour tout (ou ce qui revient
au même pour un) α ∈ Λ+, πα ne soit un diviseur de zéro dans A, et que Spec(A) soit normal
et localement irréductible ([2] III.3.1). Soit B une A-algèbre α-finie-étale. Notons Aπ (resp. Bπ)
l’anneau des fractions de A (resp. B) dont les dénominateurs sont de la forme πα pour α ∈ Λ+, et
B′ la clôture intégrale de A dans Bπ. Alors, l’homomorphisme canonique B → Bπ se factorise en
(2.9.3.1) B → HomR(m, B′)→ HomR(m, Bπ)
∼
→ Bπ,
où la première flèche est un α-isomorphisme et les autres flèches sont les homomorphismes cano-
niques (2.6.11.3). En particulier, l’homomorphisme A→ B′ est α-fini-étale.
En effet, on peut se borner au cas où A est intègre ([2] V.7.4(2) et V.7.8), auquel cas l’assertion
est démontrée dans ([2] V.7.11).
Définition 2.9.4. Soient A une R-algèbre, G un groupe fini, B une A[G]-algèbre. On dit
que B est un α-G-torseur sur A s’il existe un homomorphisme α-fidèlement plat A → A′ et un
homomorphisme de A′[G]-algèbres
(2.9.4.1) B ⊗A A
′ →
∏
G
A′,
où G agit sur le terme de droite par multiplication à droite sur lui même, qui est un α-isomorphisme.
On renvoie à ([2] V.12) pour les principales propriétés de cette notion.
Proposition 2.9.5 ([2] V.12.5). Soient A une R-algèbre, G un groupe fini, B un α-G-torseur
sur A, M un B-module muni d’une action semi-linéaire de G. Alors, le morphisme canonique
B ⊗A MG →M est un α-isomorphisme.
Corollaire 2.9.6 ([2] V.12.6). Soient A une R-algèbre, G un groupe fini, B un α-G-torseur
sur A. Alors, l’homomorphisme naturel A→ BG est un α-isomorphisme.
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Proposition 2.9.7 ([2] V.12.8). Soient A une R-algèbre, G un groupe fini, B un α-G-torseur
sur A, M un B-module muni d’une action semi-linéaire de G, TrG le morphisme A-linéaire de M
défini par
∑
σ∈G σ. Alors, pour tout q ≥ 1, H
q(G,M) et MG/TrG(M) sont α-nuls.
Proposition 2.9.8 ([2] V.12.9). Soit A une R-algèbre telle que pour tout (ou ce qui revient
au même pour un) α ∈ Λ+, πα ne soit un diviseur de zéro dans A, et que Spec(A) soit normal et
localement irréductible ([2] III.3.1). Notons Aπ l’anneau des fractions de A dont les dénominateurs
sont de la forme πα pour α ∈ Λ+. Soient U un ouvert de Spec(Aπ), V → U un morphisme étale
fini et galoisien de groupe G, Y la fermeture intégrale de Spec(A) dans V , B = Γ(Y,OY ). Si B est
une A-algèbre α-finie-étale, alors B est un α-G-torseur au-dessus de A.
On peut se borner au cas où U est irréductible ([2] V.7.4(3)). Il suffit alors de calquer la preuve
de ([2] V.12.9) en remplaçant ([2] V.7.11) par 2.9.3.
Lemme 2.9.9. Soient (Bi)i∈I un système inductif filtrant de R-algèbres α-cohérentes (2.7.3)
(resp. universellement α-cohérentes (2.8.17)), B∞ sa limite inductive. Supposons que pour tout
morphisme i→ j de I, Bj est un Bi-module α-plat. Alors, la R-algèbre B∞ est α-cohérente (resp.
universellement α-cohérente).
Considérons un entier n ≥ 1 et une forme B∞-linéaire u∞ : Bn∞ → B∞. Il existe i ∈ Ob(I) et
une forme Bi-linéaire ui : Bni → Bi tels que u∞ = ui ⊗Bi B∞. Le Bi-module ker(ui) étant de type
α-fini, pour tout γ ∈ m, il existe une suite γ-exacte de Bi-modules
(2.9.9.1) Bmi → B
n
i
ui→ Bi.
Pour tout morphisme i→ j de I, la suite
(2.9.9.2) Bmj −→ B
n
j
uj
−→ Bj
déduite de (2.9.9.2) par extension des scalaires de Bi à Bj , est γ2-exacte. Il en est donc de même
de la suite
(2.9.9.3) Bm∞ −→ B
n
∞
u∞−→ B∞
déduite de (2.9.9.2) par extension des scalaires de Bi à B∞. Par suite, la R-algèbre B∞ est α-
cohérente.
Supposons les R-algèbres Bi universellement α-cohérentes. Pour entier g ≥ 0, la R-algèbre
B∞[t1, . . . , tg] est α-cohérente d’après ce qui précède et ([2] V.6.2). La R-algèbre B∞ est donc
universellement α-cohérente.
Lemme 2.9.10. Soient (Bi)i∈I un système inductif filtrant d’anneaux cohérents (resp. univer-
sellement cohérents (2.8.13)), B∞ sa limite inductive. Supposons que pour tout morphisme i → j
de I, Bj soit un Bi-module plat. Alors, l’anneau B∞ est cohérent (resp. universellement cohérent).
La preuve est similaire à celle de 2.9.9, mais plus facile.
Lemme 2.9.11. Soient B une R-algèbre α-cohérente (2.7.3) (resp. universellement α-cohérente
(2.8.17)), (Bi)i∈I un système inductif filtrant de B-algèbres α-finies-étales, B∞ sa limite inductive.
Alors, la R-algèbre B∞ et chacune des R-algèbres Bi (i ∈ I) sont α-cohérentes (resp. universelle-
ment α-cohérentes).
En effet, pour tout morphisme i → j de I, Bj est une Bi-algèbre α-finie-étale ([2] V.7.8) et
en particulier, un Bi-module α-plat ([2] V.6.3). Pour tout i ∈ Ob(I), Bi est un B-module de
presentation α-finie ([2] V.8.8) et donc α-cohérent (2.7.19). Considérons un entier n ≥ 1 et une
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forme Bi-linéaire u : Bni → Bi. Le B-module ker(u) est α-cohérent d’après 2.7.17 et est a fortiori
de type α-fini sur Bi. Par suite, la R-algèbre Bi est α-cohérente.
Si la R-algèbre B est universellement α-cohérente, pour tout i ∈ Ob(I) et tout entier g ≥ 0, la
R-algèbre Bi[t1, . . . , tg] est α-cohérente d’après ce qui précède et ([2] V.7.4). Par suite, la R-algèbre
Bi est universellement α-cohérente.
La proposition résulte donc de 2.9.9.
Lemme 2.9.12. Soient A une R-algèbre, (Ai)i∈I un système inductif filtrant de A-algèbres
α-fidèlement plates, A∞ sa limite inductive. Alors, la A-algèbre A∞ est α-fidèlement plate.
En effet, d’après ([17] 3.1.2(vi)), pour tout i ∈ I, l’homomorphisme canonique A → Ai est
α-injectif et le A-module Ai/A est α-plat. Par suite, le morphisme canonique m⊗R A→ m⊗R Ai
est injectif. On en déduit aussitôt que le morphisme canonique m⊗RA→ m⊗RA∞ est injectif, et
par suite que l’homomorphisme canonique A → A∞ est α-injectif. Par ailleurs, il résulte aussitôt
que le A-module A∞/A, qui est la limite inductive du système inductif (Ai/A)i∈I , est α-plat. La
A-algèbre A∞ est donc α-fidèlement plate en vertu de ([17] 3.1.2(vi)).
2.10. Modules de type α-fini sur un anneau de valuation non discrète de hauteur 1
2.10.1. Dans cette section, R désigne un anneau muni d’une valuation non discrète de hau-
teur 1, v : R → R ∪ {∞}. On note m l’idéal maximal de R et on pose Λ = v(R − {0}) et
Λ+ = v(m − {0}). Pour tout ε ∈ Λ+, on note mε l’idéal de R formé des éléments x ∈ R tels
que v(x) ≥ ε. On observera que les hypothèses de 2.6.1 sont satisfaites. Il est donc loisible de consi-
dérer dans ce contexte les notions introduites dans les sections 2.6, 2.7 et 2.8. Nous considérons
toujours R comme muni de la topologie définie par l’idéal mε pour un élément quelconque ε ∈ Λ+ ;
c’est un anneau prévaluatif séparé ([1] 1.9.8).
Proposition 2.10.2 ([1] 1.12.15). Si R est complet et séparé, toute R-algèbre topologiquement
de présentation finie est un anneau universellement cohérent (2.8.13).
2.10.3. Suivant ([52] 2.2), pour tous R-modules M et N et tout γ ∈ m, on dit que M et N
sont γ-équivalents et on note M ≈γ N , s’il existe deux R-morphismes f : M → N et g : N → M
tels que f ◦ g = γ · idN et g ◦ f = γ · idM . On dit que M et N sont α-équivalents et on note M ≈ N
si M et N sont γ-équivalents pour tout γ ∈ m. Les relations ≈γ et ≈ sont clairement symétriques.
Pour tous R-modules M , N et P et tous γ, δ ∈ m, si M ≈γ N et N ≈δ P , alors M ≈γδ P . En
particulier, la relation ≈ est transitive.
2.10.4. Pour tout ε ∈ R≥0, on désigne par Iε l’idéal de R formé des éléments x ∈ R tels
que v(x) > ε. Alors Iε ≈ R. En effet, pour tout γ ∈ m, il existe γ1, γ2 ∈ R tels que γγ1 = γ2 et
v(γ1) ≤ ε < v(γ2). Les morphismes R→ Iε et Iε → R définis par les multiplications par γ2 et γ
−1
1 ,
respectivement, montrent que Iε ≈γ R. Par ailleurs, comme m · Iε = Iε, si ε 6∈ Λ, R et Iε ne sont
pas α-isomorphes en vertu de 2.6.6 et (2.6.7.1).
Remarques 2.10.5. (i) Deux R-modules α-isomorphes sont α-équivalents (2.6.3). La réci-
proque n’est pas vraie (2.10.4).
(ii) Pour qu’un R-moduleM soit de type α-fini (resp. de présentation α-finie) il faut et il suffit
que pour tout γ ∈ m, il existe un R-module de type fini (resp. de présentation finie) N tel que
M ≈γ N , d’après 2.7.4(i) et 2.6.3.
Proposition 2.10.6 ([52] 2.6). Tout R-module de type α-fini est de présentation α-finie.
Corollaire 2.10.7. Tout sous-R-module d’un R-module de type α-fini est de type α-fini.
2.10. MODULES DE TYPE α-FINI SUR UN ANNEAU DE VALUATION NON DISCRÈTE DE HAUTEUR 1 75
Cela résulte de 2.10.6 et 2.7.15.
Théorème 2.10.8 ([52] 2.5). Soit M un R-module de type α-fini. Alors, il existe une unique
suite décroissante de nombres réels positifs (εi)i≥1, tendant vers 0, et un unique entier n ≥ 0 tels
que
(2.10.8.1) M ≈ Rn ⊕ (⊕i≥1R/Iεi).
2.10.9. On désigne par S le R-espace vectoriel des suites de nombres réels (εi)i≥1, tendant
vers 0, et par S≥ le sous-ensemble formé des suites décroissantes. Pour tout ε = (εi)i≥1 ∈ S, on
pose
(2.10.9.1) ‖ε‖ = sup
i≥1
(|εi|).
On munit S≥ de la relation d’ordre définie pour toutes suites ε = (εi)i≥1 et ε′ = (ε′i)i≥1 de S≥,
par ε ≥ ε′ si pour tout i ≥ 1, ε1 + · · ·+ εi ≥ ε′1 + · · ·+ ε
′
i.
2.10.10. En vertu de 2.10.8, on peut associer à tout R-module de torsion de type α-fini M
une unique suite εM = (εM,i)i≥1 de S≥ telle que
(2.10.10.1) M ≈ ⊕i≥1R/IεM,i .
On appelle longueur de M et l’on note λ(M) l’élément
(2.10.10.2) λ(M) =
∑
i≥1
εM,i ∈ R≥0 ∪ {∞}.
D’après ([52] 2.11), la suite εM et la longueur λ(M) vérifient les propriétés suivantes :
(i) Pour tout R-module de torsion et de présentation finie M , il existe des éléments γi ∈ R
(1 ≤ i ≤ n) tels que v(γ1) ≥ v(γ2) ≥ · · · ≥ v(γn) et un R-isomorphisme
(2.10.10.3) M
∼
→ R/γ1R⊕R/γ2R ⊕ · · · ⊕R/γnR.
On a alors εM,i = v(γi) pour tout 1 ≤ i ≤ n et εM,i = 0 pour tout i > n.
(ii) Pour que deux R-modules de torsion de type α-fini M et N soient γ-équivalents (pour
γ ∈ m), il faut et il suffit que ‖εM − εN‖ ≤ v(γ). En particulier, pour qu’un R-module de
torsion de type α-fini M soit α-nul, il faut et il suffit que la suite εM soit nulle.
(iii) Pour tous R-modules de torsion de type α-fini M et M ′, si M ′ est un sous-quotient de M
alors εM ′,i ≤ εM,i pour tout i ≥ 1.
(iv) Pour toute suite exacte 0→M ′ →M →M ′′ → 0 de R-modules de torsion de type α-fini,
on a εM ≤ εM ′ + εM ′′ et λ(M) = λ(M ′)+ λ(M ′′). De plus, si εM = εM ′ (resp. εM = εM ′′),
alors M ′′ (resp. M ′) est α-nul.
Lemme 2.10.11. SoientM un R-module, ̟ un élément non nul de m. On pose R̂ = lim
←−
R/̟nR
et M̂ = lim
←−
M/̟nM , et on suppose que le R-module M/̟M est de type α-fini. Alors, le R̂-module
M̂ est de type α-fini.
On notera d’abord que R̂ et M̂ sont complets et séparés pour les topologies ̟-adiques et
pour tout entier n ≥ 1, que le morphisme canonique hn : M̂ → M/̟nM est surjectif ([6] III
§ 2.11 prop. 14) et que le morphisme canonique R̂/̟nR̂ → R/̟nR est un isomorphisme ([6]
III § 2.11 cor. 1 de prop. 14). Soient d un entier ≥ 1, ϕ : R̂d → M̂ un morphisme R̂-linéaire,
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ϕ1 : (R/̟R)
d →M/̟M le morphisme induit par ϕ. Supposons que coker(ϕ1) soit annulé par un
élément γ ∈ m tel que v(γ) < v(̟). Alors, la suite
(2.10.11.1) R̂d
ϕ
→ M̂
u
→ coker(ϕ1)→ 0,
où u est le morphisme canonique, est exacte. En effet, u est surjectif puisque h1 est surjectif. Soit
x ∈ M̂ tel que u(x) = 0. On montre par récurrence que pour tout entier n ≥ 1, qu’il existe yn ∈ R̂d
et xn ∈ M̂ tel que x = ϕ(yn) + γ1−n̟nxn et yn+1 − yn ∈ γ−n̟nR̂d. On en déduit qu’il existe
y ∈ R̂d tel que x = ϕ(y) ; d’où l’assertion recherchée. Par suite, coker(ϕ) est annulé par γ, ce qui
implique la proposition.
2.10.12. On suppose dans la suite de cette section que R est de caractéristique p, et on note
ϕ son endomorphisme de Frobenius. Soit ̟ un élément non nul de m. Pour tout entier n ≥ 1, on
pose Rn = R/̟nR, R˘ = (Rn)n≥1 et R˘(p) = (Rpn)n≥1. On considère R˘ et R˘(p) comme des anneaux
du topos EnsN
◦
([2] III.7.7). L’endomorphisme ϕ induit un homomorphisme d’anneaux que l’on
note
(2.10.12.1) ϕ˘ : R˘→ R˘(p).
Pour tout R˘-module M = (Mn)n≥1, on pose M0 = 0, M [−1] = (Mn−1)n≥1 qui est naturellement
un R˘-module, et M (p) = (Mpn)n≥1 qui est naturellement un R˘(p)-module. Les correspondances
M 7→M [−1] etM 7→M (p) sont clairement fonctorielles, et on a un morphisme R˘-linéaire canonique
fonctoriel M →M [−1].
Lemme 2.10.13 ([14] page 224, [52] 2.12). Conservons les hypothèses de 2.10.12, soient de
plus M = (Mn)n≥1 un R˘-module, u : M [−1]→M un morphisme R˘-linéaire,
(2.10.13.1) φ : M ⊗R˘ R˘
(p) ∼→M (p)
un isomorphisme R˘(p)-linéaire. On pose R̂ = lim
←−
Rn et M̂ = lim
←−
Mn. On note encore ϕ l’endo-
morphisme de Frobenius de R̂ et on désigne par
(2.10.13.2) φ : M̂ → M̂
le morphisme R̂-semi-linéaire induit par φ. On suppose que
(a) le R-module M1 est de type α-fini ;
(b) le composé M [−1]
u
→ M → M [−1], où la seconde flèche est le morphisme canonique, est
induit par la multiplication par ̟ ;
(c) pour tout entier n ≥ 0, la suite de R-modules
(2.10.13.3) M1 //
u◦n // Mn+1 // Mn
est exacte au centre.
Alors,
(i) Pour tout entier n ≥ 1, le morphisme canonique Mn+1 → Mn est α-surjectif et le mor-
phisme canonique M̂/̟nM̂ →Mn est un α-isomorphisme.
(ii) Le R̂-module M̂ est de type α-fini.
(iii) Si le corps des fractions de R est algébriquement clos, il existe un entier d ≥ 0 et un
morphisme R̂-linéaire
(2.10.13.4) m⊗R M̂ → R̂d,
compatible aux morphismes φ et ϕ, et qui est un α-isomorphisme.
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En effet, il résulte de (c), 2.7.15 et 2.10.10(iii)-(iv) que pour tout entier n ≥ 1, le R-module
Mn est de type α-fini et on a εMn+1 ≤ εMn + εM1 . Par suite, εMn ≤ nεM1 . Par ailleurs, on a
εMpn = pεMn d’après (2.10.13.1). On en déduit que εMn = nεM1 . Notons M
∗
n+1 et M
′
n les images
des première et seconde flèches de (2.10.13.3), respectivement, de sorte qu’on a une suite exacte
0→M∗n+1 →Mn+1 →M
′
n → 0. D’après 2.10.10, on a
(2.10.13.5) (n+ 1)εM1 = εMn+1 ≤ εM∗n+1 + εM ′n ≤ εM1 + εMn = (n+ 1)εM1 .
Par suite, on a εM∗n+1 = εM1 et εM ′n = εMn . Il résulte alors de 2.10.10(iv) que les morphismes
canoniques M1 →M∗n+1 et M
′
n →Mn sont des α-isomorphismes, en particulier, la suite
(2.10.13.6) 0 −→M1
u◦n
−→Mn+1 −→Mn −→ 0
est α-exacte. Pour tout entier m ≥ 1, le diagramme suivant
(2.10.13.7) M1
u◦m // Mm+1 //
u◦n

Mm
u◦n

M1
u◦(m+n)// Mm+n+1 //

Mm+n

Mn Mn
permet de déduire (par récurrence sur m) que la suite
(2.10.13.8) 0 −→Mm
u◦n
−→Mn+m −→Mn −→ 0
est α-exacte. Le système projectif (α(Mn))n≥1 de α-Mod(R) vérifie donc la condition de Mittag-
Leffler. Compte tenu de 2.6.9 et ([29] 0.13.2.2), on en déduit que la suite de R̂-modules
(2.10.13.9) 0 −→ M̂
̟n
−→ M̂ −→Mn −→ 0
est α-exacte ; d’où la proposition (i). Le morphisme
(2.10.13.10) M c = lim
←−
M̂/̟nM̂ → M̂,
déduit par passage à la limite projective, est donc un α-isomorphisme d’après 2.6.9. Il résulte de
(i) et 2.10.11 que le R̂-module M c est de type α-fini ; d’où la proposition (ii).
Supposons enfin le corps des fractions K de R algébriquement clos. Il résulte du lemme de
Krasner que le corps des fractions K̂ de R̂ est aussi algébriquement clos. Par suite, ϕ : R̂ → R̂
est un isomorphisme ; il en est alors de même de ϕ˘ : R˘ → R˘(p) (2.10.12.1) et donc de φ : M̂ → M̂
(2.10.13.2). On note encore ϕ l’endomorphisme de Frobenius de K̂. D’après (ii) et ([40] 4.1.1), il
existe un entier d ≥ 0 et un isomorphisme K̂-linéaire
(2.10.13.11) f : M̂ ⊗R̂ K̂
∼
→ K̂d
compatible à φ et ϕ. Notons N l’image canonique de M̂ dans M̂ ⊗R̂ K̂. Il résulte de la suite
α-exacte (2.10.13.9) que le morphisme canonique M̂ → N est un α-isomorphisme. Par ailleurs,
on a (φ ⊗ ϕ)(N) = N . Comme N est de type α-fini d’après (ii), il existe γ ∈ m tel que l’on ait
γR̂d ⊂ f(N) ⊂ γ−1R̂d. Appliquant les puissances négatives de ϕ à ces inclusions, on en déduit que
f(m⊗R N) ⊂ R̂d et que le morphisme
(2.10.13.12) m⊗R N → R̂d
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induit par f est un α-isomorphisme ; d’où la proposition (iii).
2.11. Modules dérivé-complets
Nous rappelons dans cette section la notion de modules dérivé-complets dits aussi faiblement
complets et quelques-unes de leurs propriétés, suivant ([36] §4) et ([61] Tag 091N). Nous nous
limitons au cadre nécessaire aux besoins de ce travail.
2.11.1. Dans cette section, R désigne un anneau et π un élément de R. Pour tout R-module
M , on note (M,π) le système projectif indexé par l’ensemble Z≥0, dont toutes les composantes
sont égales à M et dont les morphismes de transition sont les multiplications par les puissances de
π. On désigne par π-Div(M) le sous-R-module π-divisible maximal de M . On note R̂ (resp. M̂) le
séparé complété de R (resp. M) pour la topologie π-adique,
R̂ = lim
←−
n≥0
R/πnR et M̂ = lim
←−
n≥0
M/πnM.
Pour tout entier n ≥ 0, on désigne parM [πn] le noyau de la multiplication par πn dansM . On note
Tπ(M) le π-module de Tate de M , c’est-à-dire le R̂-module limite projective du système projectif
(M [πn])n≥0 où les morphismes de transition sont induits par la multiplication par π dans M ;
(2.11.1.1) Tπ(M) = lim
←−
n≥0
M [πn].
La suite exacte canonique 0 → πnM → M → M/πnM → 0 induit par passage à la limite
projective la suite exacte
(2.11.1.2) 0→
⋂
n≥0
πnM →M → M̂ → R1lim
←−
n≥0
πnM → 0.
Par ailleurs, pour tout entier n ≥ 0, on a un diagramme commutatif
0 // M [πn+1] //
π

M
πn+1//
π

πn+1M // _

0
0 // M [πn] // M
πn // πnM // 0
On en déduit par passage à la limite projective la suite exacte longue
0→ Tπ(M)→ lim
←−
(M,π)→
⋂
n≥0
πnM →(2.11.1.3)
R1lim
←−
n≥0
M [πn]→ R1lim
←−
(M,π)→ R1lim
←−
n≥0
πnM → 0.
On vérifie aussitôt que l’image du morphisme lim
←−
(M,π) →
⋂
n≥0 π
nM est le sous-R-module
π-divisible maximal π-Div(M) de M .
Lemme 2.11.2 ([36] 4.3). Pour tout R-module M , on a π-Div(R1lim
←−
n≥0
M [πn]) = 0.
En effet, on a une suite exacte canonique
(2.11.2.1) 0→ lim
←−
n≥0
M [πn]→
∏
n≥0
M [πn]
h
→
∏
n≥0
M [πn]→ R1lim
←−
n≥0
M [πn]→ 0,
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où h = id − (dn) et dn : M [πn+1] → M [πn] est le morphisme induit par la multiplication par π
([36] (1.4)). Soient (a(m))m≥0 et (u(m))m≥0 deux suites d’éléments de
∏
n≥0M [π
n] telles que
(2.11.2.2) a(m) − πa(m+1) = h(u(m)).
Pour tout m ≥ 0, posons a(m) = (a(m)n )n≥0 et u(m) = (u
(m)
n )n≥0. Pour tous m,n ≥ 0, on a
(2.11.2.3) a(m)n − πa
(m+1)
n = u
(m)
n − dn(u
(m)
n+1).
Par suite, pour tout n ≥ 0, on a
(2.11.2.4) a(0)n =
∑
m≥0
πmu(m)n − dn(
∑
m≥0
πmu
(m)
n+1),
les sommes étant en fait finies car πnu(m)n = 0, et en particulier, on a a(0) ∈ im(h).
Lemme 2.11.3 ([36] 4.4). Pour tout R-module M , les propriétés suivantes sont équivalentes :
(i) M est complet et séparé pour la topologie π-adique ;
(ii) M est isomorphe à la limite projective d’un système projectif (Mn)n≥0 de R-modules an-
nulés par des puissances de π ;
(iii) tous les R-modules qui apparaissent dans la suite (2.11.1.3) sont nuls.
On a clairement (i)⇒(ii). Montrons (ii)⇒(i). Supposons (ii) satisfait. Pour tout entier n ≥ 0,
notons e(n) le plus petit entier e ≥ 0 tel que πeMn = 0 et posons
(2.11.3.1) m(n) = max(m(n− 1), e(n)),
où m(−1) = 0. On a
⋂
n≥0 π
nM = 0 car M ⊂
∏
n≥0Mn. Soit (a
(m))m≥0 une suite d’éléments de
M et pour tout m ≥ 0, posons a(m) = (a(m)n ) ∈
∏
n≥0Mn. Supposons que pour tout m ≥ 0, on ait
(2.11.3.2) a(m+1) − a(m) ∈ πmM.
Par suite, pour tous m,n ≥ 0, on a a(m+1)n − a
(m)
n ∈ πmMn. Il s’ensuit que pour tout n ≥ 0 et
tout m ≥ m(n), on a a(m)n = a
(m(n))
n . Posons a = (a
(m(n)
n ) ∈
∏
n≥0Mn. Pour tout n ≥ 0, notant
dn : Mn+1 →Mn le morphisme canonique, on a
(2.11.3.3) dn(a
(m(n+1))
n+1 ) = a
(m(n+1))
n = a
(m(n))
n ,
de sorte que a ∈M . Pour tout m,n ≥ 0, on a a(m(n))n − a
(m)
n ∈ πmMn. Par suite, a est la limite de
la suite (a(m))m≥0 dans M pour la topologie π-adique.
Il est clair que (iii)⇒(i) (2.11.1.2). Montrons (i)⇒(iii). Supposons (i) satisfait. On a alors⋂
n≥0 π
nM = 0 et R1lim
←−
n≥0
πnM = 0 (2.11.1.2). On en déduit un isomorphisme
(2.11.3.4) R1lim
←−
n≥0
M [πn]
∼
→ R1lim
←−
(M,π).
Le but de cet isomorphisme étant π-divisible, on en déduit qu’il est nul en vertu de 2.11.2. Par
ailleurs, comme
⋂
n≥0 π
nM = 0, on a lim
←−
(M,π) = 0, d’où (iii).
Définition 2.11.4 ([36] 4.6). On dit qu’un R-module M est dérivé-π-complet (ou faiblement
π-complet) si les R-modules lim
←−
(M,π) et R1lim
←−
(M,π) sont nuls.
Proposition 2.11.5 ([36] 4.8).
(i) Si deux modules d’une suite exacte de R-modules 0 → M → N → P → 0 sont dérivé-π-
complets, il en est de même du troisième.
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(ii) Les R-modules dérivé-π-complets forment une sous-catégorie abélienne pleine de la catégo-
rie des R-modules.
(iii) Pour tout système projectif de R-modules (Mn)n≥0 tel que Mn soit annulé par une puis-
sance de π, le R-module R1lim
←−
n≥0
Mn est dérivé-π-complet.
(i) Cela résulte aussitôt de la définition en considérant la suite exacte de systèmes projectifs
0→ (M,π)→ (N, π)→ (P, π)→ 0.
(ii) Pour tout morphisme de R-modules dérivé-π-complets f : M → N , les suites exactes
0→ ker(f)→M → im(f)→ 0,
0→ im(f)→ N → coker(f)→ 0,
montrent que lim
←−
(im(f), π) et R1lim
←−
(coker(f), π) sont nuls. La proposition résulte alors de (i).
(iii) Cela résulte de (ii) compte tenu de la suite exacte canonique ([36] (1.4))
(2.11.5.1) 0→ lim
←−
n≥0
Mn →
∏
n≥0
Mn →
∏
n≥0
Mn → R
1lim
←−
n≥0
Mn → 0,
et du fait que les modules lim
←−
n≥0
Mn et
∏
n≥0Mn sont dérivé-π-complets en vertu de 2.11.3.
Corollaire 2.11.6. Soient X un U-topos, XN
◦
le topos des systèmes projectifs d’objets de
X indexés par N ([2] III.7.7), A = (An) une R-algèbre de XN
◦
, M = (Mn) un A-module de
XN
◦
. Supposons que pour tout n ∈ N, Mn soit annulé par une puissance de π. Alors, le R-module
Hq(XN
◦
,M) est dérivé-π-complet pour tout q ≥ 0.
D’après ([2] III.7.11), on a une suite exacte canonique et fonctorielle
(2.11.6.1) 0→ R1 lim
←−
n∈N◦
Hq−1(X,Mn)→ H
q(XN
◦
,M)→ lim
←−
n∈N◦
Hq(X,Mn)→ 0,
où l’on a posé H−1(X,Mn) = 0 pour tout n ∈ N. La proposition résulte alors de 2.11.3 et 2.11.5.
Lemme 2.11.7. Tout R-module dérivé-π-complet M tel que M = πM , est nul.
En effet, la projection canonique lim
←−
(M,π)→M sur le premier module du système projectif
(M,π) est surjective.
Lemme 2.11.8. Supposons que R soit un anneau de valuation non-discrète de hauteur 1 et que
π soit un élément de l’idéal maximal m de R. Soit M un R-module dérivé-π-complet tel que M/πM
soit α-nul. Alors, M est α-nul.
Notons v : R → R ∪ {∞} la valuation de R. Soient x ∈ M , γ ∈ m − {0}, (γn)n≥1 une suite
d’éléments de m telle que
∑
n≥1 v(γn) ≤ v(γ). Posons γ0 = 1. On peut alors construire une suite
(xn)n≥0 d’éléments de M telle que x0 = x et que pour tout n ≥ 0, on ait πxn+1 = γn+1xn. Posant
yn =
γ
γ0...γn
xn, on a πyn+1 = yn. Par suite, γx appartient à l’image de la projection canonique
u0 : lim
←−
(M,π) → M sur le premier module du système projectif (M,π). Il s’ensuit que u0 est
α-surjectif et donc M est α-nul.
Chapitre 3
Topos de Faltings
3.1. Produits orientés de topos
La notion de produit orienté de topos est due à Deligne. Elle a été étudiée par Gabber, Illusie
et Orgogozo ([35] XI, [46]). On renvoie à ([2] VI) pour la définition et les principales propriétés,
rappelées et complétées dans cette section.
3.1.1. Soient X , Y , S trois U-sites (2.1.5) dans lesquels les limites projectives finies sont
représentables,
(3.1.1.1) f+ : S → X, g+ : S → Y
deux foncteurs continus et exacts à gauche. On désigne par X˜, Y˜ et S˜ les topos des faisceaux de
U-ensembles sur X , Y et S, respectivement, par
(3.1.1.2) f : X˜ → S˜ et g : Y˜ → S˜
les morphismes de topos définis par f+ et g+, respectivement ([4] IV 4.9.2), et par eX , eY et eS
des objets finaux de X , Y et S, respectivement, qui existent par hypothèse.
On désigne par C la catégorie des triplets
(3.1.1.3) (W,U → f+(W ), V → g+(W )),
où W est un objet de S, U → f+(W ) est un morphisme de X et V → g+(W ) est un morphisme de
Y ; un tel objet sera noté (U → W ← V ). Soient (U → W ← V ) et (U ′ → W ′ ← V ′) deux objets
de C. Un morphisme de (U ′ →W ′ ← V ′) dans (U → W ← V ) est la donnée de trois morphismes
U → U ′, V → V ′ et W →W ′ de X , Y et S, respectivement, tels que les diagrammes
(3.1.1.4) U ′ //

f+(W ′)

U // f+(W )
V ′

// g+(W ′)

V // g+(W )
soient commutatifs.
Il résulte aussitôt de la définition et du fait que les foncteurs f+ et g+ sont exacts à gauche
que les limites projectives finies dans C sont représentables.
On munit C de la topologie engendrée par les recouvrements
(3.1.1.5) {(Ui → Wi ← Vi)→ (U →W ← V )}i∈I
des trois types suivants :
(a) Vi = V , Wi =W pour tout i ∈ I, et (Ui → U)i∈I est une famille couvrante.
(b) Ui = U , Wi =W pour tout i ∈ I, et (Vi → V )i∈I est une famille couvrante.
(c) I = {′}, U ′ = U et le morphisme V ′ → V ×g+(W ) g+(W ′) est un isomorphisme (il n’y a
aucune condition sur le morphisme W ′ →W ).
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On notera que chacune de ces familles est stable par changement de base. On désigne par C˜ le
topos des faisceaux de U-ensembles sur C.
Lemme 3.1.2 ([2] VI.3.2). Sous les hypothèses de 3.1.1, pour qu’un préfaisceau F sur C soit
un faisceau, il faut et il suffit que les conditions suivantes soient remplies :
(i) Pour tout famille couvrante (Zi → Z)i∈I de C du type (a) ou (b), la suite
(3.1.2.1) F (Z)→
∏
i∈I
F (Zi)⇒
∏
(i,j)∈I×J
F (Zi ×Z Zj)
est exacte.
(ii) Pour tout recouvrement (U →W ′ ← V ′)→ (U →W ← V ) du type (c), l’application
(3.1.2.2) F (U →W ← V )→ F (U →W ′ ← V ′)
est bijective.
3.1.3. Conservons les hypothèses de 3.1.1. Les foncteurs
p+1 : X → C, U 7→ (U → eZ ← eY ),(3.1.3.1)
p+2 : Y → C, V 7→ (eX → eZ ← V ),(3.1.3.2)
sont exacts à gauche et continus. Ils définissent donc deux morphismes de topos ([4] IV 4.9.2)
p1 : C˜ → X˜,(3.1.3.3)
p2 : C˜ → Y˜ .(3.1.3.4)
Par ailleurs, on a un 2-morphisme
(3.1.3.5) τ : gp2 → fp1,
donné par le morphisme de foncteurs (gp2)∗ → (fp1)∗ suivant : pour tout faisceau F sur C et tout
W ∈ Ob(S),
(3.1.3.6) g∗(p2∗(F ))(W )→ f∗(p1∗(F ))(W )
est l’application composée
F (eX → eZ ← g
+(W ))→ F (f+(W )→W ← g+(W ))→ F (f+(W )→ eZ ← eY )
où la première flèche est le morphisme canonique et la seconde flèche est l’inverse de l’isomorphisme
(3.1.2.2).
D’après ([2] VI.3.7), le quadruplet (C˜, p1, p2, τ) est universel dans le sens suivant : pour tout
U-topos T muni de deux morphismes de topos a : T → X˜ et b : T → Y˜ et d’un 2-morphisme
t : gb→ fa, il existe un triplet
(3.1.3.7) (h : T → C˜, α : p1h
∼
→ a, β : p2h
∼
→ b),
unique à isomorphisme unique près, formé d’un morphisme de topos h et de deux isomorphismes
de morphismes de topos α et β, tel que le diagramme
(3.1.3.8) gp2h
τ∗h //
g∗β

fp1h
f∗α

gb
t // fa
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soit commutatif. Par suite, le topos C˜ ne dépend que du couple de morphismes de topos (f, g), à
équivalence canonique près (cf. [2] VI.3.9). On l’appelle produit orienté de X˜ et Y˜ au-dessus de S˜
et on le note X˜
←
×S˜ Y˜ .
3.1.4. Étant donnés deux morphismes de U-topos f : X˜ → S˜ et g : Y˜ → S˜, on considère X˜,
Y˜ et S˜ comme des sites munis de leurs topologies canoniques ([4] II 2.5 et VI 1.2). On définit
alors le produit orienté X˜
←
×S˜ Y˜ comme le topos des faisceaux de U-ensembles sur le site défini
dans 3.1.1 associé au couple de foncteurs (f∗ : S˜ → X˜, g∗ : S˜ → Y˜ ), lesquels vérifient clairement
les hypothèses requises ([4] II 4.4 et III 1.6).
3.1.5. Considérons un diagramme de morphismes de topos
(3.1.5.1) X˜ ′
u

f ′ // S˜′
w

Y˜ ′
v

g′oo
X˜
f // S˜ Y˜
goo
et deux 2-morphismes
(3.1.5.2) a : wf ′ → fu et b : gv → wg′.
Notons p1 : X˜
←
×S˜ Y˜ → X˜ , p2 : X˜
←
×S˜ Y˜ → Y˜ , p
′
1 : X˜
′
←
×S˜′ Y˜
′ → X˜ ′ et p′2 : X˜
′
←
×S˜′ Y˜
′ → Y˜ ′ les
projections canoniques (3.1.3). Les morphismes de topos up′1 et vp
′
2 et le 2-morphisme composé
(3.1.5.3) t : gvp′2
b∗p′2 // wg′p′2
w∗τ ′ // wf ′p′1
a∗p′1 // fup′1 ,
définissent un morphisme de topos
(3.1.5.4) h : X˜ ′
←
×S˜′ Y˜
′ → X˜
←
×S˜ Y˜ ,
que l’on notera aussi u
←
×w v, et des 2-isomorphismes α : p1h
∼
→ up′1 et β : p2h
∼
→ vp′2 rendant
commutatif les carrés du diagramme
(3.1.5.5) X˜ ′
u

X˜ ′ ×S˜′ Y˜
′
p′1oo p
′
2 //
h

Y˜ ′
v

X˜ X˜ ×S˜ Y˜
p1oo p2 // Y˜
De plus, le diagramme
(3.1.5.6) gp2h
τ∗h //
g∗β

fp1h
f∗α

gvp′2
t // fup′1
est commutatif.
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3.1.6. Soient X , Y , S, X ′, Y ′, S′ des U-sites dans lesquels les limites projectives finies sont
représentables, X˜, Y˜ , S˜, X˜ ′, Y˜ ′, S˜′ les topos de faisceaux de U-ensembles associés,
(3.1.6.1) X
u+

S
f+oo
w+

g+ // Y
v+

X ′ S′
f ′+oo g
′+
// Y
un diagramme de foncteurs continus et exacts à gauche,
(3.1.6.2) a+ : u+ ◦ f+
∼
→ f ′+ ◦ w+ et b+ : v+ ◦ g+
∼
→ g′+ ◦ w+
deux isomorphismes de foncteurs. On désigne par C (resp. C′) le site associé au couple de foncteurs
(f+, g+) (resp. (f ′+, g′+)) introduit dans 3.1.1, et on considère le foncteur
(3.1.6.3) Φ+ : C → C′, (U →W ← V ) 7→ (u+(U)→ w+(W )← v+(V )),
où le morphisme u+(U) → f ′+(w+(W )) est le composé u+(U) → u+(f+W ))
∼
→ f ′+(w+(W )),
la second flèche étant induite par a+, et le morphisme v+(V ) → g′+(w+(W )) est le composé
v+(V )→ v+(g+(W ))
∼
→ g′+(w+(W )), la second flèche étant induite par b+. Celui-ci est clairement
exact à gauche. Il transforme les familles couvrantes de C de type (a) (resp. (b), resp. (c)) en
familles couvrantes de C′ du même type. Pour tout faisceau F sur C′, F ◦Φ+ est donc un faisceau
sur C en vertu de 3.1.2. Par suite, le foncteur Φ est continu. Il définit donc un morphisme de topos
(3.1.6.4) Φ: X˜ ′
←
×S˜′ Y˜
′ → X˜ ×S˜ Y˜ .
Considérons le diagramme de morphismes de topos
(3.1.6.5) X˜ ′
u

f ′ // S˜′
w

Y˜ ′
v

g′oo
X˜
f // S˜ Y˜
goo
déduit de (3.1.6.1), dont les carrés sont commutatifs aux 2-isomorphismes
(3.1.6.6) a : wf ′
∼
→ fu et b : wg′
∼
→ gv,
induits par a+ et b+, près. Il résulte de ([2] VI.3.6) que le morphisme Φ est celui associé dans
(3.1.5.4) au diagramme (3.1.6.5) et aux 2-morphismes a et b−1 (cf. la preuve de [2] VI.3.7).
3.1.7. Reprenons les hypothèses de 3.1.1, soient, de plus, (U → W ← V ) un objet de C,
F (resp. G, resp. H) le faisceau associé à U (resp. V , resp. W ). Rappelons ([4] IV 5.1) que la
catégorie X˜/F est un U-topos, dit topos induit sur F par X˜, et qu’on a un morphisme canonique
jF : X˜/F → X˜, dit morphisme de localisation de X˜ en F . En fait, X˜/F est canoniquement équivalent
au topos des faisceaux de U-ensembles sur la catégorieX/U munie de la topologie induite par celle de
X via le foncteur canonique X/U → X ([4] III 5.4). De même, on a des morphismes de localisation
jG : Y˜/G → Y˜ et jH : S˜/H → S˜. Le foncteur
(3.1.7.1) f ′+ : S/W → X/U , W
′ 7→ f+(W ′)×f+(W ) U
est clairement exact à gauche et continu. Le morphisme de topos qui lui est associé est le composé
(3.1.7.2) f ′ : X˜/F // X˜/f∗(H)
f/H // S˜/H
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où la première flèche est le morphisme de localisation de X˜/f∗(H) en l’objet F → f∗(H) déduit de
U → f+(W ) ([4] IV 5.5), et la seconde flèche est le morphisme induit par f ([4] IV 5.10). On définit
de même le foncteur g′+ : S/W → Y/V et le morphisme g′ : Y˜/G → S˜/H . Les carrés du diagramme
(3.1.7.3) X˜/F
jF

f ′ // S˜/H
jH

Y˜/G
g′oo
jG

X˜
f // S˜ Y˜
goo
sont commutatifs à isomorphismes canoniques près. On désigne par X˜/F
←
×S˜/H Y˜/G le produit
orienté de X˜/F et Y˜/G au-dessus de S˜/H . Le diagramme (3.1.7.3) induit alors un morphisme cano-
nique (3.1.5.4)
(3.1.7.4) jF
←
×jH jG : X˜/F
←
×S˜/H Y˜/G → X˜
←
×S˜ Y˜ .
On note F
←
×H G le faisceau de X˜
←
×S˜ Y˜ associé à (U → W ← V ). D’après ([2] VI.3.6), on a
un isomorphisme canonique
(3.1.7.5) F
←
×H G
∼
→ p∗1(F )×(gp2)∗(H) p
∗
2(G),
où le morphisme p∗1(F ) → (gp2)
∗(H) est le composé du morphisme p∗1(F ) → (fp1)
∗(H) et du
morphisme τ : (fp1)∗(H)→ (gp2)∗(H) (3.1.3.5). On note
(3.1.7.6) j
F
←
×HG
: (X˜
←
×S˜ Y˜ )/(F
←
×HG)
→ X˜
←
×S˜ Y˜
le morphisme de localisation de X˜
←
×S˜ Y˜ en F
←
×H G. En vertu de ([2] VI.3.15), il existe une
équivalence de topos canonique
(3.1.7.7) m : (X˜
←
×S˜ Y˜ )/(F
←
×HG)
∼
→ X˜/F
←
×S˜/H Y˜/G
et un isomorphisme canonique
(3.1.7.8) (jF
←
×jH jG) ◦m
∼
→ j
F
←
×HG
.
Proposition 3.1.8. Reprenons les hypothèses de 3.1.1, supposons de plus que tous les objets
de X, Y et S soient quasi-compacts. Alors,
(i) Les topos X˜, Y˜ et S˜ sont cohérents et les morphismes f : X˜ → S˜ et g : Y˜ → S˜ sont
cohérents.
(ii) La topologie de C est engendrée par la prétopologie définie pour chaque objet A de C par
la donnée de l’ensemble Cov(A) des familles de morphismes (Ai → A)i∈I obtenues par
composition d’un nombre fini de familles de type (c) et de familles finies de type (a) et (b) ;
en particulier, l’ensemble I est fini.
(iii) Tout objet de C est cohérent.
(i) Cela résulte de ([4] VI 2.4.5 et 3.3).
(ii) En effet, les familles couvrantes de type (c) et les familles couvrantes finies de type (a) et
(b) de C étant stables par changement de base, les ensembles Cov(A) pour A ∈ Ob(C) vérifient les
axiomes d’une prétopologie ([4] II 1.3). Chaque élément de Cov(A) étant clairement couvrant pour
la topologie définie dans 3.1.1, la topologie engendrée par cette prétopologie est moins fine que la
topologie définie dans 3.1.1. Comme tout recouvrement de C de type (a) (resp. (b)) est raffiné par
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un recouvrement fini de même type, la topologie engendrée par cette prétopologie est plus fine que
la topologie définie dans 3.1.1. Les deux topologies sont donc égales.
(iii) En effet, tous les recouvrements de la prétopologie définie dans (ii) sont finis. Tout objet
de C est donc quasi-compact, et par suite cohérent puisque C est stable par produits fibrés.
Corollaire 3.1.9. Soient X˜, Y˜ et S˜ trois topos cohérents, f : X˜ → S˜ et g : Y˜ → S˜ deux
morphismes cohérents. Alors,
(i) Le topos X˜
←
×S˜ Y˜ est cohérent ; en particulier, il a suffisamment de points.
(ii) Les morphismes p1 (3.1.3.3) et p2 (3.1.3.4) sont cohérents.
En effet, le topos X˜ (resp. Y˜ , resp. S˜) admet une sous-catégorie pleine génératrice X (resp.
Y , resp. S) formée d’objets cohérents, qui est stable par limites projectives finies ([4] VI 2.4.5).
Comme les morphismes f et g sont cohérents, on peut supposer que f∗(S) ⊂ X et g∗(S) ⊂ Y ([4]
VI 3.2). La proposition résulte alors de 3.1.8(iii) et ([4] VI 2.4.5, 3.3 et 9.0).
3.1.10. Reprenons les hypothèses de 3.1.1. Il résulte aussitôt de la propriété universelle de
X˜
←
×S˜ Y˜ que la donnée d’un point de ce topos est équivalente à la donnée d’une paire de points
x : Ens → X˜ et y : Ens → Y˜ et d’un 2-morphisme u : gy → fx (2.1.5). Un tel point sera noté
abusivement (y  x) ou encore (u : y  x). Pour tous F ∈ Ob(X˜) et G ∈ Ob(Y˜ ), on a des
isomorphismes canoniques fonctoriels
(p∗1F )(y x)
∼
→ Fx,(3.1.10.1)
(p∗2G)(y x)
∼
→ Gy.(3.1.10.2)
D’après ([2] VI.3.6), pour tout objet (U → W ← V ) de C, on a un isomorphisme canonique
fonctoriel
(3.1.10.3) (U →W ← V )a(y x)
∼
→ Uax ×Wagy V
a
y ,
où l’exposant a désigne les faisceaux associés, l’application V ay → W
a
gy est induite par V
a → g∗(W a),
et l’application Uax → W
a
gy est composée de l’application U
a
x →W
a
fx induite par U
a → f∗(W a) et
du morphisme de spécialisation W afx →W
a
gy défini par u.
La catégorie V(y x) des voisinages de (y  x) dans C ([4] IV 6.8.2) est donc équivalente à
la catégorie des triplets ((W → U ← V ), ξ, ζ) formés d’un objet (W → U ← V ) de C et de deux
éléments ξ ∈ Uax et ζ ∈ V
a
y ayant même image dans W
a
gy (3.1.10.3). Elle est cofiltrante, et pour
tout préfaisceau P sur C, on a un isomorphisme canonique fonctoriel ([4] IV (6.8.4))
(3.1.10.4) P a(y x)
∼
→ lim
−→
((U→W←V ),ξ,ζ)∈V ◦
(y x)
P (U →W ← V ).
3.1.11. La construction suivante est due à Gabber ([35] XI 2.2). Soit (S˜, s) un topos local
de centre s : Ens → S˜ ([4] VI 8.4.6). Notons ε : S˜ → Ens la projection canonique ([4] IV 4.3).
L’isomorphisme canonique εs
∼
→ idEns induit un morphisme de changement de base ε∗ → s∗ qui
est un isomorphisme puisque (S˜, s) est local. On en déduit un isomorphisme ε∗ε∗
∼
→ ε∗s∗. Celui-ci
permet d’identifier la flèche d’adjonction ε∗ε∗ → id à un morphisme (sε)∗ → id. On obtient ainsi
un 2-morphisme
(3.1.11.1) cs : id→ sε.
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Soient f : X˜ → S˜, g : Y˜ → S˜ deux morphismes de topos, x un point de X˜ tel que s = fx. Les
morphismes idY˜ et xεg et le 2-morphisme
(3.1.11.2) csg : g → fxεg
induit par (3.1.11.1) et la relation s = fx, définissent un morphisme γ : Y˜ → X˜
←
×S˜ Y˜ qui s’insère
dans un diagramme non-commutatif
(3.1.11.3) Ens
x

Y˜
γ

εgoo
id
""❊
❊❊
❊❊
❊❊
❊❊
❊
X˜
f
##●
●●
●●
●●
●●
●●
X˜
←
×S˜ Y˜
p1oo p2 // Y˜
g
||②②
②②
②②
②②
②②
②
S˜
En particulier, γ est une section de p2 telle que p1γ = xεg. On dit que γ est la section canonique
définie par le point x.
De la relation p2γ = idY˜ on déduit un morphisme de changement de base
(3.1.11.4) p2∗ → γ
∗,
composé de p2∗ → p2∗γ∗γ∗
∼
→ γ∗, où la première flèche est induite par le morphisme d’adjonction
id→ γ∗γ
∗, et la seconde flèche par la relation p2γ = idY˜ .
Proposition 3.1.12 (Gabber, [35] XI 2.3). Soient f : (X˜, x) → (S˜, s) un morphisme local
de topos locaux (i.e., s = fx), g : Y˜ → S˜ un morphisme de topos, y un point de Y˜ . Notons
γ : Y → X˜
←
×S˜ Y˜ la section canonique définie par le point x (3.1.11). Alors, pour tout objet F de
X˜
←
×S˜ Y˜ , l’application
(3.1.12.1) (p2∗F )y → (γ∗F )y
déduite du morphisme de changement de base (3.1.11.4) est bijective.
En effet, notant ε : S˜ → Ens la projection canonique, le composé xεgy : Ens → X˜ est cano-
niquement isomorphe à x. Le 2-morphisme cs : id → sε (3.1.11.1) induit donc un 2-morphisme
u : gy → fx définissant un point de X˜
←
×S˜ Y˜ (3.1.10), qui n’est autre que γy. Considérons X˜, Y˜
et S˜ comme des sites munis de leurs topologies canoniques, et notons C le site défini dans 3.1.1
relativement au couple de foncteurs (f∗ : S˜ → X˜, g∗ : S˜ → Y˜ ) (cf. 3.1.4). On désigne par Vγ(y) la
catégorie des voisinages de γ(y) dans C (3.1.10), et par Wy la catégorie des voisinages de y dans Y˜
([4] IV 6.8), c’est-à-dire la catégorie des couples (V, ζ) formés d’un objet V de Y˜ et d’un élément
ζ ∈ Vy.
Soient eS˜ (resp. eX˜) un objet final de S˜ (resp. X˜), ξe l’unique élément de x
∗(eX˜). On a le
foncteur
(3.1.12.2) ι : Wy → Vγy, (V, ζ) 7→ ((eX˜ → eS˜ ← V ), ξe, ζ).
Les catégories Vγ(y) et Wy sont cofiltrantes ([4] IV 6.8.2) et le foncteur ι est pleinement fidèle. On
vérifie aussitôt que (3.1.12.1) est l’application
(3.1.12.3) lim
−→
(V,ζ)∈W ◦y
F (eX˜ → eS˜ ← V ) −→ lim−→
((U→W←V ),ξ,ζ)∈V ◦
γ(y)
F (U →W ← V )
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induite par ι◦. Il suffit donc de montrer que ι◦ est cofinal. Soit ((U → W ← V ), ξ, ζ) ∈ Ob(Vγy).
Comme le topos (X˜, x) est local, on a un isomorphisme canonique fonctoriel Ux
∼
→ Γ(X˜, U). On
peut donc identifier ξ ∈ Ux à une section que l’on note encore ξ ∈ U(eX˜). Notons κ l’image de ξ
par l’application Ux →Ws déduite du morphisme U → f∗(W ). Le topos (S˜, s) étant local, on peut
identifier κ à une section que l’on note encore κ ∈W (eS˜). On obtient alors un morphisme de C
(3.1.12.4) eX˜
//
ξ

eS˜
κ

Voo
U // W Voo
Celui-ci induit clairement un morphisme de Vγy
(3.1.12.5) ι(V, ζ)→ ((U →W ← V ), ξ, ζ).
On en déduit que ι◦ est cofinal en vertu de ([4] IV 8.1.3(c)) ; d’où la proposition.
Corollaire 3.1.13. Sous les hypothèses de 3.1.12, si, de plus, Y˜ a assez de points, alors le
morphisme de changement de base p2∗ → γ
∗ (3.1.11.4) est un isomorphisme ; en particulier, le
foncteur p2∗ est exact.
Corollaire 3.1.14. Sous les hypothèses de 3.1.12, si, de plus, Y˜ est local de centre y, alors
le topos X˜
←
×S˜ Y˜ est local de centre γy.
En effet, pour tout faisceau F de X˜
←
×S˜ Y˜ , on a Γ(X˜
←
×S˜ Y˜ , F ) = Γ(Y˜ , p2∗(F )) = (p2∗(F ))y .
Par ailleurs, le morphisme
(3.1.14.1) Γ(X˜
←
×S˜ Y˜ , F ) = Γ(Y˜ , p2∗(F ))→ Γ(Y˜ , γ
∗(F ))
induit par le morphisme (3.1.11.4) s’identifie au morphisme défini par image inverse par γ. Le
morphisme canonique
(3.1.14.2) Γ(X˜
←
×S˜ Y˜ , F )→ Fγy
s’identifie donc à la fibre du morphisme p2∗(F )→ γ∗(F ) (3.1.11.4) en y, qui est un isomorphisme
en vertu de 3.1.12, d’où la proposition.
Corollaire 3.1.15. Conservons les hypothèses de 3.1.12, supposons, de plus, que Y˜ ait assez
de points. Alors :
(i) Pour tout faisceau F de X˜
←
×S˜ Y˜ , l’application canonique
(3.1.15.1) Γ(X˜
←
×S˜ Y˜ , F )→ (Y˜ , γ
∗F )
est bijective.
(ii) Pour tout faisceau abélien F de X˜
←
×S˜ Y˜ et tout entier i ≥ 0, l’application canonique
(3.1.15.2) Hi(X˜
←
×S˜ Y˜ , F )→ H
i(Y˜ , γ∗F )
est bijective.
Cela résulte aussitôt de 3.1.12 (cf. la preuve de l’énoncé analogue [2] VI.10.28).
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3.1.16. Soient X et Y deux U-sites dans lesquels les limites projectives finies sont représen-
tables, f+ : X → Y un foncteur continu et exact à gauche. On désigne par X˜ et Y˜ les topos des
faisceaux de U-ensembles sur X et Y , respectivement, par f : Y˜ → X˜ le morphisme de topos associé
à f+, et par eX et eY des objets finaux de X et Y , respectivement, qui existent par hypothèse.
Le topos X˜
←
×X˜ Y˜ est appelé topos co-évanescent de f . On peut le définir par un site un peu plus
simple que le site C associé au couple de foncteurs (idX , f+) introduit dans 3.1.1, comme suit.
On désigne par Df+ la catégorie des paires (U, V → f+(U)), où U est un objet de X et
V → f+(U) est un morphisme de Y ; un tel objet sera noté (V → U). Soient (V → U), (V ′ → U ′)
deux objets de Df+ . Un morphisme de (V ′ → U ′) dans (V → U) est la donnée de deux morphismes
V ′ → V de Y et U ′ → U de X , tels que le diagramme
(3.1.16.1) V ′ //

f+(U ′)

V // f+(U)
soit commutatif. Il résulte aussitôt des hypothèses que les limites projectives finies dans Df+ sont
représentables. On munit Df+ de la topologie co-évanescente ([2] VI.4.1), c’est-à-dire, la topologie
engendrée par les recouvrements
(3.1.16.2) {(Vi → Ui)→ (V → U)}i∈I
des deux types suivants :
(α) Ui = U pour tout i ∈ I, et (Vi → V )i∈I est une famille couvrante.
(β) (Ui → U)i∈I est une famille couvrante, et pour tout i ∈ I, le morphisme canonique
Vi → V ×f+(U) f
+(Ui) est un isomorphisme.
Le site ainsi défini est appelé site co-évanescent associé au foncteur f+ ; c’est un U-site. On désigne
par D̂f+ (resp. D˜f+) la catégorie des préfaisceaux (resp. le topos des faisceaux) de U-ensembles
sur Df+ .
Considérons le site C associé au couple de foncteurs (idX , f+) défini dans 3.1.1 et les foncteurs
ι+ : Df+ → C, (V → U) 7→ (U → U ← V ),(3.1.16.3)
+ : C → Df+ , (U → W ← V ) 7→ (V ×f+(W ) f
+(U)→ U).(3.1.16.4)
Il est clair que ι+ est un adjoint à gauche de + et que ι+ et + sont exacts à gauche. D’après ([2]
VI.4.8), les foncteurs ι+ et + sont continus. Ils définissent donc des morphismes de topos
ι : C˜ → D˜f+ ,(3.1.16.5)
 : D˜f+ → C˜.(3.1.16.6)
Les morphismes d’adjonction id → + ◦ ι+ et ι+ ◦ + → id induisent des morphismes ι∗ ◦ ∗ → id
et id→ ∗ ◦ ι∗ qui font de ι∗ un adjoint à droite de ∗.
Proposition 3.1.17 ([2] VI.4.10). Sous les hypothèses de 3.1.16, les morphismes d’adjonction
ι∗ ◦ ∗ → id et id→ ∗ ◦ ι∗ sont des isomorphismes. En particulier, ι (3.1.16.5) et  (3.1.16.6) sont
des équivalences de topos quasi-inverses l’une de l’autre.
3.1.18. Conservons les hypothèses de 3.1.16. Les foncteurs
p+1 : X → Df+ , U 7→ (f
+(U)→ U),(3.1.18.1)
p+2 : Y → Df+ , V 7→ (V → eX),(3.1.18.2)
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sont exacts à gauche et continus. Ils définissent donc deux morphismes de topos
p1 : D˜f+ → X˜,(3.1.18.3)
p2 : D˜f+ → Y˜ .(3.1.18.4)
Les morphismes p1 ◦ ι et p2 ◦ ι s’identifient aux morphismes p1 : C˜ → X˜ et p2 : C˜ → Y˜ définis dans
3.1.3. Le 2-morphisme (3.1.3.5)
(3.1.18.5) τ : fp2 → p1
est alors défini par le morphisme de foncteurs (fp2)∗ → p1∗ suivant : pour tout faisceau F sur Df+
et tout U ∈ Ob(X),
(3.1.18.6) f∗(p2∗(F ))(U)→ p1∗(F )(U)
est l’application canonique
(3.1.18.7) F (f+(U)→ eX)→ F (f+(U)→ U).
Dans la suite de ce livre, nous identifierons les topos D˜f+ et X˜
←
×X˜ Y˜ au moyen des équivalences
quasi-inverses l’une de l’autre ι et .
Le foncteur
(3.1.18.8) Ψ+ : Df+ → Y, (V → U) 7→ V
est continu et exact à gauche ([2] VI.4.13). Il définit donc un morphisme de topos
(3.1.18.9) Ψ: Y˜ → X˜
←
×X˜ Y˜
tel que p1Ψ = f , p2Ψ = idY˜ et τ ∗ Ψ = idf . Ces relations déterminent Ψ compte tenu de la
propriété universelle du topos co-évanescent.
(3.1.18.10) Y˜
f
||①①
①①
①①
①①
①①
idY˜
""❋
❋❋
❋❋
❋❋
❋❋
❋
Ψ

X˜
""❋
❋❋
❋❋
❋❋
❋❋
❋ X˜
←
×X˜ Y˜
p2 //p1oo Y˜
f
||②②
②②
②②
②②
②②
X˜
Le morphisme Ψ est appelé morphisme des cycles co-proches. De la relation p2∗Ψ∗ = idY˜ , on
obtient par adjonction un morphisme
(3.1.18.11) p∗2 → Ψ∗.
Celui-ci est un isomorphisme d’après ([2] VI.4.14) ; en particulier, le foncteur Ψ∗ est exact.
3.1.19. Soient X , Y , X ′ et Y ′ des U-sites dans lesquels les limites projectives sont représen-
tables,
(3.1.19.1) X
f+ //
u+

Y
v+

X ′
f ′+ // Y ′
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un diagramme de foncteurs continus et exacts à gauche, commutatif à isomorphisme près :
(3.1.19.2) a : v+ ◦ f+
∼
→ f ′+ ◦ u+.
On note X˜, Y˜ , X˜ ′ et Y˜ ′ les topos des faisceaux de U-ensembles sur X , Y , X ′ et Y ′, respectivement,
(3.1.19.3) Y˜ ′
f ′ //
v

X˜ ′
u

Y˜
f // X˜
le diagramme de morphismes de topos déduit de (3.1.19.1) et
(3.1.19.4) α : uf ′
∼
→ fv
l’isomorphisme induit par a. On désigne par Df+ (resp. Df ′+) le site co-évanescent associé à f+
(resp. f ′+) (3.1.16). On a un foncteur
(3.1.19.5) Φ+ : Df+ → Df ′+ ,
qui à tout objet (V → U) de Df+ associe l’objet (v+(V )→ u+(U)) de Df ′+ défini par le composé
(3.1.19.6) v+(V ) // v+(f+(U))
a(U) // f ′+(u+(U)) .
Il est clairement exact à gauche. Il est continu en vertu de ([2] VI.4.4). Il définit donc un morphisme
de topos
(3.1.19.7) Φ: X˜ ′
←
×X˜′ Y˜
′ → X˜
←
×X˜ Y˜ ,
qui n’est autre que le morphisme associé dans (3.1.5.4) au diagramme commutatif (3.1.19.3).
Le diagramme
(3.1.19.8) Y˜ ′ Ψ
′
//
v

X˜ ′
←
×X˜′ Y˜
′
Φ

Y˜
Ψ // X˜
←
×X˜ Y˜
où Ψ et Ψ′ sont les morphismes des cycles co-proches (3.1.18.9), est clairement commutatif à
isomorphisme canonique près.
3.2. Limite projective de topos co-évanescents
3.2.1. On désigne par M la catégorie des morphismes de schémas et par C la catégorie des
morphismes de M. Les objets de C sont donc des diagrammes commutatifs de morphismes de
schémas
(3.2.1.1) V //

U

Y // X
où l’on considère les flèches horizontales comme des objets de M et les flèches verticales comme des
morphismes de M ; un tel objet sera noté (V, U, Y,X). On désigne par D la sous-catégorie pleine
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de C formée des objets (V, U, Y,X) tels que les morphismes U → X et V → Y soient étales de
présentation finie. Le “foncteur but”
(3.2.1.2) D→M, (V, U, Y,X) 7→ (Y → X),
fait de D une catégorie fibrée, clivée et normalisée. Avec les notations de 2.1.17, tout morphisme
de schémas f : Y → X induit un foncteur
(3.2.1.3) f+coh : E´tcoh/X → E´tcoh/Y .
La catégorie fibre Df de (3.2.1.2) au-dessus de f est la catégorie sous-jacente au site co-évanescent
Df+coh
associé au foncteur f+coh (3.1.16). Pour tout diagramme commutatif de morphismes de sché-
mas
(3.2.1.4) Y ′
f ′ //
g′

X ′
g

Y
f // X
le foncteur image inverse de (3.2.1.2) associé au morphisme (g′, g) de M est le foncteur
(3.2.1.5) Φ+ : Df → Df ′ , (V → U) 7→ (V ×Y Y ′ → U ×X X ′).
Celui-ci est continu et exact à gauche d’après 3.1.19. Munissant chaque fibre deD/M de la topologie
co-évanescente (3.1.16), D devient un U-site fibré ([4] VI 7.2.4). On désigne par
(3.2.1.6) F→M
le U-topos fibré associé àD/M ([4] VI 7.2.6). La catégorie fibre de F au-dessus d’un objet f : Y → X
de M est le topos D˜f des faisceaux de U-ensembles sur le site co-évanescent Df , et le foncteur
image inverse relatif au morphisme défini par le diagramme (3.2.1.4) est le foncteur Φ∗ : D˜f → D˜f ′
image inverse par le morphisme de topos Φ: D˜f ′ → D˜f associé au morphisme de sites Φ+ (3.2.1.5).
On note
(3.2.1.7) F∨ →M◦
la catégorie fibrée obtenue en associant à tout objet f : Y → X de M la catégorie Ff = D˜f , et à
tout morphisme défini par un diagramme (3.2.1.4) le foncteur Φ∗ : D˜f ′ → D˜f image directe par le
morphisme de topos Φ: D˜f ′ → D˜f .
3.2.2. Soient I une catégorie cofiltrante essentiellement petite ([4] I 2.7 et 8.1.8),
(3.2.2.1) ϕ : I →M, i 7→ (fi : Yi → Xi)
un foncteur tel que pour tout morphisme j → i de I, les morphismes Yj → Yi et Xj → Xi soient
affines. On suppose qu’il existe i0 ∈ Ob(I) tel que Xi0 et Yi0 soient cohérents. On désigne par
Dϕ → I(3.2.2.2)
Fϕ → I(3.2.2.3)
F∨ϕ → I
◦(3.2.2.4)
les site, topos et catégorie fibrés déduits de D (3.2.1.2), F (3.2.1.6) et F∨ (3.2.1.7), respectivement,
par changement de base par le foncteur ϕ. On notera que Fϕ est le topos fibré associé à Dϕ ([4]
VI 7.2.6.8). D’après ([30] 8.2.3), les limites projectives
(3.2.2.5) X = lim
←−
i∈Ob(I)
Xi et Y = lim
←−
i∈Ob(I)
Yi
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sont représentables dans la catégorie des schémas. Les morphismes (fi)i∈I induisent un morphisme
f : Y → X , qui représente la limite projective du foncteur (3.2.2.1).
Pour tout i ∈ Ob(I), on a un diagramme commutatif canonique
(3.2.2.6) Y
f //

X

Yi
fi // Xi
Il lui correspond un foncteur image inverse (3.2.1.5)
(3.2.2.7) Φ+i : Dfi → Df ,
qui est continu et exact à gauche, et par suite un morphisme de topos
(3.2.2.8) Φi : D˜f → D˜fi .
On a un foncteur naturel
(3.2.2.9) Dϕ → Df ,
dont la restriction à la fibre au-dessus de tout i ∈ Ob(I) est le foncteur Φ+i (3.2.2.7). Ce foncteur
transforme morphisme cartésien en isomorphisme. Il se factorise donc de façon unique à travers un
foncteur ([4] VI 6.3)
(3.2.2.10) lim
−→
I◦
Dϕ → Df .
Le I-foncteur Dϕ → Df × I déduit de (3.2.2.9) est un morphisme cartésien de sites fibrés ([4] VI
7.2.2). Il induit donc un morphisme cartésien de topos fibrés ([4] VI 7.2.7)
(3.2.2.11) D˜f × I → Fϕ.
Proposition 3.2.3. Le couple formé du topos D˜f et du morphisme (3.2.2.11) est une limite
projective du topos fibré Fϕ/I ([4] VI 8.1.1).
On notera d’abord que le foncteur (3.2.2.10) est une équivalence de catégories en vertu de ([30]
8.8.2 et 17.7.8). Soient T un U-topos,
(3.2.3.1) h : T × I → Fϕ
un morphisme cartésien de topos fibrés au-dessus de I. Notons εI : Dϕ → Fϕ le foncteur cartésien
canonique ([4] VI (7.2.6.7)), et posons
(3.2.3.2) h+ = h∗ ◦ εI : Dϕ → T × I.
Pour tout i ∈ Ob(I), on désigne par
(3.2.3.3) h+i : Dfi → T
la restriction de h+ aux fibres au-dessus de i. Compte tenu de l’équivalence de catégories (3.2.2.10)
et de ([4] VI 6.2), il existe un et un essentiellement unique foncteur
(3.2.3.4) g+ : Df → T
tel que h+ soit isomorphe au composé
(3.2.3.5) Dϕ // Df × I
g+×idI // T × I ,
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où la première flèche est le foncteur déduit de (3.2.2.9). Montrons que g+ est un morphisme de
sites. Pour tout objet (V → U) de Df , il existe i ∈ Ob(I), un objet (Vi → Ui) de Dfi et un
isomorphisme de Df
(3.2.3.6) (V → U)
∼
→ Φ+i (Vi → Ui).
Comme les foncteurs h+i et Φ
+
i sont exacts à gauche, on en déduit que g
+ est exact à gauche.
D’autre part, tout recouvrement fini de type (α) (resp. (β)) de Df (3.1.16) est l’image inverse d’un
recouvrement de type (α) (resp. (β)) de Dfi pour un objet i ∈ I, en vertu de ([30] 8.10.5(vi)).
Comme les schémas X et Y sont cohérents, on en déduit que g+ transforme les recouvrements de
type (α) (resp. (β)) de Df en familles épimorphiques de T . Par suite, g+ est continu en vertu de
([2] VI.4.4). Il définit donc un morphisme de topos
(3.2.3.7) g : T → D˜f
tel que h soit isomorphe au composé
(3.2.3.8) T × I
g×idI // D˜f × I // Fϕ ,
où la seconde flèche est le morphisme (3.2.2.11). Un tel morphisme g est essentiellement unique
car la “restriction” g+ : Df → T du foncteur g∗ est essentiellement unique d’après ce qui précède,
d’où la proposition.
3.2.4. MunissonsDϕ de la topologie totale ([4] VI 7.4.1) et notons Top(Dϕ) le topos des fais-
ceaux de U-ensembles sur Dϕ. D’après ([4] VI 7.4.7), on a une équivalence canonique de catégories
(2.1.6)
(3.2.4.1) Top(Dϕ)
∼
→ HomI◦(I
◦,F∨ϕ).
D’autre part, le foncteur naturel Dϕ → Df (3.2.2.9) est un morphisme de sites ([4] VI 7.4.4) et
définit donc un morphisme de topos
(3.2.4.2) ̟ : D˜f → Top(Dϕ).
En vertu de 3.2.3 et ([4] VI 8.2.9), il existe une équivalence de catégories Θ qui s’insère dans un
diagramme commutatif
(3.2.4.3) D˜f
Θ
∼
//
̟∗

Homcart/I◦(I
◦,F∨ϕ) _

Top(Dϕ)
∼ // HomI◦(I◦,F∨ϕ)
où la flèche horizontale inférieure est l’équivalence de catégories (3.2.4.1) et la flèche verticale de
droite est l’injection canonique.
Pour tout objet F de Top(Dϕ), si {i 7→ Fi} est la section correspondante de HomI◦(I◦,F∨ϕ),
on a un isomorphisme canonique fonctoriel ([4] VI 8.5.2)
(3.2.4.4) ̟∗(F )
∼
→ lim
−→
i∈I◦
Φ∗i (Fi).
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Corollaire 3.2.5. Soient F un faisceau de Top(Dϕ), {i 7→ Fi} la section de HomI◦(I◦,F∨ϕ)
qui lui est associée par l’équivalence de catégories (3.2.4.1). Alors, on a un isomorphisme canonique
fonctoriel
(3.2.5.1) lim
−→
i∈I◦
Γ(D˜fi , Fi)
∼
→ Γ(D˜f , lim
−→
i∈I◦
Φ∗i (Fi)).
Corollaire 3.2.6. Soit F un faisceau abélien de Top(Dϕ) et soit {i 7→ Fi} la section de
HomI◦(I
◦,F∨ϕ) qui lui est associée par l’équivalence de catégories (3.2.4.1). Alors, pour tout entier
q ≥ 0, on a un isomorphisme canonique fonctoriel
(3.2.6.1) lim
−→
i∈I◦
Hq(D˜fi , Fi)
∼
→ Hq(D˜f , lim
−→
i∈I◦
Φ∗i (Fi)).
Les corollaires 3.2.5 et 3.2.6 résultent de 3.2.3 et ([4] VI 8.7.7). On notera que les conditions
requises dans ([4] VI 8.7.1 et 8.7.7) sont satisfaites en vertu de 3.1.8(iii), 3.1.9(i) et ([4] VI 3.3, 5.1
et 5.2).
3.3. Topos de Faltings
On rappelle dans cette section la définition du topos de Faltings suivant l’approche développée
dans ([2] VI.10). On établit aussi quelques propriétés supplémentaires.
3.3.1. On désigne par R la catégorie des revêtements étales (i.e., la sous-catégorie pleine de
la catégorie des morphismes de schémas, formée des revêtements étales) et par
(3.3.1.1) R → Sch
le “foncteur but”, qui fait de R une catégorie fibrée clivée et normalisée au-dessus de Sch (2.1.5)
([23] VI) : la catégorie fibre au-dessus de tout schéma X est canoniquement équivalente à la
catégorie E´tf/X , et pour tout morphisme de schémas f : Y → X , le foncteur image inverse
f+ : E´tf/X → E´tf/Y n’est autre que le foncteur changement de base par f (2.1.17). Munissant
chaque fibre de la topologie étale, R/Sch devient un U-site fibré ([4] VI 7.2.1).
3.3.2. Dans cette section, f : Y → X désigne un morphisme de schémas et
(3.3.2.1) π : E → E´t/X
le U-site fibré déduit du site fibré des revêtements étales R/Sch (3.3.1.1) par changement de base
par le foncteur
(3.3.2.2) E´t/X → Sch, U 7→ U ×X Y.
On dit que π est le site fibré de Faltings associé à f ([2] VI.10.1). On peut décrire explicitement la
catégorie E de la façon suivante. Les objets de E sont les morphismes de schémas V → U au-dessus
de f : Y → X tels que le morphisme U → X soit étale et que le morphisme V → UY = U ×X Y
soit étale fini. Soient (V ′ → U ′), (V → U) deux objets de E. Un morphisme de (V ′ → U ′) dans
(V → U) est la donnée d’un X-morphisme U ′ → U et d’un Y -morphisme V ′ → V tels que le
diagramme
(3.3.2.3) V ′ //

U ′

V // U
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soit commutatif. Le foncteur π est alors défini pour tout objet (V → U) de E, par
(3.3.2.4) π(V → U) = U.
La fibre de E au-dessus d’un objet U de E´t/X s’identifie canoniquement au site fini étale de UY .
On note
(3.3.2.5) ιU ! : E´tf/UY → E, V 7→ (V → U)
le foncteur canonique ([2] (VI.5.1.2)).
On munit E de la topologie co-évanescente associée à π ([2] VI.5.3), autrement dit, la topologie
engendrée par les recouvrements {(Vi → Ui)→ (V → U)}i∈I des deux types suivants :
(v) Ui = U pour tout i ∈ I, et (Vi → V )i∈I est un recouvrement étale.
(c) (Ui → U)i∈I est un recouvrement étale et Vi = Ui ×U V pour tout i ∈ I.
Le site co-évanescent E ainsi défini est encore appelé site de Faltings associé à f ; c’est un U-site. On
désigne par Ê (resp. E˜) la catégorie des préfaisceaux (resp. le topos des faisceaux) de U-ensembles
sur E. On appelle E˜ le topos de Faltings associé à f ([2] VI.10.1).
On désigne par
(3.3.2.6) F→ E´t/X
le U-topos fibré associé à π. La catégorie fibre de F au-dessus de tout U ∈ Ob(E´t/X) est canonique-
ment équivalente au topos fini étale (UY )f e´t de UY (2.1.17) et le foncteur image inverse pour tout
morphisme t : U ′ → U de E´t/X s’identifie au foncteur (tY )∗f e´t : (UY )f e´t → (U
′
Y )f e´t image inverse
par le morphisme de topos (tY )f e´t : (U ′Y )f e´t → (UY )f e´t ([2] VI.9.3). On désigne par
(3.3.2.7) F∨ → (E´t/X)
◦
la catégorie fibrée obtenue en associant à tout U ∈ Ob(E´t/X) la catégorie (UY )f e´t, et à tout
morphisme t : U ′ → U de E´t/X le foncteur (tY )f e´t∗ : (U ′Y )f e´t → (UY )f e´t image directe par le
morphisme de topos (tY )f e´t. On désigne par
(3.3.2.8) P∨ → (E´t/X)
◦
la catégorie fibrée obtenue en associant à tout U ∈ Ob(E´t/X) la catégorie (E´tf/UY )
∧ des préfais-
ceaux de U-ensembles sur E´tf/UY , et à tout morphisme t : U
′ → U de E´t/X le foncteur
(3.3.2.9) (tY )f e´t∗ : (E´tf/U ′Y )
∧ → (E´tf/UY )
∧
obtenu en composant avec le foncteur image inverse t+Y : E´tf/UY → E´tf/U ′Y .
On a une équivalence de catégories ([2] VI.5.2)
Ê → Hom(E´t/X)◦((E´t/X)
◦,P∨)(3.3.2.10)
F 7→ {U 7→ F ◦ ιU !}.
On identifiera dans la suite F à la section {U 7→ F ◦ ιU !} qui lui est associée par cette équivalence.
D’après ([2] VI.5.11), le foncteur (3.3.2.10) induit un foncteur pleinement fidèle
(3.3.2.11) E˜ → Hom(E´t/X)◦((E´t/X)
◦,F∨),
d’image essentielle les sections {U 7→ FU} vérifiant une condition de recollement.
Les foncteurs
σ+ : E´t/X → E, U 7→ (UY → U),(3.3.2.12)
αX! : E´tf/Y → E, V 7→ (V → X).(3.3.2.13)
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sont exacts à gauche et continus ([2] VI.10.6). Ils définissent donc deux morphismes de topos
σ : E˜ → Xe´t,(3.3.2.14)
β : E˜ → Yf e´t.(3.3.2.15)
Pour tout faisceau F = {U 7→ FU} sur E, on a β∗(F ) = FX .
Le foncteur
(3.3.2.16) ψ+ : E → E´t/Y , (V → U) 7→ V
est continu et exact à gauche ([2] VI.10.7). Il définit donc un morphisme de topos
(3.3.2.17) ψ : Ye´t → E˜.
Nous changeons ici de notations par rapport à loc. cit., en réservant la notation Ψ aux foncteurs des
cycles co-proches dans le sens strict (3.1.18.9). Pour tout faisceau F de Ye´t, on a un isomorphisme
canonique de E˜
(3.3.2.18) ψ∗(F )
∼
→ {U 7→ ρUY ∗(F |UY )},
où pour tout objet U de E´t/X , ρUY : (UY )e´t → (UY )f e´t est le morphisme canonique (2.1.17.1).
3.3.3. On désigne par E´tcoh/X la sous-catégorie pleine de E´t/X formée des schémas étales
de présentation finie sur X , munie de la topologie induite par celle de E´t/X (2.1.17), et par
(3.3.3.1) πcoh : Ecoh → E´tcoh/X
le site fibré déduit de π (3.3.2.1) par changement de base par le foncteur d’injection canonique
(3.3.3.2) E´tcoh/X → E´t/X .
On munit Ecoh de la topologie co-évanescente définie par πcoh ([2] VI.5.3). D’après ([2] VI.10.4), si
X est quasi-séparé, la projection canonique Ecoh → E induit par restriction une équivalence entre
le topos E˜ et le topos des faisceaux de U-ensembles sur Ecoh. De plus, sous la même hypothèse, la
topologie co-évanescente de Ecoh est induite par celle de E.
3.3.4. On désigne par Df+ le site co-évanescent du foncteur f+ : E´t/X → E´t/Y de change-
ment de base par f , et par Xe´t
←
×Xe´t Ye´t le topos co-évanescent du morphisme fe´t : Ye´t → Xe´t (cf.
3.1.16). Tout objet de E est naturellement un objet de Df+ . On définit ainsi un foncteur pleinement
fidèle et exact à gauche
(3.3.4.1) ρ+ : E → Df+ .
Celui-ci est continu d’après ([2] VI.10.15). Il définit donc un morphisme de topos
(3.3.4.2) ρ : Xe´t
←
×Xe´t Ye´t → E˜.
Il résulte aussitôt des définitions (3.1.18) que les carrés du diagramme
(3.3.4.3) Xe´t Xe´t
←
×Xe´t Ye´t
p1oo
ρ

p2 // Ye´t
ρY

Xe´t E˜
σoo β // Yf e´t
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où ρY est le morphisme canonique (2.1.17.1), et le diagramme
(3.3.4.4) Ye´t
Ψ //
ψ
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏ Xe´t
←
×Xe´t Ye´t
ρ

E˜
sont commutatifs à isomorphismes canoniques près.
Proposition 3.3.5. Supposons X et Y cohérents. Alors,
(i) Pour tout objet (V → U) de Ecoh (3.3.3), le faisceau associé (V → U)a est un objet cohérent
de E˜.
(ii) Le topos E˜ est cohérent ; en particulier, il a suffisamment de points.
(iii) Le morphisme ρ (3.3.4.2) est cohérent.
Les propositions (i) et (ii) sont mentionnées à titre de rappel ([2] VI.10.5). Montrons la propo-
sition (iii). Avec les notations de 2.1.17, le morphisme f induit un foncteur
(3.3.5.1) f+coh : E´tcoh/X → E´tcoh/Y .
On note Df+
coh
le site co-évanescent associé à f+coh (3.1.16). D’après 3.1.19, le foncteur d’injection
canonique Df+coh → Df
+ est continu et exact à gauche. Il induit une équivalence entre les topos
associés. Pour tout objet (V → U) de Ecoh, ρ+(V → U) est un objet de Df+coh . La proposition (iii)
résulte alors de (i), 3.1.8(iii) et ([4] VI 3.2) appliqué à la famille topologiquement génératrice Ecoh
de E.
Proposition 3.3.6 ([2] VI.10.21). Si les schémas X et Y sont cohérents, lorsque (y  x)
décrit la famille des points de Xe´t
←
×Xe´t Ye´t (3.1.10), la famille des foncteurs fibres de E˜ associés
aux points ρ(y  x) est conservative (3.3.4.2) ([4] IV 6.4.0).
On notera que sous les mêmes hypothèses, la famille des foncteurs fibres de Xe´t
←
×Xe´t Ye´t
associés aux points (y  x) est conservative en vertu de 3.1.9(i).
3.3.7. Soient X → X un morphisme, Y = Y ×X X, f : Y → X la projection canonique,
X e´t
←
×X e´t Y e´t le topos co-évanescent et E˜ le topos de Faltings associés à f . On vérifie aussitôt que
le diagramme
(3.3.7.1) X e´t
←
×X e´t Y e´t
ρ

ν // Xe´t
←
×Xe´t Ye´t
ρ

E˜
Φ // E˜
où les morphismes ν et Φ sont définis par fonctorialité (3.1.19.7) et ([2] (VI.10.12.5)), et ρ et ρ
sont les morphismes canoniques (3.3.4.2), est commutatif à isomorphisme canonique près. On en
déduit un morphisme de changement de base (cf. [1] 1.2.2)
(3.3.7.2) c : Φ∗ρ∗ → ρ∗ν
∗.
En restreignant aux faisceaux abéliens, on déduit un morphisme pour tout entier q ≥ 0,
(3.3.7.3) cq : Φ∗Rqρ∗ → Rqρ∗ν
∗.
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Proposition 3.3.8. Conservons les hypothèses et notations de 3.3.7, supposons, de plus, que
l’une des deux hypothèses suivantes soit satisfaite :
(a) X est étale au-dessus de X ;
(b) le morphisme f : Y → X est cohérent, et X est le localisé strict de X en un point géomé-
trique x de X.
Alors,
(i) Pour tout faisceau F de Xe´t
←
×Xe´t Ye´t, le morphisme de changement de base (3.3.7.2)
(3.3.8.1) c(F ) : Φ∗(ρ∗F )→ ρ∗(ν
∗F )
est un isomorphisme.
(ii) Pour tout faisceau abélien F de Xe´t
←
×Xe´t Ye´t et tout entier q ≥ 0, le morphisme de
changement de base (3.3.7.3)
(3.3.8.2) cq(F ) : Φ∗(Rqρ∗F )→ R
qρ
∗
(ν∗F )
est un isomorphisme.
Considérons d’abord le cas (a). Notons (Y → X)a le faisceau de E˜ associé à l’objet (X → Y )
de E. D’après ([2] VI.10.14), on a une équivalence canonique
(3.3.8.3) E˜
∼
→ E˜/(Y→X)a ,
dont le composé avec le morphisme de localisation de E˜ en (Y → X)a est égal à Φ. D’après ([2]
VI.4.18), on a une équivalence canonique
(3.3.8.4) X e´t
←
×X e´t Y e´t
∼
→ (Xe´t
←
×Xe´t Ye´t)/ρ∗((Y→X)a),
dont le composé avec le morphisme de localisation de Xe´t
←
×Xe´t Ye´t en ρ
∗((Y → X)a) est égal à ν.
De plus, ρ s’identifie à la restriction de ρ au-dessus de (Y → X)a ([4] IV (5.10.3)). La proposition
(i) s’ensuit aussitôt, et la proposition (ii) est une conséquence de ([4] V 5.1(3)).
Considérons ensuite le cas (b). Choisissons un voisinage étale affine X ′0 de x dans X et notons
Vx la catégorie des X ′0-schémas étales x-pointés qui sont affines au-dessus de X
′
0 (cf. [4] VIII 3.9
et 4.5). Tout objet X ′ de Vx donne lieu à un diagramme à carrés commutatifs à isomorphismes
canoniques près
(3.3.8.5) X e´t
←
×X e´t Y e´t
ρ

νX′ // X ′e´t
←
×X′
e´t
(Y ×X X ′)e´t
ρX′

νX′ // Xe´t
←
×Xe´t Ye´t
ρ

E˜
ΦX′ // E˜X′
ΦX′ // E˜
où X ′e´t
←
×X′
e´t
(Y ×X X ′)e´t est le topos co-évanescent et E˜X′ est le topos de Faltings associés à la
projection canonique f ′ : Y ×X X ′ → X ′, ρX′ est le morphisme canonique (3.3.4.2) et les flèches
horizontales sont les morphismes de fonctorialité.
Suivant 3.2.1, on désigne par
(3.3.8.6) F→ Vx
le topos fibré obtenu en associant à tout objet X ′ de Vx le topos X ′e´t
←
×X′e´t (Y ×X X
′)e´t, et à tout
morphisme X ′′ → X ′ de Vx le foncteur
X ′e´t
←
×X′e´t (Y ×X X
′)e´t → X
′′
e´t
←
×X′′e´t (Y ×X X
′′)e´t
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image inverse par le morphisme de fonctorialité. En vertu de 3.2.3, les morphismes νX′ identifient
le topos X e´t
←
×X e´t Y e´t à la limite projective du topos fibré F.
Suivant ([2] VI.11.1), on désigne par
(3.3.8.7) G→ Vx
le topos fibré obtenu en associant à tout objet X ′ de Vx le topos E˜X′ , et à tout morphisme
X ′′ → X ′ de Vx le foncteur E˜X′ → E˜X′′ image inverse par le morphisme de fonctorialité. En vertu
de ([2] VI.11.3), les morphismes ΦX′ identifient le topos E˜ à la limite projective du topos fibré G.
Les morphismes ρX′ , pour X ′ ∈ Ob(Vx), définissent un morphisme de topos fibrés ([4] VI
7.1.6)
(3.3.8.8) ̺ : F→ G.
Le morphisme ρ se déduit de ̺ par passage à la limite projective ([4] VI 8.1.4).
D’après ([4] VI 8.5.10), pour tout objet F de Xe´t
←
×Xe´t Ye´t, on a un isomorphisme canonique
(3.3.8.9) ρ
∗
(ν∗(F ))
∼
→ lim
−→
X′∈Ob(Vx)
Φ∗X′(ρX′∗(ν
∗
X′(F ))).
On notera que les conditions requises dans ([4] VI 8.5.10) sont satisfaites en vertu de 3.1.8(iii),
3.1.9(i), 3.3.5 et ([4] VI 3.3 et 5.1). Par ailleurs, compte tenu de ([1] 1.2.4(i)), le morphisme c(F )
(3.3.8.1) s’identifie à la limite inductive des morphismes
(3.3.8.10) Φ∗X′(Φ
∗
X′(ρ∗(F )))→ Φ
∗
X′(ρX′∗(ν
∗
X′(F )))
déduits des morphismes de changement de base relativement au carré de droite de (3.3.8.5). Ces
derniers sont des isomorphismes d’après le cas (a) ; d’où la proposition (i) dans le cas (b).
On démontre de même la proposition (ii) en utilisant ([4] VI 8.7.5).
3.3.9. Supposons X strictement local de point fermé x. D’après ([2] VI.10.23 et VI.10.24),
on a un morphisme canonique de topos
(3.3.9.1) θ : Yf e´t → E˜,
qui est une section de β (3.3.2.15), i.e., on a un isomorphisme canonique
(3.3.9.2) βθ
∼
→ idYfe´t .
On obtient un morphisme de changement de base ([2] (VI.10.24.4))
(3.3.9.3) β∗ → θ∗.
D’après 3.1.11, le point x définit une section canonique
(3.3.9.4) Ye´t → Xe´t
←
×Xe´t Ye´t.
En vertu de ([2] VI.10.25), le diagramme
(3.3.9.5) Ye´t
γ //
ρY

Xe´t
←
×Xe´t Ye´t
ρ

Yf e´t
θ // E˜
où ρY est le morphisme canonique (2.1.17.1), est commutatif à isomorphisme canonique près. Il
induit donc un morphisme de changement de base
(3.3.9.6) θ∗ρ∗ → ρY ∗γ∗.
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En restreignant aux faisceaux abéliens, on déduit un morphisme pour tout entier q ≥ 0 (cf. [1]
1.2.2)
(3.3.9.7) θ∗Rqρ∗ → RqρY ∗γ∗.
Proposition 3.3.10. Conservons les hypothèses et notations de 3.3.9. Alors,
(i) Le morphisme de changement de base β∗ → θ∗ (3.3.9.3) est un isomorphisme ; en particulier,
le foncteur β∗ est exact.
(ii) Pour tout faisceau F de Xe´t
←
×Xe´t Ye´t, le morphisme de changement de base (3.3.9.6)
(3.3.10.1) θ∗(ρ∗(F ))→ ρY ∗(γ∗(F ))
est un isomorphisme.
(iii) Pour tout faisceau abélien F de Xe´t
←
×Xe´t Ye´t et tout entier q ≥ 0, le morphisme de
changement de base (3.3.9.7)
(3.3.10.2) θ∗(Rqρ∗(F ))→ RqρY ∗(γ∗(F ))
est un isomorphisme.
La proposition (i) est mentionnée à titre de rappel ([2] VI.10.27). Considérons le diagramme
(3.3.10.3) Ye´t
γ //
ρY

Xe´t
←
×Xe´t Ye´t
ρ

p2 // Ye´t
ρY

Yf e´t
θ // E˜
β // Yf e´t
dont les carrés sont commutatifs à isomorphismes canoniques près (3.3.4.3) et (3.3.9.5).
Le diagramme de morphismes de foncteurs
(3.3.10.4) θ∗ρ∗
c // ρY ∗γ∗
β∗ρ∗
a
OO
d // ρY ∗p2∗
b
OO
où a est induit par (3.3.9.3), b est induit par (3.1.11.4), c est le morphisme de changement de base
(3.3.9.6) et d est l’isomorphisme de commutativité du carré de droite de (3.3.10.3), est commutatif.
En effet, d’après ([1] 1.2.4(iii)), c◦a est le morphisme de changement de base relativement au carré
commutatif
(3.3.10.5) Ye´t
γ //
ρY

Xe´t
←
×Xe´t Ye´t
βρ

Yf e´t Yf e´t
La proposition (ii) résulte de (3.3.10.4), (i) et 3.1.12.
Restreignant aux faisceaux abéliens, pour tout entier q ≥ 0, le diagramme de morphismes de
foncteurs
(3.3.10.6) θ∗Rqρ∗
cq // RqρY ∗γ∗
β∗R
qρ∗
aq
OO
dq // RqρY ∗p2∗
bq
OO
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où aq est induit par (3.3.9.3), bq est induit par (3.1.11.4), cq est le morphisme de changement de
base (3.3.9.7) et dq est l’isomorphisme déduit de la relation βρ = ρY p2 (3.3.10.3) et de l’exactitude
des foncteurs β∗ et p2∗ (cf. (i) et 3.1.12), est commutatif. En effet, d’après ([1] 1.2.4(v)), cq ◦ aq est
le morphisme de changement de base relativement au carré commutatif (3.3.10.5). La proposition
(iii) résulte de (3.3.10.6), (i) et 3.1.12.
3.3.11. Soient x un point géométrique de X , X le localisé strict de X en x, Y = Y ×X X,
f : Y → X la projection canonique, X e´t
←
×X e´t Y e´t le topos co-évanescent et E˜ le topos de Faltings
associés à f . Les deux carrés du diagramme
(3.3.11.1) Y e´t
γ //
ρY

X e´t
←
×X e´t Y e´t
ρ

ν // Xe´t
←
×Xe´t Ye´t
ρ

Y f e´t
θ // E˜
Φ // E˜
où γ est la section canonique définie par le point géométrique x (3.1.11), θ est le morphisme
(3.3.9.1), Φ et ν sont induits par fonctorialité par le morphisme canonique X → X , ρ et ρ sont les
morphismes canoniques (3.3.4.2) et ρY est le morphisme canonique (2.1.17.1), sont commutatifs à
isomorphismes canoniques près (3.3.7.1) et (3.3.9.5). On pose
φx = γ
∗ ◦ ν∗ : Xe´t
←
×Xe´t Ye´t → Y e´t,(3.3.11.2)
ϕx = θ
∗ ◦ Φ∗ : E˜ → Y f e´t.(3.3.11.3)
On note
(3.3.11.4) c : ϕxρ∗ → ρY ∗φx
le morphisme de changement de base relativement au rectangle extérieur du diagramme (3.3.11.1).
En restreignant aux faisceaux abéliens, on déduit un morphisme pour tout entier q ≥ 0
(3.3.11.5) cq : ϕxR
qρ∗ → R
qρY ∗φx.
On renvoie à ([1] 1.2.2) pour la définition du morphisme de changement de base.
Proposition 3.3.12. Conservons les hypothèses et notations de 3.3.11 ; supposons de plus que
le morphisme f : Y → X soit cohérent. Alors,
(i) Le diagramme
(3.3.12.1) ϕxρ∗ρ∗
c∗ρ∗ // ρY ∗φxρ∗
ϕx
a
OO
b // ρY ∗ρ∗Y ϕx
où a et b sont induits par les morphismes d’adjonction id → ρ∗ρ∗ et id → ρY ∗ρ∗Y , est
commutatif.
(ii) Pour tout faisceau F de Xe´t
←
×Xe´t Ye´t, le morphisme de changement de base (3.3.11.4)
(3.3.12.2) c(F ) : ϕx(ρ∗(F ))→ ρY ∗(φx(F ))
est un isomorphisme.
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(iii) Pour tout faisceau abélien F de Xe´t
←
×Xe´t Ye´t et tout entier q ≥ 0, le morphisme de
changement de base (3.3.11.5)
(3.3.12.3) cq : ϕx(R
qρ∗(F ))→ R
qρY ∗(φx(F ))
est un isomorphisme.
(i) En effet, les triangles du diagramme
(3.3.12.4) ρ∗Y ϕxρ∗ρ
∗
c′
&&▼▼
▼▼
▼▼
▼▼
▼▼
φxρ
∗ρ∗ρ
∗
d

ρ∗Y ϕx
ρ∗Y ∗a
OO
φxρ
∗
où c′ est le morphisme adjoint de c ∗ ρ∗ et d est induit par le morphisme d’adjonction ρ∗ρ∗ → id,
sont commutatifs en vertu de ([4] XVII 2.1.3).
(ii) Notons
c1 : Φ
∗ρ∗ → ρ∗ν
∗,(3.3.12.5)
c2 : θ
∗ρ
∗
→ ρY ∗γ
∗,(3.3.12.6)
les morphismes de changement de base relativement au carré de droite et au carré de gauche du
diagramme (3.3.11.1), respectivement. D’après ([1] 1.2.4(i)), on a
(3.3.12.7) c(F ) = c2(ν∗(F )) ◦ θ∗(c1(F )).
Comme c1(F ) est un isomorphisme en vertu de 3.3.8(i), et que c2(ν∗(F )) est un isomorphisme en
vertu de 3.3.10(ii), c(F ) est un isomorphisme.
(iii) Il suffit de calquer la preuve de (ii) en utilisant 3.3.8(ii), 3.3.10(iii) et ([1] 1.2.4(ii)).
Corollaire 3.3.13. Supposons que les schémas X et Y soient cohérents, et que pour tout
point géométrique x de X, notant X(x) le localisé strict de X en x, le schéma Y(x) = Y ×X X(x)
ait un nombre fini de composantes connexes. Alors, le morphisme d’adjonction id → ρ∗ρ
∗ est un
isomorphisme (3.3.4.2) ; en particulier, le foncteur
(3.3.13.1) ρ∗ : E˜ → Xe´t
←
×Xe´t Ye´t
est pleinement fidèle.
En effet, soient x un point géométrique de X , ρY(x) : Y(x),e´t → Y(x),f e´t le foncteur canonique
(2.1.17.1), ϕx : E˜ → Y(x),f e´t le foncteur défini dans (3.3.11.3). En vertu de ([2] VI.9.18), le mor-
phisme d’adjonction id→ ρY(x)∗ρ
∗
Y(x)
est un isomorphisme. On en déduit, d’après 3.3.12(i)-(ii), que
le morphisme ϕx → ϕxρ∗ρ∗ induit par le morphisme d’adjonction id→ ρ∗ρ∗ est un isomorphisme.
La proposition s’ensuit puisque la famille des foncteurs ϕx lorsque x décrit l’ensemble des points
géométriques de X , est conservative d’après ([2] VI.10.32).
Corollaire 3.3.14. Soient P un ensemble de nombres premiers, F un faisceau abélien de
P-torsion de E˜, q un entier ≥ 1. Supposons que les schémas X et Y soient cohérents, et que pour
tout point géométrique x de X, notant X(x) le localisé strict de X en x, le schéma Y(x) = Y ×XX(x)
soit K(π, 1) pour les faisceaux abéliens de P-torsion (2.2.2). Alors, on a
(3.3.14.1) Rqρ∗(ρ∗(F )) = 0.
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En effet, soient x un point géométrique de X , ρY(x) : Y(x),e´t → Y(x),f e´t le foncteur canonique
(2.1.17.1),
φx : Xe´t
←
×Xe´t Ye´t → Y(x),e´t,(3.3.14.2)
ϕx : E˜ → Y(x),f e´t,(3.3.14.3)
les foncteurs définis dans (3.3.11.2) et (3.3.11.3). En vertu de 3.3.12(iii), on a un isomorphisme
canoniqe
(3.3.14.4) ϕx(R
qρ∗(ρ
∗(F )))
∼
→ RqρY(x)∗(φx(ρ
∗(F ))).
Par ailleurs, on a un isomorphisme canonique φx(ρ∗(F ))
∼
→ ρ∗Y(x)(ϕx(F )) (3.3.11.1). On en déduit
que ϕx(Rqρ∗(ρ∗(F ))) = 0. La proposition s’ensuit compte tenu de ([2] VI.10.32).
3.3.15. Considérons un diagramme commutatif de morphismes de schémas
(3.3.15.1) Y ′
g′ //
f ′

Y
f

X ′
g // X
On désigne par E′ et E˜′ le site et le topos de Faltings associés à f ′, par
σ′ : E˜′ → X ′e´t,(3.3.15.2)
β′ : E˜′ → Y ′f e´t,(3.3.15.3)
ψ′ : Y ′e´t → E˜
′,(3.3.15.4)
les morphismes canoniques (3.3.2.14), (3.3.2.15) et (3.3.2.17) relatifs à f ′ et par
(3.3.15.5) Φ: E˜′ → E˜
le morphisme de topos induit par le diagramme (3.3.15.1) ([2] VI.10.12).
Lemme 3.3.16. Conservons les hypothèses et notations de 3.3.15 ; soient, de plus, x′ un point
géométrique de X ′, x = g(x′), X (resp. X ′) le localisé strict de X en x (resp. X ′ en x′). On pose
Y = X ×X Y et Y
′ = X ′ ×X′ Y ′ et on note g′ : Y
′ → Y le morphisme induit par g′ (3.3.15.1) et
ϕx : E˜ → Y f e´t,(3.3.16.1)
ϕx′ : E˜
′ → Y ′f e´t,(3.3.16.2)
les foncteurs définis dans (3.3.11.3). Alors, le diagramme de foncteurs
(3.3.16.3) E˜
ϕx //
Φ∗

Y f e´t
g′∗

E˜′
ϕx′ // Y ′f e´t
est commutatif à isomorphisme canonique près.
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Considérons le diagramme commutatif
(3.3.16.4) Y ′
g′
//
f ′

Y
f

X ′
g
// X
où f et f ′ sont les projections canoniques et g est induit par g. On désigne par E˜ et E˜
′
les topos
de Faltings associés aux morphismes f et f ′ respectivement, et par
(3.3.16.5) Φ: E˜
′
→ E˜
le morphisme de topos induit par le diagramme (3.3.16.4). Le diagramme de morphismes de topos
(3.3.16.6) E˜
′ ι′ //
Φ

E˜′
Φ

E˜
ι // E˜
où ι et ι′ sont les morphismes définis par fonctorialité, est commutatif à isomorphisme canonique
près ([2] VI.10.12). On peut donc se réduire au cas où X et X ′ sont strictement locaux de points
fermés x et x′, respectivement.
Soit (V → U) un objet de E tel que le morphisme U → X soit étale, séparé et de présentation
finie. On pose U ′ = U ×X X ′ et V ′ = V ×Y Y ′, de sorte que (V ′ → U ′) est un objet de E′. On
désigne par U f la somme disjointe des localisés stricts de U en les points de Ux ; c’est un sous-
schéma ouvert et fermé de U , qui est fini sur X ([30] 18.5.11). On voit aussitôt que U f ×X X ′ est
la somme disjointe des localisés stricts de U ′ en les points de U ′x′ . Il résulte alors des définitions
([2] VI.10.22 et VI.10.23) que le diagramme de morphisme de topos
(3.3.16.7) Y ′f e´t
θ′ //
g′

E˜′
Φ

Yf e´t
θ // E˜
où θ et θ′ sont définis dans (3.3.9.1), est commutatif à isomorphisme canonique près, d’où la
proposition.
3.3.17. Conservons les hypothèses et notations de 3.3.15 ; soit, de plus, u : X → X un mor-
phisme de schémas. On note
(3.3.17.1) Sch/X → Sch/X , U 7→ U
le foncteur de changement de base par u (2.1.5). Le diagramme (3.3.15.1) induit donc un diagramme
commutatif
(3.3.17.2) Y ′
g′
//
f ′

Y
f

X ′
g
// X
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On désigne par E˜ et E˜
′
les topos de Faltings associés aux morphismes f et f ′ respectivement, et
par
(3.3.17.3) Φ: E˜
′
→ E˜
le morphisme de topos induit par le diagramme (3.3.17.2). Le diagramme de morphismes de topos
(3.3.17.4) E˜
′ ι′ //
Φ

E˜′
Φ

E˜
ι // E˜
où ι et ι′ sont les morphismes induits par fonctorialité par u, est commutatif à isomorphisme
canonique près ([2] VI.10.12). Il induit donc un morphisme de changement de base ([1] 1.2.2)
(3.3.17.5) ι∗Φ∗ → Φ∗ι
′∗.
En restreignant aux faisceaux abéliens, on déduit un morphisme pour tout entier q ≥ 0
(3.3.17.6) ι∗RqΦ∗ → RqΦ∗ι
′∗.
Proposition 3.3.18. Conservons les hypothèses et notations de 3.3.17, supposons, de plus,
que l’une des deux hypothèses suivantes soit satisfaite :
(a) X est étale au-dessus de X ;
(b) les morphismes f , g et f ′ sont cohérents, et X est le localisé strict de X en un point
géométrique x de X.
Alors,
(i) Pour tout faisceau F de E˜′, le morphisme de changement de base (3.3.17.5)
(3.3.18.1) ι∗(Φ∗F )→ Φ∗(ι
′∗F )
est un isomorphisme.
(ii) Pour tout faisceau abélien F de E˜′ et tout entier q ≥ 0, le morphisme de changement de
base (3.3.17.6)
(3.3.18.2) ι∗(RqΦ∗(F ))→ RqΦ∗(ι
′∗F )
est un isomorphisme.
Considérons d’abord le cas (a). Notons (Y → X)a le faisceau de E˜ associé à l’objet (X → Y )
de E. D’après ([2] VI.10.14), on a une équivalence canonique
(3.3.18.3) E˜
∼
→ E˜/(Y→X)a ,
dont le composé avec le morphisme de localisation de E˜ en (Y → X)a est égal à ι. De même, notant
(Y ′ → X ′)a le faisceau de E˜′ associé à l’objet (X ′ → Y ′) de E′, on a une équivalence canonique
(3.3.18.4) E˜
′ ∼
→ E˜′/(Y ′→X′)a
dont le composé avec le morphisme de localisation de E˜′ en (Y ′ → X ′)a est égal à ι′. De plus, on a
(3.3.18.5) Φ∗((Y → X)a) = (Y ′ → X ′)a
et Φ s’identifie à la restriction de Φ au-dessus de (Y → X)a ([4] IV (5.10.3)). La proposition (i)
s’ensuit aussitôt, et la proposition (ii) est une conséquence de ([4] V 5.1(3)).
Considérons ensuite le cas (b). Choisissons un voisinage étale affine X0 de x dans X et notons
Vx la catégorie des X0-schémas étales x-pointés qui sont affines au-dessus de X0 (cf. [4] VIII 3.9
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et 4.5). Tout objet X1 de Vx donne lieu à un diagramme à carrés commutatifs à isomorphismes
canoniques près
(3.3.18.6) E˜
′ 
′
X1 //
Φ

E˜′X1
ι′X1 //
ΦX1

E˜′
Φ

E˜
X1 // E˜X1
ιX1 // E˜
où E˜X1 et E˜
′
X1
sont les topos de Faltings associés à f ×X X1 et f ′ ×X X1 respectivement, et ΦX1 ,
ιX1 , ι
′
X1
, X1 et 
′
X1
sont les morphismes de fonctorialité.
Suivant ([2] VI.11.1), on désigne par
(3.3.18.7) G→ Vx,
le topos fibré obtenu en associant à tout objet X1 de Vx le topos E˜X1 , et à tout morphisme
X2 → X1 de Vx le foncteur E˜X1 → E˜X2 image inverse par le morphisme de fonctorialité. En vertu
de ([2] VI.11.3), les morphismes X1 identifient le topos E˜ à la limite projective du topos fibré G.
De même, on désigne par
(3.3.18.8) G′ → Vx,
le topos fibré obtenu en associant à tout objet X1 de Vx le topos E˜′X1 , et à tout morphisme
X2 → X1 de Vx le foncteur E˜′X1 → E˜
′
X2
image inverse par le morphisme de fonctorialité. Comme
g est cohérent, les morphismes ′X1 identifient le topos E˜
′
à la limite projective du topos fibré G′
([2] VI.11.3).
Les morphismes ΦX1 , pour X1 ∈ Ob(Vx), définissent un morphisme de topos fibrés ([4] VI
7.1.6)
(3.3.18.9) Λ: G′ → G.
Le morphisme Φ se déduit de Λ par passage à la limite projective ([4] VI 8.1.4).
D’après ([4] VI 8.5.10), pour tout objet F de E˜′, on a un isomorphisme canonique
(3.3.18.10) Φ∗(ι
′∗(F ))
∼
→ lim
−→
X1∈Ob(Vx)
∗X1(ΦX1∗(ι
′∗
X1 (F ))).
On notera que les conditions requises dans ([4] VI 8.5.10) sont satisfaites en vertu de 3.3.5 et ([4]
VI 3.3 et 5.1). Par ailleurs, compte tenu de ([1] 1.2.4(i)), le morphisme (3.3.18.1) s’identifie à la
limite inductive des morphismes
(3.3.18.11) ∗X1(ι
∗
X1(Φ∗(F )))→ 
∗
X1(ΦX1∗(ι
′∗
X1 (F )))
déduits des morphismes de changement de base relativement au carré de droite de (3.3.18.6). Ces
derniers sont des isomorphismes d’après le cas (a) ; d’où la proposition (i) dans le cas (b).
On démontre de même la proposition (ii) en utilisant ([4] VI 8.7.5).
3.3.19. Soient X0 un sous-schéma fermé de X , Z l’ouvert complémentaire de X0 dans X ,
̟ : Y ×X Z → Z la projection canonique. Comme Z est un ouvert de Xe´t, i.e., un sous-objet de
l’objet final X ([4] IV 8.3), σ∗(Z) = (Y ×X Z → Z)a est un ouvert de E˜ (3.3.2.14). D’après ([2]
VI.10.14), le topos E˜/σ∗(Z) est canoniquement équivalent au topos de Faltings associé au morphisme
̟. On note
(3.3.19.1) γ : E˜/σ∗(Z) → E˜
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le morphisme de localisation de E˜ en σ∗(Z), que l’on identifie au morphisme de fonctorialité induit
par le diagramme canonique ([2] VI.10.12)
(3.3.19.2) Y ×X Z //

Z

Y // X
On a alors une suite de trois foncteurs adjoints
(3.3.19.3) γ! : E˜/σ∗(Z) → E˜, γ
∗ : E˜ → E˜/σ∗(Z), γ∗ : E˜/σ∗(Z) → E˜,
dans le sens que pour deux foncteurs consécutifs de la suite, celui de droite est adjoint à droite de
l’autre. Les foncteurs γ! et γ∗ sont pleinement fidèles ([4] IV 9.2.4).
On désigne par E˜0 le sous-topos fermé de E˜ complémentaire de l’ouvert σ∗(Z), c’est-à-dire la
sous-catégorie pleine de E˜ formée des faisceaux F tels que γ∗(F ) soit un objet final de E˜/σ∗(Z) ([4]
IV 9.3.5), et par
(3.3.19.4) δ : E˜0 → E˜
le plongement canonique, c’est-à-dire le morphisme de topos tel que δ∗ : E˜0 → E˜ soit le foncteur
d’injection canonique.
On désigne par Pt(E˜), Pt(E˜/σ∗(Z)) et Pt(E˜0) les catégories des points de E˜, E˜/σ∗(Z) et E˜0,
respectivement, et par
(3.3.19.5) u : Pt(E˜/σ∗(Z))→ Pt(E˜) et v : Pt(E˜0)→ Pt(E˜)
les foncteurs induits par γ et δ, respectivement. Ces foncteurs sont pleinement fidèles, et tout point
de E˜ appartient à l’image essentielle de l’un ou l’autre de ces foncteurs exclusivement ([4] IV 9.7.2).
Proposition 3.3.20. Conservons les hypothèses de 3.3.19.
(i) Soit (y  x) un point de Xe´t
←
×Xe´t Ye´t (3.1.10). Pour que ρ(y  x) (3.3.4.2) appartienne à
l’image essentielle de u (resp. v) (3.3.19.5), il faut et il suffit que x soit à support dans Z
(resp. X0).
(ii) La famille des points de E˜/σ∗(Z) (resp. E˜0) définie par la famille des points ρ(y  x) de
E˜ tels que x soit à support dans Z (resp. X0) est conservative.
(i) En effet, pour que ρ(y  x) appartienne à l’image essentielle de u (resp. v), il faut et il suffit
que (σ∗(Z))ρ(y x) soit un singleton (resp. vide). Par ailleurs, on a un isomorphisme canonique ([2]
(VI.10.18.1))
(3.3.20.1) (σ∗(Z))ρ(y x)
∼
→ Zx,
d’où la proposition.
(ii) Cela résulte de (i), 3.3.6 et ([4] IV 9.7.3).
Lemme 3.3.21. Conservons les hypothèses de 3.3.19, soit, de plus, F = {U 7→ FU} un faisceau
de E˜. Alors, les propriétés suivantes sont équivalentes :
(i) F est un objet de E˜0.
(ii) Pour tout U ∈ E´t/Z , FU est un objet final de (UY )f e´t, i.e., est représentable par UY .
(iii) Pour tout point (y  x) de Xe´t
←
×Xe´t Ye´t (3.1.10) tel que x soit à support dans Z, la fibre
Fρ(y x) de F en ρ(y  x) est un singleton (3.3.4.2).
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En effet, d’après ([2] VI.5.38), on a un isomorphisme canonique
(3.3.21.1) γ∗(F )
∼
→ {W 7→ FW }, (W ∈ Ob(E´t/Z)).
Comme {W 7→ WY }, pour W ∈ Ob(E´t/Z), est un objet final de E˜/σ∗(Z) ([2] III.8.4), les conditions
(i) et (ii) sont équivalentes. Par ailleurs, les conditions (i) et (iii) sont équivalentes en vertu de
3.3.20(ii).
3.3.22. Conservons les hypothèses et notations de 3.3.19, notons, de plus, i : X0 → X et
j : Z → X les injections canoniques. Le topos E˜/σ∗(Z) étant canoniquement équivalent au topos de
Faltings associé au morphisme ̟ : Y ×X Z → Z, notons
(3.3.22.1) σZ : E˜/σ∗(Z) → Ze´t
le morphisme canonique (3.3.2.14). D’après ([2] (VI.10.12.6)), le diagramme
(3.3.22.2) E˜/σ∗(Z)
σZ //
γ

Ze´t
j

E˜
σ // Xe´t
est commutatif à isomorphisme canonique près. En vertu de ([4] IV 9.4.3), il existe un morphisme
(3.3.22.3) σ0 : E˜0 → X0,e´t
unique à isomorphisme près tel que le diagramme
(3.3.22.4) E˜0
σ0 //
δ

X0,e´t
i

E˜
σ // Xe´t
soit commutatif à isomorphisme près. Par définition, on a un isomorphisme canonique
(3.3.22.5) σ∗ ◦ i∗
∼
→ δ∗ ◦ σ
∗
0 .
Les foncteurs i∗ et δ∗ étant exacts, pour tout groupe abélien F de E˜0 et tout entier q ≥ 0, on a un
isomorphisme canonique
(3.3.22.6) i∗(R
qσ0∗(F ))
∼
→ Rqσ∗(δ∗F ).
Lemme 3.3.23. Conservons les hypothèses et notations de 3.3.19 ; soient, de plus, x un point
géométrique de X, X le localisé strict de X en x, Y = Y ×X X,
(3.3.23.1) ϕx : E˜ → Y f e´t
le foncteur défini dans (3.3.11.3).
(i) Si x est à support dans Z, alors pour tout faisceau F de E˜0, ϕx(δ∗(F )) est un objet final
de Y f e´t.
(ii) Si x est à support dans X0, alors pour tout faisceau F de E˜, le morphisme
(3.3.23.2) ϕx(F )→ ϕx(δ∗(δ
∗(F )))
induit par le morphisme d’adjonction F → δ∗(δ∗(F )) est un isomorphisme.
(iii) La famille des foncteurs (ϕx ◦ δ∗ : E˜0 → Y f e´t), lorsque x décrit l’ensemble des points
géométriques de X0, est conservative ([4] I 6.1).
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En effet, tout point géométrique y de Y définit naturellement un point (y  x) de Xe´t
←
×Xe´t Ye´t
(3.1.10). D’après ([2] VI.10.31), pour tout faisceau F de E˜, on a un isomorphisme canonique
fonctoriel
(3.3.23.3) Fρ(y x)
∼
→ ϕx(F )ρY (y),
où la source est la fibre de F en ρ(y  x) (3.3.4.2) et le but est la fibre de ϕx(F ) en le point ρY (y)
de Y f e´t, ρY : Y e´t → Y f e´t étant le morphisme canonique (2.1.17.1).
(i) Cela résulte de 3.3.21, (3.3.23.3) et ([2] VI.9.6).
(ii) D’après 3.3.20(i), pour tout point géométrique y de Y , ρ(y  x) appartient à l’image
essentielle du foncteur Pt(E˜0)→ Pt(E˜) défini par δ. Par suite, le morphisme
(3.3.23.4) Fρ(y x) → δ∗(δ
∗(F ))ρ(y x)
induit par le morphisme d’adjonction F → δ∗(δ∗(F )) est un isomorphisme. La proposition s’ensuit
compte tenu de (3.3.23.3) et ([2] VI.9.6).
(iii) Cela résulte de 3.3.20(ii) et (3.3.23.3).
Proposition 3.3.24. Conservons les hypothèses et notations de 3.3.22.
(i) Pour tout faisceau F de E˜, le morphisme de changement de base relativement au diagramme
commutatif de morphismes de topos (3.3.22.4),
(3.3.24.1) i∗(σ∗(F ))→ σ0∗(δ∗(F ))
est un isomorphisme.
(ii) Pour tout faisceau abélien F de E˜ et tout entier q ≥ 0, le morphisme de changement de
base relativement au diagramme commutatif de morphismes de topos (3.3.22.4),
(3.3.24.2) i∗(Rqσ∗(F ))→ R
qσ0∗(δ
∗(F ))
est un isomorphisme.
On renvoie à ([1] 1.2.2) pour la définition du morphisme de changement de base.
(i) Le morphisme (3.3.24.1) est l’adjoint du morphisme composé
(3.3.24.3) σ∗(F )→ σ∗(δ∗(δ∗(F )))
∼
→ i∗(σ0∗(δ
∗(F ))),
où la première flèche est induite par le morphisme d’adjonction id → δ∗δ∗. Comme i est une
immersion, il suffit de montrer que la première flèche induit un isomorphisme sur X0. Soient x un
point géométrique de X0, X le localisé strict de X en x, Y = Y ×X X . On note
(3.3.24.4) ϕx : E˜ → Y f e´t
le foncteur défini dans (3.3.11.3). En vertu de ([2] VI.10.30(i)), on a un isomorphisme canonique
et fonctoriel
(3.3.24.5) σ∗(F )x
∼
→ Γ(Y f e´t, ϕx(F )).
Par ailleurs, d’après 3.3.23(ii), le morphisme d’adjonction
(3.3.24.6) ϕx(F )→ ϕx(δ∗(δ
∗(F )))
est un isomorphisme. Le morphisme d’adjonction σ∗(F )x → σ∗(δ∗(δ∗(F )))x est donc un isomor-
phisme en x ; d’où l’assertion recherchée.
(ii) Le morphisme (3.3.24.2) est l’adjoint du morphisme composé
(3.3.24.7) Rqσ∗(F )→ Rqσ∗(δ∗(δ∗(F )))
∼
→ i∗(R
qσ0∗(δ
∗(F ))),
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où la première flèche est induite par le morphisme d’adjonction id→ δ∗δ∗, et la seconde flèche est
l’inverse de (3.3.22.6). Il suffit alors de calquer la preuve de (i), compte tenu de ([2] VI.10.30(ii)).
Proposition 3.3.25. Soient S un schéma strictement local de point fermé s, g : X → S un
morphisme propre, Z un sous-schéma ouvert de X tel que Z ∩Xs = ∅. On désigne par E˜0 le sous-
topos fermé de E˜ complémentaire de l’ouvert σ∗(Z) et par δ : E˜0 → E˜ le plongement canonique
(3.3.19). Alors,
(i) Pour tout faisceau F de E˜, le morphisme canonique
(3.3.25.1) Γ(E˜, F )→ Γ(E˜0, δ∗(F ))
est un isomorphisme.
(ii) Pour tout faisceau abélien de torsion F de E˜ et tout entier q ≥ 0, le morphisme canonique
(3.3.25.2) Hq(E˜, F )→ Hq(E˜0, δ∗(F ))
est un isomorphisme.
On notera d’abord que comme le foncteur δ∗ est exact, le morphisme (3.3.25.2) n’est autre que
l’image du morphisme d’adjonction F → δ∗(δ∗(F )) par le foncteur cohomologique Hq(E˜,−).
Notons η l’ouvert complémentaire de s dans S, Xη = X ×S η, E˜s le sous-topos fermé de E˜
complémentaire de l’ouvert σ∗(Xη) et ι : E˜s → E˜ le plongement canonique. Comme Z ⊂ Xη, il
existe un morphisme λ : E˜s → E˜0 tel que ι = δ ◦ λ ([4] IV 9.4.2). Pour tout faisceau F de E˜, le
morphisme d’adjonction F → δ∗(δ∗(F )) induit un isomorphisme
(3.3.25.3) ι∗(F )
∼
→ ι∗(δ∗(δ
∗(F ))).
Par suite, la proposition relative à l’ouvert Xη de X , appliquée d’une part au faisceau F et d’autre
part au faisceau δ∗(δ∗(F )), implique la proposition recherchée pour l’ouvert Z de X et le faisceau
F . On peut donc se borner au cas où Z = Xη. On note i : Xs → X l’injection canonique et
(3.3.25.4) σs : E˜s → Xs,e´t
le morphisme induit par σ (cf. 3.3.22).
(i) Compte tenu de (3.3.22.4), on a un diagramme commutatif
(3.3.25.5) Γ(E˜, F ) ∼ //
u

Γ(Xe´t, σ∗(F ))
v

Γ(E˜s, δ
∗(F ))
∼ // Γ(Xs,e´t, σs∗(δ∗(F )))
où les flèches horizontales sont les isomorphismes canoniques, u est induit par le morphisme d’ad-
jonction F → δ∗(δ∗(F )) et v est induit par le morphisme de changement de base (3.3.24.1)
(3.3.25.6) i∗(σ∗(F ))→ σs∗(δ∗(F )).
Comme ce dernier est un isomorphisme d’après 3.3.24(i), v est un isomorphisme en vertu du
théorème de changement de base propre en cohomologie étale ([4] XII 5.5). Par suite, u est un
isomorphisme.
(ii) Considérons les suites spectrales de Cartan-Leray ([4] V 5.4)
Ea,b2 = H
a(Xe´t,R
bσ∗(F )) ⇒ H
a+b(E˜, F ),(3.3.25.7)
sE
a,b
2 = H
a(Xs,e´t,R
bσs∗(δ
∗(F ))) ⇒ Ha+b(E˜s, δ
∗(F )).(3.3.25.8)
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Le morphisme de changement de base (3.3.24.2)
(3.3.25.9) i∗(Rbσ∗(F ))→ Rbσs∗(δ∗(F ))
induit un morphisme de suites spectrales
(3.3.25.10) Ea,b2 → sE
a,b
2
dont le morphisme induit entre aboutissements
(3.3.25.11) Ha+b(E˜, F )→ Ha+b(E˜0, δ∗(F ))
est aussi induit par le morphisme d’adjonction F → δ∗(δ∗(F )). Comme (3.3.25.9) est un isomor-
phisme d’après 3.3.24(ii), (3.3.25.10) est un isomorphisme en vertu du théorème de changement de
base propre en cohomologie étale ([4] XII 5.5). Par suite, (3.3.25.11) est un isomorphisme.
3.3.26. Considérons un diagramme commutatif de morphismes de schémas
(3.3.26.1) Y ′
g′ //
f ′

Y
f

X ′
g // X
Soient X0 un sous-schéma fermé de X , Z l’ouvert complémentaire de X0 dans X , Z ′ = g−1(Z).
On note E′ et E˜′ le site et le topos de Faltings associés à f ′ et
(3.3.26.2) σ′ : E˜′ → X ′e´t
le morphisme canonique (3.3.2.14). On désigne par E˜0 (resp. E˜′0) le sous-topos fermé de E˜ (resp.
E˜′) complémentaire de l’ouvert σ∗(Z) (resp. σ′∗(Z ′)), δ : E˜0 → E˜ et δ′ : E˜′0 → E˜
′ les plongements
canoniques (cf. 3.3.19). Le foncteur
(3.3.26.3) Θ+ : E → E′, (V → U) 7→ (V ×Y Y ′ → U ×X X ′)
est continu et exact à gauche ([2] VI.10.12). Il définit donc un morphisme de topos
(3.3.26.4) Θ: E˜′ → E˜.
Il résulte aussitôt des définitions que le diagramme
(3.3.26.5) E˜′ σ
′
//
Θ

X ′f e´t
g

E˜
σ // Xf e´t
est commutatif à isomorphisme canonique près. On en déduit un isomorphisme
(3.3.26.6) Θ∗(σ∗(Z))
∼
→ σ′∗(Z ′).
En vertu de ([4] IV 9.4.3), il existe donc un morphisme de topos
(3.3.26.7) Θ0 : E˜′0 → E˜0
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unique à isomorphisme canonique près tel que le diagramme
(3.3.26.8) E˜′0
Θ0 //
δ′

E˜0
δ

E˜′
Θ // E˜
soit commutatif à isomorphisme près, et même 2-cartésien. Les foncteurs δ∗ et δ′∗ étant exacts,
pour tout groupe abélien F de E˜0 et tout entier q ≥ 0, on a un isomorphisme canonique
(3.3.26.9) RqΘ∗(δ′∗F )
∼
→ δ∗(R
qΘ0∗(F )).
Proposition 3.3.27. Conservons les hypothèses et notations de 3.3.26 ; supposons, de plus, g
étale et le morphisme canonique Y ′ → Y ×X X ′ fini étale, de sorte que (Y ′ → X ′) s’identifie à un
objet de E. Alors,
(i) Le morphisme Θ s’identifie au morphisme de localisation de E˜ en (Y ′ → X ′)a.
(ii) Le morphisme Θ0 s’identifie au morphisme de localisation de E˜0 en δ∗(Y ′ → X ′)a.
(iii) Pour tout faisceau F de E˜0, le morphisme de changement de base relativement au dia-
gramme commutatif (3.3.26.8),
(3.3.27.1) Θ∗(δ∗(F ))→ δ′∗(Θ
∗
0(F ))
est un isomorphisme.
(i) Cela résulte de ([2] VI.10.14).
(ii) D’après ([4] IV 5.11), le diagramme
(3.3.27.2) (E˜0)/δ∗(Y ′→X′)a
 //
δ†

E˜0
δ

E˜′
Θ // E˜
où  est le morphisme de localisation de E˜0 en δ∗(Y ′ → X ′)a et δ† est le morphisme induit par δ
([4] IV 5.10) est 2-cartésien. Comme le diagramme (3.3.26.8) est aussi 2-cartésien, on peut identifier
Θ0 à , et δ′ à δ†, d’où la proposition.
(iii) Cela résulte aussitôt de la preuve de (ii) et ([4] V 5.1(3)).
Corollaire 3.3.28. Soient S un schéma strictement local de point fermé s, X → S un
morphisme propre, Z un sous-schéma ouvert de X tel que Z ∩Xs = ∅, g′ : Y ′ → Y un morphisme
fini étale de sorte que (Y ′ → X) est un objet de E. On désigne par E˜0 le sous-topos fermé de E˜
complémentaire de l’ouvert σ∗(Z) et par δ : E˜0 → E˜ le plongement canonique (3.3.19). Alors,
(i) Pour tout faisceau F de E˜, le morphisme d’adjonction
(3.3.28.1) Γ((Y ′ → X), F )→ Γ((Y ′ → X), δ∗(δ∗(F )))
est un isomorphisme.
(ii) Pour tout faisceau abélien de torsion F de E˜ et tout entier q ≥ 0, le morphisme d’adjonc-
tion
(3.3.28.2) Hq((Y ′ → X), F )→ Hq((Y ′ → X), δ∗(δ∗(F )))
est un isomorphisme.
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Reprenons les notations de 3.3.26 relativement au diagramme commutatif
(3.3.28.3) Y ′
g′ //
f ′

Y
f

X
id // X
D’après 3.3.27(i)-(ii), le morphisme Θ (resp. Θ0) s’identifie au morphisme de localisation de E˜ en
(Y ′ → X)a (resp. E˜0 en δ∗((Y ′ → X)a)). D’après ([4] XVII 2.1.3), le morphisme de changement
de base u : Θ∗δ∗ → δ′∗Θ
∗
0 relativement à (3.3.26.8) est l’adjoint du morphisme composé
(3.3.28.4) δ′∗Θ∗δ∗
∼
→ Θ∗0δ
∗δ∗ → Θ
∗
0,
où la première flèche est l’isomorphisme qui fait commuter le diagramme (3.3.26.8) et la deuxième
flèche est le morphisme d’adjonction. Par suite, pour tout faisceau F de E˜, le diagramme
(3.3.28.5) Θ∗(F ) w //
v

δ′∗(δ
′∗(Θ∗(F )))
δ′∗(t)

Θ∗(δ∗(δ
∗(F )))
u(δ∗(F )) // δ′∗(Θ
∗
0(δ
∗(F )))
où les morphismes v et w sont induits par les flèches d’adjonction, t est l’isomorphisme qui fait
commuter le diagramme (3.3.26.8), est commutatif. En vertu de 3.3.27(iii), u est un isomorphisme.
D’après 3.3.25(i), Γ(E˜′, w) est un isomorphisme. Il en est donc de même de Γ(E˜′, v), d’où la
proposition (i). La preuve de la proposition (ii) est similaire.
Proposition 3.3.29. Conservons les hypothèses et notations de 3.3.26 ; supposons, de plus, f
et f ′ cohérents et g propre. Alors,
(i) Pour tout faisceau F de E˜′, le morphisme de changement de base relativement au dia-
gramme commutatif (3.3.26.8),
(3.3.29.1) δ∗(Θ∗(F ))→ Θ0∗(δ′∗(F ))
est un isomorphisme.
(ii) Pour tout faisceau abélien F de E˜′ et tout entier q ≥ 0, le morphisme de changement de
base relativement au diagramme commutatif (3.3.26.8),
(3.3.29.2) δ∗(RqΘ∗(F ))→ R
qΘ0∗(δ
′∗(F ))
est un isomorphisme.
Nous démontrons seulement (ii) ; la preuve de (i) est similaire et plus simple.
Soient x un point géométrique de X0, X le localisé strict de X en x, u : X → X le morphisme
canonique. On note
(3.3.29.3) Sch/X → Sch/X , U 7→ U
le foncteur de changement de base par u (2.1.5). On a un diagramme commutatif canonique
(3.3.29.4) Y ′
g′
//
f ′

Y
f

X ′
g
// X
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On désigne par E et E′ (resp. E˜ et E˜
′
) les sites (resp. topos) de Faltings associés aux morphismes
f et f ′ respectivement (3.3.2), par
σ : E˜ → X e´t,(3.3.29.5)
σ′ : E˜
′
→ X ′e´t,(3.3.29.6)
ρ : X e´t
←
×X e´t Y e´t → E˜,(3.3.29.7)
les morphismes canoniques (3.3.2.14) et (3.3.4.2), par E˜0 (resp. E˜
′
0) le sous-topos fermé de E˜
(resp. E˜
′
) complémentaire de l’ouvert σ∗(Z) (resp. σ′∗(Z ′)) et par δ : E˜0 → E˜ et δ
′ : E˜
′
0 → E˜
′
les
plongements canoniques (cf. 3.3.19). On note
Θ: E˜
′
→ E˜,(3.3.29.8)
ι : E˜ → E˜,(3.3.29.9)
ι′ : E˜
′
→ E˜′,(3.3.29.10)
les morphismes de topos définis par fonctorialité ([2] VI.10.12). On a des isomorphismes canoniques
Θ∗(σ∗(Z))
∼
→ σ′∗(Z ′),(3.3.29.11)
ι∗(σ∗(Z))
∼
→ σ∗(Z),(3.3.29.12)
ι′∗(σ′∗(Z ′))
∼
→ σ′∗(Z ′).(3.3.29.13)
En vertu de ([4] IV 9.4.3), il existe donc des morphismes de topos
Θ0 : E˜
′
0 → E˜0,(3.3.29.14)
ι0 : E˜0 → E˜0,(3.3.29.15)
ι′0 : E˜
′
0 → E˜0,(3.3.29.16)
uniques à isomorphismes canoniques près tels que dans le diagramme
(3.3.29.17) E˜
′
0
δ′ //
ι′0
❃
❃❃
❃❃
❃❃
❃
Θ0

'&%$ !"#2
'&%$ !"#1 '&%$ !"#3
E˜
′
Θ

ι′
  ✁✁
✁✁
✁✁
✁✁
E˜′0
δ′ //
Θ0

'&%$ !"#5
E˜′
Θ

'&%$ !"#4
E˜0
δ // E˜
E˜0
ι0
??⑧⑧⑧⑧⑧⑧⑧⑧
δ // E˜
ι
__❃❃❃❃❃❃❃❃❃
les faces (2) et (4) et la face représentée par le grand carré extérieur, notée dans la suite (6),
soient commutatives à isomorphismes près, et même 2-cartésiennes. Par ailleurs, la face (5) est
commutative à isomorphismes près (3.3.26.8) et la face (3) est commutative à isomorphisme près
([2] VI.10.12). On en déduit que la face (1) est commutative à isomorphisme près ([4] IV 9.4.2).
116 3. TOPOS DE FALTINGS
D’après ([1] 1.2.4(ii)), pour tout faisceau abélien F de E˜′ et tout entier q ≥ 0, le diagramme
(3.3.29.18) ι∗0(δ
∗(RqΘ∗(F )))
w5 //
w4

ι∗0(R
qΘ0∗(δ
′∗(F )))
w1 // RqΘ0∗(ι
′∗
0 (δ
′∗(F )))
w2

δ∗(ι∗(RqΘ∗(F )))
w3 // δ∗(RqΘ∗(ι
′∗(F )))
w6 // RqΘ0∗(δ
′∗(ι′∗(F )))
où wn, pour n ∈ {1, 3, 5, 6}, est le morphisme de changement de base relativement à la face (n),
et wn, pour n ∈ {2, 4}, est l’isomorphisme qui fait commuter la face (n), est commutatif. Le
morphisme w3 est un isomorphisme d’après 3.3.18(ii). Le morphisme w1 est un isomorphisme en
vertu de 3.3.30(iii). Pour que w5 soit un isomorphisme, il faut et il suffit donc que w6 le soit.
Soient y un point géométrique de Y , (y  x) un point de Xe´t
←
×Xe´t Ye´t défini par un X-
morphisme τ : y → X (3.1.10). D’après 3.3.20, il suffit de montrer que la fibre du morphisme
(3.3.29.2) en le point de E˜0 d’image canonique le point ρ(y  x) de E˜ (3.3.4.2) est un iso-
morphisme. Le morphisme τ induit un X-morphisme y → Y . Notant encore (abusivement) y
le point géométrique de Y ainsi défini et (y  x) le point de X e´t
←
×X e´t Y e´t défini par τ , on a
ι(ρ(y  x)) = ρ(y  x) ([2] (VI.10.31.2)). Compte tenu de 3.3.20(i), considérant ρ(y  x) et
ρ(y  x) comme des points de E˜0 et E˜0 respectivement, on a ι0(ρ(y  x)) = ρ(y  x). En vertu
de (3.3.29.18), on peut donc se réduire au cas où X est strictement local de point fermé x.
Soient ρY : Ye´t → Yf e´t le morphisme canonique (2.1.17.1), (Vi)i∈I un revêtement universel de
Y en y (2.1.20), G = {U 7→ GU} (U ∈ Ob(E´t/X)) un préfaisceau d’ensembles sur E (3.3.2.10), Ga
le faisceau de E˜ associé à G, GaX le faisceau de Yf e´t associé à GX . D’après ([2] VI.10.36), X étant
strictement local de point fermé x, on a un isomorphisme canonique fonctoriel
(3.3.29.19) (Ga)ρ(y x)
∼
→ (GaX)ρY (y).
On en déduit un isomorphisme canonique fonctoriel ([4] IV (6.8.4))
(3.3.29.20) (Ga)ρ(y x)
∼
→ lim
−→
i∈I◦
G(Vi → X).
Soient F un groupe abélien de E˜, q un entier ≥ 0. Le morphisme (3.3.29.2) est l’adjoint du
morphisme composé
(3.3.29.21) RqΘ∗(F )→ R
qΘ∗(δ
′
∗(δ
′∗(F )))
∼
→ δ∗(R
qΘ0∗(δ
′∗(F ))),
où la première flèche est induite par le morphisme d’adjonction id → δ′∗δ
′∗ et la seconde flèche
est l’isomorphisme (3.3.26.9). D’après (3.3.29.20) et ([4] V 5.1), on a un isomorphisme canonique
fonctoriel
(3.3.29.22) RqΘ∗(F )ρ(y x)
∼
→ lim
−→
i∈I◦
Hq((Vi ×Y Y
′ → X ′), F ).
En vertu de 3.3.28(ii), pour tout i ∈ I, le morphisme d’adjonction
(3.3.29.23) Hq((Vi ×Y Y ′ → X ′), F )→ Hq((Vi ×Y Y ′ → X ′), δ′∗(δ
′∗(F )))
est un isomorphisme. Il s’ensuit que la fibre de la première flèche de (3.3.29.21) en ρ(y  x) est
un isomorphisme. Par suite, la fibre du morphisme (3.3.29.2) en le point de E˜0 d’image canonique
le point ρ(y  x) de E˜ est un isomorphisme.
Lemme 3.3.30. Conservons les hypothèses et notations de la preuve de 3.3.29.
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(i) Pour tout faisceau F de E˜0, le morphisme de changement de base relativement à la face
(4) du diagramme (3.3.29.17),
(3.3.30.1) ι∗(δ∗(F ))→ δ∗(ι
∗
0(F ))
est un isomorphisme.
(ii) Pour tout faisceau F de E˜′0, le morphisme de changement de base relativement à la face
(1) du diagramme (3.3.29.17),
(3.3.30.2) ι∗0(Θ0∗(F ))→ Θ0∗(ι
′∗
0 (F ))
est un isomorphisme.
(iii) Pour tout faisceau abélien F de E˜′ et tout entier q ≥ 0, le morphisme de changement de
base relativement à la face (1) du diagramme (3.3.29.17),
(3.3.30.3) ι∗0(R
qΘ0∗(F ))→ R
qΘ0∗(ι
′∗
0 (F ))
est un isomorphisme.
(i) D’après ([4] XVII 2.1.3), le morphisme (3.3.30.1) est l’adjoint du morphisme composé
(3.3.30.4) δ∗(ι∗(δ∗(F )))
∼
→ ι∗0(δ
∗(δ∗(F )))→ ι
∗
0(F ),
où la première flèche est l’isomorphisme qui fait commuter la face (4) du diagramme (3.3.29.17) et
la seconde flèche est induite par le morphisme d’adjonction δ∗δ∗ → id. Comme δ est un plongement,
cette dernière flèche est un isomorphisme et il en est donc de même du composé (3.3.30.4).
Par suite, le morphisme (3.3.30.1) est le composé
(3.3.30.5) ι∗(δ∗(F ))→ δ∗(δ
∗(ι∗(δ∗(F ))))
∼
→ δ∗(ι
∗
0(F )),
où la première flèche est induite par le morphisme d’adjonction id → δ∗δ
∗ et la seconde flèche
est l’image par δ∗ de l’isomorphisme composé (3.3.30.4). D’après ([4] IV 5.10) et compte tenu de
(3.3.29.12), le morphisme ι induit un morphisme de topos ι/σ∗(Z) qui s’insère dans un diagramme
commutatif à isomorphisme canonique près
(3.3.30.6) E˜/σ∗(Z)
ι/σ∗(Z) //
γ

E˜/σ∗(Z)
γ

E˜
ι // E˜
où les flèches verticales sont les morphismes de localisation. On a donc un isomorphisme canonique
(3.3.30.7) γ∗(ι∗(δ∗(F )))
∼
→ ι∗/σ∗(Z)(γ
∗(δ∗(F ))).
Par suite, γ∗(ι∗(δ∗(F ))) est un objet final de E˜/σ∗(Z). La première flèche de (3.3.30.5) est donc un
isomorphisme ; d’où la proposition.
(ii) La preuve est similaire à celle de (iii) ci-dessous et est laissée au lecteur.
(iii) D’après ([1] 1.2.4(v)), le diagramme
(3.3.30.8) ι∗(RqΘ∗(δ′∗(F )))
c3 // RqΘ∗(ι
′∗(δ′∗(F )))
c2 // RqΘ∗(δ
′
∗(ι
′∗
0 (F )))
ι∗(δ∗(R
qΘ0∗(F )))
c4 // δ∗(ι
∗
0(R
qΘ0∗(F )))
c1 // δ∗(R
qΘ0∗(ι
′
0∗(F )))
où cn, pour n ∈ {1, 2, 3, 4}, est le morphisme de changement de base relativement à la face (n), et
les identifications verticales sont induites par (3.3.26.9) et son analogue pour Θ, est commutatif.
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Le morphisme c3 est un isomorphisme en vertu de 3.3.18(ii). Les morphismes c2 et c4 sont des
isomorphismes d’après (i). Par suite, c1 est un isomorphisme, d’où la proposition.
Remarque 3.3.31. La proposition 3.3.29 qui généralise 3.3.25 dans un cadre relatif, ne sera
pas utilisée dans la suite de ce livre.
3.4. Topos de Faltings relatif
3.4.1. Dans cette section, f : Y → X et g : Z → X désignent deux morphismes de schémas.
On désigne par G la catégorie des triplets (U, V → U,W → U) formés d’un X-schéma U et de deux
morphismes V → U et W → U au-dessus de f et g respectivement, c’est-à-dire des diagrammes
commutatifs de morphismes de schémas
(3.4.1.1) W //

U

Voo

Z // X Yoo
tels que les morphismes U → X et W → Z soient étales et que le morphisme V → U ×X Y soit
fini étale ; un tel objet sera noté (W → U ← V ). Soient (W → U ← V ) et (W ′ → U ′ ← V ′)
deux objets de G. Un morphisme de (W ′ → U ′ ← V ′) dans (W → U ← V ) est la donnée de trois
morphismes U ′ → U , V ′ → V et W ′ →W au-dessus de X , Y et Z respectivement, qui rendent le
diagramme
(3.4.1.2) W ′ //

U ′

V ′oo

W // U Voo
commutatif.
On appelle topologie co-évanescente de G la topologie engendrée par les recouvrements
{(Wi → Ui ← Vi)→ (W → U ← V )}i∈I
des trois types suivants :
(a) Vi = V , Ui = U pour tout i ∈ I, et (Wi →W )i∈I est une famille couvrante.
(b) Wi =W , Ui = U pour tout i ∈ I, et (Vi → V )i∈I est une famille couvrante.
(c) I = {′}, W ′ = W et le morphisme V ′ → V ×U U ′ est un isomorphisme (il n’y a aucune
condition sur le morphisme U ′ → U).
Le site ainsi défini est appelé site de Faltings relatif associé à (f, g) ; c’est un U-site. On appelle
topos de Faltings relatif associé à (f, g), et l’on note G˜, le topos des faisceaux de U-ensembles sur
G. Si F est un préfaisceau de G, on note F a le faisceau associé.
3.4.2. Les limites projectives finies sont représentables dans G. En effet, (Z → X ← Y ) est
un objet final de G et la limite projective d’un diagramme
(3.4.2.1) (W ′′ → U ′′ ← V ′′)

(W ′ → U ′ ← V ′) // (W → U ← V )
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de G est représentable par le morphisme (W ′×WW ′′ → U ′×U U ′′ ← V ′×V V ′′). En effet, cet objet
représente clairement la limite projective du diagramme (3.4.2.1) dans la catégorie des morphismes
de schémas au-dessus de f et g, et c’est un objet de G d’après ([2] VI.10.3).
On notera que chacune des familles de recouvrements de type (a), (b) et (c) est stable par
changement de base.
Lemme 3.4.3. Pour qu’un préfaisceau F sur G soit un faisceau, il faut et il suffit que les
conditions suivantes soient remplies :
(i) Pour toute famille couvrante (Ai → A)i∈I de G de type (a) ou (b), la suite
(3.4.3.1) F (A)→
∏
i∈I
F (Ai)⇒
∏
(i,j)∈I×J
F (Ai ×A Aj)
est exacte.
(ii) Pour tout recouvrement (W → U ′ ← V ′)→ (W → U ← V ) de G de type (c), l’application
(3.4.3.2) F (W → U ← V )→ F (W → U ′ ← V ′)
est bijective.
En particulier, tout recouvrement A′ → A de G de type (c) induit un isomorphisme entre les
faisceaux associés A′a
∼
→ Aa.
On notera d’abord que la catégorieG est V-petite (2.1.5) et qu’il suffit de montrer la proposition
pour un préfaisceau F de V-ensembles ([4] II 2.7(2)). Pour tout recouvrement (W → U ′ ← V ′)→
(W → U ← V ) du type (c), le morphisme diagonal
(3.4.3.3) (W → U ′ ← V ′)→ (W → U ′ ×U U ′ ← V ′ ×V V ′)
est un recouvrement du type (c) qui égalise les deux projections canoniques
(3.4.3.4) (W → U ′ ×U U
′ ← V ′ ×V V
′)⇒ (W → U ′ ← V ′).
La proposition résulte donc de ([4] II 2.3, I 3.5 et I 2.12).
3.4.4. Les foncteurs
π+ : E´t/Z → G, W 7→ (W → X ← Y ),(3.4.4.1)
λ+ : E´tf/Y → G, V 7→ (Z → X ← V ),(3.4.4.2)
sont exacts à gauche et continus ([4] III 1.6). Ils définissent donc deux morphismes de topos ([4]
IV 4.9.2)
π : G˜ → Ze´t,(3.4.4.3)
λ : G˜ → Yf e´t.(3.4.4.4)
Lemme 3.4.5. Soit (Ai → A)i∈I un recouvrement fini de G de type (b), et pour tout i ∈ I, soit
(A′i → Ai) un recouvrement de G de type (c) (3.4.1). Alors, il existe un recouvrement de type (c),
(A′ → A) de G et pour tout i ∈ I, un Ai-morphisme A
′×AAi → A
′
i ; en particulier, le recouvrement
(A′ ×A Ai → A)i∈I raffine le recouvrement (A′i → A)i∈I .
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Posons A = (W → U ← V ) et pour tout i ∈ I, Ai = (W → U ← Vi) et A′i = (W → U
′
i ← V
′
i ),
de sorte qu’on a un diagramme commutatif à carré supérieur droit cartésien
(3.4.5.1) W // U ′i


V ′i
oo

W // U Vioo

W // U Voo
Notant U ′ le produit des schémas U ′i au-dessus de U , il existe alors un unique morphisme W → U
′
au-dessus de chacun des morphismes W → U ′i (i ∈ I), de sorte que A
′ = (W → U ′ ← U ′ ×U V )
soit un objet de G et que le morphisme canonique A′ → A soit un recouvrement de type (c). Pour
tout i ∈ I, on a un isomorphisme canonique (3.4.2)
(3.4.5.2) A′ ×A Ai
∼
→ (W → U ′ ← U ′ ×U Vi).
On en déduit un Ai-morphisme A′ ×A Ai → A′i, d’où la proposition.
3.4.6. On désigne par C le site défini dans 3.1.1 relativement aux foncteurs de changement
de base par f et g respectivement,
(3.4.6.1) f+ : E´t/X → E´t/Y et g
+ : E´t/X → E´t/Z .
Concrètement, la catégorie sous-jacente à C est la catégorie des triplets (U, V → U,W → U) formés
d’un X-schéma U et de deux morphismes V → U etW → U au-dessus de f et g respectivement tels
que les morphismes U → X , V → Y etW → Z soient étales ; un tel objet sera noté (W → U ← V ).
Soient (W → U ← V ) et (W ′ → U ′ ← V ′) deux objets de C. Un morphisme de (W ′ → U ′ ← V ′)
dans (W → U ← V ) et la donnée de trois morphismes U ′ → U , V ′ → V et W ′ →W au-dessus de
X , Y et Z respectivement, qui rendent le diagramme
(3.4.6.2) W ′ //

U ′

V ′oo

W // U Voo
commutatif. On munit C de la topologie engendrée par les recouvrements
(3.4.6.3) {(Wi → Ui ← Vi)→ (W → U ← V )}i∈I
des trois types suivants :
(a) Vi = V , Ui = U pour tout i ∈ I, et (Wi →W )i∈I est une famille couvrante.
(b) Wi =W , Ui = U pour tout i ∈ I, et (Vi → V )i∈I est une famille couvrante.
(c) I = {′}, W ′ = W et le morphisme V ′ → V ×U U ′ est un isomorphisme (il n’y a aucune
condition sur le morphisme U ′ → U).
On rappelle que le topos des faisceaux de U-ensembles sur C est le produit orienté Ze´t
←
×Xe´t Ye´t
des morphismes de topos ge´t : Ze´t → Xe´t et fe´t : Ye´t → Xe´t (cf. 3.1.3).
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3.4.7. Tout objet de G est naturellement un objet de C. On définit ainsi un foncteur pleine-
ment fidèle et exact à gauche
(3.4.7.1) ρ+ : G→ C.
Celui-ci est continu en vertu de 3.4.3 et ([2] VI.3.2). Il définit donc un morphisme de topos
(3.4.7.2) ρ : Ze´t
←
×Xe´t Ye´t → G˜.
Il résulte aussitôt des définitions que les carrés du diagramme
(3.4.7.3) Ze´t Ze´t
←
×Xe´t Ye´t
p1oo
ρ

p2 // Ye´t
ρY

Ze´t G˜
πoo λ // Yf e´t
où p1 et p2 sont les projections canoniques ([2] VI.3.4), sont commutatifs à isomorphismes cano-
niques près.
3.4.8. Considérons un diagramme commutatif de morphismes de schémas
(3.4.8.1) Z ′
g′ //
w

X ′
u

Y ′
f ′oo
v

Z
g // X Y
foo
On désigne par G′ (resp. G˜′) le site (resp. topos) de Faltings relatif associé à (f ′, g′) (3.4.1). Le
foncteur
(3.4.8.2) Φ+ : G→ G′, (W → U ← V ) 7→ (W ×Z Z
′ → U ×X X
′ ← V ×Y Y
′)
est clairement exact à gauche. Celui-ci transforme les recouvrements de G du type (a) (resp. (b),
resp. (c)) en des recouvrements de G′ du même type. Il résulte alors de 3.4.3 que pour tout faisceau
F sur G′, F ◦ Φ+ est un faisceau sur G. Par suite, Φ+ est continu. Il définit donc un morphisme
de topos
(3.4.8.3) Φ: G˜′ → G˜.
Il résulte aussitôt des définitions que les carrés du diagramme
(3.4.8.4) Z ′e´t
we´t

G˜′
π′oo
Φ

λ′ // Y ′f e´t
vfe´t

Ze´t G˜
πoo λ // Yf e´t
où π, π′ (3.4.4.3), λ et λ′ (3.4.4.4) sont les morphismes canoniques, sont commutatifs à isomor-
phismes canoniques près.
Le diagramme de morphismes de topos
(3.4.8.5) Z ′e´t
←
×X′e´t Y
′
e´t
ρ′ //
ν

G˜′
Φ

Xe´t
←
×Xe´t Ye´t
ρ // G˜
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où ρ et ρ′ sont les morphismes canoniques (3.4.7.2) et ν est le morphisme de fonctorialité (3.1.5.4),
est commutatif à isomorphisme canonique près, d’après 3.1.6.
3.4.9. Soit (Z ′ → X ′ ← Y ′) un objet de G. On désigne par G′ (resp. G˜′) le site (resp. topos)
de Faltings relatif associé au couple de morphisme (Y ′ → X ′, Z ′ → X ′) (3.4.1). Tout objet de G′
est naturellement un objet de G. On définit ainsi un foncteur
(3.4.9.1) Φ: G′ → G.
On vérifie aussitôt que Φ se factorise à travers une équivalence de catégories
(3.4.9.2) G′
∼
→ G/(Z′→X′←Y ′).
Proposition 3.4.10. Conservons les hypothèses de 3.4.9. Alors,
(i) Le foncteur Φ (3.4.9.1) est continu et cocontinu ([4] III 2.1).
(ii) La topologie co-évanescente de G′ (3.4.1) est induite par celle de G via le foncteur Φ.
(i) Il est clair que Φ commute aux produits fibrés (3.4.2) et qu’il transforme les familles cou-
vrantes de G′ de types (a), (b) et (c) en des familles couvrantes de G de même types (3.4.1). Par
suite, pour tout faisceau F de G˜, F ◦Φ est un faisceau sur G′ en vertu de 3.4.3. Le foncteur Φ est
donc continu.
Le foncteur Φ est adjoint à gauche du foncteur
(3.4.10.1) Φ+ : G→ G′
défini pour tout objet (W → U ← V ) de G, par
(3.4.10.2) Φ+((W → U ← V )) = (W ×Z Z ′ → U ×X X ′ ← V ×Y Y ′).
Comme Φ+ est continu d’après 3.4.8, Φ est cocontinu en vertu de ([4] III 2.5).
(ii) Comme Φ est continu, la topologie co-évanescente de G′ est moins fine que sa topologie T
induite par la topologie co-évanescente de G via le foncteur Φ ([4] III 3.1). Soit (Ai → A)i∈I une
famille de G′ couvrante pour la topologie T . La famille (Φ(Ai) → Φ(A))i∈I est alors couvrante
pour la topologie co-évanescente de G d’après ([4] III 3.3). Comme Φ est cocontinu, la famille
(Ai → A)i∈I est couvrante pour la topologie co-évanescente de G ([4] III 2.1), d’où la proposition.
3.4.11. Conservons les hypothèses de 3.4.9. En vertu de 3.4.10, le foncteur Φ (3.4.9.1) définit
une suite de trois foncteurs adjoints :
(3.4.11.1) Φ! : G˜′ → G˜, Φ∗ : G˜→ G˜′, Φ∗ : G˜′ → G˜,
dans le sens que pour deux foncteurs consécutifs de la suite, celui de droite est adjoint à droite de
l’autre. D’après ([4] III 5.4), le foncteur Φ! se factorise à travers une équivalence de catégories
(3.4.11.2) G˜′
∼
→ G˜/(Z′→X′←Y ′)a .
Le couple de foncteurs (Φ∗,Φ∗) définit le morphisme de localisation de G˜ en (Z ′ → X ′ ← Y ′)a
(3.4.11.3) Φ: G˜′ → G˜.
Comme Φ: G′ → G est un adjoint à gauche du foncteur Φ+ : G → G′ défini dans (3.4.10.1), le
morphisme (3.4.11.3) s’identifie au morphisme défini dans (3.4.8.3), en vertu de ([4] III 2.5).
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3.4.12. Supposons Z = X et g = idX et notons E (resp. E˜) le site (resp. topos) de Faltings
associé à f (3.3.2). Considérons les foncteurs
ι+ : E → G, (V → U) 7→ (U → U ← V ),(3.4.12.1)
+ : G → E, (W → U ← V ) 7→ (V ×U W →W ).(3.4.12.2)
Il est clair que ι+ est un adjoint à gauche de +, que le morphisme d’adjonction id → + ◦ ι+ est
un isomorphisme (i.e., ι+ est pleinement fidèle), et que ι+ et + sont exacts à gauche.
Proposition 3.4.13. Conservons les hypothèses et notations de 3.4.12.
(i) Les foncteurs ι+ et + sont continus.
(ii) La topologie de E est induite par celle de G au moyen du foncteur ι+.
(i) Avec les notations de 3.4.1 et ([2] VI.5.3), le foncteur ι+ transforme les familles couvrantes
de E du type (v) en familles couvrantes de G du type (b), et les familles couvrantes de E du type
(c) en familles couvrantes de G :
(3.4.13.1) Vi //


Ui

V // U
7→ Ui //

Ui

Vioo


Ui //

U

Voo

U // U Voo
Soient P un préfaisceau sur G, F = {U 7→ FU} = P ◦ ι+ (3.3.2.10). Pour tout (V → U) ∈ Ob(E),
on a
(3.4.13.2) FU (V ) = P (U → U ← V ).
Par suite, si P est un faisceau sur G, F est un faisceau sur E en vertu de 3.4.3, (3.4.13.1) et ([2]
VI.5.10) ; donc ι+ est continu.
Le foncteur + transforme les recouvrements de G de type (a) (resp. (b)) en recouvrements de
E de type (c) (resp. (v)), et les recouvrements de G de type (c) en isomorphismes. Par suite, pour
tout faisceau F sur E, F ◦ + est un faisceau sur G en vertu de 3.4.3 ; donc + est continu.
(ii) On sait que la topologie de E est induite par la topologie canonique de E˜ ([4] III 3.5),
autrement dit, la topologie de E est la plus fine telle que tout F ∈ Ob(E˜) soit un faisceau. D’après
(i), on peut considérer les foncteurs
ιs : G˜ → E˜, P 7→ P ◦ ι
+,(3.4.13.3)
s : E˜ → G˜, F 7→ F ◦ 
+.(3.4.13.4)
L’isomorphisme d’adjonction id
∼
→ + ◦ ι+ induit un isomorphisme ιs ◦ s
∼
→ id. Le foncteur ιs
est donc essentiellement surjectif. Par suite, la topologie de E est la plus fine telle que, pour tout
P ∈ Ob(G˜), ιs(P ) soit un faisceau sur E ; d’où la proposition.
3.4.14. Conservons les hypothèses et notations de 3.4.12. Les foncteurs ι+ et + étant exacts
à gauche et continus (3.4.13), ils définissent des morphismes de topos ([4] IV 4.9.2)
ι : G˜ → E˜,(3.4.14.1)
 : E˜ → G˜.(3.4.14.2)
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Les morphismes d’adjonction id → + ◦ ι+ et ι+ ◦ + → id induisent des morphismes ι∗ ◦ ∗ → id
et id→ ∗ ◦ ι∗ qui font de ι∗ un adjoint à droite de ∗. Par ailleurs, les diagrammes de morphismes
de topos
(3.4.14.3) G˜
π
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
G˜
λ
  ❆
❆❆
❆❆
❆❆
❆
ι

Ze´t Yf e´t
E˜
σ
``❆❆❆❆❆❆❆❆

OO
E˜
β
>>⑥⑥⑥⑥⑥⑥⑥⑥
où π (3.4.4.3), λ (3.4.4.4), σ (3.3.2.14) et β (3.3.2.15) sont les morphismes canoniques, sont com-
mutatifs à isomorphismes canoniques près.
Proposition 3.4.15. Les morphismes d’adjonction ι∗ ◦ ∗ → id et id → ∗ ◦ ι∗ sont des
isomorphismes. En particulier, ι (3.4.14.1) et  (3.4.14.2) sont des équivalences de topos quasi-
inverses l’une de l’autre.
En effet, comme le morphisme d’adjonction id→ + ◦ ι+ est un isomorphisme, ι∗ ◦ ∗ → id est
un isomorphisme. D’autre part, le morphisme d’adjonction ι+ ◦ + → id est défini, pour tout objet
(W → U ← V ) de G, par le morphisme canonique
(3.4.15.1) (W →W ← V ×U W )→ (W → U ← V ),
qui est un recouvrement de type (c). On en déduit d’après 3.4.3(ii) que id → ∗ ◦ ι∗ est un
isomorphisme.
3.4.16. Considérons un diagramme commutatif de morphismes de schémas
(3.4.16.1) Z
g

T
f ′oo
g′

X Y
foo
et notons E˜ (resp. E˜′) le topos de Faltings associé à f (resp. f ′) (3.3.2). Considérons le diagramme
commutatif de morphismes de schémas
(3.4.16.2) Z Z
g

T
f ′oo
g′

Z
g //
g

X Y
foo
X X Y
foo
et identifions E˜′ au topos de Faltings relatif à (f ′, idZ) par l’équivalence de topos ′ (3.4.14.2) et
E˜ au topos de Faltings relatif à (f, idX) par l’équivalence de topos ι (3.4.14.1). On en déduit par
fonctorialité (3.4.8) des morphismes de topos
(3.4.16.3) E˜′ τ // G˜
g // E˜ .
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dont le composé est le morphisme de fonctorialité induit par le diagramme (3.4.16.1) (cf. [2]
VI.10.12).
Il résulte de (3.4.8.4), (3.4.14.3) et 3.4.15 que les triangles et carrés du diagramme de mor-
phismes de topos
(3.4.16.4) E˜′
τ

β′ //
σ′
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
Tf e´t
g′fe´t

Ze´t
ge´t

G˜
g

λ //πoo Yf e´t
Xe´t E˜
β
>>⑥⑥⑥⑥⑥⑥⑥⑥
σoo
où π (3.4.4.3) et λ (3.4.4.4), σ, σ′ (3.3.2.14), β et β′ (3.3.2.15) sont les morphismes canoniques,
sont commutatifs à isomorphismes canoniques près.
Proposition 3.4.17. Notant E˜ le topos de Faltings associé à f , le diagramme de morphismes
de topos
(3.4.17.1) G˜
π

g // E˜
σ

Ze´t
ge´t // Xe´t
où g, π et σ sont les morphismes canoniques (3.4.16), est commutatif à isomorphisme canonique
près. Il identifie G˜ au produit fibré des deux morphismes de topos σ et ge´t ([35] XI §3).
La première assertion est immédiate et elle a déjà été vue dans (3.4.16.4). Considérons un
diagramme de morphismes de topos
(3.4.17.2) T
u

v // E˜
σ

Ze´t
ge´t // Xe´t
commutatif à isomorphismes près
(3.4.17.3) ge´t ◦ u
∼
→ σ ◦ v.
Montrons qu’il existe un unique triplet (t, α, β), où
(3.4.17.4) t : T → G˜
est un morphisme de topos et α : v
∼
→ g ◦ t et β : u
∼
→ π ◦ t sont des isomorphismes.
Pour tout objet (W → U ← V ) de G, le diagramme de morphismes de G
(3.4.17.5) (W → U ← V ) //

(U ×X Z → U ← V )

(W → X ← Y ) // (U ×X Z → X ← Y )
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est cartésien. De plus, on a
g
∗((V → U)a)
∼
→ (U ×X Z → U ← V )
a,(3.4.17.6)
π∗(W a)
∼
→ (W → X ← Y )a,(3.4.17.7)
π∗(g∗(Ua))
∼
→ (U ×X Z → X ← Y )
a,(3.4.17.8)
où l’exposant a désigne les faisceaux associés. Tenant compte de l’isomorphisme canonique u∗◦g∗
∼
→
v∗ ◦ σ∗ (3.4.17.3), on définit le foncteur
(3.4.17.9) t+ : G → T
(W → U ← V ) 7→ u∗(W a)×u∗(g∗(Ua)) v
∗((V → U)a)
Il est clair que si (t, α, β) existe, le composé de t∗ et du foncteur canonique G → G˜ est cano-
niquement isomorphe à t+. Ce dernier étant exact à gauche, il suffit donc de montrer qu’il est
continu.
Le foncteur t+ transforme clairement les familles couvrantes de G de type (a) et (b) en des
familles épimorphiques de T . Soit (W → U ′ ← V ′) → (W → U ← V ) un recouvrement de G de
type (c). Le diagramme canonique de morphismes de E
(3.4.17.10) (V ′ → U ′) //

(V → U)

(U ′ ×X Y → U ′) // (U ×X Y → U)
est cartésien. On en déduit un diagramme cartésien de T
(3.4.17.11) v∗((V ′ → U ′)a) //

v∗((V → U)a)

v∗(σ∗(U ′a)) // v∗(σ∗(Ua))
On en déduit que le morphisme
(3.4.17.12) t+(W → U ′ ← V ′)→ t+(W → U ← V )
est un isomorphisme. Par suite, le foncteur t+ est continu en vertu de 3.4.3, d’où la proposition.
3.4.18. Soit ⋆ l’un des deux symboles “coh” pour cohérent, ou “scoh” pour séparé et cohérent,
introduits dans 2.1.17. On désigne par G⋆ la sous-catégorie pleine de G formée des objets (W →
U ← V ) tels que U soit un objet de E´t⋆/X et W soit un objet de E´t⋆/Z . Les limites projectives
finies sont représentables dans G⋆ (3.4.2). On munit G⋆ de la topologie engendrée par les familles
couvrantes de type (c) et les familles couvrantes finies de type (a), (b) (cf. 3.4.1) et on désigne par
G˜⋆ le topos des faisceaux de U-ensembles sur G⋆. Calquant la preuve de 3.4.3, on montre que pour
qu’un préfaisceau F sur G⋆ soit un faisceau, il faut et il suffit que les conditions suivantes soient
remplies :
(i) Pour toute famille couvrante finie (Ai → A)i∈I de G⋆ de type (a) ou (b), la suite
(3.4.18.1) F (A)→
∏
i∈I
F (Ai)⇒
∏
(i,j)∈I×J
F (Ai ×A Aj)
est exacte.
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(ii) Pour tout recouvrement (W → U ′ ← V ′) → (W → U ← V ) de G⋆ de type (c), l’applica-
tion
(3.4.18.2) F (W → U ← V )→ F (W → U ′ ← V ′)
est bijective.
Le foncteur d’injection canonique φ : G⋆ → G est exact à gauche et continu (3.4.3). Il définit
donc un morphisme de topos ([4] IV 4.9.2)
(3.4.18.3) Φ: G˜→ G˜⋆.
Proposition 3.4.19. Les notations étant celles de 3.4.18, supposons de plus les schémas X,
Y et Z cohérents. Alors,
(i) La famille G⋆ est topologiquement génératrice dans G.
(ii) La topologie de G⋆ est engendrée par la prétopologie définie pour chaque objet A de G⋆
par la donnée de l’ensemble Cov(A) des familles de morphismes (Ai → A)i∈I obtenues par
composition d’un nombre fini de familles de type (c) et de familles (finies) de type (a) et
(b) ; en particulier, l’ensemble I est fini.
(iii) Le morphisme Φ (3.4.18.3) est une équivalence de topos. Nous identifierons dans la suite
de cette section les topos G˜ et G˜⋆ au moyen du morphisme Φ.
On notera d’abord que la condition que les schémas X , Y et Z sont cohérents est équivalente
à la condition que le schéma X est cohérent que les morphismes f et g sont cohérents.
(i) Soit (W → U ← V ) un objet de G. Comme le schéma X est quasi-séparé, il existe une
famille couvrante (Ui → U)i∈I telle que Ui ∈ Ob(E´t⋆/X). Pour tout i ∈ I, posons Wi = W ×U Ui
et Vi = V ×U Vi, de sorte que (Wi → Ui ← Vi) est un objet de G. La famille
{(Wi → Ui ← Vi)→ (W → U ← V )}i∈I
de morphismes de G est couvrante, en tant que composée de familles de type (a) et (c).
Wi // Ui


Vioo

Wi //

U Voo
W // U Voo
Comme le schéma Z est quasi-séparé, pour chaque i ∈ I, il existe une famille couvrante (Wi,j →
Wi)j∈Ji telle que Wi,j ∈ Ob(E´t⋆/Z). La famille
{(Wi,j → Ui ← Vi)→ (W → U ← V )}i∈I,j∈Ji
de morphismes de G est couvrante, et chaque (Wi,j → Ui ← Vi) est un objet de G⋆.
(ii) En effet, les familles couvrantes de type (c) et les familles couvrantes finies de type (a) et
(b) de G⋆ étant stables par changement de base, les ensembles Cov(A) pour A ∈ Ob(G⋆) vérifient
les axiomes d’une prétopologie ([4] II 1.3).
(iii) Pour tout objet A de G, on désigne par G⋆/A la catégorie des couples (B, u) où B est un
objet de G⋆ et u : φ(B)→ A est un morphisme de G. Si (B, u) et (B′, u′) sont deux objets de G⋆/A,
un morphisme de (B, u) dans (B′, u′) est un morphisme t : B → B′ de G⋆ tel que u′ = φ(t) ◦ u.
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Montrons que pour tout faisceau F sur G et tout A ∈ Ob(G), le morphisme canonique
(3.4.19.1) F (A)→ lim
←−
A′∈G◦
⋆/A
F (A′)
est un isomorphisme. En effet, il résulte de (i) que la suite
F (A)→
∏
A′∈Ob(G⋆/A)
F (A′)⇒
∏
(A′,A′′)∈Ob(G⋆/A)2
∏
B∈Ob(G⋆/A′×AA′′ )
F (B)
est exacte. D’autre part, le morphisme canonique
lim
←−
A′∈G◦
⋆/A
F (A′)→
ker

 ∏
A′∈Ob(G⋆/A)
F (A′)⇒
∏
(A′,A′′)∈Ob(G⋆/A)2
∏
B∈Ob(G⋆/A′×AA′′ )
F (B)


est un monomorphisme, d’où l’assertion.
L’isomorphisme fonctoriel (3.4.19.1) montre que le foncteur Φ∗ : G˜→ G˜⋆ est pleinement fidèle.
Montrons qu’il est essentiellement surjectif. Soit F ′ un U-faisceau sur G⋆. Pour tout objet A de G,
la catégorie G⋆/A étant U-petite, on pose
(3.4.19.2) F (A) = lim
←−
A′∈G◦
⋆/A
F ′(A′).
On définit ainsi un préfaisceau sur G. On a clairement φ∗(F ) = F ◦φ = F ′. Il suffit donc de montrer
que F est un faisceau sur G, ou encore que pour tout objet A de G et tout crible couvrant R de
A dans G, le morphisme canonique
(3.4.19.3) F (A)→ lim
←−
A′∈R◦
F (A′)
est un isomorphisme. On peut se borner aux cribles R engendrés par une famille couvrante de
morphismes de but A et de type (a), (b) ou (c) ([4] II 2.3).
Pour tout objet A′ de G/A, on désigne par R⋆/A′ la sous catégorie pleine de G⋆/A′ formée des
couples (B, u) tels que φ(B) soit un objet de R. Si A′ ∈ Ob(R), on a R⋆/A′ = G⋆/A′ . Il suffit alors
de montrer que le morphisme canonique
(3.4.19.4) F (A)→ lim
←−
A′∈R◦
lim
←−
A′′∈R◦
⋆/A′
F ′(A′′)
est un isomorphisme.
Montrons que pour tout objet A′ de G⋆/A, R⋆/A′ est un crible couvrant de A′ dans G⋆. Comme
les familles couvrantes de type (a), (b), (c) sont stables par changement de base, on peut se borner
au cas où A = A′ = (W → U ← V ) est un objet de G⋆. Comme W est quasi-compact, l’assertion
est immédiate si R est engendré par une famille couvrante de morphismes de but A et de type (a).
Par ailleurs, f étant cohérent, UY est un schéma cohérent. Comme le morphisme V → UY est fini
étale, V est un schéma cohérent. L’assertion recherchée vaut donc aussi si R est engendré par une
famille couvrante de morphismes de but A et de type (b). Supposons enfin que R soit engendré
par un recouvrement de type (c)
(W → U ′ ← V ′)→ (W → U ← V ),
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où U ′ → U est un morphisme étale quelconque et V ′ = V ×U U ′. Il existe une famille couvrante
(U ′i → U
′)i∈I telle que U ′i ∈ Ob(E´t⋆/X). Pour tout i ∈ I, posonsW
′
i =W ×U ′ U
′
i et V
′
i = V
′×U ′U ′i ,
de sorte que (W ′i → U
′
i ← V
′
i ) est un objet de G. Il existe une famille couvrante (W
′
i,j → W
′
i )j∈Ji
telle que W ′i,j ∈ Ob(E´t⋆/Z). La famille de morphismes de G
{(W ′i,j → U
′
i ← V
′
i )→ (W → U ← V )}i∈I,j∈Ji
est alors couvrante en tant que composée de familles de type (a) et (c)
W ′i,j
// U ′i


V ′i
oo

W ′i,j
//

U Voo
W // U Voo
Comme W est quasi-compact, on peut extraire une sous famille finie K de {(i, j) | i ∈ I, j ∈ Ji}
telle que (W ′i,j → W )(i,j)∈K soit couvrante. Il s’ensuit que la famille de morphismes de G⋆
{(W ′i,j → U
′
i ← V
′
i )→ (W → U ← V )}(i,j)∈K
est couvrante en tant que composée d’une famille finie de type (a) et de familles de type (c), d’où
l’assertion recherchée.
Il résulte de ce qui précède que pour tout A′ ∈ Ob(G⋆/A), le morphisme canonique
(3.4.19.5) F ′(A′)→ lim
←−
A′′∈R◦
⋆/A′
F ′(A′′)
est un isomorphisme. Prenons la limite projective sur la catégorie G◦⋆/A, on en déduit un isomor-
phisme
(3.4.19.6) F (A)→ lim
←−
A′∈G◦
⋆/A
lim
←−
A′′∈R◦
⋆/A′
F ′(A′′).
Les morphismes canoniques
(3.4.19.7) lim
←−
A′∈R◦
lim
←−
A′′∈R◦
⋆/A′
F ′(A′′)← lim
←−
A′∈R◦
⋆/A
F ′(A′)→ lim
←−
A′∈G◦
⋆/A
lim
←−
A′′∈R◦
⋆/A′
F ′(A′′)
étant bijectifs, on en déduit que le morphisme (3.4.19.4) est un isomorphisme, d’où la proposition.
Corollaire 3.4.20. Les notations étant celles de 3.4.18, supposons de plus les schémas X, Y
et Z cohérents. Alors,
(i) Pour tout objet (W → U ← V ) de G⋆, le faisceau associé (W → U ← V )a de G˜ est
cohérent.
(ii) Le topos G˜ est cohérent ; en particulier, il a suffisamment de points.
(iii) Les morphismes π (3.4.4.3) et λ (3.4.4.4) sont cohérents.
Les propositions (i) et (ii) résultent de 3.4.19(ii)-(iii) et ([4] VI 2.1) et la proposition (iii) est
une conséquence de (i) et ([4] VI 3.2).
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3.4.21. D’après 3.1.10 et ([4] VIII 7.9), la donnée d’un point de Ze´t
←
×Xe´t Ye´t est équivalente
à la donnée d’une paire de points géométriques z de Z et y de Y et d’une flèche de spécialisation
u de f(y) vers g(z), c’est-à-dire, d’un X-morphisme u : y → X(g(z)), où X(g(z)) désigne le localisé
strict de X en g(z). Un tel point sera noté (y  z) ou encore (u : y  z). On désigne par ρ(y  z)
son image par le morphisme ρ : Ze´t
←
×Xe´t Ye´t → G˜ (3.4.7.2), qui est donc un point de G˜. Il résulte
de (3.4.7.3) que pour tous F ∈ Ob(Ze´t) et H ∈ Ob(Yf e´t), on a des isomorphismes canoniques
fonctoriels
(π∗F )ρ(y z)
∼
→ Fz ,(3.4.21.1)
(λ∗H)ρ(y z)
∼
→ (ρ∗YH)y,(3.4.21.2)
où ρY : Ye´t → Yf e´t est le morphisme canonique (2.1.17.1). Pour tout objet (W → U ← V ) de G,
on a un isomorphisme canonique fonctoriel
(3.4.21.3) (W → U ← V )aρ(y z)
∼
→Wz ×Uf(y) Vy,
où l’application Vy → Uf(y) est induite par V → U , et l’application Wz → Uf(y) est composée de
l’application Wz → Ug(z) induite par W → U et du morphisme de spécialisation Ug(z) → Uf(y)
défini par u. En effet, cela résulte de ([2] VI.3.6) et du fait que ρ∗ prolonge ρ+ ([4] III 1.4).
3.4.22. Soient z un point géométrique de Z, y un point géométrique de Y , Z(z) le localisé
strict de Z en z, X(g(z)) le localisé strict de X en g(z), u : y → X(g(z)) un X-morphisme, de sorte
que (y  z) est un point de Ze´t
←
×Xe´t Ye´t (3.4.21). On désigne par Pρ(y z) la catégorie des
objets ρ(y  z)-pointés de G, définie comme suit. Les objets de Pρ(y z) sont les quadruplets
((W → U ← V ), κ, ξ, ζ) formés d’un objet (W → U ← V ) de G, d’un Z-morphisme κ : z → W ,
d’un X-morphisme ξ : z → U et d’un Y -morphisme ζ : y → V tels que, notant encore κ : Z(z) →W
le Z-morphisme induit par κ ([4] VIII 7.3) et ξ : X(g(z)) → U le X-morphisme induit par ξ, les
carrés du diagramme
(3.4.22.1) Z(z)
κ

g // X(g(z))
ξ

y
uoo
ζ

W // U Voo
où on a encore noté g le morphisme induit par g, soient commutatifs. Soient ((W → U ← V ), κ, ξ, ζ),
((W ′ → U ′ ← V ′), κ′, ξ′, ζ′) deux objets de Pρ(y z). Un morphisme de ((W ′ → U ′ ← V ′), κ′, ξ′, ζ′)
dans ((W → U ← V ), κ, ξ, ζ) est la donnée d’un morphisme (c : W ′ → W,a : U ′ → U, b : V ′ → V )
de G tel que c ◦ κ′ = κ, a ◦ ξ′ = ξ et b ◦ ζ′ = ζ. Il résulte de (3.4.21.3) et ([2] VI.10.19(i)) que
Pρ(y z) est canoniquement équivalente à la catégorie des voisinages de ρ(y  z) dans G ([4] IV
6.8.2). Elle est donc cofiltrante et pour tout préfaisceau F sur G, on a un isomorphisme canonique
fonctoriel ([4] IV (6.8.4))
(3.4.22.2) (F a)ρ(y z)
∼
→ lim
−→
((W→U←V ),κ,ξ,ζ)∈P◦
ρ(y z)
F (W → U ← V ).
Si X , Y et Z sont cohérents, on peut remplacer dans la limite ci-dessus Pρ(y z) par la sous-
catégorie pleine Pcohρ(y z) formée des objets ((W → U ← V ), κ, ξ, ζ) tels que W soit un objet de
E´tcoh/Z et U soit un objet de E´tcoh/X , qui est aussi cofiltrante (3.4.19).
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3.4.23. Supposons le schéma X strictement local, de point fermé x. Soit z un point géomé-
trique de Z au-dessus de x. Le toposXe´t étant local de centre x, d’après 3.1.11, le point géométrique
z de Z définit une section canonique
(3.4.23.1) γ : Ye´t → Ze´t
←
×Xe´t Ye´t.
De même, le topos Xf e´t étant local de centre x, le point géométrique z de Z définit une section
canonique
(3.4.23.2) µ : Yf e´t → Zf e´t
←
×Xfe´t Yf e´t.
Notons ρX : Xe´t → Xf e´t, ρY : Ye´t → Yf e´t et ρZ : Ze´t → Zf e´t les morphismes canoniques (2.1.17.1).
On vérifie aussitôt que le diagramme
(3.4.23.3) Ye´t
γ //
ρY

Ze´t
←
×Xe´t Ye´t
ρZ
←
×ρX ρY
Yf e´t
µ // Zf e´t
←
×Xfe´t Yf e´t
où la flèche verticale de droite est définie par fonctorialité (3.1.5.4), est commutatif à isomorphisme
canonique près.
3.4.24. Supposons les schémas X et Z strictement locaux, de points fermés x et z respecti-
vement, le morphisme g : Z → X local, i.e., g(z) = x, et le morphisme f : Y → X cohérent. Pour
tout U ∈ Ob(E´tscoh/X) (2.1.17), on désigne par U f la somme disjointe des localisés stricts de U en
les points de Ux ; c’est un sous-schéma ouvert et fermé de U , qui est fini sur X ([30] 18.5.11). De
même, pour tout W ∈ Ob(E´tscoh/Z), on désigne par W f la somme disjointe des localisés stricts de
W en les points de Wz . Pour tout U ∈ Ob(E´tscoh/X), on a un isomorphisme canonique
(3.4.24.1) Z ×X U f
∼
→ (Z ×X U)
f .
La correspondance U 7→ U f définit un foncteur
(3.4.24.2) +x : E´tscoh/X → E´tf/X
qui est clairement exact à gauche et continu. Notons
(3.4.24.3) x : Xf e´t → Xe´t
morphisme de topos associé (cf. [2] VI.10.22). De même, la correspondance W 7→ W f définit un
foncteur
(3.4.24.4) +z : E´tscoh/Z → E´tf/Z
qui est exact à gauche et continu. Notons
(3.4.24.5) z : Zf e´t → Ze´t
le morphisme de topos associé.
On désigne par Gf la sous-catégorie pleine de G formée des objets (W → U ← V ) tels que
les morphismes U → X et W → Z soient finis étales. Il s’ensuit que le morphisme V → Y est
aussi fini étale. On munit Gf de la topologie engendrée par les recouvrements de type (a), (b) et
(c) (3.4.1). Le topos des faisceaux de U-ensembles sur Gf est le produit orienté Zf e´t
←
×Xfe´t Yf e´t des
morphismes de topos gf e´t : Zf e´t → Xf e´t et ff e´t : Yf e´t → Xf e´t (cf. 3.1.3).
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Le foncteur
(3.4.24.6) ν+ : Gscoh → Gf
(W → U ← V ) 7→ (W f → U f ← U f ×U V ).
est exact à gauche et continu. En effet, les foncteurs x et z étant continus et exacts à gauche, le
foncteur ϑ+ est exact à gauche, et il transforme les recouvrements finis de Gscoh de type (a), (b),
(c) en des recouvrements de Gf de même type. Il est donc continu en vertu de 3.1.2 et 3.4.18(i)-(ii).
Compte tenu de 3.4.19(iii), le foncteur ν+ définit donc un morphisme de topos
(3.4.24.7) ν : Zf e´t
←
×Xfe´t Yf e´t → G˜.
Par ailleurs, les topos Xf e´t et Zf e´t étant équivalents au topos final, la section canonique définie par
le point z de Z (3.4.23.2)
(3.4.24.8) µ : Yf e´t → Zf e´t
←
×Xfe´t Yf e´t
est une équivalence de topos. On désigne le morphisme composé νµ par
(3.4.24.9) θ : Yf e´t → G˜.
Proposition 3.4.25. Sous les hypothèses de 3.4.24, le diagramme
(3.4.25.1) Ye´t
γ //
ρY

Ze´t
←
×Xe´t Ye´t
ρ

Yf e´t
θ // G˜
où γ est la section canonique définie par le point z de Z (3.4.23.1), ρY est le morphisme (2.1.17.1)
et ρ est le morphisme (3.4.7.2), est commutatif à isomorphisme canonique près.
En effet, notant iz : Ens→ Ze´t le point défini par z et ε : Xe´t → Ens la projection canonique,
on a un diagramme non-commutatif (3.1.11.3)
(3.4.25.2) Ens
iz

Ye´t
γ

εfe´too
id
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
Ze´t
ge´t
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
Ze´t
←
×Xe´t Ye´t
p1oo p2 // Ye´t
fe´tyyttt
tt
tt
tt
tt
Xe´t
Montrons d’abord que pour tout objet (W → U ← V ) de G que l’on considère aussi comme un
objet de C (3.4.6), le morphisme canonique
(3.4.25.3) γ∗((W f → U f ← V ×U U f)a)→ γ∗((W → U ← V )a)
est un isomorphisme. Compte tenu de ([2] (VI.3.7.2)), on a un isomorphisme canonique fonctoriel
(3.4.25.4) γ∗((W → U ← V )a)
∼
→ f∗e´tε
∗i∗z(W )×f∗e´tε∗i∗z(U×XZ) V.
Le morphisme canonique i∗z(W
f) → i∗z(W ) étant un isomorphisme, il en est donc de même du
morphisme
(3.4.25.5) γ∗((W f → U ← V )a)→ γ∗((W → U ← V )a).
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Comme le morphisme (3.4.25.3) est induit par le composé des morphismes canoniques
(3.4.25.6) (W f → U f ← V ×U U f)→ (W f → U ← V )→ (W → U ← V ),
dont le premier est un recouvrement de type (c), on en déduit que c’est un isomorphisme.
On déduit de l’isomorphisme (3.4.25.3) un isomorphisme canonique fonctoriel
(3.4.25.7) γ∗((ρZ
←
×ρX ρY )
∗(ν∗((W → U ← V )a)))
∼
→ γ∗(ρ∗(W → U ← V )a).
Compte tenu de (3.4.23.3), on en déduit un isomorphisme canonique fonctoriel
(3.4.25.8) ρ∗Y (θ
∗((W → U ← V )a))
∼
→ γ∗(ρ∗(W → U ← V )a),
d’où la proposition.
Corollaire 3.4.26. Conservons les hypothèses de 3.4.25 et soient y un point géométrique de
Y , (y  z) le point de Ze´t
←
×Xe´t Ye´t défini par l’unique spécialisation de f(y) dans x, i.e., le X-
morphisme canonique u : y → X. Alors, les points ρ(y  z) et θ(ρY (y)) de G˜ sont canoniquement
isomorphes.
Cela résulte de 3.4.25 quand on observe que les points γ(y) et (y  z) de Ze´t
←
×Xe´t Ye´t sont
canoniquement isomorphes (3.4.23.1).
3.4.27. Conservons les hypothèses de 3.4.24. On vérifie aussitôt que les carrés du diagramme
(3.4.27.1) Zf e´t
z

Zf e´t
←
×Xfe´t Yf e´t
p1oo p2 //
ν

Yf e´t
id

Ze´t G˜
λ //πoo Yf e´t
sont commutatifs à isomorphismes canoniques près. On en déduit des isomorphismes
πθ
∼
→ zιzǫff e´t,(3.4.27.2)
λθ
∼
→ idYfe´t .(3.4.27.3)
On obtient du second morphisme un morphisme de changement de base
(3.4.27.4) λ∗ → θ∗,
composé de λ∗ → λ∗θ∗θ∗
∼
→ θ∗, où la première flèche est induite par le morphisme d’adjonction
id→ θ∗θ∗, et la seconde flèche par l’isomorphisme (3.4.27.3).
Proposition 3.4.28. Supposons les schémas X et Z strictement locaux, de points fermés x
et z respectivement, le morphisme g : Z → X local, i.e., g(z) = x, et le morphisme f : Y → X
cohérent, et notons θ : Yf e´t → G˜ le morphisme de topos défini dans (3.4.24.9). Alors, le morphisme
de changement de base λ∗ → θ∗ (3.4.27.4) est un isomorphisme ; en particulier, le foncteur λ∗ est
exact.
Notons ρY : Ye´t → Yf e´t le morphisme canonique (2.1.17.1). Compte tenu de ([2] VI.9.6), il suffit
de montrer que pour tout faisceau F de G˜ et tout point géométrique y de Y , l’application
(3.4.28.1) (λ∗F )ρY (y) → (θ
∗F )ρY (y)
induite par le morphisme de changement de base (3.4.27.4) est bijective. Il existe une unique spé-
cialisation de f(y) dans x, à savoir le X-morphisme canonique u : y → X ; on peut donc considérer
le point (y  z) de Ze´t
←
×Xe´t Ye´t (3.4.21). D’après 3.4.26, les points ρ(y  z) et θ(ρY (y)) de G˜ sont
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canoniquement isomorphes. On désigne par Cy la catégorie des Y -schémas étales et finis, y-pointés,
que l’on identifie à la catégorie des voisinages de ρY (y) dans le site E´tf/Y ([4] IV 6.8.2), et par
Pscohρ(y z) la sous-catégorie pleine de la catégorie Pρ(y z) (3.4.22) formée des objets ρ(y  z)-
pointés ((W → U ← V ), κ, ξ, ζ) de G tels que U soit un objet de E´tscoh/X et W soit un objet de
E´tscoh/Z . Rappelons que κ : z →W est un Z-morphisme, ξ : x→ U un X-morphisme et ζ : y → V
un Y -morphisme tels que notant encore κ : Z → W la Z-section induite par κ et ξ : X → U la
X-section induite par ξ, les carrés du diagramme
(3.4.28.2) Z
κ

g // X
ξ

y
uoo
ζ

W // U Voo
soient commutatifs. Il résulte de (3.4.21.3) et ([2] VI.10.19(i)) que Pscohρ(y z) est canoniquement
équivalente à la catégorie des voisinages du point ρ(y  z) dans le site Gscoh. Elle est donc
cofiltrante. Pour tout objet V de E´tf/Y , on a un isomorphisme canonique θ∗(Z → X ← V )
∼
→ V
(3.4.27.3). Compte tenu de l’égalité θ(ρY (y)) = ρ(y  z), on en déduit un isomorphisme
(3.4.28.3) (Z → X ← V )ρ(y z)
∼
→ Vy.
Celui-ci est clairement compatible avec l’isomorphisme (3.4.21.3). Notant κ0 : z → Z et ξ0 : x→ X
les injections canoniques, on a un foncteur pleinement fidèle
(3.4.28.4) λy : Cy → P
scoh
ρ(y z), (V, ζ : y → V ) 7→ ((Z → X ← V ), κ0, ξ0, ζ).
Le morphisme d’adjonction F → θ∗(θ∗F ) est défini pour tout objet (W → U ← V ) de G par le
morphisme canonique
(3.4.28.5) F (W → U ← V )→ θ∗(F )(θ∗(W → U ← V )).
Pour tout objet (V, ζ : y → V ) de Cy , le diagramme
(3.4.28.6) F (Z → X ← V ) //

θ∗(F )(V )

(θ∗(F )ρY (y))(Vy)
ζ

Fρ(y z)((Z → X ← V )
a
ρ(y z))
(κ0,ξ0,ζ) // Fρ(y z)
où la flèche notée ζ (resp. (κ0, ξ0, ζ)) est induite par ζ ∈ Vy et la relation θ(ρY (y)) = ρ(y  z)
(resp. (κ0, ξ0, ζ) ∈ (Z → X ← V )aρ(y z)), est commutatif (3.4.28.3). Par suite, (3.4.28.1) s’identifie
à l’application
(3.4.28.7) lim
−→
(V,ζ)∈C◦
y
F (Z → X ← V )→ Fρ(y z)
induite par le foncteur λ◦y . Il suffit donc de montrer que λ
◦
y est cofinal.
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Soit ((W → U ← V ), κ, ξ, ζ) un objet de Pscohρ(y z). Notons encore κ : Z → W la Z-section
induite par κ et ξ : X → U la X-section induite par ξ, de sorte que les carrés du diagramme
(3.4.28.8) Z
κ

g // X
ξ

y
uoo
ζ

W // U Voo
sont commutatifs. On en déduit un Y -morphisme ζ′ : y → V ×U,ξX qui s’insère dans un diagramme
commutatif
(3.4.28.9) Z
κ

g // X
ξ

V ×U,ξ Xoo

y
ζ′oo
ζ
zz✈✈✈
✈✈
✈✈
✈✈
✈✈
W // U Voo
Par suite, (V ×U,ξ X, ζ′) est un objet de Cy, et le diagramme (3.4.28.9) induit un morphisme
λy(V ×U,ξ X, ζ
′) = ((Z → X ← V ×U,ξ X), κ0, ξ0, ζ
′)→ ((W → U ← V ), κ, ξ, ζ)
de Pscohρ(y z). On en déduit que λ
◦
y est cofinal d’après ([4] I 8.1.3(c)) ; d’où la proposition.
Corollaire 3.4.29. Les hypothèses étant celles de 3.4.28, supposons de plus que le schéma Y
soit strictement local de point fermé y et considérons le point (y  z) de Ze´t
←
×Xe´t Ye´t défini par
l’unique spécialisation de f(y) dans x. Alors, le topos G˜ est local de centre ρ(y  z).
En effet, pour tout faisceau F de G˜, on a Γ(G˜, F ) = Γ(Yf e´t, λ∗(F )) = (λ∗(F ))ρY (y), où
ρY : Ye´t → Yf e´t est le morphisme canonique (2.1.17.1). Par ailleurs, le morphisme
(3.4.29.1) Γ(G˜, F ) = Γ(Yf e´t, λ∗(F ))→ Γ(Yf e´t, θ
∗(F ))
induit par le morphisme (3.4.27.4) s’identifie au morphisme défini par image inverse par θ. Compte
tenu de 3.4.26, le morphisme canonique
(3.4.29.2) Γ(G˜, F )→ Fρ(y z)
s’identifie donc à la fibre du morphisme λ∗(F )→ θ∗(F ) (3.4.27.4) en ρY (y), qui est un isomorphisme
en vertu de 3.4.28, d’où la proposition.
Corollaire 3.4.30. Supposons les schémas X et Z strictement locaux, de points fermés x
et z respectivement, le morphisme g : Z → X local, i.e., g(z) = x, et le morphisme f : Y → X
cohérent, et notons θ : Yf e´t → G˜ le morphisme de topos défini dans (3.4.24.9). Alors :
(i) Pour tout faisceau F de G˜, l’application canonique
(3.4.30.1) Γ(G˜, F )→ Γ(Yf e´t, θ∗F )
est bijective.
(ii) Pour tout faisceau abélien F de G˜, l’application canonique
(3.4.30.2) Hi(G˜, F )→ Hi(Yf e´t, θ∗F )
est bijective pour tout i ≥ 0.
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(i) En effet, le diagramme
(3.4.30.3) Γ(G˜, F )
v

Γ(Yf e´t, λ∗F )
u

∼
woo
Γ(G˜, θ∗(θ
∗F ))
v′ ))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
Γ(Yf e´t, λ∗(θ∗(θ
∗F )))
u′

w′
∼
oo
Γ(Yf e´t, θ
∗F )
où w, w′ et v′ sont les bijections canoniques, u et v sont induits par le morphisme d’adjonction
id→ θ∗θ∗ et u′ est induit par l’isomorphisme (3.4.27.3), est commutatif. Comme u′ ◦ u est bijectif
en vertu de 3.4.28, il en est de même de v′ ◦ v, d’où la proposition.
(ii) En effet, le diagramme
(3.4.30.4) Hi(G˜, F )
v

Hi(Yf e´t, λ∗F )
u

woo
Hi(G˜, θ∗(θ
∗F ))
v′ ))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
Hi(Yf e´t, λ∗(θ∗(θ
∗F )))
u′

w′oo
Hi(Yf e´t, θ
∗F )
où w, w′ et v′ sont induits par la suite spectrale de Cartan-Leray ([4] V 5.3), u et v sont induits par
le morphisme d’adjonction id→ θ∗θ∗ et u′ est induit par l’isomorphisme (3.4.27.3), est commutatif.
D’autre part, u′ ◦ u est bijectif, et le foncteur λ∗ est exact en vertu de 3.4.28 ; donc w est bijectif,
d’où la proposition.
3.4.31. Soient z un point géométrique de Z, Z le localisé strict de Z en z, X le localisé
strict de X en g(z), g : Z → X le morphisme induit par g, Y = Y ×X X, f : Y → X la projection
canonique. On désigne par G˜ le topos de Faltings relatif associé au couple de morphismes (f, g)
(3.4.1) et par
(3.4.31.1) θ : Y f e´t → G˜
le morphisme défini dans (3.4.24.9). Le diagramme commutatif de morphismes canoniques
(3.4.31.2) Z
g
//

X

Y
f
oo

Z
g // X Y
foo
induit par fonctorialité un morphisme (3.4.8.3)
(3.4.31.3) Φ: G˜→ G˜.
On note
(3.4.31.4) ϕz : G˜→ Y f e´t
le foncteur composé θ∗ ◦ Φ∗.
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Proposition 3.4.32. Conservons les hypothèses de 3.4.31, supposons de plus que f soit cohé-
rent. Alors :
(i) Pour tout faisceau F de G˜, on a un isomorphisme canonique fonctoriel
(3.4.32.1) π∗(F )z
∼
→ Γ(Y f e´t, ϕz(F )).
(ii) Pour tout faisceau abélien F de G˜ et tout entier i ≥ 0, on a un isomorphisme canonique
fonctoriel
(3.4.32.2) Riπ∗(F )z
∼
→ Hi(Y f e´t, ϕz(F )).
(iii) Pour toute suite exacte de faisceaux abéliens 0→ F ′ → F → F ′′ → 0 de G˜ et tout entier
i ≥ 0, le diagramme
(3.4.32.3) Riπ∗(F ′′)z //

Ri+1π∗(F
′)z

Hi(Y f e´t, ϕz(F
′′)) // Hi+1(Y f e´t, ϕz(F
′))
où les flèches verticales sont les isomorphismes canoniques (3.4.32.2) et les flèches horizon-
tales sont les bords des suites exactes longues de cohomologie, est commutatif.
Cette proposition sera démontrée dans 3.5.12.
3.5. Limites projectives de topos de Faltings relatifs
3.5.1. On désigne par M la catégorie des couples de morphismes de schémas de même but
(Z → X ← Y ) et par D la catégorie des morphismes de M. Les objets de D sont donc des
diagrammes commutatifs de morphismes de schémas
(3.5.1.1) W //

U

Voo

Z // X Yoo
où l’on considère les flèches horizontales comme des objets de M et les flèches verticales comme
des morphismes de M ; un tel objet sera noté (W → U ← V, Z → X ← Y ). On désigne par G la
sous-catégorie pleine de D formée des objets (W → U ← V, Z → X ← Y ) tels que les morphismes
U → X et W → Z soient étales de présentation finie et que le morphisme V → U ×X Y soit étale
fini. Le “foncteur but”
(3.5.1.2) G→M, (W → U ← V, Z → X ← Y ) 7→ (Z → X ← Y )
fait de G une catégorie fibrée, clivée et normalisée (cf. 3.4.2). La catégorie fibre au-dessus d’un
objet (Z → X ← Y ) de M est la catégorie sous-jacente au site Gcoh défini dans 3.4.18 relativement
au couple de morphismes (Y → X,Z → X). Pour tout morphisme de M défini par un diagramme
commutatif
(3.5.1.3) Z ′ //

X ′

Y ′oo

Z // X Yoo
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le foncteur image inverse de (3.5.1.2) associé est le foncteur
(3.5.1.4) Φ+ : G(Z→X←Y ) → G(Z′→X′←Y ′),
(W → U ← V ) 7→ (W ×Z Z ′ → U ×X X ′ ← V ×Y Y ′).
Celui-ci est clairement exact à gauche. On munit chaque fibre de G/M de la topologie co-évanes-
cente, c’est-à-dire de la topologie engendrée par les recouvrements de type (a), (b) et (c) définis
dans 3.4.1. On vérifie aussitôt que la caractérisation des faisceaux de 3.4.3 vaut encore pour les
fibres de G/M. On en déduit que pour tout morphisme de M défini par un diagramme commutatif
(3.5.1.3), le foncteur Φ+ (3.5.1.4) est continu. Par suite, G/M devient un U-site fibré ([4] VI 7.2.4).
On désigne par
(3.5.1.5) F→M
le U-topos fibré associé à G/M ([4] VI 7.2.6) : la catégorie fibre de F au-dessus d’un objet
(Z → X ← Y ) de M est le topos G˜(Z→X←Y ) des faisceaux de U-ensembles sur le site co-évanescent
G(Z→X←Y ), et le foncteur image inverse relatif à un morphisme deM défini par un diagramme com-
mutatif (3.5.1.3) est le foncteur Φ∗ : G˜(Z→X←Y ) → G˜(Z′→X′←Y ′) image inverse par le morphisme
de topos
(3.5.1.6) Φ: G˜(Z′→X′←Y ′) → G˜(Z→X←Y )
associé au morphisme de sites Φ+ (3.5.1.4).
Pour tout objet (Z → X ← Y ) deM tel que les schémasX , Y et Z soient cohérents, la topologie
de G(Z→X←Y ) est engendrée par les familles couvrantes de type (c) et les familles couvrantes finies
de type (a), (b). Par suite, le topos G˜(Z→X←Y ) est canoniquement équivalent au topos de Faltings
relatif associé au couple de morphismes (Y → X,Z → X) d’après 3.4.19(iii).
On note
(3.5.1.7) F∨ →M◦
la catégorie fibrée obtenue en associant à tout objet (Z → X ← Y ) de M la catégorie F(Z→X←Y ) =
G˜(Z→X←Y ), et à tout morphisme de M défini par un diagramme commutatif (3.5.1.3) le foncteur
(3.5.1.8) Φ∗ : G˜(Z′→X′←Y ′) → G˜(Z→X←Y )
image directe par le morphisme de topos Φ (3.5.1.6).
3.5.2. Soient I une catégorie cofiltrante essentiellement petite ([4] I 2.7 et 8.1.8),
(3.5.2.1) ϕ : I →M, i 7→ (Zi → Xi ← Yi)
un foncteur tel que pour tout morphisme j → i de I, les morphismes Xj → Xi, Yj → Yi et
Zj → Zi soient affines. On suppose qu’il existe i0 ∈ Ob(I) tel que les schémas Xi0 , Yi0 et Zi0 soient
cohérents. On désigne par
Gϕ → I(3.5.2.2)
Fϕ → I(3.5.2.3)
F∨ϕ → I(3.5.2.4)
les site, topos et catégorie fibrés déduits de G (3.5.1.2), F (3.5.1.5) et F∨ (3.5.1.7), respectivement,
par changement de base par le foncteur ϕ. On notera que Fϕ est le topos fibré associé à Gϕ ([4]
VI 7.2.6.8). D’après ([30] 8.2.3), les limites projectives
(3.5.2.5) X = lim
←−
i∈I
Xi, Y = lim
←−
i∈I
Yi et Z = lim
←−
i∈I
Zi
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sont représentables dans la catégorie des schémas. Les schémasX , Y et Z sont cohérents. Les objets
(Zi → Xi ← Yi)i∈I de M induisent un objet (Z → X ← Y ), qui représente la limite projective du
foncteur (3.5.2.1).
Pour tout i ∈ Ob(I), on a un diagramme commutatif canonique
(3.5.2.6) Z //

X

Yoo

Zi // Xi Yioo
Il lui correspond un foncteur image inverse (3.4.8.2)
(3.5.2.7) Φ+i : G(Zi→Xi←Yi) → G(Z→X←Y ),
qui est continu et exact à gauche, et par suite un morphisme de topos
(3.5.2.8) Φi : G˜(Z→X←Y ) → G˜(Zi→Xi←Yi).
On a un foncteur naturel
(3.5.2.9) Gϕ → G(Z→X←Y ),
dont la restriction à la fibre au-dessus de tout i ∈ Ob(I) est le foncteur Φ+i (3.5.2.7). Ce foncteur
transforme morphisme cartésien en isomorphisme. Il se factorise donc de façon unique à travers un
foncteur ([4] VI 6.3)
(3.5.2.10) lim
−→
I◦
Gϕ → G(Z→X←Y ).
Le I-foncteur Gϕ → G(Z→X←Y ) × I déduit de (3.5.2.9) est un morphisme cartésien de sites fibrés
([4] VI 7.2.2). Il induit donc un morphisme cartésien de topos fibrés ([4] VI 7.2.7)
(3.5.2.11) G˜(Z→X←Y ) × I → Fϕ.
Proposition 3.5.3. Le couple formé du topos G˜(Z→X←Y ) et du morphisme (3.5.2.11) est une
limite projective du topos fibré Fϕ/I ([4] VI 8.1.1).
On notera d’abord que le foncteur (3.5.2.10) est une équivalence de catégories en vertu de ([30]
8.8.2, 8.10.5 et 17.7.8). Soient T un U-topos,
(3.5.3.1) h : T × I → Fϕ
un morphisme cartésien de topos fibrés au-dessus de I. Notons εI : Gϕ → Fϕ le foncteur cartésien
canonique ([4] VI (7.2.6.7)), et posons
(3.5.3.2) h+ = h∗ ◦ εI : Gϕ → T × I.
Pour tout i ∈ Ob(I), on désigne par
(3.5.3.3) h+i : G(Zi→Xi←Yi) → T
la restriction de h+ aux fibres au-dessus de i. Compte tenu de l’équivalence de catégories (3.5.2.10)
et de ([4] VI 6.2), il existe un et essentiellement un unique foncteur
(3.5.3.4) g+ : G(Z→X←Y ) → T
tel que h+ soit isomorphe au composé
(3.5.3.5) Gϕ // G(Z→X←Y ) × I
g+×idI // T × I ,
140 3. TOPOS DE FALTINGS
où la première flèche est le foncteur déduit de (3.5.2.9). Montrons que g+ est un morphisme de
sites. Pour tout objet (W → U ← V ) de G(Z→X←Y ), il existe i ∈ Ob(I), un objet (Wi → Ui ← Vi)
de G(Zi→Xi←Yi) et un isomorphisme de G(Z→X←Y )
(3.5.3.6) (W → U ← V )
∼
→ Φ+i (Wi → Ui ← Vi).
Comme les foncteurs h+i et Φ
+
i sont exacts à gauche, on en déduit que g
+ est exact à gauche.
D’autre part, tout recouvrement de type (c), (resp. fini de type (a), resp. fini de type (b)) de
G(Z→X←Y ) est l’image inverse d’un recouvrement de type (c) (resp. fini de type (a), resp. fini de
type (b)) de G(Zi→Xi←Yi) pour un objet i de I, en vertu de ([30] 8.10.5(vi)). On en déduit que g
+
transforme les recouvrements finis de type (a), (resp. (b)) de G(Z→X←Y ) en familles épimorphiques
de T , et les recouvrements de type (c) en isomorphismes de T . Comme les schémas X , Y et Z sont
cohérents, g+ est continu en vertu de 3.4.18 et 3.4.19. Il définit donc un morphisme de topos
(3.5.3.7) g : T → G˜(Z→X←Y )
tel que h soit isomorphe au composé
(3.5.3.8) T × I
g×idI // G˜(Z→X←Y ) × I // Fϕ ,
où la seconde flèche est le morphisme (3.5.2.11). Un tel morphisme g est essentiellement unique
car la “restriction” g+ : G(Z→X←Y ) → T du foncteur g∗ est essentiellement unique d’après ce qui
précède, d’où la proposition.
3.5.4. Munissons Gϕ de la topologie totale ([4] VI 7.4.1) et notons Top(Gϕ) le topos des
faisceaux de U-ensembles sur Gϕ. D’après ([4] VI 7.4.7), on a une équivalence canonique de caté-
gories
(3.5.4.1) Top(Gϕ)
∼
→ HomI◦(I
◦,F∨ϕ).
D’autre part, le foncteur naturel Gϕ → G(Z→X←Y ) (3.5.2.9) est un morphisme de sites ([4] VI
7.4.4) et il définit donc un morphisme de topos
(3.5.4.2) ̟ : G˜(Z→X←Y ) → Top(Gϕ).
En vertu de 3.5.3 et ([4] VI 8.2.9), il existe une équivalence de catégories Θ qui s’insère dans un
diagramme commutatif
(3.5.4.3) G˜(Z→X←Y )
Θ
∼
//
̟∗

Homcart/I◦(I
◦,F∨ϕ) _

Top(Gϕ)
∼ // HomI◦(I◦,F∨ϕ)
où la flèche horizontale inférieure est l’équivalence de catégories (3.5.4.1) et la flèche verticale de
droite est l’injection canonique.
Pour tout objet F de Top(Gϕ), si {i 7→ Fi} est la section correspondante de HomI◦(I◦,F∨ϕ),
on a un isomorphisme canonique fonctoriel ([4] VI 8.5.2)
(3.5.4.4) ̟∗(F )
∼
→ lim
−→
i∈I◦
Φ∗i (Fi).
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Corollaire 3.5.5. Soient F un faisceau de Top(Gϕ), {i 7→ Fi} la section de HomI◦(I◦,F∨ϕ)
qui lui est associée par l’équivalence de catégories (3.5.4.1). Alors, on a un isomorphisme canonique
fonctoriel
(3.5.5.1) lim
−→
i∈I◦
Γ(G˜(Zi→Xi←Yi), Fi)
∼
→ Γ(G˜(Z→X←Y ), lim
−→
i∈I◦
Φ∗i (Fi)).
Corollaire 3.5.6. Soit F un faisceau abélien de Top(Gϕ) et soit {i 7→ Fi} la section de
HomI◦(I
◦,F∨ϕ) qui lui est associée par l’équivalence de catégories (3.5.4.1). Alors, pour tout entier
q ≥ 0, on a un isomorphisme canonique fonctoriel
(3.5.6.1) lim
−→
i∈I◦
Hq(G˜(Zi→Xi←Yi), Fi)
∼
→ Hq(G˜(Z→X←Y ), lim
−→
i∈I◦
Φ∗i (Fi)).
Les corollaires 3.5.5 et 3.5.6 résultent de 3.5.3 et ([4] VI 8.7.7). On notera que les conditions
requises dans ([4] VI 8.7.1 et 8.7.7) sont satisfaites en vertu de 3.4.20 et ([4] VI 3.3, 5.1 et 5.2).
Proposition 3.5.7. Considérons un diagramme commutatif de morphismes de schémas à carré
cartésien
(3.5.7.1) Z
g′ //
g
  ❆
❆❆
❆❆
❆❆
❆ X
′
u


Y ′
f ′oo
v

X Y
foo
et notons G˜ (resp. G˜′) le topos de Faltings relatif associé au couple de morphismes (f, g) (resp.
(f ′, g′)) et Φ: G˜′ → G˜ le morphisme de fonctorialité induit par le diagramme (3.5.7.1). Supposons,
de plus, que l’une des hypothèses suivantes soit remplie :
(i) le morphisme u : X ′ → X est étale ;
(ii) le schéma X ′ est le localisé strict de X en un point géométrique x, u : X ′ → X étant le
morphisme canonique, le morphisme f est cohérent et le schéma Z est cohérent.
Alors, Φ est une équivalence de topos.
Notons G (resp. G′) le site de Faltings relatif associé au couple de morphismes (f, g) (resp.
(f ′, g′)) (3.4.1). Dans le cas (i), (Z → X ′ ← Y ′) est un objet de G et le morphisme
(3.5.7.2) (Z → X ′ ← Y ′)a → (Z → X ← Y )a
est un isomorphisme de G˜ en vertu de 3.4.3. Le morphisme Φ qui s’identifie au morphisme de
localisation du topos G˜ en (Z → X ′ ← Y ′)a d’après 3.4.11, est donc une équivalence de topos.
Considérons le cas (ii). D’après le cas (i), quitte à remplacer X par un voisinage étale affine
X1 de x et Y par X1 ×X Y , on peut supposer X affine et Y cohérent. Notons I la catégorie des
X-schémas étales affines x-pointés, et pour tout i ∈ Ob(I), Xi le X-schéma étale affine x-pointé
correspondant et posons Yi = Xi ×X Y . On a alors dans la catégorie des schémas
(3.5.7.3) X ′ = lim
←−
i∈I
Xi et Y
′ = lim
←−
i∈I
Yi.
Considérons le foncteur
(3.5.7.4) ϕ : I →M/(Z→X←Y ), i 7→ (Z → Xi ← Yi),
où M est la catégorie définie dans 3.5.1. Reprenant les notations de 3.5.2 pour ce foncteur ϕ, le
topos G˜(Z→X′←Y ′) est la limite projective du topos fibré Fϕ/I en vertu de 3.5.3. Par ailleurs, pour
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tout i ∈ Ob(I), le morphisme de fonctorialité
(3.5.7.5) G˜(Z→Xi←Yi) → G˜(Z→X←Y )
est une équivalence de topos d’après le cas (i). La proposition s’ensuit.
Lemme 3.5.8. Soient f : Y → X, g : Z → X deux morphismes tels que f soit cohérent, G le
site de Faltings relatif associé à (f, g), Gcoh la sous-catégorie pleine définie dans 3.4.18. Pour tout
point géométrique z de Z, on désigne par Z(z) le localisé strict de Z en z, par hz : Z(z) → Z le
morphisme canonique, par Gz le site de Faltings relatif associé à (f, g ◦ hz) et par Φ
+
z : G→ Gz le
morphisme de fonctorialité induit par hz (3.4.8). Soit (An → A)n∈N une famille de morphismes de
Gcoh. Alors, pour que (An → A)n∈N soit couvrante dans G, il faut et il suffit que pour tout point
géométrique z de Z, la famille (Φ+z (An)→ Φ
+
z (A))n∈N soit couvrante dans Gz.
En effet, la condition est nécessaire puisque les foncteurs Φ+z sont continus ([4] III 1.6).
Montrons qu’elle est suffisante. Supposons que pour tout point géométrique z de Z, la famille
(Φ+z (An) → Φ
+
z (A))n∈N soit couvrante dans Gz et montrons que la famille (An → A)n∈N est
couvrante dans G. La question étant locale sur G (3.4.10), on peut se borner au cas où X , Y et Z
sont cohérents.
Soient z un point géométrique de Z, Z0 un Z-schéma étale z-pointé qui soit un schéma affine.
On note I la catégorie des Z0-schémas étales affines z-pointés, et pour tout i ∈ Ob(I), Zi le
Z-schéma étale z-pointé correspondant. On a alors
(3.5.8.1) Z(z) = lim
←−
i∈I
Zi.
Considérons le foncteur
(3.5.8.2) ϕ : I →M/(Z→X←Y ), i 7→ (Zi → X ← Y ),
où M est la catégorie définie dans 3.5.1. Reprenons les notations de 3.5.2 en les adaptant à ce
foncteur. Pour tout i ∈ Ob(I), notons
Ψ+i : Gcoh = G(Z→X←Y ) → G(Zi→X←Y ),(3.5.8.3)
Φ+i : G(Zi→X←Y ) → G(Z(z)→X←Y ),(3.5.8.4)
les foncteurs image inverse (3.4.8.2), de sorte que Φ+i ◦Ψ
+
i est la restriction du foncteur Φz. On a
un foncteur naturel
(3.5.8.5) Gϕ → G(Z(z)→X←Y ),
dont la restriction à la fibre au-dessus de tout i ∈ Ob(I) est le foncteur Φ+i . Ce foncteur transforme
morphisme cartésien en isomorphisme. Il se factorise donc de façon unique à travers un foncteur
(3.5.8.6) lim
−→
I◦
Gϕ → G(Z(z)→X←Y ),
qui est une équivalence de catégories en vertu de ([30] 8.8.2, 8.10.5 et 17.7.8). D’après ([30]
8.10.5(vi)), tout recouvrement de type (c), (resp. fini de type (a), resp. fini de type (b)) de
G(Z(z)→X←Y ) est l’image inverse d’un recouvrement de type (c) (resp. fini de type (a), resp. fini
de type (b)) de G(Zi→X←Y ) pour un objet i de I.
La famille de morphismes (Φ+z (An) → Φ
+
z (A))n∈N de G(Z(z)→X←Y ) étant couvrante dans
Gz , elle l’est aussi dans G(Z(z)→X←Y ) en vertu de 3.4.19(iii) et ([4] III 3.5). Compte tenu de
ce qui précède et de 3.4.19(ii), il existe donc un objet i de I et une famille couvrante finie
(Bm → Ψ
+
i (A))m∈M de G(Zi→X←Y ) tels que le recouvrement (Φ
+
i (Bm) → Φ
+
z (A))m∈M raffine
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le recouvrement (Φ+z (An)→ Φ
+
z (A))n∈N . Quitte à remplacer i par un objet de I au-dessus de lui,
le recouvrement (Bm → Ψ
+
i (A))m∈M raffine alors la famille (Ψ
+
i (An)→ Ψ
+
i (A))n∈N qui est donc
couvrante. On notera que (Zi → X ← Y ) est un objet de Gcoh et que le site G(Zi→X←Y ) s’identifie
à la catégorie Gcoh/(Zi→X←Y ) munie de la topologie induite par celle de Gcoh (3.4.9).
On a ainsi montré qu’il existe un recouvrement (Zj → X ← Y )j∈J de type (a) de l’objet final
de G tel que pour tout j ∈ J , la famille (An × (Zj → X ← Y ) → A × (Zj → X ← Y ))n∈N soit
couvrante dans G. Par suite, la famille (An → A)n∈N est couvrante dans G ; d’où la proposition.
Proposition 3.5.9. Soient X, Y , Z trois schémas cohérents, f : Y → X, g : Z → X deux
morphismes. On désigne par G le site de Faltings relatif associé au couple de morphismes (f, g),
par Gcoh la sous-catégorie pleine définie dans 3.4.18 et par C le site défini dans 3.1.1 relativement
aux foncteurs de changement de base par f et g respectivement,
(3.5.9.1) f+ : E´t/X → E´t/Y et g
+ : E´t/X → E´t/Z .
La catégorie G est naturellement une sous-catégorie pleine de C (3.4.7). Alors, pour qu’une famille
((Wi → Ui ← Vi) → (W → U ← V ))i∈I de morphismes de Gcoh soit couvrante dans G, il faut et
il suffit qu’elle le soit dans C.
En effet, la condition est nécessaire puisque le foncteur canonique ρ+ : G → C (3.4.7.1) est
continu ([4] III 1.6). Montrons qu’une famille F = ((Wi → Ui ← Vi) → (W → U ← V ))i∈I
de morphismes de Gcoh qui est couvrante dans C est couvrante dans G. On peut supposer que
(W → U ← V ) est l’objet final (Z → X ← Y ) de G (3.4.10). En vertu de 3.5.8, on peut se borner
au cas où le schéma Z est strictement local.
Considérons les sites E´tcoh/X , E´tcoh/Y et E´tcoh/Z (2.1.17) qui sont stables par limites projec-
tives finies. On désigne par Ccoh le site défini dans 3.1.1 relativement aux foncteurs de changement
de base par f et g,
(3.5.9.2) f+coh : E´tcoh/X → E´tcoh/Y et g
+
coh : E´tcoh/X → E´tcoh/Z .
Tout objet de Ccoh est naturellement un objet de C. On définit ainsi un foncteur pleinement fidèle
Ccoh → C. Il est clairement exact à gauche et il est continu d’après 3.1.2. Le morphisme de topos
qu’il induit C˜ → C˜coh est une équivalence de catégories d’après la propriété universelle des produits
orientés de topos (3.1.3). Par suite, une famille de morphismes de même but de Ccoh est couvrante
dans Ccoh si et seulement si elle l’est dans C en vertu de ([4] III 3.5).
Par ailleurs, tout objet de Gcoh est naturellement un objet de Ccoh. On peut donc considérer F
comme une famille couvrante de Ccoh. D’après 3.1.8(ii), la topologie de Ccoh est engendrée par la
prétopologie définie pour chaque objet A de Ccoh par la donnée de l’ensemble Cov(A) des familles
de morphismes (Aj → A)j∈J obtenues par composition d’un nombre fini de familles de type (c) et
de familles finies de type (a) et (b) ; en particulier, l’ensemble J est fini. Comme Z est strictement
local, tout recouvrement de Cov(Z → X ← Y ) peut être raffiné par un recouvrement composé
d’un nombre fini de familles de type (c) et de familles finies de type (b).
En vertu de 3.4.5, il existe donc un recouvrement de type (c), (Z → X ′ ← Y ′)→ (Z → X ← Y )
et un recouvrement fini de type (b), ((Z → X ′ ← Y ′j ) → (Z → X
′ ← Y ′))j∈J de Ccoh, tels que
le recouvrement composé ((Z → X ′ ← Y ′j ) → (Z → X ← Y ))j∈J raffine F . Par suite, pour tout
j ∈ J , il existe i ∈ I et un morphisme de C, représenté par le diagramme commutatif
(3.5.9.3) Z //

X ′

Y ′j

oo
Wi // Ui Vioo
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Posons Y ′′j = X
′ ×Ui Vi. Comme (Wi → Ui ← Vi) est un objet de G, le morphisme canonique
Vi → Ui ×X Y est (étale) fini. Il en est donc de même du morphisme Y ′′j → X
′ ×X Y = Y ′. Par
suite, (Y ′′j → Y
′)j∈J est un recouvrement de E´tf/Y ′ , de sorte que ((Z → X ′ ← Y ′′j )→ (Z → X
′ ←
Y ′))j∈J est un recouvrement de type (b) de Gcoh, ce qui implique que F est un recouvrement de
Gcoh.
Proposition 3.5.10. Soient X, Y , Z trois schémas cohérents, f : Y → X, g : Z → X deux
morphismes. On désigne par G˜ le topos de Faltings relatif associé au couple de morphismes (f, g)
et par
(3.5.10.1) ρ : Ze´t
←
×Xe´t Ye´t → G˜
le morphisme canonique (3.4.7.2). Alors, lorsque (y  z) décrit la famille des points de Ze´t
←
×Xe´t Ye´t
(3.1.10), la famille des foncteurs fibres de G˜ associés aux points ρ(y  z) est conservative ([4] IV
6.4.0).
On désigne par par G le site de Faltings relatif associé au couple de morphismes (f, g) (3.4.1),
parGcoh la sous-catégorie pleine de G définie dans 3.4.18, par C le site défini dans 3.1.1 relativement
aux foncteurs de changement de base par f et g respectivement,
(3.5.10.2) f+ : E´t/X → E´t/Y et g
+ : E´t/X → E´t/Z .
On rappelle que le topos de faisceaux de U-ensembles sur C est canoniquement équivalent à
Ze´t
←
×Xe´t Ye´t, que la catégorie G est naturellement une sous-catégorie pleine de C et que le foncteur
d’injection canonique ρ+ : G→ C est continu et exact à gauche ; il induit le morphisme ρ (cf. 3.4.7).
Soit u : F → F ′ un morphisme de G˜ tel que pour tout point (y  z) de Ze´t
←
×Xe´t Ye´t, le
morphisme correspondant uρ(y z) : Fρ(y z) → F ′ρ(y z) soit un monomorphisme. Montrons que
u est un monomorphisme. Il s’agit de montrer que pour tous (W → U ← V ) ∈ Ob(Gcoh) et
a, b ∈ F (W → U ← V ) tels que u(a) = u(b), on a a = b. Compte tenu de 3.4.11 et (3.4.8.5),
on peut supposer (W → U ← V ) = (Z → X ← Y ). Pour tout point (y  z) de Ze´t
←
×Xe´t Ye´t,
on a aρ(y z) = bρ(y z) puisque uρ(y z) est un monomorphisme. On désigne par Pρ(y z) la
catégorie des objets ρ(y  z)-pointés de G définie par 3.4.22 et par Pcohρ(y z) la sous-catégorie
pleine formée des objets ((W → U ← V ), κ, ξ, ζ) tels que (W → U ← V ) soit un objet de
Gcoh. Il résulte de (3.4.21.3) et ([2] VI.10.19(i)) que Pcohρ(y z) est canoniquement équivalente à la
catégorie des voisinages de ρ(y  z) dans Gcoh ([4] IV 6.8.2). Il existe donc un objet ((W(y z) →
U(y z) ← V(y z)), ξ(y z), κ(y z), ζ(y z)) de Pcohρ(y z) tel que a et b aient mêmes images dans
F (W(y z) → U(y z) ← V(y z)). Par ailleurs, les topos Xe´t, Ye´t et Ze´t étant cohérents et les
morphismes f : Ye´t → Xe´t et g : Ze´t → Xe´t étant cohérents ([4] VI 3.3), la famille des foncteurs
fibres de Ze´t
←
×Xe´t Ye´t associés aux points (y  z) est conservative, d’après 3.1.9(i) et 3.1.10. On
en déduit que la famille des morphismes
(3.5.10.3) {(W(y z) → U(y z) ← V(y z))→ (Z → X ← Y )}(y z)
est couvrante dans C ([4] IV 6.5). Elle est donc couvrante dans Gcoh en vertu de 3.5.9. Par suite,
a = b et u est un monomorphisme.
Supposons, de plus, que pour tout point (y  z) de Ze´t
←
×Xe´t Ye´t, le morphisme uρ(y z)
soit un épimorphisme et montrons qu’il en est de même de u. Il suffit de montrer que pour tous
(W → U ← V ) ∈ Ob(Gcoh) et b ∈ F ′(W → U ← V ), il existe a ∈ F (W → U ← V ) tel que b = u(a).
On peut encore supposer (W → U ← V ) = (X → X ← Y ). D’après (3.4.22.2), pour tout point
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(y  z) de Ze´t
←
×Xe´t Ye´t, il existe un objet ((W(y z) → U(y z) ← V(y z)), κ(y z), ξ(y z), ζ(y z))
de Pcohρ(y z) et une section a(y z) ∈ F (W(y z) → U(y z) ← V(y z)) dont l’image par u dans
F ′(W(y z) → U(y z) ← V(y z)) soit la restriction de b. Comme u est un monomorphisme, les
sections a(y z) coïncident sur
(3.5.10.4) (W(y z) ×Z W(y′ z′) → U(y z) ×X U(y′ z′) ← V(y z) ×Y V(y′ z′)),
pour tous les points (y  z) et (y′  z′) de Ze´t
←
×Xe´t Ye´t (3.4.2). Ils proviennent donc d’une section
a ∈ F (X → X ← Y ), et on a u(a) = b puisque les restrictions aux (W(y z) → U(y z) ← V(y z))
coïncident, d’où la proposition.
Proposition 3.5.11. Considérons un diagramme commutatif de morphismes de schémas
(3.5.11.1) Z ′
g′ //
w

X ′
u


Y ′
f ′oo
v

Z
g // X Y
foo
tel que f soit cohérent, X ′ soit cohérent, Z ′ soit le localisé strict de Z en un point géométrique z,
w étant le morphisme canonique, u soit étale et le carré de droite soit cartésien. Notons G˜ (resp.
G˜′) le topos de Faltings relatif associé au couple de morphismes (f, g) (resp. (f ′, g′)), Φ: G˜′ → G˜
le morphisme de fonctorialité induit par le diagramme (3.5.11.1) et π : G˜ → Ze´t le morphisme
canonique (3.4.4.3). Alors,
(i) Pour tout faisceau F de G˜, on a un isomorphisme canonique fonctoriel
(3.5.11.2) π∗(F )z
∼
→ Γ(G˜′,Φ∗(F )).
(ii) Pour tout faisceau abélien F de G˜ et tout entier q ≥ 0, on a un isomorphisme canonique
fonctoriel
(3.5.11.3) Rqπ∗(F )z
∼
→ Hq(G˜′,Φ∗(F )).
On désigne par J la catégorie des Z-schémas étales z-pointés et par I la sous-catégorie pleine
de J/Z×XX′ formée des objets (z → W ) tels que le schéma W soit affine. Ce sont des catégories
cofiltrantes, et le foncteur canonique I◦ → J◦ est cofinal ([4] I 8.1.3(c)). On a dans la catégorie
des schémas
(3.5.11.4) Z ′ = lim
←−
(z→W )∈I
W.
Considérons le foncteur
(3.5.11.5) ϕ : I →M, (z → W ) 7→ (W → X ′ ← Y ′),
où M est la catégorie définie dans 3.5.1. Pour tout i = (z →W ) ∈ Ob(I), notons
(3.5.11.6) Ψi : G˜(W→X′←Y ′) → G˜(Z→X←Y ) = G˜
le morphisme canonique (3.5.2.8). Reprenons les notations de 3.5.4 en les adaptant ; on note
(3.5.11.7) ̟ : G˜′ → Top(Gϕ)
le morphisme canonique de topos (3.5.4.2). Pour tout faisceau F de G˜, {i 7→ Ψ∗i (F )} est naturel-
lement une section de HomI◦(I◦,F∨ϕ). Elle définit donc un faisceau de Top(Gϕ) (3.5.4.1). On a
alors un isomorphisme canonique fonctoriel (3.5.4.4)
(3.5.11.8) Φ∗(F )
∼
→ ̟∗({i 7→ Ψ∗i (F )}).
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(i) D’après ([4] VIII 3.9), on a un isomorphisme canonique fonctoriel
(3.5.11.9) π∗(F )z
∼
→ lim
−→
(z→W )∈I◦
Γ((W → X ← Y )a, F ).
Le morphisme canonique (W → X ′ ← Y ′)a → (W → X ← Y )a est un isomorphisme d’après 3.4.3.
On en déduit, en vertu de 3.4.11 et 3.5.5, un isomorphisme fonctoriel
(3.5.11.10) π∗(F )z
∼
→ Γ(G˜′,Φ∗(F )).
(ii) D’après ([4] VIII 3.9 et V 5.1), pour tout entier q ≥ 0, on a un isomorphisme canonique
fonctoriel
(3.5.11.11) Rqπ∗(F )z
∼
→ lim
−→
(z→W)∈I◦
Hq((W → X ← Y )a, F ).
Le morphisme canonique (W → X ′ ← Y ′)a → (W → X ← Y )a étant un isomorphisme, on en
déduit, en vertu de 3.4.11 et 3.5.6, un isomorphisme fonctoriel
(3.5.11.12) Rqπ∗(F )z
∼
→ Hq(G˜′,Φ∗(F )).
3.5.12. Nous pouvons maintenant démontrer la proposition 3.4.32. Reprenons les notations
de 3.4.31.
(i) En vertu de 3.5.7 et 3.5.11(i), on a un isomorphisme fonctoriel
(3.5.12.1) π∗(F )z
∼
→ Γ(G˜,Φ∗(F )).
La proposition s’en déduit compte tenu de 3.4.30(i).
(ii) En vertu de 3.5.7, 3.5.11(ii), on a un isomorphisme fonctoriel
(3.5.12.2) Rqπ∗(F )z
∼
→ Hq(G˜,Φ∗(F )).
La proposition s’en déduit compte tenu de 3.4.30(ii).
(iii) Cela résulte aussitôt de la preuve de (ii).
Proposition 3.5.13. Considérons un diagramme commutatif de morphismes de schémas
(3.5.13.1) Z ′
g′ //

X ′

Y ′
f ′oo

Z
g // X Y
foo
tel que les flèches verticales soient cohérentes et notons G˜ (resp. G˜′) le topos de Faltings relatif
associé au couple de morphismes (f, g) (resp. (f ′, g′)), Φ: G˜′ → G˜ le morphisme de fonctorialité
induit par le diagramme (3.5.13.1) et ρ : Ze´t
←
×Xe´t Ye´t → G˜ le morphisme canonique (3.4.7.2).
Soient (y  z) un point de Ze´t
←
×Xe´t Ye´t (3.4.21), Z le localisé strict de Z en z, X le localisé strict
de X en g(z), Y le localisé strict de Y en y, g : Z → X le morphisme induit par g, f : Y → X le
morphisme induit par f et le point (y  z) ([4] VIII 7.3). Posons X ′ = X×XX ′, Y
′ = Y ×Y Y
′ et
Z ′ = Z×ZZ ′. Les morphismes f ′, g′, f et g induisent des morphismes f
′ : Y ′ → X ′ et g′ : Z ′ → X ′
3.5. LIMITES PROJECTIVES DE TOPOS DE FALTINGS RELATIFS 147
qui s’insèrent dans un diagramme commutatif
(3.5.13.2) Z ′
g′ // X ′ Y ′
f ′oo
Z′
g′
//

OO
X ′

OO
Y ′
f ′
oo

OO
Z
g
// X Y
f
oo
Notons G˜
′
le topos de Faltings relatif associé au couple de morphismes (f ′, g′) et Ψ: G˜
′
→ G˜′ le
morphisme de fonctorialité induit par les deux carrés supérieurs du diagramme (3.5.13.2). Alors,
(i) Pour tout faisceau F de G˜′, on a un isomorphisme canonique fonctoriel
(3.5.13.3) Φ∗(F )ρ(y z)
∼
→ Γ(G˜
′
,Ψ∗(F )).
(ii) Pour tout faisceau abélien F de G˜′ et tout entier q ≥ 0, on a un isomorphisme canonique
fonctoriel
(3.5.13.4) RqΦ∗(F )ρ(y z)
∼
→ Hq(G˜
′
,Ψ∗(F )).
Soit Pρ(y z) la catégorie des objets ρ(y  z)-pointés de G (cf. 3.4.22). Pour tout objet
((W → U ← V ), κ, ξ, ζ) de Pρ(y z), posons (W ′ → U ′ ← V ′) = Φ+(W → U ← V ) (3.4.8.2).
Fixons un objet ((W0 → U0 ← V0), κ0, ξ0, ζ0) de Pρ(y z) tel que les schémas U0, V0 et W0 soient
affines, et notons I la sous-catégorie pleine de
(3.5.13.5) (Pρ(y z))/((W0→U0←V0),κ0,ξ0,ζ0)
formée des objets ((W → U ← V ), κ, ξ, ζ) tels que les schémas U , V et W soient affines. Les
catégories Pρ(y z) et I sont cofiltrantes et le foncteur canonique I◦ → P◦ρ(y z) est cofinal ([4] IV
6.8.2 et I 8.1.3(c)).
Pour tout i ∈ Ob(I), notons ((Wi → Ui ← Vi), κi, ξi, ζi) l’objet de Pρ(y z) correspondant. Le
foncteur de la catégorie I◦ dans la catégorie opposée de la catégorie des Z-schémas étales z-pointés
(resp. X-schémas étales g(z)-pointés, resp. Y -schémas étales y-pointés) qui à i associe (Wi, κi)
(resp. (Ui, ξi), resp. (Vi, ζi)) est cofinal. Cela résulte de ([4] I 8.1.3(b)) et de la description explicite
de la catégorie Pρ(y z) dans 3.4.22. On en déduit que l’on a dans la catégorie des schémas
(3.5.13.6) X = lim
←−
i∈I
Ui, Y = lim
←−
i∈I
Vi et Z = lim
←−
i∈I
Wi,
et par suite
(3.5.13.7) X ′ = lim
←−
i∈I
U ′i , Y
′ = lim
←−
i∈I
V ′i et Z
′ = lim
←−
i∈I
W ′i .
Par ailleurs, il résulte des hypothèses que les schémas U ′i , V
′
i et W
′
i sont cohérents. Considérons le
foncteur
(3.5.13.8) ϕ : I →M, i 7→ (W ′i → U
′
i ← V
′
i ),
où M est la catégorie définie dans 3.5.1. Pour tout i ∈ Ob(I), notons
(3.5.13.9) Ψi : G˜(W ′i→U ′i←V ′i ) → G˜(Z′→X′←Y ′) = G˜
′
148 3. TOPOS DE FALTINGS
le morphisme canonique (3.5.2.8). Reprenons les notations de 3.5.4 en les adaptant ; on note
(3.5.13.10) ̟ : G˜
′
→ Top(Gϕ).
le morphisme canonique de topos (3.5.4.2). Pour tout faisceau F de G˜′, {i 7→ Ψ∗i (F )} est naturel-
lement une section de HomI◦(I◦,F∨ϕ). Elle définit donc un faisceau de Top(Gϕ) (3.5.4.1). On a
alors un isomorphisme canonique fonctoriel (3.5.4.4)
(3.5.13.11) Ψ∗(F )
∼
→ ̟∗({i 7→ Ψ∗i (F )}).
(i) D’après ([4] IV (6.8.3)), pour tout tout faisceau F de G˜′, on a un isomorphisme canonique
(3.5.13.12) Φ∗(F )ρ(y z)
∼
→ lim
−→
i∈I◦
Γ((W ′i → U
′
i ← V
′
i )
a, F ).
On en déduit, en vertu de 3.4.11 et 3.5.5, un isomorphisme fonctoriel
(3.5.13.13) Φ∗(F )ρ(y z)
∼
→ Γ(G˜
′
,Ψ∗(F )).
(ii) D’après ([4] IV (6.8.4) et V 5.1), pour tout tout faisceau abélien F de G˜′ et tout entier
q ≥ 0, on a un isomorphisme canonique
(3.5.13.14) RqΦ∗(F )ρ(y z)
∼
→ lim
−→
i∈I◦
Hq((W ′i → U
′
i ← V
′
i )
a, F ).
On en déduit, en vertu de 3.4.11 et 3.5.6, un isomorphisme fonctoriel
(3.5.13.15) RqΦ∗(F )ρ(y z)
∼
→ Hq(G˜
′
,Ψ∗(F )).
3.5.14. Soient f : Y → X , g : Z → X , h : Z ′ → Z trois morphismes de schémas, g′ = g ◦ h,
(y  z) un point de Ze´t
←
×Xe´t Ye´t (3.4.21). Notons iy : Ens → Ye´t (resp. iz : Ens → Ze´t) le
morphismes de topos défini par le point géométrique y de Y (resp. z de Z), ε : Z ′z,e´t → Ens
la projection canonique ([4] IV 4.3) et jz : Z ′z → Z
′ le morphisme canonique. Le point (y  z)
est défini par un 2-morphisme fe´t ◦ iy → ge´t ◦ iz. Composant avec ε et utilisant l’isomorphisme
canonique izε
∼
→ he´tjz,e´t, on obtient un 2-morphisme
(3.5.14.1) fe´tiyε→ g
′
e´tjz,e´t.
Le couple de morphismes jz,e´t et iy ◦ ε et le 2-morphisme ci-dessus définissent un morphisme
(3.5.14.2) ι : Z ′z,e´t → Z
′
e´t
←
×Xe´t Ye´t
qui s’insère dans un diagramme non-commutatif
(3.5.14.3) Z ′z,e´t
ι

jz,e´t
zz✉✉
✉✉
✉✉
✉✉
✉✉
ε // Ens
iy

Z ′e´t
g′e´t %%❏
❏❏
❏❏
❏❏
❏❏
❏❏
Z ′e´t
←
×Xe´t Ye´t
p1oo p2 // Ye´t
fe´tyyss
ss
ss
ss
ss
s
Xe´t
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On désigne par G˜ (resp. G˜′) le topos de Faltings relatif associé au couple de morphismes (f, g)
(resp. (f, g′)), par Φ: G˜′ → G˜ le morphisme de fonctorialité induit par h, par π′ : G˜′ → Z ′e´t le
morphisme canonique (3.4.4.3), par
ρ : Ze´t
←
×Xe´t Ye´t → G˜,(3.5.14.4)
ρ′ : Z ′e´t
←
×Xe´t Ye´t → G˜
′,(3.5.14.5)
les morphismes canoniques (3.4.7.2) et par
(3.5.14.6)  : Z ′z,e´t → G˜
′
le morphisme composé ρ′ι (3.5.14.2). Il résulte aussitôt de la définition de ι (3.5.14.3) et de (3.4.7.3)
que le diagramme
(3.5.14.7) G˜′
π′

Z ′z,e´t jz,e´t
//

==④④④④④④④④④
Z ′e´t
est commutatif à isomorphisme canonique près. On en déduit un morphisme de changement de
base
(3.5.14.8) j∗z,e´tπ
′
∗ → 
∗
adjoint du morphisme composé π′∗ → π
′
∗∗
∗ → jz,e´t∗
∗, où la première flèche est induite par le
morphisme d’adjonction et la seconde flèche par l’isomorphisme canonique π′∗∗
∼
→ jz,e´t∗ (3.5.14.7).
Il résulte de la propriété universelle des produits orientés de topos que le diagramme de mor-
phismes de topos
(3.5.14.9) Z ′z,e´t
ι //
ε

Z ′e´t
←
×Xe´t Ye´t
←
h e´t

Ens
(y z) // Ze´t
←
×Xe´t Ye´t
où
←
h e´t est le morphisme de fonctorialité induit par h, est commutatif à isomorphisme canonique
près. Par ailleurs, le diagramme
(3.5.14.10) Z ′e´t
←
×Xe´t Ye´t
←
h e´t 
ρ′ // G˜′
Φ

Ze´t
←
×Xe´t Ye´t
ρ // G˜
est commutatif à isomorphisme canonique près. On en déduit que le diagramme
(3.5.14.11) Z ′z,e´t
 //
ε

G˜′
Φ

Ens
ρ(y z)// G˜
est commutatif à isomorphisme canonique près.
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Remarque 3.5.15. Les formations des morphismes ι (3.5.14.2) et  (3.5.14.6) sont fonctorielles
dans un sens évident que nous laissons au lecteur le soin d’expliciter.
Proposition 3.5.16. Les hypothèses étant celles de 3.5.14, supposons de plus les schémas X
et Y strictement locaux de points fermés g(z) et y, respectivement. Alors,
(i) Pour tout faisceau F de G˜′, le morphisme de changement de base (3.5.14.8)
(3.5.16.1) j∗z,e´t(π
′
∗(F ))→ 
∗(F ).
est un isomorphisme.
(ii) Pour tout faisceau abélien F de G˜′ et tout entier q ≥ 1, on a j∗z,e´t(R
qπ′∗(F )) = 0.
En effet, soient z′ un point géométrique de Z ′ au-dessus de z, Z ′ le localisé strict de Z ′ en
z′, g′ : Z ′ → X le morphisme induit par g′, G˜
′
le topos de Faltings relatif associé au couple de
morphismes (f, g′), Ψ: G˜
′
→ G˜′ le morphisme de fonctorialité.
(i) En vertu de 3.5.11(i), on a un isomorphisme canonique fonctoriel
(3.5.16.2) Γ(G˜
′
,Ψ∗(F ))
∼
→ π′∗(F )z′ .
La fibre du morphisme (3.5.16.1) en z′ s’identifie à un morphisme
(3.5.16.3) π′∗(F )z′ → Fρ′(y z′).
On vérifie aussitôt que le diagramme de morphismes de topos
(3.5.16.4) Z′e´t
←
×Xe´t Ye´t

ρ′
// G˜
′
Ψ

Z ′e´t
←
×Xe´t Ye´t
ρ′ // G˜′
où ρ′ est le morphisme canonique (3.4.7.2) et la flèche non libellée est le morphisme de fonctorialité,
est commutatif à isomorphisme canonique près. Considérant (y  z′) comme un point de Z ′e´t
←
×Xe´t
Ye´t, le composé de (3.5.16.2) et (3.5.16.3) s’identifie au morphisme d’évaluation canonique
(3.5.16.5) Γ(G˜
′
,Ψ∗(F ))→ Ψ∗(F )ρ′(y z′).
Celui-ci est un isomorphisme puisque le topos G˜
′
est local de centre ρ′(y  z′) d’après 3.4.29. Par
suite, (3.5.16.3) est un isomorphisme, d’où la proposition.
(ii) En vertu de 3.5.11(ii), on a un isomorphisme canonique fonctoriel
(3.5.16.6) Rqπ′∗(F )z′
∼
→ Hq(G˜
′
,Ψ∗(F )).
Le terme de droite est nul puisque le topos G˜
′
est local d’après 3.4.29, d’où la proposition.
Proposition 3.5.17. Les hypothèses étant celles de 3.5.14, supposons de plus le morphisme h
propre. Alors,
(i) Pour tout faisceau F de G˜′, le morphisme de changement de base relativement au dia-
gramme (3.5.14.11)
(3.5.17.1) Φ∗(F )ρ(y z) → Γ(Z
′
z,e´t, 
∗(F ))
est un isomorphisme.
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(ii) Pour tout faisceau abélien de torsion F de G˜′ et tout entier q ≥ 0, le morphisme de
changement de base relativement au diagramme (3.5.14.11)
(3.5.17.2) RqΦ∗(F )ρ(y z) → H
q(Z ′z,e´t, 
∗(F ))
est un isomorphisme.
Nous démontrons seulement la seconde proposition ; la preuve de la première étant similaire
et plus simple, est laissée au lecteur. Notons Z le localisé strict de Z en z, X le localisé strict de
X en g(z), Y le localisé strict de Y en y, g : Z → X le morphisme induit par g, et f : Y → X
le morphisme induit par f et le point (y  z) ([4] VIII 7.3). Posons Z ′ = Z ′ ×Z Z et notons
h : Z ′ → Z la projection canonique et G˜ (resp. G˜
′
) le topos de Faltings relatif associé au couple de
morphismes (f, g) (resp. (f, g ◦ h)). Le diagramme des morphismes de fonctorialité
(3.5.17.3) G˜
′ Ψ′ //
Φ

G˜′
Φ

G˜
Ψ // G˜
est commutatif à isomorphisme canonique près. On peut naturellement considérer (y  z) comme
un point de Z e´t
←
×X e´t Y e´t ; on note
(3.5.17.4)  : Z ′z,e´t → G˜
′
le morphisme associé défini dans (3.5.14.6). On vérifie aussitôt (3.5.15) qu’on a un isomorphisme
canonique
(3.5.17.5) 
∼
→ Ψ′.
En vertu de 3.5.13(ii), pour tout faisceau abélien F de G˜′ et tout entier q ≥ 0, le morphisme
de changement de base relativement au diagramme (3.5.17.3) induit un isomorphisme
(3.5.17.6) RqΦ∗(F )ρ(y z)
∼
→ RqΦ∗(Ψ
′∗(F ))ρ(y z),
où ρ : Z e´t
←
×X e´t Y e´t → G˜ est le morphisme canonique (3.4.7.2). Compte tenu de ([1] 1.2.4(ii)), on
peut donc se borner au cas où les schémas X , Y et Z sont strictement locaux de points fermés g(z),
y et z respectivement. D’après 3.5.13(ii), il s’agit alors de montrer que pour tout faisceau abélien
de torsion F de G˜′ et tout entier q ≥ 0, le morphisme d’image inverse par ,
(3.5.17.7) Hq(G˜′, F )→ Hq(Z ′z,e´t, 
∗(F )),
est un isomorphisme.
Considérons la suite spectrale de Cartan-Leray
(3.5.17.8) Ea,b2 = H
a(Z ′e´t,R
bπ′∗(F ))⇒ H
a+b(G˜′, F ).
Pour tous a ≥ 0 et b ≥ 1, on a Ea,b2 = 0 en vertu de 3.5.16 et ([4] XII 5.5). On en déduit pour tout
entier q ≥ 0, un isomorphisme canonique
(3.5.17.9) Hq(Z ′e´t, π
′
∗(F ))
∼
→ Hq(G˜′, F ).
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Considérons le diagramme commutatif
(3.5.17.10) Hq(Z ′e´t, π
′
∗(F ))
j∗z,e´t //
π′∗

Hq(Z ′z,e´t, j
∗
z,e´t(π
′
∗(F )))
w

Hq(G˜′, π′∗(π′∗(F )))
∗ //
u

Hq(Z ′z,e´t, 
∗(π′∗(π′∗(F ))))
v

Hq(G˜′, F )
∗ // Hq(Z ′z,e´t, 
∗(F ))
où u et v sont définis par adjonction et w est induit par l’isomorphisme canonique (3.5.14.7). Le
composé u ◦ π′∗ est l’isomorphisme (3.5.17.9). D’après ([4] XVII 2.1.3), v ◦ w est induit par le
morphisme de changement de base (3.5.14.8) ; il est donc bijectif d’après 3.5.16. Le morphisme
d’image inverse j∗z,e´t est un isomorphisme, en vertu de ([4] XII 5.5). Il s’ensuit que le morphisme
(3.5.17.7), représenté par la flèche horizontale inférieure, est un isomorphisme, d’où la proposition.
Proposition 3.5.18. Soient f : Y → X, g : Z → X, h : Z ′ → Z trois morphismes de schémas
tels que h soit propre, G˜ (resp. G˜′) le topos de Faltings relatif associé au couple de morphismes (f, g)
(resp. (f, g ◦ h)). Considérons le diagramme commutatif à isomorphisme canonique près (3.4.8.4),
(3.5.18.1) G˜′ π
′
//
Φ

Z ′e´t
he´t

G˜
π // Ze´t
où Φ est le morphisme de fonctorialité défini par h, et π et π′ sont les morphismes canoniques
(3.4.4.3). Alors,
(i) Pour tout faisceau F de Z ′e´t, le morphisme de changement de base relativement au dia-
gramme (3.5.18.1)
(3.5.18.2) π∗(he´t∗(F ))→ Φ∗(π′∗(F ))
est un isomorphisme.
(ii) Pour tout faisceau abélien de torsion F de Z ′e´t et tout entier q ≥ 0, le morphisme de
changement de base relativement au diagramme (3.5.18.1)
(3.5.18.3) π∗(Rqhe´t∗(F ))→ RqΦ∗(π′∗(F ))
est un isomorphisme.
Nous démontrons seulement la seconde proposition ; la preuve de la première étant similaire et
plus simple, est laissée au lecteur. Notons ρ : Ze´t
←
×Xe´t Ye´t → G˜ le morphisme canonique (3.4.7.2).
Compte tenu de 3.5.10, il suffit de montrer que pour tout point (y  z) de Ze´t
←
×Xe´t Ye´t (3.4.21),
la fibre
(3.5.18.4) Rqhe´t∗(F )z → R
qΦ∗(π
′∗(F ))ρ(y z)
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de (3.5.18.3) en ρ(y  z) est un isomorphisme. Reprenons les notations de 3.5.14 et considérons
le diagramme
(3.5.18.5) Z ′z,e´t
 //
ε

G˜′
π′ //
Φ

Z ′e´t
he´t

Ens
ρ(y z)// G˜
π // Ze´t
dont les carrés sont commutatifs à isomorphismes canoniques près. Comme π(ρ(y  z)) est le
point de Ze´t défini par z, la proposition résulte de 3.5.17, ([4] XII 5.2) et ([1] 1.2.4(ii)).
3.6. Topos de Faltings relatif annelé
3.6.1. Dans cette section, f : Y → X et g : Z → X désignent deux morphismes de schémas.
On note G (resp. G˜) le site (resp. topos) de Faltings relatif associé aux morphismes (f, g) et on
reprend les notations de la section 3.4. On suppose, de plus, que la projection canonique Z×X Y →
Z est le composé de deux morphismes
(3.6.1.1) Z ×X Y
j // Z
~ // Z ,
où Z est un schéma normal et localement irréductible et j est une immersion ouverte quasi-
compacte. Pour tout objet (W → U ← V ) de G, on pose W = W ×Z Z et on note W
V
la
fermeture intégrale de W dans W ×U V .
(3.6.1.2) W
{{✈✈
✈✈
✈✈
✈✈
✈✈
W
Voo
W

W ×X Y

oo
OO
W ×U Voo

OO
U U ×X Yoo Voo
Pour tout morphisme (W → U ← V ) → (W ′ → U ′ ← V ′) de G, on a un morphisme canonique
W
′V ′
→ W
V
qui s’insère dans un diagramme commutatif
(3.6.1.3) W ′ ×U ′ V ′ //

W
′V ′ //

W
′ //

W ′

W ×U V // W
V // W // W
On désigne par B le préfaisceau défini pour tout objet (W → U ← V ) de G par
(3.6.1.4) B(W → U ← V ) = Γ(W
V
,O
W
V ).
Nous montrerons dans 3.6.4 ci-dessous que c’est un faisceau pour la topologie co-évanescente de G.
On a un homomorphisme canonique
(3.6.1.5) ~∗(OZ)→ π∗(B),
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défini pour tout W ∈ Ob(E´t/Z) par l’homomorphisme canonique
(3.6.1.6) Γ(W,OW )→ Γ(W
Y
,O
W
Y ),
où l’on a considéré l’objet π+(W ) = (W → X ← Y ) de G (3.4.4.1).
Remarque 3.6.2. Pour tout objet (W → U ← V ) de G, le schéma W
V
est normal et locale-
ment irréductible et la projection canonique (W ×X Y )×W W
V
→W ×U V est un isomorphisme.
En effet, W et W ×U V sont normaux et localement irréductibles d’après ([2] III.3.3). Soit W0
un ouvert de W n’ayant qu’un nombre fini de composantes irréductibles. Alors W0 ×W W
V
est
la somme finie des fermetures intégrales de W0 dans les points génériques de W ×U V qui sont
au-dessus de W0, dont chacune est un schéma intègre et normal en vertu de ([28] 6.3.7), d’où la
première assertion. La seconde assertion résulte du fait V est entier sur U ×X Y .
Remarque 3.6.3. Supposons que Z = X et g = idX et posons X = Z de sorte que f se
factorise en
(3.6.3.1) Y
j // X
~ // X .
On désigne par E (resp. E˜) le site (resp. topos) de Faltings associé à f (3.3.2), par BE l’anneau
de E˜ défini dans ([2] III.8.10) par la factorisation f = ~◦ j (noté B dans loc. cit.) et par ι : G˜→ E˜
et  : E˜ → G˜ les équivalences de topos (3.4.14.1) et (3.4.14.2). Il résulte aussitôt des définitions que
l’on a ι∗(B) = BE et ∗(BE) = B.
Proposition 3.6.4. Le préfaisceau B sur G est un faisceau pour la topologie co-évanescente.
On désigne par E′ (resp. E˜′) le site (resp. topos) de Faltings associé au morphisme Z×XY → Z
(3.3.2) et par τ : E˜′ → G˜ le morphisme de fonctorialité (3.4.16.3). Pour tout objet (V ′ → U ′) de E′,
on pose U
′
= U ′ ×Z Z et on note U
′V ′
la fermeture intégrale de U
′
dans V ′. D’après ([2] III.8.16),
la correspondance qui à tout (V ′ → U ′) ∈ Ob(E′), associe l’anneau
(3.6.4.1) B
′
(V ′ → U ′) = Γ(U
′V ′
,O
U
′V ′ ),
est un faisceau sur E′ pour la topologie co-évanescente. Par ailleurs, compte tenu de 3.4.8.2 et
3.4.12.2, on a un isomorphisme
(3.6.4.2) τ∗(B
′
)
∼
→ B,
d’où la proposition.
Proposition 3.6.5. Supposons les hypothèses suivantes satisfaites :
(a) les schémas X et Z sont strictement locaux de points fermés x et z respectivement et le
morphisme g est local, i.e., g(z) = x ;
(b) l’ensemble des composantes connexes de Y est localement fini et le morphisme f : Y → X
est cohérent ;
(c) le schéma Z est strictement local ;
(d) pour tout revêtement étale V → Y tel que V soit connexe, le schéma Z ×X V est connexe.
Soient y un point géométrique de Y , (y  z) le point de Ze´t
←
×Xe´t Ye´t défini par l’unique flèche de
spécialisation de f(y) dans x (3.4.21), ρ(y  z) son image par le morphisme ρ : Ze´t
←
×Xe´t Ye´t → G˜
(3.4.7.2). Alors :
(i) La fibre Bρ(y z) de B en ρ(y  z) est un anneau normal et strictement local.
3.6. TOPOS DE FALTINGS RELATIF ANNELÉ 155
(ii) On a un isomorphisme canonique
(3.6.5.1) (~∗(OZ))z
∼
→ Γ(Z,OZ).
(iii) L’homomorphisme
(3.6.5.2) (~∗(OZ))z → Bρ(y z)
induit par l’homomorphisme canonique π∗(~∗(OZ))→ B (3.6.1.5) est injectif et local.
(i) D’après (b), les composantes connexes de Y sont ouvertes dans Y . Soient Y ⋆ la composante
connexe de Y contenant y, (Vi)i∈I le revêtement universel normalisé de Y ⋆ au point y (2.1.20). Il
résulte de 3.4.26, 3.4.28 et ([2] VI.9.9) qu’on a un isomorphisme canonique
(3.6.5.3) Bρ(y z)
∼
→ lim
−→
i∈I
B(Z → X ← Vi).
Pour chaque i ∈ I, notons Z
Vi la fermeture intégrale de Z dans Z ×X Vi. Le schéma Z ×X Vi
est normal d’après ([2] III.3.3), et étant connexe par l’hypothèse (d), il est intègre. Par suite, le
schéma Z
Vi est normal, intègre et entier sur Z. Il est donc strictement local d’après ([2] III.3.5).
Par ailleurs, pour tous (i, j) ∈ I2 avec j ≥ i, le morphisme de transition Z
Vj
→ Z
Vi est entier et
dominant. Par suite, l’homomorphisme de transition
(3.6.5.4) B(Z → X ← Vi)→ B(Z → X ← Vj)
est local. On en déduit que l’anneau Bρ(y z) est local, normal et hensélien ([27] 0.6.5.12(ii) et [47]
I § 3 prop. 1). Comme l’homomorphisme Γ(Z,OZ) → Bρ(y z) est entier et donc local, le corps
résiduel de Bρ(y z) est une extension algébrique de celui de Γ(Z,OZ). Il est donc séparablement
clos.
(ii) Cela résulte aussitôt du fait que Z est strictement local.
(iii) Rappelons qu’on a un isomorphisme canonique (3.4.21.1)
(3.6.5.5) (π−1(~∗(OZ)))ρ(y z)
∼
→ ~∗(OZ)z .
Compte tenu de (ii) et (3.6.5.3), la fibre de l’homomorphisme canonique π−1(~∗(OZ)) → B en
ρ(y  z) s’identifie à l’homomorphisme canonique
(3.6.5.6) Γ(Z,OZ)→ Bρ(y z) = lim−→
i∈I
B(Z → X ← Vi),
qui est clairement injectif et entier et donc local.
3.6.6. Considérons un diagramme commutatif de morphismes de schémas
(3.6.6.1) Z ′ ×X′ Y ′
j′ //
w×uv

Z
′ ~′ //
w

Z ′
g′ //
w

X ′
u

Y ′
f ′oo
v

Z ×X Y
j // Z
~ // Z
g // X Y
foo
tel que Z
′
soit un schéma normal et localement irréductible, que j′ soit une immersion ouverte
quasi-compacte et que ~′ ◦ j′ soit la projection canonique Z ′×X′ Y ′ → Z ′. On désigne par G′ (resp.
G˜′) le site (resp. topos) de Faltings relatif associé à (f ′, g′), par B
′
l’anneau de G˜′ associé à la
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factorisation ~′ ◦ j′ de la projection canonique (3.6.1) par Φ+ : G→ G′ le foncteur de changement
de base (3.4.8.2) et par
(3.6.6.2) Φ: G˜′ → G˜.
le morphisme de fonctorialité (3.4.8.3). Pour tout objet (W ′ → U ′ ← V ′) de G′, on pose W
′
=
W ′ ×Z′ Z
′
et on note W
′V ′
la fermeture intégrale de W
′
dans W ′ ×U ′ V ′ de sorte que
(3.6.6.3) B
′
((W ′ → U ′ ← V ′)) = Γ(W
′V ′
,O
W
′V ′ ).
Pour tout objet (W → U ← V ) de G, posant (W ′ → U ′ ← V ′) = Φ+(W → U ← V ), on a alors
un diagramme commutatif
(3.6.6.4) W ′ ×U ′ V ′ //

W ′ ×X′ Y ′ //

W
′

W ×U V // W ×X Y // W
On en déduit un morphisme
(3.6.6.5) W
′V ′
→W
V
,
et par suite un homomorphisme d’anneaux de G˜
(3.6.6.6) B → Φ∗(B
′
).
Nous considérons dans la suite Φ comme un morphisme de topos annelés (respectivement par B
′
et B). Nous utilisons pour les modules la notation Φ−1 pour désigner l’image inverse au sens des
faisceaux abéliens et nous réservons la notation Φ∗ pour l’image inverse au sens des modules.
Lemme 3.6.7. Les hypothèses étant celles de 3.6.6, supposons, de plus, que les morphismes
u : X ′ → X et w : Z ′ → Z soient étales et que les deux diagrammes
(3.6.7.1) Z
′ ~′ //
w

Z ′
w

Z
~ // Z
X ′
u

Y ′
v

f ′oo
X Y
foo
soient cartésiens, de sorte que (Z ′ → X ′ ← Y ′) est un objet de G. Alors :
(i) Le morphisme
(3.6.7.2) Φ−1(B)→ B
′
adjoint du morphisme (3.6.6.6) est un isomorphisme.
(ii) Le morphisme de topos annelés Φ: (G˜′,B
′
) → (G˜,B) s’identifie au morphisme de locali-
sation de (G˜,B) en (Z ′ → X ′ ← Y ′)a.
En effet, le morphisme de topos Φ: G˜′ → G˜ s’identifie au morphisme de localisation de G˜ en
(Z ′ → X ′ ← Y ′)a en vertu de 3.4.11. Il suffit donc de montrer la première proposition. Le foncteur
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Φ∗ : G˜→ G˜′ s’identifie au foncteur de restriction par le foncteur canonique G′ → G. Il résulte des
hypothèses que le diagramme
(3.6.7.3) Z ′ ×X′ Y ′ //
w×uv

Z ′
w

Z ×X Y // Z
est cartésien. Pour tout (W → U ← V ) ∈ Ob(G′), on a des isomorphismes canoniques
W ×Z′ Z
′ ∼
→ W ×Z Z =W,(3.6.7.4)
W ×X′ Y
′ ∼→ W ×X Y.(3.6.7.5)
On en déduit un isomorphisme (fonctoriel en (W → U ← V ))
(3.6.7.6) Φ−1(B)((W → U ← V ))
∼
→ B
′
((W → U ← V )).
Il reste à montrer que celui-ci est adjoint du morphisme (3.6.6.6). Posons (W ′ → U ′ ← V ′) =
Φ+(W → U ← V ) (3.4.8.2). Le morphisme (W → U ← V )→ (Z ′ → X ′ ← Y ′) induit une section
(W → U ← V )→ (W ′ → U ′ ← V ′) de la projection canonique
(3.6.7.7) (W ′ → U ′ ← V ′)→ (W → U ← V ).
On en déduit des morphismes W
V
→ W
′V ′
→ W
V
dont le composé est l’identité de W
V
. Le
composé
Φ−1(B)((W → U ← V ))→ Φ−1(Φ∗(B
′
))((W → U ← V ))(3.6.7.8)
= B
′
((W ′ → U ′ ← V ′))→ B
′
((W → U ← V ))
où la première flèche est induite par (3.6.6.6) et la dernière flèche est le morphisme d’adjonction,
est donc l’isomorphisme (3.6.7.6) ; d’où la première proposition.
Proposition 3.6.8. Les hypothèses étant celles de 3.6.6, supposons, de plus, que w et w soient
des isomorphismes, que le diagramme
(3.6.8.1) X ′
u

Y ′
v

f ′oo
X Y
foo
soit cartésien et que l’une des deux conditions suivantes soit remplie
(i) le morphisme u : X ′ → X est étale ;
(ii) le schéma X ′ est le localisé strict de X en un point géométrique x, u étant le morphisme
canonique, le morphisme f est cohérent et le schéma Z est cohérent.
Alors, le morphisme Φ: G˜′ → G˜ (3.6.6.2) est une équivalence de topos et le morphisme (3.6.6.6)
(3.6.8.2) B → Φ∗(B
′
)
est un isomorphisme.
La première assertion est démontrée dans 3.5.7 et est mentionnée pour mémoire. Soit (W →
U ← V ) un objet de G, et posons (W → U ′ ← V ′) = Φ+(W → U ← V ) (3.4.8.2). Les morphismes
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canoniques
W ×X′ Y
′ → W ×X Y,(3.6.8.3)
V ′ → V ×U U
′,(3.6.8.4)
W ×U ′ V
′ → W ×U V(3.6.8.5)
étant des isomorphismes, le morphisme canonique (3.6.6.6)
(3.6.8.6) B(W → U ← V )→ Φ∗(B
′
)(W → U ← V )
est un isomorphisme, d’où la proposition.
Proposition 3.6.9. Les hypothèses étant celles de 3.6.6, supposons, de plus, que Z ′ soit le
localisé strict de Z en un point géométrique z, w étant le morphisme canonique, que les deux
diagrammes
(3.6.9.1) Z
′ ~′ //
w

Z ′
w

Z
~ // Z
X ′
u

Y ′
v

f ′oo
X Y
foo
soient cartésiens, que les morphismes f et ~ soient cohérents et que l’une des deux conditions
suivantes soit remplie
(i) le morphisme u est étale ;
(ii) le schéma X ′ est le localisé strict de X en un point géométrique x, u étant le morphisme
canonique.
Alors, le morphisme
(3.6.9.2) Φ−1(B)→ B
′
adjoint du morphisme (3.6.6.6) est un isomorphisme.
On notera que dans le cas (ii), le morphisme Z ′ → X ′ fournit une flèche de spécialisation de
g(z) dans x, mais g(z) n’est pas nécessairement égal à x.
Comme le morphisme canonique
(3.6.9.3) Z ′ ×X′ Y
′ → Z ′ ×X Y
est un isomorphisme, on peut considérer le diagramme commutatif
(3.6.9.4) Z ′ ×X′ Y ′ // Z
′ // Z ′ // X ′


Y ′oo

Z ′ ×X Y //


Z
′ //


Z ′ //

X Yoo
Z ×X Y // Z // Z // X Yoo
Compte tenu de 3.6.8, on peut se borner au cas où u est un isomorphisme. D’après 3.6.7, quitte à
remplacer X par un voisinage ouvert de Zariski affine X1 contenant le support de g(z), et Z, Z et
Y par Z ×X X1, Z ×X X1 et Y ×X X1, respectivement, on peut se borner au cas où X et Y sont
cohérents. Quitte à remplacer Z par un voisinage étale affine Z1 de z dans Z et Z par Z ×Z Z1,
on peut, de plus, supposer Z affine.
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Notons I la catégorie des Z-schémas étales affines z-pointés et pour tout i ∈ Ob(I), Zi le
Z-schéma étale affine z-pointé correspondant. On a alors dans la catégorie des schémas
(3.6.9.5) Z ′ = lim
←−
i∈I
Zi.
Avec les notations de 3.5.1, on obtient un foncteur
(3.6.9.6) ϕ : I →M/(Z→X←Y ), i 7→ (Zi → X ← Y ).
Reprenons les notations de 3.5.2 et 3.5.4 pour ce foncteur. En vertu de 3.5.3, le topos G˜′ est la
limite projective du topos fibré Fϕ/I.
Pour tout i ∈ Ob(I), posons Zi = Z ×Z Zi et notons Bi l’anneau de G˜(Zi→X←Y ) défini dans
3.6.1 par la factorisation Zi ×X Y → Zi → Zi de la projection canonique (3.6.9.4). Pour tout
morphisme j → i de I, notons
(3.6.9.7) Φji : G˜(Zj→X←Y ) → G˜(Zi→X←Y )
le morphisme de fonctorialité (3.5.1.6). On a alors un homomorphisme canonique Bi → Φji∗(Bj)
(3.6.6.6). Ces homomorphismes vérifient une relation de compatibilité pour la composition des
morphismes de I du type ([1] (1.1.2.2)). Ils définissent donc un anneau de Top(Gϕ) que l’on note
{i 7→ Bi} (3.5.4.1). Pour tout i ∈ Ob(I), on a un morphisme canonique Z ′ → Zi qui induit par
fonctorialité un morphisme de topos annelé
(3.6.9.8) Φi : (G˜(Z′→X←Y ),Bi)→ (G˜(Zi→X←Y ),B
′
).
La collection de ces homomorphismes (Bi → Φi∗(B
′
))i∈I induit un homomorphisme de Top(Gϕ)
(3.6.9.9) {i 7→ Bi} → ̟∗(B
′
).
Montrons que l’homomorphisme adjoint
(3.6.9.10) ̟∗({i 7→ Bi})→ B
′
est un isomorphisme. Comme le foncteur ̟∗ est pleinement fidèle (3.5.4.3), il suffit de montrer que
l’homomorphisme induit
(3.6.9.11) ̟∗(̟
∗({i 7→ Bi}))→ ̟∗(B
′
)
est un isomorphisme. Compte tenu de ([4] VI 8.5.3), cela revient à montrer que pour tout i ∈ Ob(I),
l’homomorphisme canonique de G˜(Zi→X←Y )
(3.6.9.12) lim
−→
j∈I/i
Φji∗(Bj)→ Φi∗(B
′
),
est un isomorphisme.
Soit (W → U ← V ) un objet de G(Zi→X←Y ). On pose W = W ×Z Z et on note W
V
la
fermeture intégrale de W dans W ×U V . Le morphisme canonique
(3.6.9.13) Z ′ ×Zi W
V
= lim
←−
j∈I/i
Zj ×Zi W
V
est un isomorphisme d’après ([30] 8.2.5). Comme ~ est cohérent, le schémaW
V
est cohérent (3.6.2).
On en déduit par ([4] VI 5.2) et ([2] III.8.11(iii) et III.8.22) que l’homomorphisme canonique
(3.6.9.14) lim
−→
j∈I/i
Bj(W ×Zi Zj → U ← V )→ B
′
(W ×Zi Z
′ → U ← V )
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est un isomorphisme, d’où l’isomorphisme (3.6.9.12).
On déduit de l’isomorphisme (3.6.9.10) et de (3.5.4.4) que l’homomorphisme canonique
(3.6.9.15) lim
−→
i∈I◦
Φ−1i (Bi)→ B
′
est un isomorphisme. Pour tout i ∈ Ob(I), le morphisme canonique Zi → Z induit par fonctorialité
un morphisme de topos annelés
(3.6.9.16) ρi : (G˜(Zi→X←Y ),Bi)→ (G˜,B).
Comme l’homomorphisme ρ−1i (B)→ Bi est un isomorphisme en vertu de 3.6.7(i), la proposition
résulte de l’isomorphisme (3.6.9.15).
Chapitre 4
Cohomologie du topos de Faltings
4.1. Hypothèses et notations ; schéma logarithmique adéquat
4.1.1. Dans ce chapitre, K désigne un corps de valuation discrète complet de caractéristique
0, à corps résiduel algébriquement clos k de caractéristique p > 0, OK l’anneau de valuation de K,
K une clôture algébrique de K, OK la clôture intégrale de OK dans K, mK l’idéal maximal de OK
et GK le groupe de Galois de K sur K. On note OC le séparé complété p-adique de OK , mC son
idéal maximal, C son corps des fractions et v : C → Q∪ {∞} la valuation normalisée par v(p) = 1.
On désigne par Ẑ(1) et Zp(1) les Z[GK ]-modules
Ẑ(1) = lim
←−
n≥1
µn(OK),(4.1.1.1)
Zp(1) = lim
←−
n≥0
µpn(OK),(4.1.1.2)
où µn(OK) désigne le sous-groupe des racines n-ièmes de l’unité dans OK . Pour tout Zp[GK ]-module
M et tout entier n, on pose M(n) =M ⊗Zp Zp(1)
⊗n.
Comme OK satisfait les conditions requises dans 2.10.1, il est loisible de considérer les notions
de α-algèbre introduites dans les sections 2.6–2.9 relativement à OK .
On pose S = Spec(OK) et S = Spec(OK) et on note s (resp. η, resp. η) le point fermé de S
(resp. générique de S, resp. générique de S). Pour tout entier n ≥ 1, on pose Sn = Spec(OK/pnOK).
Pour tout S-schéma X , on pose
(4.1.1.3) X = X ×S S et Xn = X ×S Sn.
On munit S de la structure logarithmique MS définie par son point fermé, autrement dit,
MS = u∗(O
×
η )∩OS , où u : η → S est l’injection canonique (cf. [2] II.5 pour un lexique de géométrie
logarithmique).
4.1.2. Dans ce chapitre, f : (X,MX)→ (S,MS) désigne un morphisme adéquat de schémas
logarithmiques ([2] III.4.7). On désigne parX◦ le sous-schéma ouvert maximal de X où la structure
logarithmique MX est triviale ; c’est un sous-schéma ouvert de Xη. On note j : X◦ → X l’injection
canonique. Pour tout X-schéma U , on pose
(4.1.2.1) U◦ = U ×X X◦.
On note ~ : X → X et h : X
◦
→ X les morphismes canoniques (4.1.1.3), de sorte que l’on a
h = ~ ◦ jX . Pour alléger les notations, on pose
(4.1.2.2) Ω˜1X/S = Ω
1
(X,MX )/(S,MS)
,
que l’on considère comme un faisceau de Xzar ou Xe´t, selon le contexte (cf. 2.1.18).
161
162 4. COHOMOLOGIE DU TOPOS DE FALTINGS
4.1.3. Pour tout entier n ≥ 1, on note a : Xs → X , an : Xs → Xn, ιn : Xn → X et ιn : Xn →
X les injections canoniques (4.1.1.3). Le corps résiduel de OK étant algébriquement clos, il existe un
unique S-morphisme s → S. Celui-ci induit des immersions fermées a : Xs → X et an : Xs → Xn
qui relèvent a et an, respectivement.
(4.1.3.1) Xs
an
//
a
''
Xn
ιn
//
~n

X
~

Xs
an //
a
77Xn
ιn // X
Comme ~ est entier et que ~n est un homéomorphisme universel, pour tout faisceau F de X e´t, le
morphisme de changement de base
(4.1.3.2) a∗(~∗(F ))→ a∗(F )
est un isomorphisme ([4] VIII 5.6). Par ailleurs, an étant un homéomorphisme universel, on peut
considérer OXn comme un faisceau de Xs,zar ou Xs,e´t, selon le contexte (cf. 2.1.18).
4.1.4. On désigne par
(4.1.4.1) π : E → E´t/X
le U-site fibré de Faltings associé au morphisme h : X
◦
→ X (cf. 3.3.2). Pour tout U ∈ Ob(E´t/X),
on note
(4.1.4.2) ιU ! : E´tf/U◦ → E
le foncteur canonique (3.3.2.5). On munit E de la topologie co-évanescente définie par π ([2] VI.5.3)
et on note E˜ le topos des faisceaux de U-ensembles sur E. On désigne par
σ : E˜ → Xe´t,(4.1.4.3)
β : E˜ → X
◦
f e´t,(4.1.4.4)
ψ : X
◦
e´t → E˜,(4.1.4.5)
ρ : Xe´t
←
×Xe´t X
◦
e´t → E˜,(4.1.4.6)
les morphismes canoniques (3.3.2.14), (3.3.2.15), (3.3.2.17) et (3.3.4.2).
4.1.5. On note E˜s le sous-topos fermé de E˜ complémentaire de l’ouvert σ∗(Xη) (3.3.19),
(4.1.5.1) δ : E˜s → E˜
le plongement canonique et
(4.1.5.2) σs : E˜s → Xs,e´t
le morphisme de topos induit par σ (4.1.4.3) (cf. 3.3.22). Le diagramme de morphismes de topos
(4.1.5.3) E˜s
σs //
δ

Xs,e´t
a

E˜
σ // Xe´t
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est commutatif à isomorphisme près. Les foncteurs a∗ et δ∗ étant exacts, pour tout groupe abélien
F de E˜s et tout entier i ≥ 0, on a un isomorphisme canonique
(4.1.5.4) a∗(Riσs∗(F ))
∼
→ Riσ∗(δ∗F ).
4.1.6. D’après ([2] III.4.2(iii)), X est normal et localement irréductible ([2] III.3.1). Par
ailleurs, l’immersion j : X◦ → X est quasi-compacte puisque X est noethérien. Pour tout objet
(V → U) de E, on note U
V
la fermeture intégrale de U dans V . Pour tout morphisme (V ′ →
U ′)→ (V → U) de E, on a un morphisme canonique U
′V ′
→ U
V
qui s’insère dans un diagramme
commutatif
(4.1.6.1) V ′ //

U
′V ′

// U
′ //

U ′

V // U
V // U // U
On désigne par B le préfaisceau sur E défini pour tout (V → U) ∈ Ob(E), par
(4.1.6.2) B((V → U)) = Γ(U
V
,O
U
V ).
C’est un faisceau pour la topologie co-évanescente de E en vertu de ([2] III.8.16). Pour tout
U ∈ Ob(E´t/X), on pose
(4.1.6.3) BU = B ◦ ιU !.
D’après ([2] III.8.17), on a un homomorphisme canonique
(4.1.6.4) σ∗(~∗(OX))→ B.
Sauf mention explicite du contraire, on considère σ (4.1.4.3) comme un morphisme de topos annelés
(4.1.6.5) σ : (E˜,B)→ (Xe´t, ~∗(OX)).
Notons encore OK le faisceau constant de X
◦
f e´t de valeur OK . Sauf mention explicite du
contraire, on considère β (4.1.4.4) comme un morphisme de topos annelés
(4.1.6.6) β : (E˜,B)→ (X
◦
f e´t,OK).
4.1.7. Pour tout entier n ≥ 0 et tout U ∈ Ob(E´t/X), on pose
Bn = B/p
n
B,(4.1.7.1)
BU,n = BU/p
n
BU .(4.1.7.2)
Les correspondances {U 7→ pnBU} et {U 7→ BU,n} forment naturellement des préfaisceaux sur E
(3.3.2.10), et les morphismes canoniques
{U 7→ pnBU}
a → pnB,(4.1.7.3)
{U 7→ BU,n}
a → Bn,(4.1.7.4)
où les termes de gauche désignent les faisceaux associés dans E˜, sont des isomorphismes en vertu
de ([2] VI.8.2 et VI.8.9). D’après ([2] III.9.7), Bn est un anneau de E˜s.
Si n ≥ 1, on désigne par
(4.1.7.5) σn : (E˜s,Bn)→ (Xs,e´t,OXn)
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le morphisme de topos annelés induit par σ (4.1.6.5) (cf. [2] (III.9.9.4)) et par
(4.1.7.6) τn : (E˜s,Bn)→ (Xs,zar,OXn)
le composé de σn et du morphisme canonique (2.1.18.5)
(4.1.7.7) un : (Xs,e´t,OXn)→ (Xs,zar,OXn).
Notant encore OK/p
nOK le faisceau constant de X
◦
f e´t de valeur OK/p
nOK , on désigne par
(4.1.7.8) βn : (E˜s,Bn)→ (X
◦
f e´t,OK/p
n
OK)
le morphisme induit par β (4.1.6.6).
Remarque 4.1.8. Sous les hypothèses de 4.1.7, on notera que l’homomorphisme canonique
(4.1.4.2)
(4.1.8.1) BU,n → Bn ◦ ιU !
n’est pas en général un isomorphisme ; c’est pourquoi nous n’utiliserons pas la notation Bn,U .
Toutefois, sous certaines hypothèses (4.5.1), nous montrerons dans 4.6.29 que pour tout schéma
affine U de E´t/X , l’homomorphisme (4.1.8.1) est un α-isomorphisme.
4.1.9. Soient U un objet de E´t/X , y un point géométrique de U
◦
. Le schéma U étant lo-
calement irréductible d’après ([2] III.3.3 et III.4.2(iii)), il est la somme des schémas induits sur
ses composantes irréductibles. On note U
⋆
la composante irréductible de U (ou ce qui revient au
même, sa composante connexe) contenant y. De même, U
◦
est la somme des schémas induits sur
ses composantes irréductibles et U
⋆◦
= U
⋆
×X X◦ est la composante irréductible de U
◦
contenant
y. On note Bπ1(U⋆◦,y) le topos classifiant du groupe profini π1(U
⋆◦
, y) et
(4.1.9.1) νy : U
⋆◦
f e´t
∼
→ Bπ1(U⋆◦,y)
le foncteur fibre de U
⋆◦
f e´t en y (2.1.20.4). On pose
(4.1.9.2) R
y
U = νy(BU |U
⋆◦
).
Explicitement, soit (Vi)i∈I le revêtement universel normalisé de U
⋆◦
en y (2.1.20). Pour chaque
i ∈ I, (Vi → U) est naturellement un objet de E. On note U
Vi la fermeture intégrale de U dans Vi.
Les schémas (U
Vi
)i∈I forment alors un système projectif filtrant, et on a
(4.1.9.3) R
y
U = lim
−→
i∈I
Γ(U
Vi
,O
U
Vi ).
Remarque 4.1.10. Sous les hypothèses de 4.1.9, si, de plus, U est affine, l’anneau R
y
U est
intègre et normal. En effet, le schéma U
⋆
est affine, intègre et normal. Pour tout i ∈ I, Vi étant
connexe, il est alors intègre et normal. Par suite, U
Vi est intègre, normal et entier sur U
⋆
([28]
6.3.7). Par ailleurs, pour tous (i, j) ∈ I2 avec i ≥ j, le morphisme canonique U
Vi
→ U
Vj est entier
et dominant. L’assertion recherchée s’ensuit d’après ([27] 0.6.1.6(i) et 0.6.5.12(ii)).
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4.1.11. Soient x un point géométrique de X , X le localisé strict de X en x. On pose X =
X ×S S (4.1.1.3) et X
◦
= X ×X X
◦ (4.1.2.1). On désigne par Vx la catégorie des X-schémas
étales x-pointés, ou ce qui revient au même, la catégorie des voisinages du point de Xe´t associé à x
dans le site E´t/X ([4] IV 6.8.2 et VIII 3.9). Pour tout objet (U, p : x→ U) de Vx, on note encore
p : X → U le morphisme déduit de p ([4] VIII 7.3) et on pose
(4.1.11.1) p◦ = p×X X
◦
: X
◦
→ U
◦
.
On note
(4.1.11.2) ϕx : E˜ → X
◦
f e´t
le foncteur canonique défini dans (3.3.11.3).
Le foncteur composé ϕx ◦ β∗ est canoniquement isomorphe au foncteur image inverse par le
morphisme canonique X
◦
f e´t → X
◦
f e´t, d’après (3.3.9.2) et ([2] (VI.10.12.6)). Pour tout objet F de
Xe´t, on a un isomorphisme canonique et fonctoriel
(4.1.11.3) ϕx(σ∗(F ))
∼
→ Fx,
de but le faisceau constant de X
◦
f e´t de valeur Fx, en vertu de ([2] VI.10.24 et (VI.10.12.6)).
Pour tout objet F = {U 7→ FU} de Ê, on note F a le faisceau de E˜ associé à F , et pour tout
U ∈ Ob(E´t/X), F aU le faisceau de U
◦
f e´t associé à FU . D’après ([2] VI.10.37), on a un isomorphisme
canonique et fonctoriel
(4.1.11.4) ϕx(F
a)
∼
→ lim
−→
(U,p)∈V◦
x
(p◦)∗f e´t(F
a
U ).
En vertu de ([2] VI.10.30), pour tout groupe abélien F de E˜ et tout entier q ≥ 0, on a un
isomorphisme canonique et fonctoriel
(4.1.11.5) Rqσ∗(F )x
∼
→ Hq(X
◦
f e´t, ϕx(F )).
4.1.12. Soient (y  x) un point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10), X le localisé strict de X en x,
Vx la catégorie des X-schémas étales x-pointés. On pose X = X ×S S (4.1.1.3) et X
◦
= X ×X X◦
(4.1.2.1). Le X-morphisme u : y → X définissant (y  x) se relève en un X
◦
-morphisme v : y → X
◦
et induit donc un point géométrique de X
◦
que l’on note aussi (abusivement) y. Pour tout objet
(U, p : x→ U) de Vx, on note encore p : X → U le morphisme déduit de p ([4] VIII 7.3) et on pose
(4.1.12.1) p◦ = p×X X
◦
: X
◦
→ U
◦
.
On note aussi (abusivement) y le point géométrique p◦(v(y)) de U
◦
.
Pour tout objet F = {U 7→ FU} de Ê (3.3.2.10), on note F a le faisceau de E˜ associé à F , et
pour tout U ∈ Ob(E´t/X), F aU le faisceau de U
◦
f e´t associé à FU . D’après ([2] VI.10.36 et (VI.9.3.4)),
on a un isomorphisme canonique et fonctoriel
(4.1.12.2) (F a)ρ(y x)
∼
→ lim
−→
(U,p)∈V◦
x
(F aU )ρU◦ (y),
où ρ est le morphisme (4.1.4.6) et ρU◦ : U
◦
e´t → U
◦
f e´t est le morphisme canonique (2.1.17.1). Compte
tenu de (4.1.9.2) et ([2] VI.9.9), on en déduit un isomorphisme canonique de Γ(X
′
,OX′)-algèbres
(4.1.12.3) Bρ(y x)
∼
→ lim
−→
(U,p)∈V◦
x
R
y
U ,
où R
y
U est la Γ(U,OU )-algèbre définie dans (4.1.9.3).
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4.1.13. Conservons les hypothèses et notations de 4.1.12 ; supposons, de plus, que x soit au-
dessus de s. D’après ([2] III.3.7), X est normal et strictement local (et en particulier intègre). Pour
tout objet (U, p : x → U) de Vx, on désigne par U
⋆
la composante irréductible de U contenant y
et on pose U
⋆◦
= U
⋆
×X X◦ qui est la composante irréductible de U
◦
contenant y (cf. 4.1.9). Le
morphisme p◦ : X
◦
→ U
◦
(4.1.12.1) se factorise donc à travers U
⋆◦
. On désigne par Bπ1(X◦,y) le
topos classifiant du groupe profini π1(X
◦
, y) et par
(4.1.13.1) νy : X
◦
f e´t
∼
→ Bπ1(X◦,y)
le foncteur fibre de X
◦
f e´t en y (2.1.20.4). D’après ([2] VI.10.31 et VI.9.9), le foncteur composé
(4.1.13.2) E˜
ϕx // X
◦
f e´t
νy // Bπ1(X◦,y)
// Ens ,
où ϕx est le foncteur canonique (4.1.11.2) et la dernière flèche est le foncteur d’oubli de l’action
de π1(X
◦
, y), est canoniquement isomorphe au foncteur fibre associé au point ρ(y  x) de E˜.
On observera ([2] (VI.10.25.6)) que pour tout objet F de Xe´t, l’isomorphisme (4.1.11.3) induit
l’isomorphisme canonique ([2] (VI.10.18.1))
(4.1.13.3) (σ∗F )ρ(y x)
∼
→ Fx.
On définit la Γ(X,OX)-algèbre R
y
X de Bπ1(X◦,y), que l’on note aussi R lorsqu’il n’y a aucun
risque d’ambiguïté, par la formule
(4.1.13.4) R
y
X = lim−→
(U,p)∈V◦
x
R
y
U ,
où l’on considèreR
y
U comme une Γ(U,OU )-algèbre deBπ1(U⋆◦,y) (4.1.9.3). L’isomorphisme (4.1.11.4)
induit un isomorphisme de Γ(X,OX)-algèbres de Bπ1(X◦,y)
(4.1.13.5) νy(ϕx(B))
∼
→ R
y
X ,
dont l’isomorphisme de Γ(X,OX)-algèbres sous-jacent est (4.1.12.3).
Remarques 4.1.14. Soient x un point géométrique de X au-dessus de s, X le localisé strict
de X en x, ϕx : E˜ → X
◦
f e´t le foncteur canonique (4.1.11.2). Alors,
(i) Il existe un point (y  x) de Xe´t
←
×Xe´t X
◦
e´t (3.1.10). En effet, d’après ([2] III.3.7), X est
normal et strictement local (et en particulier intègre). Comme X◦ est schématiquement
dense dans X (4.1.2), X
◦
est intègre et non-vide ([30] 11.10.5). Soit v : y → X
◦
un point
géométrique de X
◦
. On note encore y le point géométrique de X
◦
et u : y → X le X-
morphisme induits par v. On obtient ainsi un point (y  x) de Xe´t
←
×Xe´t X
◦
e´t.
(ii) Le morphisme d’adjonction id→ δ∗δ∗ (4.1.5.1) induit un isomorphisme de foncteurs
(4.1.14.1) ϕx
∼
→ ϕxδ∗δ
∗.
En effet, d’après 3.3.20(i), pour tout objet F de E˜, le morphisme d’adjonction
(4.1.14.2) Fρ(y x) → (δ∗(δ
∗(F )))ρ(y x)
est un isomorphisme. Comme X
◦
est intègre ([2] III.3.7), la proposition s’ensuit compte
tenu de la description (4.1.13.2) du foncteur fibre en ρ(y  x).
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4.2. Tour de revêtements associée à une carte logarithmique adéquate
4.2.1. On suppose dans cette section que le morphisme f : (X,MX)→ (S,MS) (4.1.2) admet
une carte adéquate ((P, γ), (N, ι), ϑ : N→ P ) ([2] III.4.4), autrement dit qu’il existe une carte (P, γ)
pour (X,MX) ([2] II.5.13), une carte (N, ι) pour (S,MS) et un homomorphisme de monoïdes
ϑ : N→ P tels que les conditions suivantes soient remplies :
(i) Le diagramme d’homomorphismes de monoïdes
(4.2.1.1) P
γ // Γ(X,MX)
N
ι //
ϑ
OO
Γ(S,MS)
f♭
OO
est commutatif, ou ce qui revient au même (avec les notations de 2.1.4), le diagramme
associé de morphismes de schémas logarithmiques
(4.2.1.2) (X,MX)
γa //
f

AP
Aϑ

(S,MS)
ιa // AN
est commutatif.
(ii) Le monoïde P est torique, i.e., P est fin et saturé et P gp est un Z-module libre ([2] II.5.1).
(iii) L’homomorphisme ϑ est saturé ([2] II.5.2).
(iv) L’homomorphisme ϑgp : Z→ P gp est injectif, le sous-groupe de torsion de coker(ϑgp) est
d’ordre premier à p et le morphisme de schémas usuels
(4.2.1.3) X → S ×AN AP
déduit de (4.2.1.2) est étale.
(v) Posons λ = ϑ(1) ∈ P ,
L = HomZ(P
gp,Z),(4.2.1.4)
H(P ) = Hom(P,N).(4.2.1.5)
On notera que H(P ) est un monoïde fin, saturé et affûté et que l’homomorphisme canonique
H(P )gp → Hom((P ♯)gp,Z) est un isomorphisme ([45] I 2.2.3). On suppose qu’il existe
h1, . . . , hr ∈ H(P ), qui sont Z-linéairement indépendants dans L, tels que
(4.2.1.6) ker(λ) ∩H(P ) = {
r∑
i=1
aihi| (a1, . . . , ar) ∈ N
r},
où l’on considère λ comme un homomorphisme L→ Z.
On pose π = ι(1) qui est une uniformisante de OK . On a alors (2.1.4)
(4.2.1.7) S ×AN AP = Spec(OK [P ]/(π − e
λ)).
On désigne par P gp le groupe associé à P et par Pη ou λ−1P la localisation de P par λ = ϑ(1)
([45] I 1.4.4), qui est aussi la somme amalgamée des deux homomorphismes ϑ : N → P et N → Z,
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de sorte que le diagramme d’homomorphismes canoniques
(4.2.1.8) N ϑ //

P

Z // Pη
est cocartésien. Comme P est intègre, Pη est intègre, et l’homomorphisme canonique P → Pη est
injectif. Par ailleurs, il résulte aussitôt des propriétés universelles des localisations de monoïdes et
d’anneaux que l’on a
(4.2.1.9) Z[Pη ] = Z[P ][λ
−1].
L’élément eλ n’est pas un diviseur de zéro dans Z[P ] (2.1.4).
Lemme 4.2.2 ([58] 3.14 et 3.16).
(i) Le groupe P gp/λZ est libre de type fini.
(ii) Il existe deux entiers c et d tels que 0 ≤ c ≤ d et un isomorphisme de monoïdes
(4.2.2.1) Zc+1 ⊕ Nd−c
∼
→ Pη
tel que l’image de (1, 0, . . . , 0) dans Pη soit égale à λ.
(i) En effet, notant P× le groupe des unités de P , le conoyau de l’homomorphisme Z→ P gp/P×
défini par λ est sans torsion d’après ([45] I 4.8.11). Par ailleurs, P× est contenu dans P gp et est
donc sans torsion. La suite exacte
(4.2.2.2) 0→ P× → P gp/λZ→ P gp/(λZ+ P×)→ 0
montre alors que P gp/λZ est sans torsion.
(ii) Soit F la face de P engendrée par λ, c’est-à-dire l’ensemble des éléments x ∈ P tels qu’il
existe y ∈ P et n ∈ N tels que x + y = nλ ([45] I 1.4.2). On note F gp le groupe associé à F
et P/F le conoyau dans la catégorie des monoïdes de l’injection canonique F → P ([45] I 1.1.6).
Considérons le diagramme commutatif de morphismes de monoïdes
(4.2.2.3) 1 //
'&%$ !"#3
P/F
Z //
'&%$ !"#1
F gp //
OO
'&%$ !"#2
Pη
OO
N //
OO
F //
OO
P
OO
Le carré '&%$ !"#1 est cocartésien. En effet, la somme amalgamée des deux homomorphismes N → F et
N→ Z n’est autre que la localisation λ−1F , c’est-à-dire F gp. Par suite, le carré '&%$ !"#2 est cocartésien,
et il en est alors de même du carré '&%$ !"#3 . On en déduit que P/F est le conoyau dans la catégorie
des monoïdes de l’homomorphisme canonique F gp → Pη. Par suite, P/F s’identifie au quotient de
Pη par l’action naturelle de F gp ([45] I 1.1.5). L’homomorphisme Pη → P/F est donc surjectif.
Comme P est intègre, l’homomorphisme F gp → Pη est injectif. D’après la preuve de ([2] II.6.3(v)),
P/F est un monoïde libre de type fini. Choisissons un scindage de Pη → P/F , on obtient un
isomorphisme
(4.2.2.4) F gp ⊕ P/F
∼
→ Pη.
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Par ailleurs, P étant intègre, l’homomorphisme F gp → P gp est injectif, et F gp/λZ est donc libre
de type fini d’après (i), d’où la proposition.
4.2.3. Pour tout entier n ≥ 1, on pose
OKn = OK [ζ]/(ζ
n − π),(4.2.3.1)
qui est un anneau de valuation discrète. On note Kn le corps des fractions de OKn et πn la classe
de ζ dans OKn , qui est une uniformisante de OKn . On pose S
(n) = Spec(OKn) que l’on munit de la
structure logarithmique MS(n) définie par son point fermé. On désigne par ιn : N→ Γ(S
(n),MS(n))
l’homomorphisme défini par ιn(1) = πn ; c’est une carte pour (S(n),MS(n)).
Considérons le système inductif de monoïdes (N(n))n≥1, indexé par l’ensemble Z≥1 ordonné
par la relation de divisibilité, défini par N(n) = N pour tout n ≥ 1 et dont l’homomorphisme
de transition N(n) → N(mn) (pour m,n ≥ 1) est l’endomorphisme de Frobenius d’ordre m de N
(i.e., l’élévation à la puissance m-ième). On notera N(1) simplement N. Les schémas logarithmiques
(S(n),MS(n))n≥1 forment naturellement un système projectif. Pour tous entiers m,n ≥ 1, avec les
notations de 2.1.4, on a un diagramme cartésien de morphismes de schémas logarithmiques
(4.2.3.2) (S(mn),MS(mn))
ιamn //

AN(mn)

(S(n),MS(n))
ιan // AN(n)
où ιan (resp. ι
a
mn) est le morphisme associé à ιn (resp. ιmn) ([2] II.5.13).
4.2.4. Considérons le système inductif de monoïdes (P (n))n≥1, indexé par l’ensemble Z≥1 or-
donné par la relation de divisibilité, défini par P (n) = P pour tout n ≥ 1 et dont l’homomorphisme
de transition in,mn : P (n) → P (mn) (pour m,n ≥ 1) est l’endomorphisme de Frobenius d’ordre m
de P (i.e., l’élévation à la puissance m-ième). Pour tout n ≥ 1, on note
(4.2.4.1) P
∼
→ P (n), t 7→ t(n),
l’isomorphisme canonique. Pour tout t ∈ P et tous m,n ≥ 1, on a donc
(4.2.4.2) in,mn(t
(n)) = (t(mn))m.
On notera P (1) simplement P .
On désigne par P (n)η la localisation de P (n) par λ(n) ([45] I 1.4.4). Pour tous m,n ≥ 1, l’homo-
morphisme in,mn induit un homomorphisme que l’on note aussi in,mn : P
(n)
η → P
(mn)
η . L’isomor-
phisme (4.2.4.1) induit un isomorphisme
(4.2.4.3) Pη
∼
→ P (n)η , t 7→ t
(n).
On notera P (1)η simplement Pη.
D’après 4.2.2(ii), il existe deux entiers c et d tels que 0 ≤ c ≤ d et un isomorphisme de monoïdes
(4.2.4.4) Zc+1 ⊕ Nd−c
∼
→ Pη
tel que l’image de (1, 0 . . . , 0) dans Pη soit égale à λ. On fixe un tel isomorphisme et pour tout
entier i tel que 1 ≤ i ≤ c (resp. c+1 ≤ i ≤ d), on note λ′i l’image de (1i+1, 0) (resp. (0, 1i−c)) dans
Pη, où 1i+1 est l’élément de Z
c+1 dont toutes les composantes sont nulles sauf la (i + 1)-ième qui
vaut 1 (resp. 1i−c est l’élément de N
d−c dont toutes les composantes sont nulles sauf la (i− c)-ième
qui vaut 1). On pose λ0 = λ. Il existe un entier α ≥ 1 tel que λi = λαλ′i ∈ P pour tout 1 ≤ i ≤ d.
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Lemme 4.2.5 ([58] 4.3). Il existe un entier N ≥ 0 tel que pour tout entier n ≥ 1, on ait les
inclusions
(4.2.5.1) λN0 Z[P
(n)] ⊂
⊕
(ν0,ν1,...,νd)∈(N∩[0,n−1])d+1
Z[P ]
∏
0≤i≤d
(λ
(n)
i )
νi ⊂ Z[P (n)].
En effet, l’homomorphisme canonique Pη → P
(n)
η est le composé de l’endomorphisme de Fro-
benius d’ordre n de Pη (i.e., l’élévation à la puissance n-ième) et de l’isomorphisme (4.2.4.3). Par
suite, compte tenu de (4.2.4.4), l’algèbre Z[P (n)η ] est un Z[Pη]-module libre de type fini, de base∏
0≤i≤d(λ
(n)
i )
νi pour (ν0, ν1, . . . , νd) ∈ (N∩ [0, n− 1])d+1. Comme les homomorphismes canoniques
P → Pη et P (n) → P
(n)
η sont injectifs, le morphisme Z[P ]-linéaire canonique
(4.2.5.2)
⊕
(ν0,ν1,...,νd)∈(N∩[0,n−1])d+1
Z[P ]
∏
0≤i≤d
(λ
(n)
i )
νi → Z[P (n)]
est injectif.
Soient ρ1, . . . , ρr des générateurs de P . Pour tout 1 ≤ j ≤ r, il existe (mj0,mj1, . . . ,mjd) ∈
Zc+1 ⊕ Nd−c tel que
(4.2.5.3) ρj =
∏
0≤i≤d
λ
mji
i ∈ Pη.
Pour tout 0 ≤ i ≤ c, il existe Mi ≥ 1 tel que λ
Mi
0 λ
−1
i ∈ P . Montrons que
(4.2.5.4) N =
∑
0≤i≤c
Mi
∑
1≤j≤r
|mji|
répond à la question. Le Z[P ]-module Z[P (n)] est engendré par les éléments
(4.2.5.5) ρ(n)µ =
∏
1≤j≤r
(ρ
(n)
j )
µj =
∏
0≤i≤d
(λ
(n)
i )
∑
1≤j≤r mjiµj
pour µ = (µ1, . . . , µr) ∈ (N ∩ [0, n − 1])r. Pour tout entier 0 ≤ i ≤ d, on pose
∑
1≤j≤rmjiµj =
κin+ νi, où κi ∈ Z et νi ∈ N ∩ [0, n− 1]. Pour tout c+ 1 ≤ i ≤ d, on a κi ∈ N et par suite,
(4.2.5.6) (λ(n)i )
∑
1≤j≤r mjiµj = λκii (λ
(n)
i )
νi ∈ P (λ
(n)
i )
νi ⊂ P (n).
Pour tout 0 ≤ i ≤ c, on a |κi| ≤
∑
1≤j≤r |mji| et par suite,
(4.2.5.7) λ
Mi
∑
1≤j≤r |mji|
0 (λ
(n)
i )
∑
1≤j≤r mjiµj = λ
Mi
∑
1≤j≤r |mji|
0 λ
κi
i (λ
(n)
i )
νi ∈ P (λ
(n)
i )
νi ⊂ P (n).
Par conséquent, λN0 ρ
(n)
µ ∈ P
∏
0≤i≤d(λ
(n)
i )
νi ⊂ P (n).
4.2.6. Pour tout entier n ≥ 1, on pose (avec les notations de 2.1.4)
(4.2.6.1) (X(n),MX(n)) = (X,MX)×AP AP (n) .
On notera que la projection canonique (X(n),MX(n)) → AP (n) est stricte. Comme le diagramme
(4.2.3.2) est cartésien, il existe un unique morphisme
(4.2.6.2) f (n) : (X(n),MX(n))→ (S
(n),MS(n)),
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qui s’insère dans le diagramme commutatif
(4.2.6.3) (X(n),MX(n)) //

f(n) ((PP
PP
PP
PP
PP
PP
'&%$ !"#1
AP (n)
Aϑ{{✇✇
✇✇
✇✇
✇✇
✇

(S(n),MS(n))
ιan //

AN(n)

(S,MS)
ιa // AN
(X,MX) //
f
66♠♠♠♠♠♠♠♠♠♠♠♠
AP
Aϑ
cc❍❍❍❍❍❍❍❍❍
Proposition 4.2.7. Soient n un entier ≥ 1, h : S → S(n) un S-morphisme. Alors,
(i) La face '&%$ !"#1 du diagramme (4.2.6.3) est une carte adéquate pour f (n) ([2] III.4.4) ; en parti-
culier, f (n) est lisse et saturé.
(ii) Le schéma X(n) est intègre, normal, Cohen-Macaulay et S(n)-plat.
(iii) Le schéma X(n) ×S(n) S est normal et localement irréductible ([2] III.3.1) ; il est donc la
somme des schémas induits sur ses composantes irréductibles.
(iv) Le sous-schéma ouvert maximal de X(n) où la structure logarithmique MX(n) est triviale
est égal à X(n)◦ = X(n) ×X X◦ (4.1.2.1).
(v) Le morphisme X(n)◦ → X◦ est étale, fini et surjectif ; plus précisément, X(n)◦ est un espace
principal homogène pour la topologie étale au-dessus de X◦ sous le groupe
HomZ(P
gp, µn(K)).
En effet, les questions étant locales sur X , on peut le supposer affine. Les propositions résultent
alors de ([2] II.6.6). On notera que l’hypothèse que Xs est non-vide requise dans ([2] II.6.1) ne sert
pas dans les preuves de ces assertions.
Proposition 4.2.8. Variant l’entier n ≥ 1 et le S-morphisme h : S → S(n), le nombre de
composantes irréductibles de X(n) ×S(n) S reste borné.
Soient n un entier ≥ 1, h : S → S(n) un S-morphisme. Posons X
(n)
= X(n)×S(n) S et X
(n)◦
=
X
(n)
×X X◦. D’après (4.2.6.3) et avec les notations de 2.1.4 et 4.2.4, on a un diagramme cartésien
de S-morphismes
(4.2.8.1) X(n) //

Spec(OKn [P
(n)]/(πn − eλ
(n)
))

X // Spec(OK [P ]/(π − eλ))
où les flèches horizontales sont étales. On en déduit un diagramme cartésien de S-morphismes
(4.2.8.2) X
(n) //

Spec(OK [P
(n)]/(πn − eλ
(n)
))

X // Spec(OK [P ]/(π − e
λ))
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Compte tenu de 4.2.7(iv), on en déduit un diagramme cartésien de K-morphismes
(4.2.8.3) X
(n)◦ //

Spec(K[(P (n))gp]/(πn − eλ
(n)
))

X
◦ // Spec(K[P gp]/(π − eλ))
La flèche verticale de gauche est étale d’après 4.2.7(v), ainsi que les flèches horizontales. Par suite,
les points génériques de X
(n)◦
s’envoient sur ceux de Spec(K[(P (n))gp]/(πn − eλ
(n)
)) et sur ceux
de X
◦
, et donc aussi sur ceux de Spec(K[P gp]/(π − eλ)).
Par ailleurs, comme le Z-module P gp est libre de type fini, pour tout entier n ≥ 1, on a un
isomorphisme de K-algèbres
(4.2.8.4) K[P gp]/(1− eλ)
∼
→ K[(P (n))gp]/(πn − e
λ(n)).
Le nombre de composantes irréductibles de Spec(K[(P (n))gp]/(πn − eλ
(n)
)) (pour n ≥ 1) est donc
constant. Par suite, le nombre de composantes irréductibles de X
(n)◦
(pour n ≥ 1) est borné. Il en
est alors de même de X
(n)
puisque X
(n)◦
est schématiquement dense dans X
(n)
d’après 4.2.7(i)-(iv)
et ([2] III.4.2(vi)).
4.2.9. On suppose dans la suite de cette section que X = Spec(R) est affine. Pour tout entier
n ≥ 1, le schéma X(n) est affine d’anneau
(4.2.9.1) An = R⊗Z[P ] Z[P
(n)].
On désigne par A◦n l’anneau du schéma affine X
(n)◦ = X(n) ×X X◦ (4.1.2.1). Les schémas loga-
rithmiques (X(n),MX(n))n≥1 forment naturellement un système projectif au-dessus de (AP (n))n≥1
(2.1.4), indexé par l’ensemble Z≥1 ordonné par la relation de divisibilité. On pose
A∞ = lim
−→
n≥1
An,(4.2.9.2)
A◦∞ = lim
−→
n≥1
A◦n.(4.2.9.3)
Etant donné une suite (un)n≥0 d’entiers ≥ 1 telle que un divise un+1, on pose
Au∞ = lim
−→
n≥0
Aun ,(4.2.9.4)
A◦u∞ = lim−→
n≥0
A◦un .(4.2.9.5)
Avec les notations de 4.2.3, on pose
Ku∞ = lim
−→
n≥0
Kun ,(4.2.9.6)
OKu∞ = lim−→
n≥0
OKun ,(4.2.9.7)
de sorte que OKu∞ est la fermeture intégrale de OK dans Ku∞ . Si la suite (un)n≥0 est non-bornée,
OKu∞ est un anneau de valuation non-discrète de hauteur 1. On peut alors considérer les notions
de α-algèbre (2.6, 2.7, 2.9...) sur les OKu∞ -algèbres, en particulier sur Au∞ .
Si un = n! (n ≥ 0), alorsAu∞ = A∞ ; on noteraKu∞ et OKu∞ parK∞ et OK∞ . On considérera
aussi le cas où un = pn (n ≥ 0), auquel cas on notera Au∞ , Ku∞ et OKu∞ par Ap∞ , Kp∞ et OKp∞ .
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Lemme 4.2.10.
(i) Pour tous entiers m,n ≥ 1, le morphisme canonique
(4.2.10.1)
⊕
(ν0,ν1,...,νd)∈(N∩[0,m−1])d+1
An
∏
0≤i≤d
(t
(mn)
i )
νi → Amn,
où t
(mn)
i désigne l’image canonique de λ
(mn)
i ∈ P
(mn) dans Amn (4.2.4), est injectif.
(ii) Il existe un entier N > 0 tel que tous entiers m,n ≥ 1, on ait
(4.2.10.2) πNn Amn ⊂
⊕
(ν0,ν1,...,νd)∈(N∩[0,m−1])d+1
An
∏
0≤i≤d
(t
(mn)
i )
νi ⊂ Amn.
(i) Comme le morphisme X → S ⊗AN AP (4.2.1.3) est étale, on peut se réduire au cas où
R = OK [P ]/(π − eλ) (4.2.1.7). Pour tout entier n ≥ 1, on a alors
(4.2.10.3) An = OK [P (n)]/(π − eλ).
Compte tenu de (4.2.1.9), on en déduit que
(4.2.10.4) An[π−1n ] = K[P
(n)
η ]/(π − e
λ).
Il résulte de (4.2.2.1) que pour tous entiers m,n ≥ 1, le morphisme K[P (n)η ]-linéaire canonique
(4.2.10.5)
⊕
(ν0,ν1,...,νd)∈(N∩[0,m−1])d+1
K[P (n)η ]/(π − e
λ)
∏
0≤i≤d
(t
(mn)
i )
νi → K[P (mn)η ]/(π − e
λ)
est bijectif. Comme πn n’est pas diviseur de zéro dans An d’après 4.2.7(ii), l’homomorphisme
canonique An → An[π−1n ] est injectif, d’où la proposition.
(ii) Cela résulte aussitôt de (i) et 4.2.5.
Proposition 4.2.11. Il existe un entier N ≥ 1 tel que les propriétés suivantes soient remplies :
(i) Pour tous entiers n, q ≥ 1 et tout An-module M , on a
(4.2.11.1) πNn Tor
An
q (A∞,M) = 0,
où πn est l’uniformisante de Kn définie dans 4.2.3.
(ii) Pour toute suite (un)n≥0 d’entiers ≥ 1 telle que un divise un+1, tous entiers m ≥ 0 et
q ≥ 1 et tout Aum -module M , on a
(4.2.11.2) πNumTor
Aum
q (Au∞ ,M) = 0.
En effet, d’après 4.2.10(ii), il existe un entier N ≥ 1 tel que pour tous entiers m,n, q ≥ 1 et
tout An-module M , on ait
(4.2.11.3) πNn Tor
An
q (Amn,M) = 0.
Corollaire 4.2.12. Il existe un entier N ≥ 1 tel que les propriétés suivantes soient remplies :
(i) Pour tout entier n ≥ 1 et toute suite exacte de An-modules M ′ →M →M ′′, la suite
(4.2.12.1) M ′ ⊗An A∞ →M ⊗An A∞ →M
′′ ⊗An A∞
est πNn -exacte (2.7.2).
(ii) Pour toute suite (un)n≥0 d’entiers ≥ 1 telle que un divise un+1, tout entier n ≥ 0 et toute
suite exacte de Aun -modules M
′ →M →M ′′, la suite
(4.2.12.2) M ′ ⊗Aun Au∞ →M ⊗Aun Au∞ →M
′′ ⊗Aun Au∞
est πNun-exacte.
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En effet, d’après 4.2.11, il existe un entierN ≥ 1 tel que les propriétés suivantes soient remplies :
(i) Pour tout entier n ≥ 1 et tout morphisme injectif de An-modules ν, le noyau de ν⊗An A∞
est annulé par πNn .
(ii) Pour toute suite (un)n≥0 d’entiers ≥ 1 telle que un divise un+1, tout entier m ≥ 0 et tout
morphisme injectif de Aum -modules ν, le noyau de ν ⊗Aum Au∞ est annulé par π
N
um .
Proposition 4.2.13. Pour toute suite non bornée (un)n≥0 d’entiers ≥ 1 telle que un divise
un+1, l’anneau Au∞ est universellement α-cohérent (2.8.17). En particulier, A∞ est universelle-
ment α-cohérent.
SoitN l’entier ≥ 1 de la proposition 4.2.12 et soit g un entier ≥ 0. PosonsH∞ = Au∞ [t1, . . . , tg]
et pour tout entier n ≥ 0, Hn = Aun [t1, . . . , tg]. Considérons un entier a ≥ 1 et une forme H∞-
linéaire ϕ∞ : Ha∞ → H∞. Il existe un entier n ≥ 0 et une forme Hn-linéaire ϕn : H
a
n → Hn tels que
ϕ∞ = ϕn ⊗Aun Au∞ . L’anneau Aun étant noethérien, il existe un entier b ≥ 0 et une suite exacte
de Hn-modules
(4.2.13.1) Hbn −→ H
a
n
ϕn
−→ Hn.
La suite induite par extension des scalaires de Aun à Au∞ ,
(4.2.13.2) Hb∞ −→ H
a
∞
ϕ∞
−→ H∞
est πNun -exacte en vertu de 4.2.12. Prenant n de plus en plus grand, on en déduit que ker(ϕ∞) est
de type α-fini sur H∞, d’où la proposition.
4.2.14. Soit y un point géométrique de X
◦
que l’on suppose fixé dans la suite de cette section.
Pour tous entiers m,n ≥ 1, le morphisme canonique X(mn) → X(n) est fini et surjectif. D’après
([30] 8.3.8(i)), il existe alors un X-morphisme
(4.2.14.1) y → lim
←−
n≥1
X(n),
la limite inductive étant indexée par l’ensemble Z≥1 ordonné par la relation de divisibilité. On fixe
un tel morphisme dans toute la suite de cette section. Celui-ci induit un S-morphisme
(4.2.14.2) S → lim
←−
n≥1
S(n),
et par suite un OK -homomorphisme OK∞ → OK (cf. 4.2.9). Pour tout entier n ≥ 1, on pose
(4.2.14.3) X
(n)
= X(n) ×S(n) S et X
(n)◦
= X
(n)
×X X
◦.
On en déduit un X-morphisme
(4.2.14.4) y → lim
←−
n≥1
X
(n)
.
Pour tout entier n ≥ 1, le schémaX
(n)
étant normal et localement irréductible d’après 4.2.7(iii),
il est la somme des schémas induits sur ses composantes irréductibles. On note X
(n)⋆
la composante
irréductible de X
(n)
contenant l’image de y (4.2.14.4). On pose
(4.2.14.5) Rn = Γ(X
(n)⋆
,O
X
(n)).
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Ces anneaux forment naturellement un système inductif. On pose
R∞ = lim
−→
n≥1
Rn,(4.2.14.6)
Rp∞ = lim
−→
n≥0
Rpn .(4.2.14.7)
Ce sont des anneaux normaux et intègres d’après ([27] 0.6.1.6(i) et 0.6.5.12(ii)).
Lemme 4.2.15. On désigne par ⋆ l’un des deux symboles p∞ ou ∞, et pour toute extension
algébrique L de K, par OL la clôture intégrale de OK dans L. Alors,
(i) Pour toute extension algébrique L de K⋆ (4.2.9), le schéma Spec(A⋆ ⊗OK⋆ OL) est normal
et localement irréductible.
(ii) Le schéma Spec(R⋆) est une composante connexe de Spec(A⋆ ⊗OK⋆ OK).
(i) Considérons le cas ⋆ = ∞, l’autre cas étant similaire. On a un isomorphisme canonique
([30] 8.2.3)
(4.2.15.1) Spec(A∞ ⊗OK∞ OL)
∼
→ lim
←−
n≥1
X(n) ×S(n) Spec(OL),
Pour tout entier n ≥ 1, on démontre, en calquant la preuve de ([2] II.6.6(iii)), que le schéma
X(n)×S(n) Spec(OL) est normal et localement irréductible. L’immersion X
(n)◦ → X(n) est schéma-
tiquement dominante d’après 4.2.7(i)-(iv) et ([2] III.4.2(vi)). Pour tout entier m ≥ 1, le morphisme
canoniqueX(mn)◦ → X(n)◦ est étale, fini et surjectif en vertu de 4.2.7(v). Toute composante irréduc-
tible de X(mn) ×S(n) Spec(OL) domine donc une composante irréductible de X
(n) ×S(n) Spec(OL).
En vertu de 4.2.8, il existe un entier n ≥ 1 tel que pour toute composante irréductible C de
X(n) ×S(n) Spec(OL) et tout entier m ≥ 1, C ×X(n) X
(mn) soit irréductible. La proposition résulte
alors de ([27] 0.6.1.6 et 0.6.5.12(ii)).
(ii) Cela résulte aussitôt de la preuve de (i).
Proposition 4.2.16. Les OK-algèbres R∞ et Rp∞ sont universellement α-cohérentes (2.8.17).
En effet, d’après ([54] Prop. 9), pour toute extension finie L de K∞ (resp. Kp∞), la clôture
intégrale de OK dans L est α-finie-étale sur OK∞ (resp. OKp∞ ) (2.9.2). Compte tenu de 4.2.15,
R∞ est donc la limite inductive d’un système inductif filtrant de A∞-algèbres dont chacune est
α-finie-étale ([2] V.7.4). De même, Rp∞ est la limite inductive d’un système inductif filtrant de
Ap∞ -algèbres dont chacune est α-finie-étale. La proposition s’ensuit en vertu de 2.9.11 et 4.2.13.
Proposition 4.2.17. Il existe un entier N ≥ 1 tel que pour tous entiers n, q ≥ 1 et tout
An-module M , on ait
(4.2.17.1) πNn Tor
An
q (R∞,M) = 0,
où πn est l’uniformisante de Kn définie dans 4.2.3.
En effet, on a un isomorphisme canonique
(4.2.17.2) (A∞ ⊗An M)⊗OK∞ OK
∼
→ (A∞ ⊗OK∞ OK)⊗An M.
Comme OK est OK∞ -plat, on en déduit un isomorphisme
(4.2.17.3) TorAnq (A∞,M)⊗OK∞ OK
∼
→ TorAnq (A∞ ⊗OK∞ OK ,M).
La proposition résulte alors de 4.2.11(i) et 4.2.15.
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Corollaire 4.2.18. Il existe un entier N ≥ 1 tel que pour tout entier n ≥ 1 et toute suite
exacte de An-modules M
′ →M →M ′′, la suite
(4.2.18.1) M ′ ⊗An R∞ →M ⊗An R∞ →M
′′ ⊗An R∞
soit πNn -exacte (2.7.2).
Cela résulte aussitôt de 4.2.17.
4.3. Schémas K(π, 1), suite
4.3.1. Les hypothèses et notations de 4.2.1 sont en vigueur dans cette section. On reprend
les notations de 4.2.6. Pour tout entier n ≥ 1 et tout S-morphisme τ : S → S(n), on pose (4.1.2.1)
(4.3.1.1) Y (n)τ = X
(n) ×S(n) η et Y
(n)◦
τ = Y
(n)
τ ×X X
◦.
On laissera tomber l’indice τ lorsqu’il n’y a aucun risque d’ambiguïté. On a Y (1) = Xη et Y (1)◦ =
X
◦
. On note g : X
◦
→ Xη et gn : Y (n)◦ → Y (n) les injections canoniques, et ϕn : Y (n) → Xη et
ϕ◦n : Y
(n)◦ → X
◦
les morphismes canoniques. Pour tout faisceau F de X
◦
e´t et tout entier q ≥ 0, on
a un morphisme de changement de base
(4.3.1.2) ϕ∗n(R
qg∗F )→ R
qgn∗(ϕ
◦∗
n (F )).
Lemme 4.3.2. Il existe un entier r ≥ 0 et un morphisme lisse t : Xη → Arη vérifiant les
propriétés suivantes :
(i) La structure logarithmique MX |Xη est définie par le diviseur à croisement normaux D sur
Xη image inverse du diviseur des coordonnées sur A
r
η. En particulier, X
◦ = t−1(Grη), où
Grη est l’ouvert de A
r
η où les coordonnées ne s’annulent pas.
(ii) Pour tout entier n ≥ 1, notons Z(n) le schéma défini par le diagramme cartésien
(4.3.2.1) Z(n) //

Xη
t

Arη
// Arη
où la flèche horizontale inférieure est définie par l’élévation à la puissance n-ième des
coordonnées de Arη. Alors, pour tout S-morphisme τ : S → S
(n), avec les notations de 4.3.1,
il existe un Xη-morphisme étale et fini
(4.3.2.2) Y (n)τ → Z
(n)
η .
D’après ([2] II.6.3(v)), le schéma (usuel) Xη est lisse sur η, X◦ est l’ouvert complémentaire
dans Xη d’un diviseur à croisements normaux stricts D et MX |Xη est la structure logarithmique
sur Xη définie par D. Rappelons brièvement la démonstration de loc. cit. Soit F la face de P
engendrée par λ, c’est-à-dire l’ensemble des éléments x ∈ P tels qu’il existe y ∈ P et m ∈ N tels
que x + y = mλ (cf. [45] I 1.4.2). On note F−1P la localisation de P par F ([45] I 1.4.4), Q le
sous-groupe des unités de F−1P , (F−1P )♯ le quotient de F−1P par Q ([2] II.5.1) et P/F le conoyau
dans la catégorie des monoïdes de l’injection canonique F → P ([45] I 1.1.5). Il résulte aussitôt des
propriétés universelles des localisations de monoïdes et d’anneaux que l’homomorphisme canonique
Z[P ]→ Z[F−1P ] induit un isomorphisme
(4.3.2.3) Z[P ]λ
∼
→ Z[F−1P ],
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de sorte qu’on a un diagramme cartésien
(4.3.2.4) Xη //

AF−1P

X // AP
Par ailleurs, on a un isomorphisme canonique
(4.3.2.5) P/F
∼
→ (F−1P )♯.
La preuve de ([2] II.6.3(v)) montre que P/F est un monoïde libre de type fini. On en déduit un
isomorphisme
(4.3.2.6) Q× (P/F )
∼
→ F−1P.
(i) Comme le monoïde P/F est libre de type fini, il existe un entier r ≥ 0 et un isomorphisme
Spec(K[P/F ]) ≃ Arη. Les diagrammes (4.2.1.2) et (4.3.2.4) et l’isomorphisme (4.3.2.6) induisent
donc un morphisme (2.1.4)
(4.3.2.7) Xη → Arη ×η Spec(K[Q]/(π − e
λ)),
et par suite un morphisme t : Xη → Arη. La structure logarithmique MX |Xη sur Xη est l’image
inverse par t de la structure logarithmique sur Arη définie par les axes des coordonnées ([2] II.5.10).
Compte tenu de 4.2.1(iv), le morphisme (4.3.2.7) est étale et le morphisme t est lisse ; d’où la
proposition.
(ii) Notant u l’endomorphisme de Frobenius d’ordre n de P (i.e., l’élévation à la puissance
n-ième), le diagramme (4.2.6.3) induit un diagramme commutatif à carrés cartésiens
(4.3.2.8) X(n) //

S(n) ×AN AP //

AP
Au

X // S ×AN AP // AP
On en déduit un diagramme cartésien (2.1.4)
(4.3.2.9) X(n) ×S(n),τ S //

Spec(OK [P ]/(πn − e
λ))

X // Spec(OK [P ]/(π − e
λ))
et par suite, compte tenu de (4.3.2.3), un diagramme cartésien
(4.3.2.10) Y (n)τ //
ϕn

Spec(K[F−1P ]/(πn − eλ))

Xη // Spec(K[F−1P ]/(π − eλ))
où les flèches verticales de droite sont induites par les homomorphismes de Frobenius d’ordre n de
P et F−1P . On notera que le morphisme
(4.3.2.11) Spec(K[Q]/(πn − eλ))→ Spec(K[Q]/(π − eλ))
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induit par l’homomorphisme de Frobenius d’ordre n de Q, est étale et fini. Compte tenu de (4.3.2.6)
et des définitions, on en déduit un Xη-morphisme étale et fini Y
(n)
τ → Z
(n)
η .
Lemme 4.3.3. Soient n un entier ≥ 1, F un faisceau de (Z/nZ)-modules localement constant
et constructible de Xη,e´t, τ : S → S
(n) un S-morphisme, q un entier ≥ 1. Alors, avec les notations
de 4.3.1, le morphisme de changement de base (4.3.1.2)
(4.3.3.1) ϕ∗n(R
qg∗(g
∗F ))→ Rqgn∗(g
∗
n(ϕ
∗
n(F )))
est nul.
Cela résulte de 4.3.2 et 2.2.14.
Lemme 4.3.4. Pour tout faisceau abélien de torsion localement constant et constructible F de
X
◦
e´t, il existe un entier n ≥ 1 tel que pour tout S-morphisme τ : S → S
(n), avec les notations de
4.3.1, ϕ◦∗n (F ) se prolonge en un faisceau abélien de torsion localement constant et constructible de
Y
(n)
e´t .
Par descente, F est représentable par un schéma en groupes abéliens étale et fini V au-dessus
de X
◦
. Notons T la fermeture intégrale de Xη dans V . Soit n un entier ≥ 1 et divisible par tous les
indices de ramification du morphisme T → Xη en les points de codimension un de T . Reprenons les
notations de 4.3.2 et notons T (n) la fermeture intégrale de Z(n)η dans V ×Xη Z
(n)
η . On observera que
Z(n) est lisse sur η. D’après le lemme d’Abhyankar ([23] X 3.6), T (n) → Z(n)η est étale au-dessus
des points de codimension un de Z(n)η . Par suite, le morphisme canonique T
(n) → Z
(n)
η est étale
en vertu du théorème de pureté de Zariski-Nagata ([24] X 3.4). Par suite, T (n) ×
Z
(n)
η
T (n) est la
fermeture intégrale de Z(n)η dans (V ×X◦ V ) ×Xη Z
(n)
η . On en déduit une structure de schéma
en groupes abéliens sur T (n) au-dessus de Z(n)η qui prolonge celle de V ×Xη Z
(n)
η au-dessus de
X
◦
×Xη Z
(n)
η . Le faisceau F |(X
◦
×Xη Z
(n)
η ) se prolonge donc en un faisceau abélien de torsion
localement constant et constructible de (Z(n)η )e´t. La proposition s’ensuit compte tenu de 4.3.2(ii).
Proposition 4.3.5. Soient F un faisceau abélien de torsion, localement constant et construc-
tible de X
◦
e´t, V → X
◦
un revêtement étale, q un entier ≥ 1, ξ ∈ Hq(V, F ), x un point géométrique de
X. Alors, il existe un voisinage étale U de x dans X et un revêtement étale surjectifW → V ×X◦U
◦
tel que l’image canonique de ξ dans Hq(W,F ) soit nulle.
Par la preuve de l’implication (iv)⇒(v) de 2.2.1, on peut se borner au cas où V = X
◦
. En vertu
de 4.3.4, il existe un entier n ≥ 1 tel que pour tout S-morphisme τ : S → S(n), avec les notations de
4.3.1, F |Y (n)◦τ se prolonge en un faisceau abélien de torsion localement constant et constructible de
Y
(n)
τ,e´t . D’après 4.2.7(i), le morphisme fn : (X
(n),MX(n)) → (S
(n),MS(n)) est adéquat, et il vérifie
les conditions de 4.2.1. Supposons que pour tout S-morphisme τ : S → S(n), la proposition soit
démontrée pour l’image de ξ dans Hq(Y (n)◦τ , F ) et tout point géométrique de X(n) au-dessus de x.
Il existe donc un morphisme étale U (n)τ → X(n) tel que le morphisme
(4.3.5.1) U (n)τ ⊗X κ(x)→ X
(n) ⊗X κ(x)
soit surjectif, et un revêtement étale surjectif Wτ → U
(n)◦
τ ×S(n),τ S tel que l’image canonique de
ξ dans Hq(Wτ , F ) soit nulle. D’après 2.2.15, il existe un X-schéma étale x-pointé U et pour tout
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S-morphisme τ : S → S(n), un X(n)-morphisme U ×X X(n) → U
(n)
τ . Considérons le diagramme
commutatif à carrés cartésiens
(4.3.5.2) Wτ

Wτ ×U(n)τ (U ×X X
(n))
vτ

oo
U
(n)◦
τ ×S(n),τ S

(U◦ ×X X(n))×S(n),τ Soo
uτ //

U
◦
U
(n)
τ U ×X X(n)oo
Le couple formé de U et du revêtement étale surjectif de U
◦
somme disjointe des uτ ◦vτ pour tous les
τ , répond alors à la question. On peut donc se borner au cas où F se prolonge en un faisceau abélien
de torsion, localement constant et constructible G de Xη,e´t. L’isomorphisme g∗(G)
∼
→ F (4.3.1)
induit par adjonction un morphisme G → g∗(F ) qui est en fait un isomorphisme ; en particulier,
g∗(F ) est localement constant et constructible. En effet, la question étant locale pour la topologie
étale de X , on peut supposer G constant, auquel cas l’assertion recherchée résulte de ([4] IX 2.14.1).
On désigne par g : X
◦
→ Xη l’injection canonique. Considérons la suite spectrale de Cartan-
Leray
(4.3.5.3) Ea,b2 = H
a(Xη,R
bg∗(F ))⇒ H
a+b(X
◦
, F ),
et notons (Eqi )0≤i≤q la filtration aboutissement sur H
q(X
◦
, F ), de sorte que
(4.3.5.4) Eqi /E
q
i+1 = E
i,q−i
∞
pour tout 0 ≤ i ≤ q. Il existe un entier 0 ≤ iξ ≤ q tel que ξ ∈ E
q
iξ
\Eqiξ+1. Soit n un entier ≥ 1
qui annule F . Reprenons de nouveau les notations de 4.3.1. Il résulte de ([4] XII 4.4) qu’on a un
morphisme de suites spectrales de Cartan-Leray
(4.3.5.5) Ha(Xη,Rbg∗(F ))
ua,b

+3 Ha+b(X
◦
, F )
u

Ha(Y (n),Rbgn∗(ϕ
◦∗
n (F ))) +3 H
a+b(Y (n)◦, ϕ◦∗n (F ))
où ua,b est induit par le morphisme de changement de base (4.3.1.2) et u est le morphisme canonique.
Pour tout b ≥ 1, le morphisme ua,b est nul, en vertu de 4.3.3. Il en est alors de même du morphisme
induit par u entre les gradués des filtrations aboutissement. Procédant comme plus haut, on peut
donc se réduire par une récurrence finie, au cas où iξ = q. Par suite, ξ est l’image canonique d’un
élément ζ ∈ Hq(Xη, g∗(F )). En vertu de 2.2.19 et 2.2.6, il existe un voisinage étale U de x dans X
et un revêtement étale surjectif W ′ → Uη tel que l’image canonique de ζ dans Hq(W ′, g∗(F )) soit
nulle. Par suite, l’image canonique de ξ dans Hq(W ′◦, F ) est nulle.
Corollaire 4.3.6 ([3] 9.5). Soient x un point géométrique de X au-dessus de s, X le localisé
strict de X en x. Alors, X
◦
est un schéma K(π, 1) (2.2.2).
En effet, X étant normal et strictement local (et en particulier intègre) d’après ([2] III.3.7), la
proposition résulte de 2.2.7 et 4.3.5.
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Remarque 4.3.7. La proposition 4.3.5 lorsque le schéma (usuel) X est lisse sur S, est due à
Faltings ([13] Lemme 2.3 page 281). Le cas général est dû à Achinger ([3] 9.5). On notera que le
cas où x est un point géométrique de Xη a déjà été démontré dans 2.2.16.
4.4. Acyclicité locale
4.4.1. On rappelle que l’on dispose des morphismes canoniques
ψ : X
◦
e´t → E˜,(4.4.1.1)
ρ : Xe´t
←
×Xe´t X
◦
e´t → E˜,(4.4.1.2)
(3.3.2.17) et (3.3.4.2), et du plongement canonique δ : E˜s → E˜ (4.1.5.1).
Proposition 4.4.2. Pour tout faisceau abélien de torsion, localement constant et constructible
F de X
◦
e´t et tout entier q ≥ 1, on a R
qψ∗(F ) = 0.
En effet, d’après ([4] V 5.1), Rqψ∗(F ) est le faisceau de E˜ associé au préfaisceau sur E défini
par
(4.4.2.1) (V → U) 7→ Hq(V, F ).
Soient (V → U) un objet de E, ξ ∈ Hq(V, F ), x un point géométrique de U . D’après 4.3.5, il existe
un voisinage étale U1 de x dans X et un objet (V1 → U1) de E au-dessus de (V → U) tels que le
morphisme canonique V1 → V ×U◦ U
◦
1 soit surjectif et que l’image canonique de ξ dans H
q(V1, F )
soit nulle. Par suite, il existe un recouvrement ((Vα → Uα)→ (V → U))α∈Σ de E pour la topologie
co-évanescente (3.3.2) tel que pour tout α ∈ Σ, l’image canonique de ξ dans Hq(Vα, F ) soit nulle ;
d’où la proposition.
Proposition 4.4.3. (i) Le morphisme d’adjonction id → ρ∗ρ∗ induit un isomorphisme
δ∗
∼
→ ρ∗ρ∗δ∗ ; en particulier, le foncteur composé
(4.4.3.1) ρ∗δ∗ : E˜s → Xe´t
←
×Xe´t X
◦
e´t
est pleinement fidèle.
(ii) Pour tout faisceau abélien F de E˜s et tout entier q ≥ 1, on a Rqρ∗(ρ∗(δ∗(F ))) = 0.
Soient x un point géométrique de X au-dessus de s, X le localisé strict de X en x. Notons
ρX◦ : X
◦
e´t → X
◦
f e´t le morphisme canonique (2.1.17.1) et ϕx : E˜ → X
◦
f e´t le foncteur canonique défini
dans (3.3.11.3). D’après ([2] III.3.7), X est normal et strictement local (et en particulier intègre).
La preuve de 3.3.13 montre alors que le morphisme d’adjonction id→ ρ∗ρ∗ induit un isomorphisme
ϕx
∼
→ ϕxρ∗ρ∗. En vertu de 4.3.6, X
◦
est un schéma K(π, 1). La preuve de 3.3.14 établit alors que
pour tout faisceau abélien G de E˜ et tout entier q ≥ 1, on a ϕx(Rqρ∗(ρ∗(G))) = 0.
Par ailleurs, pour tout faisceau F de E˜s, ρ∗(ρ∗(δ∗(F )))|σ∗(Xη) est l’objet final de E˜/σ∗(Xη).
Pour tout faisceau abélien G de E˜s et tout entier q ≥ 0, on a Rqρ∗(ρ∗(δ∗(G)))|σ∗(Xη) = 0. La
proposition s’ensuit puisque la famille des foncteurs ϕx ◦ δ∗ lorsque x décrit l’ensemble des points
géométriques de X au-dessus de s, est conservative en vertu de 3.3.20(ii) et ([2] VI.10.31).
4.5. Théorème de pureté de Faltings et cohomologie galoisienne
4.5.1. On suppose dans cette section que le morphisme f : (X,MX)→ (S,MS) (4.1.2) admet
une carte adéquate ((P, γ), (N, ι), ϑ : N→ P ) (cf. 4.2.1), que X = Spec(R) est affine et connexe et
que Xs est non-vide. Ces conditions correspondent à celles fixées dans ([2] II.6.2). On reprend les
notations de 4.2, en particulier celles fixées dans 4.2.6 et 4.2.9.
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Théorème 4.5.2 (Faltings, [14] § 2b). Pour toute A◦∞-algèbre étale finie B
′ (4.2.9.3), la
fermeture intégrale B de A∞ dans B
′ est α-finie-étale sur A∞ (2.9.2).
Signalons ici que Scholze dispose, dans le cadre de sa théorie des perfectoïdes, d’une générali-
sation de ce résultat ([50] 1.10 et 7.9).
4.5.3. Soit y un point géométrique de X
◦
que l’on suppose fixé dans la suite de cette section.
Le schéma X étant localement irréductible d’après 4.2.7(iii), il est la somme des schémas induits
sur ses composantes irréductibles. On note X
⋆
la composante irréductible de X contenant y. De
même, X
◦
est la somme des schémas induits sur ses composantes irréductibles et X
⋆◦
= X
⋆
×XX◦
est la composante irréductible de X
◦
contenant y. On désigne par ∆ le groupe profini π1(X
⋆◦
, y)
et pour alléger les notations, par R la représentation discrète R
y
X de ∆ définie dans (4.1.9.2). On
notera que R est intègre et normal (4.1.10).
4.5.4. Pour tous entiers m,n ≥ 1, le morphisme canonique X(mn) → X(n) est fini et surjectif.
D’après ([30] 8.3.8(i)), il existe alors un X-morphisme
(4.5.4.1) y → lim
←−
n≥1
X(n),
la limite projective étant indexée par l’ensemble Z≥1 ordonné par la relation de divisibilité. On
fixe un tel morphisme dans toute la suite de cette section. Celui-ci induit un S-morphisme
(4.5.4.2) S → lim
←−
n≥1
S(n).
Pour tout entier n ≥ 1, on pose
(4.5.4.3) X
(n)
= X(n) ×S(n) S et X
(n)◦
= X
(n)
×X X
◦.
On en déduit un X-morphisme
(4.5.4.4) y → lim
←−
n≥1
X
(n)
.
Pour tout entier n ≥ 1, le schémaX
(n)
étant normal et localement irréductible d’après 4.2.7(iii),
il est la somme des schémas induits sur ses composantes irréductibles. On note X
(n)⋆
la composante
irréductible de X
(n)
contenant l’image de y (4.5.4.4). De même, X
(n)◦
est la somme des schémas
induits sur ses composantes irréductibles et X
(n)⋆◦
= X
(n)⋆
×X X◦ est la composante irréductible
de X
(n)◦
contenant l’image de y. On notera que X
(n)
étant fini sur X (4.2.6.3), X
(n)⋆
est la
fermeture intégrale de X
⋆
dans X
(n)⋆◦
. On pose
(4.5.4.5) Rn = Γ(X
(n)⋆
,O
X
(n)).
D’après 4.2.7(v), le morphisme X
(n)⋆◦
→ X
⋆◦
est étale fini. Il résulte de la preuve de ([2] II.6.8(iv))
que X
(n)⋆◦
est en fait un revêtement étale fini et galoisien de X
⋆◦
de groupe ∆n canoniquement
isomorphe à un sous-groupe de HomZ(P gp/Zλ, µn(K)). Le groupe ∆n agit naturellement sur Rn.
Si n est une puissance de p, le morphisme canonique
(4.5.4.6) X
(n)⋆
→ X
(n)
×X X
⋆
est un isomorphisme en vertu de ([2] II.6.6(v)), et on a donc ∆n ≃ HomZ(P gp/Zλ, µn(K)).
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Les anneaux (Rn)n≥1 forment naturellement un système inductif. On pose
R∞ = lim
−→
n≥1
Rn,(4.5.4.7)
Rp∞ = lim
−→
n≥0
Rpn .(4.5.4.8)
Ce sont des anneaux normaux et intègres d’après ([27] 0.6.1.6(i) et 0.6.5.12(ii)).
Le morphisme (4.5.4.4) induit un X
⋆
-morphisme
(4.5.4.9) Spec(R)→ lim
←−
n≥1
X
(n)⋆
,
et par suite des homomorphismes injectifs de R1-algèbres
(4.5.4.10) Rp∞ → R∞ → R.
Les groupes (∆n)n≥1 forment naturellement un système projectif. On pose
∆∞ = lim
←−
n≥1
∆n,(4.5.4.11)
∆p∞ = lim
←−
n≥0
∆pn .(4.5.4.12)
On a des homomorphismes canoniques
(4.5.4.13) ∆∞

  // HomZ(P gp/Zλ, Ẑ(1))

∆p∞
∼ // HomZ(P gp/Zλ,Zp(1))
Le noyau Σ0 de l’homomorphisme canonique ∆∞ → ∆p∞ est un groupe profini d’ordre premier à
p. Par ailleurs, le morphisme (4.5.4.4) détermine un homomorphisme surjectif ∆→ ∆∞. On note
Σ son noyau. Les homomorphismes (4.5.4.10) sont alors ∆-équivariants.
(4.5.4.14) R1
∆p∞ //
∆∞
&&
∆
55Rp∞
Σ0 // R∞
Σ // R
On note F (resp. F∞, resp. Fp∞) le corps des fractions de R (resp. R∞, resp. Rp∞).
Proposition 4.5.5 ([2] II.6.17). L’extension F de F∞ (4.5.4.14) est la réunion d’un système
inductif filtrant de sous-extensions galoisiennes finies N de F∞ telles que la clôture intégrale de
R∞ dans N soit α-finie-étale sur R∞ (2.9.2).
Corollaire 4.5.6. La OK -algèbre R est universellement α-cohérente.
Cela résulte de 2.9.11, 4.2.16 et 4.5.5.
Corollaire 4.5.7. La R∞-algèbre R est α-fidèlement plate.
Cela résulte de 2.9.12, 4.5.5, 2.9.8 et ([2] V.12.4).
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Corollaire 4.5.8. Il existe un entier N ≥ 1 tel que pour toute suite exacte de R-modules
M ′ →M →M ′′, la suite
(4.5.8.1) M ′ ⊗R R→M ⊗R R→M ′′ ⊗R R
soit pN -exacte (2.7.2).
Cela résulte de 4.2.18 et 4.5.7.
4.5.9. On pose (4.1.2.2)
(4.5.9.1) Ω˜1R/OK = Ω˜
1
X/S(X).
D’après 4.2.1(iv) et ([38] 1.8), on a un isomorphisme R-linéaire canonique
(4.5.9.2) Ω˜1R/OK
∼
→ (P gp/Zλ)⊗Z R.
En particulier, Ω˜1R/OK est un R-module libre de rang d = rg(P
gp) − 1 = dim(X/S). Comme le
groupe P gp/Zλ est libre d’après 4.2.2(i), on a un isomorphisme canonique
(4.5.9.3) (P gp/Zλ)⊗Z Zp(−1)
∼
→ HomZp(∆p∞ ,Zp).
On en déduit, pour tout élément non nul a de OK , un isomorphisme R1-linéaire
(4.5.9.4) Ω˜1R/OK ⊗R (R1/aR1)(−1)
∼
→ HomZ(∆p∞ , R1/aR1).
Proposition 4.5.10 ([2] II.8.17). Pour tout élément non nul a de OK , il existe un unique
homomorphisme de R1-algèbres graduées
(4.5.10.1) ∧ (Ω˜1R/OK ⊗R (R1/aR1)(−1))→ H
∗(∆, R/aR)
dont la composante en degré un est induite par (4.5.9.4). Celui-ci est α-injectif et son conoyau est
annulé par p
1
p−1mK .
Proposition 4.5.11 ([2] II.9.10). L’endomorphisme de Frobenius absolu de R/pR est surjectif.
Lemme 4.5.12. Soient A une OK-algèbre, G un groupe abélien fini, M un A-module α-cohérent
(2.7.3), muni d’une action linéaire de G. Alors, pour tout entier i ≥ 0, le A-module Hi(G,M) est
α-cohérent.
Compte tenu de 2.7.16, 2.7.17 et de la suite spectrale de Hochschild-Serre ([2] II.3.4), on peut
se borner au cas où G est cyclique. Soient σ un générateur de G, Tr l’endomorphisme de M induit
par
∑
σ∈G σ. Alors, RΓ(G,M) est quasi-isomorphe au complexe de A-modules, placé en degrés
≥ 0,
(4.5.12.1) M
σ−1
−→M
Tr
−→M
σ−1
−→M
Tr
−→M
σ−1
−→ . . . ,
d’où la proposition (2.7.17).
Lemme 4.5.13. Soient A une OK-algèbre, G un groupe profini, H un sous-groupe fermé et
distingué de G, d’ordre (comme groupe profini) premier à p et tel que G/H soit isomorphe à Zdp,
M un A-module α-cohérent (2.7.3) dont tous les éléments sont de torsion p-primaire, muni d’une
action linéaire discrète de G. Alors, pour tout entier i ≥ 0, le A-module Hi(G,M) est α-cohérent
et est nul pour tout i ≥ d+ 1 = rg(P gp).
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En effet, pour tout i ≥ 0, on a un isomorphisme canonique Hi(G,M)
∼
→ Hi(G/H,MH).
Montrons que le A-module MH est α-cohérent. Pour tout γ ∈ mK , il existe un sous-A-module de
type fini M ′ de M , engendré par u1, . . . , ut, tel que M/M ′ soit annulé par γ. Quitte à remplacer
M ′ par le sous-A-module de M engendré par les conjugués des ui par G (1 ≤ i ≤ t), qui sont
en nombre fini, on peut supposer M ′ stable par l’action de G. Comme M est α-cohérent, M ′ est
α-cohérent. L’action de G sur M ′ se factorise à travers un quotient fini G0. Soit H0 l’image de H
dans G0. Le A-module M ′H = M ′H0 est alors α-cohérent (2.7.17). Comme MH/M ′H est annulé
par γ, on en déduit que MH est α-cohérent (2.7.11). On se réduit ainsi au cas où G ≃ Zdp. D’après
([2] II.3.23), RΓ(G,M) est alors quasi-isomorphe à un complexe borné, en degrés compris entre 0
et d, de A-modules α-cohérents ; d’où la proposition (2.7.17).
Lemme 4.5.14. Soient A une OK -algèbre, G un groupe profini isomorphe à Z
d
p, M un A-
module de type α-fini dont tous les éléments sont de torsion p-primaire, muni d’une action linéaire
discrète de G, γ ∈ mK . Alors, il existe un entier n0 ≥ 0 vérifiant la propriété suivante : pour tout
A-module N muni de l’action triviale de G, tout entier n ≥ n0 et tout homomorphisme surjectif
ν : G→ µpn(OK), notant OK(ν) le (OK)-G-module topologique OK , muni de la topologie p-adique
et de l’action de G définie par ν, pour tout entier i ≥ 0, Hi(G,M ⊗A N ⊗OK OK(ν)) est annulé
par γ.
Il existe un sous-A-module de type fini M ′ de M , engendré par u1, . . . , uℓ, tel que M/M ′ soit
annulé par γ. Quitte à remplacer M ′ par le sous-A-module de M engendré par les conjugués des
ui par G (1 ≤ i ≤ ℓ), qui sont en nombre fini, on peut supposer M ′ stable par l’action de G. Pour
tout A-module N , le morphisme canonique M ′ ⊗A N → M ⊗A N est alors un γ2-isomorphisme
(2.6.3). On peut donc se borner au cas où M est de type fini sur A. Soit e1, . . . , ed une Zp-base
de G. Il existe un entier t ≥ 1 tel que pour tout 1 ≤ j ≤ d, ep
t
j agisse trivialement sur M . Soient
n un entier ≥ t, ν : G → µpn(OK) un homomorphisme surjectif. Il existe 1 ≤ j ≤ d tel que que
ζn = ν(ej) soit une racine primitive pn-ième de l’unité. Notons Gj le sous-groupe de G engendré
par ej . D’après ([2] II.3.23), pour tout A-module N muni de l’action triviale de G et tout entier
i ≥ 0, Hi(Gj ,M ⊗A N ⊗OK OK(ν)) est la cohomologie du complexe, concentré en degrés 0, 1,
suivant
(4.5.14.1) ζnej − idM⊗AN : M ⊗A N →M ⊗A N.
La relation
(4.5.14.2) (ζnej − idM⊗AN )((ζnej)
pt−1 + (ζnej)
pt−2 + · · ·+ idM⊗AN ) = (ζ
pt
n − 1)idM⊗AN
montre que le noyau et le conoyau de ζnej − idM⊗AN sont annulés par ζ
pt
n − 1. Par suite, compte
tenu de la suite spectrale ([2] II.3.4)
(4.5.14.3) Ea,b2 = H
a(G/Gj ,H
b(Gj ,M ⊗A N ⊗OK OK(ν)))⇒ H
a+b(G,M ⊗A N ⊗OK OK(ν)),
pour tout i ≥ 0, Hi(G,M ⊗A N ⊗OK OK(ν)) est annulé par (ζ
pt
n − 1)
2. La proposition s’ensuit
puisqu’il existe n0 ≥ 0 tel que pour tout n ≥ n0, γ ∈ (ζp
t
n − 1)
2OK .
Lemme 4.5.15. Soit m un entier ≥ 0. Alors,
(i) Pour tout entier n ≥ 0, tout (Rpn/pmRpn)-module de présentation finie M , muni d’une
action semi-linéaire de ∆pn et tout entier i ≥ 0, le R1-module Hi(∆p∞ ,M ⊗Rpn Rp∞) est
de présentation α-finie, et est nul pour tout i ≥ d+ 1 = rg(P gp).
(ii) Pour tout entier n ≥ 1, tout (Rn/pmRn)-module de présentation finie M , muni d’une
action semi-linéaire de ∆n et tout entier i ≥ 0, le R1-module H
i(∆∞,M ⊗Rn R∞) est de
présentation α-finie, et est nul pour tout i ≥ d+ 1.
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On notera d’abord que R1/pmR1 est un anneau cohérent ([1] 1.10.3). Tout (R1/pmR1)-module
de présentation α-finie est donc α-cohérent (2.8.11).
(i) En effet, la p-dimension cohomologique de ∆p∞ étant égale à d ([2] II.3.24), il suffit de
montrer que pour tout i ≥ 0, le (R1/pmR1)-module Hi(∆p∞ ,M⊗Rpn Rp∞) est α-cohérent. Comme
Rpn/p
mRpn est une (R1/pmR1)-algèbre cohérente, tout (Rpn/pmRpn)-module de présentation α-
finie est un (R1/pmR1)-module de présentation α-finie et est donc α-cohérent. D’après 4.5.12 et la
suite spectrale de Hochschild-Serre ([2] II.3.4), en tenant compte de 4.2.7(i), il est alors loisible de
remplacer f par f (p
n) (4.2.6.3). On peut donc se borner au cas où n = 0.
Pour tout entier j ≥ 0, posons
Ξpj = Hom(∆p∞ , µpj (OK)),(4.5.15.1)
Ξp∞ = Hom(∆p∞ , µp∞(OK)).(4.5.15.2)
On identifie Ξpj à un sous-groupe de Ξp∞ . Pour tout ν ∈ Ξp∞ , on note OK(ν) le (OK)-∆p∞ -
module topologique OK , muni de la topologie p-adique et de l’action de ∆p∞ définie par ν. D’après
([2] II.8.9), il existe une décomposition canonique de Rp∞ en somme directe de R1-modules de
présentation finie, stables sous l’action de ∆p∞ ,
(4.5.15.3) Rp∞ =
⊕
ν∈Ξp∞
R
(ν)
p∞ ⊗OK OK(ν),
où ∆p∞ agit trivialement sur R
(ν)
p∞ . Pour tout entier i ≥ 0, on a donc une décomposition canonique
(4.5.15.4) Hi(∆p∞ ,M ⊗R1 Rp∞) =
⊕
ν∈Ξp∞
Hi(∆p∞ ,M ⊗R1 R
(ν)
p∞ ⊗OK OK(ν)).
Pour tout ν ∈ Ξp∞ , le R1-module M ⊗R1 R
(ν)
p∞ est de présentation finie. D’après 4.5.14, pour
tout γ ∈ mK , il existe donc un entier j ≥ 1 tel que pour tout ν ∈ Ξp∞ − Ξpj , le R1-module
Hi(∆p∞ ,M ⊗R1 R
(ν)
p∞ ⊗OK OK(ν)) soit annulé par γ. Par suite, en vertu 4.5.13, le R1-module
Hi(∆p∞ ,M ⊗R1 Rp∞) est de présentation α-finie.
(ii) Soit n′ le plus grand diviseur premier à p de n. Comme Rn′/pmRn′ est une (R1/pmR1)-
algèbre cohérente, tout (Rn′/pmRn′)-module de présentation α-finie est un (R1/pmR1)-module de
présentation α-finie et est donc α-cohérent. Le foncteur Γ(∆n′ ,−) est exact, et il transforme les
(R1/p
mR1)-modules α-cohérents en (R1/pmR1)-modules α-cohérents (2.7.17). Il est alors loisible
de remplacer f par f (n
′) (4.2.6.3), d’après 4.2.7(i). On peut donc supposer que n est une puissance
de p.
Comme Σ0 est un groupe profini d’ordre premier à p (4.5.4.13), pour tout i ≥ 0, on a un
isomorphisme canonique
(4.5.15.5) Hi(∆p∞ , (M ⊗Rn R∞)
Σ0)
∼
→ Hi(∆∞,M ⊗Rn R∞).
Par ailleurs, considérant une présentation finie de M sur Rn, on déduit de ([2] II.6.13) que le
morphisme canonique
(4.5.15.6) M ⊗Rn Rp∞ → (M ⊗Rn R∞)
Σ0
est un isomorphisme. La proposition résulte donc de (i).
Proposition 4.5.16. Soient m un entier ≥ 1, L un (OK/p
mOK)-module libre de type fini,
muni d’une action linéaire continue de ∆. Alors,
186 4. COHOMOLOGIE DU TOPOS DE FALTINGS
(i) Le (R∞/pmR∞)-module (L⊗OK R)
Σ est α-projectif de type α-fini (2.9.1), et le morphisme
canonique
(4.5.16.1) (L⊗OK R)
Σ ⊗R∞ R→ L⊗OK R
est un α-isomorphisme.
(ii) Pour tout γ ∈ mK , il existe un entier n ≥ 1, un (Rn/p
mRn)-module de présentation
finie Mn, muni d’une action semi-linéaire de ∆n, et un morphisme R∞-linéaire et ∆∞-
équivariant
(4.5.16.2) Mn ⊗Rn R∞ → (L⊗OK R)
Σ,
dont le noyau et le conoyau sont annulés par γ.
(iii) Pour tout entier i ≥ 0, le R1-module Hi(∆,L ⊗OK R) est de présentation α-finie, et est
α-nul pour tout i ≥ d+ 1 = rg(P gp).
(i) Soient N une extension galoisienne finie de F∞ contenue dans F (4.5.4.14), D la clôture
intégrale de R∞ dans N , G = Gal(N/F∞), TrG l’endomorphisme R∞-linéaire de D (ou de D/pmD)
induit par
∑
σ∈G σ. Comme on aD = R∩N et R∞ = D∩F∞ d’après 4.2.7(iii), les homomorphismes
R∞/p
mR∞ → D/pmD → R/pmR sont injectifs. Supposons que la R∞-algèbre D soit α-finie-étale.
Alors, D est un α-G-torseur sur R∞ en vertu de 2.9.8. Par suite, le quotient
(D/pmD)G
TrG(D/pmD)
est α-nul en vertu de 2.9.7. Comme TrG(D) ⊂ R∞, l’homomorphisme R∞/pmR∞ → (D/pmD)G
est un α-isomorphisme. Compte tenu de 4.5.5, on en déduit, par passage à la limite inductive, que
l’homomorphisme R∞/pmR∞ → (R/pmR)Σ est un α-isomorphisme. On démontre par le même
argument, en tenant compte de ([2] V.7.8), que l’homomorphisme
(4.5.16.3) D/pmD → (R/pmR)Gal(F/N)
est un α-isomorphisme.
Choisissons N de sorte que l’action de Σ sur L se factorise à travers G (4.5.5). On en déduit
que le morphisme canonique
(4.5.16.4) (L⊗OK D)
G → (L⊗OK R)
Σ
est un α-isomorphisme. Par ailleurs, il résulte de 2.9.5 que le morphisme canonique
(4.5.16.5) (L ⊗OK D)
G ⊗R∞ D → L⊗OK D
est un α-isomorphisme ; il en est donc de même de (4.5.16.1). Comme D est α-fidèlement plat sur
R∞ d’après ([2] V.6.7), on en déduit que (L ⊗OK R)
Σ est un (R∞/pmR∞)-module α-projectif de
type α-fini en vertu de ([2] V.8.7).
(ii) Il suffit de montrer que pour tout γ ∈ mK , il existe une suite de R∞-représentations
continues de ∆∞
(4.5.16.6) (R∞/pmR∞)a
v
→ (R∞/p
mR∞)
b u→ (L⊗OK R)
Σ → 0,
où a et b sont deux entiers ≥ 0, telle que la suite des R∞-modules sous-jacents soit γ-exacte (2.7.2).
En effet, il existerait alors un entier n ≥ 1 tel que v se déduise par extension des scalaires d’un
morphisme de Rn-représentations de ∆n, w : (Rn/pmRn)a → (Rn/pmRn)b, et on prendrait pour
Mn le conoyau de w.
D’après (i), il existe deux entiers r, q ≥ 1 et un morphisme R∞-linéaire
(4.5.16.7) Rr∞ → (L⊗OK R)
Σ
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dont le conoyau est annulé par γ1/12 et tels que les images de la base canonique de Rr∞ soient
invariants par le noyau de l’homomorphisme ∆∞ → ∆q. Notons Rq〈∆q〉 l’anneau non-commutatif
de groupe sous-jacent le Rq-module libre de base (eσ)σ∈∆q , et dont la multiplication est donnée
par (beσ)(b′eσ′) = bσ(b′)eσσ′ . La catégorie des Rq-modules munis d’une action semi-linéaire de ∆q
est équivalente à la catégorie des Rq〈∆q〉-modules à gauche. Le morphisme (4.5.16.7) induit donc
un morphisme R∞-linéaire et ∆∞-équivariant
(4.5.16.8) u : Rq〈∆q〉r ⊗Rq (R∞/p
mR∞)→ (L⊗OK R)
Σ.
D’après 2.7.14(iii), le noyau de u est de type γ-fini. Recommençant la même construction pour
ker(u), on obtient l’assertion recherchée.
(iii) En effet, pour tout i ≥ 0, le morphisme canonique
(4.5.16.9) Hi(∆∞, (L⊗OK R)
Σ)→ Hi(∆,L⊗OK R)
est un α-isomorphisme d’après ([2] II.6.20). La proposition résulte alors de (ii) et 4.5.15(ii).
4.6. α-modules du topos de Faltings
4.6.1. Les hypothèses et notations de 4.5 sont en vigueur dans cette section. Pour tout entier
n ≥ 1, le morphisme X
(n)◦
→ X
◦
(4.5.4.3) est étale fini d’après 4.2.7(v), de sorte que (X
(n)◦
→ X)
est un objet de E (4.1.4.1). On note E(n) → E´t/X (resp. E˜(n)) le site fibré (resp. topos) de Faltings
associé au morphisme X
(n)◦
→ X (3.3.2). Tout objet de E(n) est naturellement un objet de E. On
définit ainsi un foncteur
(4.6.1.1) Φ(n) : E(n) → E.
On vérifie aussitôt que Φ(n) se factorise à travers une équivalence de catégories
(4.6.1.2) E(n)
∼
→ E
/(X
(n)◦
→X)
.
Il résulte alors de ([2] VI.5.38) que la topologie co-évanescente de E(n) est induite par celle de E
au moyen du foncteur Φ(n). Par suite, Φ(n) est continu et cocontinu ([4] III 5.2). Il définit donc
une suite de trois foncteurs adjoints :
(4.6.1.3) (Φ(n))! : E˜(n) → E˜, Φ(n)∗ : E˜ → E˜(n), Φ
(n)
∗ : E˜
(n) → E˜,
dans le sens que pour deux foncteurs consécutifs de la suite, celui de droite est adjoint à droite de
l’autre. D’après ([4] III 5.4), le foncteur (Φ(n))! se factorise à travers une équivalence de catégories
(4.6.1.4) E˜(n)
∼
→ E˜
/(X
(n)◦
→X)a
,
où (X
(n)◦
→ X)a est l’objet de E˜ associé à (X
(n)◦
→ X). Le couple de foncteurs (Φ(n)∗,Φ(n)∗ )
définit un morphisme de topos que l’on note aussi
(4.6.1.5) Φ(n) : E˜(n) → E˜
et qui n’est autre que le composé de (4.6.1.4) et du morphisme de localisation de E˜ en (X
(n)◦
→ X)a.
Le foncteur (4.6.1.1) est un adjoint à gauche du foncteur
(4.6.1.6) Φ(n)+ : E → E(n), (V → U) 7→ (V ×X◦ X
(n)◦
→ U).
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D’après ([4] III 2.5), le morphisme (4.6.1.5) s’identifie donc au morphisme défini par fonctorialité
([2] VI.10.12) à partir du diagramme
(4.6.1.7) X
(n)◦ //

X
X
◦ // X
4.6.2. Soit n un entier ≥ 1. Pour tout objet (V → U) de E, on pose U
(n)
= U ×X X
(n)
et
on note U
V (n)
la fermeture intégrale de U
(n)
dans V ×U U
(n)
. Pour tout morphisme (V ′ → U ′)→
(V → U) de E, on a un morphisme canonique U
′V ′(n)
→ U
V (n)
qui s’insère dans un diagramme
commutatif
(4.6.2.1) V ′ ×U ′ U
′(n) //

U
′V ′(n)

// U
′(n) //

U ′

V ×U U
(n) // U
V (n) // U
(n) // U
Comme l’injection canonique X(n)◦ → X(n) est schématiquement dominante d’après 4.2.7(i) et
([2] III.4.2(iv)), U
(n)◦
est un ouvert schématiquement dominant de U
(n)
([30] 11.10.5). On a donc
U
U
◦
(n)
= U
(n)
en vertu de 4.2.7(iii).
On désigne par B
(n)
le préfaisceau sur E défini pour tout (V → U) ∈ Ob(E), par
(4.6.2.2) B
(n)
(V → U) = Γ(U
V (n)
,O
U
V (n)).
Comme X
(n)
est fini sur X, on a
(4.6.2.3) B
(n)
(V → U) = B(V ×X◦ X
(n)◦
→ U).
Par suite, B
(n)
est un faisceau sur E, et on a un isomorphisme canonique d’anneaux sur E˜
(4.6.2.4) B
(n) ∼
→ Φ
(n)
∗ (Φ
(n)∗
B),
où Φ(n) est le morphisme de localisation (4.6.1.5). Pour tout U ∈ Ob(E´t/X), on pose
(4.6.2.5) B
(n)
U = B
(n)
◦ ιU !,
où ιU ! est le foncteur (4.1.4.2).
Les (B
(n)
)n≥1 forment naturellement un système inductif d’anneaux de E˜, indexé par l’en-
semble Z≥1 ordonné par la relation de divisibilité. On pose
(4.6.2.6) B
(∞)
= lim
−→
n≥1
B
(n)
.
Pour tout U ∈ Ob(E´t/X), on pose
(4.6.2.7) B
(∞)
U = B
(∞)
◦ ιU !.
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D’après 3.3.5, le topos E˜ est cohérent. Supposons U cohérent. Le faisceau associé à tout objet
(V → U) de E est alors cohérent d’après loc. cit. Par suite, le morphisme canonique
(4.6.2.8) lim
−→
n≥1
B
(n)
U (V )→ B
(∞)
U (V )
est un isomorphisme en vertu de ([4] VI 5.2). Comme le schéma U
◦
est cohérent, on en déduit par
([2] VI.9.12) que le morphisme canonique
(4.6.2.9) lim
−→
n≥1
B
(n)
U → B
(∞)
U
est un isomorphisme de U
◦
f e´t.
Lemme 4.6.3. Soit (V → U) un objet de E. Alors,
(i) Pour tout entier n ≥ 1, le schéma U
V (n)
est normal et localement irréductible et le mor-
phisme canonique V ×U U
(n)
→ U
V (n)
est une immersion ouverte schématiquement domi-
nante.
(ii) Si U est quasi-compact, le nombre de composantes irréductibles de U
V (n)
lorsque n décrit
les entiers ≥ 1, est borné.
(i) En effet, V étant entier sur U
◦
, le morphisme canonique V ×U U
(n)
→ U
◦
×U U
V (n)
est
un isomorphisme. Le morphisme canonique V ×U U
(n)
→ U
V (n)
est donc une immersion ouverte
schématiquement dominante. Le schéma U
(n)
est normal et localement irréductible d’après 4.2.7(iii)
et ([2] III.3.3). Soit Q un ouvert de U
(n)
n’ayant qu’un nombre fini de composantes irréductibles.
Alors, Q×
U
(n) U
V (n)
est la somme finie des fermetures intégrales de Q dans les points génériques
de V ×U U
(n)
qui sont au-dessus de Q, dont chacune est un schéma intègre et normal en vertu de
([28] 6.3.7). Le schéma U
V (n)
est donc normal et localement irréductible.
(ii) Il résulte de 4.2.8, en remplaçant X par des ouverts affines qui couvrent U , que le nombre
de composantes irréductibles de U
(n)◦
(pour n ≥ 1) est borné. La proposition s’ensuit compte tenu
de (i) et du fait que le morphisme canonique V → U
◦
est étale et fini.
4.6.4. On désigne par C la sous-catégorie pleine de E´t/X formée des schémas affines, que l’on
munit de la topologie induite par celle de E´t/X . On voit aussitôt que C est une famille U-petite,
topologiquement génératrice du site E´t/X et est stable par produits fibrés. On désigne par
(4.6.4.1) πC : EC → C
le site fibré déduit de π (4.1.4.1) par changement de base par le foncteur d’injection canonique
C → E´t/X . On munit EC de la topologie co-évanescente définie par πC et on note E˜C le topos des
faisceaux de U-ensembles sur EC . D’après ([2] VI.5.21 et VI.5.22), la topologie de EC est induite
par celle de E au moyen du foncteur de projection canonique EC → E, et celui-ci induit par
restriction une équivalence de catégories
(4.6.4.2) E˜
∼
→ E˜C .
Lemme 4.6.5. Soit (V → U) un objet de EC . Alors,
(i) Le schéma Spec(B
(∞)
U (V )) est normal et localement irréductible. Il est la fermeture intégrale
de U dans Spec(B
(∞)
U (V ))×X X
◦.
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(ii) Le diagramme de morphismes canoniques
(4.6.5.1) Spec(B
(∞)
U (V ))×X X
◦ //

V

Spec(B
(∞)
U (U
◦
))×X X◦ // U
◦
est cartésien.
(i) Pour tout entier n ≥ 1, comme X(n) est fini sur X , U
V (n)
est la fermeture intégrale
de U dans V ×U U
(n)
. D’après 4.6.3(i), U
V (n)
est normal et localement irréductible. Pour tout
entier m ≥ 1, le morphisme canonique X(mn)◦ → X(n)◦ étant étale, fini et surjectif, le morphisme
canonique U
V (mn)
→ U
V (n)
est entier et surjectif, et toute composante irréductible de U
V (mn)
domine une composante irréductible de U
V (n)
. De plus, en vertu de 4.6.3(ii), il existe un entier
n ≥ 1 tel que pour toute composante irréductible C de U
V (n)
et tout entierm ≥ 1, C×
U
V (n)U
V (mn)
soit irréductible. La proposition résulte alors de ([27] 0.6.1.6 et 0.6.5.12(ii)).
(ii) En effet, Spec(B
(∞)
U (V )) est la limite projective des schémas (U
V (n)
)n≥1 ([30] 8.2.3). Par
suite, Spec(B
(∞)
U (V ))×XX
◦ est la limite projective des schémas (V ×U U
(n)
)n≥1 ([30] 8.2.5) ; d’où
la proposition.
Proposition 4.6.6. Soient (V → U) un objet de EC tel que V soit connexe, v un point
géométrique de V . Alors, il existe un revêtement universel (Vi)i∈I de V en v tel que pour tout
i ∈ I, Vi soit un revêtement étale galoisien de V et que la B
(∞)
U (V )-algèbre B
(∞)
U (Vi) soit α-finie-
étale (2.9.2).
En effet, on peut se borner au cas où U = X . Soient Y un revêtement étale fini de X◦,
W = V ×X◦ Y . Considérons le diagramme de morphismes canoniques
(4.6.6.1) Spec(B
(∞)
X (W ))×X X
◦
((PP
PP
PP
PP
PP
PP
PP

//
'&%$ !"#1
Spec(A∞)×X Y

xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
W //

Y

V // X◦
Spec(B
(∞)
X (V ))×X X
◦ //
66♥♥♥♥♥♥♥♥♥♥♥♥
Spec(A∞)×X X◦
ff◆◆◆◆◆◆◆◆◆◆◆◆
où A∞ est l’algèbre définie dans (4.2.9.2). Notons Spec(B) la fermeture intégrale de Spec(A∞) dans
Spec(A∞)×X Y . En vertu de 4.5.2, B est une A∞-algèbre α-finie-étale. Par suite, B⊗A∞ B
(∞)
X (V )
est une B
(∞)
X (V )-algèbre α-finie-étale ([2] V.7.4(3)).
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Le carré '&%$ !"#1 du diagramme (4.6.6.1) étant cartésien en vertu de 4.6.5(ii), il en est de même du
grand carré extérieur. On en déduit un diagramme cartésien
(4.6.6.2) Spec(B
(∞)
X (W ))×X X
◦ //

Spec(B ⊗A∞ B
(∞)
X (V )[
1
p ])

Spec(B
(∞)
X (V ))×X X
◦ // Spec(B
(∞)
X (V )[
1
p ])
Comme B[ 1p ] est une A∞[
1
p ]-algèbre finie étale ([2] V.7.3), on en déduit en vertu de 4.6.5(i) que
B
(∞)
X (W ) est la fermeture intégrale de B
(∞)
X (V ) dans B ⊗A∞ B
(∞)
X (V )[
1
p ]. Par suite, B
(∞)
X (W )
est une B
(∞)
X (V )-algèbre α-finie-étale d’après 2.9.3.
Comme X est normal et localement irréductible ([2] III.4.2(iii)), il en est de même de W ([2]
III.3.3). Par suite, W est la réunion des schémas induits sur ses composantes irréductibles. Pour
toute composante irréductible W ′ de W , B
(∞)
X (W
′) est une B
(∞)
X (V )-algèbre α-finie-étale d’après
([2] V.7.4). On conclut la preuve en observant que l’homomorphisme π1(V, v) → π1(X◦, v) est
injectif puisque U = X .
4.6.7. Soient U un objet de E´t/X , n un entier ≥ 1. Avec les notations de 4.5.4, on pose
(4.6.7.1) U
⋆◦
= U ×X X
⋆◦
et U
(n)⋆◦
= U ×X X
(n)⋆◦
,
et on note π(n)⋆U : U
(n)⋆◦
→ U
⋆◦
le morphisme canonique. On rappelle que X
(n)⋆◦
est un revêtement
étale fini et galoisien de X
⋆◦
de groupe ∆n. On définit le foncteur
(4.6.7.2) U
◦
f e´t → U
⋆◦
f e´t, F 7→ F
(n)⋆ = (π
(n)⋆
U )∗(F |U
(n)⋆◦
).
Celui-ci est exact puisque le foncteur (π(n)⋆U )∗ l’est.
Soit F un objet de U
◦
f e´t. D’après ([2] VI.9.4), pour tout V ∈ Ob(E´tf/U⋆◦), on a
(4.6.7.3) F (n)⋆(V ) = F (V ×X⋆◦ X
(n)⋆◦
).
Cet ensemble est donc naturellement muni d’une action de ∆n, et on a un isomorphisme canonique
(4.6.7.4) F (V )
∼
→ (F (n)⋆(V ))∆n .
Les faisceaux (F (n)⋆)n≥1 forment naturellement un système inductif de U
⋆◦
f e´t, indexé par l’en-
semble Z≥1 ordonné par la relation de divisibilité. On pose
(4.6.7.5) F (∞)⋆ = lim
−→
n≥1
F (n)⋆.
On voit aussitôt que le morphisme canonique X
⋆◦
→ X est cohérent (4.5.3). Supposons U
cohérent, de sorte que U
⋆◦
est cohérent. D’après ([2] VI.9.12) et ([4] VI 5.2), pour tout V ∈
Ob(E´tf/U⋆◦), on a alors un isomorphisme canonique
(4.6.7.6) F (∞)⋆(V )
∼
→ lim
−→
n≥1
F (n)⋆(V ).
Par suite, l’ensemble discret F (∞)⋆(V ) est naturellement muni d’une action continue de ∆∞, et on
a un isomorphisme canonique
(4.6.7.7) F (V )
∼
→ (F (∞)⋆(V ))∆∞ .
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4.6.8. Soient U un objet de E´t/X , m ≥ 0 et n ≥ 1 deux entiers. Appliquant le foncteur
(4.6.7.2) aux anneaux BU (4.1.6.3) et BU,m = BU/pmBU (4.1.7.2) de U
◦
f e´t, on obtient deux
anneaux B
(n)⋆
U et B
(n)⋆
U,m de U
⋆◦
f e´t. Ce foncteur étant exact, on a un isomorphisme canonique
(4.6.8.1) B
(n)⋆
U,m
∼
→ B
(n)⋆
U /p
m
B
(n)⋆
U .
Compte tenu de (4.6.2.3), l’injection canonique X
(n)⋆
→ X
(n)
induit un homomorphisme (4.6.2.5)
(4.6.8.2) B
(n)
U |U
⋆◦
→ B
(n)⋆
U .
On en déduit par passage à la limite inductive un homomorphisme (4.6.2.7)
(4.6.8.3) B
(∞)
U |U
⋆◦
→ B
(∞)⋆
U .
Par ailleurs, les isomorphismes (4.6.8.1) induisent un isomorphisme
(4.6.8.4) B
(∞)⋆
U,m
∼
→ B
(∞)⋆
U /p
m
B
(∞)⋆
U .
4.6.9. On désigne par E⋆
C
la sous-catégorie pleine de EC (4.6.4) formée des objets (V → U)
tels que le morphisme canonique V → U
◦
se factorise à travers U
⋆◦
(4.6.7.1). Le foncteur (4.6.4.1)
induit un foncteur fibrant
(4.6.9.1) E⋆C → C .
Lemme 4.6.10. Soit (V → U) un objet de E⋆
C
. Alors,
(i) Le morphisme canonique Spec(B
(∞)⋆
U (V ))→ Spec(B
(∞)
U (V )) (4.6.8.2) est une immersion
ouverte et fermée.
(ii) Le diagramme de morphismes canoniques
(4.6.10.1) Spec(B
(∞)⋆
U (V ))
//

Spec(B
(∞)
U (V ))

Spec(B
(∞)⋆
U (U
◦
)) // Spec(B
(∞)
U (U
◦
))
est cartésien.
(i) Pour tout entier n ≥ 1, Spec(B
(n)⋆
U (V )) est un ouvert et fermé de Spec(B
(n)
U (V )) = U
V (n)
.
D’après 4.6.3, il existe n ≥ 1 tel que pour tout m ≥ 1, le diagramme canonique
(4.6.10.2) X
(mn)⋆ //

X
(mn)

X
(n)⋆ // X
(n)
soit cartésien. Il en est donc de même du diagramme canonique
(4.6.10.3) Spec(B
(mn)⋆
U (V )) //

Spec(B
(mn)
U (V ))

Spec(B
(n)⋆
U (V )) // Spec(B
(n)
U (V ))
La proposition s’ensuit en vertu de ([30] 8.3.12).
4.6. α-MODULES DU TOPOS DE FALTINGS 193
(ii) En effet, pour tout entier n ≥ 1, le diagramme
(4.6.10.4) Spec(B
(n)⋆
U (V )) //

U
V (n)

U
(n)⋆ // U
(n)
est cartésien.
Proposition 4.6.11. Soient (V → U) un objet de E⋆
C
tel que V soit connexe, v un point
géométrique de V . Alors, il existe un revêtement universel (Vi)i∈I de V en v tel que pour tout
i ∈ I, Vi soit un revêtement étale galoisien de V et que B
(∞)⋆
U (Vi) soit une B
(∞)⋆
U (V )-algèbre
α-finie-étale.
Cela résulte de 4.6.6, 4.6.10 et ([2] V.7.4(2) et V.7.8).
Corollaire 4.6.12. Soient (V → U) un objet de E⋆
C
, F un (B
(∞)⋆
U |V )-module de Vf e´t, q un
entier ≥ 1. Alors, Hq(Vf e´t,F ) est α-nul.
Comme X est normal et localement irréductible ([2] III.4.2(iii)), il en est de même de V
([2] III.3.3). Par ailleurs, j : X◦ → X étant quasi-compact, V est quasi-compact. On peut donc
supposer V connexe. Soit v un point géométrique de V . D’après 4.6.11, il existe un revêtement
universel (Vi)i∈I de V en v tel que pour tout i ∈ I, Vi soit un revêtement étale galoisien de V et
que B
(∞)⋆
U (Vi) soit une B
(∞)⋆
U (V )-algèbre α-finie-étale. Pour tout i ∈ I, notons Gi le groupe des
V -automorphismes de Vi. Il résulte de 4.6.5 et 4.6.10 que Spec(B
(∞)⋆
U (V )) est normal et locale-
ment irréductible, de fermeture intégrale Spec(B
(∞)⋆
U (Vi)) dans Spec(B
(∞)⋆
U (Vi))×X X
◦ et que le
diagramme
(4.6.12.1) Spec(B
(∞)⋆
U (Vi))×X X
◦ //

Vi

Spec(B
(∞)⋆
U (V ))×X X
◦ // V
soit cartésien. En vertu de 2.9.8, B
(∞)⋆
U (Vi) est donc un α-Gi-torseur de B
(∞)⋆
U (V ). Par suite,
Hq(Gi,F (Vi)) est α-nul d’après 2.9.7. La proposition s’ensuit par passage à la limite. En effet,
notant
(4.6.12.2) νv : Vf e´t
∼
→ Bπ1(V,v), M 7→ lim−→
i∈I
M(Vi)
le foncteur fibre en v (2.1.20.4), on a des isomorphismes canoniques
(4.6.12.3) Hq(Vf e´t,F )
∼
→ Hq(π1(V, v), νv(F ))
∼
→ lim
−→
i∈I
Hq(Gi,F (Vi)).
Corollaire 4.6.13. Pour tout objet (V → U) de E⋆
C
et tout entier m ≥ 1, l’homomorphisme
canonique
(4.6.13.1) B
(∞)⋆
U (V )/p
m
B
(∞)⋆
U (V )→ B
(∞)⋆
U,m (V )
est un α-isomorphisme.
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En effet, d’après (4.6.8.4), comme B
(∞)⋆
U est Zp-plat, on a une suite exacte de groupes abéliens
de U
⋆◦
f e´t
(4.6.13.2) 0 −→ B
(∞)⋆
U
·pm
−→ B
(∞)⋆
U −→ B
(∞)⋆
U,m −→ 0.
La proposition résulte alors du fait que H1(Vf e´t,B
(∞)⋆
U |V ) est α-nul en vertu de 4.6.12.
Corollaire 4.6.14. Pour tout morphisme cartésien (V ′ → U ′) → (V → U) de E⋆
C
(4.6.9.1)
et tout entier m ≥ 1, l’homomorphisme canonique
(4.6.14.1) B
(∞)⋆
U,m (V )⊗OX(U) OX(U
′)→ B
(∞)⋆
U ′,m(V
′)
est un α-isomorphisme.
En effet, pour tout entier n ≥ 1, l’homomorphisme canonique
(4.6.14.2) B
(n)⋆
U (V )⊗OX(U) OX(U
′)→ B
(n)⋆
U ′ (V
′)
est un isomorphisme en vertu de ([2] III.8.11(iii)). On en déduit que l’homomorphisme canonique
(4.6.14.3) B
(∞)⋆
U (V )⊗OX(U) OX(U
′)→ B
(∞)⋆
U ′ (V
′)
est un isomorphisme (4.6.7.6). La proposition est donc une conséquence de 4.6.13.
Corollaire 4.6.15. Soient m un entier ≥ 1, L un (OK/p
mOK)-module localement libre de
type fini de X
◦
f e´t. Pour tout X-schéma étale U , on note LU l’image inverse de L par le morphisme
canonique U
◦
→ X
◦
, on pose LU = LU ⊗OK BU et on désigne par L
(∞)⋆
U le (B
(∞)⋆
U )-module de
U
◦
f e´t associé à LU (4.6.7.5). Alors, pour tout morphisme cartésien (V
′ → U ′)→ (V → U) de E⋆
C
,
le morphisme canonique
(4.6.15.1) L (∞)⋆U (V )⊗OX(U) OX(U
′)→ L
(∞)⋆
U ′ (V
′)
est un α-isomorphisme.
En effet, comme X est normal et localement irréductible ([2] III.4.2(iii)), il en est de même
de V ([2] III.3.3). Par ailleurs, j : X◦ → X étant quasi-compact, V est quasi-compact. On peut
donc supposer V connexe. Pour tout revêtement étale galoisien V1 de V de groupe G, posant
V ′1 = V
′ ×V V1, les morphismes canoniques
(4.6.15.2) L (∞)⋆U (V )→ (L
(∞)⋆
U (V1))
G et L
(∞)⋆
U ′ (V
′)→ (L
(∞)⋆
U ′ (V
′
1))
G
sont des isomorphismes. Compte tenu de ([2] II.3.15 et III.2.11), comme OX(U ′) est plat sur OX(U),
on peut donc se réduire au cas où LU |V est constant de valeur un (OK/p
mOK)-module libre de
type fini M . On a un isomorphisme canonique (4.6.7.6)
(4.6.15.3) L (∞)⋆U (V )
∼
→M ⊗OK/pmOK B
(∞)⋆
U,m (V );
et de même pour (V ′ → U ′). La proposition résulte alors de 4.6.14.
Corollaire 4.6.16. Soient m un entier ≥ 1, L un (OK/p
mOK)-module localement libre de
type fini de X
◦
f e´t. Pour tout X-schéma étale U , on note LU l’image inverse de L par le morphisme
canonique U
◦
→ X
◦
, et on pose LU = LU ⊗OK BU . Alors, pour tout morphisme cartésien (V
′ →
U ′)→ (V → U) de EC (4.6.4.1), le morphisme canonique
(4.6.16.1) LU (V )⊗OX(U) OX(U
′)→ LU ′(V
′)
est un α-isomorphisme.
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En effet, on peut se borner au cas où V est connexe (cf. la preuve de 4.6.15). Quitte à changer
de point géométrique y de X
◦
(4.5.3), on peut supposer de plus que (V → U) est un objet de E⋆
C
.
La proposition résulte alors de 4.6.15 et (4.6.7.7) puisque OX(U ′) est plat sur OX(U) ([2] II.3.15).
Corollaire 4.6.17. Pour tout morphisme cartésien (V ′ → U ′) → (V → U) de EC et tout
entier m ≥ 1, l’homomorphisme canonique
(4.6.17.1) BU,m(V )⊗OX(U) OX(U
′)→ BU ′,m(V
′)
est un α-isomorphisme.
Proposition 4.6.18. Soient (V → U) un objet de E⋆
C
, F un BU -module de U
◦
f e´t, F
(∞)⋆
le (B
(∞)⋆
U )-module de U
⋆◦
f e´t associé à F (4.6.7.5), q un entier ≥ 0. Alors, il existe un morphisme
canonique
(4.6.18.1) Hq(∆∞,F (∞)⋆(V ))→ Hq(Vf e´t,F |V ),
qui est un α-isomorphisme.
Soit n un entier ≥ 1. Avec les notations de 4.6.7, on désigne par Γ∆n le foncteur “sous-faisceau
des sections ∆n-invariantes” sur la catégorie des Z[∆n]-modules de U
⋆◦
f e´t. Par descente, les foncteurs
(π
(n)⋆
U )
∗ et Γ∆n ◦ (π(n)⋆U )∗ établissent des équivalences de catégories quasi-inverses l’une de l’autre
entre la catégorie des groupes abéliens de U
⋆◦
f e´t et la catégorie des groupes abéliens de U
(n)⋆◦
f e´t sur
lesquels ∆n agit d’une façon compatible avec son action sur U
(n)⋆◦
. On a donc un isomorphisme
canonique de groupes abéliens de U
⋆◦
f e´t
(4.6.18.2) F |U
⋆◦ ∼
→ Γ∆n(F (n)⋆).
Le foncteur (π(n)⋆U )∗ étant exact, appliquant ([59] II § 2 prop. 3.1), on obtient un isomorphisme de
groupes abéliens
(4.6.18.3) F |U
⋆◦ ∼
→ RΓ∆n(F (n)⋆).
Le foncteur Γ∆n transforme les Z[∆n]-modules injectifs de Vf e´t en groupes abéliens injectifs de Vf e´t,
et le foncteur Γ(Vf e´t,−) transforme les Z[∆n]-modules injectifs de Vf e´t en Z[∆n]-modules injectifs
([4] V 0.2). D’autre part, on a
(4.6.18.4) Γ(Vf e´t,Γ∆n(−)) = Γ∆n(Γ(Vf e´t,−)).
Prenant les foncteurs dérivés des deux membres et appliquant de nouveau ([59] II § 2 prop. 3.1),
on en déduit une suite spectrale
(4.6.18.5) (n)E
a,b
2 = H
a(∆n,H
b(Vf e´t,F
(n)⋆|V ))⇒ Ha+b(Vf e´t,F |V ).
Comme l’immersion j : X◦ → X est quasi-compacte, le schéma V est cohérent. Par suite, en vertu
de ([4] VI 5.3) et ([2] VI.9.12), pour tout entier b ≥ 0, on a un isomorphisme canonique
(4.6.18.6) lim
−→
n≥1
Hb(Vf e´t,F
(n)⋆|V )
∼
→ Hb(Vf e´t,F
(∞)⋆|V ).
On en déduit par passage à la limite inductive une suite spectrale
(4.6.18.7) Ea,b2 = H
a(∆∞,H
b(Vf e´t,F
(∞)⋆|V ))⇒ Ha+b(Vf e´t,F |V ).
La proposition s’ensuit puisque Hb(Vf e´t,F (∞)⋆|V ) est α-nul pour tout b ≥ 1 en vertu de 4.6.12.
196 4. COHOMOLOGIE DU TOPOS DE FALTINGS
Corollaire 4.6.19. Soient m, q deux entiers tels que m ≥ 1 et q ≥ 0, L un (OK/p
mOK)-
module localement libre de type fini de X
◦
f e´t. Pour tout X-schéma étale U , on note LU l’image
inverse de L par le morphisme canonique U
◦
→ X
◦
, et on pose LU = LU ⊗OK BU . Alors, pour
tout morphisme cartésien (V ′ → U ′)→ (V → U) de EC , le morphisme canonique
(4.6.19.1) Hq(Vf e´t,LU |V )⊗OX(U) OX(U
′)→ Hq(V ′f e´t,LU ′ |V
′)
est un α-isomorphisme.
Pour tout X-schéma étale U , on note L (∞)⋆U le (B
(∞)⋆
U )-module de U
◦
f e´t associé à LU (4.6.7.5).
Supposons d’abord que (V → U) soit un objet de E⋆
C
. D’après 4.6.18, on a un morphisme canonique
(4.6.19.2) Hq(∆∞,L
(∞)⋆
U (V ))→ H
q(Vf e´t,LU |V ),
qui est un α-isomorphisme. Celui-ci est fonctoriel en (V → U) ∈ Ob(E⋆
C
) d’après la preuve de loc.
cit. Par ailleurs, d’après 4.6.15, le morphisme canonique
(4.6.19.3) L (∞)⋆U (V )⊗OX(U) OX(U
′)→ L
(∞)⋆
U ′ (V
′)
est un α-isomorphisme. Comme OX(U ′) est plat sur OX(U), on en déduit que le morphisme
canonique
(4.6.19.4) Hq(Vf e´t,LU |V )⊗OX(U) OX(U
′)→ Hq(V ′f e´t,LU ′ |V
′)
est un α-isomorphisme ([2] II.3.15). La proposition s’ensuit en variant le point géométrique y de
X
◦
(4.5.3).
Corollaire 4.6.20. Pour tout morphisme cartésien (V ′ → U ′) → (V → U) de EC et tous
entiers m ≥ 1 et q ≥ 0, le morphisme canonique
(4.6.20.1) Hq(Vf e´t,BU,m|V )⊗OX(U) OX(U
′)→ Hq(V ′f e´t,BU ′,m|V
′)
est un α-isomorphisme.
Proposition 4.6.21. Soient m, q deux entiers tels que m ≥ 1 et q ≥ 0, L un (OK/p
mOK)-
module localement libre de type fini de X
◦
f e´t, (V → X) un objet de E. Pour tout X-schéma étale
U , on note LU l’image inverse de L par le morphisme canonique U
◦
→ X
◦
, et on pose
(4.6.21.1) H q(U) = Hq((V ×X U)f e´t,LU ⊗OK BU |(V ×X U)).
Alors, le préfaisceau de α-(OK)-modules sur C qui à tout objet U de C associe le α-(OK)-module
α(H q(U)) (2.6.5) est un faisceau pour la topologie étale (2.6.24).
Soit (Ui → U)i∈I un recouvrement de C . Pour tout (i, j) ∈ I2, posons Uij = Ui ×U Uj. Par
descente fidèlement plate, la suite de OX(U)-modules
(4.6.21.2) 0→ H q(U)→
∏
i∈I
H
q(U)⊗OX(U) OX(Ui)→
∏
(i,j)∈I2
H
q(U)⊗OX(U) OX(Uij),
où la dernière flèche est la différence des morphismes induits par les projections de Uij sur les deux
facteurs, est exacte. On en déduit par 4.6.19 que la suite de OK-modules
(4.6.21.3) 0→ H q(U)→
∏
i∈I
H
q(Ui)→
∏
(i,j)∈I2
H
q(Uij),
où la dernière flèche est la différence des morphismes induits par les projections de Uij sur les deux
facteurs, est α-exacte (2.7.2). La proposition s’ensuit en vertu de 2.6.28.
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4.6.22. Soit (V → X) un objet de E. On désigne par
(4.6.22.1) π† : E† → E´t/X
le site fibré de Faltings associé au morphisme V → X ([2] VI.10.1). On munit E† de la topologie
co-évanescente associée à π† ([2] VI.5.3) et on note E˜† le topos des faisceaux de U-ensembles sur
E†. Tout objet de E† est naturellement un objet de E. On définit ainsi un foncteur
(4.6.22.2) Φ: E† → E
qui induit une équivalence de catégories
(4.6.22.3) E†
∼
→ E/(V→X).
D’après ([2] VI.5.32), la topologie co-évanescente de E† est induite par celle de E au moyen du
foncteur Φ. Par suite, Φ est continu et cocontinu ([4] III 5.2). Il définit donc une suite de trois
foncteurs adjoints :
(4.6.22.4) Φ! : E˜† → E˜, Φ∗ : E˜ → E˜†, Φ∗ : E˜† → E˜,
dans le sens que pour deux foncteurs consécutifs de la suite, celui de droite est adjoint à droite de
l’autre. D’après ([4] III 5.4), le foncteur Φ! se factorise à travers une équivalence de catégories
(4.6.22.5) E˜†
∼
→ E˜/(V→X)a ,
où (V → X)a est le faisceau de E˜ associé à (V → X). Le couple de foncteurs (Φ∗,Φ∗) définit un
morphisme de topos qu’on note aussi
(4.6.22.6) Φ: E˜† → E˜
et qui n’est autre que le composé de (4.6.22.5) et du morphisme de localisation de E˜ en (V → X)a.
Par ailleurs, le foncteur
(4.6.22.7) Φ+ : E → E†, (W → U) 7→ (W ×X◦ V → U),
est clairement un adjoint à droite du foncteur Φ: E† → E, et est continu et exact à gauche ([2]
VI.10.12). Il définit donc le morphisme de topos Φ: E˜† → E˜ ([4] III 2.5).
Notons
(4.6.22.8) σ† : E˜† → Xe´t
le morphisme canonique ([2] (VI.10.6.4)). Il résulte aussitôt des définitions ([2] VI.10.6) qu’on a
un isomorphisme canonique
(4.6.22.9) σ†
∼
→ σ ◦ Φ,
où σ est le morphisme de topos (4.1.4.3). On note A la OX -algèbre de Xe´t associée à la R-algèbre
BX(V ) (2.1.18.3). On a un morphisme canonique
(4.6.22.10) A → σ†∗(Φ
∗(B)).
Sauf mention explicite du contraire, on considère σ† comme un morphisme de topos annelés
(4.6.22.11) σ† : (E˜†,Φ∗(B))→ (Xe´t,A ).
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Proposition 4.6.23. Conservons les hypothèses de 4.6.22, soient, de plus, m ≥ 1 et q ≥
0 deux entiers, L un (OK/p
mOK)-module localement libre de type fini de X
◦
f e´t. On note M le
BX(V )-module H
q(Vf e´t,L ⊗OK BX |V ) et M˜ le A -module associé de Xe´t (2.1.18.3). Alors, on a
un morphisme A -linéaire canonique de Xe´t
(4.6.23.1) M˜ → Rqσ†∗(Φ
∗(β∗(L))),
qui est un α-isomorphisme, où β est le morphisme de topos annelés (4.1.6.6).
Pour tout X-schéma étale U , on note LU l’image inverse de L par le morphisme canonique
U
◦
→ X
◦
. La correspondance L = {U 7→ LU ⊗OK BU} définit un préfaisceau abélien sur E
(3.3.2.10). Notons L a le faisceau associé de E˜. D’après ([2] VI.5.34, VI.8.9 et VI.5.17), on a un
isomorphisme canonique
(4.6.23.2) β∗(L)
∼
→ L a.
Notons (L ◦Φ)a le faisceau de E˜† associé au préfaisceau L ◦Φ sur E† (4.6.22.2). En vertu de ([4]
III 2.3), on a un isomorphisme canonique
(4.6.23.3) Φ∗(β∗(L))
∼
→ (L ◦ Φ)a.
Le préfaisceau L ◦ Φ sur E† est défini par la correspondance {U 7→ LU ⊗OK BU |(V ×X U)}
(U ∈ Ob(E´t/X)) ([2] VI.5.2).
Suivant ([2] VI.10.39), notons H q(L ◦ Φ) le faisceau de Xe´t associé au préfaisceau sur E´t/X
défini pour tout U ∈ Ob(E´t/X) par le groupe abélien Hq((V ×X U)f e´t,LU ⊗OK BU |(V ×X U)). En
vertu de ([2] VI.10.40), on a un isomorphisme canonique de Xe´t
(4.6.23.4) H q(L ◦ Φ)
∼
→ Rqσ†∗(Φ
∗(β∗(L))).
On observera que H q(L ◦ Φ) est naturellement un σ†∗(Φ∗(B))-module et on vérifie aussitôt que
le morphisme (4.6.23.4) est σ†∗(Φ∗(B))-linéaire ([2] VI.10.39).
Compte tenu de ([4] II 3.0.4) et de la définition du foncteur “faisceau associé” ([4] II 3.4),
H q(L ◦Φ) est le faisceau de Xe´t associé au préfaisceau sur C (4.6.4) défini pour tout U ∈ Ob(C )
par le groupe abélien Hq((V ×X U)f e´t,LU ⊗OK BU |(V ×X U)). Il résulte alors de 2.6.36 et 4.6.21,
que pour tout U ∈ Ob(C ), le morphisme canonique
(4.6.23.5) Hq((V ×X U)f e´t,LU ⊗OK BU |(V ×X U))→ H
q(L ◦ Φ)(U)
est un α-isomorphisme. On en déduit d’après 4.6.19 que le morphisme canonique
(4.6.23.6) M ⊗R OX(U)→ H q(L ◦ Φ)(U)
est un α-isomorphisme ; d’où la proposition.
Corollaire 4.6.24. Soient m, q deux entiers tels que m ≥ 1 et q ≥ 0, L un (OK/p
mOK)-
module localement libre de type fini de X
◦
f e´t. On note M le OX(X)-module H
q(X
◦
f e´t,L⊗OK BX) et
M˜ le ~∗(OX)-module associé de Xe´t (2.1.18.3). Alors, on a un morphisme ~∗(OX)-linéaire cano-
nique de Xe´t
(4.6.24.1) M˜ → Rqσ∗(β∗(L)),
qui est un α-isomorphisme, où σ et β sont les morphismes de topos annelés (4.1.6.5) et (4.1.6.6).
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Corollaire 4.6.25. Soient m, q deux entiers tels que m ≥ 1 et q ≥ 0, L un (OK/p
mOK)-
module localement libre de type fini de X
◦
f e´t. On note N le OXm(Xm)-module H
q(X
◦
f e´t,L⊗OK BX)
et N˜ le OXm-module associé de Xm,e´t (2.1.18.3). Alors, on a un morphisme OXm-linéaire canonique
de Xm,e´t
(4.6.25.1) N˜ → Rqσm∗(β
∗
m(L))
qui est un α-isomorphisme, où σm et βm sont les morphismes de topos annelés (4.1.7.5) et (4.1.7.8).
En effet, on a β∗(L) = β−1(L) ⊗(OK/pmOK) Bm, où β est le morphisme de topos annelés
(4.1.6.6), qui est donc un objet de E˜s d’après ([2] III.9.6 et III.9.7). Le morphisme canonique
δ∗(β∗(L)) → β∗m(L) est un isomorphisme, où δ est le plongement (4.1.5.1). On en déduit par
adjonction un isomorphisme
(4.6.25.2) β∗(L)
∼
→ δ∗(β
∗
m(L)).
Il résulte alors de (4.1.5.4) qu’on a un isomorphisme canonique
(4.6.25.3) Rqσm∗(β∗m(L))
∼
→ a−1(Rqσ∗(β
∗(L))),
où a−1 désigne l’image inverse au sens des faisceaux abéliens par l’injection canonique a : Xs → X .
Par ailleurs, avec les notations de 4.6.24, on a un isomorphisme canonique
(4.6.25.4) M˜
∼
→ a∗(N˜).
On en déduit par adjonction un isomorphisme a−1(M˜)
∼
→ N˜ . La proposition résulte donc de 4.6.24.
Remarque 4.6.26. Conservons les hypothèses de 4.6.25. D’après 2.9.10 et ([1] 1.4.3), OXm est
un faisceau d’anneaux cohérent de Xm,zar. En vertu de 2.8.8, 2.8.11 et 4.5.16(iii), le OXm -module
de Xm,zar associé à N est α-cohérent (2.7.3) et est α-nul pour tout i ≥ d+ 1, où d = dim(X/S).
4.6.27. On désigne par Ê (resp. ÊC ) la catégorie des préfaisceaux de U-ensembles sur E
(resp. EC ) et par
(4.6.27.1) P∨ → E´t
◦
/X
la catégorie fibrée obtenue en associant à tout U ∈ Ob(E´t/X) la catégorie (E´tf/U◦)
∧ des préfais-
ceaux de U-ensembles sur E´tf/U◦ , et à tout morphisme f : U
′ → U de E´t/X le foncteur
(4.6.27.2) f
◦
f e´t∗ : (E´tf/U′◦)
∧ → (E´tf/U◦)
∧
défini par la composition avec le foncteur image inverse E´tf/U◦ → E´tf/U ′◦ par le morphisme
f
◦
: U
′◦
→ U
◦
déduit de f . On note
(4.6.27.3) P∨C → C
◦
la catégorie fibrée au-dessus de C ◦ déduite de la catégorie fibrée (4.6.27.1) par changement de base
par le foncteur d’injection canonique C → E´t/X . On a alors une équivalence de catégories ([2]
VI.5.2)
Ê
∼
→ Hom(E´t/X)◦((E´t/X)
◦,P∨)(4.6.27.4)
F 7→ {U 7→ F ◦ ιU !},
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où ιU ! est le foncteur (4.1.4.2). On identifiera dans la suite F à la section {U 7→ F ◦ ιU !} qui lui
est associée par cette équivalence. De même, on a une équivalence de catégories
ÊC
∼
→ HomC◦(C
◦,P∨C )(4.6.27.5)
F 7→ {U 7→ F ◦ ιU !}.
On note
(4.6.27.6) Ê → E˜, F 7→ F a.
le foncteur “faisceau associé” sur E. Comme EC est une sous-catégorie topologiquement génératrice
de E, le foncteur “faisceau associé” sur EC induit un foncteur que l’on note aussi
(4.6.27.7) ÊC → E˜, F 7→ F
a.
Soient F = {W 7→ GW } (W ∈ Ob(E´t/X)) un objet de Ê, FC = {U 7→ GU} (U ∈ Ob(C ))
l’objet de ÊC obtenu en restreignant F à EC . Il résulte aussitôt de ([4] II 3.0.4) et de la définition
du foncteur “faisceau associé” ([4] II 3.4) qu’on a un isomorphisme canonique de E˜
(4.6.27.8) (FC )a
∼
→ F a.
On désigne par α-ÊC la catégorie des α-OK-préfaisceaux sur EC (2.6.16), par α-E˜C la catégorie
des α-OK-faisceaux (2.6.24) sur EC et par
α̂ : Mod(OK , ÊC ) → α-ÊC ,(4.6.27.9)
α˜ : Mod(OK , E˜C ) → α-E˜C ,(4.6.27.10)
les foncteurs canoniques (2.6.19.1) et (2.6.35.1).
Proposition 4.6.28. Soient m un entier ≥ 1, L un (OK/p
mOK)-module localement libre de
type fini de X
◦
f e´t. Pour tout X-schéma étale U , on note LU l’image inverse de L par le morphisme
canonique U
◦
→ X
◦
, et on pose LU = LU ⊗OK BU . Alors, le préfaisceau de α-OK-modules
α̂({U 7→ LU}) (U ∈ Ob(C )) (4.6.27.9) est un faisceau.
Soient (V → U) un objet de EC , (Ui → U)i∈I un recouvrement de C . Pour tout (i, j) ∈ I2,
posons Uij = Ui ×U Uj, Vi = V ×U Ui et Vij = V ×U Uij . Par descente fidèlement plate, la suite
de OX(U)-modules
(4.6.28.1) 0→ LU (V )→
∏
i∈I
LU (V )⊗OX(U) OX(Ui)→
∏
(i,j)∈I2
LU (V )⊗OX(U) OX(Uij),
où la dernière flèche est la différence des morphismes induits par les projections de Uij sur les deux
facteurs, est exacte. En en déduit par 4.6.16 que la suite de OK-modules
(4.6.28.2) 0→ LU (V )→
∏
i∈I
LUi(Vi)→
∏
(i,j)∈I2
LUij (Vij),
où la dernière flèche est la différence des morphismes induits par les projections de Uij sur les deux
facteurs, est α-exacte (2.7.2). La proposition s’ensuit en vertu de 2.6.27.
Corollaire 4.6.29. Pour tout entier m ≥ 1 et tout schéma affine U de E´t/X , l’homomor-
phisme canonique
(4.6.29.1) BU,m → Bm ◦ ιU !,
où Bm = B/p
mB (4.1.7.1) et ιU ! est le foncteur (4.1.4.2), est un α-isomorphisme.
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En effet, le préfaisceau de α-OK -modules α̂({U 7→ BU,m}) (U ∈ Ob(C )) (4.6.27.9) est un
faisceau en vertu de 4.6.28. La proposition résulte alors de 2.6.36, compte tenu de (4.1.7.4) et
(4.6.27.8).
4.7. α-finitude
Proposition 4.7.1. Soient n, q deux entiers tels que n ≥ 1 et q ≥ 0, L un (OK/p
nOK)-
module localement libre de type fini de X
◦
f e´t. Alors, le OXn-module mK ⊗OK R
qσn∗(β
∗
n(L)) (4.1.7)
est associé à un OXn-module quasi-cohérent et α-cohérent (2.7.3) de Xn,zar (2.1.18.3), et il est nul
pour tout q ≥ d+ 1, où d = dim(X/S).
En effet, soit (uj : Xj → X)j∈J un recouvrement étale tel que J soit fini et que pour tout j ∈ J ,
(Xj ,MX |Xj) vérifie les hypothèses de 4.6.1. Soit j ∈ J . D’après ([2] (VI.10.12.6) et (III.9.11.12)),
on a un diagramme de morphismes de topos annelés
(4.7.1.1) ((X
◦
j )f e´t,OK/p
nOK)
u◦j

(E˜j,s,Bj,n)
βj,noo
Φj

σj,n // ((Xj,s)e´t,OXj,n)
uj,s

(X
◦
f e´t,OK/p
nOK) (E˜s,Bn)
βnoo σn // (Xs,e´t,OXn)
où la ligne supérieure est l’analogue pour Xj de la ligne inférieure pour X , les flèches verticales sont
définies par fonctorialité, et dont les carrés sont commutatifs à isomorphismes canoniques près. Par
ailleurs, le morphisme Φj s’identifie au morphisme de localisation de (E˜s,Bn) en σ∗s (Xj,s) en vertu
de ([2] III.9.12 et III.9.13). En fait, σj,n s’identifie au morphisme (σn)/Xj,s , de sorte que le carré de
droite de (4.7.1.1) est 2-cartésien (cf. [4] IV 5.10). Par suite, en vertu de 4.6.25 et 4.6.26, il existe
un OXj,n -module quasi-cohérent et α-cohérent Fj de (Xj,n)zar et un morphisme OXj,n-linéaire
(4.7.1.2) ιj(Fj)→ Rqσn∗(β∗n(L))|Xj,s,
qui est un α-isomorphisme, où ιj(Fj) est le OXj,n -module de (Xj,n)e´t associé à Fj (2.1.18.3). En
particulier, le morphisme induit
(4.7.1.3) mK ⊗OK ιj(Fj)→ mK ⊗OK R
qσn∗(β
∗
n(L))|Xj,s
est un isomorphisme (2.6.23). Par suite, mK⊗OK R
qσn∗(β
∗
n(L)) est nul pour tout q ≥ d+1, d’après
4.5.16(iii). Compte tenu de (2.1.18.6), on a un isomorphisme canonique
(4.7.1.4) mK ⊗OK ιj(Fj)
∼
→ ιj(mK ⊗OK Fj).
Les isomorphismes (4.7.1.3) définissent une donnée de descente sur (ιj(mK ⊗OK Fj))j∈J relative-
ment au recouvrement étale (Xj,n → Xn)j∈J . Comme le foncteur (2.1.18.3) est pleinement fidèle et
compte tenu de (2.1.19.5), on en déduit une donnée de descente sur (mK ⊗OK Fj)j∈J relativement
au même recouvrement. D’après ([23] VIII 1.1), il existe alors un OXn -module quasi-cohérent G
et pour tout j ∈ J , un isomorphisme
(4.7.1.5) G ⊗OXn OXj,n
∼
→ mK ⊗OK Fj
tels que si l’on munit (G ⊗OXn OXj,n)j∈J de la donnée de descente définie par G , les isomorphismes
(4.7.1.5) soient compatibles aux données de descente. Les isomorphismes (4.7.1.3) se descendent en
un isomorphisme
(4.7.1.6) ι(G )→ mK ⊗OK R
qσn∗(β
∗
n(L)),
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où ι(G ) est le OXn -module de Xn,e´t associé à G . Par ailleurs, G est α-cohérent, d’après 2.7.6 et
2.8.10 ; d’où la proposition.
Corollaire 4.7.2. Soient n, q deux entiers tels que n ≥ 1 et q ≥ 0, L un (OK/p
nOK)-
module localement libre de type fini de X
◦
f e´t. Alors, le OXn-module R
qτn∗(β
∗
n(L)) (4.1.7) est α-
quasi-cohérent (2.8.3) et α-cohérent (2.7.3), et est α-nul pour tout q ≥ d+ 1, où d = dim(X/S).
En effet, pour tout OXn -module F de Xn,e´t et pour tout entier i ≥ 0, les morphismes cano-
niques (4.1.7.7)
(4.7.2.1) mK ⊗OK R
jun∗(F )→ R
iun∗(mOK ⊗OK F )→ R
jun∗(F )
sont des α-isomorphismes d’après 2.6.3. Par suite, Riun∗(Rjσn∗(β∗n(L))) est α-nul pour tous i ≥ 1
et j ≥ 0, en vertu de 4.7.1 et ([4] VII 4.3). La suite spectrale de Cartan-Leray
(4.7.2.2) Ei,j2 = R
iun∗(R
jσn∗(β
∗
n(L)))⇒ R
i+jτn∗(β
∗
n(L))
induit donc un isomorphisme de α-OXn -modules de Xn,zar (2.6.22)
(4.7.2.3) α(un∗(mK ⊗OK R
qσn∗(β
∗
n(L))))
∼
→ α(Rqτn∗(β
∗
n(L))).
La proposition s’ensuit compte tenu de 4.7.1 et 2.7.6.
Corollaire 4.7.3. Supposons X propre sur S, et soient n, q deux entiers tels que n ≥ 1
et q ≥ 0, L un (OK/p
nOK)-module localement libre de type fini de X
◦
f e´t. Alors, le OK-module
Hq(E˜s, β
∗
n(L)) est de présentation α-finie.
On notera d’abord que l’anneau OK/p
nOK est universellement cohérent d’après 2.9.10. Consi-
dérons la suite spectrale de Cartan Leray
(4.7.3.1) Ei,j2 = H
i(Xn,R
jτn∗(β
∗
n(L)))⇒ H
i+j(E˜s, β
∗
n(L)).
En vertu de 4.7.2 et 2.8.15, pour tous entiers i, j ≥ 0, le (OK/p
nOK)-module E
i,j
2 est α-cohérent.
La proposition s’ensuit compte tenu de 2.7.17.
4.8. Le principal théorème de comparaison p-adique de Faltings dans le cas absolu
4.8.1. Suivant (2.5.2.1), on désigne par (OK)
♭ la limite projective du système projectif
(OK/pOK)N dont les morphismes de transition sont les itérés de l’endomorphisme de Frobenius
de OK/pOK .
(4.8.1.1) (OK)
♭ = lim
←−
N
OK/pOK .
Considérons le système projectif de monoïdes (OC)N dont les morphismes de transition sont les
itérés de l’élévation à la puissance p de OC . D’après 2.5.4(i), l’application
(4.8.1.2) lim
←−
N
OC → (OK)
♭, (xn)n≥0 7→ (xn)n≥0,
où xn désigne la classe de xn dans OK/pOK , est un isomorphisme de monoïdes multiplicatifs. Par
suite, (OK)
♭ est un anneau intègre, parfait de caractéristique p. Pour tout x ∈ (OK)
♭, d’image
inverse (xn)n≥0 par (4.8.1.2), on pose
(4.8.1.3) x♯ = x0.
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On fixe une suite (pn)n≥0 d’éléments de OK telle que p0 = p et p
p
n+1 = pn pour tout n ≥ 0 et
on note ̟ l’élément associé de (OK)
♭. On pose
(4.8.1.4) K
♭
= (OK)
♭[
1
̟
].
L’isomorphisme (4.8.1.2) se prolonge alors en un isomorphisme de monoïdes multiplicatifs
(4.8.1.5) lim
←−
N
C
∼
→ K
♭
.
Par conséquent, K
♭
est un corps. C’est le corps des fractions de (OK)
♭. Il est algébriquement clos
en vertu de ([50] 3.8).
L’application (OK)
♭ → OC , x 7→ x♯ (4.8.1.3) se prolonge en une application multiplicative
(4.8.1.6) K
♭
→ C, x 7→ x♯.
On vérifie aussitôt que l’application
(4.8.1.7) v
K
♭ : K
♭
→ Q ∪ {∞}, x 7→ v
K
♭(x) = v(x♯),
où v est la valuation normalisée de C (4.1.1), est une valuation non discrète, de hauteur 1 d’anneau
de valuation (OK)
♭. Il est alors naturel de noter (OK)
♭ aussi O
K
♭ , et son idéal maximal m
K
♭ .
Comme O
K
♭ satisfait les conditions requises dans 2.10.1, il est loisible de considérer les notions
de α-algèbre introduites dans les sections 2.6–2.10 relativement à O
K
♭ .
4.8.2. Pour tout entier i ≥ 0, l’homomorphisme
(4.8.2.1) πi : OK♭ → OK/pOK , (xn)n≥0 7→ xi
est surjectif. On vérifie aussitôt que ker(π0) = ̟OK♭ . On note ϕ l’endomorphisme de Frobenius
de O
K
♭ . Comme π0 = πi ◦ ϕi, on en déduit que ker(πi) = ̟p
i
O
K
♭ . En particulier, πi induit un
isomorphisme
(4.8.2.2) O
K
♭/̟p
i
O
K
♭
∼
→ OK/pOK .
Par ailleurs, le diagramme
(4.8.2.3) O
K
♭/̟p
i+1
O
K
♭
∼ //

OK/pOK

O
K
♭/̟p
i
O
K
♭
∼ // OK/pOK
où la flèche verticale de gauche est le morphisme canonique et la flèche verticale de droite est
l’endomorphisme de Frobenius, est commutatif. On en déduit que O
K
♭ est complet et séparé pour la
topologie ̟-adique, et que cette dernière coïncide avec la topologie limite projective des topologies
discrètes de OK/pOK .
On observera que pour toute (OK/pOK)-algèbre, les notions de α-algèbre introduites dans les
sections 2.6–2.9 relativement à OK coïncident avec celles relativement à OK♭ via l’isomorphisme
O
K
♭/̟O
K
♭
∼
→ OK/pOK (4.8.2.2).
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4.8.3. On désigne par E˜N
◦
s le topos des systèmes projectifs de E˜s, indexés par l’ensemble
ordonné N des entiers naturels (2.1.11), et par
(4.8.3.1) λ : E˜N
◦
s → E˜s
le morphisme canonique (2.1.11.1). Pour tout objet F = (Fn)n≥0 de E˜N
◦
s et tout entier i ≥ 0, on
note ε≤i(F ) l’objet (F in)n≥0 de E˜
N◦
s , défini par
(4.8.3.2) F in =
{
Fn si 0 ≤ n ≤ i,
Fi si n ≥ i,
le morphisme de transition F in+1 → F
i
n étant égal au morphisme de transition Fn+1 → Fn de F si
0 ≤ n < i et à l’identité si n ≥ i. La correspondance F 7→ ε≤i(F ) est clairement fonctorielle, et on
a un morphisme fonctoriel canonique
(4.8.3.3) F → ε≤i(F ).
Si F est un anneau (resp. module), il en est de même de ε≤i(F ) et le morphisme (4.8.3.3) est un
homomorphisme.
Si A est un anneau, on note encore A l’anneau constant de valeur A de E˜s ou de E˜N
◦
s . On a
donc un isomorphisme canonique λ∗(A)
∼
→ A de E˜N
◦
s . On note (OK)
℘ l’anneau (OK/pOK)N de E˜
N◦
s
dont les morphismes de transition sont les itérés de l’endomorphisme de Frobenius de OK/pOK .
On le considère comme une O
K
♭-algèbre via les homomorphismes (4.8.2.2).
On désigne par P la catégorie abélienne des Fp-modules de E˜N
◦
s et par PAR son quotient par
la sous-catégorie épaisse des Fp-modules Artin-Rees-nuls (AR-nuls en abrégé) ([25] V 2.2.1). On
rappelle que PAR est canoniquement équivalente à la catégorie des systèmes projectifs de P à
translation près ([25] V 2.4.2 et 2.4.4).
4.8.4. On note φ l’endomorphisme de Frobenius de B1 (4.1.7.1) et on désigne par B
℘
la
(OK)
℘-algèbre (B1)N de E˜N
◦
s dont les morphismes de transition sont les itérés de φ (4.8.3). On
considère B
℘
comme une O
K
♭-algèbre. On note encore φ l’endomorphisme de Frobenius de B
℘
.
Cette notation n’induit aucun risque d’ambiguïté puisque l’endomorphisme de Frobenius de B
℘
est induit par celui de B1. Pour tout entier i ≥ 0, on considère ε≤i(B
℘
) comme une B
℘
-algèbre
via l’homomorphisme canonique (4.8.3.3).
Lemme 4.8.5.
(i) Pour tout entier n ≥ 0, notant pn la classe de pn dans OK/pOK (4.8.1), la suite
(4.8.5.1) B1
·pn // B1
φn // B1 // 0
est exacte.
(ii) L’endomorphisme de Frobenius φ de B
℘
induit un isomorphisme de PAR (4.8.3).
(iii) Pour tout entier i ≥ 0, la suite de B
℘
-modules
(4.8.5.2) 0 // B
℘ ·̟p
i
// B
℘ // ε≤i(B
℘
) // 0
où la deuxième flèche est le morphisme canonique (4.8.3.3), est exacte dans PAR. De plus,
privée du zéro de gauche, elle est exacte dans P.
(i) En effet, soient (y  x) un point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de
s. On désigne par Vx la catégorie des X-schémas étales x-pointés, et par Wx la sous-catégorie
pleine de Vx formée des objets (U, p : x → U) tels que la restriction (U,MX |U) → (S,MS) du
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morphisme f (4.1.2) vérifie les hypothèses de 4.5.1. Ce sont des catégories cofiltrantes, et le foncteur
d’injection canonique W◦x → V
◦
x est cofinal ([4] I 8.1.3(c)). Avec les notations de 4.1.12, on a donc
un isomorphisme canonique (4.1.12.3)
(4.8.5.3) Bρ(y x)
∼
→ lim
−→
(U,p)∈W◦
x
R
y
U .
La proposition s’ensuit en vertu de 4.5.11 et 3.3.20(ii).
(ii) Il résulte de (i) et ([2] III.7.3(i)) que l’endomorphisme φ de B
℘
est surjectif, de noyau
(p1B1)N, où les morphismes de transition sont induits par l’endomorphisme de Frobenius φ de B1,
et sont donc nuls.
(iii) Pour tout entier j < 0, posons pj = p et pj = 0. On notera que ̟
pi correspond à l’élément
(pn−i)n≥0 via l’égalité (4.8.1.1). Compte tenu de (i) et ([2] III.7.3(i)), la suite privée du zéro de
gauche est donc exacte dans P. Pour tout entier n, posons qn = p/pn ∈ OK . Comme B est
OK-plat, le noyau de la multiplication par ̟
pi dans B
℘
est (qn−iB1)n≥0, où les morphismes de
transition sont induits par φ et sont donc nuls en degrés ≥ i puisque v(qn) = 1 − 1/pn ; d’où la
proposition.
Proposition 4.8.6. Supposons X propre sur S et soient L un Fp-module de type fini de X
◦
f e´t,
q un entier ≥ 0. Posons L = δ∗(β∗(L)), où β est le morphisme (4.1.4.4) et δ est le plongement
(4.1.5.1), et notons φ l’endomorphisme O
K
♭-semi-linéaire de Hq(E˜N
◦
s , λ
∗(L ) ⊗Fp B
℘
) induit par
l’endomorphisme de Frobenius φ de B
℘
. Alors, il existe un entier r ≥ 0 et un morphisme O
K
♭-
linéaire
(4.8.6.1) m
K
♭ ⊗O
K♭
Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
)→ Or
K
♭ ,
compatible à φ et à l’endomorphisme de Frobenius ϕ de O
K
♭ , et qui est un α-isomorphisme.
En effet, considérons le système projectif de O
K
♭-modules M = (Mn)n≥1 défini pour tout
entier n ≥ 1, par
(4.8.6.2) Mn = Hq(E˜N
◦
s , λ
∗(L )⊗Fp (B
℘
/̟nB
℘
)),
les morphismes de transition étant induits par les projections canoniques
(4.8.6.3) B
℘
/̟n+1B
℘
→ B
℘
/̟nB
℘
.
D’après 4.8.5(iii), pour tout entier i ≥ 0, on a un isomorphisme canonique
(4.8.6.4) B
℘
/̟p
i
B
℘ ∼
→ ε≤i(B
℘
).
On en déduit, compte tenu de ([2] III.7.11) et ([36] 1.15), un isomorphisme O
K
♭ -linéaire
(4.8.6.5) Mpi
∼
→ Hq(E˜s,L ⊗Fp B1),
où le but est considéré comme un O
K
♭-module via πi (4.8.2.1). De plus, le diagramme
(4.8.6.6) Mpi+1
∼ //

Hq(E˜s,L ⊗Fp B1)

Mpi
∼ // Hq(E˜s,L ⊗Fp B1)
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où la flèche verticale de gauche est le morphisme canonique et la flèche verticale de droite est induite
par l’endomorphisme de Frobenius de B1, est commutatif. Les OK♭ -modulesMpi sont donc de type
α-fini en vertu de 4.7.3.
Reprenons les notations de 2.10.12 pour R = O
K
♭ . La multiplication par ̟ dans B
℘
induit
un morphisme O
K
♭-linéaire
(4.8.6.7) u : M [−1]→M.
Il est clair que le composéM [−1]
u
→M →M [−1], où la seconde flèche est le morphisme canonique,
est induit par la multiplication par ̟. Par ailleurs, il résulte de 4.8.5(iii) (pour i = 0) que la suite
(4.8.6.8) 0 // B
℘
/̟B
℘ ·̟n // B
℘
/̟n+1B
℘ // B
℘
/̟nB
℘ // 0
est exacte dans PAR. On en déduit que la suite
(4.8.6.9) M1
u⊗n // Mn+1 // Mn
où la seconde flèche est le morphisme canonique, est exacte au centre.
Il résulte de 4.8.5(ii) que l’endomorphisme de Frobenius de B
℘
induit pour tout n ≥ 1, un
isomorphisme de PAR
(4.8.6.10) φ : B
℘
/̟nB
℘
→ B
℘
/̟pnB
℘
,
et par suite un isomorphisme O
K
♭-semi-linéaire
(4.8.6.11) M
∼
→M (p).
On notera que pour tout i ≥ 0, le diagramme
(4.8.6.12) Mpi //

Hq(E˜s,L ⊗Fp B1)
Mpi+1 // H
q(E˜s,L ⊗Fp B1)
où la flèche verticale de gauche est la composante de degré pi de l’isomorphisme (4.8.6.11) et les
flèches horizontales sont les isomorphismes (4.8.6.5), est commutatif.
En vertu de 2.10.13(i), les morphismes de transition du système projectif M sont α-surjectifs.
Par ailleurs, d’après ([2] III.7.11), on a une suite exacte
0→ R1lim
←−
N
Hq−1(E˜s,L ⊗Fp B1)(4.8.6.13)
→ Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
)→ lim
←−
N
Hq(E˜s,L ⊗Fp B1)→ 0,
où les morphismes de transition des systèmes projectifs sont induits par l’endomorphisme de Fro-
benius φ de B1. Compte tenu de 2.6.9, (4.8.6.6), ([36] 1.15) et ([48] théo. 1), le terme de gauche
de cette suite est donc α-nul. On en déduit que le morphisme canonique
(4.8.6.14) Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
)→ lim
←−
Mn
est un α-isomorphisme. La proposition s’ensuit en vertu de 2.10.13(iii).
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Corollaire 4.8.7. Sous les hypothèses de (4.8.6), pour tout entier i ≥ 0, il existe un mor-
phisme canonique O
K
♭ -linéaire
(4.8.7.1) Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
)⊗O
K♭
(O
K
♭/̟p
i
O
K
♭)→ Hq(E˜s,L ⊗Fp B1),
où le but est considéré comme un O
K
♭ -module via πi (4.8.2.1), qui est un α-isomorphisme.
Proposition 4.8.8. Pour tout élément b ∈ OK tel que b
p 6∈ pOK , la suite
(4.8.8.1) 0 // Fp · b⊕ (
p
bp−1 ) ·B1
// B1
φ−bp−1id // B1 // 0
est exacte.
En effet, la question étant locale, on peut se borner au cas où X est affine. Soit (y  x) un
point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de s. On désigne par Vx la catégorie des X-
schémas étales x-pointés, et par Wx la sous-catégorie pleine de Vx formée des objets (U, p : x→ U)
tels que le schéma U soit affine. Ce sont des catégories cofiltrantes, et le foncteur d’injection
canonique W◦x → V
◦
x est cofinal ([4] I 8.1.3(c)). Avec les notations de 4.1.12, on a un isomorphisme
canonique (4.1.12.3)
(4.8.8.2) Bρ(y x)
∼
→ lim
−→
(U,p)∈W◦
x
R
y
U .
Montrons que pour tout z ∈ Bρ(y x), il existe t ∈ Bρ(y x) tel que tp−bp−1t = z. On peut supposer
que z ∈ R
y
X . Comme l’anneau Bρ(y x) est local ([2] III.10.10(i)), d’idéal maximal contenant p,
(4.8.8.3) (
p
bp−1
)pzp−1 − (1− p)p−1
est une unité de Bρ(y x). Il existe alors un objet (U, p : x→ U) de Wx tel que l’élément (4.8.8.3)
soit une unité de R
y
U . Il suffit de montrer que l’extension
(4.8.8.4) R
y
U [T ]/(T
p − bp−1T − z)
est étale au-dessus de R
y
U [
1
p ], ou encore que pour tout corps L et tout homomorphisme u : R
y
U [
1
p ]→
L, les équations T p− bp−1T −u(z) et pT p−1− bp−1 n’ont aucune solution commune dans L. Si une
telle solution y ∈ L existait, on aurait yp−1 = b
p−1
p et u(z) = y
p − bp−1y ∈ L, et par suite,
(4.8.8.5) (
p
bp−1
)pu(z)p−1 = (1− p)p−1,
ce qui est absurde puisque ( pbp−1 )
pzp−1 − (1 − p)p−1 est une unité de R
y
U .
Considérons ensuite, pour tout t ∈ Bρ(y x), l’équation
(4.8.8.6) tp − bp−1t ∈ pBρ(y x),
qui est équivalente, puisque Bρ(y x) est OK-plat, à l’équation
(4.8.8.7) (
t
b
)p −
t
b
∈
p
bp
Bρ(y x).
Comme l’anneau Bρ(y x) est normal et strictement local ([2] III.10.10(i)), d’idéal maximal conte-
nant p, on en déduit d’abord que tb ∈ Bρ(y x), puis que
(4.8.8.8) t ∈ b · (Zp +
p
bp
Bρ(y x)).
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Il résulte de ce qui précède et de 3.3.20(ii) que la suite (4.8.8.1) est exacte.
Corollaire 4.8.9. Pour tout élément non-nul b de O
K
♭ , la suite
(4.8.9.1) 0 // Fp
·b // B
℘ φ−bp−1id // B
℘ // 0
est exacte dans PAR.
Soit (bn)n≥0 ∈ (OC)N l’image inverse de b par l’isomorphisme (4.8.1.2). Il existe n0 ≥ 0 tel que
pour tout n ≥ n0, bpn 6∈ pOC . En vertu de 4.8.8, la suite
(4.8.9.2) 0 // Fp · bn ⊕ (
p
bp−1n
) ·B1 // B1
φ−bp−1n id // B1 // 0
est exacte. Comme v(bn) < 1p , on a pv(
p
bp−1n
) > 1, d’où la proposition.
Proposition 4.8.10. Supposons X propre sur S, et soient L un Fp-module de type fini de X
◦
f e´t,
q un entier ≥ 0, b un élément non-nul de O
K
♭ . Posons L = δ∗(β∗(L)), où β est le morphisme
(4.1.4.4) et δ est le plongement (4.1.5.1), et notons φ l’endomorphisme O
K
♭-semi-linéaire de
Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
)
induit par l’endomorphisme de Frobenius φ de B
℘
. Alors,
(i) La suite
(4.8.10.1)
0 // Hq(E˜s,L )
·b // Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
)
φ−bp−1id
// Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
) // 0
est exacte.
(ii) Le morphisme canonique
(4.8.10.2)
ker(φ− bp−1id|Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
))→ ker(φ− bp−1id|Hq(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
)⊗O
K♭
K
♭
)
est un isomorphisme.
En effet, d’après ([2] III.7.11) et ([36] 1.15), la suite (4.8.9.1) induit une suite exacte longue
de cohomologie
(4.8.10.3) Mq−1 // Hq(E˜s,L ) // Mq
φ−bp−1id
// Mq // Hq+1(E˜s,L ) ,
où on a posé Mj = Hj(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
) pour j ≥ 0 et M−1 = 0. En vertu de 4.8.6, il existe un
entier r ≥ 0 et un morphisme O
K
♭-linéaire
(4.8.10.4) u : m
K
♭ ⊗O
K♭
Mq → Or
K
♭
compatible à φ et à l’endomorphisme de Frobenius ϕ de O
K
♭ , et qui est un α-isomorphisme. Comme
K
♭
est algébriquement clos, pour tout c ∈ O
K
♭ , l’endomorphisme ϕ− cp−1id de O
K
♭ est surjectif.
Pour tous y ∈ Mq et t1 ∈ mK♭ , il existe z ∈ O
r
K
♭ tel que
(4.8.10.5) u(tp1 ⊗ y) = ϕ(z)− c
p−1z,
où on a encore noté ϕ l’endomorphisme de Or
K
♭ induit par l’endomorphisme ϕ de OK♭ . Pour tout
t2 ∈ mK♭ , il existe x ∈M
q et t ∈ m
K
♭ tels que u(t⊗ x) = t2z. On en déduit que
(4.8.10.6) u((t1t2)p ⊗ y) = u(tp ⊗ φ(x) − (ct2)p−1t⊗ x)
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Pour tout t3 ∈ mK♭ , on a donc
(4.8.10.7) (t1t2t3)py = φ(tt3x)− (ct2t3)p−1(tt3x).
Par ailleurs, pour tout élément non-nul b′ de O
K
♭ on a un diagramme commutatif
(4.8.10.8) ker(φ− bp−1id|Mq) //
·b′

Mq
φ−bp−1id
//
·b′

Mq //
·b′p

coker(φ− bp−1id|Mq)
·b′p

ker(φ − (bb′)p−1id|Mq) // Mq
φ−(bb′)p−1id
// Mq // coker(φ− (bb′)p−1id|Mq)
On déduit de ce qui précède (en prenant c = bt1 et b′ = t1t2t3) que pour tout b′ ∈ mK♭ , le dernier
morphisme vertical du diagramme (4.8.10.8) est nul.
D’après 4.8.9, pour tout élément non-nul b′ de O
K
♭ , on a un diagramme commutatif à lignes
exactes
(4.8.10.9) 0 // Fp
·b // B
℘
·b′

φ−bp−1id // B
℘
·b′p

// 0
0 // Fp
·bb′ // B
℘ φ−(bb
′)p−1id // B
℘ // 0
Il induit un diagramme commutatif à lignes exactes
(4.8.10.10)
0 // coker(φ′ − bp−1id|Mq−1) //
·b′p

Hq(E˜s,L ) // ker(φ− bp−1id|Mq)
·b′

// 0
0 // coker(φ′ − (bb′)p−1id|Mq−1) // Hq(E˜s,L ) // ker(φ− (bb′)p−1id|Mq) // 0
où on a noté φ′ l’endomorphisme de Mq−1 induit par φ. Comme le morphisme vertical de gauche
est nul, on en déduit que l’endomorphisme φ′ − bp−1id de Mq−1 est surjectif, et il en est donc de
même de l’endomorphisme φ− bp−1id de Mq ; d’où l’exactitude de la suite (4.8.10.1). On en déduit
aussi que la flèche verticale de droite est un isomorphisme :
(4.8.10.11) · b′ : ker(φ− bp−1id|Mq)
∼
→ ker(φ − (bb′)p−1id|Mq).
Il s’ensuit que l’application (4.8.10.2) est injective.
Soit x ∈ Mq ⊗O
K♭
K
♭
tel que φ(x) = bp−1x. Il existe z ∈ Mq et b′ ∈ m
K
♭ tels que b′ 6= 0 et
z = b′x ∈ Mq ⊗O
K♭
K
♭
. Par suite, φ(z) − (bb′)p−1z est annulé par une puissance de ̟. Quitte
à remplacer b′ par un multiple, on peut supposer que φ(z) = (bb′)p−1z. D’après l’isomorphisme
(4.8.10.11), il existe x′ ∈ ker(φ− bp−1id|Mq) tel que z = b′x′. On a alors x = x′ dans Mq ⊗O
K♭
K
♭
;
d’où la surjectivité de l’application (4.8.10.2).
Corollaire 4.8.11. Supposons X propre sur S, et soient L un Fp-module de type fini de X
◦
f e´t,
L = δ∗(β∗(L)). Alors, pour tout entier q ≥ 0, Hq(E˜s,L ) est un Fp-espace vectoriel de dimension
finie, et le morphisme canonique
(4.8.11.1) Hq(E˜s,L )⊗Fp OK♭ → H
q(E˜N
◦
s , λ
∗(L )⊗Fp B
℘
)
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est un α-isomorphisme.
En effet, en vertu de 4.8.10 et avec les notations de sa preuve, on a des isomorphismes cano-
niques
(4.8.11.2) Hq(E˜s,L )
∼
→ ker(φ− id|Mq)
∼
→ ker(φ− id|Mq ⊗O
K♭
K
♭
).
D’après 4.8.6, Mq⊗O
K♭
K
♭
est un K
♭
-espace vectoriel de dimension finie, et φ est un isomorphisme
O
K
♭-semi-linéaire de Mq ⊗O
K♭
K
♭
. Il résulte alors de ([40] 4.1.1) que Hq(E˜s,L ) est un Fp-espace
vectoriel de dimension finie, et que le morphisme K
♭
-linéaire
(4.8.11.3) Hq(E˜s,L )⊗Fp K
♭
→ Mq ⊗O
K♭
K
♭
est bijectif. Par suite, le morphisme (4.8.11.1) est injectif. Montrons qu’il est α-surjectif. Considé-
rons le morphisme u : m
K
♭ ⊗O
K♭
Mq → Or
K
♭ (4.8.10.4) et notons e1, . . . , er la base canonique de
Or
K
♭ . Comme u est α-injectif, il suffit de montrer que pour tout 1 ≤ i ≤ r et tout γ ∈ mK♭ , il existe
x ∈ Mq tel que φ(x) = x et u(γ ⊗ x) = γei. Pour tout t ∈ mK♭ , il existe y ∈ M
q et β ∈ m
K
♭ tels
que u(β⊗ y) = tei. On a u(βp⊗φ(y)) = tpei et donc u(βp⊗φ(y)− tp−1β⊗ y) = 0. Par suite, pour
tout t′ ∈ m
K
♭ , on a
(4.8.11.4) φ(t′βy) = (tt′)p−1t′βy.
Compte tenu de l’isomorphisme (4.8.10.11) (pour b = 1 et b′ = tt′), il existe x ∈Mq tel que φ(x) = x
et t′βy = tt′x. Par suite, pour tout t′′ ∈ m
K
♭ , on a t′t′′β⊗ y = tt′t′′⊗x dans m
K
♭ ⊗O
K♭
Mq et donc
u(tt′t′′ ⊗ x) = tt′t′′ei, d’où l’assertion recherchée.
Corollaire 4.8.12. Supposons X propre sur S, et soient n un entier ≥ 1, L un (Z/pnZ)-
module de type fini de X
◦
f e´t, L = δ
∗(β∗(L)). Alors, pour tout entier q ≥ 0, le morphisme canonique
(4.8.12.1) Hq(E˜s,L )⊗Zp OK → H
q(E˜s,L ⊗Zp Bn)
est un α-isomorphisme.
En effet, par dévissage, on peut se réduire au cas où n = 1. On notera que Bn est (Z/pnZ)-plat
([2] III.9.2). La proposition résulte alors de 4.8.11, 4.8.7 et (4.8.2.2).
Théorème 4.8.13 ([14] Theorem 8 page 223). Supposons X propre sur S, et soit F un faisceau
abélien de torsion, localement constant constructible de X
◦
e´t. Alors, pour tout entier q ≥ 0, on a un
morphisme canonique
(4.8.13.1) Hq(X
◦
e´t, F )⊗Zp OK → H
q(E˜, ψ∗(F )⊗Zp B),
où ψ est le morphisme (4.4.1.1), qui est un α-isomorphisme.
On peut évidemment se borner au cas où F est annulé par pn, pour un entier n ≥ 1. En vertu
de 4.4.2 et de la suite spectrale de Cartan-Leray, le morphisme canonique
(4.8.13.2) Hq(E˜, ψ∗(F ))→ Hq(X
◦
e´t, F )
est un isomorphisme. Notant ρX◦ : X
◦
e´t → X
◦
f e´t le morphisme canonique (2.1.17.1), il existe un
(Z/pnZ)-module de type fini L de X
◦
f e´t tel que F = ρ
∗
X
◦(L) d’après ([2] VI.9.20 et III.2.11). En
vertu de ([2] VI.10.9), on a un isomorphisme canonique
(4.8.13.3) β∗(L)
∼
→ ψ∗(ρ
∗
X
◦(L)).
4.8. LE PRINCIPAL THÉORÈME DE COMPARAISON P -ADIQUE DE FALTINGS DANS LE CAS ABSOLU211
Considérons le diagramme commutatif de morphismes canoniques
(4.8.13.4) Hq(E˜, β∗(L)) ⊗Zp OK //

Hq(E˜, β∗(L)⊗Zp Bn)

Hq(E˜s, δ
∗(β∗(L))) ⊗Zp OK
// Hq(E˜s, δ∗(β∗(L))⊗Zp Bn)
Les flèches verticales sont des isomorphismes d’après 3.3.25. La flèche horizontale inférieure est un
isomorphisme en vertu de 4.8.12. Il en est donc de même de la flèche horizontale supérieure ; d’où
la proposition.
Corollaire 4.8.14. Si X est propre sur S, pour tous entiers n ≥ 1 et q ≥ 0, on a un
morphisme canonique
(4.8.14.1) Hq(X
◦
e´t,Z/p
nZ)⊗Zp OK → H
q(E˜s,Bn),
qui est α-isomorphisme.
En effet, d’après ([2] VI.10.9(iii)), on a un isomorphisme canonique
(4.8.14.2) β∗(Z/pnZ)
∼
→ ψ∗(ρ
∗
X
◦(Z/pnZ)),
où ρX◦ : X
◦
e´t → X
◦
f e´t est le morphisme canonique (2.1.17.1). On en déduit un isomorphisme
(4.8.14.3) Z/pnZ
∼
→ ψ∗(Z/p
nZ),
qui n’est autre que le morphisme canonique par adjonction. Par ailleurs, comme le foncteur δ∗
(4.1.5.1) est exact, on a un isomorphisme canonique
(4.8.14.4) Hq(E˜s,Bn)
∼
→ Hq(E˜,Bn).
La proposition résulte alors de 4.8.13.

Chapitre 5
Cohomologie relative des topos de Faltings
5.1. Hypothèses et notations ; morphismes de schémas logarithmiques adéquats
5.1.1. Dans ce chapitre, K désigne un corps de valuation discrète complet de caractéristique
0, à corps résiduel algébriquement clos k de caractéristique p > 0, OK l’anneau de valuation de K,
K une clôture algébrique de K, OK la clôture intégrale de OK dans K, mK l’idéal maximal de OK
et GK le groupe de Galois de K sur K. On note OC le séparé complété p-adique de OK , mC son
idéal maximal, C son corps des fractions et v sa valuation, normalisée par v(p) = 1. On désigne
par Ẑ(1) et Zp(1) les Z[GK ]-modules
Ẑ(1) = lim
←−
n≥1
µn(OK),(5.1.1.1)
Zp(1) = lim
←−
n≥0
µpn(OK),(5.1.1.2)
où µn(OK) désigne le sous-groupe des racines n-ièmes de l’unité dans OK . Pour tout Zp[GK ]-module
M et tout entier n, on pose M(n) =M ⊗Zp Zp(1)
⊗n.
Comme OK satisfait les conditions requises dans 2.10.1, il est loisible de considérer les notions
de α-algèbre introduites dans les sections 2.6–2.10 relativement à OK .
On pose S = Spec(OK) et S = Spec(OK). On note s (resp. η, resp. η) le point fermé de S
(resp. générique de S, resp. générique de S). Pour tout entier n ≥ 1, on pose Sn = Spec(OK/pnOK).
Pour tout S-schéma X , on pose
(5.1.1.3) X = X ×S S et Xn = X ×S Sn.
On munit S de la structure logarithmique MS définie par son point fermé.
5.1.2. Dans ce chapitre, f : (X,MX)→ (S,MS) et f ′ : (X ′,MX′)→ (S,MS) désignent des
morphismes adéquats de schémas logarithmiques ([2] III.4.7) et
(5.1.2.1) g : (X ′,MX′)→ (X,MX)
un (S,MS)-morphisme lisse et saturé. On désigne par X◦ le sous-schéma ouvert maximal de X où
la structure logarithmiqueMX est triviale ; c’est un sous-schéma ouvert deXη. On note j : X◦ → X
l’injection canonique. Pour tout X-schéma U , on pose
(5.1.2.2) U◦ = U ×X X◦.
On note ~ : X → X et h : X
◦
→ X les morphismes canoniques (4.1.1.3), de sorte que l’on a
h = ~ ◦ jX .
On désigne par X ′⊲ le sous-schéma ouvert maximal de X ′ où la structure logarithmique MX′
est triviale ; c’est un sous-schéma ouvert de X ′◦ = X ′ ×X X◦. On note j′ : X ′⊲ → X ′ l’injection
canonique. Pour tout X ′-schéma U ′, on pose
(5.1.2.3) U ′⊲ = U ′ ×X′ X ′⊲.
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On note ~′ : X
′
→ X ′ et h′ : X
′⊲
→ X ′ les morphismes canoniques (4.1.1.3), de sorte que l’on a
h′ = ~′ ◦ j′
X
′ .
Pour alléger les notations, on pose
(5.1.2.4) Ω˜1X/S = Ω
1
(X,MX )/(S,MS)
,
que l’on considère comme un faisceau de Xzar ou Xe´t, selon le contexte (2.1.18). C’est un OX -
module localement libre de type fini. De même, on pose
(5.1.2.5) Ω˜1X′/S = Ω
1
(X′,MX′ )/(S,MS)
et Ω˜1X′/X = Ω
1
(X′,MX′)/(X,MX )
,
que l’on considère comme un faisceau de X ′zar ou X
′
e´t, selon le contexte. Ce sont des OX′ -modules
localement libres de type fini. De plus, on a alors une suite exacte canonique de OX′-modules
(5.1.2.6) 0→ g∗(Ω˜1X/S)→ Ω˜
1
X′/S → Ω˜
1
X′/X → 0.
5.1.3. Pour tout entier n ≥ 1, on note a : Xs → X , an : Xs → Xn, a′ : X ′s → X
′ et a′n : X
′
s →
X ′n les injections canoniques (5.1.1.3). Le corps résiduel de OK étant algébriquement clos, il existe
un unique S-morphisme s→ S. Celui-ci induit des immersions fermées a : Xs → X , an : Xs → Xn,
a′ : X ′s → X
′
et a′n : X
′
s → X
′
n qui relèvent a, an, a
′ et a′n, respectivement. Comme an (resp. a
′
n) est
un homéomorphisme universel, on peut considérer OXn (resp. OX′n) comme un faisceau de Xs,zar
ou Xs,e´t (resp. X ′s,zar ou X
′
s,e´t), selon le contexte (cf. 2.1.18).
5.1.4. On désigne par
(5.1.4.1) π : E → E´t/X
le U-site fibré de Faltings associé au morphisme h : X
◦
→ X (cf. 3.3.2). On munit E de la topologie
co-évanescente définie par π ([2] VI.5.3) et on note E˜ le topos des faisceaux de U-ensembles sur E.
On désigne par
σ : E˜ → Xe´t,(5.1.4.2)
β : E˜ → X
◦
f e´t,(5.1.4.3)
ψ : X
◦
e´t → E˜,(5.1.4.4)
ρ : Xe´t
←
×Xe´t X
◦
e´t → E˜,(5.1.4.5)
les morphismes canoniques (3.3.2.14), (3.3.2.15), (3.3.2.17) et (3.3.4.2).
On note E˜s le sous-topos fermé de E˜ complémentaire de l’ouvert σ∗(Xη) (3.3.19),
(5.1.4.6) δ : E˜s → E˜
le plongement canonique et
(5.1.4.7) σs : E˜s → Xs,e´t
le morphisme de topos induit par σ (3.3.22.3).
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5.1.5. Pour tout (V → U) ∈ Ob(E), on note U
V
la fermeture intégrale de U dans V On
désigne par B le préfaisceau sur E défini pour tout (V → U) ∈ Ob(E), par
(5.1.5.1) B((V → U)) = Γ(U
V
,O
U
V ).
C’est un anneau de E˜ ([2] III.8.16). D’après ([2] III.8.17), on a un homomorphisme canonique
(5.1.5.2) σ∗(~∗(OX))→ B.
Sauf mention explicite du contraire, on considère σ (5.1.4.2) comme un morphisme de topos annelés
(5.1.5.3) σ : (E˜,B)→ (Xe´t, ~∗(OX)).
Notant encore OK le faisceau constant de X
◦
f e´t de valeur OK . Sauf mention explicite du
contraire, on considère β (5.1.4.3) comme un morphisme de topos annelés
(5.1.5.4) β : (E˜,B)→ (X
◦
f e´t,OK).
Pour tout entier m ≥ 1, on pose
(5.1.5.5) Bm = B/pmB.
C’est un anneau de E˜s ([2] III.9.7). On désigne par
(5.1.5.6) σm : (E˜s,Bm)→ (Xs,e´t,OXm)
le morphisme de topos annelés induit par σ (5.1.5.3) (cf. [2] (III.9.9.4)) et par
(5.1.5.7) Σm : (E˜s,Bm)→ (Xs,zar,OXm)
le composé de σn et du morphisme canonique (2.1.18.5)
(5.1.5.8) um : (Xs,e´t,OXm)→ (Xs,zar,OXm).
Notant encore OK/p
mOK le faisceau constant de X
◦
f e´t de valeur OK/p
mOK , on désigne par
(5.1.5.9) βm : (E˜s,Bm)→ (X
◦
f e´t,OK/p
m
OK)
le morphisme induit par β (5.1.5.4).
5.1.6. On désigne par
(5.1.6.1) π′ : E′ → E´t/X′
le U-site fibré de Faltings associé au morphisme h′ : X
′⊲
→ X ′ (cf. 3.3.2). On munit E′ de la
topologie co-évanescente définie par π′ ([2] VI.5.3) et on note E˜′ le topos des faisceaux de U-
ensembles sur E′. On désigne par
σ′ : E˜′ → X ′e´t,(5.1.6.2)
β′ : E˜′ → X
′⊲
f e´t,(5.1.6.3)
ψ′ : X
′⊲
e´t → E˜
′,(5.1.6.4)
ρ′ : X ′e´t
←
×X′e´t X
′⊲
e´t → E˜,(5.1.6.5)
les morphismes canoniques (3.3.2.14), (3.3.2.15), (3.3.2.17) et (3.3.4.2).
On note E˜′s le sous-topos fermé de E˜
′ complémentaire de l’ouvert σ′∗(X ′η) (3.3.19),
(5.1.6.6) δ′ : E˜′s → E˜
′
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le plongement canonique et
(5.1.6.7) σ′s : E˜
′
s → X
′
s,e´t
le morphisme de topos induit par σ′ (3.3.22.3).
5.1.7. Pour tout objet (V → U) de E′, on note U
V
la fermeture intégrale de U dans V . On
désigne par B
′
le préfaisceau sur E′ défini pour tout (V → U) ∈ Ob(E′), par
(5.1.7.1) B
′
((V → U)) = Γ(U
V
,O
U
V ).
C’est un anneau de E˜′ ([2] III.8.16). D’après ([2] III.8.17), on a un homomorphisme canonique
(5.1.7.2) σ′∗(~′∗(OX ′))→ B
′
.
Sauf mention explicite du contraire, on considère σ′ (5.1.6.2) comme un morphisme de topos annelés
(5.1.7.3) σ′ : (E˜′,B
′
)→ (X ′e´t, ~
′
∗(OX′)).
Notant encore OK le faisceau constant de X
′⊲
f e´t de valeur OK . Sauf mention explicite du
contraire, on considère β′ (5.1.6.3) comme un morphisme de topos annelés
(5.1.7.4) β′ : (E˜′,B
′
)→ (X
′⊲
f e´t,OK).
Pour tout entier m ≥ 1, on pose
(5.1.7.5) B
′
m = B
′
/pmB
′
.
C’est un objet de E˜′s ([2] III.9.7). On désigne par
(5.1.7.6) σ′m : (E˜
′
s,B
′
m)→ (X
′
s,e´t,OX′m
)
le morphisme de topos annelés induit par σ′ (5.1.7.3) (cf. [2] (III.9.9.4)) et par
(5.1.7.7) Σ′m : (E˜
′
s,B
′
m)→ (X
′
s,zar,OX′m
)
le composé de σ′m et du morphisme canonique (2.1.18.5)
(5.1.7.8) u′m : (X
′
s,e´t,OX′m
)→ (X ′s,zar,OX ′m
).
Notant encore OK/p
mOK le faisceau constant de X
′⊲
f e´t de valeur OK/p
mOK , on désigne par
(5.1.7.9) β′m : (E˜
′
s,B
′
m)→ (X
′⊲
f e´t,OK/p
m
OK)
le morphisme induit par β′ (5.1.7.4).
5.1.8. Le foncteur
(5.1.8.1) Θ+ : E → E′, (V → U) 7→ (V ×X◦ X ′⊲ → U ×X X ′).
est continu et exact à gauche ([2] VI.10.12). Il définit donc un morphisme de topos
(5.1.8.2) Θ: E˜′ → E˜.
Il résulte aussitôt des définitions que les carrés du diagramme
(5.1.8.3) X ′e´t
g

E˜′
σ′oo
Θ

β′ // X
′⊲
f e´t
γ

Xe´t E˜
σoo β // X
◦
f e´t
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où γ : X
′⊲
→ X
◦
est le morphisme induit par g, sont commutatifs à isomorphismes canoniques
près.
On a un isomorphisme canonique Θ∗(σ∗(Xη)) ≃ σ′∗(X ′η) (5.1.8.3). En vertu de ([4] IV 9.4.3),
il existe donc un morphisme de topos
(5.1.8.4) Θs : E˜′s → E˜s
unique à isomorphisme canonique près tel que le diagramme
(5.1.8.5) E˜′s
Θs //
δ′

E˜s
δ

E˜′
Θ // E˜
soit commutatif à isomorphisme près, et même 2-cartésien. Il résulte de (5.1.8.3) et ([4] IV 9.4.3)
que le diagramme de morphismes de topos
(5.1.8.6) E˜′s
Θs //
σ′s

E˜s
σs

X ′s,e´t
gs // Xs,e´t
est commutatif à isomorphisme canonique près.
5.1.9. Pour tout (V → U) ∈ Ob(E), posons (V ′ → U ′) = Θ+(V → U) de sorte qu’on a un
diagramme commutatif
(5.1.9.1) X
′⊲

V ′

oo //

U
′

//

X
′

X
◦
Voo // U // X
On en déduit un morphisme
(5.1.9.2) U
′V ′
→ U
V
,
et par suite un homomorphisme d’anneaux de E˜
(5.1.9.3) B → Θ∗(B
′
).
Nous considérons dans la suite Θ (5.1.8.2) comme un morphisme de topos annelés (respectivement
par B
′
et B). Nous utilisons pour les modules la notationΘ−1 pour désigner l’image inverse au sens
des faisceaux abéliens et nous réservons la notation Θ∗ pour l’image inverse au sens des modules.
Pour tout entierm ≥ 1, l’homomorphisme canoniqueΘ−1(B)→ B
′
induit un homomorphisme
Θ∗s(Bm)→ B
′
m. Le morphisme Θs est donc sous-jacent à un morphisme de topos annelés, que l’on
note
(5.1.9.4) Θm : (E˜′s,B
′
m)→ (E˜s,Bm).
Lemme 5.1.10. Soient (P, γ) une carte fine pour (X,MX) ([2] II.5.13), x′ un point géométrique
de X ′, x = g(x′). Alors, il existe un voisinage étale U ′ de x′ dans X ′, une carte (P ′, γ′) pour
(U ′,MX′ |U
′) et un homomorphisme h : P → P ′ de monoïdes tels que les conditions suivantes
soient remplies :
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(i) ((P ′, γ′), (P, γ), h) est une carte pour la restriction gU ′ : (U ′,MX′ |U ′) → (X,MX) de g à
U ′, autrement dit, le diagramme d’homomorphismes de monoïdes
(5.1.10.1) P ′
γ′ // Γ(U ′,MX′)
P
γ //
h
OO
Γ(X,MX)
g♭
U′
OO
est commutatif, ou ce qui revient au même le diagramme associé de morphismes de schémas
logarithmiques
(5.1.10.2) (U ′,MX′ |U ′)
γ′a //
gU′

AP ′
Ah

(X,MX)
γa // AP
est commutatif (2.1.4).
(ii) P ′ est fin et saturé ([2] II.5.1). Si, de plus, P gp est libre sur Z, il en est de même de P ′gp.
(iii) L’homomorphisme hgp : P gp → P ′gp est injectif, le sous-groupe de torsion de coker(hgp)
est fini d’ordre inversible dans OX′,x′ et le morphisme de schémas usuels
(5.1.10.3) U ′ → X ×AP AP ′
déduit de (5.1.10.2) est étale.
(iv) Il existe un sous-groupe A′ de P ′ tel que γ′ induise un isomorphisme
(5.1.10.4) P ′/A′
∼
→ MX′,x′/O
×
X′,x′ .
(v) Si, de plus, il existe un sous-groupe A de P tel que γ induise un isomorphisme
(5.1.10.5) P/A
∼
→ MX,x/O
×
X,x,
alors l’homomorphisme h est saturé ([2] II.5.2).
Nous reprenons la preuve de ([37] 4.1 ; cf. § 6) en l’adaptant (cf. aussi [2] III.4.3). Soient
t1, . . . , tr ∈ MX′,x′ tels que d log(t1), . . . , d log(tr) forment une base du OX′,x′-module
(5.1.10.6) Ω1(X′,MX′ )/(X,MX),x′ .
Posons H = Nr ⊕ P et considérons l’homomorphisme
(5.1.10.7) ϕ : H = Nr ⊕ P → MX′,x′ , (n1, . . . , nr) + t 7→
r∏
i=1
tnii · g
♭(γ(t)).
Notons α : M gpX′,x′ → M
gp
X′,x′/O
×
X′,x′ la projection canonique et L l’image de l’homomorphisme
(5.1.10.8) α ◦ ϕgp : Hgp → M gpX′,x′/O
×
X′,x′ .
Comme MX′ est fin et saturé ([57] II 2.12), M
gp
X′,x′/O
×
X′,x′ est un Z-module libre de type fini.
D’après l’étape 2 de ([37] page 331), on voit que le conoyau de α ◦ ϕgp est annulé par un entier
inversible dans OX′,x′ . Il existe donc une Z-base e1, . . . , ed de M
gp
X′,x′/O
×
X′,x′ et des entiers f1, . . . , fd
tels que ef11 , . . . , e
fd
d forment une Z-base de L, que fi divise fi+1 pour tout 1 ≤ i ≤ d− 1 et que fd
soit inversible dans OX′,x′ . Soient F1, . . . , Fd ∈ Hgp et e˜1, . . . , e˜d ∈ M
gp
X′,x′ tels que α(ϕ
gp(Fi)) = e
fi
i
et α(e˜i) = ei pour tout 1 ≤ i ≤ d. Il existe alors ui ∈ O
×
X′,x′ tel que ϕ
gp(Fi) = uie˜
fi
i . Comme
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O
×
X′,x′ est fi-divisible, il existe vi ∈ O
×
X′,x′ tel que v
fi
i = ui. Remplaçant e˜i par vie˜i, on peut
supposer que ϕgp(Fi) = e˜
fi
i . On désigne par β : M
gp
X′,x′/O
×
X′,x′ → M
gp
X′,x′ le scindage de α défini
par β(ei) = e˜i pour tout 1 ≤ i ≤ d, par ρ : Hgp → L l’homomorphisme surjectif induit par α ◦ ϕgp,
par σ : L → Hgp le scindage de ρ défini par σ(efii ) = Fi pour tout 1 ≤ i ≤ d, par M le noyau
de ρ, et par τ : Hgp → M l’homomorphisme qui à tout h ∈ Hgp associe h − σ(ρ(h)). On pose
G =M ⊕M gpX′,x′/O
×
X′,x′ et
(5.1.10.9) φ : G =M ⊕M gpX′,x′/O
×
X′,x′ → M
gp
X′,x′ , (m, t) 7→ φ(m, t) = ϕ
gp(m) · β(t).
On a ϕgp = φ ◦ (τ ⊕ α ◦ ϕgp) : Hgp → M gpX′,x′ . On le vérifie immédiatement pour les éléments de
M et pour les éléments (Fi)1≤i≤d. On pose P ′ = φ−1(MX′,x′). D’après ([38] 2.10), il existe un
voisinage étale U ′ de x′ dans X ′ et un homomorphisme γ′ : P ′ → Γ(U ′,MX′) qui est une carte
pour (U ′,MX′ |U ′) et dont la fibre γ′x′ : P
′ → MX′,x′ en x′ est induite par φ. L’homomorphisme
τ ⊕ α ◦ ϕgp : Hgp → G induit un homomorphisme H → P ′ et par suite un homomorphisme
h : P → P ′ qui rend commutatif le diagramme (5.1.10.1).
Comme l’homomorphisme G → M gpX′,x′/O
×
X′,x′ induit par φ est surjectif, P
′gp = G et P ′ est
intègre. Il résulte aussitôt de la définition qu’il existe un sous-groupe A′ de P ′ tel que γ′x′ induise
un isomorphisme
(5.1.10.10) P ′/A′
∼
→ MX′,x′/O
×
X′,x′ .
Par suite, A′ = P ′×. Comme MX′,x′ est saturé, MX′,x′/O
×
X′,x′ est saturé et donc P
′ est saturé
([2] II.5.1). Si P gp est libre sur Z, il en est de même de Hgp et donc de G = P ′gp.
L’homomorphisme τ ⊕ α ◦ ϕgp : Hgp → G est injectif et son conoyau est isomorphe à celui de
α ◦ ϕgp. On en déduit que l’homomorphisme hgp : P gp → P ′gp est injectif et que le sous-groupe
de torsion de coker(hgp) est fini d’ordre inversible dans OX′,x′ . L’étape 4 de ([37] § 6 page 332)
montre que le morphisme de schémas usuels U ′ → X ×AP AP ′ déduit de (5.1.10.2) est étale.
Sous les hypothèses de (v), l’homomorphisme h est saturé en vertu de (5.1.10.10) et ([57] I
3.16).
Définition 5.1.11. On appelle carte relativement adéquate pour le morphisme g la don-
née d’une carte (N, ι) pour (S,MS), d’une carte (P, γ) pour (X,MX), d’une carte (P ′, γ′) pour
(X ′,MX′) et de deux homomorphismes de monoïdes ϑ : N→ P et h : P → P ′ tels que les conditions
suivantes soient remplies :
(i) ((P ′, γ′), (P, γ), h) est une carte pour g ([2] II.5.14).
(ii) L’homomorphisme h est saturé ([2] II.5.2).
(iii) L’homomorphisme hgp : P gp → P ′gp est injectif, le sous-groupe de torsion de coker(hgp)
est fini d’ordre premier à p et le morphisme de schémas usuels
(5.1.11.1) X ′ → X ×AP AP ′
déduit de la carte (i) est étale.
(iv) ((P, γ), (N, ι), ϑ) est une carte adéquate pour f ([2] III.4.4).
(v) ((P ′, γ′), (N, ι), h ◦ ϑ) est une carte adéquate pour f ′.
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Proposition 5.1.12. Pour tout point géométrique x′ de X ′ au-dessus de s, il existe un dia-
gramme commutatif de morphismes de schémas logarithmiques
(5.1.12.1) (U ′,MU ′) //
g†

(X ′,MX′)
g

(U,MU ) // (X,MX)
tel que les flèches horizontales soient étales et strictes, que U ′ soit un voisinage étale de x′ dans
X ′, et que g† admette une carte relativement adéquate ((P ′, γ′), (P, γ), (N, ι), ϑ : N→ P, h : P → P ′)
(5.1.11).
En effet, d’après ([2] III.4.6) et la preuve de (c)⇒(a), il existe un voisinage étale U de x = g(x′)
dans X , une carte adéquate ((P, γ), (N, ι), ϑ : N → P ) de la restriction fU : (U,MX |U)→ (S,MS)
de f à U et un sous-groupe A de P tels que γ induise un isomorphisme
(5.1.12.2) P/A
∼
→ MX,x/O
×
X,x.
Remplaçant g par le changement de base par le morphisme strict (U,MX |U)→ (X,MX), on peut
supposer qu’il existe une carte adéquate ((P, γ), (N, ι), ϑ : N → P ) pour f et un sous-groupe A de
P tels que γ induise un isomorphisme
(5.1.12.3) P/A
∼
→ MX,x/O
×
X,x.
D’après 5.1.10, il existe alors un voisinage étale U ′ de x′ dans X ′ et une carte
((P ′, γ′), (P, γ), h : P → P ′)
pour la restriction gU ′ : (U ′,MX′ |U ′)→ (X,MX) de g à U ′ tels que les conditions suivantes soient
remplies :
(i) Le monoïde P ′ est torique ([2] II.5.1) et l’homomorphisme h est saturé.
(ii) L’homomorphisme hgp : P gp → P ′gp est injectif, le sous-groupe de torsion de coker(hgp)
est fini d’ordre premier à p et le morphisme de schémas usuels
(5.1.12.4) U ′ → X ×AP AP ′
induit par la carte est étale.
(iii) Il existe un sous-groupe A′ de P ′ tel que γ′ induise un isomorphisme
(5.1.12.5) P ′/A′
∼
→ MX′,x′/O
×
X′,x′ .
Il résulte alors de la preuve de (c)⇒(a) de ([2] III.4.6) que ((P ′, γ′), (N, ι), h ◦ ϑ) est une carte
adéquate pour f ′U ′ = f ◦ gU ′ .
5.2. Cohomologie galoisienne dans le cas relatif
5.2.1. Dans cette section, on suppose que les schémas X = Spec(R) et X ′ = Spec(R′)
sont affines et connexes, que X ′s est non-vide et que le morphisme g (5.1.2.1) admet une carte
relativement adéquate (5.1.11)
(5.2.1.1) ((P ′, γ′), (P, γ), (N, ι), ϑ : N→ P, h : P → P ′).
On pose π = ι(1) qui est une uniformisante de OK ,
(5.2.1.2) Ω˜1R/OK = Ω˜
1
X/S(X), Ω˜
1
R′/OK
= Ω˜1X′/S(X
′) et Ω˜1R′/R = Ω˜
1
X′/X(X
′).
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On a alors une suite exacte scindée de R′-modules (5.1.2.6)
(5.2.1.3) 0→ Ω˜1R/OK ⊗R R
′ → Ω˜1R′/OK → Ω˜
1
R′/R → 0.
5.2.2. Pour tout entier n ≥ 1, on pose
OKn = OK [ζ]/(ζ
n − π),(5.2.2.1)
qui est un anneau de valuation discrète. On note Kn le corps des fractions de OKn et πn la classe
de ζ dans OKn , qui est une uniformisante de OKn . On pose S
(n) = Spec(OKn) que l’on munit de la
structure logarithmique MS(n) définie par son point fermé. On désigne par ιn : N→ Γ(S
(n),MS(n))
l’homomorphisme défini par ιn(1) = πn ; c’est une carte pour (S(n),MS(n)).
Considérons le système inductif de monoïdes (N(n))n≥1, indexé par l’ensemble Z≥1 ordonné
par la relation de divisibilité, défini par N(n) = N pour tout n ≥ 1 et dont l’homomorphisme
de transition N(n) → N(mn) (pour m,n ≥ 1) est l’endomorphisme de Frobenius d’ordre m de N
(i.e., l’élévation à la puissance m-ième). On notera N(1) simplement N. Les schémas logarithmiques
(S(n),MS(n))n≥1 forment naturellement un système projectif. Pour tous entiers m,n ≥ 1, avec les
notations de 2.1.4, on a un diagramme cartésien de morphismes de schémas logarithmiques
(5.2.2.2) (S(mn),MS(mn))
ιamn //

AN(mn)

(S(n),MS(n))
ιan // AN(n)
où ιan (resp. ι
a
mn) est le morphisme associé à ιn (resp. ιmn) ([2] II.5.13).
5.2.3. On désigne par (P (n))n≥1 le système inductif de monoïdes, indexé par l’ensemble Z≥1
ordonné par la relation de divisibilité, défini par P (n) = P pour tout n ≥ 1 et dont l’homomor-
phisme de transition in,mn : P (n) → P (mn) (pour m,n ≥ 1) est l’endomorphisme de Frobenius
d’ordre m de P (i.e., l’élévation à la puissance m-ième). On note P (1) simplement P .
Pour tout n ≥ 1, on pose (avec les notations de 2.1.4)
(5.2.3.1) (X(n),MX(n)) = (X,MX)×AP AP (n) .
On rappelle (4.2.6.3) qu’il existe un unique morphisme
(5.2.3.2) f (n) : (X(n),MX(n))→ (S
(n),MS(n))
qui s’insère dans le diagramme commutatif
(5.2.3.3) (X(n),MX(n)) //

f(n) ((PP
PP
PP
PP
PP
PP
AP (n)
Aϑ{{✇✇
✇✇
✇✇
✇✇
✇

(S(n),MS(n))
ιan //

AN(n)

(S,MS)
ιa // AN
(X,MX) //
f
66♠♠♠♠♠♠♠♠♠♠♠♠
AP
Aϑ
cc❍❍❍❍❍❍❍❍❍
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D’après 4.2.7, le morphisme f (n) est lisse et saturé et le sous-schéma ouvert maximal de X(n) où la
structure logarithmique MX(n) est triviale est égal à X
(n)◦ = X(n) ×X X◦ (5.1.2.2). D’après ([2]
III.4.2), le schéma X(n) est donc normal et S(n)-plat, et l’immersion X(n)◦ → X(n) est schémati-
quement dominante.
5.2.4. On désigne par (P ′[n])n≥1 le système inductif de monoïdes indexé par l’ensemble Z≥1
ordonné par la relation de divisibilité, défini par P ′[n] = P ′ pour tout n ≥ 1 et dont l’homomor-
phisme de transition P ′[n] → P ′[mn] (pour m,n ≥ 1) est l’endomorphisme de Frobenius d’ordre m
de P ′. On note P ′[1] simplement P ′.
Pour tout n ≥ 1, on pose (avec les notations de 2.1.4)
(5.2.4.1) (X ′[n],MX′[n]) = (X
′,MX′)×AP ′ AP ′[n] .
Il existe alors un unique morphisme
(5.2.4.2) f ′[n] : (X ′[n],MX′[n])→ (S
(n),MS(n))
qui s’insère dans le diagramme commutatif
(5.2.4.3) (X ′[n],MX′[n]) //

f ′[n] ((PP
PP
PP
PP
PP
PP
AP ′[n]
Ah◦ϑ{{✇✇
✇✇
✇✇
✇✇
✇

(S(n),MS(n)) //

AN(n)

(S,MS) // AN
(X ′,MX′) //
f ′
66♠♠♠♠♠♠♠♠♠♠♠♠
AP ′
Ah◦ϑ
cc❍❍❍❍❍❍❍❍❍
D’après 4.2.7, le morphisme f ′[n] est lisse et saturé et le sous-schéma ouvert maximal de X ′[n]
où la structure logarithmique MX′[n] est triviale est égal à X
′[n]⊲ = X ′[n] ×X′ X ′⊲ (5.1.2.3).
D’après ([2] III.4.2), le schéma X ′[n] est donc normal et S(n)-plat, et l’immersion X ′[n]⊲ → X ′[n]
est schématiquement dominante.
5.2.5. Pour tout n ≥ 1, on pose
(5.2.5.1) (X ′(n),MX′(n)) = (X
(n),MX(n))×(X,MX) (X
′,MX′),
le produit étant indifféremment pris dans la catégorie des schémas logarithmiques ou dans celle
des schémas logarithmiques saturés ([2] II.5.20). Le morphisme
(5.2.5.2) f ′(n) : (X ′(n),MX′(n))→ (S
(n),MS(n)),
déduit de f (n) (5.2.3.2), est donc lisse et saturé ([57] II 2.11). Il résulte de 4.2.7(iv) que X ′(n)⊲ =
X ′(n) ×X′ X ′⊲ (5.1.2.3) est le sous-schéma ouvert maximal de X ′(n) où la structure logarithmique
MX′(n) est triviale ([45] III 1.2.8). D’après ([2] III.4.2), le schéma X
′(n) est normal et S(n)-plat, et
l’immersion X ′(n)⊲ → X ′(n) est schématiquement dominante.
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On désigne par P ′(n) la somme amalgamée des homomorphismes de monoïdes h : P → P ′ et
P → P (n). Comme h est saturé, le diagramme
(5.2.5.3) P //

P (n)

P ′ // P ′(n)
est cocartésien indifféremment dans la catégorie des monoïdes ou dans celle des monoïdes fins et
saturés ([2] II.5.2). Le diagramme
(5.2.5.4) P gp //

P (n)gp

P ′gp // P ′(n)gp
est donc cocartésien dans la catégorie des groupes abéliens ([4] I 2.11), et P ′(n) s’identifie au sous-
monoïde fin de P ′(n)gp engendré par les images de P ′ et P (n). On a un homomorphisme canonique
(5.2.5.5) P ′(n) → P ′[n]
au-dessus de P ′ et P (n), et un morphisme strict canonique
(5.2.5.6) (X ′(n),MX′(n))→ AP ′(n) .
Il existe un unique (S(n),MS(n))-morphisme
(5.2.5.7) g(n) : (X ′[n],MX′[n])→ (X
(n),MX(n))
au-dessus de g et du morphisme Ah : AP ′[n] → AP (n) . Celui-ci induit un morphisme canonique
(5.2.5.8) (X ′[n],MX′[n])→ (X
′(n),MX′(n))
au-dessus de (X ′,MX′), de (X(n),MX(n)) et du morphisme AP ′[n] → AP ′(n) (5.2.5.5).
Proposition 5.2.6. Soit n un entier ≥ 1.
(i) Les morphismes f (n) (5.2.3.2) et f ′[n] (5.2.4.2) sont adéquats, le morphisme g(n) (5.2.5.7)
est lisse et saturé, et
(5.2.6.1) (P ′[n], P (n),N(n), ϑ : N(n) → P (n), h : P (n) → P ′[n])
est une carte relativement adéquate pour g(n).
(ii) Les noyau et conoyau de l’homomorphisme P ′(n)gp → P ′[n]gp sont annulés par n, en par-
ticulier, le morphisme de schémas en groupes Spec(K[P ′[n]gp])→ Spec(K[P ′(n)gp]) est fini
et étale.
(iii) Les carrés du diagramme d’homomorphismes de monoïdes (5.2.5.5)
(5.2.6.2) P ′ //

P ′(n) //

P ′[n]

P ′gp // P ′(n)gp // P ′[n]gp
sont cocartésiens.
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(iv) Les carrés du diagramme canonique
(5.2.6.3) X ′[n]

// AP ′[n]

X ′(n)

// AP ′(n)

X ′ // AP ′
sont cartésiens.
(v) Les carrés du diagramme canonique
(5.2.6.4) X ′[n]⊲

// AP ′[n]gp

X ′(n)⊲ //

AP ′(n)gp

X ′⊲ // AP ′gp
sont cartésiens.
(vi) Le schéma X ′[n]⊲ est un espace principal homogène pour la topologie étale au-dessus de
X ′(n)⊲ sous le groupe Hom(P ′gp/hgp(P gp), µn(K)).
(vii) Le schéma X ′(n)⊲ est un espace principal homogène pour la topologie étale au-dessus de
X ′⊲ sous le groupe Hom(P gp, µn(K)).
(i) En effet, les morphismes f (n) et f ′[n] sont adéquats d’après 4.2.7(i). Il est clair que (5.2.6.1)
est une carte pour le morphisme g(n), et elle est relativement adéquate (5.1.11) en vertu de 4.2.7(i)
et du diagramme commutatif (de schémas non-logarithmiques) dont les flèches verticales sont des
isomorphismes
(5.2.6.5) X ′[n] //

X(n) ×A
P(n)
AP ′[n]

X ′ ×AP ′ AP ′[n]
// X ×AP AP ′[n]
(ii) En effet, le morphisme composé P ′gp → P ′(n)gp → P ′[n]gp s’identifiant au morphisme de
multiplication par n de P ′gp, le conoyau du morphisme P ′(n)gp → P ′[n]gp est annulé par n. D’autre
part, la suite
(5.2.6.6) 0→ P gp
u
→ P ′gp ⊕ P (n)gp
v
→ P ′(n)gp → 0,
où v est le morphisme canonique, et où avec les notations de (4.2.4.1), on a u(x) = (hgp(x),−nx(n))
pour tout x ∈ P gp, est exacte (5.2.5.4). On en déduit que le noyau du morphisme P ′(n)gp → P ′[n]gp
est annulé par n. La seconde assertion s’ensuit compte tenu de ([45] IV 3.1.10).
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(iii) Considérons le diagramme commutatif d’homomorphismes de monoïdes
(5.2.6.7) P //

!!❈
❈❈
❈❈
❈❈
❈
'&%$ !"#1
P (n)
zz✉✉
✉✉
✉✉
✉✉
✉

P gp //

'&%$ !"#2
P (n)gp

P ′gp // P ′(n)gp
P ′ //
==④④④④④④④④④
'&%$ !"#3
P ′(n)
dd■■■■■■■■■
La face '&%$ !"#2 et la face représentée par le grand carré extérieur sont cocartésiennes. La face '&%$ !"#1 est
cocartésienne puisque P (n)gp est engendré, en tant que monoïde, par les images canoniques de P gp
et P (n) (cf. aussi la preuve de [2] II.6.6(vi)). On en déduit que la face '&%$ !"#3 est cocartésienne. De
même que pour '&%$ !"#1 , le diagramme
(5.2.6.8) P ′ //

P ′[n]

P ′gp // P ′[n]gp
est cocartésien. La proposition s’ensuit.
(iv) En effet, par définition, le grand rectangle extérieur du diagramme commutatif canonique
(5.2.6.9) X ′(n)

// X ′

AP ′(n)
//

AP ′

AP (n)
// AP
est cartésien. Par ailleurs, le carré inférieur est cartésien puisque le diagramme de morphismes de
monoïdes (5.2.5.3) est cocartésien. Par suite, le carré supérieur est aussi cartésien. La proposition
s’ensuit puisque le rectangle extérieur de (5.2.6.3) est cartésien par définition.
(v) Cela résulte de (ii) et (iii) compte tenu des isomorphismes canoniques
X ′(n)⊲
∼
→ X ′(n) ×A
P ′(n)
AP ′(n)gp ,(5.2.6.10)
X ′[n]⊲
∼
→ X ′[n] ×A
P ′[n]
AP ′[n]gp .(5.2.6.11)
(vi) Cela résulte de (i), (iv) et du fait que l’homomorphisme canonique
(5.2.6.12) Hom(coker(P ′(n)gp → P ′[n]gp), µn(K))→ Hom(coker(P (n)gp → P ′[n]gp), µn(K))
est un isomorphisme (5.2.5.4).
(vii) Cela résulte de 4.2.7(v) compte tenu de la définition (5.2.5.1).
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5.2.7. Soient y′ un point géométrique de X
′⊲
et y son image dans X
◦
(cf. 5.1.1 et 5.1.2). Les
schémas X et X
′
étant localement irréductibles d’après 4.2.7(iii), ils sont les sommes des schémas
induits sur leurs composantes irréductibles. On note X
⋆
(resp. X
′⋆
) la composante irréductible de
X (resp. X
′
) contenant y (resp. y′). De même, X
◦
(resp. X
′⊲
) est la somme des schémas induits sur
ses composantes irréductibles et X
⋆◦
= X
⋆
×X X◦ (resp. X
′⋆⊲
= X
′⋆
×X′ X ′⊲) est la composante
irréductible de X
◦
(resp. X
′⊲
) contenant y (resp. y′).
On désigne par ∆ le groupe profini π1(X
⋆◦
, y) et par R la représentation discrète R
y
X de ∆
définie dans (4.1.9.2). Soit (Vi)i∈I le revêtement universel normalisé de X
⋆◦
en y (2.1.20). On
rappelle que l’on a (4.1.9.3)
(5.2.7.1) R = lim
−→
i∈I
B(Vi → X).
Considérons l’anneau
(5.2.7.2) R
!
= lim
−→
i∈I
B
′
(Vi ×X◦ X
′⊲
→ X ′),
qui est naturellement muni d’une action discrète de ∆ par des automorphismes d’anneaux. On a
un homomorphisme canonique ∆-équivariant R→ R
!
.
On désigne par ∆′ le groupe profini π1(X
′⋆⊲
, y′) et par R
′
la représentation discrète R
′y′
X′ de
∆′ définie dans (4.1.9.2). Soit (Wj)j∈J le revêtement universel normalisé de X
′⋆⊲
en y′. On a donc
(5.2.7.3) R
′
= lim
−→
j∈J
B
′
(Wj → X
′).
Pour tout i ∈ I, on a un X
◦
-morphisme canonique y → Vi. On en déduit un X
′⊲
-morphisme
y′ → Vi ×X◦ X
′⊲
. Le schéma Vi ×X◦ X
′⊲
étant localement irréductible, il est la somme des
schémas induits sur ses composantes irréductibles. On note V ′i la composante irréductible de Vi×X◦
X
′⊲
contenant l’image de y′. Les schémas (V ′i )i∈I forment naturellement un système projectif de
revêtements étales finis connexes y′-pointés de X
′⋆⊲
. Pour tout i ∈ I, on note Πi le sous-groupe
ouvert de ∆′ correspondant à V ′i , autrement dit le noyau de l’action canonique de ∆
′ sur la fibre
de V ′i au-dessus de y
′ (2.1.20.2). On désigne par Π le sous-groupe fermé de ∆′ défini par
(5.2.7.4) Π = ∩i∈IΠi.
Posant ∆⋄ = ∆′/Π, on a un homomorphisme canonique ∆′ → ∆ qui se factorise à travers un
homomorphisme injectif ∆⋄ → ∆.
Considérons l’anneau
(5.2.7.5) R
⋄
= lim
−→
i∈I
B
′
(V ′i → X
′),
qui est naturellement muni d’une action discrète de ∆⋄ par des automorphismes d’anneaux. On a
un homomorphisme canonique surjectif et ∆⋄-équivariant R
!
→ R
⋄
.
Pour tous i ∈ I et j ∈ J , il existe au plus un morphisme de X
′⋆⊲
-schémas pointés Wj → V ′i .
De plus, pour tout i ∈ I, il existe j ∈ J et un morphisme de X
′⋆⊲
-schémas pointés Wj → V ′i . On
a donc un homomorphisme canonique
(5.2.7.6) lim
−→
i∈I
B
′
(V ′i → X
′)→ lim
−→
j∈J
B
′
(Wj → X
′).
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On en déduit un homomorphisme canonique ∆′-équivariant de R′1-algèbres
(5.2.7.7) R
⋄
→ R
′
.
On désigne par R̂, R̂
!
, R̂
⋄
et R̂
′
les séparés complétés p-adiques de R, R
!
, R
⋄
et R
′
, respective-
ment.
5.2.8. D’après (5.2.5.8), on a des morphismes canoniques de systèmes projectifs de schémas
logarithmiques, indexés par l’ensemble Z≥1 ordonné par la relation de divisibilité,
(5.2.8.1) (X ′[n],MX′[n])→ (X
′(n),MX′(n))→ (X
(n),MX(n))→ (S
(n),MS(n)).
Pour tous entiers m,n ≥ 1, le morphisme canonique X ′[mn] → X ′[n] est fini et surjectif. Il existe
donc un X ′-morphisme ([30] 8.3.8(i))
(5.2.8.2) y′ → lim
←−
n≥1
X ′[n].
On fixe un tel morphisme dans la suite de cette section. Celui-ci induit un S-morphisme
(5.2.8.3) S → lim
←−
n≥1
S(n).
Pour tout entier n ≥ 1, on pose
X
′[n]
= X ′[n] ×S(n) S, X
′[n]⊲
= X
′[n]
×X′ X
′⊲,(5.2.8.4)
X
′(n)
= X ′(n) ×S(n) S, X
′(n)⊲
= X
′(n)
×X′ X
′⊲,(5.2.8.5)
X
(n)
= X(n) ×S(n) S, X
(n)◦
= X
(n)
×X X
◦.(5.2.8.6)
Les morphismes (5.2.8.1) induisent des morphismes de systèmes projectifs de S-schémas
(5.2.8.7) X
′[n]
→ X
′(n)
→ X
(n)
.
On déduit de (5.2.8.1) et (5.2.8.2) un X
′
-morphisme
(5.2.8.8) y′ → lim
←−
n≥1
X
′[n]
.
5.2.9. Pour tout entier n ≥ 1, le schéma X
′[n]
est normal et localement irréductible d’après
4.2.7(iii). Il est donc la somme des schémas induits sur ses composantes irréductibles. On note
X
′[n]⋆
la composante irréductible de X
′[n]
contenant l’image de y′ (5.2.8.8). De même, X
′[n]⊲
est
la somme des schémas induits sur ses composantes irréductibles et X
′[n]⋆⊲
= X
′[n]⋆
×X′ X ′⊲ est la
composante irréductible de X
′[n]⊲
contenant l’image de y′. On pose
(5.2.9.1) R′n = Γ(X
′[n]⋆
,O
X
′[n]).
Les anneaux (R′n)n≥1 forment naturellement un système inductif. On pose
R′∞ = lim−→
n≥1
R′n,(5.2.9.2)
R′p∞ = lim
−→
n≥0
R′pn .(5.2.9.3)
Le morphisme (5.2.8.8) induit des homomorphismes injectifs de R′1-algèbres
(5.2.9.4) R′p∞ → R
′
∞ → R
′
.
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De même, pour tout entier n ≥ 1, le schéma X
(n)
est la somme des schémas induits sur ses
composantes irréductibles. On note X
(n)⋆
la composante irréductible de X
(n)
contenant l’image de
y′ (5.2.8.8). Le schéma X
(n)◦
est la somme des schémas induits sur ses composantes irréductibles
et X
(n)⋆◦
= X
(n)⋆
×XX◦ est la composante irréductible de X
(n)◦
contenant l’image de y′. On pose
(5.2.9.5) Rn = Γ(X
(n)⋆
,O
X
(n)).
Les anneaux (Rn)n≥1 forment naturellement un système inductif. On pose
R∞ = lim
−→
n≥1
Rn,(5.2.9.6)
Rp∞ = lim
−→
n≥0
Rpn .(5.2.9.7)
Les morphismes (5.2.8.7) et (5.2.8.8) induisent des homomorphismes injectifs de R1-algèbres
(5.2.9.8) Rp∞ → R∞ → R.
Pour tout entier n ≥ 1, le schéma X
′(n)
est normal et localement irréductible d’après (5.2.5.1)
et ([2] III.4.2(iii)). Il est donc la somme des schémas induits sur ses composantes irréductibles.
Par ailleurs, l’immersion X
′(n)⊲
→ X
′(n)
est schématiquement dominante ([30] 11.10.5). On note
X
′(n)⋆
la composante irréductible de X
′(n)
contenant l’image de y′ (5.2.8.8). Le schéma X
′(n)⊲
est
aussi la somme des schémas induits sur ses composantes irréductibles et X
′(n)⋆⊲
= X
′(n)⋆
×X′X ′⊲
est la composante irréductible de X
′(n)⊲
contenant l’image de y′. On pose
(5.2.9.9) R⋄n = Γ(X
′(n)⋆
,O
X
′(n)).
Les anneaux (R⋄n)n≥1 forment naturellement un système inductif. On pose
R⋄∞ = lim
−→
n≥1
R⋄n,(5.2.9.10)
R⋄p∞ = lim−→
n≥0
R⋄pn .(5.2.9.11)
Ce sont des anneaux normaux et intègres d’après ([27] 0.6.1.6(i) et 0.6.5.12(ii)). Compte tenu de
la définition (5.2.7.5), les morphismes (5.2.8.7) et (5.2.8.8) induisent des homomorphismes injectifs
de R⋄1-algèbres
(5.2.9.12) R⋄p∞ → R
⋄
∞ → R
⋄
.
Les morphismes de (5.2.8.7) induisent des homomorphismes de systèmes inductifs d’algèbres
(5.2.9.13) (Rn)n≥1 → (R
⋄
n)n≥1 → (R
′
n)n≥1.
L’homomorphisme R⋄1 → R
′
1 est un isomorphisme.
5.2.10. Soit n un entier ≥ 1. Il résulte de 4.2.7(v) que le morphisme X
′[n]⋆⊲
→ X
′⋆⊲
est un
revêtement étale fini et galoisien de groupe ∆′n, un sous-groupe de HomZ(P
′gp/hgp(ϑgp(Z)), µn(K))
(cf. la preuve de [2] II.6.8(iv)). Le groupe ∆′n agit naturellement sur R
′
n. Si n est une puissance de
p, le morphisme canonique
(5.2.10.1) X
′[n]⋆
→ X
′[n]
×X′ X
′⋆
est un isomorphisme en vertu de ([2] II.6.6(v)), et on a donc∆′n ≃ HomZ(P
′gp/hgp(ϑgp(Z)), µn(K)).
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Les groupes (∆′n)n≥1 forment naturellement un système projectif. On pose
∆′∞ = lim
←−
n≥1
∆′n,(5.2.10.2)
∆′p∞ = lim←−
n≥0
∆′pn .(5.2.10.3)
On identifie ∆′∞ (resp. ∆
′
p∞) au groupe de Galois de l’extension des corps de fractions de R
′
∞ sur
R′1 (resp. R
′
p∞ sur R
′
1). On a des homomorphismes canoniques (5.1.1.1)
(5.2.10.4) ∆′∞

  // Hom(P ′gp/hgp(ϑgp(Z)), Ẑ(1))

∆′p∞
∼ // Hom(P ′gp/hgp(ϑgp(Z)),Zp(1))
Le noyau Σ′0 de l’homomorphisme canonique ∆
′
∞ → ∆
′
p∞ est un groupe profini d’ordre premier à
p. Par ailleurs, le morphisme (5.2.8.8) détermine un homomorphisme surjectif ∆′ → ∆′∞ (5.2.7).
On note Σ′ son noyau. Les homomorphismes (5.2.9.4) sont ∆′-équivariants.
De même, le morphisme X
(n)⋆◦
→ X
⋆◦
est un revêtement étale fini et galoisien de groupe ∆n,
un sous-groupe de HomZ(P gp/ϑgp(Z), µn(K)). Le groupe ∆n agit naturellement sur Rn. Si n est
une puissance de p, le morphisme canonique
(5.2.10.5) X
(n)⋆
→ X
(n)
×X X
⋆
est un isomorphisme, et on a donc ∆n ≃ HomZ(P gp/ϑgp(Z), µn(K)).
Les groupes (∆n)n≥1 forment naturellement un système projectif. On pose
∆∞ = lim
←−
n≥1
∆n,(5.2.10.6)
∆p∞ = lim
←−
n≥0
∆pn .(5.2.10.7)
On identifie ∆∞ (resp. ∆p∞) au groupe de Galois de l’extension des corps de fractions de R∞ sur
R1 (resp. Rp∞ sur R1). On a des homomorphismes canoniques (5.1.1.1)
(5.2.10.8) ∆∞

  // Hom(P gp/ϑgp(Z), Ẑ(1))

∆p∞
∼ // Hom(P gp/ϑgp(Z),Zp(1))
Le noyau Σ0 de l’homomorphisme canonique ∆∞ → ∆p∞ est un groupe profini d’ordre premier
à p. Par ailleurs, les morphismes (5.2.8.7) et (5.2.8.8) déterminent un homomorphisme surjectif
∆→ ∆∞ (5.2.7). On note Σ son noyau. Les homomorphismes (5.2.9.8) sont ∆-équivariants.
Il résulte de 5.2.6(vi) que le morphisme X
′[n]⋆⊲
→ X
′(n)⋆⊲
est un revêtement étale, fini et
galoisien de groupe Sn, un sous-groupe de HomZ(P ′gp/hgp(P gp), µn(K)). Il résulte de 4.5.4 et
(5.2.5.1) que le morphisme X
′(n)⋆⊲
→ X
′⋆⊲
est un revêtement étale, fini et galoisien de groupe ∆⋄n,
un sous-groupe de ∆n. Le groupe ∆⋄n agit naturellement sur R
⋄
n. On a une suite exacte canonique
(5.2.10.9) 0→ Sn → ∆′n → ∆
⋄
n → 0.
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Par ailleurs, le diagramme
(5.2.10.10) Sn //

HomZ(P
′gp/hgp(P gp), µn(K))

∆′n
// HomZ(P ′gp/hgp(ϑgp(Z)), µn(K))
où la flèche verticale de droite est l’homomorphisme canonique, est commutatif. En vertu de
5.2.11(iv) ci-dessous, si n est une puissance de p, le morphisme canonique
(5.2.10.11) X
′(n)⋆
→ X
(n)
×X X
′⋆
est un isomorphisme, et on a
Sn = Hom(P
′gp/hgp(P gp), µn(K)),(5.2.10.12)
∆⋄n = Hom(P
gp/ϑgp(Z), µn(K)).(5.2.10.13)
Les groupes (Sn)n≥1 et (∆⋄n)n≥1 forment naturellement des systèmes projectifs. On pose
S∞ = lim
←−
n≥1
Sn,(5.2.10.14)
Sp∞ = lim
←−
n≥0
Spn ,(5.2.10.15)
∆⋄∞ = lim←−
n≥1
∆⋄n,(5.2.10.16)
∆⋄p∞ = lim←−
n≥0
∆⋄pn .(5.2.10.17)
On identifie ∆⋄∞ (resp. ∆
⋄
p∞) au groupe de Galois de l’extension des corps des fractions de R
⋄
∞
(resp. R⋄p∞) sur R
′
1. D’après la théorie de Galois, les suites
(5.2.10.18) 0→ S∞ → ∆′∞ → ∆
⋄
∞ → 0,
(5.2.10.19) 0→ Sp∞ → ∆′p∞ → ∆
⋄
p∞ → 0,
déduites de (5.2.10.9) sont exactes. Le groupe S∞ (resp. Sp∞) s’identifie donc au groupe de Galois
de l’extension des corps de fractions de R′∞ sur R
⋄
∞ (resp. R
′
p∞ sur R
⋄
p∞). Comme le noyau de
l’homomorphisme canonique ∆⋄∞ → ∆
⋄
p∞ est un groupe profini d’ordre premier à p, on en déduit
que l’homomorphisme canonique S∞ → Sp∞ est surjectif. On désigne par N son noyau, qui est
un groupe profini d’ordre premier à p, de sorte qu’on a la suite exacte
(5.2.10.20) 0→ N→ S∞ → Sp∞ → 0.
On désigne par S le noyau de l’homomorphisme canonique ∆′ → ∆⋄∞. On a alors un isomor-
phisme canonique
(5.2.10.21) S
∼
→ lim
←−
n≥1
π1(X
′(n)⋆⊲
, y′).
Proposition 5.2.11.
(i) Soit n un entier ≥ 1. Remplaçant g (5.1.2) et sa carte relativement adéquate (5.2.1.1) par
g(n) (5.2.5.7) et sa carte relativement adéquate (5.2.6.1), ce qui est loisible d’après 5.2.6(i),
la tour de schémas (X(m))m≥1 (resp. (X
′[m])m≥1, resp. (X
′(m))m≥1) est remplacée par
(X(mn))m≥1 (resp. (X
′[mn])m≥1, resp. (X
′(mn) ×X′(n) X
′[n])m≥1).
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(ii) Pour tous entiers m,n ≥ 1, le schéma X
′(mn)
×
X
′(n) X
′[n]
est normal, localement irréduc-
tible et S-plat ; l’immersion X
′(mn)⊲
×
X
′(n)⊲ X
′[n]⊲
→ X
′(mn)
×
X
′(n) X
′[n]
est schématique-
ment dominante.
(iii) Le nombre de composantes irréductibles de X
′[n]
(resp. X
′(n)
) lorsque n décrit les entiers
≥ 1, est borné.
(iv) Pour tout entier n ≥ 0, les morphismes canoniques
X
′[pn]⋆
→ X
′[pn]
×X′ X
′⋆
,(5.2.11.1)
X
′(pn)⋆
→ X
(pn)
×X X
′⋆
,(5.2.11.2)
sont des isomorphismes, et on a
Spn = Hom(P
′gp/hgp(P gp), µpn(K)),(5.2.11.3)
∆⋄pn = ∆pn = Hom(P
gp/ϑgp(Z), µpn(K)).(5.2.11.4)
(v) Pour tous entiers n ≥ 0 et m ≥ 1, le schéma X
′(mpn)⋆
×
X
′(pn)⋆X
′[pn]⋆
est intègre et normal.
(i) C’est immédiat.
(ii) Cela résulte de (i) compte tenu de 5.2.9 et de l’isomorphisme
(5.2.11.5) X
′(mn)
×
X
′(n) X
′[n] ∼
→ (X ′(mn) ×X′(n) X
′[n])×S(mn) S.
(iii) En effet, l’assertion pour les X
′[n]
résulte de 4.2.8 appliqué au morphisme f ′. Par ailleurs,
pour tout n ≥ 1, le morphisme X
′[n]⊲
→ X
′(n)⊲
est étale, fini et surjectif d’après 5.2.6(vi) ; d’où
l’assertion pour les X
′(n)
.
(iv) L’isomorphisme (5.2.11.1) résulte de ([2] II.6.6(v)) appliqué au morphisme f ′. L’isomor-
phisme (5.2.11.2) se démontre de même. En effet, on a des isomorphismes canoniques (5.2.5.1)
(5.2.11.6) X
′(pn) ∼
→ X
(pn)
×X X
′ ∼→ X
(pn)
×X X
′
.
Notons ̟pn : X
′(pn)
→ X
′
la projection canonique. Comme GK agit transitivement sur l’ensemble
des composantes connexes de X
′
, X
′⋆
⊗OK k est non-vide. Soit z ∈ X
′⋆
⊗OK k. D’après la preuve
de ([2] II.6.6(v)), ̟pn ⊗OK k est un homéomorphisme universel. Par suite, ̟
−1
pn (z) contient un seul
point que l’on note zpn . D’après ([2] II.6.6(iv)), ̟pn est plat au-dessus de X ′⊗OK K. L’image par
̟pn de tout point générique de X
(pn)
×X X
′⋆
est donc le point générique de X
′⋆
. Comme ̟pn est
fermé, on en déduit que zpn est une spécialisation de tous les points génériques de X
(pn)
×X X
′⋆
.
Par ailleurs, X
′(pn)
étant normal et localement irréductible, X
(pn)
×XX
′⋆
est une réunion disjointe
finie de sous-schémas ouverts et fermés qui sont intègres et normaux. Il est donc intègre ; d’où
l’isomorphisme (5.2.11.2).
L’équation (5.2.11.3) résulte de (5.2.11.1), (5.2.11.2) et 5.2.6(vi). L’équation (5.2.11.4) résulte
de (5.2.11.2) et 5.2.6(vii) (cf. la preuve de [2] II.6.8(iv)).
(v) En effet, si m est une puissance de p, la proposition résulte de (5.2.11.2) appliqué au
morphisme g(p
n), compte tenu de (i). Dans le cas général, posant mpn = m′pn
′
, où n′ ≥ n et m′
est premier à p, on a
(5.2.11.7) X
′(mpn)⋆
×
X
′(pn)⋆ X
′[pn]⋆ ∼
→ X
′(m′pn
′
)⋆
×
X
′(pn
′
)⋆ X
′(pn
′
)⋆
×
X
′(pn)⋆ X
′[pn]⋆
.
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D’après ce qui précède, X
′(pn
′
)⋆
×
X
′(pn)⋆ X
′[pn]⋆
est intègre et normal. On rappelle que les mor-
phismes X
′[pn]⋆⊲
→ X
′(pn)⋆⊲
et X
′(m′pn
′
)⋆⊲
→ X
′(pn
′
)⋆⊲
sont finis, étales et galoisiens. Notons G
(resp. F , resp. H) le corps de fractions de X
′(pn
′
)⋆
×
X
′(pn)⋆ X
′[pn]⋆
(resp. X
′(pn
′
)⋆
, resp. X
′(m′pn
′
)⋆
).
L’extension G/F est galoisienne de degré une puissance de p et l’extension H/F est galoisienne de
degré premier à p. Par suite, H ⊗F G est un corps, d’où la proposition compte tenu de (ii).
Corollaire 5.2.12.
(i) Pour tout entier n ≥ 1, l’homomorphisme canonique
(5.2.12.1) Rn ⊗R R′ → R⋄n
est surjectif, de noyau engendré par un idempotent de Rn ⊗R R′.
(ii) Le schéma Spec(R∞ ⊗R R′) est normal et localement irréductible, et Spec(R⋄∞) est une
composante irréductible de Spec(R∞ ⊗R R′).
(iii) L’homomorphisme canonique
(5.2.12.2) Rp∞ ⊗R1 R
′
1 → R
⋄
p∞
est un isomorphisme, et on a
(5.2.12.3) Sp∞ = Hom(P ′gp/hgp(P gp),Zp(1)).
(iv) Pour tout entier n ≥ 1, le schéma Spec(R⋄∞⊗R⋄nR
′
n) est normal et localement irréductible.
(v) Pour tout entier n ≥ 0, les anneaux R⋄p∞ ⊗R⋄pn R
′
pn et R
⋄
∞ ⊗R⋄pn R
′
pn sont normaux et
intègres.
(vi) L’anneau R′p∞ ⊗R⋄p∞ R
⋄
∞ est normal et intègre, et on a un isomorphisme canonique
(5.2.10.20)
(5.2.12.4) R⋄∞ ⊗R⋄p∞ R
′
p∞
∼
→ (R′∞)
N.
(vii) Pour tout a ∈ OK , l’homomorphisme canonique
(5.2.12.5) R′p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞)
∼
→ (R′∞/aR
′
∞)
N
est un isomorphisme.
(i) En effet, la première assertion résulte de l’isomorphisme canonique (5.2.5.1)
(5.2.12.6) X
′(n) ∼
→ X
(n)
×X X
′,
et du fait que X
′(n)
est la somme des schémas induits sur ses composantes irréductibles.
(ii) Pour tout entier n ≥ 1, le schéma X
′(n)
est normal et localement irréductible et l’immer-
sion X
′(n)⊲
→ X
′(n)
est schématiquement dominante. Pour tous entiers m,n ≥ 1, le morphisme
X
′(mn)⊲
→ X
′(n)⊲
est étale fini et surjectif. Par suite, toute composante irréductible X
′(mn)
do-
mine une composante irréductible de X
′(n)
. En vertu de 5.2.11(iii), il existe un entier n ≥ 1 tel
que pour toute composante irréductible C de X
′(n)
et tout entier m ≥ 1, C ×
X
′(n) X
′(mn)
soit
irréductible. Le schéma Spec(R∞ ⊗R R′) est donc normal et localement irréductible en vertu de
([27] 0.6.1.6 et 0.6.5.12(ii)). La seconde assertion est une conséquence de (i).
(iii) L’isomorphisme (5.2.12.2) résulte de (5.2.11.2), et l’équation (5.2.12.3) résulte aussitôt de
(5.2.11.3).
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(iv) En effet, pour tout entier m ≥ 1, le schéma X
′(mn)⋆
×
X
′(n)⋆X
′[n]⋆
est normal et localement
irréductible, et l’immersionX
′(mn)⋆⊲
×
X
′(n)⋆⊲X
′[n]⋆⊲
→ X
′(mn)⋆
×
X
′(n)⋆X
′[n]⋆
est schématiquement
dominante d’après 5.2.11(ii). Par ailleurs, pour tous entiers m′,m ≥ 1, le morphisme canonique
(5.2.12.7) ̟m
′m
m : X
′(m′mn)⋆
×
X
′(n)⋆ X
′[n]⋆
→ X
′(mn)⋆
×
X
′(n)⋆ X
′[n]⋆
est étale, fini et surjectif au-dessus de X ′[n]⋆⊲, et est donc dominant. De plus, il existe un entier
m ≥ 1 tel que pour tout entierm′ ≥ 1 et toute composante irréductible C de X
′(mn)⋆
×
X
′(n)⋆X
′[n]⋆
,
(̟m
′m
m )
−1(C) est irréductible d’après 5.2.11(i)-(iii). La proposition s’ensuit par passage à la limite
inductive ([27] 0.6.1.6(i) et 0.6.5.12(ii)).
(v) En effet, pour tout entier m ≥ 1, le schéma X
′(mpn)⋆
×
X
′(pn)⋆ X
′[pn]⋆
est normal et intègre
en vertu de 5.2.11(v). Par ailleurs, pour tous entiers m,m′ ≥ 1, le morphisme
(5.2.12.8) X
′(m′mpn)⋆
×
X
′(pn)⋆ X
′[pn]⋆
→ X
′(mpn)⋆
×
X
′(pn)⋆ X
′[pn]⋆
est étale et fini au-dessus de X ′⋆⊲, et est donc dominant. La proposition s’ensuit par passage à la
limite inductive compte tenu de ([27] 0.6.1.6(i) et 0.6.5.12(ii)).
(vi) En effet, pour tous entiers n ≥ 0 et m ≥ 1, le schéma X
′(mpn)⋆
×
X
′(pn)⋆ X
′[pn]⋆
est intègre
et normal, d’après 5.2.11(v). Par ailleurs, pour tous entiers n′ ≥ n ≥ 0 et m,m′ ≥ 1, le morphisme
canonique
(5.2.12.9) X
′(m′mpn
′
)⋆
×
X
′(pn
′
)⋆ X
′[pn
′
]⋆
→ X
′(mpn)⋆
×
X
′(pn)⋆ X
′[pn]⋆
est étale et fini au-dessus de X ′⋆⊲, et est donc dominant. On obtient la première assertion par
passage à la limite inductive ([27] 0.6.1.6(i) et 0.6.5.12(ii)). La seconde assertion s’ensuit compte
tenu du diagramme d’extensions entières d’anneaux intègres et normaux
(5.2.12.10) R⋄∞
Sp∞ //
S∞
44R⋄∞ ⊗R⋄p∞ R
′
p∞
N // R′∞
où au-dessus de chaque flèche, on a noté le groupe de Galois de l’extension associée des corps de
fractions (5.2.10.20).
(vii) On note F ′∞ (resp. F
⋄) le corps de fractions de R′∞ (resp. R
′
p∞ ⊗R⋄p∞ R
⋄
∞ qui est intègre
d’après (vi)). Soient E une extension galoisienne finie de F ⋄ contenue dans F ′∞, A la clôture
intégrale de R′p∞⊗R⋄p∞R
⋄
∞ dans E, G = Gal(E/F
⋄). Comme on a A = R′∞∩E et R
′
p∞⊗R⋄p∞R
⋄
∞ =
A ∩ F ⋄ d’après (vi), les homomorphismes canoniques
(5.2.12.11) R′p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞)→ A/aA→ R
′
∞/aR
′
∞
sont injectifs. D’autre part, l’ordre de G étant premier à p (donc inversible dans A), l’homomor-
phisme
(5.2.12.12) R′p∞ ⊗R⋄p∞ R
⋄
∞ = A
G → (A/aA)G
est surjectif. L’assertion s’ensuit.
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5.2.13. On peut résumer les principales constructions de cette section dans le diagramme
commutatif suivant d’extensions d’anneaux intègres et normaux
(5.2.13.1) R // R
⋄ Π // R
′
R∞ //
Σ
OO
R⋄∞ Sp∞
//
Σ⋄
OO
S∞
**
S
//
R⋄∞ ⊗R⋄p∞ R
′
p∞ N
// R′∞
Σ′
OO
Rp∞ //
Σ0
OO
R⋄p∞
Sp∞ //
OO
R′p∞
Σ′0
88rrrrrrrrrrr
OO
R1
∆p∞
OO
// R⋄1
∆⋄p∞
OO
R′1
∆′p∞
OO
où pour certaines extensions entières, on a noté le groupe de Galois de l’extension associée des
corps de fractions. On observera que l’homomorphisme R⋄1 → R
⋄
induit une extension galoisienne
des corps de fractions, et il en est donc de même de l’homomorphisme R⋄∞ → R
⋄
. On note F
⋄
(resp. F ⋄∞) le corps de fractions de R
⋄
(resp. R⋄∞) et Σ
⋄ le groupe de Galois de l’extension F
⋄
/F ⋄∞.
Proposition 5.2.14. L’extension F
⋄
de F ⋄∞ est la réunion d’un système inductif filtrant de
sous-extensions galoisiennes finies E de F ⋄∞ telles que la clôture intégrale de R
⋄
∞ dans E soit
α-finie-étale sur R⋄∞ (2.9.2).
Notons F (resp. F∞) le corps de fractions de R (resp. R∞). D’après ([2] II.6.16), l’extension
F de F∞ est la réunion d’un système inductif filtrant de sous-extensions galoisiennes finies N de
F∞ telles que la clôture intégrale de R∞ dans N soit α-finie-étale sur R∞. Soient N une telle
extension de F∞, N la clôture intégrale de R∞ dans N , E l’image de l’homomorphisme canonique
N⊗F∞ F
⋄
∞ → F
⋄
, E la clôture intégrale de R⋄∞ dans E. Comme la R∞-algèbre N est α-finie-étale,
la R⋄∞-algèbre N ⊗R∞ R
⋄
∞ est α-finie-étale ([2] V.7.4). L’anneau R
⋄
∞ étant normal et intègre, il
existe donc une R⋄∞-algèbre E
′ telle que la clôture intégrale de R⋄∞ dans N ⊗R∞ R
⋄
∞ ⊗OK K soit
isomorphe à E × E ′. Par suite, la R⋄∞-algèbre E est α-finie-étale en vertu de ([2] V.7.11 et V.7.4).
Par ailleurs, l’extension N/F∞ étant galoisienne, il en est de même de l’extension E/F ⋄∞, d’où la
proposition.
Corollaire 5.2.15. Soit M un R
⋄
-module muni d’une action R
⋄
-semi-linéaire continue de
Σ⋄ pour la topologie discrète de M . Alors Hi(Σ⋄,M) est α-nul pour tout i ≥ 1, et le morphisme
canonique MΣ
⋄
⊗R⋄∞ R
⋄
→M est un α-isomorphisme.
Soient E une extension galoisienne finie de F ⋄∞ contenue dans F
⋄
, D la clôture intégrale de R⋄∞
dans E, G = Gal(E/F ⋄∞), ΣE = Gal(F
⋄
/E). Supposons que la R⋄∞-algèbre D soit α-finie-étale.
Alors D est un α-G-torseur sur R⋄∞ en vertu de 2.9.8. On en déduit par ([2] V.12.5 et V.12.8) que,
pour tout i ≥ 1, Hi(G,MΣE ) est α-nul, et le morphisme canonique MΣ
⋄
⊗R⋄∞ D → M
ΣE est un
α-isomorphisme. La proposition s’ensuit par passage à la limite inductive en vertu de 5.2.14.
Corollaire 5.2.16. Pour tout a ∈ OK , l’homomorphisme canonique
(5.2.16.1) R⋄∞/aR
⋄
∞ → (R
⋄
/aR
⋄
)Σ
⋄
est un α-isomorphisme.
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Soient E une extension galoisienne finie de F ⋄∞ contenue dans F
⋄
, D la clôture intégrale de
R⋄∞ dans E, G = Gal(E/F
⋄
∞), TrG l’endomorphisme R
⋄
∞-linéaire de D (ou de D/aD) induit par∑
σ∈G σ. Comme on a D = R
⋄
∩E et R⋄∞ = D ∩F
⋄
∞, les homomorphismes R
⋄
∞/aR
⋄
∞ → D/aD →
R
⋄
/aR
⋄
sont injectifs. Supposons que D soit α-finie-étale sur R⋄∞. Alors D est un α-G-torseur sur
R⋄∞ en vertu de 2.9.8. Par suite, le quotient
(5.2.16.2)
(D/aD)G
TrG(D/aD)
est α-nul en vertu de ([2] V.12.8). Comme TrG(D) ⊂ R⋄∞, l’homomorphismeR
⋄
∞/aR
⋄
∞ → (D/aD)
G
est un α-isomorphisme. La proposition s’en déduit par passage à la limite inductive d’après 5.2.14.
Proposition 5.2.17. Les OK-algèbres R
⋄
∞ et R
⋄
p∞ sont universellement α-cohérentes (2.8.17).
En effet, R⋄∞ (resp. R
⋄
p∞) est une R∞-algèbre (resp. Rp∞ -algèbre) de présentation finie d’après
5.2.12(ii)-(iii). La proposition résulte donc de 4.2.16, compte tenu de 2.7.20.
Remarque 5.2.18. Soit n un entier ≥ 1. D’après 5.2.6(i), il est loisible de remplacer g (5.1.2)
et sa carte relativement adéquate (5.2.1.1) par le morphisme g(n) (5.2.5.7) et sa carte relativement
adéquate (5.2.6.1). Les anneaux (Rm)m≥1 (resp. (R′m)m≥1) sont remplacés par (Rmn)m≥1 (resp.
(R′mn)m≥1) en vertu de 5.2.11(i). Les anneaux R∞ et R
′
∞ restent donc inchangés. Si n est une
puissance de p, les anneaux Rp∞ et R′p∞ restent aussi inchangés.
Pour tout entier m ≥ 1, l’anneau R⋄m est remplacé par l’anneau d’une composante irréductible
(ou ce qui revient au même connexe) de Spec(R⋄mn⊗R⋄nR
′
n) d’après 5.2.11(i)-(ii). Ce dernier schéma
est intègre si n est une puissance de p d’après 5.2.11(v). L’anneau R⋄∞ est donc remplacé par
l’anneau d’une composante irréductible de Spec(R⋄∞ ⊗R⋄n R
′
n), compte tenu de 5.2.12(iv). Si n est
une puissance de p, les anneaux R⋄p∞ et R
⋄
∞ sont remplacés par R
⋄
p∞ ⊗R⋄n R
′
n et R
⋄
∞ ⊗R⋄n R
′
n,
respectivement, compte tenu de 5.2.12(v) ; l’anneau R′p∞ ⊗R⋄p∞ R
⋄
∞ reste donc inchangé.
Proposition 5.2.19.
(i) L’homomorphisme canonique
(5.2.19.1) R∞ ⊗R R
′ → (R
!
)Σ
est un isomorphisme (5.2.7.2).
(ii) Pour tout a ∈ OK , l’homomorphisme canonique
(5.2.19.2) (R∞/aR∞)⊗R R′ → (R
!
/aR
!
)Σ
est un α-isomorphisme.
(iii) Pour tout a ∈ OK , l’homomorphisme canonique
(5.2.19.3) (R/aR)⊗R R′ → R
!
/aR
!
est un α-isomorphisme.
(i) Reprenons les notations de 5.2.7. Pour tout i ∈ I, notons Ai l’anneau du schéma affine
normal et intègre Vi et posons
(5.2.19.4) A = lim
−→
i∈I
Ai.
Le schéma X
′
étant normal et localement irréductible ([2] III.4.2(iii)), il en est de même des
schémas Vi ×X X ′ (i ∈ I) ([2] III.3.3). L’immersion X ′⊲ → X ′ étant schématiquement dominante
([2] III.4.2(iv)), il en est de même des immersions Vi ×X◦ X ′⊲ → Vi ×X X ′ (i ∈ I) ([30] 11.10.5).
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L’anneau R
!
(5.2.7.2) est donc la clôture intégrale de R′1 dans A⊗R R
′. Par suite, l’anneau (R
!
)Σ
est la clôture intégrale de R′1 dans (A⊗R R
′)Σ. L’homomorphisme canonique
(5.2.19.5) AΣ ⊗R R′ → (A⊗R R′)Σ
est un isomorphisme en vertu de ([2] II.3.15). L’anneau R∞ est la clôture intégrale de R1 dans AΣ
d’après 4.2.15. Comme le schéma Spec(R∞ ⊗R R′) est normal et localement irréductible d’après
5.2.12(ii), on déduit de ce qui précède que l’anneau R∞ ⊗R R′ est la clôture intégrale de R′1 dans
(A⊗R R
′)Σ, d’où la proposition.
(ii) Notons F (resp. F∞) le corps des fractions de R (resp. R∞). D’après ([2] II.6.16), l’extension
F de F∞ est la réunion d’un système inductif filtrant de sous-extensions galoisiennes finies (Ni)i∈I
de F∞ telles que la clôture intégrale Ni de R∞ dans Ni soit α-finie-étale sur R∞. Pour tout i ∈ I,
la (R∞⊗RR′)-algèbre Ni⊗RR′ est α-finie-étale d’après ([2] V.7.4). Notons N !i la clôture intégrale
de R′1 dans Ni⊗R∞ A
Σ⊗RR′. Le schéma Spec(R∞⊗RR′) étant normal et localement irréductible
d’après 5.2.12(ii), N !i est aussi la clôture intégrale de R∞ ⊗R R
′ dans Ni ⊗R R′ ⊗OK K. Par
suite, la (R∞⊗RR′)-algèbre N !i est α-finie-étale en vertu de 2.9.3. Par ailleurs, l’homomorphisme
canonique de (R∞ ⊗R R′)-algèbres
(5.2.19.6) lim
−→
i∈I
N
!
i → R
!
est un isomorphisme.
On a
(5.2.19.7) N !i = R
!
∩ (Ni ⊗R∞ A
Σ ⊗R R
′) et R∞ ⊗R R
′ = N !i ∩ (A
Σ ⊗R R
′).
Les homomorphismes
(5.2.19.8) (R∞/aR∞)⊗R R′ → N !i /aN
!
i → R
!
/aR
!
sont donc injectifs. Posons Gi = Gal(Ni/F∞) et notons TrGi l’endomorphisme (R∞⊗RR
′)-linéaire
de N !i (ou de N
!
i /aN
!
i ) induit par
∑
σ∈Gi
σ. Alors N !i est un α-Gi-torseur sur R∞⊗RR
′ en vertu
de 2.9.8. Par suite, le quotient
(5.2.19.9)
(N !i /aN
!
i )
G
TrGi(N
!
i /aN
!
i )
est α-nul en vertu de ([2] V.12.8). Comme TrGi(N
!
i ) ⊂ R∞ ⊗R R
′, l’homomorphisme
(5.2.19.10) (R∞/aR∞)⊗R R′ → (N !i /aN
!
i )
Gi
est un α-isomorphisme. La proposition s’ensuit par passage à la limite inductive (5.2.19.6).
(iii) On peut se borner au cas où a = 0 ([2] V.2.3). On notera que l’action de Σ sur R
!
est
continue pour la topologie discrète. En vertu de ([2] II.6.19), le morphisme canonique
(5.2.19.11) (R
!
)Σ ⊗R∞ R→ R
!
est un α-isomorphisme. La proposition s’ensuit compte tenu de (i).
5.2.20. Posons
Ξpn = Hom(∆p∞ , µpn(OK)),(5.2.20.1)
Ξp∞ = Hom(∆p∞ , µp∞(OK)),(5.2.20.2)
Ξ′pn = Hom(∆
′
p∞ , µpn(OK)),(5.2.20.3)
Ξ′p∞ = Hom(∆
′
p∞ , µp∞(OK)).(5.2.20.4)
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On identifie Ξpn (resp. Ξ′pn) à un sous-groupe de Ξp∞ (resp. Ξ
′
p∞). D’après ([2] II.8.9), il existe une
décomposition canonique de Rp∞ en somme directe de R1-modules de présentation finie, stables
sous l’action de ∆p∞ ,
(5.2.20.5) Rp∞ =
⊕
λ∈Ξp∞
R
(λ)
p∞ ,
telle que l’action de ∆p∞ sur le facteur R
(λ)
p∞ soit donnée par le caractère λ. De plus, pour tout
n ≥ 0, on a
(5.2.20.6) Rpn =
⊕
λ∈Ξpn
R
(λ)
p∞ .
De même, il existe une décomposition canonique de R′p∞ en somme directe de R
′
1-modules de
présentation finie, stables sous l’action de ∆′p∞ ,
(5.2.20.7) R′p∞ =
⊕
λ∈Ξ′
p∞
R
′(λ)
p∞ ,
telle que l’action de ∆′p∞ sur le facteur R
′(λ)
p∞ soit donnée par le caractère λ. De plus, pour tout
n ≥ 0, on a
(5.2.20.8) R′pn =
⊕
λ∈Ξ′
pn
R
′(λ)
p∞ .
Posons
χpn = Hom(Sp∞ , µpn(OK)),(5.2.20.9)
χp∞ = Hom(Sp∞ , µp∞(OK)).(5.2.20.10)
On identifie χpn à un sous-groupe de χp∞ . Compte tenu de (5.2.10.19) et (5.2.11.4), la suite
canonique de Zp-modules
(5.2.20.11) 0→ Sp∞ → ∆′p∞ → ∆p∞ → 0
est exacte et scindée. On en déduit une suite exacte
(5.2.20.12) 0→ Ξp∞ → Ξ
′
p∞ → χp∞ → 0.
Lemme 5.2.21. L’homomorphisme canonique R⋄p∞ → R
′
p∞ induit un isomorphisme
(5.2.21.1) R⋄p∞
∼
→
⊕
λ∈Ξp∞
R
′(λ)
p∞ .
Comme R⋄p∞ est intègre et normal (5.2.9.11) et que R
′
p∞ est entier sur R
⋄
p∞ , on a d’après
(5.2.10.19)
(5.2.21.2) R⋄p∞ = (R
′
p∞)
Sp∞ .
La proposition s’ensuit compte tenu de (5.2.20.12).
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5.2.22. Pour tout ν ∈ χp∞ , fixons un relèvement ν˜ ∈ Ξ′p∞ (5.2.20.12) et posons
(5.2.22.1) R′(ν)p∞ =
⊕
λ∈Ξp∞
R
′(ν˜+λ)
p∞ ,
qui est naturellement un R⋄p∞ -module (5.2.21). La décomposition (5.2.20.7) induit alors une dé-
composition en R⋄p∞ -modules
(5.2.22.2) R′p∞ =
⊕
ν∈χp∞
R
′(ν)
p∞
telle que l’action de Sp∞ sur le facteur R
′(ν)
p∞ soit donnée par le caractère ν.
Lemme 5.2.23. Pour tout n ≥ 0, l’homomorphisme canonique R⋄p∞ ⊗R⋄pn R
′
pn → R
′
p∞ induit
un isomorphisme
(5.2.23.1) R⋄p∞ ⊗R⋄pn R
′
pn
∼
→
⊕
ν∈χpn
R
′(ν)
p∞ .
En particulier, pour tout ν ∈ χpn , le R⋄p∞ -module R
′(ν)
p∞ est de présentation finie.
En effet, remplaçant g par le morphisme g(p
n), cela résulte de 5.2.21 compte tenu de (5.2.11.3)
et 5.2.18.
Proposition 5.2.24 ([2] II.8.1). Soient G un Zp-module libre de type fini, n un entier ≥ 0,
ν : G → µpn(OK) un homomorphisme surjectif, ζ un générateur du groupe µpn(OK), a ∈ OK , q
l’idéal de OK engendré par a et ζ − 1. Soit A une OK-algèbre complète et séparée pour la topologie
p-adique et OK -plate. On note A(ν) le A-G-module topologique A, muni de la topologie p-adique
et de l’action de G définie par la multiplication par ν.
(i) Si ν = 1 (i.e., n = 0), alors on a un isomorphisme canonique de A-algèbres graduées
(5.2.24.1) ∧ (HomZp(G,A/aA))
∼
→ H∗cont(G,A(ν)/aA(ν)).
(ii) Si ν 6= 1 (i.e., n 6= 0), alors Hicont(G,A(ν)/aA(ν)) est un A/qA-module libre de type fini
pour tout i ≥ 0 et est nul pour tout i ≥ rgZp(G) + 1.
(iii) Le système projectif (H∗(G,A(ν)/prA(ν)))r≥0 vérifie la condition de Mittag-Leffler uni-
formément en ν, autrement dit, si on note, pour tous entiers r′ ≥ r ≥ 0,
(5.2.24.2) hνr,r′ : H
∗(G,A(ν)/pr
′
A(ν))→ H∗(G,A(ν)/prA(ν))
le morphisme canonique, alors pour tout entier r ≥ 1, il existe un entier r′ ≥ r, dépendant
de d mais pas de ν, tel que pour tout entier r′′ ≥ r′, les images de hνr,r′ et h
ν
r,r′′ soient
égales.
La preuve est identique à celle de ([2] II.8.1).
Proposition 5.2.25. Soient a un élément non nul de OK , ζ une racine primitive p-ième de 1
dans OK . Posons δ = dimQ((P
′gp/hgp(P gp))⊗Z Q). Alors :
(i) Il existe un et un unique homomorphisme de R⋄∞-algèbres graduées
(5.2.25.1) ∧ (HomZ(Sp∞ , R
⋄
∞/aR
⋄
∞))→ H
∗(Sp∞ , R
′
p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞))
dont la composante en degré un est le composé des morphismes canoniques
(5.2.25.2) HomZ(Sp∞ , R⋄∞/aR
⋄
∞)
∼
→ H1(Sp∞ , R
⋄
∞/aR
⋄
∞)→ H
1(Sp∞ , R
′
p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞)).
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Celui-ci admet, en tant que morphisme de R⋄∞-modules gradués, un inverse à gauche cano-
nique
(5.2.25.3) H∗(Sp∞ , R
′
p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞))→ ∧(HomZ(Sp∞ , R
⋄
∞/aR
⋄
∞)),
dont le noyau est annulé par ζ − 1.
(ii) Le R⋄∞-module H
i(Sp∞ , R
′
p∞⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞)) est de présentation α-finie pour tout i ≥ 0,
et est nul pour tout i ≥ δ + 1.
(iii) Le système projectif (H∗(Sp∞ , R′p∞ ⊗R⋄p∞ (R
⋄
∞/p
rR⋄∞))r≥0 vérifie la condition de Mittag-
Leffler ; plus précisément, si on note, pour tous entiers r′ ≥ r ≥ 0,
(5.2.25.4) hr,r′ : H∗(Sp∞ , R′p∞ ⊗R⋄p∞ (R
⋄
∞/p
r′R⋄∞))→ H
∗(Sp∞ , R
′
p∞ ⊗R⋄p∞ (R
⋄
∞/p
rR⋄∞))
le morphisme canonique, alors pour tout entier r ≥ 1, il existe un entier r′ ≥ r, dépendant
seulement de δ mais pas des autres données dans 5.2.1, tel que pour tout entier r′′ ≥ r′, les
images de hr,r′ et hr,r′′ soient égales.
En effet, d’après (5.2.22.2), on a une décomposition canonique de R′p∞ ⊗R⋄p∞ R
⋄
∞ en somme
directe de R⋄∞[Sp∞ ]-modules
(5.2.25.5) R′p∞ ⊗R⋄p∞ R
⋄
∞ =
⊕
ν∈χp∞
R
′(ν)
p∞ ⊗R⋄p∞ R
⋄
∞ ⊗OK OK(ν),
où Sp∞ agit trivialement sur R
′(ν)
p∞ ⊗R⋄p∞ R
⋄
∞ et agit sur OK(ν) = OK par le caractère ν. Comme
R′p∞ ⊗R⋄p∞ R
⋄
∞ est intègre d’après 5.2.12(vi) et est donc OK-plat, les OK-modules R
′(ν)
p∞ ⊗R⋄p∞ R
⋄
∞
sont plats. On a donc, en vertu de ([2] II.3.15), une décomposition canonique en somme directe de
R⋄∞-modules
H∗(Sp∞ , R
′
p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞))(5.2.25.6)
=
⊕
ν∈χp∞
H∗(Sp∞ ,OK(ν)/aOK(ν)) ⊗OK R
′(ν)
p∞ ⊗R⋄p∞ R
⋄
∞.
(i) Si ν0 est l’unité de χp∞ , on a R
′(ν0)
p∞ = R
⋄
p∞ d’après 5.2.21, de sorte que la composante
en ν0 de la décomposition (5.2.25.6) est l’image de l’homomorphisme canonique de R⋄∞-algèbres
graduées
(5.2.25.7) H∗(Sp∞ ,OK/aOK)⊗OK R
⋄
∞ → H
∗(Sp∞ , R
′
p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞)).
Par ailleurs, l’homomorphisme canonique de R⋄∞-algèbres graduées
(5.2.25.8) ∧ (HomZ(Sp∞ ,OK/aOK))⊗OK R
⋄
∞ → ∧(HomZ(Sp∞ , R
⋄
∞/aR
⋄
∞))
est un isomorphisme. La proposition résulte alors de (5.2.25.6), 5.2.24 et (5.2.12.3).
(ii) Soient i, n deux entiers ≥ 0, ζn une racine primitive pn-ième de l’unité. Il résulte de
(5.2.25.6), 5.2.23, 5.2.24 et (5.2.12.3) que Hi(Sp∞ , R′p∞⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞)) est la somme directe d’un
R⋄∞-module de présentation finie et d’un R
⋄
∞-module annulé par ζn−1. Il est donc de présentation
α-finie sur R⋄∞. La seconde assertion est claire puisque la p-dimension cohomologique de Sp∞ est
égale à δ d’après (5.2.12.3).
(iii) Cela résulte de (5.2.25.6), 5.2.24(iii) et (5.2.12.3).
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5.2.26. Soit a un élément non nul de OK . Comme le sous-groupe de torsion de P
′gp/hgp(P gp)
est d’ordre premier à p, on a d’après (5.2.12.3), un isomorphisme canonique
(5.2.26.1) (P ′gp/hgp(P gp))⊗Z Zp(−1)
∼
→ HomZp(Sp∞ ,Zp).
On en déduit, compte tenu de ([45] IV 1.1.4), un isomorphisme R⋄∞-linéaire (5.2.1.2)
(5.2.26.2) Ω˜1R′/R ⊗R′ (R
⋄
∞/aR
⋄
∞)(−1)
∼
→ HomZ(Sp∞ , R
⋄
∞/aR
⋄
∞).
On interprètera dans la suite le but de ce morphisme comme un groupe de cohomologie. Posons
(5.2.26.3) δ = dimQ((P ′gp/hgp(P gp))⊗Z Q).
Corollaire 5.2.27. Soit a un élément non nul de OK . Il existe un et un unique homomor-
phisme de R⋄∞-algèbres graduées
(5.2.27.1) ∧ (Ω˜1R′/R ⊗R′ (R
⋄
∞/aR
⋄
∞)(−1))→ H
∗(Sp∞ , R
′
p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞))
dont la composante en degré un est induite par (5.2.26.2). Celui-ci admet, en tant que morphisme
de R⋄∞-modules gradués, un inverse à gauche canonique
(5.2.27.2) H∗(Sp∞ , R′p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞))→ ∧(Ω˜
1
R′/R ⊗R′ (R
⋄
∞/aR
⋄
∞)(−1)),
dont le noyau est annulé par p
1
p−1 .
Proposition 5.2.28. Pour tout élément non nul a de OK et tout entier i ≥ 0, le morphisme
canonique
(5.2.28.1) Hi(S∞, R
′
∞/aR
′
∞)⊗R⋄∞ R
⋄
→ Hi(Π, R
′
/aR
′
)
est un α-isomorphisme, et le morphisme canonique
(5.2.28.2) Hi(Sp∞ , R
′
p∞ ⊗R⋄p∞ (R
⋄
∞/aR
⋄
∞))→ H
i(S∞, R
′
∞/aR
′
∞)
est un isomorphisme.
Nous utiliserons les notations de 5.2.13. Il résulte de ([2] II.6.19 et II.6.22) et de la suite
spectrale
(5.2.28.3) Eij2 = H
i(S∞,H
j(Σ′, R
′
/aR
′
))⇒ Hi+j(S, R
′
/aR
′
)
que pour tout entier i ≥ 0, le morphisme canonique
(5.2.28.4) Hi(S∞, R′∞/aR
′
∞)→ H
i(S, R
′
/aR
′
)
est un α-isomorphisme. Il résulte de 5.2.15 et de la suite spectrale
(5.2.28.5) Eij2 = H
i(Σ⋄,Hj(Π, R
′
/aR
′
))⇒ Hi+j(S, R
′
/aR
′
)
que pour tout entier i ≥ 0, le morphisme canonique
(5.2.28.6) Hi(S, R
′
/aR
′
)→ Hi(Π, R
′
/aR
′
)Σ
⋄
est un α-isomorphisme, et que le morphisme R
⋄
-linéaire canonique
(5.2.28.7) Hi(Π, R
′
/aR
′
)Σ
⋄
⊗R⋄∞ R
⋄
→ Hi(Π, R
′
/aR
′
)
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est un α-isomorphisme. Le diagramme commutatif de morphismes canoniques
(5.2.28.8) Hi(S, R
′
/aR
′
) // Hi(Π, R
′
/aR
′
)Σ
⋄

Hi(S∞, R
′
∞/aR
′
∞)
OO
// Hi(Π, R
′
/aR
′
)
implique alors que le morphisme (5.2.28.1) est un α-isomorphisme.
Par ailleurs, le groupe profini N étant d’ordre premier à p (5.2.10.20), il est de p-dimension
cohomologique nulle. Il résulte alors de (5.2.12.5) et de la suite spectrale de Hochschild-Serre que
le morphisme (5.2.28.2) est un isomorphisme.
Proposition 5.2.29. Soit a un élément non nul de OK .
(i) Il existe un et un unique homomorphisme de R
⋄
-algèbres graduées
(5.2.29.1) ∧ (Ω˜1R′/R ⊗R′ (R
⋄
/aR
⋄
)(−1))→ H∗(Π, R
′
/aR
′
)
dont la composante en degré un est induite par (5.2.26.2) (cf. 5.2.13). Celui-ci est α-injectif
et son conoyau est annulé par p
1
p−1mK.
(ii) Le R
⋄
-module Hi(Π, R
′
/aR
′
) est de présentation α-finie pour tout i ≥ 0, et est α-nul pour
tout i ≥ δ + 1 (5.2.26.3).
(iii) Pour tous entiers r′ ≥ r ≥ 0, notons
(5.2.29.2) ~r,r′ : H∗(Π, R
′
/pr
′
R
′
)→ H∗(Π, R
′
/prR
′
)
le morphisme canonique. Alors pour tout entier r ≥ 1, il existe un entier r′ ≥ r, dépendant
seulement de δ mais pas des autres données dans (5.2.1), tel que pour tout entier r′′ ≥ r′,
les images de ~r,r′ et ~r,r′′ soient α-isomorphes.
Cela résulte de 5.2.25, 5.2.27 et 5.2.28.
Proposition 5.2.30. Soit m un entier ≥ 0 et posons δ = dimQ((P ′gp/hgp(P gp))⊗ZQ). Alors,
(i) Pour tout entier n ≥ 0, tout (R′pn/p
mR′pn)-module de présentation finie M , muni d’une
action semi-linéaire de Spn et tout entier i ≥ 0, le R⋄p∞-module H
i(Sp∞ ,M ⊗R′
pn
R′p∞) est
de présentation α-finie, et est nul pour tout i ≥ δ + 1.
(ii) Pour tout entier n ≥ 0, tout (R′pn/p
mR′pn)-module de présentation finie M , muni d’une
action semi-linéaire de Spn et tout entier i ≥ 0, le R⋄∞-module
Hi(Sp∞ ,M ⊗R′
pn
R′p∞ ⊗R⋄p∞ R
⋄
∞)
est de présentation α-finie, et est nul pour tout i ≥ δ + 1.
(iii) Pour tout entier n ≥ 1, tout (R′n/p
mR′n)-module de présentation finie M , muni d’une
action semi-linéaire de Sn et tout entier i ≥ 0, le R⋄∞-module H
i(S∞,M ⊗R′n R
′
∞) est de
présentation α-finie, et est nul pour tout i ≥ δ + 1.
(i) En effet, la p-dimension cohomologique de Sp∞ étant égale à δ ([2] II.3.24), il suffit de
montrer que pour tout entier i ≥ 0, le R⋄p∞ -module H
i(Sp∞ ,M ⊗R′
pn
R′p∞) est de présentation
α-finie. La OK -algèbre R
⋄
p∞ est universellement α-cohérente en vertu de 5.2.17. L’algèbre R
′
pn étant
finie et de présentation finie sur R⋄pn (5.2.6.3), tout (R
⋄
p∞⊗R⋄pn R
′
pn)-module de présentation α-finie
est aussi un R⋄p∞ -module de présentation α-finie et est donc α-cohérent d’après 2.7.19. Remplaçant
g par le morphisme g(p
n), on peut alors se réduire au cas où n = 0, compte tenu de 5.2.18, 4.5.12
et de la suite spectrale de Hochschild-Serre ([2] II.3.4).
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D’après (5.2.22.2), on a une décomposition canonique de R′p∞ en R
⋄
p∞ [Sp∞ ]-modules
(5.2.30.1) R′p∞ =
⊕
ν∈χp∞
R
′(ν)
p∞ ⊗OK OK(ν),
où Sp∞ agit trivialement sur R
′(ν)
p∞ et agit sur OK(ν) = OK par le caractère ν. Par suite, pour tout
entier i ≥ 0, on a une décomposition canonique en R⋄p∞ -modules
(5.2.30.2) Hi(Sp∞ ,M ⊗R′1 R
′
p∞) =
⊕
ν∈χp∞
Hi(Sp∞ ,M ⊗R′1 R
′(ν)
p∞ ⊗OK OK(ν)).
D’après 5.2.23, pour tout ν ∈ χp∞ , le R⋄p∞ -module M ⊗R′1 R
′(ν)
p∞ est de présentation finie et est
donc α-cohérent. En vertu de 4.5.14, pour tout γ ∈ mK , il existe un entier j ≥ 1 tel que pour tout
ν ∈ χp∞ −χpj (5.2.20.10), le R1-module Hi(Sp∞ ,M ⊗R′1 R
′(ν)
p∞ ⊗OK OK(ν)) soit annulé par γ. Par
suite, d’après 4.5.13, le R⋄p∞ -module H
i(Sp∞ ,M ⊗R′1 R
′
p∞) est de présentation α-finie.
(ii) En effet, l’anneau R′p∞ ⊗R⋄p∞ R
⋄
∞ est intègre et normal d’après 5.2.12(vi). La OK-algèbre
R⋄∞ est universellement α-cohérente en vertu de 5.2.17. Par ailleurs, remplaçant g par le morphisme
g(p
n), l’anneau R′p∞⊗R⋄p∞R
⋄
∞ reste inchangé alors que l’anneau R
⋄
∞ est remplacé par R
⋄
∞⊗R⋄pnR
′
pn
d’après 5.2.18. Il suffit donc de calquer la preuve de (i).
(iii) On notera d’abord que la OK-algèbre R
⋄
∞ est universellement α-cohérente en vertu de
5.2.17. Soit n′ le plus grand diviseur premier à p de n. Remplaçant g par le morphisme g(n
′),
l’anneau R⋄∞ est remplacé par l’anneau B d’une composante irréductible (ou ce qui revient au même
connexe) de Spec(R⋄∞ ⊗R⋄n′ R
′
n′) d’après 5.2.18. L’algèbre R
′
n′ étant finie et de présentation finie
sur R⋄n′ (5.2.6.3), tout B-module de présentation α-finie est aussi un R
⋄
∞-module de présentation
α-finie et est donc α-cohérent d’après 2.7.19. L’extension des corps de fractions de B sur R⋄∞
est galoisienne, de groupe H , un sous-groupe de Sn′ . En particulier, H est un groupe abélien
d’ordre premier à p. Le foncteur Γ(H,−) est exact, et il transforme les R⋄∞-modules α-cohérents
en R⋄∞-modules α-cohérents d’après 4.5.12. Compte tenu de 5.2.18 et de la suite spectrale de
Hochschild-Serre ([2] II.3.4), on peut donc supposer que n est une puissance de p.
Considérons le groupe N défini dans (5.2.10.20) qui est un groupe profini d’ordre premier à p.
Pour tout i ≥ 0, on a un isomorphisme canonique
(5.2.30.3) Hi(Sp∞ , (M ⊗R′n R
′
∞)
N)
∼
→ Hi(S∞,M ⊗R′n R
′
∞).
L’homomorphisme canonique
(5.2.30.4) (R′p∞ ⊗R⋄p∞ R
⋄
∞)/p
m(R′p∞ ⊗R⋄p∞ R
⋄
∞)→ (R
′
∞/p
mR′∞)
N
est un isomorphisme. En effet, d’après 5.2.12(vi), l’anneau R′p∞ ⊗R⋄p∞ R
⋄
∞ est intègre et normal, et
on a un isomorphisme canonique
(5.2.30.5) R′p∞ ⊗R⋄p∞ R
⋄
∞
∼
→ (R′∞)
N.
Notons Fp∞ (resp. F∞) le corps de fractions de R′p∞ ⊗R⋄p∞ R
⋄
∞ (resp. R
′
∞). Soient N une extension
galoisienne finie de Fp∞ contenue dans F∞, A la clôture intégrale de R′p∞ ⊗R⋄p∞ R
⋄
∞ dans N ,
G = Gal(N/Fp∞). Comme on a R′p∞ ⊗R⋄p∞ R
⋄
∞ = A ∩ Fp∞ et A = R
′
∞ ∩N , les homomorphismes
canoniques
(5.2.30.6) (R′p∞ ⊗R⋄p∞ R
⋄
∞)/p
m(R′p∞ ⊗R⋄p∞ R
⋄
∞)→ A/p
mA→ R′∞/p
mR′∞
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sont injectifs. D’autre part, l’ordre de G étant premier à p (donc inversible dans A), l’homomor-
phisme
(5.2.30.7) R′p∞ ⊗R⋄p∞ R
⋄
∞ = A
G → (A/pmA)G
est surjectif, d’où l’assertion recherchée.
Le groupe profini N étant d’ordre premier à p, considérant une présentation finie de M sur
R′n/p
mR′n, on déduit de (5.2.30.4) que le morphisme canonique
(5.2.30.8) M ⊗R′n R
′
p∞ ⊗R⋄p∞ R
⋄
∞ → (M ⊗R′n R
′
∞)
N
est un isomorphisme. La proposition résulte donc de (ii).
Corollaire 5.2.31. Soient m un entier ≥ 1, L un (OK/p
mOK)-module libre de type fini, muni
d’une action linéaire discrète de ∆′, i un entier ≥ 0. Posons δ = dimQ((P ′gp/hgp(P gp)) ⊗Z Q).
Alors, le R⋄∞-module H
i(S,L⊗OK R
′
) est de présentation α-finie, et est α-nul pour tout i ≥ δ + 1
(5.2.10.21).
On rappelle que Σ′ désigne le noyau de l’homomorphisme canonique ∆′ → ∆′∞ (5.2.10.4).
Compte tenu de (5.2.10.18), on a une suite exacte
(5.2.31.1) 0→ Σ′ → S→ S∞ → 0.
En vertu de ([2] II.6.19), Hi(Σ′,L ⊗OK R
′
) est α-nul pour tout i ≥ 1. Par la suite spectrale de
Hochschild-Serre ([2] II.3.4), pour tout i ≥ 0, le morphisme canonique
(5.2.31.2) Hi(S∞, (L⊗OK R
′
)Σ
′
)→ Hi(S,L⊗OK R
′
)
est donc un α-isomorphisme. En vertu de 4.5.16(ii), pour tout γ ∈ mK , il existe un entier n ≥ 1,
un (R′n/p
mR′n)-module de présentation finie Mn, muni d’une action semi-linéaire de ∆
′
n, et un
morphisme R′∞-linéaire et ∆
′
∞-équivariant
(5.2.31.3) Mn ⊗R′n R
′
∞ → (L⊗OK R
′
)Σ
′
,
dont le noyau et le conoyau sont annulés par γ. La proposition résulte alors de 5.2.30(iii).
5.3. α-finitude relative
Proposition 5.3.1. Supposons le morphisme g : X ′ → X propre et le schéma X affine d’an-
neau R (5.1.2), posons R1 = R ⊗OK OK , et soient m ≥ 1, q ≥ 0 deux entiers, L un (OK/p
mOK)-
module localement libre de type fini de X
′⊲
f e´t. Alors, le R1-module H
q(E˜′s, β
′∗
m(L)) est de présentation
α-finie (5.1.7.9).
On notera d’abord que l’anneau R1/pmR1 est universellement cohérent ([1] 1.4.1 et 1.12.15).
Considérons la suite spectrale de Cartan Leray
(5.3.1.1) Ei,j2 = H
i(X
′
m,R
jΣ′m∗(β
′∗
m(L)))⇒ H
i+j(E˜′s, β
′∗
m(L)).
En vertu de 4.7.2 et 2.8.15, pour tous entiers i, j ≥ 0, le (R1/pmR1)-module E
i,j
2 est α-cohérent.
La proposition s’ensuit compte tenu de 2.7.17.
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5.3.2. Dans la suite de cette section, on se donne un point (y  x) de Xe´t
←
×Xe´t X
◦
e´t (3.1.10)
tel que x soit au-dessus de s. On note X le localisé strict de X en x et on pose
(5.3.2.1) X = X ×X X et X
◦
= X ×X X
◦.
D’après ([2] III.3.7), le schéma X est normal et strictement local (et en particulier intègre). Le
X-morphisme u : y → X définissant le point (y  x) se relève en un X
◦
-morphisme v : y → X
◦
et
il induit donc un point géométrique de X
◦
que l’on note aussi (abusivement) y. On désigne par ∆
le groupe profini π1(X
◦
, y), par B∆ son topos classifiant et par
(5.3.2.2) νy : X
◦
f e´t
∼
→ B∆
le foncteur fibre de X
◦
f e´t en y (2.1.20.4). On note
(5.3.2.3) ϕx : E˜ → X
◦
f e´t
le foncteur canonique défini dans (3.3.11.3). D’après ([2] VI.10.31 et VI.9.9), le foncteur composé
(5.3.2.4) E˜
ϕx // X
◦
f e´t
νy // B∆ // Ens ,
où la dernière flèche est le foncteur d’oubli de l’action de ∆, est canoniquement isomorphe au
foncteur fibre associé au point ρ(y  x) de E˜ (5.1.4.5).
On pose R1 = Γ(X,OX) et on note R la R1-algèbre R
y
X de B∆ définie dans (4.1.13.4). On
rappelle qu’on a un isomorphisme canonique de R1-algèbres (4.1.12.3)
(5.3.2.5) Bρ(y x)
∼
→ R.
Théorème 5.3.3. Supposons le morphisme g : X ′ → X projectif (5.1.2.1). Alors,
(i) Pour tous entiers m ≥ 1, q ≥ 0 et tout (OK/p
mOK)-module localement libre de type fini
L′ de X
′⊲
f e´t, le R-module (R
qΘm∗(β
′∗
m(L
′)))ρ(y x) est de présentation α-finie, où β
′
m et Θm
sont les morphismes de topos annelés (5.1.7.9) et (5.1.9.4).
(ii) Il existe un entier q0 ≥ 0 tel que pour tous entiers m ≥ 1, q ≥ q0 et tout (OK/p
mOK)-
module localement libre de type fini L′ de X
′⊲
f e´t, le R-module (R
qΘm∗(β
′∗
m(L
′)))ρ(y x) soit
α-nul.
Le reste de cette section est consacré à la preuve de ce théorème qui sera donnée dans 5.3.28.
On observera qu’il est loisible de remplacer X par un voisinage étale de x ([2] VI.10.14).
5.3.4. Dans la suite de cette section, on suppose que le morphisme f : (X,MX) → (S,MS)
admet une carte adéquate ((P, γ), (N, ι), ϑ : N→ P ) (cf. 4.2.1) et on reprend les notations de 5.2.2
et 5.2.3. On fixe, de plus, un S-morphisme
(5.3.4.1) S → lim
←−
n≥1
S(n).
Pour tout entier n ≥ 1, on pose
X
(n)
= X(n) ×S(n) S,(5.3.4.2)
X
(n)◦
= X
(n)
×X X
◦.(5.3.4.3)
Pour tous entiers m,n ≥ 1 tels que m divise n, on note ξ(n,m) : X
(n)
→ X
(m)
le morphisme
canonique qui est fini et surjectif. On pose ξ(n) = ξ(n,1) : X
(n)
→ X, de sorte qu’on a
(5.3.4.4) ξ(n) = ξ(m) ◦ ξ(n,m).
5.3. α-FINITUDE RELATIVE 245
Considérons le X-schéma
(5.3.4.5) X
(∞)
= lim
←−
n≥1
X
(n)
,
et la OX -algèbre quasi-cohérente
(5.3.4.6) R∞ = lim
−→
n≥1
ξ
(n)
∗ (OX(n)),
de sorte que X
(∞)
= SpecX(R∞) ([30] 8.2.3).
Lemme 5.3.5.
(i) Le schéma X
(∞)
est normal et localement irréductible.
(ii) Pour tout ouvert affine U de X, la OK-algèbre Γ(U,R∞) est universellement α-cohérente
(2.8.17).
(iii) La OK-algèbre OX(∞) de X
(∞)
zar est α-cohérente.
(iv) Pour tout entier g ≥ 0, la OK-algèbre R∞[t1, . . . , tg] (des polynômes en g variables à
coefficients dans R∞) de Xzar est α-cohérente (2.7.3).
(i) En effet, la question étant locale, on peut supposer X affine. Pour tout entier n ≥ 1, le
schéma X
(n)
est normal et localement irréductible et l’immersion X
(n)◦
→ X
(n)
est schématique-
ment dominante ([2] III.4.2). Pour tous entiers m,n ≥ 1, le morphisme X
(mn)◦
→ X
(n)◦
est étale
fini et surjectif. Par suite, toute composante irréductible X
(mn)
domine une composante irréduc-
tible de X
(n)
. En vertu de 4.2.8, il existe un entier n ≥ 1 tel que pour toute composante irréductible
C de X
(n)
et tout entier m ≥ 1, C×
X
(n) X
(mn)
soit irréductible. On en déduit que le schéma X
(∞)
est normal et localement irréductible en vertu de ([27] 0.6.1.6 et 0.6.5.12(ii)).
(ii) Cela résulte de 4.2.16, compte tenu de la preuve de (i) et ([4] VI 5.2).
(iii) & (iv) Cela résulte de (ii) et 2.8.7.
5.3.6. Reprenons les notations de 5.3.2. Pour tout entier n ≥ 1, on pose
X
(n)
= X
(n)
×X X,(5.3.6.1)
X
(n)◦
= X
(n)
×X X
◦.(5.3.6.2)
Pour tous entiersm,n ≥ 1 tels quem divise n, on désigne par ξ(n,m) : X
(n)
→ X
(m)
et ξ(n) : X
(n)
→
X les morphismes induits par ξ(n,m) et ξ(n). D’après ([30] 8.3.8(i)), il existe un X-morphisme
(5.3.6.3) y → lim
←−
n≥1
X
(n)
,
que l’on fixe dans la suite de cette section. Comme le schéma X est strictement local ([2] III.3.7),
pour tout n ≥ 1, le schéma X
(n)
est une union disjointe finie de schémas normaux et strictement
locaux (4.2.7(iii)). On note X
(n)⋆
la composante irréductible de X
(n)
contenant l’image de y. On
pose
Rn = Γ(X
(n)⋆
,O
X
(n)),(5.3.6.4)
R∞ = lim−→
n≥1
Rn.(5.3.6.5)
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Les anneaux Rn sont donc strictement henséliens et normaux, et il en de même de l’anneau R∞
([47] I §3 prop. 1 et [27] 0.6.5.12(ii)).
On désigne parVx la catégorie desX-schémas étales x-pointés (U, p : x→ U) tels que le schéma
U soit affine. Pour tout objet (U, p : x → U) de Vx, on note encore p : X → U le X-morphisme
déduit de p ([4] VIII 7.3), et on pose, pour tout entier n ≥ 1,
(5.3.6.6) U
(n)
= X
(n)
×X U.
Le morphisme p induit alors des morphismes p(n)U : : X
(n)
→ U
(n)
. Le morphisme (5.3.6.3) induit
un morphisme
(5.3.6.7) y → lim
←−
n≥1
U
(n)
.
Notant R
y
U la Γ(U,OU )-algèbre définie dans (4.1.9.3), on en déduit, compte tenu de 4.2.7(v), un
U -morphisme
(5.3.6.8) Spec(R
y
U )→ lim←−
n≥1
U
(n)
.
Ces morphismes sont clairement compatibles. Compte tenu de la définition de l’algèbre R (4.1.13.4),
on obtient par passage à la limite projective sur la catégorie Vx un X-morphisme
(5.3.6.9) Spec(R)→ lim
←−
n≥1
X
(n)
.
Le schéma R étant normal et strictement local (en particulier intègre) d’après ([2] III.10.10(i)), on
en déduit un X-morphisme
(5.3.6.10) Spec(R)→ lim
←−
n≥1
X
(n)⋆
,
et par suite un homomorphisme de R1-algèbres
(5.3.6.11) R∞ → R.
Pour tout objet (U, p) de Vx et tout entier n ≥ 1, le schéma U
(n)
étant localement irréductible
d’après 4.2.7(iii), il est la somme des schémas induits sur ses composantes irréductibles. On désigne
par U
(n)⋆
la composante irréductible de U
(n)
contenant l’image de y (5.3.6.7). On pose
RU,n = Γ(U
(n)⋆
,O
X
(n)),(5.3.6.12)
RU,∞ = lim
−→
n≥1
RU,n.(5.3.6.13)
On a un isomorphisme canonique
(5.3.6.14) lim
−→
(U,p)∈V◦
x
RU,∞
∼
→ R∞.
Proposition 5.3.7. Les OK-algèbres R∞ et R sont universellement α-cohérentes (2.8.17).
Conservons les notations de 5.3.6. Pour tout objet (U, p) de Vx, la OK -algèbre RU,∞ est uni-
versellement α-cohérente d’après 4.2.16. La OK-algèbre R∞ est donc universellement α-cohérente
en vertu de 2.9.9 et (5.3.6.14).
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Par ailleurs, compte tenu de (4.1.13.4), l’homomorphisme canonique
(5.3.7.1) lim
−→
(U,p)∈V◦
x
R
y
U ⊗RU,∞ R∞ → R
est un isomorphisme. Il résulte alors de 4.5.5 et ([2] V.7.4) que R est une limite inductive filtrante
de R∞-algèbres α-finies-étales. Par suite, la OK-algèbre R est universellement α-cohérente en vertu
de 2.9.11.
Corollaire 5.3.8. Il existe un entier N ≥ 1 tel que pour toute suite exacte de R-modules
M ′ →M →M ′′, la suite
(5.3.8.1) M ′ ⊗R R→M ⊗R R→M ′′ ⊗R R
soit pN -exacte (2.7.2).
Cela résulte de 4.5.8 et de la définition de R (4.1.13.4). On notera dans 4.5.8 que l’entier N ne
dépend que de la carte adéquate ((P, γ), (N, ι), ϑ : N→ P ) pour f .
Corollaire 5.3.9. Il existe un entier N ≥ 1 tel que pour tout complexe de R-modules M• et
tout entier q, le noyau et le conoyau du morphisme canonique
(5.3.9.1) Hq(M•)⊗R R→ Hq(M• ⊗R R)
soient annulés par pN .
En effet, soit N l’entier fourni par 5.3.8 et soitM• un complexe de R-modules. Pour tout entier
n, notons Zn (resp. Z
n
) le noyau du morphisme Mn →Mn+1 (resp. Mn ⊗R R→Mn+1 ⊗R R) et
Bn (resp. B
n
) l’image du morphisme Mn−1 →Mn (resp. Mn−1⊗RR→Mn⊗RR). D’après 5.3.8,
le noyau et le conoyau du morphisme canonique Zn ⊗R R→ Z
n
sont annulés par pN . Par ailleurs,
le morphisme canonique Bn ⊗R R → B
n
est surjectif et son noyau est annulé par pN . Notons C
n
l’image du morphisme canonique Bn ⊗R R → Zn ⊗R R. On a alors un diagramme commutatif
canonique à lignes exactes
(5.3.9.2) 0 // C
n //

Zn ⊗R R //

Hn(M•)⊗R R

// 0
0 // B
n // Z
n // Hn(M• ⊗R R) // 0
La proposition s’ensuit puisque la flèche de gauche est surjective.
5.3.10. Pour tout entier n ≥ 1, le morphisme ξ(n)◦ : X
(n)◦
→ X
◦
est étale et fini d’après
4.2.7(v), de sorte que (X
(n)◦
→ X) est un objet de E. On note E(n) → E´t/X (resp. E˜(n)) le site
fibré (resp. topos) de Faltings associé au morphisme X
(n)◦
→ X (3.3.2). Tout objet de E(n) est
naturellement un objet de E. On définit ainsi un foncteur
(5.3.10.1) Φ(n) : E(n) → E
qui se factorise à travers une équivalence de catégories
(5.3.10.2) E(n)
∼
→ E
/(X
(n)◦
→X)
.
Le foncteur Φ(n) est continu et cocontinu (cf. 4.6.1). Il définit donc une suite de trois foncteurs
adjoints :
(5.3.10.3) (Φ(n))! : E˜(n) → E˜, Φ(n)∗ : E˜ → E˜(n), Φ
(n)
∗ : E˜
(n) → E˜,
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dans le sens que pour deux foncteurs consécutifs de la suite, celui de droite est adjoint à droite de
l’autre. Le foncteur (Φ(n))! se factorise à travers une équivalence de catégories
(5.3.10.4) E˜(n)
∼
→ E˜
/(X
(n)◦
→X)a
,
où (X
(n)◦
→ X)a est l’objet de E˜ associé à (X
(n)◦
→ X). Le couple de foncteurs (Φ(n)∗,Φ(n)∗ )
définit un morphisme de topos que l’on note aussi
(5.3.10.5) Φ(n) : E˜(n) → E˜,
et qui n’est autre que le composé de l’équivalence (5.3.10.4) et du morphisme de localisation de E˜
en (X
(n)◦
→ X)a. Celui-ci se déduit aussi par fonctorialité du diagramme commutatif ([2] VI.10.12)
(5.3.10.6) X
(n)◦ //
ξ(n)◦

X
X
◦ // X
On désigne par
(5.3.10.7) ϕ(n)x : E˜
(n) → X
(n)◦
f e´t
le foncteur canonique défini dans (3.3.11.3).
D’après ([4] IV 5.5), pour tous entiers m,n ≥ 1 tels que m divise n, on a un morphisme
canonique de topos
(5.3.10.8) Φ(n,m) : E˜(n) → E˜(m)
qui s’insère dans un diagramme commutatif à isomorphisme canonique près
(5.3.10.9) E˜(n)
Φ(n)
!!❈
❈❈
❈❈
❈❈
❈❈
Φ(n,m)

E˜(m)
Φ(m)
// E˜
Lemme 5.3.11. Pour tous entiers m,n ≥ 1 tels que m divise n, le diagramme de foncteurs
(5.3.11.1) E˜(n)
ϕ
(n)
x // X
(n)◦
f e´t
E˜(m)
ϕ
(m)
x //
Φ(n,m)∗
OO
X
(m)◦
f e´t
ξ(n,m)◦∗
OO
est commutatif à isomorphisme canonique près
(5.3.11.2) ϕ(n)x ◦ Φ
(n,m)∗ ∼→ ξ(n,m)◦∗ ◦ ϕ
(m)
x .
De plus, ces isomorphismes vérifient une relation de cocycle que nous n’expliciterons pas.
On désigne par E˜
(n)
le topos de Faltings associé au morphisme X
(n)◦
→ X, par
Ξ(n) : E˜
(n)
→ E˜(n)(5.3.11.3)
Φ(n,m) : E˜
(n)
→ E˜
(m)
(5.3.11.4)
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les morphismes définis par fonctorialité ([2] VI.10.12), et par
(5.3.11.5) θ(n) : X
(n)◦
f e´t → E˜
(n)
le morphisme défini dans ([2] VI.10.23(i)). On a alors ϕ(n)x = θ
(n)∗◦Ξ(n)∗ (3.3.11). Il résulte aussitôt
des définitions ([2] VI.10.22) que les carrés du diagramme
(5.3.11.6) X
(n)
fe´t
θ(n) //
ξ(n,m)◦

E˜
(n)
Φ(n,m)

Ξ(n) // E˜(n)
Φ(n,m)

X
(m)
fe´t
θ(m) // E˜
(m) Ξ(m) // E˜(m)
sont commutatifs à isomorphismes près ; d’où la proposition.
5.3.12. Pour tout entier n ≥ 1, on note
(5.3.12.1) σ(n) : E˜(n) → Xe´t
le morphisme canonique ([2] (VI.10.6.4)). Il résulte aussitôt des définitions ([2] VI.10.6) qu’on a
un isomorphisme canonique
(5.3.12.2) σ(n)
∼
→ σ ◦ Φ(n),
où σ est le morphisme (5.1.4.2).
Le schéma X
(n)
est normal et localement irréductible et l’immersion X
(n)◦
→ X
(n)
est sché-
matiquement dominante d’après 4.2.7 et ([2] III.4.2(iv)). Comme le morphisme ξ(n) : X
(n)
→ X
est fini, on en déduit un isomorphisme canonique
(5.3.12.3) σ(n)∗ (Φ(n)∗(B))
∼
→ ~∗(ξ
(n)
∗ (OX(n))).
Dans la suite, on considère σ(n) comme un morphisme de topos annelés
(5.3.12.4) σ(n) : (E˜(n),Φ(n)∗(B))→ (Xe´t, ~∗(ξ
(n)
∗ (OX(n)))).
Pour tout objet F de E˜, les faisceaux (σ(n)∗ (Φ(n)∗(F )))n≥1 forment naturellement un sys-
tème inductif de Xe´t indexé par l’ensemble Z≥1 ordonné par la relation de divisibilité. On pose
abusivement
(5.3.12.5) σ(∞)∗ (F ) = lim
−→
n≥1
σ
(n)
∗ (Φ
(n)∗(F )).
D’après ([4] VII 5.14), pour tout X-schéma étale de présentation finie U , on a
(5.3.12.6) σ(∞)∗ (F )(U) = lim
−→
n≥1
F (U ×X X
(n)◦
→ U).
L’algèbre σ(∞)∗ (B) de Xe´t est associée à l’algèbre quasi-cohérente ~∗(R∞) de Xzar (5.3.4.6),
(2.1.18.3). Ceci résulte aussitôt de (5.3.12.3) et du fait que les foncteurs (2.1.18.3) et ~∗ commutent
aux limites inductives filtrantes compte tenu de (2.1.18.6) et ([4] VI 5.1). D’après (5.3.12.3) et
(2.1.18.8), on a un homomorphisme canonique
(5.3.12.7) σ(∞)∗ (B)x → R∞.
Composant avec l’homomorphisme (5.3.6.11), on obtient un homomorphisme
(5.3.12.8) σ(∞)∗ (B)x → R.
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Pour tout entier q ≥ 0 et tout groupe abélien F de E˜, les faisceaux (Rqσ(n)∗ (Φ(n)∗(F )))n≥1
forment naturellement un système inductif de groupes abéliens de Xe´t. On pose abusivement
(5.3.12.9) Rqσ(∞)∗ (F ) = lim
−→
n≥1
Rqσ
(n)
∗ (Φ
(n)∗(F )).
Soient F un groupe abélien de E˜, n ≥ 1 et q ≥ 0 deux entiers. En vertu de ([2] VI.10.30), on
a un isomorphisme canonique et fonctoriel (5.3.10.7)
(5.3.12.10) Rqσ(n)∗ (Φ(n)∗(F ))x
∼
→ Hq(X
(n)◦
f e´t , ϕ
(n)
x (Φ
(n)∗(F ))).
Par passage à la limite inductive (5.3.11), on en déduit un isomorphisme canonique et fonctoriel
(5.3.12.11) Rqσ(∞)∗ (F )x
∼
→ lim
−→
n≥1
Hq(X
(n)◦
f e´t , ϕ
(n)
x (Φ
(n)∗(F ))).
Proposition 5.3.13. Soient m un entier ≥ 1, F un Bm-module de E˜. Alors,
(i) On a un morphisme R-linéaire canonique et fonctoriel
(5.3.13.1) σ(∞)∗ (F )x ⊗σ(∞)∗ (B)x R→ Fρ(y x),
où ρ est le morphisme (5.1.4.5), cf. (5.3.2.5) et (5.3.12.8). C’est, de plus, un α-isomor-
phisme.
(ii) Pour tout entier q ≥ 1, le OK-module R
qσ
(∞)
∗ (F )x est α-nul.
Reprenons les notations de 5.3.6 et 5.3.10. Pour tout objet (U, p : x→ U) de Vx, on note
(5.3.13.2) ιU ! : E´tf/U◦ → E
le foncteur canonique (3.3.2.5), et on pose FU = F ◦ ιU ! qui est un objet de U
◦
f e´t. D’après ([2]
VI.10.37), pour tout entier n ≥ 1, on a un isomorphisme canonique et fonctoriel
(5.3.13.3) ϕ(n)x (Φ
(n)∗(F ))
∼
→ lim
−→
(U,p)∈V◦
x
(p
(n)
U )
◦∗(FU |U
(n)◦
),
où p(n)U : X
(n)
→ U
(n)
est le morphisme induit par p (cf. 5.3.6). En vertu de ([2] VI.11.10), on en
déduit, pour tout entier q ≥ 0, un isomorphisme fonctoriel
(5.3.13.4) Hq(X
(n)◦
f e´t , ϕ
(n)
x (Φ
(n)∗(F )))
∼
→ lim
−→
(U,p)∈V◦
x
Hq(U
(n)◦
f e´t ,FU |U
(n)◦
).
Compte tenu de (5.3.12.11), celui-ci induit un isomorphisme fonctoriel
(5.3.13.5) Rqσ(∞)∗ (F )x
∼
→ lim
−→
n≥1
lim
−→
(U,p)∈V◦
x
Hq(U
(n)◦
f e´t ,FU |U
(n)◦
).
Soit (U, p) un objet de Vx. On pose U = U
(1)
, U
⋆
= U
(1)⋆
(cf. 5.3.6), ∆U = π1(U
⋆◦
, y) et
(5.3.13.6) ΣU = lim
←−
n≥1
π1(U
(n)⋆◦
, y).
D’après ([30] 8.8.2, 8.10.5 et 17.7.8), on a un isomorphisme canonique
(5.3.13.7) π1(lim
←−
n≥1
U
(n)⋆◦
, y)
∼
→ ΣU .
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On désigne par
(5.3.13.8) νU,y : U
⋆◦
f e´t
∼
→ B∆U
le foncteur fibre de U
⋆◦
f e´t en y (2.1.20.4). On rappelle qu’on a R
y
U = νU,y(BU |U
⋆◦
) (4.1.9.2). On pose
MU = νU,y(FU |U
⋆◦
). En vertu de ([2] II.6.19), pour tout entier q ≥ 1, le OK-module H
q(ΣU ,MU )
est α-nul, et le morphisme canonique
(5.3.13.9) MΣUU ⊗RU,∞ R
y
U →MU
est un α-isomorphisme.
On a un isomorphisme canonique
(5.3.13.10) lim
−→
(U,p)∈V◦
x
RU,∞
∼
→ R∞.
Compte tenu de la définition de l’algèbre R (4.1.13.4), la limite inductive des homomorphismes
canoniques R∞,U → R
y
U s’identifie à l’homomorphisme R∞ → R (5.3.6.11).
Soit q un entier ≥ 0. D’après (5.3.13.7) et ([2] VI.11.10), le morphisme canonique
(5.3.13.11) lim
−→
n≥1
Hq(U
(n)⋆◦
f e´t ,FU |U
(n)⋆◦
)→ Hq(ΣU ,MU )
est un isomorphisme. Par ailleurs, les isomorphismes (5.3.13.5) et (5.3.13.10) induisent un isomor-
phisme fonctoriel
(5.3.13.12) Rqσ(∞)∗ (F )x ⊗σ(∞)∗ (B)x R∞
∼
→ lim
−→
n≥1
lim
−→
(U,p)∈V◦
x
Hq(U
(n)⋆◦
f e´t ,FU |U
(n)⋆◦
).
On en déduit un isomorphisme fonctoriel
(5.3.13.13) Rqσ(∞)∗ (F )x ⊗σ(∞)∗ (B)x R∞
∼
→ lim
−→
(U,p)∈V◦
x
Hq(ΣU ,MU ).
D’après 4.2.8, le nombre de composantes connexes de U
(n)
reste borné quand n varie. Consi-
dérant des morphismes
(5.3.13.14) y′ → lim
←−
n≥1
U
(n)◦
pas nécessairement induits par le morphisme fixé dans (5.3.6.7), on déduit de ce qui précède que
pour tout q ≥ 1, le OK-module
(5.3.13.15) lim
−→
n≥1
Hq(U
(n)◦
f e´t ,FU )
est α-nul. Intervertissant les limites inductives dans (5.3.13.5), on en déduit que pour tout q ≥ 1,
le OK-module R
qσ
(∞)
∗ (F )x est α-nul.
Reprenons de nouveau le point géométrique fixé dans (5.3.6.7). En vertu de ([2] VI.10.36), on
a un isomorphisme canonique
(5.3.13.16) Fρ(y x)
∼
→ lim
−→
(U,p)∈V◦
x
MU .
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L’analogue de cet isomorphisme pour le faisceau B n’est autre que l’isomorphisme (4.1.12.3).
Compte tenu de (5.3.13.13) et (5.3.13.16), on prend pour morphisme (5.3.13.1) la limite induc-
tive des morphismes (5.3.13.9), qui est un α-isomorphisme.
Corollaire 5.3.14. Soient m, q deux entiers ≥ 1, F un Bm-module de E˜. Alors, le ~∗(OX)-
module Rqσ
(∞)
∗ (F ) est α-nul.
En effet, le ~∗(OX)-module R
qσ
(∞)
∗ (F ) est α-nul en tout point géométrique de Xs en vertu
de 5.3.13(ii). On notera que pour tout point géométrique x′ de Xs, il existe un point (y′  x′) de
Xe´t
←
×Xe´t X
◦
e´t en vertu de ([2] III.3.7), ce qui permet d’appliquer 5.3.13(ii) en x
′. Par ailleurs, le
~∗(OX)-module R
qσ
(∞)
∗ (F ) étant de pm-torsion, il est nul sur Xη, d’où la proposition.
5.3.15. Pour tout entier n ≥ 1, on pose
(5.3.15.1) (X ′(n),MX′(n)) = (X
(n),MX(n))×(X,MX) (X
′,MX′),
le produit étant indifféremment pris dans la catégorie des schémas logarithmiques ou dans celle
des schémas logarithmiques saturés ([2] II.5.20). Le morphisme
(5.3.15.2) f ′(n) : (X ′(n),MX′(n))→ (S
(n),MS(n)),
déduit de f (n) (5.2.3.2), est donc lisse et saturé ([57] II 2.11). Il résulte de 4.2.7(iv) que X ′(n)⊲ =
X ′(n) ×X′ X ′⊲ (5.1.2.3) est le sous-schéma ouvert maximal de X ′(n) où la structure logarithmique
MX′(n) est triviale ([45] III 1.2.8). D’après ([2] III.4.2), le schéma X
′(n) est normal et S(n)-plat, et
l’immersion X ′(n)⊲ → X ′(n) est schématiquement dominante.
On pose (5.3.4.1)
(5.3.15.3) X
′(n)
= X ′(n) ×S(n) S et X
′(n)⊲
= X
′(n)
×X′ X
′⊲.
D’après ([2] III.4.2(iii)), le schéma X
′(n)
est normal et localement irréductible. Par ailleurs, l’im-
mersion X
′(n)⊲
→ X
′(n)
est schématiquement dominante ([30] 11.10.5).
Pour tous entiers m,n ≥ 1 tels que m divise n, on désigne par ξ′(n,m) : X
′(n)
→ X
′(m)
le
morphisme induit par ξ(n,m) (5.3.4) et on pose ξ′(n) = ξ′(n,1) : X
′(n)
→ X
′
, de sorte qu’on a
(5.3.15.4) ξ′(n) = ξ′(m) ◦ ξ′(n,m).
Considérons le X
′
-schéma
(5.3.15.5) X
′(∞)
= lim
←−
n≥1
X
′(n)
,
et la OX ′-algèbre quasi-cohérente
(5.3.15.6) R!∞ = lim
−→
n≥1
ξ
′(n)
∗ (OX ′(n)),
de sorte que X
′(∞)
= SpecX′(R
!
∞) ([30] 8.2.3).
Lemme 5.3.16.
(i) Pour tout ouvert affine U
′
de X
′
au-dessus d’un ouvert affine U de X, la OK -algèbre
Γ(U
′
,R!∞) est universellement α-cohérente (2.8.17).
(ii) La OK-algèbre OX′(∞) de X
′(∞)
zar est α-cohérente (2.7.3).
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(iii) Pour tout entier g ≥ 0, la OK-algèbre R
!
∞[t1, . . . , tg] (des polynômes en g variables à
coefficients dans R!∞) de X
′
zar est α-cohérente (2.7.3).
(i) En effet, pour tout entier n ≥ 1, on a un isomorphisme canonique
(5.3.16.1) Γ(U
′
×X′ X
′(n)
,O
X
′(n))
∼
→ Γ(U ×X X
(n)
,O
X
(n))⊗Γ(U,OX)
Γ(U
′
,OX′).
On en déduit par passage à la limite inductive un isomorphisme (5.3.4.6)
(5.3.16.2) Γ(U
′
,R!∞)
∼
→ Γ(U,R∞)⊗Γ(U,OX)
Γ(U
′
,OX′).
Comme le morphisme canonique X
′
→ X est de présentation finie et que la OK-algèbre Γ(U,R∞)
est universellement α-cohérente d’après 5.3.5(ii), il s’ensuit que la OK-algèbre Γ(U
′
,R!∞) est uni-
versellement α-cohérente (2.7.20).
(ii) & (iii) Cela résulte de (i) et 2.8.7.
5.3.17. On a (5.1.8.1)
(5.3.17.1) Θ+(X
(n)◦
→ X) = (X
′(n)⊲
→ X ′).
On désigne par E′(n) → E´t/X′ (resp. E˜′(n)) le site fibré (resp. topos) de Faltings associé au
morphisme X
′(n)⊲
→ X ′ (3.3.2). Tout objet de E′(n) est naturellement un objet de E′. On définit
ainsi un foncteur
(5.3.17.2) Φ′(n) : E′(n) → E′,
qui se factorise à travers une équivalence de catégories
(5.3.17.3) E′(n)
∼
→ E′
/(X
′(n)⊲
→X′)
.
Le foncteur Φ′(n) est continu et cocontinu (cf. 4.6.1). Il définit donc une suite de trois foncteurs
adjoints :
(5.3.17.4) Φ′(n)! : E˜
′(n) → E˜′, Φ′(n)∗ : E˜′ → E˜′(n), Φ
′(n)
∗ : E˜
′(n) → E˜′,
dans le sens que pour deux foncteurs consécutifs de la suite, celui de droite est adjoint à droite de
l’autre. D’après ([4] III 5.4), le foncteur Φ′(n)! se factorise à travers une équivalence de catégories
(5.3.17.5) E˜′(n)
∼
→ E˜′
/(X
′(n)⊲
→X′)a
,
où (X
′(n)⊲
→ X ′)a est l’objet de E˜′ associé à (X
′(n)⊲
→ X ′). Le couple de foncteurs (Φ′(n)∗,Φ′(n)∗ )
définit un morphisme de topos que l’on note aussi
(5.3.17.6) Φ′(n) : E˜′(n) → E˜′.
Celui-ci est égal au composé de l’équivalence (5.3.17.5) et du morphisme de localisation de E˜′ en
l’objet (X
′(n)⊲
→ X ′)a. Il se déduit aussi par fonctorialité du diagramme commutatif ([2] VI.10.12)
(5.3.17.7) X
′(n)⊲ //

X ′
X
′⊲ // X ′
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D’après ([4] IV 5.5), pour tous entiers m,n ≥ 1 tels que m divise n, on a un morphisme
canonique de topos
(5.3.17.8) Φ′(n,m) : E˜′(n) → E˜′(m)
qui s’insère dans un diagramme commutatif à isomorphisme canonique près
(5.3.17.9) E˜′(n)
Φ′(n)
""❉
❉❉
❉❉
❉❉
❉❉
Φ′(n,m)

E˜′(m)
Φ′(m)
// E˜′
5.3.18. On note
(5.3.18.1) σ′(n) : E˜′(n) → X ′e´t
le morphisme canonique ([2] (VI.10.6.4)). Il résulte aussitôt des définitions ([2] VI.10.6) qu’on a
un isomorphisme canonique
(5.3.18.2) σ′(n)
∼
→ σ′ ◦ Φ′(n),
où σ′ est le morphisme (5.1.6.2).
Le schéma X
′(n)
est normal et localement irréductible et l’immersion X
′(n)⊲
→ X
′(n)
est
schématiquement dominante (5.3.15). Comme le morphisme ξ′(n) : X
′(n)
→ X
′
est fini, on en
déduit un isomorphisme canonique
(5.3.18.3) σ′(n)∗ (Φ
′(n)∗(B
′
))
∼
→ ~′∗(ξ
′(n)
∗ (OX ′(n))),
où ~′ : X
′
→ X ′ est le morphisme canonique (5.1.2). Dans la suite, on considère σ′(n) comme un
morphisme de topos annelés
(5.3.18.4) σ′(n) : (E˜′(n),Φ′(n)∗(B
′
))→ (X ′e´t, ~
′
∗(ξ
′(n)
∗ (OX ′(n)))).
Pour tout objet F de E˜′, les faisceaux (σ′(n)∗ (Φ′(n)∗(F )))n≥1 forment naturellement un sys-
tème inductif de X ′e´t indexé par l’ensemble Z≥1 ordonné par la relation de divisibilité. On pose
abusivement
(5.3.18.5) σ′(∞)∗ (F ) = lim
−→
n≥1
σ
′(n)
∗ (Φ
′(n)∗(F )).
D’après ([4] VII 5.14), pour tout X ′-schéma étale de présentation finie U ′, on a
(5.3.18.6) σ′(∞)∗ (F )(U ′) = lim
−→
n≥1
F (U ′ ×X′ X
′(n)⊲
→ U ′).
L’algèbre σ′(∞)∗ (B
′
) de X ′e´t est associée à l’algèbre quasi-cohérente ~
′
∗(R
!
∞) de X
′
zar (5.3.15.6),
(2.1.18.3). Ceci résulte aussitôt de (5.3.18.3) et du fait que les foncteurs (2.1.18.3) et ~′∗ commutent
aux limites inductives filtrantes compte tenu de (2.1.18.6) et ([4] VI 5.1).
Pour tout entier q ≥ 0 et tout groupe abélien F de E˜′, les faisceaux (Rqσ′(n)∗ (Φ′(n)∗(F )))n≥1
forment naturellement un système inductif de groupes abéliens de X ′s,e´t. On pose abusivement
(5.3.18.7) Rqσ′(∞)∗ (F ) = lim
−→
n≥1
Rqσ
′(n)
∗ (Φ
′(n)∗(F )).
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Proposition 5.3.19. Supposons que le morphisme f ′ : (X ′,MX′)→ (S,MS) (5.1.2) admette
une carte adéquate, que X ′ soit affine et connexe et que X ′s soit non-vide. Soient m ≥ 1, n ≥ 1,
q ≥ 0 des entiers, L′ un (OK/p
mOK)-module localement libre de type fini de X
′⊲
f e´t. On note M
′(n)
le B
′
X′(X
′(n)⊲
)-module
(5.3.19.1) M ′(n) = Hq(X
′(n)⊲
f e´t ,L
′ ⊗OK B
′
X′),
et M˜ ′(n) le B
′
X′(X
′(n)⊲
)-module associé de X ′e´t (2.1.18.3). Alors, on a un morphisme B
′
X′(X
′(n)⊲
)-
linéaire canonique de X ′e´t
(5.3.19.2) M˜ ′(n) → Rqσ′(n)∗ (Φ′(n)∗(β′∗(L′))),
qui est un α-isomorphisme, où β′ est le morphisme de topos annelés (5.1.7.4).
C’est un cas particulier de 4.6.23.
Corollaire 5.3.20. Supposons que le morphisme f ′ : (X ′,MX′) → (S,MS) (5.1.2) admette
une carte adéquate, que X ′ soit affine et connexe et que X ′s soit non-vide. Soient m ≥ 1 et q ≥ 0
deux entiers et L′ un (OK/p
mOK)-module localement libre de type fini de X
′⊲
f e´t. On note M
′(∞) le
σ
′(∞)
∗ (B
′
)(X ′)-module
(5.3.20.1) M ′(∞) = lim
−→
n≥1
Hq(X
′(n)⊲
f e´t ,L
′ ⊗OK B
′
X′),
et M˜ ′(∞) le σ
′(∞)
∗ (B
′
)(X ′)-module associé de X ′e´t. Alors, il existe un morphisme σ
′(∞)
∗ (B
′
)(X ′)-
linéaire canonique de X ′e´t
(5.3.20.2) M˜ ′(∞) → Rqσ′(∞)∗ (β′∗(L′)),
qui est un α-isomorphisme.
Cela résulte aussitôt de 5.3.19 puisque le foncteur (2.1.18.3) commute aux limites inductives
compte tenu de (2.1.18.6).
Lemme 5.3.21. Conservons les hypothèses de 5.3.20 et supposons de plus que le morphisme g
(5.1.2.1) admette une carte relativement adéquate (5.1.11)
(5.3.21.1) ((P ′, γ′), (P, γ), (N, ι), ϑ : N→ P, h : P → P ′).
Alors, le R!∞(X
′
)-module M ′(∞) est α-cohérent. De plus, il est α-nul si q ≥ dim(X ′/X) + 1.
En effet, le R!∞(X
′
)-module M ′(∞) est de présentation α-finie en vertu de 5.2.31, 5.2.11(iii) et
([2] VI.11.10). Il est, de plus, α-nul si q ≥ dim(X ′/X)+1. La OK -algèbreR
!
∞(X
′
) étant α-cohérente
d’après 5.3.16(i), le R!∞(X
′
)-module M ′(∞) est donc α-cohérent (2.7.19).
Proposition 5.3.22. Soient m ≥ 1, q ≥ 0 deux entiers, L′ un (OK/p
mOK)-module localement
libre de type fini de X
′⊲
f e´t. Alors, le σ
′(∞)
∗ (B
′
)-module mK ⊗OK R
qσ
′(∞)
∗ (β
′∗(L′)) est associé à un
~′∗(R
!
∞)-module quasi-cohérent et α-cohérent de X
′
zar pour tout q ≥ 0 (5.3.15.6), et il est nul pour
tout q ≥ dim(X ′/X) + 1, où β′ est le morphisme de topos annelés (5.1.7.4).
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En effet, d’après 5.1.10 (cf. la preuve de 5.1.12), il existe un recouvrement étale (v′j : X
′
j →
X ′)j∈J , un recouvrement de Zariski (vj : Xj → X)j∈J et pour tout j ∈ J , un diagramme commu-
tatif de schémas logarithmiques
(5.3.22.1) (X ′j ,MX′ |X
′
j)
v′j //
gj

(X ′,MX′)
g

(Xj ,MX |Xj)
vj // (X,MX)
tels que J soit fini et que pour tout j ∈ J , l’une des deux conditions suivantes soit remplie :
(a) les schémas Xj et X ′j sont affines et connexes, (X
′
j)s est non-vide et le morphisme gj admet
une carte relativement adéquate (5.1.11)
(5.3.22.2) ((P ′j , γ
′
j), (P, γj), (N, ι), ϑ : N→ P, hj : P → P
′
j),
où ((P, γj), (N, ι), ϑ) est la carte adéquate pour f ◦ vj induite par celle pour f fixée dans
5.3.2 ;
(b) (X ′j)s est vide.
Pour tout j ∈ J , posons Aj = ~′∗(R
!
∞)⊗OX′ OX′j et notons
(5.3.22.3) ι′j : Mod
qcoh(Aj , X
′
j,zar)→Mod(σ
′(∞)
∗ (B
′
)|X ′j , X
′
j,e´t)
le foncteur canonique (2.1.18.3). Il existe un Aj-module quasi-cohérent F
q
j de X
′
j,zar et un mor-
phisme σ′(∞)∗ (B
′
)(X ′j)-linéaire
(5.3.22.4) ι′j(F
q
j )→ R
qσ
′(∞)
∗ (β
′∗(L′))|X ′j
qui est un α-isomorphisme. Dans le cas (a), c’est une conséquence de 5.3.20, compte tenu de ([2]
VI 10.14). Dans le cas (b), on prend F qj = 0. Par ailleurs, en vertu de 2.8.7 et 5.3.21, le Aj-module
F
q
j est α-cohérent pour tout q ≥ 0, et il est α-nul pour tout q ≥ dim(X
′/X) + 1.
Compte tenu de 2.6.23 et (2.1.18.6), le morphisme (5.3.22.4) induit un σ′(∞)∗ (B
′
)(X ′j)-isomor-
phisme
(5.3.22.5) ι′j(mK ⊗OK F
q
j )
∼
→ mK ⊗OK R
qσ
′(∞)
∗ (β
′∗(L′))|X ′j .
On en déduit une donnée de descente sur ι′j(mK ⊗OK F
q
j )j∈J relativement au recouvrement étale
(X ′j → X
′)j∈J . Comme les foncteurs (5.3.22.3) sont pleinement fidèles (2.1.18), il en résulte une
donnée de descente sur (mK ⊗OK F
q
j )j∈J relativement au recouvrement étale (X
′
j → X
′)j∈J .
D’après ([23] VIII 1.1), il existe alors un ~′∗(R
!
∞)-module quasi-cohérent G
q et pour tout j ∈ J ,
un isomorphisme
(5.3.22.6) v′∗j (G
q)
∼
→ mK ⊗OK F
q
j
tels que si l’on munit (v′∗j (G
q))j∈J de la donnée de descente définie par G q, les isomorphismes
(5.3.22.6) soient compatibles aux données de descente. Le ~′∗(R
!
∞)-module G
q est α-cohérent d’après
2.8.7, 2.8.10 et 5.3.16(ii). De plus, il est nul si q ≥ dim(X ′/X) + 1. Par ailleurs, notant
(5.3.22.7) ι′ : Modqcoh(~′∗(R
!
∞), X
′
zar)→Mod(σ
′(∞)
∗ (B
′
), X ′e´t)
le foncteur canonique (2.1.18.3), les isomorphismes (5.3.22.5) se descendent en un isomorphisme
σ
′(∞)
∗ (B
′
)-linéaire
(5.3.22.8) ι′(G q)→ mK ⊗OK R
qσ
′(∞)
∗ (β
′∗(L′));
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d’où la proposition.
Proposition 5.3.23. Supposons le morphisme g projectif. Alors,
(i) Pour tous entiers m ≥ 1, i, j ≥ 0 et tout (OK/p
mOK)-module localement libre de type fini
L′ de X
′⊲
f e´t, le σ
(∞)
∗ (B)-module mK ⊗OK R
ig∗(R
jσ
′(∞)
∗ (β
′∗(L′))) est associé à un ~∗(R∞)-
module quasi-cohérent et α-cohérent de Xzar (5.3.4.6), où β′ est le morphisme de topos
annelés (5.1.7.4).
(ii) Il existe un entier q0 ≥ 0 tel que pour tous entiers m ≥ 1, i, j ≥ 0 avec i + j ≥ q0,
et tout (OK/p
mOK)-module localement libre de type fini L
′ de X
′⊲
f e´t, le σ
(∞)
∗ (B)-module
mK ⊗OK R
ig∗(R
jσ
′(∞)
∗ (β
′∗(L′))) soit nul.
En effet, le morphisme canonique
(5.3.23.1) Rig∗(R
jσ
′(∞)
∗ (β
′∗(L′)))→ Rig∗(mK ⊗OK R
jσ
′(∞)
∗ (β
′∗(L′)))
est un α-isomorphisme (2.6.3). D’après 5.3.22, le σ′(∞)∗ (B
′
)-module mK ⊗OK R
jσ
′(∞)
∗ (β
′∗(L′)) est
associé à un ~′∗(R
!
∞)-module quasi-cohérent et α-cohérent F . Le σ
(∞)
∗ (B)-module Rig∗(mK ⊗OK
Rjσ
′(∞)
∗ (β′∗(L′))) est donc associé au ~∗(R∞)-module Rig∗(F ) (2.1.19.7).
Le diagramme de morphismes canoniques
(5.3.23.2) X
′(∞) //
g(∞)

X ′
g

X
(∞) // X
est cartésien, et ses flèches horizontales sont affines (5.3.4.5), (5.3.15.5). Comme g est plat ([38]
4.5), X ′ et X
(∞)
sont tor-indépendants sur X dans le sens de ([5] III 1.5). Comme g est pseudo-
cohérent ([5] III 1.2 et 1.3), il en est de même de g(∞) d’après ([5] III 1.10(a)). Le ~′∗(R
!
∞)-module
F est l’image directe d’un O
X
′(∞) -module quasi-cohérent et α-cohérent G (2.8.7). Par suite, le
O
X
(∞) -module quasi-cohérent Rig(∞)∗ (G ) est α-cohérent en vertu de 2.8.18 et 5.3.5(ii). Le ~∗(R∞)-
module quasi-cohérent Rig∗(F ) est donc α-cohérent (2.8.7). De plus, il existe un entier q0 ≥ 0 qui
ne dépend que de g, tel que Rig∗(F ) = 0 pour i+ j ≥ q0 en vertu de 5.3.22 et ([29] 1.4.12), d’où
la proposition (2.6.23).
5.3.24. Soit n un entier ≥ 1. D’après (5.3.17.1) et ([4] IV 5.10), le morphisme Θ (5.1.8.2)
induit un morphisme de topos
(5.3.24.1) Θ(n) : E˜′(n) → E˜(n)
qui s’insère dans un diagramme commutatif à isomorphisme canonique près
(5.3.24.2) E˜′(n)
Θ(n)

Φ′(n) // E˜′
Θ

E˜(n)
Φ(n) // E˜
Pour tout entier q ≥ 0, le morphisme de changement de base relatif à ce diagramme ([1] (1.2.2.3))
(5.3.24.3) Φ(n)∗ ◦ RqΘ∗ → RqΘ
(n)
∗ ◦ Φ
′(n)∗
est un isomorphisme.
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D’après (5.1.8.3) et (5.3.24.2), le diagramme de morphismes de topos
(5.3.24.4) E˜′(n) σ
′(n)
//
Θ(n)

X ′e´t
g

E˜(n)
σ(n) // Xe´t
est commutatif à isomorphisme canonique près
(5.3.24.5) σ(n)∗ ◦Θ
(n)
∗
∼
→ g∗ ◦ σ
′(n)
∗ .
Le morphisme g étant cohérent, on en déduit, d’après ([4] VI 5.1) et compte tenu de (5.3.24.3),
que le diagramme de foncteurs
(5.3.24.6) E˜′
σ′(∞)∗ //
Θ∗

X ′e´t
g∗

E˜
σ(∞)∗ // Xe´t
est commutatif à isomorphisme canonique près
(5.3.24.7) σ(∞)∗ ◦Θ∗
∼
→ g∗ ◦ σ
′(∞)
∗ .
Proposition 5.3.25. Soient m un entier ≥ 1, F ′ un B
′
m-module de E˜
′. Alors, on a une suite
spectrale canonique et fonctorielle
(5.3.25.1) Ei,j2 = mK ⊗OK R
ig∗(R
jσ
′(∞)
∗ (F
′))⇒ mK ⊗OK σ
(∞)
∗ (R
i+jΘ∗(F
′)).
En effet, pour tout entier n ≥ 1, on a la suite spectrale de Cartan-Leray ([4] V 5.4)
(5.3.25.2) Rig∗(Rjσ
′(n)
∗ (Φ
′(n)∗(F ′)))⇒ Ri+j(g ◦ σ′(n))∗(Φ
′(n)∗(F ′)).
Ces suites forment un système inductif indexé par l’ensemble Z≥1 ordonné par la relation de
divisibilité. D’après ([4] VI 5.1), le morphisme g étant cohérent, on en déduit par passage à la
limite inductive une suite spectrale
(5.3.25.3) Rig∗(Rjσ
′(∞)
∗ (F
′))⇒ lim
−→
n≥1
Ri+j(g ◦ σ′(n))∗(Φ
′(n)∗(F ′)).
De même, compte tenu de (5.3.24.3), on a une suite spectrale
(5.3.25.4) Riσ(∞)∗ (RjΘ∗(F ′))⇒ lim
−→
n≥1
Ri+j(σ(n) ◦Θ(n))∗(Φ
′(n)∗(F ′)).
On en déduit, pour tout entier q ≥ 0, un morphisme
(5.3.25.5) lim
−→
n≥1
Rq(σ(n) ◦Θ(n))∗(Φ
′(n)∗(F ′))→ σ
(∞)
∗ (R
qΘ∗(F
′)).
Celui-ci est un α-isomorphisme d’après 5.3.14. La suite spectrale recherchée (5.3.25.1) se déduit de
(5.3.25.3) et (5.3.25.5), compte tenu des isomorphismes (5.3.24.5).
Proposition 5.3.26. Supposons le morphisme g projectif. Alors,
(i) Pour tous entiers m ≥ 1, q ≥ 0 et tout (OK/p
mOK)-module localement libre de type fini L
′
de X
′⊲
f e´t, le σ
(∞)
∗ (B)x-module σ
(∞)
∗ (R
qΘ∗(β
′∗(L′)))x est α-cohérent, où β
′ est le morphisme
de topos annelés (5.1.7.4).
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(ii) Il existe un entier q0 ≥ 0 tel que pour tous entiers m ≥ 1, q ≥ q0 et tout (OK/p
mOK)-
module localement libre de type fini L′ de X
′⊲
f e´t, le σ
(∞)
∗ (B)x-module σ
(∞)
∗ (R
qΘ∗(β
′∗(L′)))x
soit α-nul.
Cela résulte de 5.3.23 et 5.3.25, compte tenu de 2.7.16, 2.7.17, 2.8.20(ii) et 5.3.5(ii).
Corollaire 5.3.27. Supposons le morphisme g projectif. Alors,
(i) Pour tous entiers m ≥ 1, q ≥ 0 et tout (OK/p
mOK)-module localement libre de type fini L
′
de X
′⊲
f e´t, le R-module R
qΘ∗(β
′∗(L′))ρ(y x) est α-cohérent, où ρ est le morphisme (5.1.4.5)
et β′ est le morphisme de topos annelés (5.1.7.4).
(ii) Il existe un entier q0 ≥ 0 tel que pour tous entiers m ≥ 1, q ≥ q0 et tout (OK/p
mOK)-
module localement libre de type fini L′ de X
′⊲
f e´t, le R-module R
qΘ∗(β
′∗(L′))ρ(y x) soit α-nul.
Cela résulte de 5.3.7, 5.3.13(i) et 5.3.26, compte tenu de 2.7.7(iii) et 2.7.19.
5.3.28. On peut maintenant démontrer le théorème 5.3.3. Comme les foncteurs δ∗ et δ′∗ sont
exacts (5.1.8.5), pour tout groupe abélien F de E˜s et tout entier q ≥ 0, on a un isomorphisme
canonique
(5.3.28.1) δ∗(RqΘs∗(F ))
∼
→ RqΘ∗(δ
′
∗F ).
Par ailleurs, β′∗(L′) étant un objet de E˜′s ([2] III.9.6), on a un isomorphisme canonique
(5.3.28.2) δ′∗(β
′∗
m(L
′))
∼
→ β′∗(L′).
Le théorème 5.3.3 résulte alors de 5.3.27, compte tenu de ([2] III.9.5(i)).
5.4. Longueurs normalisées
5.4.1. Dans cette section, on suppose que le morphisme f : (X,MX)→ (S,MS) admet une
carte adéquate ((P, γ), (N, ι), ϑ : N → P ) (cf. 4.2.1) et on reprend les notations de 5.2.3. On fixe,
de plus, un S-morphisme
(5.4.1.1) S → lim
←−
n≥1
S(n).
Pour tout entier n ≥ 1, on pose
(5.4.1.2) X
(n)
= X(n) ×S(n) S.
Pour tous entiers m,n ≥ 1 tels que m divise n, on note ξ(n,m) : X
(n)
→ X
(m)
le morphisme
canonique qui est fini et surjectif. On pose ξ(n) = ξ(n,1) : X
(n)
→ X, de sorte qu’on a ξ(n) =
ξ(m) ◦ ξ(n,m).
5.4.2. Soient (y  x) un point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de s, x le
support de x dans Xs, X le localisé strict de X en x, X = X ×S S (5.1.1.3). Le corps résiduel de
OK étant algébriquement clos, on peut identifier x (resp. x) à un point (resp. point géométrique)
de X. Le schéma X s’identifie donc au localisé strict de X en x ([2] III.3.7). Le X-morphisme
u : y → X définissant le point (y  x) se relève en un X
◦
-morphisme v : y → X
◦
= X ×X X◦
(5.1.2.2). Pour tout entier n ≥ 1, on pose
(5.4.2.1) X
(n)
= X
(n)
×X X.
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Pour tous entiersm,n ≥ 1 tels quem divise n, on désigne par ξ(n,m) : X
(n)
→ X
(m)
et ξ(n) : X
(n)
→
X les morphismes induits par ξ(n,m) et ξ(n). D’après ([30] 8.3.8(i)), il existe un X-morphisme
(5.4.2.2) y → lim
←−
n≥1
X
(n)
,
la limite inductive étant indexée par l’ensemble Z≥1 ordonné par la relation de divisibilité, que l’on
fixe dans la suite de cette section.
D’après ([2] III.3.7), le schéma X est strictement local et normal (et en particulier intègre).
Le schéma X
(n)
est donc une union disjointe finie de schémas normaux et strictement locaux
(4.2.7(iii)). On note c(n) de nombre de ses composantes irréductibles. On désigne par X
(n)⋆
la
composante irréductible de X
(n)
contenant l’image de y. On pose
Rn = Γ(X
(n)⋆
,O
X
(n)),(5.4.2.3)
R∞ = lim
−→
n≥1
Rn,(5.4.2.4)
la limite inductive étant indexée par l’ensemble Z≥1 ordonné par la relation de divisibilité. L’anneau
Rn est donc un facteur direct direct de Bn. Les anneaux Rn sont locaux, strictement henséliens et
normaux, et il en est de même de l’anneau R∞ ([47] I § 3 prop. 1 et [27] 0.6.5.12(ii)). On note s
le point fermé de Spec(R∞). Pour tout R∞-module M , on désigne par Γs(M) le sous-R∞-module
de M des sections à supports dans s.
Pour tout n ≥ 1, le morphisme ξ(n)◦ : X
(n)◦
→ X
◦
est un revêtement étale fini et galoisien
d’après 4.2.7(v). Munissant le schéma intègre X
◦
du point géométrique défini par le morphisme
v : y → X
◦
, le groupe profini π1(X
◦
, y) agit alors sur l’anneau R∞ et l’action est discrète.
Remarque 5.4.3. Soient (yι  x) un autre point de Xe´t
←
×Xe´t X
◦
e´t,
(5.4.3.1) yι → lim
←−
n≥1
X
(n)
,
un X-morphisme. Nous affectons d’un exposant ι les objets associés à ces données, analogues à
ceux associés à (y  x) et (5.4.2.2) dans 5.4.2. Comme X(n)◦ est un espace principal homogène
pour la topologie étale au-dessus de X◦ sous le groupe HomZ(P gp, µn(K)) d’après 4.2.7(v), il existe
un isomorphisme de R1-algèbres
(5.4.3.2) ι∞ : R∞
∼
→ Rι∞.
Proposition 5.4.4. La catégorie des R∞-modules de présentation α-finie est abélienne et est
stable par les foncteurs Tor
R∞
i (−,−) et Ext
i
R∞
(−,−) (i ≥ 0).
En effet, la OK-algèbre R∞ étant α-cohérente d’après 5.3.7, pour qu’un R∞-module soit de
présentation α-finie, il faut et il suffit qu’il soit α-cohérent (2.7.19). Par ailleurs, la catégorie des
R∞-modules α-cohérents est abélienne en vertu de 2.7.17, d’où la première assertion.
SoientM,N deux R∞-modules α-cohérents, γ ∈ mK . Il existe un entier n ≥ 0 et un morphisme
R∞-linéaire u : (R∞)
n →M dont le conoyau est annulé par γ. PosonsM0 = (R∞)
n,M1 = ker(u) et
M−1 = im(u) de sorte qu’on a une suite exacte 0→M1 →M0 →M−1 → 0 et un γ-isomorphisme
M−1 →M . On en déduit des suites exactes
0→ Tor
R∞
1 (M−1, N)→M1 ⊗R∞ N →M0 ⊗R∞ N →M−1 ⊗R∞ N → 0,
0→ HomR∞(M−1, N)→ HomR∞(M0, N)→ HomR∞(M1, N)→ Ext
1
R∞
(M−1, N)→ 0,
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et pour tout i ≥ 1, des isomorphismes
Tor
R∞
i+1(M−1, N)
∼
→ Tor
R∞
i (M1, N),(5.4.4.1)
ExtiR∞(M1, N)
∼
→ Exti+1R∞(M−1, N).(5.4.4.2)
Les R∞-modules M ⊗R∞ N et HomR∞(M,N) sont α-cohérents d’après 2.7.18. Pour tout j ∈
{−1, 0, 1}, le R∞-moduleMj étant α-cohérent, il en est de même deMj⊗R∞N et HomR∞(Mj , N).
Par suite, les R∞-modules Tor
R∞
1 (M−1, N) et Ext
1
R∞
(M−1, N) sont α-cohérents (2.7.17). Il en est
alors de même des R∞-modules Tor
R∞
1 (M,N) et Ext
1
R∞
(M,N), compte tenu de 2.6.3 et 2.7.11. On
en déduit par récurrence, compte tenu de (5.4.4.1) et (5.4.4.2), que les R∞-modules Tor
R∞
i (M−1, N)
et ExtiR∞(M−1, N) (i ≥ 2) sont α-cohérents. Il en est alors de même des R∞-modules Tor
R∞
i (M,N)
et ExtiR∞(M,N) (i ≥ 2), compte tenu encore de 2.6.3 et 2.7.11.
Lemme 5.4.5. Tout R∞-module α-projectif de type α-fini M est de rang un entier r ≥ 0 ([2]
V.5.14).
En effet, d’après ([2] V.5.16) et compte tenu de (2.6.11.3), il existe un entier r ≥ 0 et une
décomposition de la R∞-algèbre
(5.4.5.1) σ∗(R
α
∞) = R0 ×R1 × · · · ×Rr
tels que pour tout 0 ≤ i ≤ r, le Ri-module M ⊗R∞ Ri soit de rang i. L’homomorphisme canonique
R∞ → σ∗(R
α
∞) étant un α-isomorphisme d’après 2.6.12(ii), il induit un isomorphisme R∞[p
−1]
∼
→
σ∗(R
α
∞)[p
−1]. Comme R∞ est local et normal (5.4.2.4) et donc intègre, il existe un unique entier
0 ≤ i ≤ r tel que Ri[p−1] soit non nul. L’homomorphisme R∞[p
−1] → Ri[p−1] est donc un
isomorphisme. Par suite, l’homomorphisme R∞ → Ri est injectif. Comme il est α-surjectif, c’est
un α-isomorphisme. Il s’ensuit que Rj est α-nul pour tout j 6= i. Comme σ∗(R
α
∞) n’a pas d’éléments
non-nuls et α-nuls (2.6.11.3), on en déduit que Rj = 0, d’où la proposition.
5.4.6. Soit (Ai, ϕji) un système inductif d’anneaux de valuation dont l’ensemble d’indices
est préordonné filtrant à droite tel que pour tout i ≤ j, l’homomorphisme ϕji est injectif. Pour
tout i ∈ I, notons Ki le corps des fractions de Ai. Posons A = lim
−→
Ai et K = lim
−→
Ki. Alors, A est
un anneau intègre de corps des fractions canoniquement isomorphe à K ([27] 0.6.1.5). Il résulte
aussitôt de la définition ([6] VI § 1.2 déf. 2) que A est un anneau de valuation. Le groupe des
valeurs K×/A× de la valuation canonique de K est la limite inductive des groupes des valeurs
K×i /A
×
i des valuations canoniques des Ki.
Proposition 5.4.7. Si x est un point générique de Xs (5.4.2), alors R∞ est un anneau de
valuation non discrète de hauteur un, ayant une valuation qui prolonge la valuation v de OK (5.1.1).
Soient n un entier ≥ 1, L une extension finie de Kn (5.2.2), OL la clôture intégrale de OK dans
L. L’anneau Rn (5.4.2.3) est le localisé strict de X
(n)
en un point géométrique x(n) au-dessus de
x. Comme le morphisme X
(n)
→ X est fini et surjectif, x(n) est localisé en un point générique de
la fibre spéciale de X
(n)
→ S. Le schéma X(n)L = X
(n)⊗OKn OL (5.2.3.1) est normal et OL-plat en
vertu de 4.2.7(i), ([38] 4.5) et ([39] 8.2 et 4.1) ; cf. aussi ([55] 1.5.1). De plus, la fibre spéciale de
X
(n)
L → Spec(OL) est réduite d’après ([57] II.4.2). Notons RL,n le localisé strict de X
(n)
L en x
(n) ;
on rappelle que le corps résiduel de OK est algébriquement clos. Il résulte de ce qui précède que
RL,n est un anneau de valuation discrète dont les uniformisantes de OL sont des uniformisantes.
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D’après ([47] VIII § 2 prop. 3), Rn est la limite inductive des anneaux RL,n lorsque L décrit
les extensions finies de Kn contenues dans K. Il s’ensuit, compte tenu de 5.4.6, que Rn est un
anneau de valuation et qu’il est muni d’une valuation surjective Rn → Q≥0 ∪ {∞} qui prolonge la
valuation v : OK → Q≥0 ∪ {∞} (5.1.1).
Pour tout entier m ≥ 1, le morphisme canonique X
(mn)
→ X
(n)
est dominant. L’homo-
morphisme canonique Rn → Rmn est donc injectif. D’après ce qui précède, celui-ci induit un
isomorphisme entre les groupes des valeurs des valuations canoniques des corps de fractions. La
proposition s’ensuit compte tenu de 5.4.6.
Définition 5.4.8 ([17] 7.2.3). Soit A une OK-algèbre locale, d’idéal maximal contenant mK .
On dit que A est mesurable s’il existe une OK-algèbre locale B, essentiellement de présentation
finie sur OK , d’idéal maximal contenant mK , et un homomorphisme local et ind-étale B → A ([47]
VIII défi. 3).
Proposition 5.4.9 ([17] 7.2.38, 7.2.41). Soit A une OK -algèbre mesurable (5.4.8) d’idéal
maximal mA et de corps résiduel κA. On peut associer canoniquement à tout A-module M à support
dans le point fermé sA de Spec(A), une longueur λA(M) ∈ R≥0 ∪ {∞} vérifiant les propriétés
suivantes :
(i) Pour tout A-module de présentation finie M à support dans sA, λA(M) est fini.
(ii) Pour toute suite exacte de A-modules à supports dans sA, 0→M ′ →M →M ′′ → 0, on a
(5.4.9.1) λA(M) = λA(M ′) + λA(M ′′).
(iii) Soient ψ : A→ B un homomorphisme local de OK-algèbres mesurables induisant un mor-
phisme fini d’extensions résiduelles κA → κB, M un B-module à support dans le point
fermé sB de Spec(B). Alors, on a
(5.4.9.2) λB(M) =
λA(ψ∗(M))
[κB : κA]
.
(iv) Soient ψ : A → B un homomorphisme local plat de OK-algèbres mesurables induisant un
morphisme entier κA → B/mAB, M un A-module à support dans sA. Alors, on a
(5.4.9.3) λB(M ⊗A B) = long(B/mAB) · λA(M).
5.4.10. Soit A une OK -algèbre plate et mesurable qui est un anneau de valuation. D’après
([17] 7.2.5), la valuation de A est de rang un et son indice de ramification e au dessus de OK est fini.
En vertu de ([17] 7.2.19), pour tout A-module de type α-fini, e−1λA(M) est la longueur définie
dans (2.10.10.2).
5.4.11. On désigne par Λ le conoyau dans la catégorie des monoïdes de l’homomorphisme
ϑ : N→ P (5.4.1) et par q : P → Λ l’homomorphisme canonique. Posons λ = ϑ(1). D’après ([45] I
1.1.5), Λ est le quotient de P par la relation de congruence E formée des éléments (x, y) ∈ P × P
pour lesquels il existe a, b ∈ N tels que x+ aλ = y+ bλ. Dire que E est une relation de congruence
signifie qu’elle est une relation d’équivalence et que E est un sous-monoïde de P×P . Le groupe Λgp
s’identifie canoniquement à P gp/Zλ. Comme P est intègre, Λ est intègre ; on peut donc l’identifier
à l’image de P dans P gp/Zλ.
5.4. LONGUEURS NORMALISÉES 263
On désigne par Pη la localisation de P par λ ([45] I 1.4.4), qui est aussi la somme amalgamée
des deux homomorphismes ϑ : N→ P et N→ Z, de sorte que le diagramme
(5.4.11.1) N ϑ //

P

Z // Pη
est cocartésien. Par suite, Λ est canoniquement isomorphe au conoyau dans la catégorie des mo-
noïdes de l’homomorphisme canonique Z → Pη. D’après 4.2.2(ii), il existe donc deux entiers
0 ≤ c ≤ d et un isomorphisme de monoïdes
(5.4.11.2) Zc ⊕ Nd−c
∼
→ Λ.
En particulier, le monoïde Λ est saturé.
Lemme 5.4.12 ([2] II.8.6). Conservons les notations de 5.4.11. Alors :
(i) Pour tout x ∈ Λ, l’ensemble q−1(x) admet un unique élément minimal x˜ pour la relation
de préordre de P définie par sa structure de monoïde.
(ii) Pour tout x ∈ Λ et tout entier n ≥ 0, on a n˜x = nx˜.
5.4.13. Soit M l’un des monoïdes N, P ou Λ. Considérons le système inductif de monoïdes
(M (n))n≥1, indexé par l’ensemble Z≥1 ordonné par la relation de divisibilité, défini par M (n) =M
pour tout n ≥ 1 et dont l’homomorphisme de transition in,mn : M (n) → M (mn) (pour m,n ≥ 1)
est l’endomorphisme de Frobenius d’ordre m de M (i.e., l’élévation à la puissance m-ième). On
désigne par M∞ la limite inductive
(5.4.13.1) M∞ = lim
−→
n≥1
M (n).
Pour tout n ≥ 1, on note
(5.4.13.2) P
∼
→ P (n), t 7→ t(n),
l’isomorphisme canonique. Pour tout t ∈ P et tous m,n ≥ 1, on a donc
(5.4.13.3) in,mn(t(n)) = (t(mn))m.
En tant que foncteur adjoint à gauche, le foncteur “groupe associé” commute aux limites
inductives. On a donc un isomorphisme canonique
(5.4.13.4) Λgp∞
∼
→ ΛgpQ = Λ
gp ⊗Z Q.
On note aussi q : P∞ → Λ∞ la limite inductive des homomorphismes canoniques q : P (n) →
Λ(n) (5.4.11). En vertu de 5.4.12(ii), les applications Λ(n) → P (n), x 7→ x˜ sont compatibles aux
morphismes de transition et définissent donc par passage à la limite inductive une application que
l’on note aussi
(5.4.13.5) Λ∞ → P∞, x 7→ x˜.
On a clairement q(x˜) = x.
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5.4.14. Avec les notations de 2.1.4, on a un diagramme commutatif de morphismes de sché-
mas logarithmiques
(5.4.14.1) (X,MX)
γa //
f

AP
Aϑ

(S,MS)
ιa // AN
où les flèches horizontales sont induites par les cartes γ : P → Γ(X,MX) et ι : N → Γ(S,MS) (cf.
4.2.1). Le morphisme induit de schémas usuels
(5.4.14.2) X → S ×AN AP
est étale. Il résulte aussitôt des propriétés universelles des localisations de monoïdes et d’anneaux
que l’homomorphisme canonique Z[P ]→ Z[Pη] (5.4.11.1) induit un isomorphisme
(5.4.14.3) Z[P ]λ
∼
→ Z[Pη].
Compte tenu de 4.2.2(ii), on en déduit un K-isomorphisme
(5.4.14.4) Z[P ]⊗Z[N] K
∼
→ K[Λ].
Par passage à la limite inductive, on en déduit un K-isomorphisme
(5.4.14.5) Z[P∞]⊗Z[N∞] K
∼
→ K[Λ∞].
5.4.15. Soit n un entier ≥ 1. D’après 4.2.7(i), on a un morphisme étale canonique Xn →
S(n) ×A
N
(n)
AP (n) (cf. 4.2.3 et 4.2.6 pour les notations). En particulier, Rn s’identifie au localisé
strict de S ×A
N
(n)
AP (n) en le point géométrique image canonique de y (5.4.2.2).
On désigne par Cn la OK-algèbre du schéma affine S ×AN(n) AP (n) . Notant λ
(n) l’image de λ
dans P (n) par l’isomorphisme (5.4.13.2), on a
(5.4.15.1) Cn = OK [P
(n)]/(πn − e
λ(n)).
On désigne par αn : P (n) → Cn l’homomorphisme de monoïdes canonique. Suivant 5.4.12, pour
tout x ∈ Λ(n), on note x˜ ∈ P (n) l’unique élément minimal de q−1(x) pour la relation de préordre
de P (n) définie par sa structure de monoïde. En vertu de 5.4.12(i), on a un isomorphisme de
OKn -modules
(5.4.15.2) Cn =
⊕
x∈Λ(n)
OK · αn(x˜).
Les algèbres (Cn)n≥1 forment un système inductif indexé par l’ensemble Z≥1 ordonné par la relation
de divisibilité. Posons
(5.4.15.3) C∞ = lim
−→
n≥1
Cn,
et notons α∞ : P∞ → C∞ l’homomorphisme de monoïdes obtenu par passage à la limite inductive
des homomorphismes αn. Les décompositions (5.4.15.2) induisent une décomposition
(5.4.15.4) C∞ =
⊕
x∈Λ∞
OK · α∞(x˜),
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où x˜ désigne l’image de x dans P∞ par l’application (5.4.13.5). L’isomorphisme (5.4.14.5) induit
un isomorphisme de K-algèbres
(5.4.15.5) C∞ ⊗OK K
∼
→ K[Λ∞].
Pour tout x ∈ Λ∞, il existe ax ∈ K tel que α∞(x˜) ⊗ 1 = ax · x via l’isomorphisme (5.4.15.5).
On définit alors l’application
(5.4.15.6) ψ : Λ∞ → R, x 7→ v(ax),
où v est la valuation de K fixée dans 5.1.1. Il résulte aussitôt de la définition que pour tout
x, y ∈ Λ∞, on a
(5.4.15.7) ψ(x) + ψ(y) ≥ ψ(x+ y).
D’après 5.4.12(ii), pour tout x ∈ Λ∞ et tout n ≥ 1, on a
(5.4.15.8) ψ(nx) = nψ(x).
5.4.16. Soit n un entier ≥ 1. On identifie le groupe Λ(n)gp au sous-groupe 1nΛ
gp de ΛgpQ
(cf. 5.4.13). Pour tout γ ∈ ΛgpQ , on désigne par [γ] la classe de γ dans Λ
gp
Q /Λ
(n)gp et par C[γ] le
Cn-module
(5.4.16.1) C[γ] =
⊕
x∈[γ]∩Λ∞
OK · α∞(x˜).
La multiplication par γ−1 dans K[ΛgpQ ] induit un isomorphisme
(5.4.16.2) C[γ]
∼
→
⊕
x∈Λ(n)gp∩(Λ∞−γ)
{x⊗ a ∈ K[Λ(n)gp] | v(a) ≥ ψ(γ + x)}.
Pour tout entier m ≥ 1, comme λ est saturé, on a Λ(mn) = Λ(mn)gp ∩ Λ∞. On en déduit une
décomposition canonique
(5.4.16.3) Cmn = ⊕γ∈Λ(mn)gp/Λ(n)gpC[γ].
La OK-algèbre Rn étant mesurable (5.4.8), on désigne par λn = λRn la longueur normalisée
associée (5.4.9). Soit M un Rn-module de présentation finie. On définit l’application
(5.4.16.4) lM : Λ
gp
Q → R, γ 7→ λn(C[γ] ⊗Cn M).
Posons ΛgpR = Λ
gp ⊗Z R. On démontre que lM s’étend uniquement en une fonction Λ
gp
R → R qui se
descend en une fonction
(5.4.16.5) lM : Λ
gp
R /Λ
(n)gp → R.
La démonstration est une étape de la preuve de ([17] 8.3.48) qui ne nécessite aucun changement
dans notre situation.
Fixons une Z-base e1, . . . , ed de Λgp (5.4.11.2) et posons
(5.4.16.6) Dn = {
d∑
i=1
tiei ∈ Λ
gp
R | −
1
2n
≤ ti <
1
2n
∀1 ≤ i ≤ d}
qui est un domaine fondamental du réseau Λ(n)gp dans ΛgpR .
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Soit m un entier ≥ 1. D’après 4.2.7(v), ξ(mn)◦ : X
(mn)◦
→ X
◦
est un revêtement étale fini
galoisien. Son groupe de Galois agit naturellement sur X
(mn)
et il permute transitivement ses
composantes irréductibles. Compte tenu de 5.4.9 et de (5.4.16.3), on a donc
(5.4.16.7) λmn(Rmn ⊗Rn M) =
c(n)
c(mn)
∑
γ∈Λ(mn)gp∩Dn
lM (γ),
où c(mn) désigne le nombre de composantes irréductibles de X
(mn)
(5.4.2). On notera que les
anneaux locaux Rn et Rmn ont même corps résiduel.
Proposition 5.4.17 ([17] 8.3.48). Conservons les hypothèses et notations de 5.4.16. Alors,
(i) La fonction lM est intégrable par rapport à la mesure invariante dµ de Λ
gp
R /Λ
(n)gp de volume
total 1. De plus, on a
(5.4.17.1) lim
m→∞
c(mn)
(mn)d
λmn(Rmn ⊗Rn M) =
c(n)
nd
∫
Dn
lMdµ.
Notons λ∞(R∞ ⊗Rn M) cette limite.
(ii) Pour tout entier r ≥ 1, tout nombre réel ε > 0 et tout idéal de type fini I de R1 tel
que le seul point associé de R1/I soit le point fermé de Spec(R1), il existe un nombre réel
δ > 0 vérifiant la propriété suivante. Pour tout entier n ≥ 1 et tout morphisme surjectif de
(Rn/IRn)-modules N → N
′, où N est un (Rn/IRn)-module de présentation finie, engendré
par au plus r éléments, tel que
(5.4.17.2) |λ∞(R∞ ⊗Rn N)− λ∞(R∞ ⊗Rn N
′)| ≤ δ,
on a
(5.4.17.3)
1
nd
|λn(N)− λn(N
′)| ≤ ε.
La preuve est identique à celle de ([17] 8.3.48), une fois modifiés les coefficients de normalisation
dn de loc. cit. en nd/c(n), compte tenu de (5.4.16.7).
Proposition 5.4.18. On peut associer canoniquement à tout R∞-module M à support dans
le point fermé s de Spec(R∞), une longueur λ(M) ∈ R≥0 ∪{∞} vérifiant les propriétés suivantes :
(i) Pour toute suite exacte de R∞-modules à supports dans s, 0→M
′ →M →M ′′ → 0, on a
(5.4.18.1) λ(M) = λ(M ′) + λ(M ′′).
(ii) Pour tout R∞-module α-nul M , à support dans s, on a λ(M) = 0.
(ii’) Pour tout morphisme de R∞-modules à supports dans s, M →M
′, qui est un α-isomor-
phisme, on a λ(M) = λ(M ′).
(iii) Pour tout R∞-module de type α-fini M , à support dans s, et tout γ ∈ mK , la longueur
λ(γM) est finie.
(iv) Soit M un R∞-module à support dans s et contenu dans un R∞-module de présentation
α-finie. Pour que M soit α-nul, il faut et il suffit que λ(M) = 0.
Cela résulte de 5.4.17 et ([17] 7.2.62(ii), 7.2.64, 7.2.67(ii), 7.2.70(ii)).
Remarque 5.4.19. Posons
(5.4.19.1) Rp∞ = lim−→
n≥0
Rpn ,
la limite inductive étant indexée par l’ensemble N ordonné par la relation d’ordre habituelle. Gabber
et Ramero montrent dans ([17] 8.3.48) l’existence d’une longueur normalisée pour les Rp∞ -modules
5.5. ÉTUDE LOCALE DE CERTAINS ϕ-MODULES α-ÉTALES 267
à support dans le point fermé de Spec(Rp∞). En fait, leurs arguments s’adaptent immédiatement
au cas des R∞-modules comme expliqué plus haut.
5.5. Étude locale de certains ϕ-modules α-étales
5.5.1. Les hypothèses et notations de § 5.4 sont en vigueur dans cette section. On note,
de plus, φK l’endomorphisme de Frobenius absolu de OK/pOK . On désigne par OK♭ la limite
projective du système projectif (OK/pOK)N dont les morphismes de transition sont les itérés de
φK ;
(5.5.1.1) O
K
♭ = lim
←−
N
OK/pOK .
C’est un anneau de valuation non-discrète, de hauteur 1, complet et parfait de caractéristique p
(cf. 4.8.1 et 4.8.2). On note K
♭
son corps des fractions et m
K
♭ son idéal maximal. La valuation
p-adique normalisée v de C (4.1.1) induit une valuation v
K
♭ de K
♭
(4.8.1.7). On fixe une suite
(pn)n≥0 d’éléments de OK telle que p0 = p et p
p
n+1 = pn pour tout n ≥ 0 et on note ̟ l’élément
associé de O
K
♭ . Pour tout entier i ≥ 0, l’homomorphisme
(5.5.1.2) O
K
♭ → OK/pOK , (xn)n≥0 7→ xi
induit un isomorphisme (4.8.2.2)
(5.5.1.3) O
K
♭/̟p
i
O
K
♭
∼
→ OK/pOK .
Comme O
K
♭ satisfait les conditions requises dans 2.10.1, il est loisible de considérer les notions
de α-algèbre introduites dans les sections 2.6–2.9 relativement à O
K
♭ . On observera que pour toute
(OK/pOK)-algèbre, les notions de α-algèbre relativement à OK coïncident avec celles relativement
à O
K
♭ via l’isomorphisme O
K
♭/̟O
K
♭
∼
→ OK/pOK (5.5.1.3).
5.5.2. On rappelle que l’anneau R∞ est local (5.4.2). On note s le point fermé de Spec(R∞).
Pour tout R∞-module M , on désigne par Γs(M) le sous-R∞-module de M des sections à supports
dans s.
On note φ l’endomorphisme de Frobenius absolu de R∞/pR∞. Suivant (2.5.2.1), on désigne
par R♭∞ la limite projective du système projectif (R∞/pR∞)N dont les morphismes de transition
sont les itérés de φ ;
(5.5.2.1) R♭∞ = lim←−
N
R∞/pR∞.
C’est une O
K
♭-algèbre parfaite. On note encore φ l’endomorphisme de Frobenius de R♭∞ ; cet
abus de notation n’induit aucun risque d’ambiguïté. Pour tout entier i ≥ 0, on désigne par πi
l’homomorphisme
(5.5.2.2) πi : R
♭
∞ → R∞/pR∞, (xn)n≥0 7→ xi.
Proposition 5.5.3. L’endomorphisme de Frobenius absolu φ de R∞/pR∞ est surjectif.
En effet, avec les notations de 5.3.6, on a un isomorphisme canonique (5.3.6.14)
(5.5.3.1) lim
−→
(U,p)∈V◦
x
RU,∞
∼
→ R∞.
Pour tout objet (U, p) de V◦x, l’endomorphisme de Frobenius absolu de RU,∞/pRU,∞ est surjectif
d’après ([2] II.9.10) ; d’où la proposition.
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Corollaire 5.5.4. Pour tout entier n ≥ 1 et tout γ ∈ mK tels que p
nv(γ) ≤ 1 (5.1.1),
l’homomorphisme
(5.5.4.1) R∞/γR∞ → R∞/γ
pnR∞
induit par l’endomorphisme φn de R∞/pR∞ est un isomorphisme.
En effet, la surjectivité de (5.5.4.1) résulte de 5.5.3. L’injectivité résulte du fait que l’anneau
R∞ est local, strictement hensélien normal et en particulier intègre (5.4.2).
Corollaire 5.5.5. Pour tout entier i ≥ 0, la suite
(5.5.5.1) 0 // R♭∞
·̟p
i
// R♭∞
πi // R∞/pR∞ // 0
est exacte. En particulier, π0 induit un isomorphisme
(5.5.5.2) R♭∞/φ
−i(̟)R♭∞
∼
→ R∞/piR∞,
où pi est l’élément de OK fixé dans 5.5.1 tel que p
pi
i = p.
On notera d’abord que ̟p
i
correspond à l’élément (pn−i)n≥0 via l’égalité (5.5.1.1), où pj est
la classe de pj dans OK/pOK pour tout j ≥ 0 et où l’on a posé pj = 0 pour tout j < 0. Pour tout
entier n ≥ 0, on a le diagramme commutatif
(5.5.5.3) 0 // R∞/pp
−1
n+1R∞
·pn+1 //
φ

R∞/pR∞
φn+1 //
φ

R∞/pR∞ // 0
0 // R∞/pp
−1
n R∞
·pn // R∞/pR∞
φn // R∞/pR∞ // 0
dont les lignes sont exactes d’après 5.5.4. On observe que pv(pp−1n+1) = p− 1/p
n ≥ 1. On en déduit,
compte tenu de 5.5.3, que la suite (5.5.5.1) est exacte. La seconde assertion s’ensuit compte tenu
du fait que φ−i(̟) ∈ O
K
♭ correspond à l’élément (pn+i)n≥0 via l’égalité (5.5.1.1).
Corollaire 5.5.6. L’anneau R♭∞ est complet et séparé pour la topologie ̟-adique, et celle-ci
coïncide avec la limite des topologies discrètes sur R∞/pR∞ (5.5.2.1).
La première assertion résulte de 2.11.3. Pour tout entier i ≥ 0, on a un diagramme commutatif
(5.5.6.1) R♭∞/̟
pi+1R♭∞
πi+1 //

R∞/pR∞
φ

R♭∞/̟
piR♭∞
πi // R∞/pR∞
où la flèche verticale de gauche est le morphisme canonique. Les flèches horizontales sont des
isomorphismes d’après 5.5.5, d’où la seconde assertion.
5.5.7. Pour tout γ ∈ mK tel que pv(γ) ≤ 1 (5.1.1), on note
(5.5.7.1) φγ : R∞/γR∞
∼
→ R∞/γ
pR∞
l’isomorphisme induit par φ (5.5.4).
Si θ : A→ B est un homomorphisme d’anneaux et M est un A-module, il peut être commode
de noter aussi θ∗(M) le B-module M ⊗A B.
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Proposition 5.5.8. Soient γ ∈ mK tel que pv(γ) ≤ 1 (5.1.1), M un (R∞/γR∞)-module à
support dans le point fermé s de Spec(R∞). Considérant φ
∗
γ(M) comme un R∞-module via la
projection canonique R∞ → R∞/γ
pR∞ (5.5.7), on a
(5.5.8.1) λ(φ
∗
γ(M)) = p
d+1λ(M),
où λ est la longueur normalisée définie dans 5.4.18 et d = dim(Xs).
Cela résulte de 5.4.17 et ([17] 8.2.10)
Proposition 5.5.9. Si x est un point générique de Xs (5.4.2), alors R
♭
∞ est un anneau de
valuation non discrète de hauteur un.
Comme R∞ est un anneau de valuation non discrète de hauteur 1 d’après 5.4.7, il en est de
même de son séparé complété p-adique R̂∞. Soit ν : R̂∞[
1
p ]→ Q∪{∞} la valuation normalisée par
ν(p) = 1. Considérons le système projectif de monoïdes (R̂∞)N dont les morphismes de transition
sont les itérés de l’élévation à la puissance p de R̂∞. D’après 2.5.4(i), la réduction modulo p de R̂∞
induit un isomorphisme de monoïdes multiplicatifs
(5.5.9.1) lim
←−
N
R̂∞
∼
→ R♭∞, (xn)n≥0 7→ (xn)n≥0.
Par suite, R♭∞ est un anneau intègre. L’isomorphisme (5.5.9.1) se prolonge en un isomorphisme de
monoïdes multiplicatifs
(5.5.9.2) lim
←−
N
R̂∞[
1
p
]
∼
→ R♭∞[
1
̟
].
Par conséquent, R♭∞[
1
̟ ] est le corps des fractions de R
♭
∞. Notons
(5.5.9.3) R♭∞[
1
̟
]→ R̂∞[
1
p
], x 7→ x♯
l’application composée de l’inverse de (5.5.9.2) et de la projection (xn)n≥0 7→ x0. On vérifie aussitôt
que l’application
(5.5.9.4) ν♭ : R♭∞[
1
̟
]→ Q ∪ {∞}, x 7→ ν(x♯)
est une valuation d’anneau R♭∞. Elle est surjective puisqu’elle prolonge la valuation vK♭ de K
♭
(4.8.1.7).
Lemme 5.5.10. Tout R♭∞-module M séparé pour la topologie ̟-adique tel que M /̟M soit
de type α-fini (resp. α-nul), est de type α-fini (resp. α-nul).
Soient r un entier ≥ 0, ψ : (R♭∞)
r → M un morphisme R♭∞-linéaire, ψ1 : (R
♭
∞/̟R
♭
∞)
r →
M /̟M le morphisme induit par ψ. Supposons que coker(ψ1) soit annulé par un élément γ ∈ mK♭
tel que v
K
♭(γ) < v
K
♭(̟). Alors, la suite
(5.5.10.1) (R♭∞)
r ψ→ M
u
→ coker(ψ1)→ 0,
où u est le morphisme canonique, est exacte. En effet, u est clairement surjectif. Soit x ∈ M tel
que u(x) = 0. On montre par récurrence que pour tout entier n ≥ 1, qu’il existe yn ∈ (R
♭
∞)
d et
xn ∈ M tels que x = ψ(yn) + γ1−n̟nxn et yn+1 − yn ∈ γ−n̟n(R
♭
∞)
r. Comme R♭∞ est complet
et séparé pour la topologie ̟-adique (5.5.6) et M est séparé pour la topologie ̟-adique, on en
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déduit qu’il existe y ∈ (R♭∞)
r tel que x = ψ(y) ; d’où l’assertion recherchée. Par suite, coker(ψ) est
annulé par γ, ce qui implique la proposition.
Lemme 5.5.11. Soient M ,N deux R♭∞-modules tels que M soit complet et séparé pour la
topologie ̟-adique et que N soit α-projectif de type α-fini. Notons N̂ et M ⊗̂R♭∞N les séparés
complétés ̟-adiques de N et M ⊗R♭∞ N . Alors, le morphisme canonique ι : M ⊗R♭∞ N →
M ⊗̂R♭∞N est un α-isomorphisme. En particulier, le morphisme canonique N → N̂ est un α-
isomorphisme.
En effet, pour tout γ ∈ m
K
♭ , il existe a ≥ 1 et deux morphismes R♭∞-linéaires
(5.5.11.1) N
u
−→ (R♭∞)
a v−→ N
tels que v ◦ u soit égal à la multiplication par γ. Notons
(5.5.11.2) M ⊗R♭∞ N
µ
−→ M⊕a
ν
−→ M ⊗R♭∞ N
les morphismes déduits de u et v. Comme M est complet et séparé pour la topologie ̟-adique,
on a γ · (∩n≥0̟n(M ⊗R♭∞ N )) = 0. De plus, pour toute suite de Cauchy (xn)n≥0 de M ⊗R♭∞ N ,
la suite (µ(xn))n≥0 converge vers un élément y de M⊕a. La suite (γxn)n≥0 converge donc vers
ν(y) ∈ M ⊗R♭∞N . Par suite, coker(ι) est annulé par γ. Il est donc α-nul, d’où la première assertion
de la proposition. La seconde assertion s’ensuit puisque R♭∞ est complet et séparé pour la topologie
̟-adique (5.5.6).
Proposition 5.5.12. Soient γ ∈ mK tel que pv(γ) ≤ 1 (5.1.1), M un (R∞/γ
pR∞)-module,
(5.5.12.1) ϕ : φ
∗
γ(M/γM)→M
un morphisme R∞-linéaire (5.5.7). Supposons les conditions suivantes satisfaites :
(i) dim(Xs) ≥ 1 ;
(ii) ϕ est un α-isomorphisme ;
(iii) M est contenu dans un R∞-module de présentation α-finie ;
(iv) le support de M est contenu dans le point fermé s de Spec(R∞).
Alors, le R∞-module M est α-nul.
En effet, comme φ
∗
γ est un isomorphisme (5.5.4), pour tout δ ∈ mK tel que v(δ) ≤ v(γ), le
morphisme ϕ (5.5.12.1) induit un morphisme R∞-linéaire
(5.5.12.2) φ
∗
γ(δM/γM)→ δ
pM
qui est un α-isomorphisme. Compte tenu de 5.5.8(v), on en déduit que
(5.5.12.3) pd+1λ(δM/γM) = λ(δpM),
où d = dim(Xs). Filtrant δ
pM par les sous-R∞-modules (γ
iδp−iM)0≤i≤p, pour tout 0 ≤ i ≤ p− 1,
la multiplication par γiδp−i−1 dans M induit un morphisme surjectif
(5.5.12.4) δM/γM → (γiδp−iM)/(γi+1δp−i−1M).
Par suite,
(5.5.12.5) pd+1λ(δM/γM) = λ(δpM) ≤ pλ(δM/γM).
On notera que la longueur λ(δpM) est finie d’après 5.5.8(i)-(iii). Comme pd+1 > p, il s’ensuit que
λ(δM/γM) = 0 et donc que λ(δpM) = 0. Par suite, δpM est α-nul en vertu de 5.5.8(iv) et il en
est alors de même de M .
5.5. ÉTUDE LOCALE DE CERTAINS ϕ-MODULES α-ÉTALES 271
Proposition 5.5.13. Soient γ ∈ mK tel que pv(γ) ≤ 1 (5.1.1), M un (R∞/γ
pR∞)-module,
(5.5.13.1) ϕ : φ
∗
γ(M/γM)→M
un morphisme R∞-linéaire (5.5.7). Supposons les conditions suivantes satisfaites :
(i) dim(Xs) ≥ 1 ;
(ii) ϕ est un α-isomorphisme ;
(iii) M est contenu dans un R∞-module de présentation α-finie ;
(iv) le (OK/γ
pOK)-module M est α-plat en dehors du point fermé s de Spec(R∞/pR∞), i.e.,
pour tout q ∈ Spec(R∞/pR∞) tel que q 6= s, le (OK/γ
pOK)-module Mq est α-plat ([2]
V.6.1).
Alors, le R∞-module Γs(M) est α-nul (5.5.2).
En effet, comme φγ est un isomorphisme (5.5.4), pour tout δ ∈ mK tel que v(δ) ≤ v(γ), ϕ
(5.5.13.1) induit un morphisme R∞-linéaire
(5.5.13.2) φ
∗
γ(Γs(δM/γM))→ Γs(δ
pM)
qui est un α-isomorphisme. On en déduit, compte tenu de 5.5.8(v), que
(5.5.13.3) pd+1λ(Γs(δM/γM)) = λ(Γs(pδM)),
où d = dim(Xs). Filtrant δ
pM par les sous-R∞-modules (γ
iδp−iM)0≤i≤p, pour tout 0 ≤ i ≤ p− 1,
la multiplication par γiδp−i−1 dans M induit un morphisme surjectif
(5.5.13.4) δM/γM → (γiδp−iM)/(γi+1δp−i−1M).
Compte tenu de (iv), celui-ci est α-injectif au-dessus de Spec(R∞/pR∞) − {s}. Par suite, le mor-
phisme induit
(5.5.13.5) Γs(δM/γM)→ Γs((γiδp−iM)/(γi+1δp−i−1M))
est α-surjectif. En effet, pour tout u ∈ Γs((γiδp−iM)/(γi+1δp−i−1M)), il existe v ∈ δM/γM qui
le relève (5.5.13.4). Pour tout t ∈ mK , tv est nul au-dessus Spec(R∞/pR∞) − {s}. Par suite,
tv ∈ Γs(δM/γM), d’où l’assertion. On en déduit que
(5.5.13.6) pd+1λ(Γs(δM/γM)) = λ(Γs(δpM)) ≤ pλ(Γs(δM/γM)).
On notera que la longueur λ(Γs(δpM)) est finie d’après 5.5.8(i)-(iii). Comme pd+1 > p, il s’ensuit
que λ(Γs(δpM)) = 0. Par suite, Γs(δpM) est α-nul en vertu de 5.5.8(iv). Comme on a δpΓs(M) ⊂
Γs(δ
pM) ⊂ Γs(M), on en déduit que δpΓs(M) est α-nul, et il est alors de même de Γs(M).
Lemme 5.5.14. Supposons que x soit un point générique de Xs (5.4.2). Soient γ ∈ mK tel que
pv(γ) ≤ 1 (5.1.1), M un (R∞/γ
pR∞)-module de type α-fini,
(5.5.14.1) ϕ : φ
∗
γ(M/γM)→M
un morphisme R∞-linéaire (5.5.7) qui est un α-isomorphisme. Alors, le (R∞/γ
pR∞)-module M
est α-projectif.
D’après 5.4.7, R∞ est un anneau de valuation non discrète de hauteur 1, ayant une valuation
ν : R∞ → R≥0 ∪ {∞} qui prolonge la valuation v de OK . Pour tout ε ∈ R≥0, notons Iε l’idéal de
R∞ formé des éléments x ∈ R∞ tels que ν(x) > ε. En vertu de 2.10.8, il existe une unique suite
décroissante de nombres réels positifs (εi)i≥1 tendant vers 0 telle que
(5.5.14.2) M ≈ ⊕i≥1R∞/Iεi .
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Soit n le sup de 0 et des entiers i ≥ 1 tel que εi ≥ v(γ). On a alors
(5.5.14.3) M/γM ≈ (R∞/γR∞)
n ⊕⊕i>nR∞/Iεi .
D’après 2.10.8 et compte tenu de (5.5.14.1), on a εi = pv(γ) pour tout 1 ≤ i ≤ n et pεi = εi pour
tout i > n. Par suite, M ≈ (R∞/γ
pR∞)
n, d’où la proposition ([2] V.3.1).
Définition 5.5.15. On appelle ϕ-R♭∞-module étale la donnée d’un R
♭
∞-module M et d’un
isomorphisme R♭∞-linéaire
(5.5.15.1) φ∗(M )
∼
→ M ,
dit structure de Frobenius (5.5.2).
Soient M1 et M2 deux ϕ-R
♭
∞-modules étales. Un morphisme de M1 dans M2 est un morphisme
R♭∞-linéaire M1 → M2 compatible aux structures de Frobenius.
Comme l’endomorphisme de Frobenius φ de R♭∞ est un isomorphisme, si u : M1 → M2 est un
morphisme de ϕ-R♭∞-modules étales, les R
♭
∞-modules ker(u) et coker(u) sont naturellement munis
de structures de Frobenius qui en font des ϕ-R♭∞-modules étales.
Si M1 et M2 sont deux ϕ-R
♭
∞-modules étales, les R
♭
∞-modules M1⊗R♭∞M2 et Ext
i
R♭∞
(M1,M2)
(i ≥ 0) sont naturellement munis de structures de Frobenius qui en font des ϕ-R♭∞-modules étales.
Remarque 5.5.16. Soient M un ϕ-R♭∞-module étale (5.5.15),M = M /̟M que l’on considère
comme un (R∞/pR∞)-module (5.5.5.1), γ ∈ mK tel que pv(γ) ≤ 1 (5.1.1).
(i) La structure de Frobenius de M induit un isomorphisme R∞-linéaire (5.5.7)
(5.5.16.1) φ
∗
γ(M/γM)
∼
→M/γpM.
En effet, il suffit d’établir l’assertion lorsque γ = p1 est la racine p-ième de p fixée dans
5.5.1. Ceci résulte du diagramme commutatif
(5.5.16.2) R♭∞/φ
−1(̟)R♭∞
//

R♭∞/̟R
♭
∞

R∞/p1R∞ // R∞/pR∞
où les flèches verticales sont les isomorphismes (5.5.5.2) et les flèches horizontales sont les
isomorphismes induits par les endomorphismes de Frobenius.
(ii) L’élévation à la puissance p dans mK induit un isomorphisme (OK/pOK)-semi-linéaire
(5.5.16.3) mK/γmK
∼
→ mK/γ
pmK .
(iii) On déduit de (i) et (ii) un isomorphisme R∞-linéaire canonique
(5.5.16.4) φ
∗
γ(mK ⊗OK (M/γM))
∼
→ (mK ⊗OK (M/γ
pM)).
Lemme 5.5.17. Soient M un ϕ-R♭∞-module étale (5.5.15), M = M /̟M , M [̟] le noyau de
la multiplication par ̟ dans M . On suppose les conditions suivantes satisfaites :
(i) dim(Xs) ≥ 1 ;
(ii) le R∞-module M [̟] est α-nul ;
(iii) le R∞-module M est de présentation α-finie ;
(iv) le (R∞/pR∞)-module M est α-projectif en dehors du point fermé s de Spec(R∞/pR∞),
i.e., pour tout q ∈ Spec(R∞/pR∞) tel que q 6= s, le (R∞/pR∞)q-module Mq est α-projectif
([2] V.3.2).
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Alors, le R♭∞-module M
∨ = HomR♭∞(M , R
♭
∞) est complet et séparé pour la topologie ̟-adique, ̟
n’est pas diviseur de zéro dans M∨ et pour tout entier n ≥ 1, le morphisme canonique
(5.5.17.1) M∨/̟nM∨ → HomR♭∞(M , R
♭
∞/̟
nR♭∞)
est un α-isomorphisme.
On notera d’abord que le R♭∞-module M
∨ est naturellement muni d’une structure de Frobenius
qui en fait un ϕ-R♭∞-module étale. Comme ̟ n’est pas diviseur de zéro dans R
♭
∞ (5.5.5), pour tout
entier n ≥ 1, la suite canonique
(5.5.17.2) 0 −→ M∨
̟n
−→ M∨ −→ HomR♭∞(M , R
♭
∞/̟
nR♭∞)
est exacte. Par ailleurs, R♭∞ étant complet et séparé pour la topologie ̟-adique, le morphisme
canonique
(5.5.17.3) HomR♭∞(M , R
♭
∞)→ lim←−
n≥1
HomR♭∞(M , R
♭
∞/̟
nR♭∞)
est bijectif. Par suite, le morphisme canonique
(5.5.17.4) M∨ → lim
←−
n≥1
M
∨/̟nM∨
est un isomorphisme, autrement dit, M∨ est complet et séparé pour la topologie ̟-adique.
Comme ̟ n’est pas diviseur de zéro dans R♭∞, on a Tor
R♭∞
1 (M , R
♭
∞/̟R
♭
∞) = M [̟] et pour
tout j ≥ 2, Tor
R♭∞
j (M , R
♭
∞/̟R
♭
∞) = 0. Considérons la suite spectrale
(5.5.17.5) Ei,j2 = Ext
i
R∞/pR∞
(Tor
R♭∞
j (M , R
♭
∞/̟R
♭
∞), R∞/pR∞)⇒ Ext
i+j
R♭∞
(M , R♭∞/̟R
♭
∞).
Le R∞-module E
0,1
2 est α-nul, compte tenu de (ii). On en déduit que le morphisme canonique
(5.5.17.6) Ext1R∞/pR∞(M,R∞/pR∞)→ Ext
1
R♭∞
(M , R♭∞/̟R
♭
∞)
est un α-isomorphisme. De même, on a une suite exacte
(5.5.17.7) 0→ Ext1R∞/pR∞(M,R∞/pR∞)→ Ext
1
R∞
(M,R∞/pR∞)→ HomR∞(M,R∞/pR∞).
Par suite, le R∞-module Ext
1
R♭∞
(M , R♭∞/̟R
♭
∞) est de présentation α-finie compte tenu de (iii) et
en vertu de 5.4.4. Par ailleurs, compte tenu de (iv), le R∞-module mK⊗OK Ext
1
R♭∞
(M , R♭∞/̟R
♭
∞)
est à support dans s.
Le R♭∞-module E = Ext
1
R♭∞
(M , R♭∞) est naturellement muni d’une structure de Frobenius qui
en fait un ϕ-R♭∞-module étale. Le R
♭
∞-module E /̟E s’injecte dans Ext
1
R♭∞
(M , R♭∞/̟R
♭
∞). En
particulier, mK ⊗OK (E /̟E ) est à support dans s. Par suite, mK ⊗OK (E /̟E ) est α-nul en vertu
de 5.5.12 et 5.5.16(iii). Il en est alors de même de E /̟E . Pour tout entier n ≥ 1, la suite exacte
canonique
0 −→ R♭∞
̟n
−→ R♭∞ −→ R
♭
∞/̟
nR♭∞ → 0
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induit un diagramme commutatif à lignes exactes
HomR♭∞(M , R
♭
∞) //

HomR♭∞(M , R
♭
∞/̟
nR♭∞) // Ext
1
R♭∞
(M , R♭∞)

HomR♭∞(M , R
♭
∞/̟
n+1R♭∞)
u // HomR♭∞(M , R
♭
∞/̟
nR♭∞)
∂ // Ext1R♭∞
(M , R♭∞/̟R
♭
∞)
où les flèches verticales sont les morphismes canoniques. Par suite, le morphisme ∂ se factorise à
travers E /̟E . Il est donc α-nul, et le morphisme u est donc α-surjectif. Compte tenu de l’isomor-
phisme (5.5.17.3), on en déduit que le morphisme canonique
(5.5.17.8) M∨/̟nM∨ → HomR♭∞(M , R
♭
∞/̟
nR♭∞)
est α-surjectif.
Remarque 5.5.18. Il est loisible de remplacer simultanément les conditions (ii) et (iv) de
5.5.17 par les conditions :
(ii’) le R∞-module M [̟] est de présentation α-finie ;
(iv’) le R∞-module M est α-projectif en dehors du point fermé s de Spec(R∞), i.e., pour tout
q ∈ Spec(R∞) tel que q 6= s, le (R∞)q-module Mq est α-projectif.
Proposition 5.5.19. Soient M un ϕ-R♭∞-module étale (5.5.15), M = M /̟M , M [̟] le
noyau de la multiplication par ̟ dans M . On suppose les conditions suivantes satisfaites :
(i) dim(Xs) ≥ 1 ;
(ii) le R∞-module M [̟] est α-nul ;
(iii) le R♭∞-module M est séparé pour la topologie ̟-adique ;
(iv) le R∞-module M est de présentation α-finie ;
(v) le (R∞/pR∞)-module M est α-projectif en dehors du point fermé s de Spec(R∞/pR∞),
i.e., pour tout q ∈ Spec(R∞/pR∞) tel que q 6= s, le (R∞/pR∞)q-module Mq est α-projectif
([2] V.3.2).
Alors, le R♭∞-module M est α-projectif de type α-fini.
Compte tenu de (ii), pour tout entier n ≥ 1, le morphisme canonique
(5.5.19.1) EndR♭∞(M )/̟
nEndR♭∞(M )→ EndR♭∞(M /̟
n
M )
est α-injectif. Par ailleurs, d’après (iii), le morphisme canonique
(5.5.19.2) EndR♭∞(M )→ lim←−
n≥1
EndR♭∞(M /̟
n
M )
est injectif. Par suite, le morphisme canonique
(5.5.19.3) EndR♭∞(M )→ lim←−
n≥1
EndR♭∞(M )/̟
nEndR♭∞(M )
est injectif, i.e., EndR♭∞(M ) est séparé pour la topologie ̟-adique.
Les R♭∞-modules M
∨ = HomR♭∞(M , R
♭
∞) et EndR♭∞(M ) sont naturellement munis de struc-
tures de Frobenius qui en font des ϕ-R♭∞-modules étales. Il en est donc de même de M ⊗R♭∞ M
∨.
Le morphisme canonique
(5.5.19.4) ψ : M ⊗R♭∞ M
∨ → EndR♭∞(M )
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est compatible aux structures de Frobenius. Notons N son conoyau, qui est donc naturellement
muni d’une structure de Frobenius qui en fait un ϕ-R♭∞-module étale. Soient N le conoyau du
morphisme canonique
(5.5.19.5) M ⊗R∞ HomR∞(M,R∞/pR∞)→ EndR∞(M).
Il résulte de (v) et ([2] V.4.1) que le morphisme (5.5.19.5) est un α-isomorphisme en dehors de s.
Par suite, le R∞-module mOK ⊗OKN est à support dans s. D’après 5.5.17, le morphisme canonique
(5.5.19.6) M∨/̟M∨ → HomR∞(M,R∞/pR∞)
est α-surjectif. Compte tenu de la α-injectivité du morphisme canonique (5.5.19.1)
(5.5.19.7) EndR♭∞(M )/̟EndR♭∞(M )→ EndR∞(M),
on en déduit que le morphisme canonique
(5.5.19.8) N /̟N → N
est α-injectif. En particulier, mOK ⊗OK (N /̟N ) est à support dans s. D’après (iv) et 5.4.4, les
R∞-modules HomR∞(M,R∞/pR∞) et EndR∞(M) sont de présentation α-finie et il en est alors
de même de N . Par suite, mOK ⊗OK (N /̟N ) est α-nul en vertu de 5.5.12 et 5.5.16(iii), et il en
est de même de N /̟N .
Montrons que la suite
(5.5.19.9) M ⊗R♭∞ M
∨ ψ→ EndR♭∞(M )
τ
→ N /̟N → 0,
où τ est le morphisme canonique, est α-exacte. Il est clair que τ est surjectif. Soient γ ∈ m
K
♭
tel que v
K
♭(γ) < v
K
♭(̟), u ∈ EndR♭∞(M ) tel que τ(u) = 0. Le R
♭
∞-module M étant de type
α-fini d’après 5.5.10, il existe un entier r ≥ 0 et un morphisme h : (R♭∞)
r → M dont le conoyau
est annulé par γ. Comme γ(N /̟N ) = 0, on montre par récurrence que pour tout entier n ≥ 1,
il existe xn ∈ (M∨)⊕r et un ∈ EndR♭∞(M ) tels que γu = ψ ◦ (h ⊗ idM∨)(xn) + γ
2−n̟nun et
xn+1 − xn ∈ γ−n̟n(M∨)⊕r. Le R
♭
∞-module M
∨ étant complet et séparé pour la topologie ̟-
adique d’après 5.5.17, la suite (xn)n converge vers un élément x ∈ (M∨)⊕r. Comme EndR♭∞(M )
est séparé pour la topologie ̟-adique (5.5.19.3), on a γu = ψ ◦ (h⊗ idM∨)(x). La suite (5.5.19.9)
est donc α-exacte.
Le module N /̟N étant α-nul, ψ est donc α-surjectif (5.5.19.9). Pour tout δ ∈ m
K
♭ , il existe
alors x1, . . . , xn ∈ M et ρ1, . . . , ρn ∈ M∨ tels que ψ(
∑n
i=1 xi ⊗ ρi) = δidM , d’où la proposition
([2] V.3.1(iv)).
Théorème 5.5.20. Soient M un (R∞/pR∞)-module de présentation α-finie, (pn)n≥0 la suite
d’éléments de OK fixée dans 5.5.1,
(5.5.20.1) ϕ : M/p1M →M
un morphisme φp1-linéaire tel que le morphisme R∞-linéaire induit
(5.5.20.2) ϕ˜ : φ
∗
p1(M/p1M)→M
soit un α-isomorphisme (5.5.7). Alors, il existe une (R∞/pR∞)-algèbre α-finie-étale et α-fidèlement
plate A, un entier r ≥ 0 et un morphisme A-linéaire
(5.5.20.3) mK ⊗OK M ⊗R∞ A→ A
r
compatible à ϕ et aux endomorphismes de Frobenius de OK/pOK et A, qui est un α-isomorphisme.
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En effet, l’endomorphisme de Frobenius φK de OK/pOK induit un isomorphisme
(5.5.20.4) φK : OK/p1OK
∼
→ OK/pOK ,
et un isomorphisme φK-linéaire
(5.5.20.5) ψK : mK/p1mK
∼
→ mK/pmK .
On en déduit un isomorphisme φp1 -linéaire (5.5.7)
(5.5.20.6) (mK/p1mK)⊗OK (M/p1M)
∼
→ (mK/pmK)⊗OK φ
∗
p1(M/p1M),
et par suite un isomorphisme R∞-linéaire
(5.5.20.7) φ
∗
p1((mK ⊗OK M)/p1(mK ⊗OK M))
∼
→ mK ⊗OK φ
∗
p1(M/p1M).
Remplaçant M par mK ⊗OK M , on peut donc supposer que ϕ˜ (5.5.20.2) est un isomorphisme, de
sorte que ϕ (5.5.20.1) est un isomorphisme φp1 -linéaire.
Procédant par récurrence sur d = dim(Xs), on peut supposer la proposition établie en tout
point géométrique de X au-dessus de s dont le support dans Xs est de codimension ≤ d− 1, cette
condition étant clairement satisfaite si d = 0.
On rappelle que X est canoniquement isomorphe au localisé strict de X en x (5.4.2). Les
points géométriques de X correspondent donc aux points géométriques de X qui se spécialisent
en x. De plus, les localisés stricts de X et de X en des points géométriques qui se correspondent
sont canoniquement isomorphes ([4] VIII 7.3 et 7.4). Soient xι un point géométrique de X au-
dessus de s, ξ : xι → X un X-morphisme. Nous affecterons d’un exposant ι les objets associés à xι,
analogues à ceux associés à x dans 5.4.2. Le morphisme ξ induit un X-morphisme que l’on note
encore ξ : X
ι
→ X. Pour tout entier n ≥ 1, on a un diagramme cartésien
(5.5.20.8) X
ι(n) //

X
(n)

X
ι ξ // X
Compte tenu de 5.4.3, on peut supposer qu’il existe un point (y  xι) de Xe´t
←
×Xe´t X
◦
e´t tel que le
composé de y  xι et ξ : xι  x soit le point (y  x) donné dans 5.4.2. Le morphisme (5.4.2.2) se
relève donc en un morphisme
(5.5.20.9) y → lim
←−
n≥1
X
ι(n)
.
On en déduit un morphisme plat
(5.5.20.10) ξ∞ : Spec(R
ι
∞)→ Spec(R∞).
Rappelons que le groupe profini π1(X
◦
, y) agit sur l’anneau R∞ (5.4.2). Pour tout entier n ≥ 1,
X
(n)⋆◦
→ X
◦
est un revêtement étale galoisien connexe d’après 4.2.7(v). Par ailleurs, le point fermé
s de Spec(R∞) est le seul point de Spec(R∞) au-dessus du point fermé x de X . On en déduit que
la collection des morphismes g∗ ◦ ξ∞ : Spec(R
ι
∞) → Spec(R∞) pour g ∈ π1(X
◦
, y) et ξ : xι → X
décrivant les points géométriques de X − {x} au-dessus de s, couvre Spec(R∞/pR∞)− {s}.
Par hypothèse de récurrence et descente α-fidèlement plate ([2] V.8.7), on déduit de ce qui
précède que le (R∞/pR∞)-module M est α-projectif de type α-fini en dehors de s, i.e., pour tout
q ∈ Spec(R∞/pR∞)− {s}, le (R∞/pR∞)q-module Mq est α-projectif de type α-fini.
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Pour tout γ ∈ mK tel que pv(γ) ≤ 1, ϕ (5.5.20.1) induit un isomorphisme φγ-linéaire
(5.5.20.11) M/γM →M/γpM.
Pour tout entier n ≥ 1, on en déduit un isomorphisme (φp1 ◦ · · · ◦ φpn)-linéaire
(5.5.20.12) M/pnM →M.
Par conséquent, la suite
(5.5.20.13) 0 // M/pp−1n M
pn // M
ϕ(n) // M // 0 ,
où ϕ(n) est induit par le morphisme (5.5.20.12), est exacte au centre et à droite. Montrons qu’elle
est α-exacte. La multiplication par pn dans R∞ induit un morphisme injectif
(5.5.20.14) R∞/pp
−1
n R∞ → R∞/pR∞.
Supposons d’abord dim(Xs) = 0, autrement dit que x est un point générique de Xs (5.4.2). En
vertu de 5.5.14, le (R∞/pR∞)-module M est α-plat. Par suite, la première flèche de (5.5.20.13) est
α-injective. Supposons ensuite dim(Xs) ≥ 1. Il résulte de l’hypothèse de récurrence que la première
flèche de (5.5.20.13) est α-injective au-dessus de Spec(R∞/pR∞)−{s}. Par ailleurs, Γs(M/pp
−1
n M)
est α-nul en vertu de 5.5.13. Par suite, la première flèche de (5.5.20.13) est α-injective. Dans les
deux cas, la suite (5.5.20.13) est donc α-exacte.
On désigne par M le R♭∞-module limite projective du système (M)N dont les morphismes de
transition sont les itérés de l’endomorphisme φ-semi-linéaire de M induit par ϕ (5.5.20.1) ;
(5.5.20.15) M = lim
←−
N
M.
D’après 2.11.3, M est complet et séparé pour la topologie ̟-adique. Le morphisme ϕ induit un
endomorphisme φ-semi-linéaire
(5.5.20.16) Φ: M → M ,
qui est clairement bijectif.
Pour tout entier i ≥ 0, notons τi : M →M le morphisme qui associe à (xi)i∈N ∈ M l’élément
xi ∈ M . Celui-ci est R
♭
∞-linéaire lorsque l’on considère M comme un R
♭
∞-module via l’homomor-
phisme πi (5.5.2.2). Il est aussi surjectif puisque ϕ (5.5.20.1) est surjectif. Par ailleurs, il résulte
par passage à la limite de (5.5.20.13) que la suite
(5.5.20.17) 0 −→ M
̟p
i
−→ M
τi−→M −→ 0
est α-exacte. Notons que ̟p
i
correspond à l’élément (pn−i)n≥0 via l’égalité (5.5.1.1), où on a posé
pj = 0 pour tout j < 0.
Montrons que le R♭∞-module M est α-projectif de type α-fini. Supposons d’abord dim(Xs) = 0,
autrement dit que x est un point générique de Xs. Le R
♭
∞-module M est de type α-fini d’après
5.5.10 et (5.5.20.17). D’après 5.5.9, R♭∞ est un anneau de valuation non discrète de hauteur un.
Notons N le sous-module des éléments de torsion de M (i.e., des éléments annulés par une
puissance de ̟). Celui-ci est α-nul d’après (5.5.20.17). En vertu de ([52] 2.8(ii)), il existe un entier
r ≥ 0 tel que M /N ≈ (R♭∞)
r (cf. 2.10.3). En particulier, le R♭∞-module M /N est α-projectif
de type α-fini ([2] V.3.1), et il en est alors de même de M . Supposons ensuite dim(Xs) ≥ 1. En
vertu de 5.5.19 et compte tenu de (5.5.20.17) et de l’hypothèse de récurrence, le R♭∞-module M
est α-projectif de type α-fini.
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Posons M [̟−1] = M⊗R♭∞R
♭
∞[̟
−1]. Il existe une partition finie de Spec(R♭∞[̟
−1]) en ouverts
et fermés non-vides (Spec(Bi))1≤i≤ℓ telle que pour tout 1 ≤ i ≤ ℓ, le Bi-module M ⊗R♭∞ Bi soit
localement libre de rang ri ∈ Z≥0. On peut supposer tous les ri distincts. Pour tout 1 ≤ i ≤ ℓ, il
existe un morphisme étale fini et fidèlement plat Bi → Ci et un isomorphisme Ci-linéaire
(5.5.20.18) ui : M ⊗R♭∞ Ci
∼
→ C rii
compatible à Φ (5.5.20.16) et à l’endomorphisme de Frobenius φCi de Ci. La preuve est la partie
principale de celle de ([40] 4.1.1) ; on notera que les hypothèses dans loc. cit. que le schéma est
intègre, réduit et normal sont superflues.
Comme Ci est étale sur R
♭
∞[̟
−1], le diagramme d’homomorphismes d’algèbres
(5.5.20.19) Ci
φCi // Ci
R♭∞[̟
−1]
OO
φ // R♭∞[̟
−1]
OO
est cocartésien. Cela résulte du fait qu’un morphisme étale radiciel et surjectif de schémas est un iso-
morphisme ([30] IV 17.9.1). Comme φ est un isomorphisme de R♭∞[̟
−1], φCi est un isomorphisme,
autrement dit, Ci est une Fp-algèbre parfaite.
Soit Ai la clôture intégrale de R
♭
∞ dans Ci. Pour tout a ∈ Ai, il existe c ∈ Ci tel que c
p = a.
Comme a est entier sur R♭∞, il en est de même de c. Par suite, c ∈ Ai. La Fp-algèbre Ai est donc
parfaite. Par ailleurs, la R♭∞-algèbre Ai est α-finie-étale en vertu de ([17] 3.5.28 et 3.5.38(i)). On
notera qu’une algèbre α-étale et uniformément presque finie projective dans le sens de ([17] 3.1.1)
est α-finie-étale (2.9.2).
Posons Pi l’image canonique de M ⊗R♭∞ Ai dans M ⊗R♭∞ Ci. Comme le R
♭
∞-module M est
α-plat, le morphisme canonique M ⊗R♭∞ Ai → Pi est un α-isomorphisme. Le Ai-module ui(Pi)
(5.5.20.18) étant de type α-fini, il existe γ ∈ m
K
♭ tel que
(5.5.20.20) γA rii ⊂ ui(Pi) ⊂ γ
−1
A
ri
i .
Par ailleurs, comme Φ (5.5.20.16) est un isomorphisme et que l’algèbre Ai est parfaite, on a
φ
C
ri
i
(ui(Pi)) = ui(Pi). Appliquant les puissances négatives de φC rii aux inclusions (5.5.20.20), on
en déduit que
(5.5.20.21) ui(mK♭ ⊗OK♭ Pi) ⊂ A
ri
i
et que le morphisme
(5.5.20.22) m
K
♭ ⊗O
K♭
Pi → A
ri
i
induit par ui est un α-isomorphisme. Par suite, l’isomorphisme ui induit un morphisme Ai-linéaire
(5.5.20.23) m
K
♭ ⊗O
K♭
M ⊗R♭∞ Ai → A
ri
i
qui est un α-isomorphisme et est compatible à Φ et à l’endomorphisme de Frobenius de Ai.
Pour toute OK-algèbre (resp. OK♭ -algèbre) A, notons A-E´tαpf la catégorie des α-A-algèbres
α-étales, de présentation α-finie (cf. 2.9.2).
Comme l’anneau R∞ est local et strictement hensélien (5.4.2.4) et que p appartient à l’idéal
maximal de R∞, (R∞, pR∞) est un couple hensélien au sens de ([47] XI défi. 3). En vertu de ([17]
5.5.7(iii)), le foncteur
(5.5.20.24) R∞-E´tαpf → (R∞/pR∞)-E´tαpf , A 7→ A/pA,
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est donc une équivalence de catégories compatible aux produits tensoriels. De même, comme l’an-
neau R♭∞ est complet et séparé pour la topologie ̟-adique (5.5.6), le foncteur
(5.5.20.25) R♭∞-E´tαpf → (R
♭
∞/̟R
♭
∞)-E´tαpf , A 7→ A/̟A,
est une équivalence de catégories compatible aux produits tensoriels. Compte tenu de l’isomor-
phisme R♭∞/̟R
♭
∞
∼
→ R∞/pR∞ (5.5.5.1), on en déduit une équivalence de catégories compatible
aux produits tensoriels
(5.5.20.26) R♭∞-E´tαpf
∼
→ R∞-E´tαpf .
Pour tout 1 ≤ i ≤ ℓ, notons Ai l’image de A αi par cette équivalence. Comme la R
♭
∞-algèbre Ai est
α-projective de type α-fini et de rang fini (2.9.2), la α-R∞-algèbre Ai est α-projective de type α-fini
et de rang fini d’après ([17] 2.4.18 & 5.1.7). Par ailleurs, la R♭∞-algèbre Ai n’étant pas α-nulle, la
α-R∞-algèbre Ai n’est pas nulle (5.5.20.26).
La R∞[
1
p ]-algèbre Di = σ∗(Ai)[
1
p ] (2.6.11.2) est finie étale d’après 2.6.12(ii). Notons D˜i la
clôture intégrale de R∞ dans Di. En vertu de ([17] 8.2.31(i)), les α-R∞-algèbres D˜
α
i et Ai sont
isomorphes. En particulier, Di n’est pas nulle. Comme l’anneau R∞ est local et normal (5.4.2), il
est intègre. Par suite, la R∞[
1
p ]-algèbre Di est fidèlement plate.
Supposons ℓ 6= 1 et soient 1 ≤ i < j ≤ ℓ. La R♭∞-algèbre Ai ⊗R♭∞ Aj est α-finie-étale ([2]
V.7.4(3) et 7.7). Posant r = sup(ri, rj) et considérant le module ∧rM ⊗R♭∞ Ai ⊗R♭∞ Aj , on déduit
de (5.5.20.23) que la R♭∞-algèbre Ai ⊗R♭∞ Aj est α-nulle. Son image Ai ⊗Rα∞ Aj par l’équivalence
de catégories (5.5.20.26) est donc nulle. Par suite, la R∞-algèbre D˜i ⊗R∞ D˜j est α-nulle, ce qui
est absurde puisque les R∞[
1
p ]-algèbres Di et Dj sont fidèlement plates. On en déduit que ℓ = 1.
Posons A = A1, A = A1, D = D1 et D˜ = D˜1. La R∞-algèbre D˜ est α-finie-étale. Elle est donc
α-projective de type α-fini et de rang un entier ρ > 0 d’après 5.4.5.
Par définition de l’équivalence de catégories (5.5.20.26), on a un isomorphisme de α-algèbres
(5.5.20.27) (A /̟A )α
∼
→ (D˜/pD˜)α
au-dessus de l’isomorphisme d’anneaux R♭∞/̟R
♭
∞
∼
→ R∞/pR∞ (5.5.5.1). On déduit de ce qui
précède que la (R♭∞/̟R
♭
∞)-algèbre A /̟A est α-projective de type α-fini et de rang ρ.
D’après ([2] V.5.16), il existe un entier r ≥ 0 et une décomposition de la R♭∞-algèbre
(5.5.20.28) σ∗((R
♭
∞)
α) = R0 ×R1 × · · · ×Rr
tels que pour tout 0 ≤ i ≤ r, la Ri-algèbre A ⊗R♭∞ Ri soit de rang i (cf. (2.6.11.3) et [2] V.5.14).
On a clairement ρ ≤ r. Pour tout 0 ≤ i ≤ r, on note ei l’idempotent de σ∗((R
♭
∞)
α) correspondant
à Ri. Pour 1 ≤ i ≤ r, on a ei = Tr(id∧iA ). Par fonctorialité de la trace ([2] V.4), on voit que
l’image de eρ dans σ∗((R
♭
∞/̟R
♭
∞)
α) vaut 1. Par suite, pour tout 0 ≤ i ≤ r tel que i 6= ρ, l’image
de ei dans σ∗((R
♭
∞/̟R
♭
∞)
α) est nulle. Comme ̟ n’est pas un diviseur de zéro dans R♭∞ (5.5.5.1),
la suite
(5.5.20.29) 0 // σ∗((R
♭
∞)
α)
·̟ // σ∗((R
♭
∞)
α) // σ∗((R
♭
∞/̟R
♭
∞)
α)
est exacte. Pour tout i 6= ρ, il existe alors zi ∈ σ∗((R
♭
∞)
α) tel que ei = ̟zi. On a donc ei =
e2i = ̟ziei. Pour tout γ ∈ mK♭ , il existe deux éléments e˜i et z˜i de R
♭
∞ d’images canoniques
respectivement γei et γzi dans σ∗((R
♭
∞)
α). Supposant v
K
♭(γ) < v
K
♭(̟), on en déduit que γe˜i =
γ(̟γ−1)z˜ie˜i ∈ R
♭
∞ et donc γe˜i ∈ ∩n≥0̟
nR♭∞ = 0 (5.5.6). Par suite, γ
2ei = 0 et ei est α-nul.
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Compte tenu de (2.6.11.3), ei = 0 et donc Ri = 0. Il s’ensuit que la R
♭
∞-algèbre A est α-projective
de type α-fini et de rang ρ > 0. Elle est donc α-fidèlement plate en vertu de ([2] V.6.7) ; d’où la
proposition.
Corollaire 5.5.21. Conservons les hypothèses et notations de 5.5.20, notons, de plus, M
le R♭∞-module limite projective du système projectif (M)N dont les morphismes de transition sont
les itérés de l’endomorphisme φ-semi-linéaire de M induit par ϕ (5.5.20.1), et Φ l’endomorphisme
φ-semi-linéaire de M induit par ϕ. Alors,
(i) Pour tout entier i ≥ 0, la suite
(5.5.21.1) 0 −→ M
̟p
i
−→ M
τi−→M −→ 0,
où τi est le morphisme qui associe à (xi)i∈N ∈ M l’élément xi ∈M , est α-exacte.
(ii) Il existe une R♭∞-algèbre α-finie-étale et α-fidèlement plate A , un entier r ≥ 0 et un
morphisme A -linéaire
(5.5.21.2) m
K
♭ ⊗O
K♭
M ⊗R♭∞ A → A
r
compatible à Φ et à l’endomorphisme de Frobenius de A , qui est un α-isomorphisme.
Cela résulte de la preuve de 5.5.20.
5.6. Suite exacte d’Artin-Schreier du topos de Faltings annelé
5.6.1. Les hypothèses et notations de 5.4.1 et 5.4.2 sont en vigueur dans cette section. On
reprend aussi les notations de 5.5.1 et 5.5.2. On désigne simplement par R la R1-algèbre R
y
X définie
dans (4.1.13.4). On rappelle qu’on a un isomorphisme canonique de R1-algèbres (4.1.12.3)
(5.6.1.1) Bρ(y x)
∼
→ R,
où B est l’anneau de E˜ défini dans 5.1.5 et ρ est le morphisme (5.1.4.5).
Lemme 5.6.2. La R∞-algèbre R est α-fidèlement plate.
Cela résulte de 2.9.12, 4.5.7 et ([2] V.6.5(2)), compte tenu des définitions (4.1.13.4) et (5.4.2.4).
5.6.3. On note encore φ l’endomorphisme de Frobenius absolu de R/pR. Suivant (2.5.2.1), on
désigne par R
♭
la limite projective du système projectif (R/pR)N dont les morphismes de transition
sont les itérés de φ ;
(5.6.3.1) R
♭
= lim
←−
N
R/pR.
C’est une R♭∞-algèbre parfaite (5.5.2.1). On note encore φ l’endomorphisme de Frobenius de R
♭
.
Ces abus de notation n’induisent aucun risque d’ambiguïté.
Pour tout entier i ≥ 0, on désigne par πi l’homomorphisme
(5.6.3.2) πi : R
♭
→ R/pR, (xn)n≥0 7→ xi.
Proposition 5.6.4.
(i) Pour tout γ ∈ mK tel que pv(γ) ≤ 1 (5.1.1), l’homomorphisme
(5.6.4.1) φγ : R/γR→ R/γ
pR
induit par l’endomorphisme φ de R/pR est un isomorphisme.
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(ii) Pour tout entier i ≥ 0, la suite
(5.6.4.2) 0 // R
♭ ·̟p
i
// R
♭ πi // R/pR // 0
est exacte.
(iii) Le morphisme π0 induit un isomorphisme
(5.6.4.3) R
♭
/φ−i(̟)R
♭ ∼
→ R/piR,
où pi est l’élément de OK fixé dans 5.5.1 tel que p
pi
i = p.
(iv) L’anneau R
♭
est complet et séparé pour la topologie ̟-adique, et celle-ci coïncide avec la
limite des topologies discrètes sur R/pR (5.6.3.1).
En effet, l’endomorphisme de Frobenius de R/pR est surjectif en vertu de (4.1.13.4) et ([2]
II.9.10). Par suite, φγ est surjectif. L’injectivité résulte du fait que l’anneau R est local, strictement
hensélien normal et en particulier intègre d’après ([2] III.10.10(i)). Ceci démontre l’assertion (i).
Les autres assertions s’en déduisent comme pour R∞ (cf. 5.5.5 et 5.5.6).
Lemme 5.6.5. Pour tout element non-nul b de O
K
♭ , la suite
(5.6.5.1) 0 // Fp
b // R
♭ φ−bp−1id // R
♭ // 0
est exacte.
Soit (bn)n≥0 ∈ (OC)N l’image inverse de b par l’isomorphisme (4.8.1.2). Il existe n0 ≥ 0 tel que
pour tout n ≥ n0, bpn 6∈ pOC . D’après 4.8.8 et (5.6.1.1), la suite
(5.6.5.2) 0 // Fp · bn ⊕ (
p
bp−1n
) · R/pR // R/pR
φ−bp−1n id // R/pR // 0
est exacte. Considérons (Fp · bn⊕ (
p
bp−1n
) ·R/pR)n≥n0 comme un sous-système projectif du système
projectif (R/pR)n≥n0 dont les morphismes de transition sont les itérés de φ. Comme v(bn) <
1
p ,
on a pv( p
bp−1n
) > 1. Par suite, (Fp · bn ⊕ (
p
bp−1n
) · R/pR)n≥n0 vérifie la condition de Mittag-Leffler.
La proposition s’ensuit par passage à la limite projective.
5.6.6. On désigne par E˜′N
◦
le topos des systèmes projectifs de E˜′ (5.1.6), indexés par l’en-
semble ordonné N des entiers naturels (2.1.11), et par
(5.6.6.1) λ′ : E˜′N
◦
→ E˜′
le morphisme canonique (2.1.11.1). Pour tout objet F = (Fn)n≥0 de E˜′N
◦
et tout entier i ≥ 0, on
note ε≤i(F ) l’objet (F in)n≥0 de E˜
′N◦ , défini par
(5.6.6.2) F in =
{
Fn si 0 ≤ n ≤ i,
Fi si n ≥ i,
le morphisme de transition F in+1 → F
i
n étant égal au morphisme de transition Fn+1 → Fn de F si
0 ≤ n < i et à l’identité si n ≥ i. La correspondance F 7→ ε≤i(F ) est clairement fonctorielle, et on
a un morphisme fonctoriel canonique
(5.6.6.3) F → ε≤i(F ).
Si F est un anneau (resp. module), il en est de même de ε≤i(F ) et le morphisme (5.6.6.3) est un
homomorphisme.
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Si A est un anneau, on note encore A l’anneau constant de valeur A de E˜′ ou de E˜′N
◦
. On a
donc un isomorphisme canonique λ′∗(A)
∼
→ A de E˜′N
◦
.
On note (OK)
℘ l’anneau (OK/pOK)N de E˜
′N◦ dont les morphismes de transition sont les itérés
de l’endomorphisme de Frobenius de OK/pOK . On le considère comme une OK♭-algèbre via les
homomorphismes (5.5.1.2).
On désigne par P ′ la catégorie abélienne des Fp-modules de E˜′N
◦
et par P ′AR son quotient
par la sous-catégorie épaisse des Fp-modules Artin-Rees-nuls (AR-nuls en abrégé) ([25] V 2.2.1).
On rappelle que P ′AR est canoniquement équivalente à la catégorie des systèmes projectifs de P
′
à translation près ([25] V 2.4.2 et 2.4.4).
5.6.7. On note φ′ l’endomorphisme de Frobenius de B
′
1 (5.1.5.5) et on désigne par B
′℘
la
(OK)
℘-algèbre (B
′
1)N de E˜
′N◦ dont les morphismes de transition sont les itérés de φ′ (5.6.6). On
considère B
′℘
comme une O
K
♭-algèbre. On note encore φ′ l’endomorphisme de Frobenius de B
′℘
.
Cette notation n’induit aucun risque d’ambiguïté puisque l’endomorphisme de Frobenius de B
′℘
est induit par celui de B
′
1.
5.6.8. Pour tout faisceau abélien F = (Fn)n≥0 de E˜′N
◦
, on désigne par Θ∗(F )ρ(y x) la limite
projective des fibres des Θ∗(Fn) en ρ(y  x) (5.1.4.5),
(5.6.8.1) Θ∗(F )ρ(y x) = lim
←−
N
Θ∗(Fn)ρ(y x),
où Θ est le morphisme de topos (5.1.8.2). On définit ainsi un foncteur de la catégorie des fais-
ceaux abéliens de E˜′N
◦
dans celle des faisceaux abéliens. Celui-ci étant exact à gauche, on désigne
abusivement par RqΘ∗(F )ρ(y x) (q ≥ 0) ses foncteurs dérivés à droite.
D’après ([36] 1.6), on a une suite exacte canonique
(5.6.8.2) 0→ R1lim
←−
N
Rq−1Θ∗(Fi)ρ(y x) → R
qΘ∗(F )ρ(y x) → lim
←−
N
RqΘ∗(Fi)ρ(y x) → 0.
5.6.9. Pour tout Fp-module de type fini L′ de X
′⊲
f e´t et tout entier q ≥ 0, on associe le (R/pR)-
module
(5.6.9.1) M q(L′) = RqΘ∗(β′∗(L′)⊗Fp B
′
1)ρ(y x),
où β′ est le morphisme (5.1.6.3). On le munit de l’endomorphisme (R/pR)-semi-linéaire ϕ induit
par l’endomorphisme de Frobenius φ′ de B
′
1. On leur associe aussi le R
♭
module
(5.6.9.2) M q(L′) = RqΘ∗(λ′∗(β′∗(L′))⊗Fp B
′℘
)ρ(y x),
que l’on munit de l’endomorphisme R
♭
-semi-linéaire Φ induit par l’endomorphisme de Frobenius
φ′ de B
′℘
(5.6.7).
D’après 4.8.5, pour tout entier i ≥ 0, la suite de B
℘
-modules
(5.6.9.3) 0 // B
′℘ ·̟p
i
// B
′℘ // ε≤i(B
′℘
) // 0
où la deuxième flèche est le morphisme canonique (5.6.6.3), est exacte dans PAR. Compte tenu de
(5.6.8.2) et ([36] 1.15), on en déduit une suite exacte longue de R
♭
-modules
(5.6.9.4) M q(L′) ·̟
pi
//M q(L′)
p
q
i (L
′)
// M q(L′) //M q+1(L′) ,
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où M q(L′) est considéré comme un R
♭
-module via l’homomorphisme πi (5.6.3.2).
Proposition 5.6.10. Supposons le morphisme g : X ′ → X projectif (5.1.2.1). Soient L′ un
Fp-module de type fini de X
′⊲
f e´t, q un entier ≥ 0 et reprenons les notations de 5.6.9. Alors,
(i) Pour tout entier i ≥ 0, la suite de R
♭
-modules
(5.6.10.1) 0 //M q(L′) ̟
pi
//M q(L′)
p
q
i (L
′) // M q(L′) // 0
est α-exacte.
(ii) Le morphisme de R
♭
-modules
(5.6.10.2) M q(L′)→ lim
←−
N
M q(L′),
induit par les morphismes pqi (L
′) (i ≥ 0), où les morphismes de transition de la limite
projective sont les itérés de ϕ, est un α-isomorphisme.
(iii) Il existe une (R/pR)-algèbre α-finie-étale et α-fidèlement plate A, un entier r ≥ 0 et un
morphisme A-linéaire
(5.6.10.3) mK ⊗OK M
q(L′)⊗R A→ A
r,
compatible à ϕ et aux endomorphismes de Frobenius de OK/pOK et A, qui est un α-
isomorphisme.
(iv) Il existe une R
♭
-algèbre α-finie-étale et α-fidèlement plate A , un entier r ≥ 0 et un
morphisme A -linéaire
(5.6.10.4) m
K
♭ ⊗O♭
K
M
q(L′)⊗
R
♭ A → A r,
compatible à Φ et aux endomorphismes de Frobenius de O
K
♭ et A , qui est un α-isomor-
phisme.
Notons d’abord que compte tenu de (5.6.9.4), la proposition (i) est équivalente à la suivante :
(i’) Pour tout entier i ≥ 0, le morphisme
(5.6.10.5) pqi (L
′) : M q(L′)→M q(L′)
est α-surjectif.
Nous omettrons L′ des notations M q(L′), M q(L′) et pqi (L
′) pour les alléger. Nous équiperons
les propositions (i’), (ii), (iii) et (iv) d’un indice q pour rappeler la dépendance en cet indice.
Nous procédons par récurrence descendante sur q. D’après 5.3.27, M q est α-nul pour q assez
grand, et il en est donc de même de M q compte tenu de (5.6.8.2) et ([17] 2.4.2(ii)), d’où la propo-
sition pour ces valeurs de q. Supposons la proposition (iv)q+1 établie et montrons les propositions
(i’)q, (ii)q , (iii)q et (iv)q. Comme ̟ n’est pas un diviseur de zéro dans R
♭
(5.6.4.2), on déduit de
(iv)q+1, par descente α-fidèlement plate, que la multiplication par ̟ dans M q+1 est α-injective.
La suite exacte longue (5.6.9.4) implique alors que pour tout entier i ≥ 0, le morphisme
(5.6.10.6) M q/̟p
i
M
q →M q
induit par pqi est un α-isomorphisme, d’où la proposition (i’)q .
Par ailleurs, l’endomorphisme de Frobenius φ′ de B
′℘
induit un isomorphisme de P ′AR d’après
4.8.5(ii). L’endomorphisme Φ de M q est donc un isomorphisme. D’après 5.6.4(ii), le morphisme
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π0 induit un isomorphisme R
♭
/φ−1(̟)R
♭ ∼
→ R/p1R (cf. 5.5.1). Compte tenu de (5.6.10.6), on en
déduit que le morphisme R-linéaire
(5.6.10.7) φ
∗
p1(M
q/p1M
q)→M q
induit par l’endomorphisme ϕ de M q est un α-isomorphisme (5.6.4.1).
Observons que les hypothèses de 5.3.4 sont satisfaites et reprenons les notations de 5.3.12. En
vertu de 5.3.13, on a un morphisme R-linéaire canonique
(5.6.10.8) σ(∞)∗ (RqΘ∗(β′∗(L′)⊗Fp B
′
1))x ⊗σ(∞)∗ (B)x
R→M q,
qui est un α-isomorphisme. Tenant compte de (5.3.12.7), on pose
(5.6.10.9) N q = σ(∞)∗ (RqΘ∗(β′∗(L′)⊗Fp B
′
1))x ⊗σ(∞)∗ (B)x
R∞,
que l’on munit de l’endomorphisme (R∞/pR∞)-semi-linéaire ψ induit par l’endomorphisme de
Frobenius φ′ de B
′
1. Le morphisme (5.6.10.8) induit un morphisme R-linéaire
(5.6.10.10) N q ⊗R∞ R→M
q,
qui est un α-isomorphisme. Celui-ci est compatible à ψ, ϕ et à l’endomorphisme de Frobenius φ
de R/pR, d’après la preuve de de 5.3.13.
Comme la R∞-algèbre R est α-fidèlement plate (5.6.2) et que le morphisme (5.6.10.7) est un
α-isomorphisme, le morphisme R∞-linéaire
(5.6.10.11) φ
∗
p1(N
q/p1N
q)→ N q
induit par l’endomorphisme ψ de N q, est un α-isomorphisme (cf. 5.5.7). Par ailleurs, le R∞-module
N q est de présentation α-finie, en vertu de 5.3.26. La proposition (iii)q résulte alors de 5.5.20 et
(5.6.10.10).
Notons M qproj le R
♭
-module limite projective du système projectif (M q)N dont les morphismes
de transition sont les itérés de ϕ, et Φ l’endomorphisme φ-semi-linéaire de M qproj induit par ϕ.
De même, notons N qproj le R
♭
∞-module limite projective du système projectif (N
q)N dont les mor-
phismes de transition sont les itérés de ψ, et Ψ l’endomorphisme φ-semi-linéaire de N qproj induit
par ψ. En vertu de 5.5.21, on a les propriétés suivantes :
(a) pour tout entier i ≥ 0, la suite
(5.6.10.12) 0 −→ N qproj
̟p
i
−→ N qproj
τi−→ N q −→ 0,
où τi est le morphisme qui associe à (xi)i∈N ∈ N
q
proj l’élément xi ∈ N
q, est α-exacte ;
(b) il existe une R♭∞-algèbre α-finie-étale et α-fidèlement plate A , un entier r ≥ 0 et un
morphisme A -linéaire
(5.6.10.13) m
K
♭ ⊗O
K♭
N
q
proj ⊗R♭∞ A → A
r
compatible à Ψ et à l’endomorphisme de Frobenius de A , qui est un α-isomorphisme.
On observera que M qproj et N
q
proj sont complets et séparés pour les topologies ̟-adiques
d’après 2.11.3. Notons N qproj⊗̂R♭∞R
♭
le séparé complété ̟-adique de N qproj ⊗R♭∞ R
♭
. Compte tenu
de (5.5.5.1), (5.6.4.2) et (5.6.10.12), le morphisme (5.6.10.10) induit un morphisme R
♭
-linéaire
(5.6.10.14) N qproj⊗̂R♭∞R
♭
→ M qproj,
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qui est un α-isomorphisme d’après ([17] 2.4.2(ii)). Montrons que le morphisme induit
(5.6.10.15) u : N qproj ⊗R♭∞ R
♭
→ M qproj
est un α-isomorphisme. On note R
♭
⊗̂R♭∞A et M
q
proj⊗̂R♭∞A les séparés complétés ̟-adiques de
R
♭
⊗R♭∞ A et M
q
proj ⊗R♭∞ A , et
v : R
♭
⊗R♭∞ A → R
♭
⊗̂R♭∞A(5.6.10.16)
w : M qproj ⊗R♭∞ A → M
q
proj⊗̂R♭∞A(5.6.10.17)
les morphismes canoniques. Comme le R♭∞-module A est α-projectif de type α-fini (2.9.2), v et w
sont des α-isomorphismes d’après 5.5.11. Considérons le diagramme commutatif
(5.6.10.18) N qproj ⊗R♭∞ R
♭
⊗R♭∞ A
//
u⊗id
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
t
++
N
q
proj⊗̂R♭∞R
♭
⊗R♭∞ A
//

N
q
proj⊗̂R♭∞R
♭
⊗̂R♭∞A

M
q
proj ⊗R♭∞ A
w //M qproj⊗̂R♭∞A
où N qproj⊗̂R♭∞R
♭
⊗̂R♭∞A est le séparé complété ̟-adique de N
q
proj⊗R♭∞R
♭
⊗R♭∞ A . Les flèches verti-
cales sont des α-isomorphismes d’après (5.6.10.14), et t est un α-isomorphisme d’après (5.6.10.16).
Il s’ensuit que u⊗ id est un α-isomorphisme. Comme la R♭∞-algèbre A est α-fidèlement plate, on
en déduit que u est un α-isomorphisme.
Pour tout entier i ≥ 0, la suite
(5.6.10.19) 0 −→ M qproj
̟p
i
−→ M qproj
κi−→M q −→ 0,
où κi est le morphisme qui associe à (xi)i∈N ∈ M
q
proj l’élément xi ∈ M
q, est α-exacte. Cela
résulte de (5.6.10.12) et (5.6.10.15), sauf pour l’exactitude à gauche qui découle de (5.6.10.13) et
(5.6.10.15). En effet, la multiplication par ̟ dans R
♭
est injective (5.6.4.2) et la R♭∞-algèbre A est
α-fidèlement plate.
Considérons de nouveau le système projectif (M q)N dont les morphismes de transition sont les
itérés de ϕ et posons
(5.6.10.20) T q = R1lim
←−
N
M q.
D’après (5.6.8.2) et ([2] 7.12), on a une suite exacte canonique
(5.6.10.21) 0→ T q−1 → M q → M qproj → 0.
Il résulte alors de (5.6.10.6) et (5.6.10.19) que T q−1/̟T q−1 est α-nul. Comme le O
K
♭-module
T q−1 est dérivé-̟-complet d’après 2.11.5(iii), on en déduit que T q−1 est α-nul en vertu de 2.11.8.
Les propositions (ii)q et (iv)q s’ensuivent (5.6.10.13).
Corollaire 5.6.11. Sous les hypothèses de 5.6.10, il existe un entier r ≥ 0 et un morphisme
R
♭
-linéaire
(5.6.11.1) m
K
♭ ⊗O♭
K
M
q(L′)→ (R
♭
)r,
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compatible à Φ et aux endomorphismes de Frobenius de O
K
♭ et R
♭
, qui est un α-isomorphisme
En effet, en vertu de 5.6.10(iv), il existe une R
♭
-algèbre α-finie-étale et α-fidèlement plate A ,
un entier r ≥ 0 et un morphisme A -linéaire
(5.6.11.2) m
K
♭ ⊗O♭
K
M
q(L′)⊗
R
♭ A → A r,
compatible à Φ et aux endomorphismes de Frobenius de O
K
♭ et A , qui est un α-isomorphisme.
D’après 2.6.12, il suffit donc de montrer qu’il existe un morphisme de α-R
♭
-algèbresA α → (R
♭
)α (cf.
2.6.11), ou ce qui revient au même, un morphisme de R
♭
-algèbres A → σ∗((R
♭
)α), où σ∗((R
♭
)α) =
HomO
K♭
(m
K
♭ , R
♭
).
Pour toute OK-algèbre (resp. OK♭ -algèbre) A, notons A-E´tαpf la catégorie des α-A-algèbres
α-étales, de présentation α-finie (2.9.2).
Comme l’anneau R est local et strictement hensélien d’après ([2] III.10.10.2(i)) et (5.6.1.1) et
que p appartient à l’idéal maximal de R, (R, pR) est un couple hensélien au sens de ([47] XI défi. 3).
Par suite, en vertu de ([17] 5.5.7(iii)), le foncteur
(5.6.11.3) R-E´tαpf → (R/pR)-E´tαpf , C 7→ C/pC,
est une équivalence de catégories. De même, comme l’anneau R
♭
est complet et séparé pour la
topologie ̟-adique (5.6.4), le foncteur
(5.6.11.4) R
♭
-E´tαpf → (R
♭
/̟R
♭
)-E´tαpf , C 7→ C/̟C,
est une équivalence de catégories. Compte tenu de l’isomorphisme R
♭
/̟R
♭ ∼
→ R/pR (5.6.4.2), on
en déduit une équivalence de catégories
(5.6.11.5) R
♭
-E´tαpf
∼
→ R-E´tαpf .
Notons A˜ l’image de A α par cette équivalence. Il suffit donc de montrer qu’il existe un morphisme
de α-R-algèbres A˜ → R
α
.
Comme la R
♭
-algèbre A est α-projective de type α-fini et de rang fini (2.9.2), la α-R
α
-algèbre
A˜ est α-projective de type α-fini et de rang fini d’après ([17] 2.4.18 & 5.1.7). Par ailleurs, la
R
♭
-algèbre A étant α-fidèlement plate, elle n’est pas α-nulle. Par suite, la α-R-algèbre A˜ n’est
pas nulle (5.6.11.5).
La R[ 1p ]-algèbre C = σ∗(A˜ )[
1
p ] (2.6.11.2) est finie étale d’après 2.6.12(ii). Notons C la clôture
intégrale de R dans C. En vertu de ([17] 8.2.31(i)), les α-R-algèbres C α et A˜ sont isomorphes.
En particulier, C n’est pas nulle. Reprenant la définition (4.1.13.4) de R = R
y
X , il existe un X-
schéma étale x-pointé U et une R
y
U [
1
p ]-algèbre finie étale et non nulle D tels que C = D ⊗RyU
R.
Compte tenu de (4.1.9.3), il existe un homomorphisme de R
y
U [
1
p ]-algèbres D → R
y
U [
1
p ] et par
suite un homomorphisme de R[ 1p ]-algèbres C → R[
1
p ]. Comme R est normal, on en déduit un
homomorphisme de R-algèbres C → R, d’où l’assertion recherchée.
Corollaire 5.6.12. Sous les hypothèses de 5.6.10, il existe un entier r ≥ 0 et un morphisme
(R/pR)-linéaire
(5.6.12.1) mK ⊗OK M
q(L′)→ (R/pR)r,
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compatible à ϕ et aux endomorphismes de Frobenius de OK/pOK et R/pR, qui est un α-isomor-
phisme.
Cela résulte de 5.6.11, 5.6.10(i) et 5.6.4(ii).
Proposition 5.6.13. Supposons le morphisme g : X ′ → X projectif (5.1.2.1). Soient L′ un
Fp-module de type fini de X
′⊲
f e´t, b un élément non-nul de OK♭ , q un entier ≥ 0. Reprenons les
notations de 5.6.9. Alors,
(i) La suite
(5.6.13.1) 0 // RqΘ∗(β′∗(L′))ρ(y x)
·b //M q(L′)
Φ−bp−1id //M q(L′) // 0
est exacte.
(ii) Le morphisme canonique
(5.6.13.2) ker(Φ− bp−1id|M q(L′))→ ker(Φ− bp−1id|M q(L′)⊗O
K♭
K
♭
)
est un isomorphisme.
En effet, d’après 4.8.9, la suite
(5.6.13.3) 0 // Fp
·b // B
′℘ φ′−bp−1id // B
′℘ // 0
est exacte dans P ′AR (5.6.6). Compte tenu de (5.6.8.2) et ([36] 1.15), celle-ci induit une suite exacte
longue de cohomologie
M q−1 // RqΘ∗(β′∗(L′))ρ(y x)
·b //M q
Φ−bp−1id //M q ,
où on a posé M q = M q(L′) pour tout q ≥ 0 et M−1 = 0. En vertu de 5.6.11, il existe un entier
r ≥ 0 et un morphisme R
♭
-linéaire
(5.6.13.4) u : m
K
♭ ⊗O
K♭
M
q → (R
♭
)r
compatible à Φ et aux endomorphismes de Frobenius de O
K
♭ et R
♭
, et qui est un α-isomorphisme.
En vertu de 5.6.5, pour tout c ∈ O
K
♭ , l’endomorphisme φ − cp−1id de R
♭
est surjectif. Pour
tous y ∈ M q et t1 ∈ mK♭ , il existe donc z ∈ (R
♭
)r tel que
(5.6.13.5) u(tp1 ⊗ y) = φ(z)− c
p−1z,
où on a encore noté φ l’endomorphisme de (R
♭
)r induit par l’endomorphisme de Frobenius φ de
R
♭
. Pour tout t2 ∈ mK♭ , il existe x ∈ M
q et t ∈ m
K
♭ tels que u(t⊗ x) = t2z. On en déduit que
(5.6.13.6) u((t1t2)
p ⊗ y) = u(tp ⊗ Φ(x)− (ct2)
p−1t⊗ x)
Pour tout t3 ∈ mK♭ , on a donc
(5.6.13.7) (t1t2t3)py = Φ(tt3x)− (ct2t3)p−1(tt3x).
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Par ailleurs, pour tout élément non-nul b′ de O
K
♭ , on a un diagramme commutatif
(5.6.13.8) ker(Φ− bp−1id|M q) //
·b′

M q
Φ−bp−1id //
·b′

M q //
·b′p

coker(Φ− bp−1id|M q)
·b′p

ker(Φ− (bb′)p−1id|M q) //M q
Φ−(bb′)p−1id //M q // coker(Φ− (bb′)p−1id|M q)
On déduit de ce qui précède (en prenant c = bt1 et b′ = t1t2t3) que pour tout b′ ∈ mK♭ , le dernier
morphisme vertical du diagramme (5.6.13.8) est nul.
D’après 4.8.9, pour tout élément non-nul b′ de m
K
♭ , on a un diagramme commutatif à lignes
exactes
(5.6.13.9) 0 // Fp
·b // B
′℘
·b′

φ′−bp−1id // B
′℘
·b′p

// 0
0 // Fp
·bb′ // B
′℘ φ
′−(bb′)p−1id // B
′℘ // 0
Il induit un diagramme commutatif à lignes exactes
(5.6.13.10)
coker(Φ′ − bp−1id|M q−1) 
 //
·b′p

RqΘ∗(β
′∗(L′))ρ(y x) // // ker(Φ− b
p−1id|M q)
·b′

coker(Φ′ − (bb′)p−1id|M q−1) 
 // RqΘ∗(β′∗(L′))ρ(y x) // // ker(Φ− (bb
′)p−1id|M q)
où on a noté Φ′ l’endomorphisme de M q−1 induit par l’endomorphisme φ′ de B
′℘
(pour le distin-
guer de l’endomorphisme Φ de M q). Comme le morphisme vertical de gauche est nul, on en déduit
que l’endomorphisme Φ′ − bp−1id de M q−1 est surjectif, et il en est donc de même de l’endomor-
phisme Φ− bp−1id de M q ; d’où l’exactitude de la suite (5.6.13.1). On en déduit aussi que la flèche
verticale de droite est un isomorphisme
(5.6.13.11) · b′ : ker(Φ− bp−1id|M q)
∼
→ ker(Φ− (bb′)p−1id|M q).
Il s’ensuit que l’application (5.6.13.2) est injective.
Soit x ∈ M q ⊗O
K♭
K
♭
tel que Φ(x) = bp−1x. Il existe z ∈ M q et b′ ∈ m
K
♭ tels que b′ 6= 0 et
z = b′x ∈ M q ⊗O
K♭
K
♭
. Par suite, Φ(z) − (bb′)p−1z est annulé par une puissance de ̟. Quitte
à remplacer b′ par un multiple, on peut supposer que Φ(z) = (bb′)p−1z. D’après l’isomorphisme
(5.6.13.11), il existe x′ ∈ ker(Φ−bp−1id|M q) tel que z = b′x′. On a alors x = x′ dans M q⊗O
K♭
K
♭
;
d’où la surjectivité de l’application (5.6.13.2).
Corollaire 5.6.14. Supposons le morphisme g : X ′ → X projectif (5.1.2.1). Soient L′ un Fp-
module de type fini de X
′⊲
f e´t, q un entier ≥ 0. Alors, reprenant les notations de 5.6.9, le Fp-espace
vectoriel RqΘ∗(β
′∗(L′))ρ(y x) est de dimension finie, et le morphisme canonique
(5.6.14.1) RqΘ∗(β′∗(L′))ρ(y x) ⊗Fp R
♭
→ M q(L′)
est un α-isomorphisme.
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En effet, en vertu de 5.6.13 et avec les notations de sa preuve, on a des isomorphismes cano-
niques
(5.6.14.2) RqΘ∗(β′∗(L′))ρ(y x)
∼
→ ker(Φ− id|M q)
∼
→ ker(Φ− id|M q ⊗O
K♭
K
♭
).
D’après 5.6.11, il existe un entier r ≥ 0 et un morphisme R
♭
-linéaire
(5.6.14.3) u : m
K
♭ ⊗O
K♭
M
q → (R
♭
)r
compatible à Φ et aux endomorphismes de Frobenius de O
K
♭ et R
♭
, et qui est un α-isomorphisme.
Il induit donc un isomorphisme R
♭
⊗O
K♭
K
♭
-linéaire
(5.6.14.4) M q ⊗O
K♭
K
♭ ∼
→ (R
♭
⊗O
K♭
K
♭
)r.
On a la suite exacte d’Artin-Schreier
(5.6.14.5) 0 // Fp // R
♭
⊗O
K♭
K
♭ φ−id // R
♭
⊗O
K♭
K
♭
.
On en déduit que RqΘ∗(β′∗(L′))ρ(y x) est un Fp-espace vectoriel de dimension finie, et que le
morphisme R
♭
⊗O
K♭
K
♭
-linéaire
(5.6.14.6) RqΘ∗(β
′∗(L′))ρ(y x) ⊗Fp R
♭
⊗O
K♭
K
♭
→ M q ⊗O
K♭
K
♭
est injectif. D’après 5.6.4(ii), ̟ n’est pas diviseur de zéro dans R
♭
. Par suite, le morphisme (5.6.14.1)
est injectif. Montrons qu’il est α-surjectif. Notons e1, . . . , er la base canonique de (R
♭
)r. Comme
u est α-injectif, il suffit de montrer que pour tout 1 ≤ i ≤ r et tout γ ∈ m
K
♭ , il existe x ∈ M q
tel que Φ(x) = x et u(γ ⊗ x) = γei. Pour tout t ∈ mK♭ , il existe y ∈ M
q et β ∈ m
K
♭ tels que
u(β ⊗ y) = tei. On a u(βp ⊗ Φ(y)) = tpei et donc u(βp ⊗ Φ(y) − tp−1β ⊗ y) = 0. Par suite, pour
tout t′ ∈ m
K
♭ , on a
(5.6.14.7) Φ(t′βy) = (tt′)p−1t′βy.
Compte tenu de l’isomorphisme (5.6.13.11) (pour b = 1 et b′ = tt′), il existe x ∈ M q tel que
Φ(x) = x et t′βy = tt′x. Par suite, pour tout t′′ ∈ m
K
♭ , on a t′t′′β⊗y = tt′t′′⊗x dans m
K
♭⊗O
K♭
M q
et donc u(tt′t′′ ⊗ x) = tt′t′′ei, d’où l’assertion recherchée.
Corollaire 5.6.15. Supposons le morphisme g : X ′ → X projectif (5.1.2.1). Soient n un
entier ≥ 1, L′ un (Z/pnZ)-module de type fini de X
′⊲
f e´t. Alors, pour tout entier q ≥ 0, le morphisme
canonique
(5.6.15.1) RqΘ∗(β′∗(L′))ρ(y x) ⊗Zp R→ R
qΘ∗(β
′∗(L′)⊗Zp B
′
)ρ(y x)
est un α-isomorphisme.
En effet, par dévissage, on peut se réduire au cas où n = 1. On notera que B
′
et R sont
Zp-plats ([2] III.9.2). La proposition résulte alors de 5.6.14, 5.6.10(i) et (5.6.4.2).
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5.7. Le principal théorème de comparaison p-adique de Faltings dans le cas relatif
Proposition 5.7.1. Supposons le morphisme g : X ′ → X projectif (5.1.2.1). Soient n un
entier ≥ 1, L′ un (Z/pnZ)-module de type fini de X
′⊲
f e´t. Alors, pour tout entier q ≥ 0, le morphisme
canonique
(5.7.1.1) RqΘ∗(β′∗(L′))⊗Zp B → R
qΘ∗(β
′∗(L′)⊗Zp B
′
)
est un α-isomorphisme.
En effet, la fibre de ce morphisme en tout point de E˜ de la forme ρ(y  x), où (y  x) est
un point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de s, est un α-isomorphisme, en vertu
de 5.6.15 et (5.6.1.1). Par ailleurs, B
′
|σ′∗(X ′η) et B|σ
∗(Xη) étant des Qp-algèbres, le morphisme
(5.7.1.1) est évidemment un isomorphisme au-dessus de l’ouvert σ∗(Xη) de E˜. La proposition
s’ensuit en vertu de 3.3.20(ii).
Proposition 5.7.2. Supposons le morphisme g◦ : X ′◦ → X◦ propre et notons γ : X
′⊲
→ X
◦
le morphisme induit par g. Soient y un point géométrique de X
◦
, F ′ un faisceau abélien de torsion,
localement constant constructible de X
′⊲
e´t , q un entier ≥ 0. Alors, le faisceau R
qγ∗(F
′) est localement
constant constructible sur X
◦
et on a un isomorphisme canonique
(5.7.2.1) Rqγ∗(F ′)y
∼
→ Hq(X
′⊲
y,e´t, F
′).
Considérons le diagramme commutatif
(5.7.2.2) X
′⊲  //
γ !!❉
❉❉
❉❉
❉❉
❉❉
X
′◦
g◦

X
◦
où  désigne l’injection canonique. D’après 2.4.2, le morphisme de schémas usuels g◦ : X ′◦ → X◦
induit par g (5.1.2.1) est lisse et la structure logarithmique MX′ |X ′◦ est définie par un diviseur sur
X ′◦ à croisements normaux relativement à X◦. Comme le schéma X
◦
est de caractéristique nulle, il
résulte de ([11] Th. finitude, Appendice 1.3.3) et de sa preuve, que pour tout i ≥ 0, Ri∗(F ′) est un
faisceau abélien de torsion, localement constant constructible de X
′◦
e´t. La proposition s’ensuit par
les théorèmes de changement de base propre et lisse ([4] XVI 2.2) appliqués à g◦ et aux faisceaux
Ri∗(F
′), le fait que (, F ′) est cohomologiquement propre relativement à X
◦
([11] Th. finitude,
Appendice 1.3.3) et ([4] IX 2.1 et 2.6).
5.7.3. Notons γ : X
′⊲
→ X
◦
le morphisme induit par g (5.1.2.1). D’après ([2] (VI.10.12.7)),
le diagramme
(5.7.3.1) X
′⊲
e´t
ψ′ //
γ

E˜′
Θ

X
◦
e´t
ψ // E˜
où ψ et ψ′ sont les morphismes (5.1.4.4) et (5.1.6.4) respectivement, est commutatif à isomorphisme
canoniques près.
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Théorème 5.7.4 ([14], Theorem 6, page 266). Supposons le morphisme g : X ′ → X projectif
(5.1.2.1). Soit F ′ un faisceau abélien de torsion, localement constant constructible de X
′⊲
e´t . Alors,
pour tout entier q ≥ 0, on a un morphisme canonique
(5.7.4.1) ψ∗(Rqγ∗(F ′))⊗Zp B → R
qΘ∗(ψ
′
∗(F
′)⊗Zp B
′
)
qui est un α-isomorphisme.
On peut évidemment se borner au cas où F ′ est annulé par pn, pour un entier n ≥ 1. En vertu
de 4.4.2, 5.7.2 et de la suite spectrale de Cartan-Leray, les morphismes canoniques
RqΘ∗(ψ
′
∗(F
′)) → Rq(Θ ◦ ψ′)∗(F
′),(5.7.4.2)
Rq(ψ ◦ γ)∗(F
′) → ψ∗(R
qγ∗(F
′)),(5.7.4.3)
sont des isomorphismes. Compte tenu de l’isomorphisme de commutativité de (5.7.3.1)
(5.7.4.4) Θ ◦ ψ′
∼
→ ψ ◦ γ,
on en déduit un isomorphisme
(5.7.4.5) RqΘ∗(ψ′∗(F
′))
∼
→ ψ∗(R
qγ∗(F
′)).
Par ailleurs, notant ρX′⊲ : X
′⊲
e´t → X
′⊲
f e´t le morphisme canonique (2.1.17.1), il existe un (Z/p
nZ)-
module de type fini L′ de X
′⊲
f e´t tel que F
′ = ρ∗
X
′⊲(L′) d’après ([2] VI.9.20 et III.2.11). En vertu de
([2] VI.10.9), on a un isomorphisme canonique
(5.7.4.6) β′∗(L′)
∼
→ ψ′∗(ρ
∗
X
′⊲(L′)).
La proposition résulte alors de 5.7.1.
Corollaire 5.7.5. Si le morphisme g : X ′ → X est projectif, pour tous entiers n ≥ 1 et q ≥ 0,
on a un morphisme B-linéaire canonique
(5.7.5.1) ψ∗(Rqγ∗(Z/pnZ))⊗Zp B → R
qΘ∗(B
′
n),
qui est un α-isomorphisme.
En effet, d’après ([2] VI.10.9(iii)), on a un isomorphisme canonique
(5.7.5.2) β′∗(Z/pnZ)
∼
→ ψ′∗(ρ
∗
X
′⊲(Z/pnZ)),
où ρ
X
′⊲ : X
′⊲
e´t → X
′⊲
f e´t est le morphisme canonique (2.1.17.1). On en déduit un isomorphisme
(5.7.5.3) Z/pnZ
∼
→ ψ′∗(Z/p
nZ),
qui n’est autre que le morphisme canonique par adjonction. La proposition résulte alors de 5.7.4.

Chapitre 6
Les suites spectrales de Hodge-Tate
6.1. Hypothèses et notations
6.1.1. Dans ce chapitre, K désigne un corps de valuation discrète complet de caractéristique
0, à corps résiduel algébriquement clos k de caractéristique p > 0, OK l’anneau de valuation de K,
K une clôture algébrique de K, OK la clôture intégrale de OK dans K, mK l’idéal maximal de OK
et GK le groupe de Galois de K sur K. On note OC le séparé complété p-adique de OK , mC son
idéal maximal et C son corps des fractions. On désigne par Zp(1) le Z[GK ]-module
(6.1.1.1) Zp(1) = lim
←−
n≥1
µpn(OK),
où µpn(OK) désigne le sous-groupe des racines p
n-ièmes de l’unité dans OK . Pour tout Zp[GK ]-
module M et tout entier n, on pose M(n) =M ⊗Zp Zp(1)
⊗n.
On pose S = Spec(OK), S = Spec(OK) et Sˇ = Spec(OC). On note s (resp. η, resp. η) le
point fermé de S (resp. générique de S, resp. générique de S). Pour tout entier n ≥ 1, on pose
Sn = Spec(OK/p
nOK). Pour tout S-schéma X , on pose
(6.1.1.2) X = X ×S S, Xˇ = X ×S Sˇ et Xn = X ×S Sn.
On munit S de la structure logarithmique MS définie par son point fermé, et S et Sˇ des
structures logarithmiques MS et MSˇ images inverses de MS.
6.1.2. Pour toute extension finie L de K, on note OL la fermeture intégrale de OK dans
L et on pose SL = Spec(OL) que l’on munit de la structure logarithmique MSL définie par son
point fermé. Les schémas logarithmiques (SL,MSL) forment naturellement un système projectif.
On désigne par (S,LS) la limite projective des schémas logarithmiques (SL,MSL), indexée par
l’ensemble filtrant des sous-K-extensions finies L de K. Notant u : η → S l’injection canonique, on
a LS = u∗(O
×
η ) ∩ OS , à ne pas confondre avec la structure logarithmique MS sur S définie dans
6.1.1.
6.1.3. Pour tout U-topos T et tout groupe abélienM , on noteMT (ou simplementM lorsqu’il
n’y a aucun risque d’ambiguïté) le groupe constant de T de valeur M . Pour tout entier n ≥ 1, on
désigne par µn,T (ou simplement µn lorsqu’il n’y a aucun risque d’ambiguïté) le groupe constant de
T de valeur le groupe µn(OK) des racines n-ièmes de l’unité dans OK . Pour tout (Z/nZ)-module
F de T et tout entier m, on pose
(6.1.3.1) F (m) =
{
F ⊗Z µ
⊗m
n,T , si m ≥ 0,
HomZ(µ
⊗−m
n,T , F ), si m < 0.
Cet usage n’étant pas classique pour le topos Xe´t, on prendra garde de ne pas confondre le faisceau
µn,Xe´t ainsi défini avec le faisceau des racines n-ièmes de l’unité de Xe´t, c’est-à-dire le noyau de la
puissance n-ième sur Gm,X (qui ne sera pas utilisé dans ce chapitre).
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Lemme 6.1.4. Soient A un anneau intègre, M un monoïde intègre, u un homomorphisme
injectif de M dans le monoïde multiplicatif A, n un entier ≥ 1, φ : A→ A l’application d’élévation
à la puissance n-ième. Supposons que pour tout t ∈ M , l’équation xn = u(t) admette n racines
distinctes dans A. Alors, φ−1(M) est un monoïde intègre et l’homomorphisme φ−1(M)→M déduit
de φ identifie M au quotient de φ−1(M) par le sous-monoïde µn(A) des racines n-ièmes de l’unité
dans A (2.1.9).
En effet, pour tout t ∈ M , on a u(t) 6= 0 car u est injectif et M est intègre. Comme A est
intègre, φ−1(M) est donc intègre. Par ailleurs, l’application canonique φ−1(M)→M est surjective
et fait de φ−1(M) un torseur sur M sous le groupe µn(A). Par suite, M est le quotient de φ−1(M)
par le sous-monoïde µn(A) ([45] I 1.1.6).
6.1.5. Dans ce chapitre, f : (X,MX)→ (S,MS) désigne un morphisme adéquat de schémas
logarithmiques ([2] III.4.7). On désigne parX◦ le sous-schéma ouvert maximal de X où la structure
logarithmique MX est triviale ; c’est un sous-schéma ouvert de Xη. On note j : X◦ → X l’injection
canonique. D’après ([2] III.4.2(iv)), l’immersion j est schématiquement dominante et on a un
isomorphisme canonique
(6.1.5.1) MX
∼
→ j∗(O
×
X◦) ∩ OX .
En particulier, l’homomorphisme structural α : MX → OX est injectif.
Pour tout X-schéma U , on pose
(6.1.5.2) U◦ = U ×X X◦.
On note ~ : X → X et h : X
◦
→ X les morphismes canoniques (6.1.1.2), de sorte que l’on a
h = ~ ◦ jX . Pour alléger les notations, on pose
(6.1.5.3) Ω˜1X/S = Ω
1
(X,MX )/(S,MS)
,
que l’on considère comme un faisceau de Xzar ou Xe´t, selon le contexte (cf. 2.1.18).
On reprend les notations des objets associés à f introduits dans §4.1, en particulier ceux relatifs
au topos de Faltings : E, E˜, B...
6.2. Torseur et extension de Higgs-Tate d’un schéma logarithmique affine
6.2.1. On rappelle dans cette section la principale construction introduite dans ([2] II.10).
Tous les anneaux des vecteurs de Witt considérés dans ce chapitre sont relatifs à p (2.1.3). Sui-
vant (2.5.2.1), on désigne par O
K
♭ la limite projective du système projectif (OK/pOK)N dont les
morphismes de transition sont les itérés de l’endomorphisme de Frobenius absolu de OK/pOK ;
(6.2.1.1) O
K
♭ = lim
←−
N
OK/pOK .
C’est un anneau de valuation non-discrète, de hauteur 1, complet et parfait de caractéristique p
(cf. 4.8.1 et 4.8.2). On fixe une suite (pn)n≥0 d’éléments de OK telle que p0 = p et p
p
n+1 = pn (pour
tout n ≥ 0) et on note ̟ l’élément associé de O
K
♭ . On pose
(6.2.1.2) ξ = [̟]− p ∈W(O
K
♭),
où [ ] est le représentant multiplicatif. D’après 2.5.5, la suite
(6.2.1.3) 0 −→W(O
K
♭)
·ξ
−→W(O
K
♭)
θ
−→ OC −→ 0,
où θ est l’homomorphisme de Fontaine (2.5.2.4), est exacte. Suivant 2.5.2, on pose
(6.2.1.4) A2(OK) = W(OK♭)/ ker(θ)
2,
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et on note θ2 : A2(OK)→ OC l’homomorphisme induit par θ. On en déduit une suite exacte
(6.2.1.5) 0 −→ OC
·ξ
−→ A2(OK)
θ2−→ OC −→ 0,
où on a encore noté ·ξ le morphisme induit par la multiplication par ξ dans A2(OK).
L’idéal de carré nul ker(θ2) de A2(OK) est un OC -module libre de base ξ. Il sera noté ξOC .
Contrairement à ξ, il ne dépend pas du choix de la suite (pn)n≥0. On note ξ−1OC le OC -module
dual de ξOC . Pour tout OC -moduleM , on désigne les OC -modulesM⊗OC (ξOC) etM⊗OC (ξ
−1OC)
simplement par ξM et ξ−1M , respectivement.
Le groupe de Galois GK agit naturellement sur W(OK♭) par des automorphismes d’anneaux,
et l’homomorphisme θ est GK-équivariant. On en déduit une action de GK sur A2(OK) par des
automorphismes d’anneaux tel que l’homomorphisme θ2 soit GK-équivariant.
6.2.2. On a un homomorphisme canonique
(6.2.2.1) Zp(1)→ O
×
K
♭ .
Pour tout ζ ∈ Zp(1), on note encore ζ son image dans O
×
K
♭ . Comme θ([ζ] − 1) = 0, on obtient un
homomorphisme de groupes
(6.2.2.2) Zp(1)→ A2(OK), ζ 7→ log([ζ]) = [ζ]− 1,
dont l’image est contenue dans ker(θ2) = ξOC . Celui-ci est clairement Zp-linéaire. D’après ([2]
II.9.18), son image engendre l’idéal p
1
p−1 ξOC de A2(OK), et le morphisme OC -linéaire induit
(6.2.2.3) OC(1)→ p
1
p−1 ξOC
est un isomorphisme.
6.2.3. Considérons le système projectif de monoïdes multiplicatifs (OK)n∈N, où les mor-
phismes de transition sont tous égaux à l’élévation à la puissance p-ième. On note QS le produit
fibré du diagramme d’homomorphismes de monoïdes
(6.2.3.1) OK − {0}

lim
←−
x 7→xp
OK
// OK
où la flèche verticale est l’homomorphisme canonique et la flèche horizontale est la projection sur
la première composante (i.e., d’indice 0). On désigne par τS l’homomorphisme composé
(6.2.3.2) τS : QS −→ lim
←−
x 7→xp
OK −→ OK♭
[ ]
−→W(O
K
♭),
où [ ] est le représentant multiplicatif et les autres flèches sont les morphismes canoniques. Il résulte
aussitôt des définitions que le diagramme
(6.2.3.3) QS //
τS

OK − {0}

W(O
K
♭)
θ // OC
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où les flèches non libellées sont les morphismes canoniques, est commutatif. Par ailleurs, le groupe
de Galois GK agit naturellement sur le monoïde QS , et l’homomorphisme τS est GK-équivariant.
6.2.4. On pose
(6.2.4.1) S˜ = Spec(A2(OK)),
que l’on munit de la structure logarithmique MS˜ associée à la structure pré-logarithmique définie
par l’homomorphisme QS → A2(OK) induit par τS (6.2.3.2).
On fixe une uniformisante π de OK et une suite (πn)n≥0 d’éléments de OK telle que π0 = π
et πpn+1 = πn (pour tout n ≥ 0) et on note π l’élément associé de OK♭ (6.2.1.1). En vertu de ([2]
II.9.7), MS˜ est la structure logarithmique sur S˜ associée à la structure pré-logarithmique définie
par l’homomorphisme
(6.2.4.2) N→ A2(OK), 1 7→ [π].
En effet, notant π˜ l’élément de QS défini par ses projections (6.2.3.1)
(6.2.4.3) (πn)n∈N ∈ lim
←−
N
OK et π ∈ OK − {0},
on a τS(π˜) = [π] ∈W(OK♭). Le schéma logarithmique (S˜,MS˜) est donc fin et saturé, et θ2 (6.2.1.4)
induit une immersion fermée exacte
(6.2.4.4) iS : (Sˇ,MSˇ)→ (S˜,MS˜).
6.2.5. On suppose dans la suite de cette section que le morphisme f : (X,MX) → (S,MS)
(6.1.5) admet une carte adéquate (4.2.1) ([2] III.4.4), que X = Spec(R) est affine et connexe et
que Xs est non-vide. Ces conditions correspondent à celles fixées dans 4.5.1. On suppose, de plus,
qu’il existe une carte fine et saturée M → Γ(X,MX) pour (X,MX) induisant un isomorphisme
(6.2.5.1) M
∼
→ Γ(X,MX)/Γ(X,O
×
X).
Celle-ci est a priori indépendante de la carte adéquate donnée. On notera que le monoïde Γ(X,MX)
est saturé ([2] II.5.6). On pose d = dim(X/S) et (6.1.5.3)
(6.2.5.2) Ω˜1R/OK = Ω˜
1
X/S(X),
qui est un R-module libre de rang d (4.5.9.2).
6.2.6. On munit Xˇ = X ×S Sˇ (6.1.1.2) de la structure logarithmique MXˇ image inverse de
MX . On a alors un isomorphisme canonique
(6.2.6.1) (Xˇ,M
Xˇ
)
∼
→ (X,MX)×(S,MS) (Sˇ,MSˇ),
le produit étant indifféremment pris dans la catégorie des schémas logarithmiques ou dans celle
des schémas logarithmiques fins. On se donne une (S˜,MS˜)-déformation lisse (X˜,MX˜) de (Xˇ,MXˇ),
c’est-à-dire un morphisme lisse de schémas logarithmiques fins (X˜,MX˜)→ (S˜,MS˜) et un (Sˇ,MSˇ)-
isomorphisme
(6.2.6.2) (Xˇ,M
Xˇ
)
∼
→ (X˜,MX˜)×(S˜,MS˜)
(Sˇ,M
Sˇ
).
Comme f est lisse et que Xˇ est affine, une telle déformation existe et est unique à isomorphisme
près en vertu de ([38] 3.14).
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6.2.7. Soit y un point géométrique de X
◦
(cf. (6.1.1.2) et (6.1.5.2)). Le schéma X étant
localement irréductible d’après 4.2.7(iii), il est la somme des schémas induits sur ses composantes
irréductibles. On note X
⋆
la composante irréductible de X contenant y. De même, X
◦
est la somme
des schémas induits sur ses composantes irréductibles et X
⋆◦
= X
⋆
×X X
◦ est la composante
irréductible de X
◦
contenant y. On pose
(6.2.7.1) R1 = Γ(X
⋆
,OX).
On désigne par ∆ le groupe profini π1(X
⋆◦
, y) et par (Vi)i∈I le revêtement universel normalisé de
X
⋆◦
en y (2.1.20). Pour chaque i ∈ I, on note X i la fermeture intégrale de X dans Vi. Les schémas
(X i)i∈I forment alors un système projectif filtrant. On pose
(6.2.7.2) R = lim
−→
i∈I
Γ(Xi,OXi).
C’est un anneau intègre et normal (4.1.10), sur lequel agit naturellement ∆ par des homomor-
phismes d’anneaux et l’action est discrète. On note R̂ (resp. R̂1) le séparé complété p-adique de R
(resp. R1). Les OC -modules R̂1 et R̂ sont plats et l’homomorphisme canonique R̂1 → R̂ est injectif
([2] II.6.14).
On pose
(6.2.7.3) X = Spec(R) et X̂ = Spec(R̂)
que l’on munit des structures logarithmiques images inverses de MX , notées respectivement MX
et M
X̂
. Les actions de ∆ sur R et R̂ induisent des actions à gauche sur les schémas logarithmiques
(X,MX) et (X̂,MX̂). Munissant (Xˇ,MXˇ) de l’action triviale de ∆ (cf. 6.2.6), on a un morphisme
canonique ∆-équivariant
(6.2.7.4) (X̂,M
X̂
)→ (Xˇ,M
Xˇ
).
6.2.8. Suivant (2.5.2.1), on désigne par R
♭
la limite projective du système projectif (R/pR)N
dont les morphismes de transition sont les itérés de l’endomorphisme de Frobenius absolu de R/pR ;
(6.2.8.1) R
♭
= lim
←−
N
R/pR.
D’après 2.5.5 et 4.5.11, la suite
(6.2.8.2) 0 −→W(R
♭
)
·ξ
−→W(R
♭
)
θ
−→ R̂ −→ 0,
où θ est l’homomorphisme de Fontaine (2.5.2.4) et ξ ∈W(O
K
♭) est l’élément défini dans (6.2.1.2),
est exacte. Suivant 2.5.2, on pose
(6.2.8.3) A2(R) = W(R
♭
)/ ker(θ)2,
et on note θ2 : A2(R)→ R̂ l’homomorphisme induit par θ. On en déduit une suite exacte
(6.2.8.4) 0 −→ R̂
·ξ
−→ A2(R)
θ2−→ R̂ −→ 0,
où on a encore noté ·ξ le morphisme induit par la multiplication par ξ dans A2(R).
Le groupe ∆ agit naturellement sur W(R
♭
) par des automorphismes d’anneaux, et l’homomor-
phisme θ est ∆-équivariant. On en déduit une action de ∆ sur A2(R) par des automorphismes
d’anneaux telle que l’homomorphisme θ2 soit ∆-équivariant.
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6.2.9. Considérons le système projectif de monoïdes multiplicatifs (R)n∈N, où les morphismes
de transition sont tous égaux à l’élévation à la puissance p-ième. On note QX le produit fibré du
diagramme d’homomorphismes de monoïdes
(6.2.9.1) Γ(X,MX)

lim
←−
N
R // R
où la flèche verticale est l’homomorphisme canonique et la flèche horizontale est la projection sur la
première composante (i.e., d’indice 0). On rappelle que les limites projectives sont représentables
dans la catégorie des monoïdes commutatifs et qu’elles commutent au foncteur d’oubli à valeurs
dans la catégorie des ensembles. Il existe un unique homomorphisme
(6.2.9.2) Zp(1)→ QX
tel que l’homomorphisme induit Zp(1)→ Γ(X,MX) soit constant (de valeur 1) et l’homomorphisme
induit
(6.2.9.3) Zp(1)→ lim
←−
N
R
soit l’homomorphisme canonique. Le groupe ∆ agit naturellement sur le monoïde QX , et l’homo-
morphisme (6.2.9.2) est ∆-équivariant.
On désigne par τX l’homomorphisme composé
(6.2.9.4) τX : QX −→ lim
←−
N
R −→ R
♭ [ ]
−→W(R
♭
),
où [ ] est le représentant multiplicatif et les autres flèches sont les morphismes canoniques. Il est
clairement ∆-équivariant.
Il résulte aussitôt des définitions que le diagramme
(6.2.9.5) QX //
τX

Γ(X,MX)

W(R
♭
)
θ // R̂
où les flèches non libellées sont les morphismes canoniques, est commutatif. On a un homomor-
phisme canonique QS → QX (6.2.3) qui s’insère dans un diagramme commutatif
(6.2.9.6) QS //
τS

QX
τX

W(O
K
♭) //W(R
♭
)
Proposition 6.2.10.
(i) Le monoïde QX est intègre.
(ii) L’homomorphisme canonique Zp(1)→ QX (6.2.9.2) est injectif.
(iii) La projection canonique QX → Γ(X,MX) identifie Γ(X,MX) au quotient de QX par le
sous-monoïde Zp(1).
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On désigne par ν l’application d’élévation à la puissance p-ième de R, et pour tout entier n ≥ 0,
par QX,n le produit fibré du diagramme d’homomorphismes de monoïdes
(6.2.10.1) Γ(X,MX)

R
νn // R
L’homomorphisme canonique Γ(X,MX) → R vérifie les hypothèses de 6.1.4. En effet, l’homo-
morphisme Γ(X,MX) → R est injectif d’après (6.1.5.1), et comme X est connexe, l’homomor-
phisme R → R est injectif. Par suite, le monoïde QX,n est intègre et la projection canonique
QX,n → Γ(X,MX) identifie Γ(X,MX) au quotient de QX,n par le sous-monoïde µpn(OK) d’après
6.1.4. On a donc une suite exacte de groupes abéliens
(6.2.10.2) 0→ µpn(OK)→ Q
gp
X,n → Γ(X,MX)
gp → 0.
On observera que le diagramme canonique
(6.2.10.3) QX,n

// Γ(X,MX)

QgpX,n
// Γ(X,MX)gp
est cartésien ([45] I 1.1.6).
Comme les limites projectives commutent aux limites projectives, l’homomorphisme canonique
(6.2.10.4) QX → lim
←−
N
QX,n
est un isomorphisme. Les propositions (i) et (ii) s’ensuivent aussitôt.
Considérons le diagramme commutatif
(6.2.10.5) 0 // Zp(1) // Q
gp
X
//
u

Γ(X,MX)
gp // 0
0 // Zp(1) // lim
←−
N
QgpX,n
// Γ(X,MX)gp // 0
où la suite inférieure est exacte d’après (6.2.10.2). Le foncteur “groupe associé à un monoïde”
étant adjoint à gauche du foncteur d’injection canonique de la catégorie des monoïdes commutatifs
dans la catégorie des groupes abéliens, il commute naturellement aux limites inductives ; mais
il ne commute pas à toutes les limites projectives. Toutefois, il résulte de (6.2.10.4) et du fait
que les monoïdes QX et QX,n (n ≥ 0) sont intègres que u est injectif. Comme l’homomorphisme
QX → Γ(X,MX) est surjectif, il s’ensuit que la suite supérieure de (6.2.10.5) est exacte, et par
suite que u est un isomorphisme. Prenant alors la limite projective des diagrammes cartésiens
(6.2.10.3), on déduit que le diagramme
(6.2.10.6) QX

// Γ(X,MX)

QgpX
// Γ(X,MX)gp
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est cartésien. La proposition (iii) s’ensuit compte tenu de (6.2.10.5) et ([45] I 1.1.6).
6.2.11. On pose
(6.2.11.1) X˜ = Spec(A2(R))
que l’on munit de la structure logarithmique M
X˜
associée à la structure pré-logarithmique définie
par l’homomorphisme QX → A2(R) induit par τX (6.2.9.4). D’après ([2] II.9.7) et compte tenu
des hypothèses de 6.2.5, le schéma logarithmique (X˜,M
X˜
) est fin et saturé, et l’homomorphisme
θ2 induit une immersion fermée exacte
(6.2.11.2) iX : (X̂,MX̂)→ (X˜,MX˜).
Les actions de ∆ sur A2(R) et QX induisent une action à gauche sur le schéma logarithmique
(X˜,M
X˜
). L’immersion fermée iX est ∆-équivariante.
D’après (6.2.9.6), on a un morphisme canonique
(6.2.11.3) (X˜,M
X˜
)→ (S˜,MS˜)
qui s’insère dans un diagramme commutatif (6.2.4.4)
(6.2.11.4) (X̂,M
X̂
)
iX //

(X˜,M
X˜
)

(Sˇ,M
Sˇ
)
iS // (S˜,MS˜)
6.2.12. Rappelons les définitions du torseur et de l’extension de Higgs-Tate associés à (X˜,MX˜)
([2] II.10.3 et II.10.4). On désigne par X̂zar le topos de Zariski de X̂ (6.2.7.3) et par T˜ le OX̂-module
associé au R̂-module (6.2.5.2)
(6.2.12.1) T = Hom
R̂
(Ω˜1R/OK ⊗R R̂, ξR̂).
Soient U un ouvert de Zariski de X̂, U˜ l’ouvert correspondant de X˜ (6.2.11.2). On désigne par L (U)
l’ensemble des morphismes représentés par des flèches pointillées qui complètent le diagramme
canonique (6.2.6.2)
(6.2.12.2) (U,M
X̂
|U)
iX×X˜U˜ //

(U˜ ,M
X˜
|U˜)


(Xˇ,M
Xˇ
) //

(X˜,MX˜)

(Sˇ,M
Sˇ
)
iS // (S˜,MS˜)
de façon à le laisser commutatif. D’après ([2] II.5.23), le foncteur U 7→ L (U) est un T˜-torseur de
X̂zar. On l’appelle torseur de Higgs-Tate associé à (X˜,MX˜). On désigne par F le R̂-module des
fonctions affines sur L (cf. [2] II.4.9). Celui-ci s’insère dans une suite exacte canonique
(6.2.12.3) 0→ R̂→ F → ξ−1Ω˜1R/OK ⊗R R̂→ 0,
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dite extension de Higgs-Tate associée à (X˜,MX˜).
6.2.13. On munit X̂ de l’action naturelle à gauche de ∆ ; pour tout g ∈ ∆, l’automorphisme
de X̂ défini par g, que l’on note aussi g, est induit par l’automorphisme g−1 de R̂. On considère
T˜ comme un O
X̂
-module ∆-équivariant au moyen de la donnée de descente correspondant au R̂1-
module Hom
R̂1
(Ω˜1R/OK ⊗R R̂1, ξR̂1) (cf. [2] II.4.18). Pour tout g ∈ ∆, on a donc un isomorphisme
canonique de O
X̂
-modules
(6.2.13.1) τ T˜g : T˜
∼
→ g∗(T˜).
L’action naturelle à gauche de ∆ sur le schéma logarithmique (X˜,M
X˜
) (6.2.11) induit sur le
T˜-torseur L une structure ∆-équivariante (cf. [2] II.4.18), autrement dit, elle induit pour tout
g ∈ ∆, un isomorphisme τ T˜g -équivariant
(6.2.13.2) τLg : L
∼
→ g∗(L );
ces isomorphismes étant soumis à des relations de compatibilité (cf. [2] II.4.16). En effet, pour tout
ouvert de Zariski U de X̂, on prend pour
(6.2.13.3) τLg (U) : L (U)
∼
→ L (g(U))
l’isomorphisme défini de la façon suivante. Soient U˜ l’ouvert de X˜ correspondant à U , µ ∈ L (U)
que l’on considère comme un morphisme
(6.2.13.4) µ : (U˜ ,M
X˜
|U˜)→ (X˜,MX˜).
Comme iX (6.2.11.2) et le morphisme (6.2.7.4) sont ∆-équivariants, le morphisme composé
(6.2.13.5) (g(U˜),M
X˜
|g(U˜))
g−1
−→ (U˜ ,M
X˜
|U˜)
µ
−→ (X˜,MX˜)
prolonge le morphisme canonique (g(U),M
X̂
|g(U)) → (X˜,MX˜). Il correspond à l’image de µ par
τLg (U). On vérifie aussitôt que le morphisme τ
L
g ainsi défini est un isomorphisme τ
T˜
g -équivariant
et que ces isomorphismes vérifient les relations de compatibilité requises dans ([2] II.4.16).
D’après ([2] II.4.21), les structures ∆-équivariantes sur T˜ et L induisent une structure ∆-
équivariante sur le O
X̂
-module associé à F , ou, ce qui revient au même, une action R̂-semi-linéaire
de ∆ sur F , telle que les morphismes de la suite (6.2.12.3) soient ∆-équivariants.
D’après ([2] (II.10.4.11)), pour tous µ ∈ L (X̂) et β ∈ F , on a
(6.2.13.6) (g−1(β))(µ) = g−1(β(gµ)),
où gµ est défini par le morphisme composé
(6.2.13.7) (X˜,M
X˜
)
g−1
−→ (X˜,M
X˜
)
µ
−→ (X˜,MX˜).
6.2.14. On désigne par Q˜X le produit fibré du diagramme d’homomorphismes canoniques
de monoïdes (6.2.9.1)
(6.2.14.1) Γ(X˜,MX˜)

QX // Γ(X,MX) // Γ(Xˇ,MXˇ)
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Il existe un unique homomorphisme
(6.2.14.2) Zp(1)→ Q˜X
tel que l’homomorphisme composé Zp(1) → Γ(X˜,MX˜) soit constant (de valeur 1) et l’homomor-
phisme composé Zp(1)→ QX soit l’homomorphisme (6.2.9.2). L’action naturelle de ∆ sur QX et
son action triviale sur Γ(X˜,MX˜) induisent une action sur Q˜X (cf. 6.2.9).
Soit T ′ un élément de Q˜X , d’images canoniques T ∈ QX , t ∈ Γ(X,MX) et t′ ∈ Γ(X˜,MX˜).
Tout élément µ ∈ L (X̂) (6.2.12) détermine un morphisme de schémas logarithmiques que l’on note
encore
(6.2.14.3) µ : (X˜,M
X˜
)→ (X˜,MX˜),
et en particulier un homomorphisme de monoïdes µ♭ : µ−1(MX˜)→ MX˜. D’après ([45] IV 2.1.2), il
existe un et un unique élément bµ ∈ ξR̂ tel que
(6.2.14.4) µ♭(µ−1(t′)) = (1 + bµ)T ∈ Γ(X˜,MX˜).
L’application µ 7→ bµ est une fonction affine sur L à valeurs dans ξR̂ de terme linéaire d log(t) ∈
Ω˜1R/OK ⊗R R̂ (cf. [2] II.4.7). Elle définit donc naturellement un élément de ξF (6.2.12.3), que l’on
note d log(T ′) ∈ ξF , au-dessus de d log(t). On voit aussitôt que l’application
(6.2.14.5) d log : Q˜X → ξF
ainsi définie est un homomorphisme de monoïdes. Il est ∆-équivariant d’après (6.2.13.6). Le dia-
gramme
(6.2.14.6) Zp(1) //
− log([ ])

Q˜X //
d log

Γ(X,MX)
d log

0 // ξR̂ // ξF // Ω˜1R/OK ⊗R R̂
// 0
où l’homomorphisme log([ ]) est induit par (6.2.2.2), est clairement commutatif.
6.2.15. Soit t ∈ Γ(X,MX). On désigne par QX(t) l’image inverse de t par la projection
canonique QX → Γ(X,MX) (6.2.9.1), qui est un Zp(1)-torseur de B∆ d’après 6.2.10, et par ξF (t)
la fibre au-dessus de d log(t)⊗ 1 dans l’extension (6.2.12.3)
(6.2.15.1) 0→ ξR̂→ ξF → Ω˜1R/OK ⊗R R̂→ 0,
qui est un ξR̂-torseur de B∆. La donnée d’une section t′ ∈ Γ(X˜,MX˜) ayant même image que t
dans Γ(Xˇ,M
Xˇ
) définit une application QX(t)→ Q˜X dont le composé avec la projection canonique
sur QX est l’injection canonique et le composé avec la projection canonique sur Γ(X˜,MX˜) est
constant de valeur t′. Cette application est équivariante pour les actions naturelles de Zp(1) (resp.
∆). L’application (6.2.14.5), induit alors une application ∆-équivariante
(6.2.15.2) QX(t)→ ξF (t).
Cette application est aussi équivariante relativement à l’homomorphisme
(6.2.15.3) log([ ]) : Zp(1)→ ξR̂
induit par l’homomorphisme log([ ]) défini dans (6.2.2.2).
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6.3. Théorie de Kummer du topos de Faltings annelé
6.3.1. Avec les notations de 6.1.2, pour toute extension finie L de K, on pose
(XL,MXL) = (X,MX)×(S,MS) (SL,MSL),(6.3.1.1)
(X,LX) = (X,MX)×(S,MS) (S,LS),(6.3.1.2)
les produits étant pris dans la catégorie des schémas logarithmiques, de sorte que XL = X ×S SL
et X = X ×S S (6.1.1.2). Pour alléger les notations, on pose
(6.3.1.3) Ω˜1
X/S
= Ω1
(X,LX )/(S,LS)
,
que l’on considère comme un faisceau de Xzar ou X e´t, selon le contexte (cf. 2.1.18). On a un
isomorphisme canonique (6.1.5.3)
(6.3.1.4) Ω˜1
X/S
∼
→ Ω˜1X/S ⊗OX OX .
On note L gp
X
le groupe de X e´t associé au monoïde LX ([2] II.5.3) et
(6.3.1.5) d log : LX → Ω˜
1
X/S
la dérivation logarithmique universelle. Celle-ci induit un morphisme OX -linéaire et surjectif ([45]
IV 1.2.11)
(6.3.1.6) L gp
X
⊗Z OX → Ω˜
1
X/S
.
Pour tout entier n ≥ 1, on pose
Ω˜1Xn/Sn = Ω˜
1
X/S ⊗OX OXn ,(6.3.1.7)
Ω˜1
Xn/Sn
= Ω˜1X/S ⊗OX OXn ,(6.3.1.8)
que l’on considère aussi comme des faisceaux de Xs,zar ou Xs,e´t, selon le contexte (cf. 4.1.3). On
note a : Xs → X l’immersion fermée canonique (4.1.3.1). Compte tenu de (2.1.18.6), le morphisme
(6.3.1.6) induit un morphisme OXn -linéaire et surjectif de Xs,e´t
(6.3.1.9) a∗(L gp
X
)⊗Z OXn → Ω˜
1
Xn/Sn
.
Lemme 6.3.2.
(i) Le monoïde LX est intègre.
(ii) L’homomorphisme structural α : LX → OX est injectif.
(iii) L’homomorphisme j∗
X
(α) : j∗
X
(LX)→ OX◦ se factorise à travers un isomorphisme
(6.3.2.1) j∗
X
(LX)
∼
→ O×
X
◦ .
En effet, le schéma logarithmique (X,LX) est la limite projective des schémas logarithmiques
(XL,MXL), indexée par l’ensemble filtrant des sous-K-extensions finies L de K. Notant ~L : X →
XL le morphisme canonique, l’homomorphisme
(6.3.2.2) lim
−→
L⊂K
~∗L(MXL)→ LX ,
où la limite est prise sur l’ensemble filtrant des sous-K-extensions finies de K, est un isomorphisme.
Par ailleurs, l’homomorphisme canonique
(6.3.2.3) lim
−→
L⊂K
~−1L (OXL)→ OX ,
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où la limite est prise sur l’ensemble filtrant des sous-K-extensions finies de K, est un isomorphisme
dans X e´t. En effet, c’est un isomorphisme dans Xzar d’après ([30] 8.2.12), et il l’est donc dans X e´t
en vertu de ([27] 0.6.1.6) et ([47] I § 3 prop. 1).
(i) Cela résulte de (6.3.2.2).
(ii) Pour toute sous-K-extension finie L deK, le morphisme canonique (XL,MXL)→ (SL,MSL)
est adéquat d’après ([2] III.4.8). Par suite, l’homomorphisme structural MXL → OXL est un mo-
nomorphisme d’après ([2] III.4.2(iv)). La proposition s’ensuit compte tenu de (6.3.2.2) et (6.3.2.3).
(iii) Pour toute sous-K-extension finie L de K, on voit aussitôt que X◦L = XL×XX
◦ est le sous-
schéma ouvert maximal de XL où la structure logarithmique MXL est triviale. L’homomorphisme
j∗XL(MXL)→ OX◦L se factorise donc à travers un isomorphisme j
∗
XL
(MXL)
∼
→ O×X◦L
. La proposition
s’ensuit compte tenu de (6.3.2.2) et (6.3.2.3).
6.3.3. Pour tout entier n ≥ 0, on désigne par Qn le monoïde de E˜ défini par le diagramme
cartésien de la catégorie des monoïdes de E˜ (2.1.9)
(6.3.3.1) Qn

// σ∗(~∗(LX))
ℓ

B
νn // B
où ν est l’endomorphisme d’élévation à la puissance p-ième de B (4.1.6) et ℓ est le composé des
homomorphismes canoniques
(6.3.3.2) σ∗(~∗(LX))
σ∗(~∗(α)) // σ∗(~∗(OX))
// B ,
le second étant l’homomorphisme (4.1.6.4). Les monoïdes (Qn)n∈N forment naturellement un sys-
tème projectif. Compte tenu de (4.1.3.2) et (4.1.5.3), le diagramme (6.3.3.1) induit par image
inverse par le plongement δ (4.1.5.1) un diagramme cartésien de la catégorie des monoïdes de E˜s
(6.3.3.3) δ∗(Qn)

// σ∗s (a
∗(LX))
δ∗(ℓ)

δ∗(B)
δ∗(νn) // δ∗(B)
Proposition 6.3.4. Soit n un entier ≥ 0.
(i) Le monoïde δ∗(Qn) est intègre.
(ii) L’homomorphisme canonique µpn,E˜s → δ
∗(Qn) est injectif (6.1.3).
(iii) La projection canonique δ∗(Qn) → σ∗s (a
∗(LX)) identifie σ
∗
s (a
∗(LX)) au quotient de
δ∗(Qn) par le sous-monoïde µpn,E˜s (2.1.9).
Soient (y  x) un point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de s, ρ(y  x)
son image dans E˜ par le morphisme ρ (4.1.4.6). On note encore x le point géométrique a(x) de X
(4.1.3.1). Compte tenu de ([2] (VI.10.18.1)) et (4.1.3.2), la fibre de ℓ (6.3.3.2) en ρ(y  x) s’identifie
à un homomorphisme
(6.3.4.1) ℓρ(y x) : LX,x → Bρ(y x).
Montrons que celui-ci remplit les conditions de 6.1.4. D’après ([2] III.10.10), Bρ(y x) est un anneau
normal et strictement local (et en particulier intègre) et l’homomorphisme
(6.3.4.2) OX,x → Bρ(y x)
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fibre de l’homomorphisme canonique σ∗(~∗(OX)) → B (4.1.6.4) en ρ(y  x), est injectif et local.
Comme l’homomorphisme structural α : LX → OX est injectif d’après 6.3.2(ii), ℓρ(y x) est injectif.
On désigne par Vx la catégorie des X-schémas étales x-pointés, et par Wx la sous-catégorie
pleine de Vx formée des objets (U, p : x → U) tels que le schéma U soit affine. Ce sont des
catégories cofiltrantes, et le foncteur d’injection canonique W◦x → V
◦
x est cofinal ([4] I 8.1.3(c)).
Avec les notations de 4.1.12, on a un isomorphisme canonique (4.1.12.3)
(6.3.4.3) Bρ(y x)
∼
→ lim
−→
(U,p)∈W◦
x
R
y
U .
On a clairement (4.1.3.2)
(6.3.4.4) LX,x
∼
→ lim
−→
(U,p)∈W◦
x
Γ(U,LX).
De plus, l’homomorphisme ℓρ(y x) s’identifie à la limite inductive des homomorphismes composés
(6.3.4.5) Γ(U,LX)
α // Γ(U,OX)
// R
y
U ,
où la seconde flèche est l’homomorphisme canonique (4.1.6.4). Pour tout (U, p) ∈ Ob(Wx) et tout
t ∈ Γ(U,LX), comme α(t) est inversible sur U
◦
d’après 6.3.2(iii), le U -schéma
(6.3.4.6) Spec(OU [T ]/(T
pn − α(t)))
est fini et étale au-dessus de U
◦
. L’anneau R
y
U étant intègre et normal (4.1.10), il résulte aussitôt
de sa définition (4.1.9.3) que l’équation T p
n
= α(t) admet une racine et donc pn racines distinctes
dans R
y
U . On en déduit que pour tout m ∈ LX,x, l’équation T
pn = ℓρ(y x)(m) admet pn racines
distinctes dans Bρ(y x). La proposition s’ensuit en vertu de 6.1.4 et 3.3.20.
Corollaire 6.3.5. Pour tout entier n ≥ 0, la suite d’homomorphismes canoniques
(6.3.5.1) 0→ µpn,E˜s → δ
∗(Qgpn )→ σ
∗
s (a
∗(L gp
X
))→ 0
est exacte.
En effet, le foncteur d’injection canonique de la catégorie des groupes abéliens de E˜s dans
celle des monoïdes de E˜s admet pour adjoint à gauche le foncteur “groupe associé” N 7→ N gp.
Ce dernier commute donc aux limites inductives. L’exactitude de la suite (6.3.5.1) au centre et
à droite résulte alors de 6.3.4(iii) et ([2] (II.5.7.1)). L’exactitude de cette suite à gauche est une
conséquence de 6.3.4(i)-(ii).
Corollaire 6.3.6. Soient x un point géométrique de X au-dessus de s, X le localisé strict de
X en x, ϕx : E˜ → X
◦
f e´t le foncteur canonique (4.1.11.2), n un entier ≥ 0. On désigne encore par
x le point géométrique a(x) de X (4.1.3.1). Alors, l’image du diagramme (6.3.3.1) par le foncteur
ϕx s’identifie à un diagramme cartésien de la catégorie des monoïdes de X
◦
f e´t
(6.3.6.1) ϕx(Qn) //

LX,x
ϕx(ℓ)

ϕx(B)
νn // ϕx(B)
où on a encore noté ν l’endomorphisme d’élévation à la puissance p-ième de ϕx(B). De plus, le
monoïde ϕx(Qn) est intègre, et la projection canonique ϕx(Qn)→ LX,x identifie LX,x au quotient
de ϕx(Qn) par le sous-monoïde µpn,X◦fe´t
(2.1.9).
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En effet, on a un isomorphisme canonique ϕx(σ∗(~∗(LX)))
∼
→ LX,x d’après (4.1.11.3) et
(4.1.3.2) ; d’où la première assertion. Comme X
◦
est intègre et non-vide (4.1.14), considérant un
point (y  x) de Xe´t
←
×Xe´t X
◦
e´t, la seconde assertion résulte de la preuve de 6.3.4 compte tenu de
la description (4.1.13.2) du foncteur fibre de E˜ associé au point ρ(y  x).
6.3.7. Reprenons les notations de 6.2.1. Pour tout entier n ≥ 1, on note
(6.3.7.1) ∂n : a∗(L
gp
X
)→ R1σs∗(µpn,E˜s)
l’homomorphisme composé du morphisme d’adjonction a∗(L gp
X
)→ σs∗(σ∗s (a
∗(L gp
X
))) et du cobord
de la suite exacte (6.3.5.1). Celui-ci induit deux morphismes OXn -linéaires
a∗(L gp
X
)⊗Z OXn → R
1σn∗(Bn(1)),(6.3.7.2)
a∗(L gp
X
)⊗Z OXn → R
1σn∗(ξBn),(6.3.7.3)
le second étant défini au moyen du composé des morphismes canoniques (6.2.2.3)
(6.3.7.4) OC(1)
∼
→ p
1
p−1 ξOC → ξOC .
Théorème 6.3.8. Soit n un entier ≥ 1.
(i) Le morphisme (6.3.7.3) se factorise à travers le morphisme surjectif (6.3.1.9) et induit un
morphisme OXn-linéaire de Xs,e´t
(6.3.8.1) ξ−1Ω˜1
Xn/Sn
→ R1σn∗(Bn).
(ii) Il existe un et un unique homomorphisme de OXn-algèbres graduées de Xs,e´t
(6.3.8.2) ∧ (ξ−1Ω˜1
Xn/Sn
)→ ⊕i≥0R
iσn∗(Bn)
dont la composante de degré un est le morphisme (6.3.8.1). De plus, son noyau est annulé
par p
2d
p−1mK et son conoyau est annulé par p
2d+1
p−1 mK , où d = dim(X/S).
La preuve de cet énoncé sera donnée dans 6.3.16 après quelques résultats préliminaires.
6.3.9. Soient (y  x) un point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de s, X
le localisé strict de X en x. On note encore x le point géométrique a(x) de X (4.1.3.1). D’après
([2] III.3.7), X = X ×S S est normal et strictement local (et en particulier intègre) ; on peut donc
l’identifier au localisé strict de X en x. Le X-morphisme y → X définissant (y  x) se relève
en un X
◦
-morphisme y → X
◦
et induit donc un point géométrique de X
◦
que l’on note aussi
(abusivement) y. On désigne par
(6.3.9.1) ϕx : E˜ → X
◦
f e´t
le foncteur canonique (4.1.11.2), par Bπ1(X◦,y) le topos classifiant du groupe profini π1(X
◦
, y) et
par
(6.3.9.2) ψy : X
◦
f e´t
∼
→ Bπ1(X◦,y)
le foncteur fibre de X
◦
f e´t en y (2.1.20.4). Compte tenu de (4.1.11.3), (4.1.3.2) et (4.1.13.5), l’homo-
morphisme ψy(ϕx(ℓ)) (6.3.3.2) s’identifie à l’homomorphisme composé
(6.3.9.3) LX,x
αx // OX,x
// R
y
X ,
6.3. THÉORIE DE KUMMER DU TOPOS DE FALTINGS ANNELÉ 307
où R
y
X est l’algèbre définie dans (4.1.13.4) et la seconde flèche est l’homomorphisme canonique.
Pour tout entier n ≥ 0, l’image du diagramme (6.3.3.1) par le foncteur ψy ◦ ϕx s’identifie donc à
un diagramme cartésien de la catégorie des monoïdes de Bπ1(X◦,y)
(6.3.9.4) ψy(ϕx(Qn)) //

LX,x
ψy(ϕx(ℓ))

R
y
X
νn // R
y
X
où on a encore noté ν l’endomorphisme d’élévation à la puissance p-ième de R
y
X .
Pour tout t ∈ LX,x, la section αx(t) est inversible sur X
◦
d’après 6.3.2(iii). Le X-schéma
(6.3.9.5) Tn(t) = Spec(OX [T ]/(T
pn − αx(t)))
est donc fini et étale sur X
◦
. En particulier, T ◦n (t) = Tn(t) ×X X
◦ induit un µpn(OK)-torseur de
X
◦
f e´t. On désigne par Tn(t)y la fibre de Tn(t) au-dessus de y et par Qn(t) la fibre de la projection
canonique ψy(ϕx(Qn)) → LX,x (6.3.9.4) au-dessus de t. On a un isomorphisme canonique de
µpn(OK)-torseurs de Bπ1(X◦,y)
(6.3.9.6) Tn(t)y
∼
→ Qn(t).
Lemme 6.3.10. Sous les hypothèses de 6.3.9, pour tout entier n ≥ 0, l’application
(6.3.10.1) tn : LX,x → H
1(X
◦
f e´t, µpn,X◦fe´t
), t 7→ [T ◦n (t)],
est un homomorphisme de monoïdes (6.1.3), et le diagramme
(6.3.10.2) LX,x
tn //

H1(X
◦
f e´t, µpn,X◦fe´t
) ∼
v // H1(X
◦
f e´t, ϕx(δ∗(µpn,E˜s)))
L
gp
X,x
∂n,x // R1σs∗(µpn,E˜s)x ∼
w // R1σ∗(δ∗(µpn,E˜s))x
u
OO
où ∂n,x est la fibre de ∂n (6.3.7.1) en x, u est l’isomorphisme (4.1.11.5), v est induit par l’isomor-
phisme canonique ϕx
∼
→ ϕxδ∗δ
∗ (4.1.14.1), w est induit par l’isomorphisme (4.1.5.4) et la flèche
non libellée est l’homomorphisme canonique, est commutatif.
Considérons la suite exacte de groupes abéliens de E˜
(6.3.10.3) 0→ δ∗(µpn,E˜s)→ δ∗(δ
∗(Qgpn ))→ δ∗(σ
∗
s (a
∗(L gp
X
)))→ 0
déduite de la suite exacte (6.3.5.1) par image directe par le plongement δ. D’après ([2] VI.10.30(iii)),
le diagramme
(6.3.10.4) σ∗(δ∗(σ∗s (a
∗
L
gp
X
)))x
u′
∼
//
a

H0(X
◦
f e´t, ϕx(δ∗(σ
∗
s (a
∗
L
gp
X
))))
b

R1σ∗(δ∗(µpn,E˜s))x
u
∼
// H1(X
◦
f e´t, ϕx(δ∗(µpn,E˜s)))
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où les flèches horizontales sont les isomorphismes (4.1.11.5) et les flèches verticales sont les bords
des suites exactes longues de cohomologie, est commutatif. Par ailleurs, le diagramme
(6.3.10.5) L gp
X,x
i //
∂n,x &&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
σs∗(σ
∗
s (a
∗L
gp
X
))x
w′
∼
//
c

σ∗(δ∗(σ
∗
s (a
∗L
gp
X
)))x
a

R1σs∗(µpn,E˜s)x
w
∼
// R1σ∗(δ∗(µpn,E˜s))x
où i est induit par le morphisme d’adjonction id → σs∗σ∗s , c est le bord de la suite exacte longue
de cohomologie déduite de la suite (6.3.5.1) et w et w′ sont induits par l’isomorphisme (4.1.5.4),
est commutatif.
D’après (4.1.14.1), (4.1.11.3) et (4.1.5.3), l’image de (6.3.10.3) par le foncteur ϕx s’identifie à
une suite exacte de groupes abéliens de X
◦
f e´t
(6.3.10.6) 0→ µpn,X◦fe´t → ϕx(Q
gp
n )→ L
gp
X,x
→ 0.
Celle-ci induit un homomorphisme
(6.3.10.7) t′n : L
gp
X,x
→ H1(X
◦
f e´t, µpn,X◦fe´t
),
qui s’identifie donc à l’homomorphisme b
(6.3.10.8) L gp
X,x
t
′
n

v′
∼
// H0(X
◦
f e´t, ϕx(δ∗(σ
∗
s (a
∗
L
gp
X
))))
b

H1(X
◦
f e´t, µpn,X◦fe´t
)
v
∼
// H1(X
◦
f e´t, ϕx(δ∗(µpn,E˜s)))
On vérifie que v′−1 ◦ u′ ◦ w′ ◦ i est l’identité.
Il résulte de 6.3.6 et ([45] I.1.1.6) que le diagramme canonique
(6.3.10.9) ϕx(Qn)

// LX,x

ϕx(Q
gp
n ) // L
gp
X,x
est cartésien. Compte tenu de (6.3.9.6), on en déduit que tn est le composé de t′n et de l’homo-
morphisme canonique LX,x → L
gp
X,x
; d’où la proposition.
6.3.11. Conservons les hypothèses et notations de 6.3.9 ; supposons, de plus, les conditions
suivantes remplies :
(i) Le schéma X est affine et connexe et le morphisme f (6.1.5) admet une carte adéquate
(4.2.1) ([2] III.4.4).
(ii) Il existe une carte fine et saturée M → Γ(X,MX) pour (X,MX) induisant un isomor-
phisme
(6.3.11.1) M
∼
→ Γ(X,MX)/Γ(X,O
×
X).
Ces conditions correspondent à celles fixées dans 6.2.5. Notons R l’anneau de X et posons Ω˜1R/OK =
Ω˜1X/S(X) (6.2.5.2). Le schéma X étant localement irréductible, il est la somme des schémas induits
sur ses composantes irréductibles. On désigne par X
⋆
la composante irréductible de X contenant
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y. De même, X
◦
est la somme des schémas induits sur ses composantes irréductibles, et X
⋆◦
=
X
⋆
×XX◦ est la composante irréductible de X
◦
contenant y. On note Bπ1(X⋆◦,y) le topos classifiant
du groupe profini π1(X
⋆◦
, y).
Reprenons les notations de 6.2. On munit Xˇ = X ×S Sˇ (6.1.1.2) de la structure logarithmique
M
Xˇ
image inverse de MX et on se donne une (S˜,MS˜)-déformation lisse (X˜,MX˜) de (Xˇ,MXˇ)
(cf. 6.2.6). Comme f est lisse et que Xˇ est affine, une telle déformation existe et est unique à
isomorphisme près en vertu de ([38] 3.14). On désigne par R̂
y
X le complété p-adique de l’anneau
R
y
X (4.1.9.3) et par
(6.3.11.2) 0→ R̂
y
X → F → ξ
−1Ω˜1R/OK ⊗R R̂
y
X → 0
l’extension de Higgs-Tate associée à (X˜,MX˜) (6.2.12.3) ; c’est une extension de R̂
y
X -représentations
continues de π1(X
⋆◦
, y). Pour tout entier n ≥ 0, on désigne par
(6.3.11.3) 0→ ξ(R
y
X/p
nR
y
X)→ ξ(F/p
n
F )→ Ω˜1R/OK ⊗R (R
y
X/p
nR
y
X)→ 0
la suite exacte déduite de (6.3.11.2), par
(6.3.11.4) An : Γ(X
⋆
, Ω˜1
Xn/Sn
)→ H1(π1(X
⋆◦
, y), ξ(R
y
X/p
nR
y
X))
le morphisme Γ(X
⋆
,OX)-linéaire induit, et par Qn le produit fibré du diagramme d’homomor-
phismes de monoïdes de Bπ1(X⋆◦,y)
(6.3.11.5) Γ(X,MX)

R
y
X
νn // R
y
X
où on a encore noté ν l’endomorphisme d’élévation à la puissance p-ième de R
y
X . On observera que
An ne dépend pas du choix de (X˜,MX˜) ([2] II.10.10). L’homomorphisme canonique Γ(X,MX)→
R
y
X vérifie les hypothèses de 6.1.4. En effet, l’homomorphisme Γ(X,MX)→ R est injectif d’après
(6.1.5.1), et comme X est connexe, l’homomorphisme R → R
y
X est injectif. Par suite, le monoïde
Qn est intègre et la projection canonique Qn → Γ(X,MX) identifie Γ(X,MX) au quotient de Qn
par le sous-monoïde µpn(OK) d’après 6.1.4. On a donc une suite exacte de groupes abéliens de
Bπ1(X
⋆◦
,y)
(6.3.11.6) 0→ µpn(OK)→ Q
gp
n → Γ(X,MX)
gp → 0.
Elle induit un homomorphisme
(6.3.11.7) Bn : Γ(X,MX)→ H1(π1(X
⋆◦
, y), µpn(OK)).
On observera que le diagramme canonique
(6.3.11.8) Qn

// Γ(X,MX)

Qgpn // Γ(X,MX)
gp
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est cartésien ([45] I 1.1.6). On note encore
(6.3.11.9) d log : MX → Ω˜1X/S
la dérivation logarithmique universelle et
(6.3.11.10) log([ ]) : Zp(1)→ ξR̂
y
X
l’homomorphisme induit par l’homomorphisme log([ ]) défini dans (6.2.2.2).
Lemme 6.3.12. Sous les hypothèses de 6.3.11, pour tout entier n ≥ 0, le diagramme
(6.3.12.1) Γ(X,MX)
Bn //
d log

H1(π1(X
⋆◦
, y), µpn(OK))
− log([ ])

Γ(X
⋆
, Ω˜1
Xn/Sn
)
An // H1(π1(X
⋆◦
, y), ξ(R
y
X/p
nR
y
X))
est commutatif.
On notera d’abord que le morphisme Xˇ → X˜ étant un homéomorphisme universel, on peut
identifier les topos étales de Xˇ et X˜. D’après ([37] 3.6 ou [45] IV 2.1.2), M
Xˇ
est le quotient
de MX˜ par le sous-monoïde 1 + ξOXˇ (cf. [45] I 1.1.5). Comme Xˇ est affine, on en déduit que
l’homomorphisme canonique
(6.3.12.2) Γ(X˜,MX˜)→ Γ(Xˇ,MXˇ)
est surjectif. Soit t ∈ Γ(X,MX). On désigne par Qn(t) l’image inverse de t par la projection
canonique Qn → Γ(X,MX), qui est un µpn(OK)-torseur de Bπ1(X⋆◦,y), et par ξFn(t) la fibre
au-dessus de d log(t)⊗ 1 dans l’extension (6.3.11.3), qui est un ξ(R
y
X/p
nR
y
X)-torseur de Bπ1(X⋆◦,y).
Compte tenu de (6.3.11.8), Bn(t) est la classe du µpn(OK)-torseur Qn(t) de Bπ1(X⋆◦,y). D’autre
part, An(d log(t)⊗ 1) est la classe du ξ(R
y
X/p
nR
y
X)-torseur ξFn(t) de Bπ1(X⋆◦,y).
Avec les notations de 6.2.9, on a un homomorphisme canonique π1(X
⋆◦
, y)-équivariant QX →
Qn. Celui-ci induit une application π1(X
⋆◦
, y)-équivariante QX(t) → Qn(t) (6.2.15). Cette appli-
cation est aussi équivariante relativement à l’homomorphisme canonique Zp(1)→ µpn(OK). On en
déduit un isomorphisme
(6.3.12.3) QX(t) ∧Zp(1) µpn(OK)
∼
→ Qn(t),
où la source est le µpn(OK)-torseur de Bπ1(X⋆◦,y) déduit de QX(t) par extension de son groupe
structural, autrement dit, le quotient de QX(t) × µpn(OK) par l’action diagonale de Zp(1) ([21]
III 1.4.6). De même, le morphisme canonique ξF → ξ(F/pnF ) induit une application π1(X
⋆◦
, y)-
équivariante ξF (t) → ξFn(t) (6.2.15). Cette application est aussi équivariante relativement à
l’homomorphisme canonique ξR̂
y
X → ξ(R̂
y
X/p
nR̂
y
X). On en déduit un isomorphisme
(6.3.12.4) ξF (t) ∧ξR̂
y
X ξ(R̂
y
X/p
nR̂
y
X)
∼
→ ξFn(t),
où la source est le ξ(R̂
y
X/p
nR̂
y
X)-torseur de Bπ1(X⋆◦,y) déduit de ξF (t) par extension de son groupe
structural.
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Choisissant un élément t′ ∈ Γ(X˜,MX˜) ayant même image que t dans Γ(Xˇ,MXˇ) (6.3.12.2), l’ap-
plication (6.2.15.2) et les isomorphismes (6.3.12.3) et (6.3.12.4) induisent une application π1(X
⋆◦
, y)-
équivariante
(6.3.12.5) Qn(t)→ ξFn(t).
Cette application est aussi équivariante relativement à l’homomorphisme − log([ ]) (6.3.11.10) ;
d’où la proposition.
Proposition 6.3.13. Sous les hypothèses de 6.3.9, pour tout entier n ≥ 1, il existe un unique
morphisme OX,x-linéaire
(6.3.13.1) φn : Ω˜1Xn/Sn,x → H
1(π1(X
◦
, y), ξ(R
y
X/p
nR
y
X))
qui s’insère dans le diagramme commutatif
(6.3.13.2) LX,x
tn //
d log

H1(π1(X
◦
, y), µpn(OK))

− log([ ])

Ω˜1
Xn/Sn,x
φn // H1(π1(X
◦
, y), ξ(R
y
X/p
nR
y
X))
En effet, l’unicité de φn est claire (6.3.1.6). Montrons son existence. Pour toute extension finie
L de K contenue dans K, on rappelle que l’on a XL = X×S SL (6.3.1.1). On note encore x l’image
du point géométrique x par la projection canonique X → XL. D’après (6.3.2.2) et (6.3.2.3), on a
des isomorphismes canoniques
LX,x
∼
→ lim
−→
L⊂K
MXL,x,(6.3.13.3)
Ω˜1
Xn/Sn,x
∼
→ lim
−→
L⊂K
Ω˜1Xn/Sn,x ⊗OX,x OXL,x.(6.3.13.4)
Comme chaque morphisme fL est adéquat ([2] III.4.8), on est réduit à montrer que la restriction
de − log([ ]) ◦ tn à MX,x se factorise à travers l’homomorphisme
(6.3.13.5) MX,x → Ω˜
1
Xn/Sn,x
induit par le morphisme d log (6.3.11.9). On notera que celui-ci est compatible avec le morphisme
d log (6.3.1.5). En vertu de ([2] II.5.17), on peut supposer les hypothèses de 6.3.11 remplies. Il suffit
de montrer que la restriction de l’homomorphisme − log([ ]) ◦ tn à Γ(X,MX) se factorise à travers
l’homomorphisme
(6.3.13.6) Γ(X,MX)→ Γ(X, Ω˜1Xn/Sn)
induit par d log (6.3.11.9), ce qui résulte de 6.3.12.
Corollaire 6.3.14. Sous les hypothèses de 6.3.11, pour tout entier n ≥ 1, le diagramme
(6.3.14.1) Γ(X
⋆
, Ω˜1
Xn/Sn
)
An //

H1(π1(X
⋆◦
, y), ξ(R
y
X/p
nR
y
X))

Ω˜1
Xn/Sn,x
φn // H1(π1(X
◦
, y), ξ(R
y
X/p
nR
y
X))
où An est le morphisme (6.3.11.4) et φn est le morphisme (6.3.13.1), est commutatif.
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Cela résulte aussitôt de la preuve de 6.3.13.
Corollaire 6.3.15. Sous les hypothèses de 6.3.9, pour tout entier n ≥ 1, il existe un et un
unique homomorphisme de OX,x-algèbres graduées
(6.3.15.1) ∧ (ξ−1Ω˜1
Xn/Sn,x
)→ ⊕i≥0H
i(π1(X
◦
, y), R
y
X/p
nR
y
X)
dont la composante en degré un est le morphisme ξ−1φn (6.3.13.1). De plus, notant d = dim(X/S)
la dimension relative de X sur S, le noyau de (6.3.15.1) est annulé par p
2d
p−1mK et son conoyau
est annulé par p
2d+1
p−1 mK .
On désigne par Vx la catégorie des X-schémas étales x-pointés, par Wx (resp. W′x) la sous-
catégorie pleine de Vx formée des objets (U, p : x→ U) tels que le schéma U soit affine (resp. vérifie
les conditions (i) et (ii) de 6.3.11). Ce sont des catégories cofiltrantes, et les foncteurs d’injection
canonique W′◦x → W
◦
x → V
◦
x sont cofinaux d’après ([2] II.5.17) et ([4] I 8.1.3(c)). Reprenons les
notations de 4.1.13. Pour tout objet (U, p) de W′x, on note
(6.3.15.2) A(U,p),n : Γ(U
⋆
, Ω˜1
Xn/Sn
)→ H1(π1(U
⋆◦
, y), ξ(R
y
U/p
nR
y
U ))
le morphisme canonique (6.3.11.4) ; on rappelle que celui-ci ne dépend pas de la déformation choisie
dans 6.3.11 pour le définir ([2] II.10.10). D’après 6.3.14, le diagramme
(6.3.15.3) Γ(U
⋆
, Ω˜1
Xn/Sn
)
A(U,p),n //

H1(π1(U
⋆◦
, y), ξ(R
y
U/p
nR
y
U ))

Ω˜1
Xn/Sn,x
φn // H1(π1(X
◦
, y), ξ(R
y
X/p
nR
y
X))
est commutatif. D’après ([2] VI.11.10) et (4.1.13.4), pour tout entier i ≥ 0, on a un isomorphisme
canonique
(6.3.15.4) Hi(π1(X
◦
, y), R
y
X/p
nR
y
X)
∼
→ lim
−→
(U,p)∈W′◦
x
Hi(π1(U
⋆◦
, y), R
y
U/p
nR
y
U ).
Par ailleurs, X étant strictement local d’après ([2] III.3.7), il s’identifie au localisé strict de X en
x. On a donc un isomorphisme canonique
(6.3.15.5) Ω˜1
Xn/Sn,x
∼
→ lim
−→
(U,p)∈W′◦
x
Γ(U
⋆
, Ω˜1
Xn/Sn
).
Les homomorphismes A(U,p),n, pour (U, p) ∈ Ob(W′x), forment un homomorphisme de systèmes
inductifs d’après ([2] III.10.16). Leur limite inductive s’identifie donc à φn (6.3.15.3). Il suffit
alors de montrer que pour tout objet (U, p) de W′x, il existe un et un unique homomorphisme de
OXn
(U
⋆
)-algèbres graduées
(6.3.15.6) ∧ Γ(U
⋆
, ξ−1Ω˜1
Xn/Sn
)→ ⊕i≥0H
i(π1(U
⋆◦
, y), R
y
U/p
nR
y
U )
dont la composante en degré un est le morphisme ξ−1A(U,p),n, que son noyau est annulé par p
2d
p−1mK
et que son conoyau est annulé par p
2d+1
p−1 mK .
6.4. LA SUITE SPECTRALE DE HODGE-TATE ABSOLUE 313
D’après ([2] II.10.16), on a un diagramme commutatif
(6.3.15.7) Γ(U
⋆
, ξ−1Ω˜1
Xn/Sn
)
a

ξ−1A(U,p),n // H1(π1(U
⋆◦
, y), R
y
U/p
nR
y
U )
H1(π1(U
⋆◦
, y), ξ−1R
y
U (1)/p
nξ−1R
y
U (1))
−b
∼
// H1(π1(U
⋆◦
, y), p
1
p−1R
y
U/p
n+ 1p−1R
y
U )
c
OO
où a est induit par le morphisme défini dans (4.5.9.4), b est induit par l’isomorphisme canonique
R̂
y
U (1)
∼
→ p
1
p−1 ξR̂
y
U (6.2.2.3) et c est induit par l’injection canonique p
1
p−1R
y
U → R
y
U . En vertu de
4.5.10, il existe un et un unique homomorphisme de OXn(U
⋆
)-algèbres graduées
(6.3.15.8) ∧ (ξ−1Ω˜1
Xn/Sn
(U
⋆
))→ ⊕i≥0H
i(π1(U
⋆◦
, y), ξ−iR
y
U (i)/p
nξ−iR
y
U (i))
dont la composante en degré un est le morphisme a. Son noyau est α-nul et son conoyau est annulé
par p
1
p−1mK . On en déduit qu’il existe un et un unique homomorphisme de OXn(U
⋆
)-algèbres
graduées
(6.3.15.9) ∧ (ξ−1Ω˜1
Xn/Sn
(U
⋆
))→ ⊕i≥0H
i(π1(U
⋆◦
, y), R
y
U/p
nR
y
U )
dont la composante en degré 1 est ξ−1A(U,p),n. Une chasse au diagramme (6.3.15.7) montre que le
noyau de (6.3.15.9) est annulé par p
2d
p−1mK . Comme H
i(π1(U
⋆◦
, y), R
y
U/p
nR
y
U ) est α-nul pour tout
i ≥ d+ 1 en vertu de 4.5.16(iii), le conoyau de (6.3.15.9) est annulé par p
2d+1
p−1 mK .
6.3.16. Nous pouvons maintenant démontrer le théorème 6.3.8. La proposition étant locale
pour la topologie étale de Xs, soient x un point géométrique de Xs, X le localisé strict de X en
x. D’après 4.1.14(i), il existe un point (y  x) de Xe´t
←
×Xe´t X
◦
e´t (3.1.10). En vertu de (4.1.11.5) et
(4.1.13.5), pour tout entier i ≥ 0, on a un isomorphisme canonique
(6.3.16.1) Riσn∗(ξBn)x
∼
→ Hi(X
◦
f e´t, ξ(R
y
X/p
nR
y
X)).
La proposition résulte alors de 6.3.10, 6.3.13 et 6.3.15.
6.4. La suite spectrale de Hodge-Tate absolue
6.4.1. On désigne par E˜N
◦
s (resp. X
N◦
s,e´t) le topos des systèmes projectifs de E˜s (resp. Xs,e´t),
indexés par l’ensemble ordonné N des entiers naturels (2.1.11), par B˘ l’anneau (Bn+1)n∈N de E˜N
◦
s
(4.1.7.1) et par O
X˘
l’anneau (OXn+1)n∈N de X
N◦
s,e´t. On note
(6.4.1.1) σ˘ : (E˜N
◦
s , B˘)→ (X
N◦
s,e´t,OX˘)
le morphisme de topos annelés induit par les morphismes (σn+1)n∈N (4.1.7.5). Considérons la suite
spectrale de Cartan-Leray ([4] V 5.3)
(6.4.1.2) Ei,j2 = H
i(XN
◦
s ,R
j σ˘∗B˘)⇒ H
i+j(E˜N
◦
s , B˘),
qui est aussi la deuxième suite spectrale d’hypercohomologie du foncteur Γ(XN
◦
s,e´t,−) par rapport au
complexe Rσ˘∗(B˘) ([29] 0.11.4.3 ou [10] 1.4.5 et 1.4.6). On rappelle que la deuxième suite spectrale
d’hypercohomologie définit un foncteur de la catégorie dérivée des complexes de groupes abéliens
de XN
◦
s,e´t dans celle des suites spectrales de groupes abéliens ([29] 0.11.1.2).
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On note ξ−1Ω˜1
X˘/S˘
le O
X˘
-module (ξ−1Ω˜1
Xn+1/Sn+1
)n∈N de XN
◦
s,e´t (6.3.1.8) et pour tout entier
j ≥ 1, on pose ξ−jΩ˜j
X˘/S˘
= ∧j(ξ−1Ω˜1
X˘/S˘
). On a alors un isomorphisme canonique ([2] (III.7.12.4))
(6.4.1.3) ξ−jΩ˜j
X˘/S˘
∼
→ (ξ−jΩ˜j
Xn+1/Sn+1
)n∈N.
En vertu de 6.3.8, pour tout entier j ≥ 0, on a un morphisme O
X˘
-linéaire canonique
(6.4.1.4) ξ−jΩ˜j
X˘/S˘
→ Rj σ˘∗(B˘),
dont le noyau et le conoyau sont annulés par p
2d+1
p−1 mK ([2] (III.7.5.5) et II.8.2).
Proposition 6.4.2. Supposons le S-schéma X propre. Alors, pour tout entier q ≥ 0, le mor-
phisme canonique
(6.4.2.1) Hq(E˜N
◦
s , B˘)→ lim
←−
n≥1
Hq(E˜s,Bn)
est un α-isomorphisme.
En effet, d’après ([2] VI.7.10), on a une suite exacte
(6.4.2.2) 0→ R1lim
←−
n≥1
Hq−1(E˜s,Bn)→ H
q(E˜N
◦
s , B˘)→ lim←−
n≥1
Hq(E˜s,Bn)→ 0.
En vertu de 4.8.14, pour tout n ≥ 1, on a un morphisme canonique
(6.4.2.3) uqn : H
q(X
◦
e´t,Z/p
nZ)⊗Zp OK → H
q(E˜s,Bn),
qui est un α-isomorphisme. Les morphismes
(6.4.2.4) lim
←−
n≥1
uqn et R
1lim
←−
n≥1
uqn
sont donc des α-isomorphismes ([17] 2.4.2(ii)). Les groupes Hq(X
◦
e´t,Z/p
nZ) étant finis en vertu de
([4] XIX 5.2), le système projectif (Hq(X
◦
e´t,Z/p
nZ))n≥1 vérifie la condition de Mittag-Leffler. On
en déduit que
(6.4.2.5) R1lim
←−
n≥1
Hq(E˜s,Bn)
est α-nul d’après ([36] 1.15) et ([48] théo. 1). La proposition s’ensuit.
Corollaire 6.4.3. Supposons le S-schéma X propre. Alors, pour tout entier q ≥ 0, on a un
α-isomorphisme canonique
(6.4.3.1) Hq(E˜N
◦
s , B˘)
≈
−→ Hq(X
◦
e´t,Zp)⊗Zp OC .
Cela résulte de 4.8.14, 6.4.2 et de sa preuve, compte tenu du fait que le Zp-module Hq(X
◦
e´t,Zp)
est de type fini d’après ([25] VI 2.2.2 et la remarque après 2.2.3).
On prendra garde que le α-isomorphisme (6.4.3.1) n’est pas en général induit par un vrai
morphisme.
Proposition 6.4.4. Supposons le S-schéma X propre et soit F un OX-module cohérent. Pour
tout n ≥ 1, posons Fn = F ⊗X OXn , que l’on considère comme un faisceau de Xs,zar ou Xs,e´t,
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selon le contexte (2.1.18), et F˘ = (Fn+1)n∈N. Alors, pour tout entier q ≥ 0, les morphismes
canoniques
(6.4.4.1) Hq(X,F )⊗OK OC → H
q(XN
◦
s,e´t, F˘ )→ lim
←−
n≥1
Hq(Xs,e´t,Fn)
sont des isomorphismes.
En effet, d’après ([2] VI.7.10), on a une suite exacte
(6.4.4.2) 0→ R1lim
←−
n≥1
Hq−1(Xs,e´t,Fn)→ H
q(XN
◦
s,e´t, F˘ )→ lim
←−
n≥1
Hq(Xs,e´t,Fn)→ 0.
Pour tout n ≥ 1, le morphisme canonique
(6.4.4.3) Hq(Xs,zar,F ⊗X OXn)⊗OK OK → H
q(Xs,zar,Fn)
est un isomorphisme. Il résulte alors de ([29] 4.1.7) et ([4] VII 4.3) que le système projectif
(Hq(Xs,e´t,Fn))n≥1 vérifie la condition de Mittag-Leffler et que le morphisme canonique
(6.4.4.4) Hq(X,F )⊗̂OKOC → lim←−
n≥1
Hq(Xs,e´t,Fn)
est un isomorphisme. La proposition s’ensuit compte tenu de (6.4.4.2), ([36] 1.15) et du fait que
le OK-module Hq(X,F ) est de type fini.
Théorème 6.4.5. Si le S-schéma X est propre, on a une suite spectrale canonique
(6.4.5.1) Ei,j2 = H
i(X, Ω˜jX/S)⊗OK C(−j)⇒ H
i+j(X
◦
e´t,Qp)⊗Qp C.
Cela résulte de la suite spectrale de Cartan-Leray (6.4.1.2), compte tenu de 6.4.3, 6.4.4 et 6.3.8.
Définition 6.4.6. Si le S-schéma X est propre, la suite spectrale (6.4.5.1) est appelée suite
spectrale de Hodge-Tate de f (ou de X sur S).
6.4.7. On munit le schéma S de l’action naturelle à gauche du groupe de Galois absolu GK
de K (4.1.1) ; pour tout u ∈ GK , l’automorphisme de S défini par u, que l’on note aussi u, est
induit par l’automorphisme u−1 de OK . Pour tout S-schéma Z, on en déduit par changement de
base une action à gauche de GK sur Z = Z ×S S et par suite des actions à gauche sur les topos
Zzar et Z e´t (cf. 2.1.14). On notera que OZ est un anneau GK -équivariant de Zzar ou Z e´t (2.1.18).
Pour tout u ∈ GK , le diagramme commutatif
(6.4.7.1) X
◦ u //
h

X
◦
h

X
id // X
induit par fonctorialité ([2] VI.10.12) un morphisme de topos que l’on note encore
(6.4.7.2) γu : E˜ → E˜.
Pour tout u, v ∈ G2K , on a un isomorphisme canonique cu,v : γ
∗
vγ
∗
u
∼
→ γ∗uv. On voit aussitôt que ces
isomorphismes vérifient les relations de compatibilité 2.1.14(i)–(iii). On obtient ainsi une action à
gauche de GK sur le topos E˜ dans le sens de loc. cit. Suivant les conventions générales, pour tout
u ∈ GK , le morphisme γu sera encore noté u : E˜ → E˜, ce qui n’induit aucun risque d’ambiguïté.
Soit u ∈ GK . Pour tout S-schéma V , notons
(6.4.7.3) uV = V ×S,u S,
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le changement de base de V par l’automorphisme u de S. Pour tout S-schéma U , on a un S-
isomorphisme canonique U
∼
→ uU dont le composé avec la projection canonique uU → U est
l’automorphisme U induit par u. Pour tout objet (V → U) de E, le morphisme uV → U composé
de la projection canonique uV → V et du morphisme V → U est clairement un objet de E et on a
(6.4.7.4) u∗((V → U)a)
∼
→ (uV → U)a.
Par ailleurs, le diagramme commutatif à carrés cartésiens
(6.4.7.5) uV //

V

U
◦ u //

U
◦

U
u // U
où la flèche horizontale supérieure est la projection canonique, induit un isomorphisme
(6.4.7.6) U
uV ∼
→ U
V
au-dessus de l’automorphisme u de U (4.1.6).
Pour tout u ∈ GK , on a un isomorphisme d’anneaux
(6.4.7.7) τBu : B
∼
→ u∗(B),
dont l’adjoint de son inverse est défini pour tout (V → U) ∈ Ob(E) par l’isomorphisme
(6.4.7.8) Γ(U
V
,O
U
V )
∼
→ Γ(U
uV
,O
U
uV )
induit par (6.4.7.6). Ces isomorphismes vérifient clairement la relation de compatibilité (2.1.14.5)
et font donc de B un anneau GK-équivariant de E˜ (cf. 2.1.14).
Munissant le toposXe´t de l’action triviale deGK , le morphisme canonique σ : E˜ → Xe´t (4.1.4.3)
est GK-équivariant dans le sens de 2.1.15. Il revient au même de dire que pour tout u ∈ GK , le
diagramme
(6.4.7.9) E˜ u //
σ
  ❆
❆❆
❆❆
❆❆
❆ E˜
σ

Xe´t
est commutatif à isomorphisme canonique près, et que ces isomorphismes vérifient des relations de
compatibilité. Le faisceau σ∗(Xη) de E˜ est donc naturellement muni d’une structure de faisceau
GK -équivariant. Par suite, l’action à gauche de GK sur E˜ induit une action à gauche sur le sous-
topos fermé E˜s de sorte que le plongement δ : E˜s → E est GK-équivariant. Concrètement, pour
tout u ∈ GK , le diagramme (6.4.7.9) induit un isomorphisme
(6.4.7.10) τσ
∗(Xη)
u : σ
∗(Xη)
∼
→ u∗(σ∗(Xη)).
En vertu de ([4] IV 9.4.3), il existe donc un morphisme de topos que l’on note encore
(6.4.7.11) u : E˜s → E˜s,
6.4. LA SUITE SPECTRALE DE HODGE-TATE ABSOLUE 317
unique à isomorphisme canonique près tel que le diagramme
(6.4.7.12) E˜s
u //
δ

E˜s
δ

E˜
u // E˜
soit commutatif à isomorphisme canonique près.
Compte tenu de ([4] IV 9.4.3), munissant le toposXs,e´t de l’action triviale de GK , le morphisme
σs : E˜s → Xs,e´t (4.1.5.2) est GK-équivariant.
Pour tout entier n ≥ 1, la structure d’anneau GK -équivariant sur B induit sur Bn une struc-
ture d’anneau GK-équivariant de E˜s (ou de E˜). En particulier, pour tout u ∈ GK , le morphisme
(6.4.7.11) est sous-jacent à un morphisme de topos annelés que l’on note encore
(6.4.7.13) u : (E˜s,Bn)→ (E˜s,Bn).
Par ailleurs, OXn est naturellement un anneau GK-équivariant de Xs,e´t, et l’homomorphisme
OXn
→ σs∗(Bn) est un morphisme d’anneaux GK-équivariants (cf. 2.1.15). Le morphisme de
topos annelés (4.1.7.5)
(6.4.7.14) σn : (E˜s,Bn)→ (Xs,e´t,OXn)
est donc GK-équivariant.
6.4.8. L’action de GK sur E˜s (6.4.7) induit une action à gauche sur E˜N
◦
s . Concrètement,
pour tout u ∈ GK , le morphisme (6.4.7.11) induit un morphisme de topos que l’on note encore
(6.4.8.1) u : E˜N
◦
s → E˜
N◦
s .
La structure d’anneau GK-équivariant sur B induit sur B˘ une structure d’anneau GK-équivariant
de E˜N
◦
s . Munissant le topos X
N◦
s,e´t de l’action triviale de GK , le morphisme σ
N◦
s : E˜
N◦
s → X
N◦
s,e´t est
GK -équivariant et l’homomorphisme canonique
(6.4.8.2) O
X˘
→ (σN
◦
s )∗(B˘)
est un morphisme d’anneaux GK -équivariants (cf. 2.1.15). Le morphismes de topos annelés (6.4.1.1)
(6.4.8.3) σ˘ : (E˜N
◦
s , B˘)→ (X
N◦
s,e´t,OX˘)
est donc GK-équivariant.
Soit F un B˘-module GK -équivariant de E˜N
◦
s (2.1.14). D’après 2.1.16, pour tout entier q ≥ 0,
le OC -module Hq(E˜N
◦
s , B˘) est naturellement muni d’une action OC -semi-linéaire à gauche de GK .
D’après 2.1.15, pour tout entier j ≥ 0, Rj σ˘∗(F ) est naturellement muni d’une structure de OX˘ -
module GK-équivariant. Comme l’action de GK sur XN
◦
s,e´t est triviale, cette structure se résume en
une action O
X˘
-semi-linéaire à gauche de GK sur Rj σ˘∗(F ). On en déduit, pour tout i ≥ 0, une
action OC -semi-linéaire à gauche de GK sur le OC -module Hi(XN
◦
s,e´t,R
j σ˘∗(F )).
Proposition 6.4.9. La suite spectrale de Cartan-Leray (6.4.1.2) est GK-équivariante (6.4.8).
Pour tout u ∈ GK , considérons l’isomorphisme composé
(6.4.9.1) Rσ˘∗(B˘)
∼
→ Rσ˘∗(u∗(B˘))
∼
→ Rσ˘∗(B˘),
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où la première flèche est induite par l’isomorphisme canonique B˘
∼
→ u∗(B˘), et la seconde flèche est
induite par la GK-équivariance de σ˘. On vérifie aussitôt que ces morphismes induisent les structures
GK -équivariantes sur Hq(E˜N
◦
s , B˘) (q ≥ 0) et R
j σ˘∗(B˘) (j ≥ 0), définies dans 6.4.8. Par fonctorialité
de la deuxième suite spectrale d’hypercohomologie du foncteur Γ(XN
◦
s,e´t,−) sur la catégorie dérivée
des groupes abéliens de XN
◦
s,e´t, les morphismes (6.4.9.1) induisent une action de GK sur la suite
spectrale de Cartan-Leray (6.4.1.2).
Proposition 6.4.10. Pour tout entier j ≥ 0, le morphisme (6.4.1.4)
(6.4.10.1) ξ−jΩ˜j
X˘/S˘
→ Rj σ˘∗(B˘)
est GK-équivariant.
On rappelle d’abord que le morphisme θ : W(O
K
♭) → OC de Fontaine (2.5.2.4) est GK -
équivariant. Par suite, GK agit naturellement sur A2(OK) (2.5.2.5) et cette action stabilise l’idéal
ker(θ2) = ξOC . Par ailleurs, pour tout u ∈ GK , les actions de u sur X et S induisent un isomor-
phisme OX -linéaire
(6.4.10.2) Ω˜1
X/S
∼
→ u∗(Ω˜1
X/S
).
Ces isomorphismes munissent Ω˜1
X/S
d’une structure de OX -module GK-équivariant de X e´t (2.1.14).
Comme l’action de GK surXs est triviale, on en déduit, pour tout entier j ≥ 0, une action à gauche
O
X˘
-semi-linéaire de GK sur le OX˘ -module ξ
−jΩ˜j
X˘/S˘
.
Par ailleurs, le groupeGK agit naturellement sur le schéma logarithmique (S,LS) (6.1.2) et par
suite sur le schéma logarithmique (X,LX) (6.3.1.2). Pour tout entier n ≥ 0, le monoïdeQn (6.3.3.1)
est donc muni d’une structure de monoïde GK-équivariant de E˜, de sorte que les morphismes
du diagramme (6.3.3.1) sont des morphismes de monoïdes GK -équivariants. Munissant le groupe
µpn(OK) de l’action canonique de GK , la suite exacte (6.3.5.1) est donc une suite de groupe
abéliens GK-équivariants de E˜s. Par suite, ∂n (6.3.7.1) est un morphisme de groupes abéliens GK -
équivariants de Xs,e´t, et il en est alors de même du morphisme (6.3.7.3). Le caractère universel de
la dérivation logarithmique d log (6.3.1.5) implique que le morphisme (6.3.1.6)
(6.4.10.3) L gp
X
⊗Z OX → Ω˜
1
X/S
est un morphisme de OX -modules GK-équivariants de X e´t. Le morphisme (6.3.8.1) est donc GK -
équivariant, d’où la proposition.
Proposition 6.4.11. Supposons le S-schéma X propre. Alors, pour tout entier q ≥ 0, l’iso-
morphisme
(6.4.11.1) Hq(E˜N
◦
s , B˘)⊗Z Q
∼
−→ Hq(X
◦
e´t,Zp)⊗Zp C,
induit par (6.4.3.1), est GK-équivariant.
Compte tenu de 6.4.2 et de sa preuve, il suffit de montrer que pour tout entier n ≥ 1, le mor-
phisme canonique uqn (6.4.2.3) est GK-équivariant. Le morphisme ψ : X
◦
e´t → E˜ (4.1.4.5) est GK -
équivariant (2.1.15). Le faisceau constant Z/pnZ de X
◦
e´t est canoniquement muni d’une structure
d’algèbre GK-équivariante. Par suite, ψ∗(Z/pnZ) est naturellement muni d’une structure d’algèbre
GK -équivariante de E˜, et l’homomorphisme canonique Z/pnZ→ ψ∗(Z/pnZ) est un morphisme d’al-
gèbresGK -équivariantes. Cet homomorphisme est en fait un isomorphisme d’après ([2] VI.10.9(iii)).
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En vertu de 4.4.2, pour tout entier q ≥ 0, le morphisme canonique
(6.4.11.2) Hq(E˜, ψ∗(Z/pnZ))→ Hq(X
◦
e´t,Z/p
nZ)
est un isomorphisme. Il est de plus GK -équivariant lorsque l’on munit les deux groupes des actions
naturelles de GK (cf. 2.1.16). Par ailleurs, les morphismes canoniques
(6.4.11.3) Hq(E˜,Z/pnZ)⊗Zp OC → H
q(E˜,Bn)
∼
→ Hq(E˜s,Bn)
sont clairement GK-équivariants, d’où la proposition.
Corollaire 6.4.12. Si le S-schéma X est propre, la suite spectrale de Hodge-Tate (6.4.5.1)
est GK-équivariante.
Cela résulte de 6.4.9, 6.4.10 et 6.4.11.
Corollaire 6.4.13. Si le S-schéma X est propre, la suite spectrale de Hodge-Tate (6.4.5.1)
dégénère en E2 et est décomposée : elle induit, pour tout entier n ≥ 0, une décomposition canonique
GK -équivariante
(6.4.13.1) Hn(X
◦
e´t,Qp)⊗Qp C
∼
→
⊕
0≤i≤n
Hi(X, Ω˜n−iX/S)⊗OK C(i− n).
Cela résulte de 6.4.12 et du fait que Hi(GK , C(j)) est nul pour i = 0, 1 et tout entier non-nul
j ([54] prop. 8).
6.4.14. Soient u : T ′ → T , v : T → S deux morphismes de topos, v′ = v ◦ u, K• un
complexe de faisceaux abéliens de T ′ borné inférieurement. Considérons la seconde suite spectrale
d’hypercohomologie du foncteur v′∗ par rapport au complexe K
• ([29] 0.11.4.3),
(6.4.14.1) ′Ei,j2 = R
iv′∗(H
j(K•))⇒ Ri+jv′∗(K
•),
et la seconde suite spectrale d’hypercohomologie du foncteur v∗ par rapport au complexe Ru∗(K•),
(6.4.14.2) Ei,j2 = R
iv∗(R
ju∗(K
•))⇒ Ri+jv∗(Ru∗(K
•)).
Pour tout entier j ≥ 0, considérons l’edge-homomorphisme de la seconde suite spectrale d’hyper-
cohomologie du foncteur u∗ par rapport au complexe K•
(6.4.14.3) Rju∗(K•)→ u∗(Hj(K•)).
Pour tout entier i ≥ 0, considérons le morphisme
(6.4.14.4) Riv∗(Rju∗(K•))→ Riv′∗(H
j(K•)),
composé des morphismes
(6.4.14.5) Riv∗(Rju∗(K•))→ Riv∗(u∗(Hj(K•)))→ Riv′∗(H
j(K•)),
où la première flèche est induite par (6.4.14.3) et la seconde flèche est l’edge-homomorphisme de
la suite spectrale de Cartan-Leray ([4] V 5.4). Pour tout entier q ≥ 0, considérons l’isomorphisme
induit par la même suite spectrale
(6.4.14.6) Rqv∗(Ru∗(K
•))
∼
→ Rqv′∗(K
•).
Proposition 6.4.15. Sous les hypothèses de 6.4.14, les morphismes (6.4.14.4) pour les entiers
i, j ≥ 0 et les morphismes (6.4.14.6) pour les entiers q ≥ 0, définissent un morphisme de suites
spectrales E→ ′E (6.4.14.1), (6.4.14.2) (cf. [29] 0.11.1.2).
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On désigne par D(T ′,Z) (resp. D(T ,Z), resp. D(S ,Z)) la catégorie dérivée des faisceaux
abéliens de T ′ (resp. T , resp. S ). Nous utiliserons la notion d’objet spectral d’une catégorie
triangulée introduite dans ([60] II 4.1). Soit K le deuxième objet spectral canonique de D(T ′,Z)
associé au complexe K• ([60] III 4.3). Pour tous éléments i ≤ j ≤ ℓ de Z˜ = Z ∪ {−∞,+∞}, on a
(6.4.15.1) K (i, j) = τ[i−1,j−1]K
•
et
(6.4.15.2) δ(i, j, ℓ) : K (j, ℓ)→ K (i, j)[+1]
est le morphisme canonique (cf. [60] II 4.1.2 et II 4.3 pour les notations). L’image Ru∗(K ) de K
par le foncteur exact Ru∗ est un objet spectral de D(T ,Z). Soit L le deuxième objet spectral
canonique de D(T ,Z) associé au complexe Ru∗(K•) ([60] III 4.3.3). Pour tout entier j, la suite
spectrale de Cartan-Leray montre que le morphisme canonique
(6.4.15.3) τ≤j(Ru∗(τ≤jK•))→ τ≤j(Ru∗(K•))
est un isomorphisme de D(T ,Z). On en déduit un système compatible de morphismes
(6.4.15.4) τ≤j(Ru∗(K•))→ Ru∗(τ≤j(K•)) (j ∈ Z˜),
et des morphismes d’objets spectraux L → Ru∗(K ) et
(6.4.15.5) Rv∗(L )→ Rv′∗(K ).
Pour tout entier j, on a
K (j, j + 1) = Hj(K•)[−j],(6.4.15.6)
L (j, j + 1) = Rju∗(K
•)[−j].(6.4.15.7)
Le morphisme L (j, j + 1)→ Ru∗(K (j, j + 1)) s’identifie au morphisme composé
(6.4.15.8) Rju∗(K
•)[−j]→ u∗(H
j(K•)[−j])→ Ru∗(H
j(K•)[−j]),
où la première flèche est induite par (6.4.14.3) et la second flèche est le morphisme canonique. Par
suite, la suite spectrale associée à Rv∗(L ) (resp. Rv′∗(K )) n’est autre que E (resp.
′E) ([60] III
4.4.6). Le morphisme E → ′E déduit du morphisme (6.4.15.5) induit sur les termes initiaux les
morphismes (6.4.14.4) et sur les aboutissements les morphismes (6.4.14.6).
6.4.16. Soit f ′ : (X ′,MX′)→ (S,MS) un morphisme adéquat de schémas logarithmiques ([2]
III.4.7). On désigne par X ′⊲ le sous-schéma ouvert maximal de X ′ où la structure logarithmique
MX′ est triviale. Pour tout X ′-schéma U ′, on pose
(6.4.16.1) U ′⊲ = U ′ ×X′ X ′⊲.
On associe à f ′ des objets analogues à ceux associés à f que l’on note avec les mêmes symboles
équipés d’un prime ′. On dispose en particulier d’un morphisme de topos annelés
(6.4.16.2) σ˘′ : (E˜′N
◦
s , B˘
′
)→ (X ′N
◦
s,e´t,OX˘
′),
et par suite d’une suite spectrale de Cartan-Leray
(6.4.16.3) ′Ei,j2 = H
i(X ′N
◦
s ,R
j σ˘′∗B˘
′
)⇒ Hi+j(E˜′N
◦
s , B˘
′
).
Soit g : (X ′,MX′) → (X,MX) un (S,MS)-morphisme. On désigne par γ : X
′⊲
→ X
◦
le mor-
phisme de schémas et par
(6.4.16.4) Θ: E˜′ → E˜
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le morphisme de topos induits par g ([2] VI.10.12). Le diagramme
(6.4.16.5) E˜′ σ
′
//
Θ

X ′e´t
ge´t

E˜
σ // Xe´t
est commutatif à isomorphisme canonique près. On en déduit un isomorphisme Θ∗(σ∗(Xη)) ≃
σ′∗(X ′η). En vertu de ([4] IV 9.4.3), il existe donc un morphisme de topos
(6.4.16.6) Θs : E˜′s → E˜s
unique à isomorphisme canonique près tel que le diagramme
(6.4.16.7) E˜′s
Θs //
δ′

E˜s
δ

E˜′
Θ // E˜
soit commutatif à isomorphisme près. Il résulte de (6.4.16.5) et ([4] IV 9.4.3) que le diagramme de
morphismes de topos
(6.4.16.8) E˜′s
Θs

σ′s // X ′s,e´t
gs

E˜s
σs // Xs,e´t
est commutatif à isomorphisme canonique près.
On a un homomorphisme canonique Θ−1(B) → B
′
(cf. 5.1.9). Pour tout entier n ≥ 1, le
morphisme (6.4.16.6) est donc sous-jacent à un morphisme de topos annelés
(6.4.16.9) Θn : (E˜′s,B
′
n)→ (E˜s,Bn).
Le diagramme de morphismes de topos annelés
(6.4.16.10) (E˜′s,B
′
n)
Θn //
σ′n

(E˜s,Bn)
σn

(X ′s,e´t,OX′n
)
gn // (Xs,e´t,OXn)
est commutatif à isomorphisme canonique près.
Les morphismes (6.4.16.9) induisent un morphisme de topos annelés
(6.4.16.11) Θ˘ : (E˜′N
◦
s , B˘
′
)→ (E˜N
◦
s , B˘).
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Le diagramme de morphismes de topos annelés
(6.4.16.12) (E˜′N
◦
s , B˘
′
)
Θ˘ //
σ˘′

(E˜N
◦
s , B˘)
σ˘

(X ′N
◦
s,e´t,OX˘
′)
g˘ // (XN
◦
s,e´t,OX˘)
où g˘ est induit par le morphisme de schémas g : X
′
→ X, est commutatif à isomorphisme canonique
près.
Pour tout entier j ≥ 0, considérons les morphismes
(6.4.16.13) Rj σ˘∗(Θ˘∗(B˘
′
))→ Rj(σ˘ ◦ Θ˘)∗(B˘
′
)
∼
→ Rj(g˘ ◦ σ˘′)∗(B˘
′
)→ g˘∗(R
j σ˘′∗(B˘
′
)),
le premier et le dernier étant les edge-homomorphismes de la suite spectrale de Cartan-Leray
([4] V 5.4) et l’isomorphisme central étant induit par (6.4.16.12). Composant avec l’image directe
supérieure Rj σ˘∗ de l’homomorphisme canonique B˘ → Θ˘∗(B˘
′
), on obtient un morphisme
(6.4.16.14) Rj σ˘∗(B˘)→ g˘∗(R
j σ˘′∗(B˘
′
)).
Pour tous entiers i ≥ 0 et j ≥ 0, considérons le morphisme composé
(6.4.16.15) Hi(XN
◦
s,e´t,R
j σ˘∗(B˘))→ H
i(XN
◦
s,e´t, g˘∗(R
j σ˘′∗(B˘
′
)))→ Hi(X ′N
◦
s,e´t,R
j σ˘′∗(B˘
′
)),
où la première flèche est induite par (6.4.16.14) et la seconde flèche est l’edge-homomorphisme de
la suite spectrale de Cartan-Leray ([4] V 5.3).
Pour tout entier q ≥ 0, considérons le morphisme composé
(6.4.16.16) Hq(E˜N
◦
s , B˘)→ H
q(E˜N
◦
s , Θ˘∗(B˘
′
))→ Hq(E˜′N
◦
s , B˘
′
),
où la première flèche est induite par l’homomorphisme canonique B˘ → Θ˘∗(B˘
′
) et la seconde flèche
est l’edge-homomorphisme de la suite spectrale de Cartan-Leray.
Proposition 6.4.17. Sous les hypothèses de 6.4.16, les morphismes (6.4.16.15)
(6.4.17.1) Hi(XN
◦
s,e´t,R
j σ˘∗(B˘))→ H
i(X ′N
◦
s,e´t,R
j σ˘′∗(B˘
′
)),
pour les entiers i, j ≥ 0, et les morphismes (6.4.16.16)
(6.4.17.2) Hq(E˜N
◦
s , B˘)→ H
q(E˜′N
◦
s , B˘
′
),
pour les entiers q ≥ 0, définissent un morphisme de suites spectrales E → ′E (6.4.1.2), (6.4.16.3)
(cf. [29] 0.11.1.2).
Notons
(6.4.17.3) ′′Ei,j2 = H
i(XN
◦
s,e´t,R
j(g˘ ◦ σ˘′)∗(B˘
′
))⇒ Hi+j(E˜′N
◦
s , B˘
′
).
la seconde suite spectrale d’hypercohomologie du foncteur Γ(XN
◦
s,e´t,−) par rapport au complexe
R(g˘ ◦ σ˘′)∗(B˘
′
). D’après 6.4.15, appliqué au composé du morphisme g˘ et du morphisme canonique
XN
◦
s,e´t → Ens et au complexe Rσ˘
′
∗(B˘
′
), on a un morphisme de suites spectrales
(6.4.17.4) ′′E→ ′E
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Par ailleurs, l’homomorphisme canonique B˘ → Θ˘∗(B˘
′
) induit un morphisme B˘ → RΘ˘∗(B˘
′
) de
la catégorie dérivée des groupes abéliens de E˜N
◦
s . Tenant compte de (6.4.16.12), on en déduit un
morphisme
(6.4.17.5) Rσ˘∗(B˘)→ R(g˘ ◦ σ˘′)∗(B˘
′
).
Par fonctorialité de la seconde suite spectrale d’hypercohomologie du foncteur Γ(XN
◦
s,e´t,−), on
obtient un morphisme de suites spectrales
(6.4.17.6) E→ ′′E.
On vérifie aussitôt que le morphisme composé de suites spectrales E→ ′E est défini sur les termes
initiaux par les morphismes (6.4.17.1) et sur les aboutissements par les morphismes (6.4.17.2).
Proposition 6.4.18. Sous les hypothèses de 6.4.16, pour tous entiers n, j ≥ 0, le diagramme
(6.4.18.1) g−1s (ξ
−jΩ˜j
Xn/Sn
)
uj //

g−1s (R
jσs∗(Bn))
vj // Rjσ′s∗(Θ
−1
s (Bn))

ξ−jΩ˜j
X
′
n/S
′
n
u′j // Rjσ′s∗(B
′
n)
où les flèches uj et u′j sont induites par le morphisme (6.3.8.1), vj est le morphisme de change-
ment de base relativement au diagramme commutatif (6.4.16.8), et les flèches verticales sont les
morphismes canoniques, est commutatif.
D’après ([4] XVII 4.1.5), pour tout faisceau abélien F de E˜′s, on a un morphisme de changement
de base relativement au diagramme commutatif (6.4.16.8) dans la catégorie dérivée des faisceaux
abéliens de X ′s,e´t,
(6.4.18.2) g∗s(Rσs∗(F ))→ Rσ
′
∗(Θ
∗
s(F )).
Celui-ci étant fonctoriel en F , on en déduit un digramme commutatif
(6.4.18.3) g∗s (a
∗(L gp
X
)) //
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
g∗s (R
1σs∗(µpn,E˜s))

R1σ′s∗(µpn,E˜′s
))
où la flèche verticale est le morphisme de changement de base relativement au diagramme com-
mutatif (6.4.16.8), la flèche horizontale est induite par la suite exacte de faisceaux abéliens de E˜s
(6.3.5.1)
(6.4.18.4) 0→ µpn,E˜s → δ
∗(Qgpn )→ σ
∗
s (a
∗(L gp
X
))→ 0,
et la flèche oblique est induite par l’image inverse de cette dernière sur E˜′s, réécrite en tenant
compte de (6.4.16.8),
(6.4.18.5) 0→ µpn,E˜′s → Θ
∗
s(δ
∗(Qgpn ))→ σ
′∗
s (g
∗
s (a
∗(L gp
X
)))→ 0.
On a un morphisme canonique de monoïdes de X
′
e´t,
(6.4.18.6) ν : g∗(LX)→ LX′ ,
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où le monoïde LX de X e´t est défini dans (6.3.1.2) et LX′ est l’analogue de X
′
e´t. Par ailleurs, le
diagramme d’homomorphismes de monoïdes
(6.4.18.7) σ′∗(g∗(~∗(LX))) // σ
′∗(~′∗(g
∗(LX)))
σ′∗(~′∗(ν)) // σ′∗(~′∗(LX′))
ℓ′

Θ∗(σ∗(~∗(LX)))
Θ∗(ℓ) // Θ∗(B) // B
′
où ℓ et ℓ′ sont les homomorphismes (6.3.3.2), la flèche non libellée en haut est le morphisme de
changement de base et celle en bas est l’homomorphisme canonique, est commutatif. Comme le
foncteur Θ∗ est exact à gauche, on en déduit un homomorphisme de monoïdes (6.3.3.1)
(6.4.18.8) q : Θ∗(Qn)→ Q
′
n.
On a un diagramme commutatif de suites exactes de E˜′s
(6.4.18.9) 0 // µpn,E˜′s
// δ′∗(Θ∗(Qgpn )) //
δ′∗(qgp)

σ′∗s (a
′∗(g∗(L gp
X
))) //
σ′∗s (a
′∗(νgp))

0
0 // µpn,E˜′s
// δ′∗(Q′gpn )) // σ
′∗
s (a
′∗(L gp
X
′ )) // 0
où la suite inférieure est la suite (6.3.5.1) pour X ′ et la suite supérieure est l’image inverse par Θ
de la suite (6.3.5.1) pour X réécrite en tenant compte de (6.4.16.7) et (6.4.16.8).
On déduit de (6.4.18.3) et (6.4.18.9) que le diagramme
(6.4.18.10) g∗s (a
∗(L gp
X
))
g∗s (∂n) //
a′∗(νgp)

g∗s (R
1σs∗(µpn,E˜s))

a′∗(L gp
X
′ )
∂′n // R1σ′s∗(µpn,E˜′s
)
où ∂n et ∂′n sont les morphismes (6.3.7.1) et la flèche non libellée est le morphisme de changement
de base relativement au diagramme commutatif (6.4.16.8), est commutatif. Compte tenu de 6.3.8,
on en déduit que le diagramme
(6.4.18.11) g−1s (ξ
−1Ω˜1
Xn/Sn
)
u1 //

g−1s (R
1σs∗(Bn))
v1 // R1σ′s∗(Θ
−1
s (Bn))

ξ−1Ω˜1
X
′
n/S
′
n
u′1 // R1σ′s∗(B
′
n)
où les flèches u1 et u′1 sont induites par le morphisme (6.3.8.1), v1 est le morphisme de change-
ment de base relativement au diagramme commutatif (6.4.16.8), et les flèches verticales sont les
morphismes canoniques, est commutatif.
Le diagramme (6.4.18.1) est commutatif pour j = 0 puisque v0 est un homomorphisme de
g−1s (OXn)-algèbres. Compte tenu de 6.3.8 et (6.4.18.11), pour montrer que le diagramme (6.4.18.1)
est commutatif pour tout j ≥ 1, il suffit de montrer que le morphisme vj est compatible au cup-
produit, ou ce qui revient au même, que le morphisme adjoint Rjσs∗(Bn)→ gs∗(Rjσ′s∗(Θ
−1
s (Bn)))
6.4. LA SUITE SPECTRALE DE HODGE-TATE ABSOLUE 325
est compatible au cup-produit. Ce dernier est composé des morphismes
Rjσs∗(Bn)→ R
jσs∗(Θs∗(Θ
−1
s (Bn)))→ R
j(σsΘs)∗(Θ
−1
s (Bn))(6.4.18.12)
∼
→ Rj(gsσ
′
s)∗(Θ
−1
s (Bn))→ gs∗(R
jσ′s∗(Θ
−1
s (Bn))),
où la première flèche est induite par le morphisme d’adjonction Bn → Θs∗(Θ−1s (Bn)), qui est un
homomorphisme d’algèbres, et est donc compatible au cup-produit, la troisième flèche est induite
par l’isomorphisme de commutativité du diagramme (6.4.16.8) et est clairement compatible au cup-
produit, et la deuxième et la quatrième flèche sont les edge-homomorphismes de la suite spectrale
de Cartan-Leray ([4] V 5.4).
Soit A′ un anneau commutatif de E˜′s. Considérons le préfaisceau P
j sur E´t/X′s défini par
(6.4.18.13) U ′ ∈ Ob(E´t/X′s) 7→ H
j(σ′∗s (U
′), A′),
et le préfaisceau Qj sur E´t/Xs défini par
(6.4.18.14) U ∈ Ob(E´t/Xs) 7→ P
j(U ×X X
′).
Le faisceau Rjσ′s∗(A
′) (resp. Rj(gsσ′s)∗(A
′)) est canoniquement isomorphe au faisceau associé à
P j (resp. Qj) ([4] V 5.1). Le morphisme canonique P j → Rjσ′s∗(A
′) induit un morphisme de
préfaisceaux Qj → gs∗(Rjσ′s∗(A
′)) dont le morphisme de faisceaux associés Rj(gsσ′s)∗(A
′) →
gs∗(R
jσ′s∗(A
′)) n’est autre que l’edge-homomorphisme de la suite spectrale de Cartan-Leray. Celui-
ci est donc compatible au cup-produit.
Appliquant le foncteur Rjσs∗ à l’homomorphisme canonique de la catégorie dérivée des fais-
ceaux abéliens de E˜s,
(6.4.18.15) Θs∗(A
′)→ RΘs∗(A
′),
on obtient l’edge-homomorphisme de la suite spectrale de Cartan-Leray
(6.4.18.16) Rjσs∗(Θs∗(A
′))→ Rj(σsΘs)∗(A
′).
Soit C un anneau (constant) et supposons que A′ soit une C-algèbre. D’après ([61] Tag 0B68), il
existe un morphisme de la catégorie dérivée des C-modules de E˜s,
(6.4.18.17) RΘs∗(A
′)⊗LC RΘs∗(A
′)→ RΘs∗(A
′ ⊗LC A
′),
où le produit tensoriel dérivé est défini dans ([61] Tag 06YH). Par ailleurs, le diagramme de mor-
phisme canoniques
(6.4.18.18) RΘs∗(A′)⊗LC RΘs∗(A
′) // RΘs∗(A′ ⊗LC A
′)

Θs∗(A
′)⊗LC Θs∗(A
′)
OO
// Θs∗(A′) // RΘs∗(A′)
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est commutatif. Ceci résulte de la propriété universelle de (6.4.18.17) en observant que pour tout
C-module F de E˜s, on a LΘ∗s(F ) = Θ
∗
s(F ). On en déduit que le diagramme
(6.4.18.19) Rσs∗(Θs∗(A′))⊗LC Rσs∗(Θs∗(A
′)) //

R(σsΘs)∗(A
′)⊗LC R(σsΘs)∗(A
′)

Rσs∗(Θs∗(A
′)⊗LC Θs∗(A
′)) //

Rσs∗(RΘs∗(A
′)⊗LC RΘs∗(A
′))

R(σsΘs)∗(A
′ ⊗LC A
′)

Rσs∗(Θs∗(A
′)) // R(σsΘs)∗(A′)
où le carré supérieur traduit la fonctorialité de (6.4.18.17) et le rectangle inférieur est induit par
le diagramme (6.4.18.18). Il s’ensuit par fonctorialité que le morphisme (6.4.18.16) est compatible
au cup-produit. Il en est alors de même de vj , d’où la commutativité de (6.4.18.1).
Lemme 6.4.19. Sous les hypothèses de 6.4.16, pour tous entiers n, q ≥ 0, le diagramme
(6.4.19.1) Hq(X
◦
e´t,Z/p
nZ) //

Hq(E˜s,Bn)

Hq(X
′⊲
e´t ,Z/p
nZ) // Hq(E˜′s,B
′
n)
où les flèches horizontales sont induites par le morphisme (4.8.14.1) et les flèches verticales sont
induites par les foncteurs “image inverse” et l’homomorphisme canonique Θ−1(B)→ B
′
, est com-
mutatif.
En effet, le diagramme de morphismes de topos
(6.4.19.2) X
′⊲
e´t
γ

ψ′ // E˜′
Θ

X
◦
e´t
ψ // E˜
est commutatif à isomorphisme canonique près ([2] (VI.10.12.7)). Le diagramme
(6.4.19.3) Hq(E˜, ψ∗(Z/pnZ))

u // Hq(X
◦
e´t,Z/p
nZ)

Hq(E˜, ψ∗(γ∗(Z/p
nZ))) //
v

Hq(X
◦
e´t, γ∗(Z/p
nZ))

Hq(E˜,Θ∗(ψ
′
∗(Z/p
nZ))) // Hq(E˜′, ψ′∗(Z/p
nZ))
u′ // Hq(X
′⊲
e´t ,Z/p
nZ)
où les flèches verticales supérieures sont induites par le morphisme d’adjonction id → γ∗γ∗, v est
l’isomorphisme sous-jacent à (6.4.19.2) et les autres flèches sont les edge-homomorphismes de la
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suite spectrale de Cartan-Leray, est commutatif. En effet, le diagramme de morphismes canoniques
(6.4.19.4) ψ∗(γ∗(Z/pnZ)) //

Rψ∗(γ∗(Z/p
nZ))

R(ψγ)∗(Z/p
nZ)
∼ // Rψ∗(Rγ∗(Z/pnZ))
est commutatif ; l’isomorphisme inférieur provient du fait que γ∗ transforme les faisceaux abéliens
injectifs de X
′⊲
e´t en faisceaux abéliens de X
◦
e´t acycliques pour le foncteur ψ∗ ([4] V 4.9 et 5.2).
Appliquant le foncteur Hq(E˜,−) au diagramme (6.4.19.4), on voit que la diagonale du rectangle
inférieur de (6.4.19.3) est l’edge-homomorphisme de la suite spectrale de Cartan-Leray pour le
morphisme ψγ. Il s’ensuit que le rectangle inférieur de (6.4.19.3) est commutatif. Le rectangle
supérieur de (6.4.19.3) est clairement commutatif.
Par ailleurs, le diagramme
(6.4.19.5) ψ∗
a

d // ψ∗γ∗γ∗
c

Θ∗Θ
∗ψ∗
b // Θ∗ψ′∗γ
∗
où les flèches a et d sont définies par les morphismes d’adjonction, c est induit par l’isomorphisme
de commutativité du diagramme (6.4.19.2) et b est induit par le morphisme de changement de base
relativement au même diagramme, est commutatif. Il s’ensuit que le diagramme
(6.4.19.6) Hq(E˜,Z/pnZ) //

Hq(E˜, ψ∗(Z/p
nZ))
d //
a

Hq(E˜, ψ∗(γ∗(Z/p
nZ)))
c

Hq(E˜,Θ∗(Z/p
nZ)) //

Hq(E˜,Θ∗(Θ
∗(ψ∗(Z/p
nZ))))
b //

Hq(E˜,Θ∗(ψ
′
∗(Z/p
nZ)))

Hq(E˜′,Z/pnZ) // Hq(E˜′,Θ∗(ψ∗(Z/pnZ)))
b′ // Hq(E˜′, ψ′∗(Z/p
nZ))
où le carré supérieur droite est induit par le diagramme (6.4.19.5), b′ est induit par le morphisme
de changement de base relativement au diagramme (6.4.19.2) et les flèches non libellées sont les
morphismes canoniques, est commutatif. On observe que le composé
(6.4.19.7) Z/pnZ→ Θ∗(ψ∗(Z/pnZ))→ ψ′∗(Z/p
nZ)
où la première flèche et le morphisme canonique et la seconde flèche est le morphisme de changement
de base relativement au diagramme (6.4.19.2), n’est autre que le morphisme canonique ; en effet,
cette dernière est un homomorphisme d’anneaux.
On déduit des diagrammes (6.4.19.3) et (6.4.19.6) que le diagramme
(6.4.19.8) Hq(E˜,Z/pnZ) //

Hq(E˜, ψ∗(Z/p
nZ))

u // Hq(X
◦
e´t,Z/p
nZ)

Hq(E˜′,Z/pnZ) // Hq(E˜′, ψ′∗(Z/p
nZ))
u′ // Hq(X
′⊲
e´t ,Z/p
nZ)
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où les flèches verticales de droite et de gauche sont induites par les foncteurs “image inverse”
et les flèches horizontales de gauche sont induites par les morphismes canoniques i : Z/pnZ →
ψ∗(Z/p
nZ) et i′ : Z/pnZ→ ψ′∗(Z/p
nZ), est commutatif. La proposition s’ensuit puisque i et i′ sont
des isomorphismes (cf. la preuve de 4.8.14) et que u et u′ sont des isomorphismes d’après 4.4.2.
Proposition 6.4.20. Pour tout morphisme (X ′,MX′)→ (X,MX) de (S,MS)-schémas loga-
rithmiques adéquats, il existe un morphisme canonique de la suite spectrale de Hodge Tate de X sur
S vers celle de X ′ sur S, défini sur les termes initiaux (resp. l’aboutissement) par l’image inverse
des différentielles logarithmiques (resp. cohomologie étale p-adique).
Cela résulte de 6.4.17, 6.4.18 et 6.4.19.
6.5. Topos de Faltings relatif, II
6.5.1. Dans la suite de ce chapitre, on se donne un morphisme lisse et saturé de schémas
logarithmiques
(6.5.1.1) g : (X ′,MX′)→ (X,MX)
tel que le morphisme f ′ = f ◦ g : (X ′,MX′) → (S,MS) soit adéquat ([2] III.4.7). On reprend les
notations de 5.1. De plus, on désigne par G (resp. G˜) le site (resp. topos) de Faltings relatif associé
au couple de morphismes (h : X
◦
→ X, g : X ′ → X) (cf. 3.4.1). D’après 3.4.16, le diagramme
commutatif canonique
(6.5.1.2) X ′
g

X
′⊲
γ

h′oo
X X
◦hoo
induit des morphismes de topos
(6.5.1.3) E˜′ τ // G˜
g // E˜
dont le composé est le morphisme de fonctorialité Θ: E˜′ → E˜ (5.1.8.2). On rappelle (3.4.16.4) que
les triangles et carrés du diagramme de morphismes de topos
(6.5.1.4) E˜′
τ

β′ //
σ′
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
X
′⊲
f e´t
γfe´t

X ′e´t
ge´t

G˜
g

λ //πoo X
◦
f e´t
Xe´t E˜
β
>>⑥⑥⑥⑥⑥⑥⑥⑥⑥σoo
où π (3.4.4.3) et λ (3.4.4.4), σ, σ′ (3.3.2.14), β et β′ (3.3.2.15) sont les morphismes canoniques,
sont commutatifs à isomorphismes canoniques près.
On désigne par
(6.5.1.5) ̺ : X ′e´t
←
×Xe´t X
◦
e´t → G˜
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le morphisme canonique de topos (3.4.7.2). On vérifie aussitôt que les carrés du diagramme de
morphismes de topos
(6.5.1.6) X ′e´t
←
×X′
e´t
X
′⊲
e´t

ρ′ // E˜′
τ

X ′e´t
←
×Xe´t X
◦
e´t

̺ // G˜
g

Xe´t
←
×Xe´t X
◦
e´t
ρ // E˜
où ρ et ρ′ sont les morphismes canoniques (5.1.4.5) et (5.1.6.5), sont commutatifs à isomorphismes
canoniques près (3.4.15 et [2] VI.4.10).
6.5.2. Comme X ′η est un ouvert de X
′
e´t, i.e., un sous-objet de l’objet final, π
∗(X ′η) = (X
′
η →
X ← X
◦
)a est un ouvert de G˜ (3.4.4.1). En vertu de 3.4.11, le topos G˜/π∗(X′η) est équivalent au
topos de Faltings relatif associé au couple de morphismes (X
◦
→ X,X ′η → X). On note
(6.5.2.1)  : G˜/π∗(X′η) → G˜
le morphisme de localisation de G˜ en π∗(X ′η), que l’on identifie au morphisme de fonctorialité
relativement au diagramme commutatif
(6.5.2.2) X ′η //

X

X
◦oo

X ′ // X X
◦oo
On désigne par G˜s le sous-topos fermé de G˜ complémentaire de l’ouvert π∗(X ′η), c’est-à-dire
la sous-catégorie pleine de G˜ formée des faisceaux F tels que ∗(F ) soit un objet final de G˜/π∗(X′η)
([4] IV 9.3.5), et par
(6.5.2.3) κ : G˜s → G˜
le plongement canonique ([4] IV 9.3.5).
On désigne par Pt(G˜), Pt(G˜/π∗(X′η)) et Pt(G˜s) les catégories des points de G˜, G˜/π∗(X′η) et G˜s,
respectivement, et par
(6.5.2.4) u : Pt(G˜/π∗(X′η))→ Pt(G˜) et v : Pt(G˜s)→ Pt(G˜)
les foncteurs induits par  et κ, respectivement. Ces foncteurs sont pleinement fidèles, et tout point
de G˜ appartient à l’image essentielle de l’un ou l’autre de ces foncteurs exclusivement ([4] IV 9.7.2).
Proposition 6.5.3.
(i) Soit (y  x′) un point de X ′e´t
←
×Xe´t X
◦
e´t (3.4.21). Pour que ̺(y  x
′) (6.5.1.5) appartienne
à l’image essentielle de u (resp. v) (6.5.2.4), il faut et il suffit que x′ soit à support dans
X ′η (resp. X
′
s).
(ii) La famille des points de G˜/π∗(X′η) (resp. G˜s) définie par la famille des points ̺(y  x
′) de
G˜ tels que x′ soit à support dans X ′η (resp. X
′
s) est conservative.
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(i) En effet, pour que ̺(y  x′) appartienne à l’image essentielle de u (resp. v), il faut et il suffit
que (π∗(X ′η))̺(y x′) soit un singleton (resp. vide). Par ailleurs, on a un isomorphisme canonique
(3.4.21.1)
(6.5.3.1) (π∗(X ′η))̺(y x′)
∼
→ (X ′η)x′ ,
d’où la proposition.
(ii) Cela résulte de (i), 3.5.10 et ([4] IV 9.7.3).
6.5.4. En vertu de ([4] IV 9.4.3), il existe un morphisme de topos
(6.5.4.1) πs : G˜s → X ′s,e´t
unique à isomorphisme canonique près tel que le diagramme
(6.5.4.2) G˜s
πs //
κ

X ′s,e´t
a′

G˜
π // X ′e´t
où a′ est l’injection canonique, soit commutatif à isomorphisme près, et même 2-cartésien. Par
définition, on a un isomorphisme canonique
(6.5.4.3) π∗ ◦ a′∗
∼
→ κ∗ ◦ π
∗
s .
Les foncteurs a′∗ et κ∗ étant exacts, pour tout groupe abélien F de G˜s et tout entier i ≥ 0, on a
un isomorphisme canonique
(6.5.4.4) a′∗(R
iπs∗(F ))
∼
→ Riπ∗(κ∗F ).
On a un isomorphisme canonique τ∗(π∗(X ′η)) ≃ σ
′∗(X ′η) (6.5.1.4). En vertu de ([4] IV 9.4.3),
il existe donc un morphisme de topos
(6.5.4.5) τs : E˜′s → G˜s
unique à isomorphisme canonique près tel que le diagramme
(6.5.4.6) E˜′s
τs //
δ′

G˜s
κ

E˜′
τ // G˜
soit commutatif à isomorphisme près (cf. 5.1.6). Les foncteurs δ′∗ et κ∗ étant exacts, pour tout
groupe abélien F de E˜′s et tout entier i ≥ 0, on a un isomorphisme canonique
(6.5.4.7) κ∗(Riτs∗(F ))
∼
→ Riτ∗(δ
′
∗F ).
Il résulte de (6.5.1.4) et ([4] IV 9.4.3) que le diagramme de morphismes de topos
(6.5.4.8) E˜′s
τs //
σ′s

G˜s
πs
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
X ′s,e´t
est commutatif à isomorphisme canonique près.
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On a un isomorphisme canonique g∗(σ∗(Xη)) ≃ π∗(X ′η) (6.5.1.4). En vertu de ([4] IV 9.4.3),
il existe donc un morphisme de topos
(6.5.4.9) gs : G˜s → E˜s
unique à isomorphisme canonique près tel que le diagramme
(6.5.4.10) G˜s
gs //
κ

E˜s
δ

G˜
g // E˜
soit commutatif à isomorphisme près (cf. 5.1.4). Il résulte de (6.5.1.4) et ([4] IV 9.4.3) que le
diagramme de morphismes de topos
(6.5.4.11) G˜s
gs //
πs

E˜s
σs

X ′s,e´t
gs,e´t // Xs,e´t
est commutatif à isomorphisme canonique près.
Il résulte encore de ([4] IV 9.4.3) que le composé gs ◦ τs est le morphisme (5.1.8.4)
(6.5.4.12) Θs : E˜
′
s → E˜s.
Proposition 6.5.5. Supposons g propre, et considérons le diagramme de morphismes de topos,
commutatif à isomorphisme canonique près (6.5.1.4),
(6.5.5.1) G˜
g //
π

E˜
σ

X ′e´t
ge´t // Xe´t
Alors,
(i) Pour tout faisceau F de X ′e´t, le morphisme de changement de base relativement au dia-
gramme (6.5.5.1)
(6.5.5.2) σ∗(ge´t∗(F ))→ g∗(π∗(F ))
est un isomorphisme.
(ii) Pour tout faisceau abélien de torsion F de X ′e´t et tout entier q ≥ 0, le morphisme de
changement de base relativement au diagramme (6.5.5.1)
(6.5.5.3) σ∗(Rqge´t∗(F ))→ Rqg∗(π∗(F ))
est un isomorphisme.
C’est un cas particulier de 3.5.18.
Corollaire 6.5.6. Supposons g propre. Alors,
(i) Pour tout faisceau F de X ′s,e´t, le morphisme de changement de base relativement au dia-
gramme (6.5.4.11)
(6.5.6.1) σ∗s (gs,e´t∗(F ))→ gs∗(π
∗
s (F ))
est un isomorphisme.
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(ii) Pour tout faisceau abélien de torsion F de X ′s,e´t et tout entier q ≥ 0, le morphisme de
changement de base relativement au diagramme (6.5.4.11)
(6.5.6.2) σ∗s (R
qgs,e´t∗(F ))→ R
q
gs∗(π
∗
s (F ))
est un isomorphisme.
Cela résulte de 6.5.5 et ([1] 1.2.4). On notera pour (ii) que les foncteurs a∗, a′∗, δ∗ et κ∗
étant exacts, pour tout q ≥ 0, on a des isomorphismes canoniques a∗ ◦ Rqgs,e´t∗ ≃ Rqge´t∗ ◦ a′∗ et
δ∗ ◦ Rqgs∗ ≃ Rqg∗ ◦ κ∗.
6.5.7. Considérons un diagramme commutatif de morphismes de schémas
(6.5.7.1) U ′ //

U

X ′ // X
tel que les flèches verticales soient des morphismes étales. Pour tout préfaisceau F sur G, on définit
le préfaisceau FU ′→U sur E´tf/U◦ en posant pour tout V ∈ Ob(E´tf/U◦),
(6.5.7.2) FU ′→U (V ) = F (U ′ → U ← V ).
Si F est un faisceau de G˜, alors FU ′→U est un faisceau de U
◦
f e´t.
6.5.8. A tout point géométrique x′ de X ′, on associe une catégorie Cx′ de la façon suivante.
Les objets de Cx′ sont les diagrammes commutatifs de morphismes de schémas
(6.5.8.1) U ′ //

U

x′ //
>>⑥⑥⑥⑥⑥⑥⑥⑥
X ′ // X
tels que les morphismes U ′ → X ′ et U → X soient étales. Un tel objet sera noté (x′ → U ′ → U).
Soient (x′ → U ′ → U), (x′ → U ′1 → U1) deux objets de Cx′ . Un morphisme de (x
′ → U ′1 → U1)
vers (x′ → U ′ → U) est la donnée d’un X ′-morphisme U ′1 → U
′ et d’un X-morphisme U1 → U
tels que le diagramme
(6.5.8.2) U ′1 //

U1

x′ //
??⑦⑦⑦⑦⑦⑦⑦
U ′ // U
soit commutatif. On observera que les produits fibrés sont représentables dans Cx′ (cf. la preuve
de [2] VI.10.3). Les limites projectives finies sont donc représentables dans Cx′ (cf. [4] I 2.3). Par
suite, la catégorie Cx′ est cofiltrante ([4] I 2.7.1).
6.5.9. Soient (y  x′) un point de X ′e´t
←
×Xe´t X
◦
e´t (3.4.21), X
′ le localisé strict de X ′ en x′, X
le localisé strict de X en g(x′), Cx′ la catégorie associée à x′ dans 6.5.8. On désigne par u : y → X
le X-morphisme qui définit le point (y  x′), et par v : y → X
◦
le X
◦
-morphisme induit (5.1.2.2).
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Pour chaque objet (x′ → U ′ → U) de Cx′ (6.5.8), on a un X ′-morphisme canonique X
′ → U ′ et
un X-morphisme canonique X → U qui s’insèrent dans un diagramme commutatif
(6.5.9.1) X ′
g //

X

x′ //
??⑦⑦⑦⑦⑦⑦⑦⑦
U ′ // U
où on a encore noté g le morphisme induit par g. On en déduit un morphismeX → U . Le morphisme
v : y → X
◦
induit alors un point géométrique de U
◦
que l’on note encore y. Le diagramme
(6.5.9.2) X

y
uoo

U U
◦oo
est commutatif.
On désigne par ̺(y  x′) l’image de (y  x′) par le morphisme ̺ (6.5.1.5), qui est donc un
point de G˜, et par P̺(y x′) la catégorie des objets ̺(y  x
′)-pointés de G. On rappelle (3.4.22)
que les objets de P̺(y x′) sont des quadruplets formés d’un objet (U ′ → U ← V ) de G, d’un
X ′-morphisme X ′ → U ′, d’un X-morphisme X → U et d’un X
◦
-morphisme y → V tels que les
carrés du diagramme
(6.5.9.3) X ′

g // X

y
uoo

U ′ // U Voo
soient commutatifs. On dispose donc du foncteur
(6.5.9.4)
P̺(y x′) → Cx′
X ′

g // X

y
uoo

U ′ // U Voo
7→ X ′

g // X

U ′ // U
dont la catégorie fibre au-dessus d’un objet (x′ → U ′ → U) de Cx′ s’identifie à la catégorie des
voisinages de y dans E´tf/U◦ , autrement dit à la catégorie des revêtements étales y-pointés de U
◦
(6.5.9.2).
D’après (3.4.22.2) et ([4] IV (6.8.4)), pour tout préfaisceau F sur G, on a un isomorphisme
canonique
(6.5.9.5) F a̺(y x′)
∼
→ lim
−→
(x′→U′→U)∈C◦
x′
(F aU ′→U )ρU◦ (y),
où FU ′→U est le préfaisceau sur E´tf/U◦ défini dans (6.5.7.2) et ρU◦ : U
◦
e´t → U
◦
f e´t est le morphisme
canonique (2.1.17.1).
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6.5.10. Soient x′ un point géométrique de X ′, X ′ le localisé strict de X ′ en x′, X le localisé
strict de X en g(x′). On désigne par G (resp. G˜) le site (resp. topos) de Faltings relatif associé au
couple de morphismes (h : X
◦
→ X, g : X ′ → X) induits par h et g (5.1.2), par
(6.5.10.1) Φ: G˜→ G˜
le morphisme de fonctorialité (3.4.8.3) et par
(6.5.10.2) ϑ : X
◦
f e´t → G˜
le morphisme défini dans (3.4.24.9). On pose
(6.5.10.3) φx′ = ϑ
∗ ◦ Φ∗ : G˜→ X
◦
f e´t.
On note
(6.5.10.4) γ : X
′⊲
→ X
◦
le morphisme induit par g.
D’après 3.4.32, pour tout groupe abélien F de G˜ et tout entier q ≥ 0, on a un isomorphisme
canonique et fonctoriel
(6.5.10.5) Rqπ∗(F )x′
∼
→ Hq(X
◦
f e´t, φx′(F )).
6.5.11. Soit (y  x′) un point de X ′e´t
←
×Xe´t X
◦
e´t (3.4.21). Reprenons les notations de 6.5.10
et notons ρX◦ : X
◦
e´t → X
◦
f e´t le morphisme canonique (2.1.17.1). Le point (y  x
′) est défini par un
X-morphisme y → X et il induit donc un X
◦
-morphisme y → X
◦
. Pour tout objet F de G˜, on a
un isomorphisme canonique
(6.5.11.1) F̺(y x′)
∼
→ (φx′(F ))ρX◦ (y),
où ̺ est le morphisme (6.5.1.5). En effet, on vérifie aussitôt que le diagramme de morphismes de
topos
(6.5.11.2) X ′e´t
←
×X e´t X
◦
e´t

̺
// G˜
Φ

X ′e´t
←
×Xe´t X
◦
e´t
̺ // G˜
où ̺ est le morphisme canonique (3.4.7.2) et la flèche non libellée est le morphisme de fonctorialité,
est commutatif. L’isomorphisme (6.5.11.1) résulte alors de 3.4.26 en considérant (y  x′) comme
un point de X ′e´t
←
×X e´t X
◦
e´t.
Lemme 6.5.12. Soient (y1  x
′) et (y2  x
′) deux points de X ′e´t
←
×Xe´t X
◦
e´t, F un objet de G˜.
Alors, il existe un isomorphisme fonctoriel
(6.5.12.1) F̺(y1 x′)
∼
→ F̺(y2 x′).
En effet, notant X le localisé strict de X en g(x′), le schéma X est normal et strictement local
d’après ([2] III.3.7). Par suite, le schéma X
◦
est intègre. La proposition résulte alors de (6.5.11.1)
et du fait que tous les foncteurs fibres de X
◦
f e´t sont isomorphes ([2] VI.9.11).
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6.5.13. Reprenons les hypothèses et notations de 6.5.10, et désignons, de plus, par E′ (resp.
E˜
′
) le site (resp. topos) de Faltings associé au morphisme h′ : X
′⊲
→ X ′ induit par h′ (5.1.2) (cf.
3.3.2), par
(6.5.13.1) Φ′ : E˜
′
→ E˜′
le morphisme de fonctorialité ([2] VI.10.12), par
(6.5.13.2) τ : E˜
′
→ G˜
le morphisme canonique (3.4.16.3) et par
(6.5.13.3) θ′ : X
′⊲
f e´t → E˜
′
le morphisme défini dans ([2] (VI.10.23.1)). On pose
(6.5.13.4) ϕ′x′ = θ
′∗ ◦ Φ′∗ : E˜′ → X
′⊲
f e´t.
Proposition 6.5.14. Conservons les hypothèses et notations de 6.5.10 et 6.5.13.
(i) Le diagramme de morphismes de topos
(6.5.14.1) E˜
′ Φ′ //
τ

E˜′
τ

G˜
Φ // G˜
est commutatif à isomorphisme canonique près.
(ii) Pour tout groupe abélien F de E˜′ et tout entier q ≥ 0, le morphisme de changement de
base relativement au diagramme (6.5.14.1)
(6.5.14.2) Φ∗(Rqτ∗(F ))→ Rqτ∗(Φ
′∗(F ))
est un isomorphisme.
(i) Cela résulte aussitôt des définitions (3.4.8.3) et (3.4.16.3).
(ii) Soient Cx′ la catégorie définie dans 6.5.8, (x′ → U ′ → U) un objet de Cx′ . On a un
isomorphisme canonique
(6.5.14.3) τ∗((U ′ → U ← U
◦
)a)
∼
→ (U
′⊲
→ U ′)a.
On désigne par G˜U ′→U le topos de Faltings relatif associé au couple de morphismes (U
◦
→ U,U ′ →
U) (3.4.1) et par E˜′U ′ le topos de Faltings associé au morphisme U
′⊲
→ U ′ (3.3.2). Le diagramme
de morphismes de fonctorialité de topos
(6.5.14.4) E˜
′ Ψ
′
U′ //
τ

E˜′U ′
Φ′
U′ //
τU′→U

E˜′
τ

G˜
ΨU′→U // G˜U ′→U
ΦU′→U // G˜
est commutatif à isomorphisme canonique près. D’après 3.4.11, on a une équivalence canonique de
topos
(6.5.14.5) G˜U ′→U
∼
→ G˜/(U ′→U←U◦)a ,
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et le morphisme ΦU ′→U s’identifie au morphisme de localisation de G˜ en (U ′ → U ← U
◦
)a. D’après
([2] VI.10.14), on a une équivalence canonique de topos
(6.5.14.6) E˜′U ′
∼
→ E˜′
/(U
′⊲
→U ′)a
,
et le morphisme Φ′U ′ s’identifie au morphisme de localisation de E˜
′ en (U
′⊲
→ U ′)a. De plus,
τU ′→U s’identifie au morphisme déduit de τ par localisation en vertu de (6.5.14.3) et ([4] IV 5.11).
Soit (x′ → U ′0 → U0) un objet de Cx′ tel que les schémas U0 et U
′
0 soient affines. On désigne
par I la sous-catégorie pleine de (Cx′)/(x′→U ′0→U0) formée des objets (x
′ → U ′ → U) tels que les
morphismes U ′ → U ′0 et U → U0 soient affines. Le foncteur canonique I → Cx′ est alors cofinal et
la catégorie I est cofiltrante d’après ([4] I 8.1.3).
Suivant 3.5.2, on désigne par
(6.5.14.7) A→ I
le topos fibré obtenu en associant à tout objet (x′ → U ′ → U) de I le topos G˜U ′→U , et à tout
morphisme de I donné par le diagramme commutatif
(6.5.14.8) U ′1 //

U1

x′ //
??⑦⑦⑦⑦⑦⑦⑦
U ′ // U
le foncteur image inverse G˜U ′→U → G˜U ′1→U1 par le morphisme de fonctorialité. En vertu de 3.5.3,
les morphismes ΨU ′→U identifient le topos G˜ à la limite projective du topos fibré A.
Suivant ([2] VI.11.2), on désigne par
(6.5.14.9) B→ I
le topos fibré obtenu en associant à tout objet (x′ → U ′ → U) de I le topos E˜′U ′ , et à tout morphisme
de I donné par le diagramme commutatif (6.5.14.8) le foncteur image inverse E˜′U ′ → E˜
′
U ′1
par le
morphisme de fonctorialité. En vertu de ([2] VI.11.3), les morphismes ΨU ′ identifient le topos E˜
′
à la limite projective du topos fibré B.
Les morphismes τU ′→U , pour (x′ → U ′ → U) ∈ Ob(I), définissent un morphisme de topos
fibrés ([4] VI 7.1.6)
(6.5.14.10) Λ: B→ A.
Le morphisme τ se déduit de Λ par passage à la limite projective ([4] VI 8.1.4).
D’après ([4] VI 8.7.5), pour tout groupe abélien F de E˜′, on a un isomorphisme canonique
(6.5.14.11) τ∗(Φ
′∗(F ))
∼
→ lim
−→
(x′→U′→U)∈Ob(I)
Ψ∗U ′→U (τU ′→U∗(Φ
′∗
U ′(F ))).
On notera que les conditions requises dans ([4] VI 8.7.1) sont satisfaites en vertu de 3.3.5, 3.4.20
et ([4] VI 3.3 et 5.1). Par ailleurs, compte tenu de ([1] 1.2.4(ii)), le morphisme (6.5.14.2) s’identifie
à la limite inductive des morphismes
(6.5.14.12) Ψ∗U ′→U (Φ
∗
U ′→U (τ∗(F )))→ Ψ
∗
U ′→U (τU ′→U∗(Φ
′∗
U ′(F )))
déduits des morphismes de changement de base relativement au carré de droite de (6.5.14.4). Ces
derniers sont des isomorphismes d’après ([4] V 5.1(3)) ; d’où la proposition.
Proposition 6.5.15. Conservons les hypothèses et notations de 6.5.10 et 6.5.13.
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(i) Le diagramme de morphismes de topos
(6.5.15.1) X
′⊲
f e´t
θ′ //
γ
fe´t

E˜
′
τ

X
◦
f e´t
ϑ // G˜
est commutatif à isomorphisme canonique près.
(ii) Pour tout groupe abélien F de E˜
′
et tout entier q ≥ 0, le morphisme de changement de
base relativement au diagramme (6.5.15.1)
(6.5.15.2) ϑ∗(Rqτ∗(F ))→ R
qγ
f e´t∗
(θ′∗(F ))
est un isomorphisme.
(i) On désigne par Gf la sous-catégorie pleine de G (6.5.10) formée des objets (U
′ → U ← V )
tels que les morphismes U → X et U ′ → X ′ soient finis étales. Il s’ensuit que le morphisme V → X
◦
est aussi fini étale. On munit Gf de la topologie engendrée par les recouvrements de type (a), (b)
et (c) (3.4.1). Le topos des faisceaux de U-ensembles sur Gf est le produit orienté X
′
f e´t
←
×Xfe´t X
◦
f e´t
des morphismes de topos g
f e´t
: X ′f e´t → X f e´t et hf e´t : X
◦
f e´t → X f e´t (cf. [2] VI.3.7 et VI.3.10).
Pour tout U ∈ Ob(E´tscoh/X) (2.1.17), on désigne par U f la somme disjointe des localisés stricts
de U en les points de Ug(x′) ; c’est un sous-schéma ouvert et fermé de U , qui est fini sur X ([30]
18.5.11). De même, pour tout U ′ ∈ Ob(E´tscoh/X′), on désigne par U ′f la somme disjointe des
localisés stricts de U ′ en les points de U ′x′ .
D’après 3.4.24, le foncteur
(6.5.15.3) ν+ : Gscoh → Gf
(U ′ → U ← V ) 7→ (U ′f → U f ← U f ×U V ).
est exact à gauche et continu. Compte tenu de 3.4.19(iii), il définit donc un morphisme de topos
(6.5.15.4) ν : X ′f e´t
←
×Xfe´t X
◦
f e´t → G˜.
Le 2-isomorphisme canonique hf e´tγf e´t
∼
→ g
f e´t
h′f e´t induit un morphisme
(6.5.15.5) t : X
′⊲
f e´t → X
′
f e´t
←
×Xfe´t X
◦
f e´t
qui s’insère dans un diagramme (non-commutatif)
(6.5.15.6) X
′⊲
f e´t
t

h′fe´t
yyrrr
rr
rr
rr
rr
r
γ
fe´t
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
X ′f e´t
g
fe´t &&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
X ′f e´t
←
×Xfe´t X
◦
f e´t
p1oo p2 // X
◦
f e´t
hfe´txxqqq
qq
qq
qq
qq
q
X f e´t
D’après ([2] VI.3.6), pour tout objet (U ′ → U ← V ) de Gf , on a un isomorphisme canonique
(6.5.15.7) t∗((U ′ → U ← V )a)
∼
→ U
′⊲
×U◦ V.
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Pour tout objet (U ′ → U ← V ) de G, on a un isomorphisme canonique
(6.5.15.8) τ∗((U ′ → U ← V )a)
∼
→ (U
′⊲
×U◦ V → U
′)a.
Pour tout objet (W → U ′) de E′scoh, on a un isomorphisme canonique
(6.5.15.9) θ′∗((W → U ′)a)
∼
→ U ′f ×U ′ W.
Pour tout objet (U ′ → U ← V ) de Gscoh, posant U
′f⊲
= U ′f ×U ′ U
′⊲
et U
f◦
= U f ×U U
◦
, on
a un isomorphisme canonique
(6.5.15.10) U ′f ×U ′ U
′⊲
×U◦ V
∼
→ U
′f⊲
×
U
f◦ U f ×U V.
On en déduit que le diagramme
(6.5.15.11) X
′⊲
f e´t
θ′ //
t

E˜
′
τ

X ′f e´t
←
×Xfe´t X
◦
f e´t
ν // G˜
est commutatif à isomorphisme canonique près.
On désigne par ρX : X e´t → X f e´t et ρX′ : X
′
e´t → X
′
f e´t les morphismes canoniques (2.1.17.1), par
ǫ : X f e´t → Ens et ǫ
′ : X ′f e´t → Ens les projections canoniques et par ι : Ens → X f e´t et ι
′ : Ens →
X ′f e´t les points ρX(g(x
′)) et ρX′(x′), respectivement. On notera que ǫ, ǫ′, ι et ι′ sont des équivalences
de topos. Les morphismes de topos idX◦fe´t et ι
′ǫhf e´t : X
◦
f e´t → X
′
f e´t et le 2-isomorphisme
(6.5.15.12) hf e´t
∼
→ g
f e´t
ι′ǫhf e´t
induit par l’isomorphisme canonique idXfe´t
∼
→ ιǫ et la relation ι = g
f e´t
ι′, définissent un morphisme
(6.5.15.13) µ : X
◦
f e´t → X
′
f e´t
←
×Xfe´t X
◦
f e´t
qui s’insère dans un diagramme (non-commutatif)
(6.5.15.14) Ens
ι′

X
◦
f e´t
µ

ǫhfe´too
id
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
X ′f e´t
g
fe´t &&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
X ′f e´t
←
×Xfe´t X
◦
f e´t
p1oo p2 // X
◦
f e´t
hfe´txxqqq
qq
qq
qq
qq
q
X f e´t
Le carré et le triangle du diagramme
(6.5.15.15) X ′f e´t
ǫ′
}}④④
④④
④④
④④
④
g
fe´t

X
′⊲
f e´t
γ
fe´t

h′fe´too
Ens X f e´t
ǫoo X
◦
f e´t
hfe´too
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sont commutatifs à isomorphismes canoniques près. D’après la propriété universelle des produits
orientés ([2] VI.3.7), l’isomorphisme canonique idX′fe´t
∼
→ ι′ǫ′ induit donc un isomorphisme
(6.5.15.16) t
∼
→ µγ
f e´t
.
La proposition résulte alors de (6.5.15.11) et (6.5.15.16).
(ii) Considérons le diagramme commutatif
(6.5.15.17) X
′⊲
f e´t
θ′ //
γ
fe´t

E˜
′
τ

X
◦
f e´t
ϑ // G˜
λ

X
◦
f e´t X
◦
f e´t
où λ est le morphisme canonique (3.4.4.4). En vertu de 3.4.28, le morphisme de changement de
base
(6.5.15.18) λ∗ → ϑ
∗
est un isomorphisme ; en particulier, le foncteur λ∗ est exact. Par suite, d’après ([1] 1.2.4(v)), le
diagramme
(6.5.15.19) Rq(λτ )∗ // Rqγf e´t∗θ
′∗
λ∗R
qτ∗
// ϑ∗Rqτ∗ // R
qγ
f e´t∗
θ′∗
où les flèches horizontales sont les morphismes de changement de base relativement aux deux carrés
et au rectangle extérieur du diagramme (6.5.15.17), est commutatif.
Considérons le diagramme commutatif
(6.5.15.20) X
′⊲
f e´t
θ′ // E˜
′
β′

X
′⊲
f e´t
γ
fe´t

X
′⊲
f e´t
γ
fe´t

X
◦
f e´t X
◦
f e´t
où β′ est le morphisme canonique ([2] (VI.10.6.3)). En vertu de ([2] VI.10.27), le morphisme de
changement de base
(6.5.15.21) β′
∗
→ θ′∗
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est un isomorphisme ; en particulier, le foncteur β′
∗
est exact. Par suite, d’après ([1] 1.2.4(v)), le
diagramme
(6.5.15.22) Rq(γ
f e´t
β′)∗ // (Rqγf e´t∗)θ
′∗
(Rqγ
f e´t∗
)β′
∗
// (Rqγ
f e´t∗
)θ′∗
où les flèches horizontales sont les morphismes de changement de base relativement au carré su-
périeur et au rectangle extérieur du diagramme (6.5.15.20), est commutatif. La flèche horizontale
supérieure est donc un isomorphisme.
Comme le diagramme
(6.5.15.23) E˜
′ β
′
//
τ

X
′⊲
f e´t
γ
fe´t

G˜
λ // X
◦
f e´t
est commutatif à isomorphisme canonique près (3.4.16.4), on déduit de ce qui précède que la flèche
horizontale supérieure du diagramme (6.5.15.19) est un isomorphisme. La proposition s’ensuit
puisque (6.5.15.18) est un isomorphisme.
Corollaire 6.5.16. Conservons les hypothèses et notations de 6.5.10 et 6.5.13.
(i) Pour tout groupe abélien F de E˜′ et tout entier q ≥ 0, on a un isomorphisme canonique
fonctoriel
(6.5.16.1) φx′(R
qτ∗(F ))
∼
→ Rqγ
f e´t∗
(ϕ′x′(F )).
(ii) Pour toute suite exacte de faisceaux abéliens 0→ F ′ → F → F ′′ → 0 de E˜′ et tout entier
q ≥ 0, le diagramme
(6.5.16.2) φx′(Rqτ∗(F ′′)) //

φx′(R
q+1τ∗(F
′))

Rqγ
f e´t∗
(ϕx′(F
′′)) // Rq+1γ
f e´t∗
(ϕx′(F
′))
où les flèches verticales sont les isomorphismes canoniques (6.5.16.1) et les flèches horizon-
tales sont les bords des suites exactes longues de cohomologie, est commutatif.
(i) Cela résulte aussitôt de 6.5.14 et 6.5.15.
(ii) Cela résulte de la fonctorialité de la version dérivée du morphisme de changement de base.
Corollaire 6.5.17. Soient (y  x′) un point de X ′e´t
←
×Xe´t X
◦
e´t (3.4.21), X
′ le localisé strict de
X ′ en x′, X le localisé strict de X en g(x′), γ : X
′⊲
→ X
◦
le morphisme induit par g, ρX◦ : X
◦
e´t →
X
◦
f e´t le morphisme canonique (2.1.17.1). On considère y comme un point géométrique de X
◦
par
le X
◦
-morphisme y → X
◦
induit (y  x′).
(i) Pour tout groupe abélien F de E˜′ et tout entier q ≥ 0, on a un isomorphisme canonique
fonctoriel
(6.5.17.1) (Rqτ∗(F ))̺(y x′)
∼
→ Rqγ
f e´t∗
(ϕ′x′(F ))ρX◦ (y).
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(ii) Pour toute suite exacte de faisceaux abéliens 0→ F ′ → F → F ′′ → 0 de E˜′ et tout entier
q ≥ 0, le diagramme
(6.5.17.2) (Rqτ∗(F ′′))̺(y x′) //

(Rq+1τ∗(F
′))̺(y x′)

Rqγ
f e´t∗
(ϕx′(F
′′))ρX◦ (y)
// Rq+1γ
f e´t∗
(ϕx′(F
′))ρX◦(y)
où les flèches verticales sont les isomorphismes canoniques (6.5.17.1) et les flèches horizon-
tales sont les bords des suites exactes longues de cohomologie, est commutatif.
Cela résulte de 6.5.16 et (6.5.11.1).
6.5.18. Pour tout objet (U ′ → U ← V ) de G, on note U
′V
la fermeture intégrale de U
′
dans
U ′ ×U V .
(6.5.18.1) U
′
U
′Voo
U ′

U
′◦

oo
OO
U ′ ×U Voo

OO
U U
◦oo Voo
On désigne par B
!
le préfaisceau sur G défini pour tout (U ′ → U ← V ) ∈ Ob(G) par
(6.5.18.2) B
!
(U ′ → U ← V ) = Γ(U
′V
,O
U
′V ).
C’est un faisceau pour la topologie co-évanescente de G d’après 3.6.4. On observera que X
′
est
normal et localement irréductible d’après ([2] III.4.2(iii)).
Compte tenu de 3.6.3, on a un homomorphisme canonique (3.6.6.6)
(6.5.18.3) B → g∗(B
!
),
où B est l’anneau de E˜ défini dans (5.1.5.1). De même, on a un homomorphisme canonique
(6.5.18.4) B
!
→ τ∗(B
′
),
où B
′
est l’anneau de E˜′ défini dans (5.1.7.1). On a enfin un homomorphisme canonique (3.6.1.5)
(6.5.18.5) ~′∗(OX′)→ π∗(B
!
).
Lemme 6.5.19. L’homomorphisme canonique B
!
→ τ∗(B
′
) (6.5.18.4) est un isomorphisme.
En effet, comme X
′
est normal et localement irréductible ([2] III.4.2(iii)), pour tout objet
(U ′ → U ← V ) deG, les schémas U
′
et U ′×UV sont normaux et localement irréductibles ([2] III.3.3)
et il en est de même de U
′V
(3.6.2). Par ailleurs, l’immersion X ′⊲ → X ′ étant schématiquement
dominante ([2] III.4.2(iv)), il en est de même des immersions V ×X◦X ′⊲ → V ×XX ′ et U ′×(U×XX′)
(V ×X◦ X ′⊲) → U ′ ×U V ([30] 11.10.5). Par suite, U
′V
est la fermeture intégrale de U
′
dans
U ′ ×(U×XX′) (V ×X◦ X
′⊲), d’où la proposition. On notera que le morphisme canonique
(6.5.19.1) U
′⊲
×U◦ V → U
′ ×(U×XX′) (V ×X◦ X
′⊲)
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est un isomorphisme.
Proposition 6.5.20. Soient (y  x′) un point de X ′e´t
←
×Xe´t X
◦
e´t (3.4.21) tel que x
′ soit au-
dessus de s, ̺(y  x′) son image par le morphisme ̺ (6.5.1.5), qui est donc un point de G˜, X ′ le
localisé strict de X ′ en x′. Alors,
(i) La fibre B
!
̺(y x′) de B
!
en ̺(y  x′) est un anneau normal et strictement local.
(ii) On a un isomorphisme canonique
(6.5.20.1) (~′∗(OX ′))x′
∼
→ Γ(X
′
,OX′).
(iii) L’homomorphisme
(6.5.20.2) (~′∗(OX ′))x′ → B
!
̺(y x′)
induit par l’homomorphisme canonique π∗(~′∗(OX ′))→ B
!
(6.5.18.5) est injectif et local.
On rappelle que les schémas X et X
′
sont normaux et localement irréductibles d’après ([2]
III.4.2(iii)). Le corps résiduel de OK étant algébriquement clos (5.1.1), on peut identifier x′ à un
point géométrique de X
′
. D’après ([2] III.3.7), le schéma X
′
est normal et strictement local. Il
s’identifie donc au localisé strict de X
′
en x′. De même, notant X le localisé strict de X en g(x′),
le schéma X est normal et strictement local, et il s’identifie au localisé strict de X en g(x′).
On désigne par G˜ le topos de Faltings relatif associé au couple de morphismes (X
◦
→ X,X ′ →
X), par
(6.5.20.3) Φ: G˜→ G˜
le morphisme de fonctorialité (3.4.8.3), et par
π : G˜ → X ′e´t,(6.5.20.4)
̺ : X ′e´t
←
×X e´t X
◦
e´t → G˜,(6.5.20.5)
les morphismes canoniques (3.4.4.3) et (3.4.7.2). On note B
!
l’anneau de G˜ défini dans 3.6.1 par
la factorisation canonique
(6.5.20.6) X
′◦
−→ X
′ ~′
−→ X ′.
D’après 3.6.9, on a un isomorphisme canonique
(6.5.20.7) Φ−1(B
!
)
∼
→ B
!
.
En vertu de ([38] 4.5, [57] II.4.2 et [18] 5.7.8(iii)), le morphisme g : X ′ → X est plat à fibres
géométriquement réduites. Par suite, d’après 2.3.2 appliqué au morphisme X
′
→ X induit par
g, pour tout revêtement étale V → X
◦
tel que V soit connexe, le schéma V ×X X
′ est connexe.
Considérons (y  x′) aussi comme un point de X ′e´t
←
×X e´t X
◦
e´t. En vertu de 3.6.5, la fibre B
!
̺(y x′)
de B
!
en ̺(y  x′) est donc un anneau normal et strictement local et l’homomorphisme
(6.5.20.8) (~′∗(OX ′))x′ → B
!
̺(y x′)
induit par l’homomorphisme canonique π∗(~′∗(OX ′)) → B
!
(6.5.18.5) est injectif et local. Les
propositions (i) et (iii) s’ensuivent compte tenu de (6.5.11.2) et (6.5.20.7). La proposition (ii)
résulte aussitôt de (2.1.18.8).
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6.5.21. Considérons un diagramme commutatif de morphismes de schémas
(6.5.21.1) U ′ //

U

X ′ // X
tel que les flèches verticales soient des morphismes étales et soit y un point géométrique de U
◦
.
Le schéma U étant localement irréductible d’après ([2] III.3.3 et III.4.2(iii)), il est la somme des
schémas induits sur ses composantes irréductibles. On note U
⋆
la composante irréductible de U
contenant y. De même, U
◦
est la somme des schémas induits sur ses composantes irréductibles et
U
⋆◦
= U
⋆
×X X◦ est la composante irréductible de U
◦
contenant y. On note Bπ1(U⋆◦,y) le topos
classifiant du groupe profini π1(U
⋆◦
, y) et
(6.5.21.2) ψy : U
⋆◦
f e´t
∼
→ Bπ1(U⋆◦,y)
le foncteur fibre de U
⋆◦
f e´t en y (2.1.20.4).
Considérons l’anneau B
!
U ′→U de U
◦
f e´t défini dans (6.5.7.2) et posons
(6.5.21.3) R
!y
U ′→U = ψy(B
!
U ′→U |U
⋆◦
).
Explicitement, soit (Vi)i∈I le revêtement universel normalisé de U
⋆◦
en y (2.1.20). Pour chaque
i ∈ I, (U ′ → U ← Vi) est naturellement un objet de G. On a alors
(6.5.21.4) R
!y
U ′→U = lim−→
i∈I
B
!
(U ′ → U ← Vi).
Considérons l’anneau BU de U
◦
f e´t défini dans (4.1.6.3) et posons
(6.5.21.5) R
y
U = ψy(BU |U
⋆◦
).
Pour chaque i ∈ I, (Vi → U) est naturellement un objet de E. On a alors
(6.5.21.6) R
y
U = lim−→
i∈I
B(Vi → U).
L’homomorphisme canonique g∗(B) → B
!
(6.5.18.3) induit pour tout i ∈ I, un morphisme
(fonctoriel en i)
(6.5.21.7) B(Vi → U)→ B
!
(U ′ → U ← Vi).
On en déduit par passage à la limite inductive un homomorphisme
(6.5.21.8) R
y
U → R
!y
U ′→U .
6.5.22. Conservons les hypothèses et notations de 6.5.21, supposons de plus qu’il existe un
point géométrique y′ de U
′⊲
au-dessus du point géométrique y de U
◦
. Le schéma U
′
étant normal et
localement irréductible, il est la somme des schémas induits sur ses composantes irréductibles. On
note U
′⋆
la composante irréductible de U
′
contenant y′. De même, U
′⊲
est la somme des schémas
induits sur ses composantes irréductibles et U
′⋆⊲
= U
′⋆
×X′ X ′⊲ est la composante irréductible de
U
′⊲
contenant y′. On note Bπ1(U ′⊲◦,y′) le topos classifiant du groupe profini π1(U
′⋆⊲
, y′) et
(6.5.22.1) ψ′y′ : U
′⋆⊲
f e´t
∼
→ B
π1(U
′⋆⊲
,y′)
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le foncteur fibre de U
′⋆⊲
f e´t en y
′ (2.1.20.4). On pose
(6.5.22.2) R
′y′
U ′ = ψ
′
y′(B
′
U ′ |U
′⋆⊲
).
Explicitement, soit (Wj)j∈J le revêtement universel normalisé de U
′⋆⊲
en y′ (2.1.20). Pour chaque
j ∈ J , (Wj → U ′) est naturellement un objet de E′. On a alors
(6.5.22.3) R
′y′
U ′ = lim−→
j∈J
B
′
(Wj → U
′).
Pour tout i ∈ I, on a un U
◦
-morphisme canonique y → Vi. On en déduit un U
′⊲
-morphisme
y′ → Vi×U◦ U
′⊲
. Le schéma Vi×U◦ U
′⊲
étant localement irréductible, il est la somme des schémas
induits sur ses composantes irréductibles. On note V ′i la composante irréductible de Vi ×U◦ U
′⊲
contenant l’image de y′. Les schémas (V ′i )i∈I forment naturellement un système projectif de revê-
tements étales finis connexes y′-pointés de U
′⋆⊲
. Compte tenu de l’isomorphisme (6.5.19.1), on a
un isomorphisme canonique de E˜′
(6.5.22.4) τ∗((U ′ → U ← Vi)
a)
∼
→ (Vi ×U◦ U
′⊲
→ U ′)a.
D’après 6.5.19, on en déduit un homomorphisme canonique (fonctoriel en i)
(6.5.22.5) B
!
(U ′ → U ← Vi) = B
′
(Vi ×U◦ U
′⊲
→ U ′)→ B
′
(V ′i → U
′).
Posant
(6.5.22.6) R
⋄y′
U ′→U = lim−→
i∈I
B
′
(V ′i → U
′),
on a donc un homomorphisme canonique
(6.5.22.7) R
!y
U ′→U → R
⋄y′
U ′→U .
Pour tous i ∈ I et j ∈ J , il existe au plus un morphisme de U
′⋆⊲
-schémas pointés Wj → V ′i .
De plus, pour tout i ∈ I, il existe j ∈ J et un morphisme de U
′⋆⊲
-schémas pointés Wj → V ′i . On
a donc un homomorphisme
(6.5.22.8) R
⋄y′
U ′→U = lim
−→
i∈I
B
′
(V ′i → U
′)→ lim
−→
j∈J
B
′
(Wj → U
′) = R
′y′
U ′ .
On dispose donc de trois homomorphismes canoniques
(6.5.22.9) R
y
U → R
!y
U ′→U → R
⋄y′
U ′→U → R
′y′
U ′ .
Remarque 6.5.23. Conservons les hypothèses et notations de 6.5.21 et 6.5.22. Pour tout i ∈ I,
le schéma U
′Vi est normal et localement irréductible (3.6.2). Il est donc la somme des schémas
induits sur ses composantes irréductibles, et U
′V ′i est la composante irréductible contenant l’image
canonique de y′. Si, de plus, le schéma U ′ est affine, l’homomorphisme (6.5.22.5)
(6.5.23.1) B
!
(U ′ → U ← Vi)→ B
′
(V ′i → U
′)
est donc surjectif, et son noyau est engendré par un idempotent de B
!
(U ′ → U ← Vi). Par ailleurs,
pour tous (i, j) ∈ I2 avec i ≥ j, le morphisme canonique U
′V ′i → U
′V ′j est entier et dominant.
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On en déduit que l’anneau R
⋄y′
U ′→U est intègre et normal ([27] 0.6.1.6(i) et 0.6.5.12(ii)), et que
l’homomorphisme (6.5.22.7)
(6.5.23.2) R
!y
U ′→U → R
⋄y′
U ′→U
est surjectif et son noyau engendré par des idempotents de R
!y
U ′→U .
On observera que l’anneau R
!y
U ′→U (6.5.21.4) (resp. R
⋄y′
U ′→U (6.5.22.6)) correspond à l’anneau
noté R
!
dans (5.2.7.2) (resp. R
⋄
dans (5.2.7.5)).
Remarque 6.5.24. D’après (6.5.9.5), pour tout point (y  x′) de X ′e´t
←
×Xe´t X
◦
e´t, on a un
isomorphisme canonique
(6.5.24.1) B
!
̺(y x′)
∼
→ lim
−→
(x′→U′→U)∈C◦
x′
R
!y
U ′→U ,
où Cx′ est la catégorie définie dans 6.5.8 et R
!y
U ′→U est l’anneau (6.5.21.3) qui est clairement
fonctoriel sur C ◦x′ .
6.5.25. Soient (y′  x′) un point de X ′e´t
←
×X′e´t X
′⊲
e´t , X
′ le localisé strict de X ′ en x′. La
donnée de (y′  x′) est équivalente à la donnée d’un X ′-morphisme u′ : y′ → X ′. On en déduit
un X
′⊲
-morphisme v′ : y′ → X
′⊲
(5.1.2.3). On désigne par V′x′ la catégorie des X
′-schémas étales
x′-pointés. Pour tout objet (x′ → U ′) de V′x′ , on a un X
′-morphisme canonique X ′ → U ′. On en
déduit un morphisme X
′
→ U
′
. Le morphisme v′ : y′ → X
′⊲
induit alors un point géométrique de
U
′⊲
que l’on note encore y′.
La correspondance qui à tout objet (x′ → U ′) de V′◦x′ associe l’anneau R
′y′
U ′ (6.5.22.2) est
fonctorielle. On pose
(6.5.25.1) R
′y′
X′ = lim−→
(x′→U′)∈V′◦
x′
R
′y′
U ′ .
Posons x = g(x′) et y = γ(y′) (6.5.1.2) qui sont donc des points géométriques de X et X
◦
respectivement, et notons (y  x′) l’image de (y′  x′) par le morphisme canonique
(6.5.25.2) X ′e´t
←
×X′
e´t
X
′⊲
e´t → X
′
e´t
←
×Xe´t X
◦
e´t.
On désigne par X le localisé strict de X en x et par Vx la catégorie des X-schémas étales x-pointés.
Le point (y  x′) définit pour tout objet (x → U) de V◦x, un point géométrique de U
◦
que l’on
note encore y. La correspondance qui à tout objet (x → U) de V◦x associe l’anneau R
y
U (6.5.21.6)
est fonctorielle. On pose
(6.5.25.3) R
y
X = lim−→
(x→U)∈V◦
x
R
y
U .
Considérons la catégorie Cx′ définie dans 6.5.8. La correspondance qui à tout objet (x′ → U ′ →
U) de C ◦x′ associe l’anneau R
!y
U ′→U (6.5.21.3) est fonctorielle. On pose
(6.5.25.4) R
!y
X′→X = lim
−→
(x′→U′→U)∈C◦
x′
R
!y
U ′→U .
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De même, la correspondance qui à tout objet (x′ → U ′ → U) de C ◦x′ associe l’anneau R
⋄y′
U ′→U
(6.5.22.8) est fonctorielle. On pose
(6.5.25.5) R
⋄y′
X′→X = lim
−→
(x′→U′→U)∈C◦
x′
R
⋄y′
U ′→U .
Pour tout objet (x′ → U ′ → U) de Cx′ , le diagramme
(6.5.25.6) y′ //

y

U
′⊲ // U
◦
est commutatif. On a donc trois homomorphismes canoniques fonctoriels (6.5.22.9)
(6.5.25.7) R
y
U → R
!y
U ′→U → R
⋄y′
U ′→U → R
′y′
U ′ .
On en déduit par passage à la limite trois homomorphismes
(6.5.25.8) R
y
X → R
!y
X′→X → R
⋄y′
X′→X → R
′y′
X′ .
Compte tenu de (4.1.12.3), (6.5.24.1) et (6.5.1.6), le premier homomorphisme et le composé des
deux autres s’identifient aux homomorphismes
(6.5.25.9) Bρ(y x) → B
!
̺(y x′) → B
′
ρ′(y′ x′)
induits par les adjoints des homomorphismes (6.5.18.3) et (6.5.18.4), respectivement.
Proposition 6.5.26. Conservons les hypothèses de 6.5.25, supposons de plus que x′ soit au-
dessus de s. Alors, l’homomorphisme (6.5.25.8)
(6.5.26.1) R
!y
X′→X → R
⋄y′
X′→X
est un isomorphisme.
En effet, pour tout objet (x′ → U ′ → U) de Cx′ , on a un diagramme commutatif d’homomor-
phismes d’anneaux (sans la flèche pointillée)
(6.5.26.2) R
!y
U ′→U
u // //
ι

R
⋄y′
U ′→U
//


w
zz
R
′y′
U ′

R
!y
X′→X
v // // R
⋄y′
X′→X
// R
′y′
X′
B
!
̺(y x′)
// B
′
ρ′(y′ x′)
D’après 6.5.23, l’homomorphisme u est surjectif et son noyau est engendré par des idempotents de
R
!y
U ′→U . L’homomorphisme v est donc surjectif. Montrons que ι se factorise à travers u. Il suffit
de montrer que pour tout idempotent e de R
!y
U ′→U tel que u(e) = 0, on a ι(e) = 0. En vertu de
6.5.20, l’anneau R
!y
X′→X est normal et strictement local (et donc intègre). Si ι(e) n’était pas nul,
on aurait ι(e) = 1. Par suite, l’image de e dans R
′y′
X′ vaudrait également 1. Mais elle vaut aussi 0
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car u(e) = 0. Par suite, l’anneau R
′y′
X′ serait nul, ce qui est absurde puisqu’il est intègre d’après ([2]
III.10.10(i)). Il existe donc une flèche pointillée w telle que ι = w ◦ u. Comme u est surjectif, on en
déduit que  = v ◦w. De plus, les homomorphismes w pour (x′ → U ′ → U) ∈ Ob(C ◦x′) forment un
système compatible, dont la limite inductive est une section v′ de v qui est surjective compte tenu
de la relation ι = w ◦ u ; d’où la proposition.
Lemme 6.5.27. Pour tout n ≥ 0, l’anneau B
!
/pnB
!
est un objet de G˜s.
En effet, pour tout point (y  x′) de X ′e´t
←
×Xe´t X
◦
e´t (3.4.21) tel que x
′ soit au-dessus de
η, l’homomorphisme canonique π−1(OX′) → B
!
(6.5.18.5) induit un homomorphisme OX′,x′ →
B
!
̺(y x′) (3.4.21.1). Par suite, p est inversible dans B
!
̺(y x′), d’où la proposition en vertu de
6.5.3.
6.5.28. Pour tout entier n ≥ 1, on pose
(6.5.28.1) B
!
n = B
!
/pnB
!
.
On note a′ : X ′s → X
′, a′n : X
′
s → X
′
n (4.1.1.3), ιn : X
′
n → X
′ et ι′n : X
′
n → X
′
les injections
canoniques. Le corps résiduel de OK étant algébriquement clos, il existe un unique S-morphisme
s→ S. Celui-ci induit des immersions fermées a′ : X ′s → X
′
et a′n : X
′
s → X
′
n qui relèvent a
′ et a′n,
respectivement.
(6.5.28.2) X ′s an
//
a′
((
X
′
n
ι′n
//
~′n

X
′
~′

X ′s
a′n //
a′
66X
′
n
ι′n // X ′
L’homomorphisme canonique π−1(~∗(OX′))→ B
!
(6.5.18.5) induit un homomorphisme
(6.5.28.3) π−1(ι′n∗(~
′
n∗(OX ′n
)))→ B
!
n.
Comme a′n est un homéomorphisme universel, on peut considérer OX′n comme un faisceau de X
′
s,e´t.
On peut alors identifier les anneaux ι′n∗(~
′
n∗(OX ′n
)) et a′∗(OX ′n) de X
′
e´t et par suite les anneaux
π−1(ι′n∗(~
′
n∗(OX′n
))) et κ∗(π∗s (OX ′n)) de G˜s (6.5.4.3). Comme B
!
n est un objet de G˜s (6.5.27), on
peut considérer (6.5.28.3) comme un homomorphisme de G˜s
(6.5.28.4) π∗s (OX ′n)→ B
!
n.
Le morphisme πs (6.5.4.1) est donc sous-jacent à un morphisme de topos annelés, que l’on note
(6.5.28.5) πn : (G˜s,B
!
n)→ (X
′
s,e´t,OX′n
).
Nous utilisons pour les OX′n modules la notation π
−1
s pour désigner l’image inverse au sens des
faisceaux abéliens et nous réservons la notation π∗n pour l’image inverse au sens des modules.
L’homomorphisme canonique τ−1(B
!
)→ B
′
(6.5.18.4) induit un homomorphisme τ∗s (B
!
n)→
B
′
n. Le morphisme τs (6.5.4.5) est donc sous-jacent à un morphisme de topos annelés, que l’on
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note
(6.5.28.6) τn : (E˜′s,B
′
n)→ (G˜s,B
!
n).
L’homomorphisme canonique g−1(B) → B
!
(6.5.18.3) induit un homomorphisme g∗s(Bn) →
B
!
n. Le morphisme gs (6.5.4.9) est donc sous-jacent à un morphisme de topos annelés, que l’on
note
(6.5.28.7) gn : (G˜s,B
!
n)→ (E˜s,Bn).
On vérifie aussitôt que le composé gn ◦ τn est le morphisme (5.1.9.4)
(6.5.28.8) Θn : (E˜
′
s,B
′
n)→ (E˜s,Bn).
Avec les notations et conventions de 4.1.3, le diagramme d’homomorphismes d’anneaux
(6.5.28.9) gs∗(OX ′n)

OXn
//oo σs∗(Bn)

gs∗(πs∗(B
!
n))
∼ // σs∗(gs∗(B
!
n))
où l’isomorphisme horizontal inférieur est induit par le diagramme commutatif (6.5.4.11), est clai-
rement commutatif. Le diagramme de morphismes de topos annelés
(6.5.28.10) (G˜n,B
!
n)
πn //
gn

(X ′s,e´t,OX′n
)
gn

(E˜n,Bn)
σn // (Xs,e´t,OXn)
est donc commutatif à isomorphisme canonique près.
Proposition 6.5.29. Pour tout entier n ≥ 1, l’homomorphisme canonique
(6.5.29.1) g−1s (Bn)⊗π−1s (g−1s (OXn ))
π−1s (OX ′n
)→ B
!
n
est un α-isomorphisme (6.5.4.11).
La question étant locale pour les topologies étales de X et X ′ (cf. 3.4.11 et 3.6.7), on peut
supposer que le morphisme g admet une carte relativement adéquate (5.1.11). En vertu de 6.5.3(ii),
il suffit de montrer que pour tout point (y  x′) de X ′e´t
←
×Xe´t X
◦
e´t (3.4.21) tel que x
′ soit au-dessus
de s, la fibre de l’homomorphisme (6.5.29.1) en ̺(y  x′) est un α-isomorphisme. D’après 4.1.14(i)
appliqué à X ′, il existe un point (y′  x′) de X ′e´t
←
×X′e´t X
′⊲
e´t . Compte tenu de 6.5.12, on peut
supposer que (y  x′) est l’image de (y′  x′) par le morphisme canonique
(6.5.29.2) X ′e´t
←
×X′
e´t
X
′⊲
e´t → X
′
e´t
←
×Xe´t X
◦
e´t.
Reprenons les notations de 6.5.25. Compte tenu de (3.4.21.1), (4.1.12.3), (6.5.24.1) et (6.5.1.6), la
fibre de l’homomorphisme (6.5.29.1) en ̺(y  x′) s’identifie à l’homomorphisme canonique
(6.5.29.3) (R
y
X/p
nR
y
X)⊗Γ(X,OX)
Γ(X
′
,OX′)→ R
!y
X′→X/p
nR
!y
X′→X .
Considérons la catégorie Cx′ définie dans 6.5.8 et notons C affx′ la sous-catégorie pleine formée
des objets (x′ → U ′ → U) de Cx′ tels que U et U ′ soient affines et connexes. La catégorie C affx′ est
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cofiltrante et le foncteur d’injection canonique C aff◦x′ → C
◦
x′ est cofinal d’après ([4] I 8.1.3(c)). Pour
tout objet (x′ → U ′ → U) de C affx′ , l’homomorphisme canonique
(6.5.29.4) (R
y
U/p
nR
y
U )⊗Γ(U,OU ) Γ(U
′,OU ′ )→ R
!y
U ′→U/p
nR
!y
U ′→U
est un α-isomorphisme en vertu de 5.2.19(iii). On en déduit par passage à la limite inductive sur
C aff◦x′ que (6.5.29.3) est un α-isomorphisme, d’où la proposition.
Théorème 6.5.30. Supposons le morphisme g propre. Il existe alors un entier N ≥ 0 tel que
pour tous entiers n ≥ 1 et q ≥ 0 et tout OX′n -module cohérent F de X
′
s,zar qui soit Xn-plat, posant
F = F ⊗OS OS, que l’on considère aussi comme un OX′n
-module de X ′s,e´t (2.1.18), le noyau et le
conoyau du morphisme de changement de base relativement au diagramme (6.5.28.10)
(6.5.30.1) σ∗n(R
qgn∗(F ))→ R
q
gn∗(π
∗
n(F )),
où σ∗n et π
∗
n désignent les images inverses au sens des topos annelés, sont annulés par p
N .
En effet, la question étant locale pour la topologie étale sur X (3.4.11), on peut supposer que
X = Spec(R) est affine et que le morphisme f (6.1.5) admet une carte adéquate. Soient n un
entier ≥ 1, F un OX′n -module cohérent de X
′
s,zar qui est Xn-plat, A une R-algèbre, X
′ ⊗X A =
X ′×X Spec(A). On considère F aussi comme un OX′ -module de X ′zar et on pose F = F ⊗OS OS
que l’on considère au choix soit comme un OX ′-module de X
′
zar soit comme un OX′n -module de
X ′s,e´t. D’après (Tag 07VK, Stacks), RΓ(X
′,F ) est un complexe parfait de la catégorie dérivée
D(R/pnR) de la catégorie des (R/pnR)-modules, et le morphisme canonique
(6.5.30.2) RΓ(X ′,F )⊗LR/pnR (A/p
nA)→ RΓ(X ′ ⊗X A,F ⊗R A)
est un isomorphisme. Soit M• un complexe borné de (R/pnR)-modules projectifs de type fini
quasi-isomorphe à RΓ(X ′,F ). On en déduit pour tout entier q ≥ 0, un isomorphisme fonctoriel en
A,
(6.5.30.3) Hq(M• ⊗R A)
∼
→ Hq(X ′ ⊗X A,F ⊗R A).
Soient (y  x) un point de Xe´t
←
×Xe´t X
◦
e´t tel que x soit au-dessus de s, X le localisé strict de
X en x, X ′ = X ′ ×X X . On pose R = Bρ(y x). En vertu de 5.3.9, il existe un entier N ≥ 1, qui
ne dépend que de la carte adéquate pour f , tel que pour tout entier q, le noyau et le conoyau du
morphisme canonique
(6.5.30.4) Hq(M•)⊗R R→ Hq(M• ⊗R R)
soient annulés par pN . Prenant pour A la R-algèbre plate Γ(X,OX), on en déduit que pour tout
entier q ≥ 0, le morphisme canonique
(6.5.30.5) Hq(X ′,F )⊗R OX → H
q(X
′
,F ⊗OX OX)
est un isomorphisme. Prenant pour A la R-algèbre R, on en déduit que pour tout entier q ≥ 0, le
noyau et le conoyau du morphisme canonique
(6.5.30.6) Hq(X
′
,F ⊗OX OX)⊗OX R→ H
q(X
′
,F ⊗OX R)
sont annulés par pN .
Par ailleurs, le schéma X est strictement local d’après ([2] III.3.7). Il s’identifie donc au localisé
strict de X en x. Pour tout entier q ≥ 0, on a donc un isomorphisme canonique de OX -modules
(6.5.30.7) Rqgn∗(F )x
∼
→ Hq(X
′
,F ⊗OX OX).
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Notons jx : X ′x → X
′
s le morphisme canonique et
(6.5.30.8)  : X ′x,e´t → G˜
le morphisme de topos associé à (y  x) défini dans (3.5.14.6). Par le théorème de changement
de base propre ([4] XII 5.5), on déduit de (6.5.30.6) que le noyau et le conoyau du morphisme
canonique
(6.5.30.9) Hq(X ′x,e´t, j
−1
x (F ))⊗OX R→ H
q(X ′x,e´t, j
−1
x (F )⊗OX R)
sont annulés par pN . En vertu de 6.5.29 et (3.5.14.11), le morphisme canonique
(6.5.30.10) j−1x (OX′n)⊗OX R→ 
−1(B
!
n)
est un α-isomorphisme de OK-modules de X
′
x,e´t. Par suite, le morphisme canonique
(6.5.30.11) Hq(X ′x,e´t, j
−1
x (F )⊗OX R)→ H
q(X ′x,e´t, j
−1
x (F )⊗j−1x (OX′n )
−1(B
!
n))
est un α-isomorphisme. Composant (6.5.30.9) et (6.5.30.11), on en déduit que le noyau et le conoyau
du morphisme canonique
(6.5.30.12) Rqgn∗(F )x ⊗OX R→ H
q(X ′x,e´t, j
−1
x (F )⊗j−1x (OX′n )
−1(B
!
n))
sont annulés par pN+1. Par suite, en vertu de 3.5.17 et ([1] 1.2.4(ii)), le noyau et le conoyau de la
fibre du morphisme (6.5.30.1) en le point ρ(y  x) de E˜ sont annulés par pN+1. La proposition
s’ensuit compte tenu de ([2] III.9.5).
Proposition 6.5.31. Soient n, q deux entiers tels que n ≥ 1 et q ≥ 0, F un OX′n-module
cohérent de X ′s,zar qui soit Xn-plat. Supposons que g soit propre et que pour tout entier i ≥ 0,
le OXn-module R
ign∗(F ) soit localement libre (de type fini). Posons F = F ⊗OS OS, que l’on
considère aussi comme un OX′n
-module de X ′s,e´t (2.1.18). Alors, le morphisme de changement de
base relativement au diagramme (6.5.28.10)
(6.5.31.1) σ∗n(R
qgn∗(F ))→ R
q
gn∗(π
∗
n(F )),
où σ∗n et π
∗
n désignent les images inverses au sens des topos annelés, est un α-isomorphisme.
Reprenons les notations de la preuve de 6.5.30. Il résulte de (6.5.30.2), compte tenu des hypo-
thèses, que le morphisme canonique
(6.5.31.2) Hq(X
′
,F ⊗OX OX)⊗OX R→ H
q(X
′
,F ⊗OX R)
est un isomorphisme. Par le théorème de changement de base propre ([4] XII 5.5), on en déduit
que le morphisme canonique
(6.5.31.3) Hq(X ′x,e´t, j
−1
x (F ))⊗OX R→ H
q(X ′x,e´t, j
−1
x (F )⊗OX R)
est un isomorphisme. En vertu de 6.5.29, le morphisme canonique
(6.5.31.4) j−1x (OX′n)⊗OX R→ 
−1(B
!
n)
est un α-isomorphisme de OK-modules de X
′
x,e´t. Par suite, le morphisme canonique
(6.5.31.5) Hq(X ′x,e´t, j
−1
x (F )⊗OX R)→ H
q(X ′x,e´t, j
−1
x (F )⊗j−1x (OX′n )
−1(B
!
n))
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est un α-isomorphisme. Composant (6.5.31.3) et (6.5.31.5), on en déduit que morphisme canonique
(6.5.31.6) Rqgn∗(F )x ⊗OX R→ H
q(X ′x,e´t, j
−1
x (F )⊗j−1x (OX′n )
−1(B
!
n))
est un α-isomorphisme. Par suite, en vertu de 3.5.17 et ([1] 1.2.4(ii)), la fibre du morphisme
(6.5.31.1) en le point ρ(y  x) de E˜ est un α-isomorphisme. La proposition s’ensuit compte tenu
de ([2] III.9.5).
6.6. Cohomologie relative
6.6.1. Conservons les hypothèses et notations des sections précédentes, de plus, posons
(6.6.1.1) (X
′
,LX′) = (X
′,MX′)×(S,MS) (S,LS),
le produit étant pris dans la catégorie des schémas logarithmiques, de sorte que X
′
= X ′ ×S S
(5.1.1.3). Pour alléger les notations, on pose
(6.6.1.2) Ω˜1
X
′
/S
= Ω1
(X
′
,L
X′
)/(S,LS)
et Ω˜1
X
′
/X
= Ω1
(X
′
,L
X′
)/(X,LX )
,
que l’on considère comme des faisceaux de X
′
zar ou X
′
e´t, selon le contexte (cf. 2.1.18). On a des
isomorphismes canoniques (5.1.2.5)
Ω˜1
X
′
/S
∼
→ Ω˜1X′/S ⊗OX′ OX′ ,(6.6.1.3)
Ω˜1
X
′
/X
∼
→ Ω˜1X′/X ⊗OX′ OX′ .(6.6.1.4)
On note L gp
X
′ le groupe de X
′
e´t associé au monoïde LX′ et
(6.6.1.5) d log : LX′ → Ω˜
1
X
′
/X
la dérivation logarithmique universelle. Celle-ci induit un morphisme OX ′-linéaire et surjectif
(6.6.1.6) L gp
X
′ ⊗Z OX ′ → Ω˜
1
X
′
/X
.
Pour tout entier n ≥ 1, on pose
(6.6.1.7) Ω˜1
X
′
n/Sn
= Ω˜1X′/S ⊗OX′ OX′n
et Ω˜1
X
′
n/Xn
= Ω˜1X′/X ⊗OX′ OX′n
,
que l’on considère aussi comme des faisceaux de X ′s,zar ou X
′
s,e´t, selon le contexte (cf. 5.1.3). On
note a′ : X ′s → X
′
l’immersion fermée canonique. Compte tenu de (2.1.18.6), le morphisme (6.6.1.6)
induit un morphisme OX ′n -linéaire et surjectif de X
′
s,e´t
(6.6.1.8) a∗(L gp
X
′ )⊗Z OX′n
→ Ω˜1
X
′
n/Xn
.
6.6.2. Pour tout entier n ≥ 0, on désigne par Q′n le monoïde de E˜
′ (5.1.6) défini par le
diagramme cartésien de la catégorie des monoïdes de E˜′
(6.6.2.1) Q′n

// σ′∗(~′∗(LX′))
ℓ

B
′ νn // B
′
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où ν est l’endomorphisme d’élévation à la puissance p-ième de B
′
(5.1.7.1) et ℓ est le composé des
homomorphismes canoniques
(6.6.2.2) σ′∗(~′∗(LX′))
// σ′∗(~′∗(OX ′))
// B
′
,
où la première flèche est induite par le morphisme structural α′ : LX′ → OX′ et la seconde flèche est
l’homomorphisme (5.1.7.2). Les monoïdes (Q′n)n∈N forment naturellement un système projectif. Le
diagramme (6.6.2.1) induit par image inverse par le plongement δ′ (5.1.6.6) un diagramme cartésien
de la catégorie des monoïdes de E˜′s
(6.6.2.3) δ′∗(Q′n)

// σ′∗s (a
′∗(LX′))
δ′∗(ℓ)

δ′∗(B
′
)
δ′∗(νn) // δ′∗(B
′
)
D’après 6.3.5, la suite d’homomorphismes canoniques
(6.6.2.4) 0→ µpn,E˜′s → δ
′∗(Q′gpn )→ σ
′∗
s (a
′∗(L gp
X
′ ))→ 0
est exacte.
6.6.3. Reprenons les notations de 6.2.1 et 6.5.28. Pour tout entier n ≥ 1, on note
(6.6.3.1) ∂′n : π
∗
s (a
′∗(L gp
X
′ ))→ R1τs∗(µpn,E˜′s
)
l’homomorphisme composé du morphisme d’adjonction π∗s (a
′∗(L gp
X
′ ))→ τs∗(τ∗s (π
∗
s (a
′∗(L gp
X
′ )))) et
du cobord de la suite exacte (6.6.2.4) en tenant compte de l’isomorphisme σ′s ≃ πsτs (6.5.4.8).
Celui-ci induit deux morphismes B
!
n-linéaires
π∗s (a
′∗(L gp
X
′ ))⊗Z B
!
n → R
1τn∗(B
′
n(1)),(6.6.3.2)
π∗s (a
′∗(L gp
X
′ ))⊗Z B
!
n → R
1τn∗(ξB
′
n),(6.6.3.3)
le second étant défini au moyen du composé des morphismes canoniques (6.2.2.3)
(6.6.3.4) OC(1)
∼
→ p
1
p−1 ξOC → ξOC .
Théorème 6.6.4. Soit n un entier ≥ 1.
(i) Le morphisme (6.6.3.3) se factorise à travers le morphisme surjectif
(6.6.4.1) π∗s (a
′∗(L gp
X
′ ))⊗Z B
!
n → π
∗
n(Ω˜
1
X
′
n/Xn
)
déduit de (6.6.1.8), et il induit un morphisme B
!
n-linéaire de G˜s
(6.6.4.2) π∗n(ξ
−1Ω˜1
X
′
n/Xn
)→ R1τn∗(B
′
n),
où π∗n désigne l’image inverse par le morphisme de topos annelés (6.5.28.5).
(ii) Il existe un et un unique homomorphisme de B
!
n-algèbres graduées de G˜s
(6.6.4.3) ∧ (π∗n(ξ
−1Ω˜1
X
′
n/Xn
))→ ⊕i≥0R
iτn∗(B
′
n)
dont la composante en degré un est le morphisme (6.6.4.2). De plus, son noyau est annulé
par p
2r
p−1mK et son conoyau est annulé par p
2r+1
p−1 mK, où r = dim(X
′/X).
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6.6.5. Soient (y′  x′) un point de X ′e´t
←
×X′
e´t
X
′⊲
e´t (3.4.21) tel que x
′ soit au-dessus de s,
X ′ le localisé strict de X ′ en x′. On note encore x′ le point géométrique a′(x′) de X
′
(5.1.3).
D’après ([2] III.3.7), X
′
est normal et strictement local (et en particulier intègre) ; on peut donc
l’identifier au localisé strict de X
′
en x′. Le X ′-morphisme y′ → X ′ définissant (y′  x′) se relève
en un X
′⊲
-morphisme y′ → X
′⊲
et induit donc un point géométrique de X
′⊲
que l’on note aussi
(abusivement) y′. On pose ∆′ = π1(X
′⊲
, y′).
Posons x = g(x′) et y = γ(y′) (6.5.1.2) qui sont donc des points géométriques de X et X
◦
respectivement, et notons (y  x′) l’image de (y′  x′) par le morphisme canonique
(6.6.5.1) X ′e´t
←
×X′
e´t
X
′⊲
e´t → X
′
e´t
←
×Xe´t X
◦
e´t.
On désigne par X le localisé strict de X en x. On note encore x le point géométrique a(x) de
X (5.1.3). D’après ([2] III.3.7), X est normal et strictement local (et en particulier intègre) ; on
peut donc l’identifier au localisé strict de X en x. Le X-morphisme y → X définissant (y  x′)
se relève en un X
◦
-morphisme y → X
◦
et induit donc un point géométrique de X
◦
que l’on note
aussi (abusivement) y. On pose ∆ = π1(X
◦
, y).
On désigne par
ϕ′x′ : E˜
′ → X
′⊲
f e´t,(6.6.5.2)
φx′ : G˜ → X
◦
f e´t,(6.6.5.3)
les foncteurs canoniques définis dans (3.3.11.3) et (3.4.31.4), par B∆′ (resp. B∆) le topos classifiant
du groupe profini ∆′ (resp. ∆) et par
ψ′y′ : X
′⊲
f e´t
∼
→ B∆′ ,(6.6.5.4)
ψy : X
◦
f e´t
∼
→ B∆,(6.6.5.5)
les foncteurs fibres (2.1.20.4). On note
(6.6.5.6) γ : X
′⊲
→ X
◦
le morphisme induit par g. Comme γ(y′) = y, celui-ci induit un homomorphisme
(6.6.5.7) ∆′ → ∆.
On désigne par Π son noyau.
Proposition 6.6.6. Sous les hypothèses de 6.6.5, pour tout groupe abélien F de X
′⊲
f e´t et tout
entier i ≥ 0, on a un isomorphisme canonique, fonctoriel et ∆-équivariant
(6.6.6.1) ψy(R
iγ
f e´t∗
(F ))
∼
→ Hi(Π, ψ′y′(F )).
En vertu de ([38] 4.5, [57] II.4.2 et [18] 5.7.8(iii)), le morphisme g : X ′ → X est plat à fibres
géométriquement réduites. Par suite, d’après 2.3.2 appliqué au morphisme g : X
′
→ X, pour tout
revêtement étale V → X
◦
tel que V soit connexe, le schéma V ×X X
′ est connexe. Comme X
′
est normal, V ×X X
′ est normal et est donc intègre. Par suite, V ×X◦ X
′⊲
est connexe. On en
déduit que pour tout groupe abélien F de X
′⊲
f e´t, on a un isomorphisme canonique, fonctoriel et
∆-équivariant,
(6.6.6.2) ψy(γ f e´t∗(F ))
∼
→ Γ(Π, ψ′y′(F )),
d’où la proposition.
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Corollaire 6.6.7. Sous les hypothèses de 6.6.5, pour tout groupe abélien F de E˜′ et tout
entier i ≥ 0, on a un isomorphisme canonique, fonctoriel et ∆-équivariant
(6.6.7.1) ψy(φx′(R
iτ∗(F )))
∼
→ Hi(Π, ψ′y′(ϕ
′
x′(F ))).
Cela résulte de 6.5.16 et 6.6.6.
Corollaire 6.6.8. Sous les hypothèses de 6.6.5, pour tout groupe abélien F de E˜′ et tout
entier i ≥ 0, on a un isomorphisme canonique et fonctoriel
(6.6.8.1) (Riτ∗(F ))̺(y x′)
∼
→ Hi(Π, ψ′y′(ϕ
′
x′(F ))).
Cela résulte de 6.6.7 et (6.5.11.1).
6.6.9. Conservons les hypothèses et notations de 6.6.5. Compte tenu de (4.1.11.3), (4.1.3.2)
et (4.1.13.5), l’homomorphisme ψ′y′(ϕ
′
x′(ℓ)) (6.6.2.2) s’identifie à l’homomorphisme composé
(6.6.9.1) LX′,x′
α′
x′ // OX ′,x′
// R
′y′
X′ ,
où la première flèche est la fibre en x′ du morphisme structural α′ : LX′ → OX′ , R
′y′
X′ est l’algèbre
définie dans (6.5.25.1) et la seconde flèche est l’homomorphisme canonique. Pour tout entier n ≥ 0,
l’image du diagramme (6.6.2.1) par le foncteur ψ′y′ ◦ϕ
′
x′ s’identifie donc à un diagramme cartésien
de la catégorie des monoïdes de B∆′
(6.6.9.2) ψ′y′(ϕx′(Q
′
n)) //

LX
′
,x′
ψ′
y′
(ϕ′
x′
(ℓ))

R
′y′
X′
νn // R
′y′
X′
où on a encore noté ν l’endomorphisme d’élévation à la puissance p-ième de R
′y′
X′ .
Pour tout t ∈ LX′,x′ , la section α
′
x′(t) est inversible sur X
′⊲
d’après 6.3.2(iii). Le X
′
-schéma
(6.6.9.3) T ′n(t) = Spec(OX ′ [T ]/(T
pn − α′x′(t)))
est donc fini et étale surX
′⊲
. En particulier, T ′⊲n (t) = T
′
n(t)×X′X
′⊲ induit un µpn(OK)-torseur de
X
′⊲
f e´t. On désigne par T
′
n(t)y′ la fibre de T
′
n(t) au-dessus de y
′ et par Q′n(t) la fibre de la projection
canonique ψ′y′(ϕ
′
x′(Q
′
n)) → LX′,x′ (6.6.9.2) au-dessus de t. On a un isomorphisme canonique de
µpn(OK)-torseurs de B∆′
(6.6.9.4) T ′n(t)y′
∼
→ Q′n(t).
Lemme 6.6.10. Sous les hypothèses de 6.6.9, pour tout entier n ≥ 0, l’application
(6.6.10.1) tn : LX′,x′ → H
1(Π, µpn(OK)), t 7→ [T
′⊲
n (t)],
est un homomorphisme de monoïdes, et le diagramme (6.1.3)
(6.6.10.2) LX′,x′
tn //

H1(Π, µpn(OK)) ∼
u // H1(Π, ψ′y′(ϕ
′
x′(δ
′
∗(µpn,E˜′s
))))
L
gp
X
′
,x′
∂′
n,̺(y x′) // R1τs∗(µpn,E˜′s
)̺(y x′) ∼
w // R1τ∗(δ′∗(µpn,E˜′s
))̺(y x′)
v
OO
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où ∂′n,̺(y x′) est la fibre de ∂
′
n (6.6.3.1) en ̺(y  x
′), u est induit par l’isomorphisme canonique
ϕ′x′
∼
→ ϕ′x′δ
′
∗δ
′∗ (4.1.14.1), v est l’isomorphisme (6.6.8.1), w est induit par l’isomorphisme (6.5.4.7)
et la flèche non libellée est l’homomorphisme canonique, est commutatif.
Considérons la suite exacte de groupes abéliens de E˜′
(6.6.10.3) 0→ δ′∗(µpn,E˜′s)→ δ
′
∗(δ
′∗(Q′gpn ))→ δ
′
∗(σ
′∗
s (a
′∗(L gp
X
′ )))→ 0
déduite de la suite exacte (6.6.2.4) par image directe par le plongement δ′. D’après 6.5.17(ii), le
diagramme
(6.6.10.4) τ∗(δ′∗(σ
′∗
s (a
′∗(L gp
X
′ ))))̺(y x′)
v′
∼
//
a

H0(Π, ψ′y′(ϕ
′
x′(δ
′
∗(σ
′∗
s (a
′∗(L gp
X
′ ))))))
b

R1τ∗(δ
′
∗(µpn,E˜′s
))̺(y x′)
v
∼
// H1(Π, ψ′y′(ϕ
′
x′(δ
′
∗(µpn,E˜′s
))))
où les flèches horizontales sont les isomorphismes (6.6.8.1) et les flèches verticales sont les bords des
suites exactes longues de cohomologie, est commutatif. Par ailleurs, d’après (3.4.21.1) et (6.5.4.2),
on a un isomorphisme canonique
(6.6.10.5) π∗s (a
′∗(L gp
X
′ ))̺(y x′)
∼
→ L gp
X
′
,x′
.
Le diagramme
(6.6.10.6) L gp
X
′
,x′
i //
∂′
n,̺(y x′) ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
τs∗(σ
′∗
s (a
′∗(L gp
X
′ )))̺(y x′)
w′
∼
//
c

τ∗(δ
′
∗(σ
′∗
s (a
′∗(L gp
X
′ ))))̺(y x′)
a

R1τs∗(µpn,E˜′s
)̺(y x′)
w
∼
// R1τ∗(δ′∗(µpn,E˜′s
))̺(y x′)
où i est induit par le morphisme d’adjonction id → τs∗τ∗s et l’isomorphisme σ
′∗
s ≃ τ
∗
s π
∗
s (6.5.4.8),
c est le bord de la suite exacte longue de cohomologie déduite de la suite (6.6.2.4) et w et w′ sont
induits par l’isomorphisme (6.5.4.7), est commutatif.
D’après (4.1.14.1), (4.1.11.3) et (4.1.5.3), l’image de (6.6.10.3) par le foncteur ψ′y′◦ϕ
′
x′ s’identifie
à une suite exacte de groupes abéliens de B∆′
(6.6.10.7) 0→ µpn(OK)→ ψ
′
y′(ϕ
′
x′(Q
′gp
n ))→ L
gp
X
′
,x′
→ 0.
Celle-ci induit un homomorphisme
(6.6.10.8) t′n : L
gp
X
′
,x′
→ H1(Π, µpn(OK)),
qui s’identifie donc à l’homomorphisme b
(6.6.10.9) L gp
X
′
,x′
t
′
n

u′
∼
// H0(Π, ψ′y′(ϕ
′
x′(δ
′
∗(σ
′∗
s (a
′∗(L gp
X
′ ))))))
b

H1(Π, µpn(OK))
u
∼
// H1(Π, ψ′y′(ϕ
′
x′(δ
′
∗(µpn,E˜′s
))))
On vérifie que u′−1 ◦ v′ ◦ w′ ◦ i est l’identité.
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Il résulte de 6.3.6 et ([45] I.1.1.6) que le diagramme canonique
(6.6.10.10) ϕ′x′(Q
′
n)

// LX′,x′

ϕ′x′(Q
′gp
n ) // L
gp
X
′
,x′
est cartésien. Compte tenu de (6.3.9.6), on en déduit que tn est le composé de t′n et de l’homo-
morphisme canonique LX′,x′ → L
gp
X
′
,x′
; d’où la proposition.
6.6.11. Conservons les hypothèses et notations de 6.6.5 ; supposons, de plus, les conditions
suivantes remplies :
(i) Les schémas X = Spec(R) et X ′ = Spec(R′) sont affines et connexes, et le morphisme g
(6.5.1.1) admet une carte relativement adéquate (5.1.11). Ces conditions correspondent à
celles fixées dans 5.2.1.
(ii) Il existe une carte fine et saturée M → Γ(X ′,MX′) pour (X ′,MX′) induisant un isomor-
phisme
(6.6.11.1) M
∼
→ Γ(X ′,MX′)/Γ(X
′,O×X′).
Posons (5.1.2.5)
(6.6.11.2) Ω˜1R′/OK = Ω˜
1
X′/S(X
′) et Ω˜1R′/R = Ω˜
1
X′/X(X
′).
Les schémas X et X
′
étant localement irréductibles d’après 4.2.7(iii), ils sont les sommes
des schémas induits sur leurs composantes irréductibles. On note X
⋆
(resp. X
′⋆
) la composante
irréductible de X (resp. X
′
) contenant y (resp. y′). De même, X
◦
(resp. X
′⊲
) est la somme des
schémas induits sur ses composantes irréductibles et X
⋆◦
= X
⋆
×XX◦ (resp. X
′⋆⊲
= X
′⋆
×X′X ′⊲)
est la composante irréductible de X
◦
(resp. X
′⊲
) contenant y (resp. y′). On pose ∆ = π1(X
⋆◦
, y)
et ∆′ = π1(X
′⋆⊲
, y′). Comme γ(y′) = y (6.5.1.2), γ induit un homomorphisme ∆′ → ∆. On note
Π son noyau.
On désigne par R
y
X et R
!y
X′→X les représentations de ∆ définies dans (6.5.21.5) et (6.5.21.3),
respectivement, et par R
′y′
X′ et R
⋄y′
X′→X les représentations de∆
′ définies dans (6.5.22.2) et (6.5.22.6),
respectivement. On a alors des homomorphismes canoniques ∆′-équivariants (6.5.22.9)
(6.6.11.3) R
y
X → R
!y
X′→X → R
⋄y′
X′→X → R
′y′
X′ .
Reprenons les notations de 6.2. On munit Xˇ
′
= X ′×S Sˇ (6.1.1.2) de la structure logarithmique
M
Xˇ
′ image inverse de MX′ et on se donne une (S˜,MS˜)-déformation lisse (X˜
′,MX˜′) de (Xˇ
′
,M
Xˇ
′)
(cf. 6.2.6). Comme f ′ est lisse et que Xˇ
′
est affine, une telle déformation existe et est unique à
isomorphisme près en vertu de ([38] 3.14). On désigne par R̂
′y′
X′ le séparé complété p-adique de R
′y′
X′
et par
(6.6.11.4) 0→ R̂
′y′
X′ → F
′ → ξ−1Ω˜1R′/OK ⊗R′ R̂
′y′
X′ → 0
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l’extension de Higgs-Tate associée à (X˜ ′,MX˜′) (6.2.12.3) ; c’est une extension de R̂
′y′
X′-représentations
continues de ∆′. Pour tout entier n ≥ 0, on désigne par
(6.6.11.5) 0→ ξ(R
′y′
X′/p
nR
′y′
X′)→ ξ(F
′/pnF ′)→ Ω˜1R′/OK ⊗R′ (R
′y′
X′/p
nR
′y′
X′)→ 0
la suite exacte déduite de (6.6.11.4), par
(6.6.11.6) An : Γ(X
′⋆
, Ω˜1
X
′
n/Sn
)→ H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′))
le morphisme Γ(X
′⋆
,OX′)-linéaire induit, et par Q
′
n le produit fibré du diagramme d’homomor-
phismes de monoïdes de ∆′
(6.6.11.7) Γ(X ′,MX′)

R
′y′
X′
νn // R
′y′
X′
où on a encore noté ν l’endomorphisme d’élévation à la puissance p-ième de R
′y′
X′ . On obser-
vera que An ne dépend pas du choix de (X˜ ′,MX˜′) ([2] II.10.10). L’homomorphisme canonique
Γ(X ′,MX′) → R
′y′
X′ vérifie les hypothèses de 6.1.4. En effet, l’homomorphisme Γ(X
′,MX′) → R′
est injectif d’après ([2] III.4.2(iv)), et comme X ′ est connexe, l’homomorphisme R′ → R
′y′
X′ est
injectif. Par suite, le monoïde Q′n est intègre et la projection canonique Q
′
n → Γ(X
′,MX′) identifie
Γ(X ′,MX′) au quotient de Q′n par le sous-monoïde µpn(OK) d’après 6.1.4. On a donc une suite
exacte de Z[∆′]-modules
(6.6.11.8) 0→ µpn(OK)→ Q
′gp
n → Γ(X
′,MX′)
gp → 0.
Elle induit un homomorphisme
(6.6.11.9) Bn : Γ(X ′,MX′)→ H1(Π, µpn(OK)).
On observera que le diagramme canonique
(6.6.11.10) Q′n

// Γ(X ′,MX′)

Q′gpn
// Γ(X ′,MX′)gp
est cartésien ([45] I 1.1.6). On note encore
(6.6.11.11) d log : MX′ → Ω˜
1
X′/S
la dérivation logarithmique universelle et
(6.6.11.12) log([ ]) : Zp(1)→ ξR̂
′y′
X′
l’homomorphisme induit par l’homomorphisme log([ ]) défini dans (6.2.2.2).
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Proposition 6.6.12. Sous les hypothèses de 6.6.11, pour tout entier n ≥ 0, le diagramme
(6.6.12.1) Γ(X
′⋆
, Ω˜1
X
′
n/Sn
)
An //
u

H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′))
Ω˜1R′/R ⊗R′ (R
⋄y′
X′→X/p
nR
⋄y′
X′→X)
v // H1(Π, (R
′y′
X′/p
nR
′y′
X′)(1))
−w
OO
où u est le morphisme canonique, v est la composante en degré un du morphisme (5.2.29.1) et w
est induit par le morphisme (6.6.11.12), est commutatif.
Pour alléger les notations, nous adoptons celles introduites dans la section 5.2 (cf. 5.2.13 pour
un résumé). On observera que R
′y′
X′ (resp. R
⋄y′
X′→X) correspond à l’algèbre R
′
(resp. R
⋄
). Il suffit
alors de montrer que le diagramme
(6.6.12.2) Ω˜1R′/OK ⊗R′ (R
′
1/p
nR′1)
An //
u′

H1(Π, ξ(R
′
/pnR
′
))
Ω˜1R′/R ⊗R′ (R
⋄
∞/p
nR⋄∞)
v′ // Hom(S∞, (R⋄∞/p
nR⋄∞)(1))
−w′
OO
où u′ est le morphisme canonique, v′ est induit par l’isomorphisme (5.2.26.2) et w′ est induit par
le morphisme (6.6.3.4), est commutatif. D’après ([2] II.10.10), An ne dépend pas de la déformation
(X˜ ′,MX˜′). On peut donc se borner au cas où (X˜
′,MX˜′) est la déformation définie par la carte
adéquate de f ′ fixée dans 6.6.11(i) (cf. [2] II.10.13). La même carte détermine une section du
torseur de Higgs-Tate sur Spec(R̂
′
) (6.2.12), et par suite un scindage de l’extension (6.6.11.4) (cf.
[2] II.10.11). L’assertion résulte alors de ([2] II.10.14).
Corollaire 6.6.13. Sous les hypothèses de 6.6.11, pour tout entier n ≥ 0, le morphisme An
(6.6.11.6) se factorise à travers le morphisme surjectif
(6.6.13.1) Γ(X
′⋆
, Ω˜1
X
′
n/Sn
)→ Γ(X
′⋆
, Ω˜1
X
′
n/Xn
),
et il induit un morphisme que l’on note encore
(6.6.13.2) An : Γ(X
′⋆
, Ω˜1
X
′
n/Xn
)→ H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′)).
Lemme 6.6.14. Sous les hypothèses de 6.6.11, pour tout entier n ≥ 0, le diagramme
(6.6.14.1) Γ(X ′,MX′)
Bn //
d log

H1(Π, µpn(OK))
− log([ ])

Γ(X
′⋆
, Ω˜1
X
′
n/Sn
)
An // H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′))
est commutatif.
On notera d’abord que le morphisme Xˇ
′
→ X˜ ′ étant un homéomorphisme universel, on peut
identifier les topos étales de Xˇ
′
et X˜ ′. D’après ([37] 3.6 ou [45] IV 2.1.2), M
Xˇ
′ est le quotient
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de MX˜′ par le sous-monoïde 1 + ξO ˇX′ (cf. [45] I 1.1.5). Comme Xˇ
′
est affine, on en déduit que
l’homomorphisme canonique
(6.6.14.2) Γ(X˜ ′,MX˜′)→ Γ(Xˇ
′
,M
Xˇ
′)
est surjectif. Soit t ∈ Γ(X ′,MX′). Notons Q′n(t) l’image inverse de t par la projection canonique
Q′n → Γ(X
′,MX′) et ξF ′n(t) la fibre au-dessus de d log(t)⊗ 1 dans l’extension (6.6.11.5). Compte
tenu de (6.6.11.10), Bn(t) est la classe du µpn(OK)-torseur Q
′
n(t) du topos classifiant BΠ du
groupe profini Π. D’autre part, An(d log(t) ⊗ 1) est la classe du ξ(R
y′
X′/p
nR
y′
X′)-torseur ξF
′
n(t) de
BΠ. Calquant la preuve de 6.3.12, on montre qu’en choisissant un élément t′ ∈ Γ(X˜ ′,MX˜′) ayant
même image que t dans Γ(Xˇ
′
,M
Xˇ
′) (6.6.14.2), l’homomorphisme (6.2.15.2) induit une application
∆′-équivariante
(6.6.14.3) Q′n(t)→ ξF
′
n(t).
Cette application est aussi équivariante relativement à l’homomorphisme − log([ ]) (6.6.11.12) ;
d’où la proposition.
Proposition 6.6.15. Sous les hypothèses de 6.6.5, pour tout entier n ≥ 1, il existe un unique
morphisme OX′,x′-linéaire
(6.6.15.1) φn : Ω˜1X′n/Xn,x′
→ H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′))
où R
′y′
X′ est l’algèbre définie dans (6.5.25.1), qui s’insère dans le diagramme commutatif
(6.6.15.2) LX′,x′
tn //
d log

H1(Π, µpn(OK))

− log([ ])

Ω˜1
X
′
n/Xn,x
′
φn // H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′))
où tn est l’homomorphisme (6.6.10.1), d log est induit par la dérivation logarithmique universelle
(6.6.1.5) et log([ ]) est induit par l’homomorphisme (6.6.11.12).
En effet, l’unicité de φn est claire (6.6.1.6). Montrons son existence. Pour toute extension finie
L de K contenue dans K, on pose (6.1.2)
(6.6.15.3) (X ′L,MX′L) = (X
′,MX′)×(S,MS) (SL,MSL)
les produits étant pris dans la catégorie des schémas logarithmiques, de sorte que X ′L = X
′ ×S SL.
On note encore x′ l’image du point géométrique x′ par la projection canonique X
′
→ X ′L. D’après
(6.3.2.2) et (6.3.2.3), on a des isomorphismes canoniques
LX
′
,x′
∼
→ lim
−→
L⊂K
MX′L,x
′ ,(6.6.15.4)
Ω˜1
X
′
n/Xn,x
′
∼
→ lim
−→
L⊂K
Ω˜1X′n/Xn,x′ ⊗OX′,x′ OX
′
L,x
′ .(6.6.15.5)
Comme les projections canoniques (X ′L,MX′L) → (SL,MSL) sont adéquats ([2] III.4.8), on est
réduit à montrer que la restriction de − log([ ])◦τn à MX′,x′ se factorise à travers l’homomorphisme
(6.6.15.6) MX′,x′ → Ω˜
1
X′n/Xn,x
′
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induit par la dérivation logarithmique universelle
(6.6.15.7) d log : MX′ → Ω˜
1
X′/X .
On notera que cette dernière est compatible avec l’homomorphisme d log (6.6.1.5). En vertu de ([2]
II.5.17), on peut supposer les hypothèses de 6.6.11 remplies. Il suffit de montrer que la restriction
de l’homomorphisme − log([ ]) ◦ τn à Γ(X ′,MX′) se factorise à travers l’homomorphisme
(6.6.15.8) Γ(X ′,MX′)→ Γ(X
′, Ω˜1X′n/Xn)
induit par d log (6.6.15.7), ce qui résulte de 6.6.13 et 6.6.14.
Corollaire 6.6.16. Sous les hypothèses de 6.6.11, pour tout entier n ≥ 1, le diagramme
(6.6.16.1) Γ(X
′⋆
, Ω˜1
X
′
n/Xn
)
An //

H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′))

Ω˜1
X
′
n/Xn,x
′
φn // H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′))
où An est le morphisme (6.6.13.2) et φn est le morphisme (6.6.15.1), est commutatif.
Cela résulte aussitôt de la preuve de 6.6.15.
Corollaire 6.6.17. Les hypothèses étant celles de 6.6.5, notons R
′y′
X′ et R
⋄y′
X′→X les anneaux
définis dans (6.5.25.1) et (6.5.25.5) respectivement. Alors, pour tout entier n ≥ 1, il existe un et
un unique homomorphisme de R
⋄y′
X′→X-algèbres graduées
(6.6.17.1) ∧
(
ξ−1Ω˜1
X
′
n/Xn,x
′ ⊗OX′,x′ R
⋄y′
X′→X
)
→ ⊕i≥0H
i(Π, R
′y′
X′/p
nR
′y′
X′)
dont la composante en degré un est induite par le morphisme φn (6.6.15.1). De plus, notant r =
dim(X ′/X) la dimension relative de X ′ sur X, le noyau de (6.6.17.1) est annulé par p
2r
p−1mK et
son conoyau est annulé par p
2r+1
p−1 mK .
On désigne par Cx′ la catégorie associée à x′ dans 6.5.8 et par C ′x′ la sous-catégorie pleine
formée des objets (x′ → U ′ → U) tels que la restriction (U ′,MX′ |U ′)→ (U,MX |U) du morphisme
g vérifie les conditions 6.6.11(i)-(ii). Les catégories Cx′ et C ′x′ sont cofiltrantes, et le foncteur
d’injection canonique C ′◦x′ → C
◦
x′ est cofinal d’après ([2] II.5.17) et ([4] I 8.1.3(c)).
Soit (x′ → U ′ → U) un objet de C ′x′ (6.5.8) ; on omettra x
′ pour alléger les notations. On a un
X ′-morphisme canonique X ′ → U ′ et un X-morphisme canonique X → U qui s’insèrent dans un
diagramme commutatif
(6.6.17.2) X ′
g //

X

x′ //
??⑦⑦⑦⑦⑦⑦⑦⑦
U ′ // U
où on a encore noté g le morphisme induit par g. On en déduit des morphismes X
′
→ U
′
et X → U .
Le morphisme y′ → X
′⊲
qui définit le point (y′  x′) (6.6.5) induit un point géométrique de U
′⊲
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que l’on note encore y′. De même, le morphisme y → X
◦
qui définit le point (y  x) (6.6.5) induit
un point géométrique de U
◦
que l’on note encore y. On observera que le diagramme
(6.6.17.3) y′ //

y

U
′⊲ // U
◦
est commutatif.
Les schémas U et U
′
étant localement irréductibles d’après ([2] III.3.3 et III.4.2(iii)), ils sont
les sommes des schémas induits sur leurs composantes irréductibles. On note U
⋆
(resp. U
′⋆
) la
composante irréductible de U (resp. U
′
) contenant y (resp. y′). De même, U
◦
(resp. U
′⊲
) est la
somme des schémas induits sur ses composantes irréductibles et U
⋆◦
= U
⋆
×X X◦ (resp. U
′⋆⊲
=
U
′⋆
×X′ X
′⊲) est la composante irréductible de U
◦
(resp. U
′⊲
) contenant y (resp. y′). On pose
∆U = π1(U
⋆◦
, y) et ∆′U ′ = π1(U
′⋆⊲
, y′). D’après (6.6.17.3), on a un homomorphisme canonique
∆′U ′ → ∆U . On note ΠU ′→U son noyau et
(6.6.17.4) AU ′→U,n : Ω˜1X′n/Xn
(U
′⋆
)→ H1(ΠU ′→U , ξ(R
′y′
U ′ /p
nR
y′
U ′))
le morphisme canonique (6.6.13.2) ; on rappelle que celui-ci ne dépend pas de la déformation choisie
pour le définir (6.6.11) ([2] II.10.10). D’après 6.6.16, le diagramme
(6.6.17.5) Ω˜1
X
′
n/Xn
(U
′⋆
)
AU′→U,n //

H1(ΠU ′→U , ξ(R
′y′
U ′ /p
nR
′y′
U ′ ))

Ω˜1
X
′
n/Xn,x
′
φn // H1(Π, ξ(R
′y′
X′/p
nR
′y′
X′))
est commutatif. D’après ([2] VI.11.8), les morphismes canoniques
∆ → lim
←−
(U′→U)∈C′
x′
∆U(6.6.17.6)
∆′ → lim
←−
(U′→U)∈C′
x′
∆′U ′ .(6.6.17.7)
sont des isomorphismes. Par suite, le morphisme canonique
(6.6.17.8) Π→ lim
←−
(U′→U)∈C′
x′
ΠU ′→U
est un isomorphisme. On en déduit, compte tenu de (6.5.25.1) et ([53] I prop. 8), que pour tout
entier i ≥ 0, le morphisme canonique
(6.6.17.9) lim
−→
(U′→U)∈C′◦
x′
Hi(ΠU ′→U , R
′y′
U ′ /p
nR
′y′
U ′ )→ H
i(Π, R
′y′
X′/p
nR
′y′
X′)
est un isomorphisme.
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Par ailleurs, X
′
étant strictement local d’après ([2] III.3.7), il s’identifie au localisé strict de
X
′
en x′. On a donc un isomorphisme canonique
(6.6.17.10) Ω˜1
X
′
n/Xn,x
′
∼
→ lim
−→
(U′→U)∈C′◦
x′
Ω˜1
X
′
n/Xn
(U
′⋆
).
Les homomorphismes AU ′→U,n, pour (x′ → U ′ → U) ∈ Ob(C ′x′), forment un homomorphisme
de systèmes inductifs d’après ([2] III.10.16). Leur limite inductive s’identifie donc à φn (6.6.17.5).
Il suffit alors de montrer que pour tout objet (x′ → U ′ → U) de C ′x′ , il existe un et un unique
homomorphisme de R
⋄y′
U ′→U -algèbres graduées
(6.6.17.11) ∧
(
ξ−1Ω˜1
X
′
n/Xn
(U
′⋆
)⊗
O
X′
(U
′⋆
) R
⋄y′
U ′→U
)
→ ⊕i≥0H
i(ΠU ′→U , R
′y′
U ′/p
nR
′y′
U ′ )
dont la composante en degré un est induite par le morphisme AU ′→U,n, que son noyau est annulé
par p
2r
p−1mK et que son conoyau est annulé par p
2r+1
p−1 mK .
D’après 6.6.12, on a un diagramme commutatif
(6.6.17.12) ξ−1Ω˜1
X
′
n/Xn
(U
′⋆
)⊗
O
X′
(U
′⋆
) R
⋄y′
U ′→U
a

A // H1(ΠU ′→U , R
′y′
U ′ /p
nR
′y′
U ′ )
H1(ΠU ′→U , ξ
−1(R
′y′
U ′/p
nR
′y′
U ′ )(1))
−b
∼
// H1(ΠU ′→U , p
1
p−1R
′y′
U ′/p
n+ 1
p−1R
′y′
U ′ )
c
OO
oùA est induit par le morphismeAU ′→U,n, a est induit par la composante de degré un du morphisme
(5.2.29.1), b est induit par l’injection canonique p
1
p−1 OC → OC et c est induit par l’isomorphisme
(6.2.2.3). En vertu de 5.2.29(i), il existe un et un unique homomorphisme de R
⋄y′
U ′→U -algèbres
graduées
(6.6.17.13) ∧ (ξ−1Ω˜1
X
′
n/Xn
(U
′⋆
)⊗
O
X′
(U
′⋆
) R
⋄y′
U ′→U )→ ⊕i≥0H
i(ΠU ′→U , ξ
−i(R
′y′
U ′/p
nR
′y′
U ′ )(i))
dont la composante en degré un est le morphisme a. Son noyau est α-nul et son conoyau est
annulé par p
1
p−1mK . On en déduit qu’il existe un et un unique homomorphisme de R
⋄y′
U ′→U -algèbres
graduées
(6.6.17.14) ∧
(
ξ−1Ω˜1
X
′
n/Xn
(U
′⋆
)⊗
O
X′
(U
′⋆
) R
⋄y′
U ′→U
)
→ ⊕i≥0H
i(ΠU ′→U , R
′y′
U ′/p
nR
′y′
U ′ )
dont la composante en degré 1 est induite par AU ′→U,n. Une chasse au diagramme (6.6.17.12)
montre que le noyau de (6.6.17.14) est annulé par p
2r
p−1mK . Comme H
i(ΠU ′→U , R
′y′
U ′ /p
nR
′y′
U ′ ) est
α-nul pour tout i ≥ r+ 1 en vertu de 5.2.29(ii), le conoyau de (6.6.17.14) est annulé par p
2r+1
p−1 mK .
6.6.18. Nous pouvons maintenant démontrer le théorème 6.6.4. Soient (y  x′) un point de
X ′e´t
←
×Xe´t X
◦
e´t (3.4.21) tel que x
′ soit au-dessus de s, X ′ le localisé strict de X ′ en x′, x = g(x′), X
le localisé strict de X en x. Le morphisme X
′⊲
→ X
◦
est fidèlement plat d’après 2.4.1. Il existe
donc un point (y′  x′) de X ′e´t
←
×X′
e´t
X
′⊲
e´t qui relève le point (y  x
′) (6.6.5.1). Reprenons les
notations de 6.6.5. En vertu de 6.6.8 et (4.1.13.5), pour tout entier i ≥ 0, on a un isomorphisme
canonique
(6.6.18.1) Riτn∗(Bn)̺(y x′)
∼
→ Hi(Π, R
′y′
X′/p
nR
′y′
X′).
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Par ailleurs, d’après (3.4.21.1), (6.5.4.2) et (6.5.24.1), on a des isomorphismes canoniques
π∗s (a
′∗(L gp
X
′ ))̺(y x′)
∼
→ L gp
X
′
,x′
,(6.6.18.2)
π∗n(ξ
−1Ω˜1
X
′
n/Xn
)̺(y x′)
∼
→ ξ−1Ω˜1
X
′
n/Xn,x
′ ⊗OX′,x′ R
⋄y′
X′→X .(6.6.18.3)
La proposition résulte alors de 6.5.3, 6.6.10, 6.6.15 et 6.6.17.
6.7. La suite spectrale de Hodge-Tate relative
6.7.1. Conservons les hypothèses et notations des sections précédentes. Pour tout U-topos
T , on note TN
◦
le topos des systèmes projectifs de T , indexés par l’ensemble ordonné N des
entiers naturels (2.1.11). On désigne par B˘
′
l’anneau (B
′
n+1)n∈N de E˜
′N◦
s (5.1.7.5), par B˘
!
l’anneau
(B
!
n+1)n∈N de G˜
N◦
s (6.5.28.1) et par O ˘X
′ l’anneau (OX ′n+1)n∈N de X
′N◦
s,e´t. Considérons le diagramme
de morphismes de topos annelés
(6.7.1.1) (E˜′N
◦
s , B˘
′
)
σ˘′
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
τ˘

Θ˘
!!
(G˜N
◦
s , B˘
!
)
π˘ //
g˘

(X ′N
◦
s,e´t,OX˘
′)
g˘

(E˜N
◦
s , B˘)
σ˘ // (XN
◦
s,e´t,OX˘)
induits par (σ′n+1)n∈N (5.1.7.6), (τn+1)n∈N (6.5.28.6), (πn+1)n∈N (6.5.28.5), (gn+1)n∈N (6.5.28.7)
et (Θn+1)n∈N (6.5.28.8) (cf. [2] III.7.5). Les deux triangles et le carré sont commutatifs à isomor-
phismes canoniques près (6.5.28.10).
Considérons la suite spectrale de Cartan-Leray ([4] V 5.4)
(6.7.1.2) Ei,j2 = R
i
g˘∗(R
j τ˘∗(B˘
′
))⇒ Ri+jΘ˘∗(B˘
′
),
qui est aussi la deuxième suite spectrale d’hypercohomologie du foncteur g˘∗ par rapport au com-
plexe Rτ˘∗(B˘
′
) ([29] 0.11.4.3). On rappelle que la deuxième suite spectrale d’hypercohomologie
définit un foncteur de la catégorie dérivée des complexes de groupes abéliens de G˜N
◦
s dans celle des
suites spectrales de groupes abéliens de E˜N
◦
s ([29] 0.11.1.2).
On note ξ−1Ω˜1
X˘
′
/X˘
le O
X˘
′-module (ξ−1Ω˜1
X
′
n+1/Xn+1
)n∈N de X ′N
◦
s,e´t (6.6.1.7) et pour tout entier
j ≥ 1, on pose ξ−jΩ˜j
X˘
′
/X˘
= ∧j(ξ−1Ω˜1
X˘
′
/X˘
). On a alors un isomorphisme canonique ([2] (III.7.12.4))
(6.7.1.3) ξ−jΩ˜j
X˘
′
/X˘
∼
→ (ξ−jΩ˜j
X
′
n+1/Xn+1
)n∈N.
En vertu de 6.6.4, pour tout entier j ≥ 0, on a un morphisme B˘
!
-linéaire canonique
(6.7.1.4) π˘∗(ξ−jΩ˜j
X˘
′
/X˘
)→ Rj τ˘∗(B˘
′
),
dont le noyau et le conoyau sont annulés par p
2r+1
p−1 mK où r = dim(X
′/X) ([2] (III.7.5.5) et VI.8.2).
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On a un morphisme canonique de topos annelés
(6.7.1.5) (XN
◦
s,e´t,OX˘)→ (Xe´t,OX)
dont le morphisme de topos sous-jacent est le composé
(6.7.1.6) XN
◦
s,e´t
λ
−→ Xs,e´t
a
−→ Xe´t
du morphisme canonique λ (2.1.11.1) et du plongement canonique a : Xs → X . Pour tout OX -
module F de Xe´t, on note F ⊗OX OX˘ l’image inverse au sens des modules de F par le morphisme
(6.7.1.5), qui n’est autre que le O
X˘
-module (F ⊗OX OXn+1)n∈N de X
N◦
s,e´t.
Proposition 6.7.2. Supposons le morphisme g : X ′ → X propre. Alors, il existe un entier
N ≥ 1 tel que pour tous entiers i, j ≥ 0, le noyau et le conoyau du morphisme de changement de
base relativement au carré du diagramme (6.7.1.1),
(6.7.2.1) σ˘∗(Rig∗(Ω˜
j
X′/X)⊗OX OX˘)→ R
i
g˘∗(π˘
∗(Ω˜j
X˘
′
/X˘
))
soient annulés par pN .
Cela résulte de 6.5.30.
6.7.3. On désigne par
(6.7.3.1) δ˘ : E˜N
◦
s → E˜
N◦
le foncteur induit par le plongement δ (5.1.4.6). On a alors δ˘∗(B˘) = (Bn+1)n∈N, où l’on considère
les Bn+1 comme des anneaux de E˜. On peut donc indifféremment considérer B˘ comme un anneau
de E˜N
◦
s ou de E˜
N◦ . Le foncteur δ˘∗ est exact sur la catégorie des groupes abéliens ([2] III.7.3(i)).
Pour tout Zp-module F = (Fn+1)n∈N de E˜N
◦
, on a un isomorphisme B˘-linéaire canonique
(6.7.3.2) F ⊗Zp B˘
∼
→ δ˘∗(δ˘
∗(F ) ⊗Zp B˘).
On peut donc indifféremment considérer F ⊗Zp B˘ comme un B˘-module de E˜
N◦ ou de E˜N
◦
s .
On désigne par Mod(B˘) la catégorie des B˘-modules de E˜N
◦
s , par ModQ(B˘) la catégorie des
objets de Mod(B˘) à isogénie près et par
(6.7.3.3) Mod(B˘)→ModQ(B˘), F 7→ FQ,
le foncteur de localisation ([2] 6.1.1). On notera que la catégorie ModQ(B˘) est abélienne.
6.7.4. On désigne par γ : X
′⊲
→ X
◦
le morphisme induit par g, par
(6.7.4.1) (X
′⊲
e´t )
N◦ γ˘−→ (X
◦
e´t)
N◦ ψ˘−→ E˜N
◦
les morphismes induits par γ et ψ (5.1.4.4), et par Z˘p la Zp-algèbre (Z/pn+1)n∈N de (X
′⊲
e´t )
N◦ , à ne
pas confondre avec le système projectif constant Zp. En vertu de 5.7.5, si le morphisme g : X ′ → X
est projectif, pour tout entier q ≥ 0, on a un morphisme B˘-linéaire canonique de E˜N
◦
s ,
(6.7.4.2) ψ˘∗(R
q γ˘∗(Z˘p))⊗Zp B˘ → R
qΘ˘∗(B˘
′
),
qui est un α-isomorphisme.
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Théorème 6.7.5. Si le morphisme g : X ′ → X est projectif, il existe une suite spectrale cano-
nique de B˘Q-modules
(6.7.5.1) Ei,j2 = σ˘
∗(Rig∗(Ω˜
j
X′/X)⊗OX OX˘)Q(−j)⇒ ψ˘∗(R
i+j γ˘∗(Z˘p))⊗Zp B˘Q.
La suite spectrale en question est induite par la suite spectrale de Cartan-Leray (6.7.1.2)
compte tenu de (6.7.1.4), 6.7.2 et (6.7.4.2).
Définition 6.7.6. Pour tout morphisme projectif g : X ′ → X , la suite spectrale (6.7.5.1) est
appelée suite spectrale de Hodge-Tate relative.
6.7.7. On rappelle que le groupe de Galois GK agit naturellement à gauche sur le topos E˜N
◦
s
et que B˘ est un anneau GK-équivariant de E˜N
◦
s (6.4.8). De même, GK agit naturellement à gauche
sur les topos annelés E˜′N
◦
s et G˜
N◦
s , et B˘
′
(resp. B˘
!
) est un anneau GK-équivariant de E˜′N
◦
s (resp.
G˜N
◦
s ). Les morphismes τ˘ , g˘, Θ˘, σ˘
′ et π˘ sont GK -équivariants (6.7.1.1).
Soit F un B˘
′
-module GK-équivariant. D’après 2.1.15, pour tout j ≥ 0, Rj τ˘∗(F ) est naturel-
lement muni d’une structure de B˘
!
-module GK -équivariant. Donc pour tout i ≥ 0, Rig˘∗(Rj τ˘∗(F ))
est naturellement muni d’une structure de B˘-module GK-équivariant. De même, pour tout q ≥ 0,
RqΘ˘∗(F ) est naturellement muni d’une structure de B˘-module GK-équivariant.
Proposition 6.7.8. La suite spectrale de Cartan-Leray (6.7.1.2) est GK-équivariante (6.7.7).
Pour tout u ∈ GK , considérons l’isomorphisme composé
(6.7.8.1) Rτ˘∗(B˘
′
)
∼
→ Rτ˘∗(u∗(B˘
′
))
∼
→ R(τ˘u)∗(B˘
′
)
∼
→ R(uτ˘ )∗(B˘
′
)
∼
→ Ru∗(Rτ˘∗(B˘
′
)),
où la première flèche est induite par l’isomorphisme canonique B˘
′ ∼
→ u∗(B˘
′
), la deuxième et la
quatrième flèches sont les isomorphismes canoniques, et la troisième flèche est l’isomorphisme qui
traduit la GK -équivariance de τ˘ . On en déduit un morphisme de la suite spectrale E (6.7.1.2)
vers la deuxième suite spectrale d’hypercohomologie du foncteur g˘∗ relativement au complexe
Ru∗(Rτ˘∗(B˘
′
)). Par ailleurs, l’isomorphisme
(6.7.8.2) Rg˘∗(Ru∗(Rτ˘∗(B˘
′
)))
∼
→ Ru∗(Rg˘∗(Rτ˘∗(B˘
′
)))
déduit de la GK -équivariance de g˘, induit un isomorphisme de la deuxième suite spectrale d’hyper-
cohomologie du foncteur g˘∗ relativement au complexe Ru∗(Rτ˘∗(B˘
′
)) vers la suite spectrale u∗(E).
On vérifie aussitôt que le morphisme composé de suites spectrales E → u∗(E) est donné sur les
termes E2 et sur les aboutissements par les structures GK-équivariantes définies dans 6.7.7
Proposition 6.7.9. Pour tout entier j ≥ 0, le morphisme (6.7.1.4)
(6.7.9.1) π˘∗(ξ−jΩ˜j
X˘
′
/X˘
)→ Rj τ˘∗(B˘
′
)
est GK-équivariant.
Il suffit de calquer la preuve de 6.4.10. On rappelle d’abord que GK agit naturellement sur
ξOC . Par ailleurs, pour tout u ∈ GK , les actions de u sur X
′
et X induisent un isomorphisme
OX
′ -linéaire
(6.7.9.2) Ω˜1
X/S
∼
→ u∗(Ω˜1
X/S
).
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Ces isomorphismes munissent Ω˜1
X
′
/X
d’une structure de OX′ -module GK-équivariant (2.1.14). On
en déduit pour tout entier j ≥ 0, une structure de O
X˘
′-module GK-équivariant sur ξ−jΩ˜
j
X˘
′
/X˘
, ou
ce qui revient au même puisque l’action de GK sur le topos X ′N
◦
s,e´t est triviale, une action à gauche
O
X˘
′ -semi-linéaire de GK sur le O
X˘
′-module ξ−jΩ˜j
X˘
′
/X˘
. Par suite, π˘∗(ξ−jΩ˜j
X˘
′
/X˘
) est naturellement
muni d’une structure de B˘
!
-module GK-équivariant (cf. 2.1.15).
Le groupe GK agit naturellement sur le schéma logarithmique (S,LS) (6.1.2) et par suite
sur le schéma logarithmique (X
′
,LX′) (6.6.1.1). Pour tout entier n ≥ 0, le monoïde Q
′
n (6.6.2.1)
est donc muni d’une structure de monoïde GK -équivariant de E˜′, de sorte que les morphismes
du diagramme (6.6.2.1) sont des morphismes de monoïdes GK -équivariants. Munissant le groupe
µpn(OK) de l’action canonique de GK , la suite exacte (6.6.2.4) est donc une suite de groupes
abéliens GK-équivariants de E˜′s. Par suite, ∂
′
n (6.6.3.1) est un morphisme de groupes abéliens GK -
équivariants de G˜s, et il en est alors de même du morphisme (6.6.3.3). Le caractère universel de la
dérivation logarithmique d log (6.6.1.5) implique que (6.6.1.6)
(6.7.9.3) L gp
X
′ ⊗Z OX′ → Ω˜
1
X
′
/X
est un morphisme de OX′-modules GK-équivariants de X
′
e´t. Le morphisme (6.6.4.2) est donc GK -
équivariant, d’où la proposition.
Corollaire 6.7.10. Si le morphisme g : X ′ → X est projectif, la suite spectrale de Hodge-Tate
relative (6.7.5.1) est GK -équivariante.
On rappelle d’abord que GK agit naturellement à gauche sur les topos (X
◦
e´t)
N◦ , (X
′⊲
e´t )
N◦ et E˜N
◦
,
et que les morphismes γ˘ et ψ˘ (6.7.4.1) sont GK -équivariants (2.1.15). Par suite, pour tout entier
q ≥ 0, ψ˘∗(Rq γ˘∗(Z˘p))⊗Zp B˘ est naturellement muni d’une structure de B˘-module GK-équivariant.
Le morphisme (6.7.4.2)
(6.7.10.1) ψ˘∗(Rq γ˘∗(Z˘p))⊗Zp B˘ → R
qΘ˘∗(B˘
′
),
est un morphisme de B˘-modules GK-équivariants. En effet, avec les notations des preuves de
5.7.4 et 5.7.5, les morphismes (5.7.4.5) et (5.7.5.3) sont GK-équivariants. On vérifie aussi que le
morphisme de changement de base (6.7.2.1) est un morphisme de B˘-modules GK-équivariants. La
proposition résulte alors de 6.7.8, 6.7.9 et 5.7.5.
Lemme 6.7.11. Soient A une OK-algèbre noethérienne, M un A-module de type fini, j un
entier non-nul. Alors, on a
(6.7.11.1) ((M⊗̂OKOC)⊗Zp Qp(j))
GK = 0,
où le produit tensoriel ⊗̂ est séparé complété pour la topologie p-adique.
Observant que (M⊗̂OKOC)⊗Zp Qp(j) est la limite du système inductif (M⊗̂OKOC(j))N où les
morphismes de transition sont induits par la multiplication par p, on voit que
(6.7.11.2) ((M⊗̂OKOC)⊗Zp Qp(j))
GK = (M⊗̂OKOC(j))
GK ⊗Zp Qp.
Soient Mtor le sous-A-module des sections x de M pour lesquelles il existe un entier i ≥ 1 tel
que miKx = 0, M
′ le quotient de M par Mtor, u : M → M ′ le morphisme canonique. Il existe un
entier m ≥ 0 tel queMtor soit annulé par pm. D’après 2.6.3, il existe alors un morphisme A-linéaire
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v : M ′ →M tel que u ◦ v = p2midM ′ et v ◦ u = p2midM . Compte tenu de (6.7.11.2) appliqué à M
et à M ′, on peut se borner au cas M est OK -plat et il suffit alors de montrer que
(6.7.11.3) (M⊗̂OKOC(j))
GK = 0.
On a des isomorphismes canoniques
(M⊗̂OKOC(j))
GK ∼→ lim
←−
n∈N
(M ⊗OK (OC/p
n
OC)(j))
GK ,(6.7.11.4)
(OC(j))
GK ∼→ lim
←−
n∈N
((OC/p
n
OC)(j))
GK .(6.7.11.5)
En vertu de ([2] II.3.15), on a un isomorphisme canonique
(6.7.11.6) M ⊗OK ((OC/p
n
OC)(j))
GK ∼→ (M ⊗OK (OC/p
n
OC)(j))
GK .
On en déduit un isomorphisme
(6.7.11.7) (M⊗̂OKOC(j))
GK ∼→M⊗̂OK (OC(j))
GK .
L’assertion recherchée (6.7.11.3) s’ensuit puisque (OC(j))GK ⊂ (C(j))GK = 0 d’après le théorème
de Tate ([54] theo. 2).
Proposition 6.7.12. Pour tout OX -module cohérent F tel que F |Xη soit un OXη -module
localement libre et pour tout entier non nul j, on a
(6.7.12.1) (Γ(E˜N
◦
s , σ˘
∗(F ⊗OX OX˘))⊗Zp Qp(j))
GK = 0.
On désigne par X le schéma formel complété p-adique de X , et par
(6.7.12.2) ⊤ : (E˜N
◦
s , B˘)→ (Xs,zar,OX)
le morphisme composé
(6.7.12.3) (E˜N
◦
s , B˘)
σ˘
−→ (XN
◦
s,e´t,OXˇ) −→ (X
N◦
s,zar,OXˇ)
λ
−→ (Xs,zar,OX),
où la seconde flèche est induite par les morphismes canoniques (Xs,e´t,OXn) → (Xs,zar,OXn)
(2.1.18.5) et la troisième flèche est le morphisme canonique (2.1.11.1). On pose F = F ⊗OX OX
et on note F̂ son complété p-adique qui est un OX-module. D’après ([2] (III.11.1.12)), on a un
isomorphisme canonique
(6.7.12.4) ⊤∗(F̂ )
∼
→ σ˘∗(F ⊗OX OX˘).
D’après ([2] III.12.1), les foncteurs ⊤∗ et ⊤∗ induisent des foncteurs entre la catégorie des B˘-
modules à isogénie près et la catégorie des OX[ 1p ]-modules.
Montrons que le morphisme ⊤∗(B˘)-linéaire
(6.7.12.5) F̂ ⊗OX ⊤∗(B˘)[
1
p
]→ ⊤∗(⊤
∗(F̂ ))[
1
p
]
induit par le morphisme d’adjonction id → ⊤∗⊤∗, est un isomorphisme. La question étant locale
pour la topologie de Zariski de X , on peut supposer qu’il existe un OX -module cohérent F ′, un
entier n ≥ 1 et un morphisme OX -linéaire u : F ⊕ F ′ → OnX induisant un isomorphisme sur
Xη. Il existe un entier m ≥ 0, tel que le noyau et le conoyau de u sont annulés par pm. D’après
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2.6.3, il existe alors un morphisme OX -linéaire v : OnX → F ⊕ F
′ tel que u ◦ v = p2midOnX et
v ◦ u = p2midF⊕F ′ . Par suite, le morphisme
(6.7.12.6) F̂ [
1
p
]⊕ F̂
′
[
1
p
]→ OnX[
1
p
]
induit par u, est un isomorphisme. On se réduit ainsi au cas où F = OX auquel cas l’assertion
recherchée est triviale.
En vertu de 6.3.8, le noyau et le conoyau de l’homomorphisme canonique
(6.7.12.7) O
X˘
→ σ˘∗(B˘)
sont annulés par p
2d+2
p−1 , où d = dim(X/S). Par suite, l’homomorphisme canonique
(6.7.12.8) OX[
1
p
]→ ⊤∗(B˘)[
1
p
]
est un isomorphisme. On déduit de ce qui précède que l’homomorphisme canonique
(6.7.12.9) Γ(X, F̂ )⊗Zp Qp → Γ(E˜
N◦
s , σ˘
∗(F ⊗OX OX˘))⊗Zp Qp
est un isomorphisme ([1] 2.10.5). Par ailleurs, munissant le topos Xs,zar de l’action triviale de GK ,
OX est naturellement un anneau GK -équivariant de Xs,zar, et l’homomorphisme OX → ⊤∗(B˘) est
un morphisme d’anneaux GK -équivariants (cf. 2.1.15). On en déduit aussitôt que le morphisme
(6.7.12.9) est GK-équivariant (2.1.16). Il suffit donc de montrer que pour tout entier non nul j, on
a
(6.7.12.10) (Γ(X, F̂ )⊗Zp Qp(j))
GK = 0.
On peut se borner au cas où X = Spec(R) est affine et F = M˜ où M est un R-module de
type fini. L’assertion recherchée résulte alors de 6.7.11.
Corollaire 6.7.13. Si le morphisme g : X ′ → X est projectif, la suite spectrale de Hodge-Tate
relative (6.7.5.1) dégénère en E2.
En effet, pour tout i, j ≥ 0, posons
(6.7.13.1) F i,j = Rig∗(Ω˜
j
X′/X).
D’après 6.7.10, la différentielle di,j2 : E
i,j
2 → E
i+2,j−1
2 s’identifie à une section GK-équivariante de
(6.7.13.2) Γ(E˜N
◦
s ,H om ˘B
(σ˘∗(F i,j ⊗OX OX˘), σ˘
∗(F i+2,j−1 ⊗OX OX˘)))⊗Zp Qp(1).
Le morphisme g étant saturé, est exact ([45] III 2.5.2), et le monoïde (MX/O
×
X)|Xη est libre
puisque MX |Xη est défini par un diviseur à croisements normaux ([2] III.4.7). Par suite, le OXη -
module F i,j |Xη est localement libre d’après ([34] 7.2) (cf. [9] 5.5 pour le case lisse sans structures
logarithmiques). Il existe donc un OX -module cohérent G i,j , un entier n ≥ 1 et un morphisme
OX -linéaire u : F i,j ⊕ G i,j → OnX induisant un isomorphisme sur Xη. Il existe un entier m ≥ 0 tel
que pm annule le noyau et le conoyau de u. D’après 2.6.3, il existe alors un morphisme OX -linéaire
v : OnX → F
i,j ⊕ G i,j tel que u ◦ v = p2midOnX et v ◦ u = p
2midFi,j⊕G i,j .
Comme u est une isogénie ([2] 6.1.1), on vérifie aisément que le morphisme canonique
σ˘∗(H omOX (F
i,j ,F i+2,j−1)⊗OX OX˘)→
H om
B˘
(σ˘∗(F i,j ⊗OX OX˘), σ˘
∗(F i+2,j−1 ⊗OX OX˘))(6.7.13.3)
est une isogénie. La proposition résulte alors de 6.7.12 appliqué à H omOX (F
i,j ,F i+2,j−1).
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6.7.14. Soient (y  x) un point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de s, X
le localisé strict de X en x, Y le localisé strict de X
◦
en y, X(y) le localisé strict de X en h(y)
(5.1.2). On désigne par u : X → X et v : Y → X
◦
les morphismes canoniques et par h : Y → X le
composé du morphisme Y → X(y) induit par h et du morphisme X(y) → X induit par la flèche de
spécialisation de h(y) dans x ([4] VIII 7.3). On pose
(6.7.14.1) R = Bρ(y x)
et on note R̂ le séparé complété p-adique de R. On pose X ′ = X ′ ×X X et Y
′ = Y ×X◦ X
′⊲
et on
considère le diagramme commutatif
(6.7.14.2) X ′
g


X
′⊲h′oo
γ


X ′
g

u′
``❅❅❅❅❅❅❅❅
Y ′
v′
==⑤⑤⑤⑤⑤⑤⑤⑤⑤
γ

h′oo
X
u
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Y
hoo
v !!❈
❈❈
❈❈
❈❈
❈
X X
◦hoo
où u′, g, v′ et γ sont les projections canoniques et h′ est induit par les morphismes h ◦ γ et h′ ◦ v′.
On désigne par E˜ (resp. E˜
′
) le topos de Faltings du morphisme h (resp. h′) (3.3.2) et par G˜ le
topos de Faltings relatif associé au couple de morphismes (h, g) (3.4.1). Le diagramme (6.7.14.2)
induit par fonctorialité du topos de Faltings relatif (3.4.8) un diagramme de morphismes de topos
à carrés commutatifs à isomorphismes canoniques près
(6.7.14.3) E˜
′ Φ′ //
τ

E˜′
τ

G˜
Ψ //
g

G˜
g

E˜
Φ // E˜
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Celui-ci induit un diagramme de morphismes de topos à carrés commutatifs à isomorphismes
canoniques près
(6.7.14.4) E˜
′N◦ Φ˘′ //
τ˘

E˜′N
◦
τ˘

G˜
N◦ Ψ˘ //
g˘

G˜N
◦
g˘

E˜
N◦ Φ˘ // E˜N
◦
Ces notations n’induisent aucune confusion avec celles introduites dans (6.7.1.1). En effet, on peut
indifféremment considérer B˘ comme un anneau de E˜N
◦
s ou de E˜
N◦ (6.7.3). De même, on peut
indifféremment considérer B˘
′
(resp. B˘
!
) comme un anneau de E˜′N
◦
s ou de E˜
′N◦ (resp. G˜N
◦
s ou de
G˜N
◦
) : notant δ˘′ : E˜′N
◦
s → E˜
′N◦ et κ˘ : G˜N
◦
s → G˜
N◦ les foncteurs induits par les plongements δ′
(5.1.6.6) et κ (6.5.2.3), respectivement, on a δ˘′∗(B˘
′
) = (B
′
n+1)n∈N et κ˘∗(B˘
!
) = (B
!
n+1)n∈N, où l’on
considère les B
′
n+1 (resp. B
!
n+1) comme des anneaux de E˜
′ (resp. G˜).
Considérons la suite spectrale de Cartan-Leray ([4] V 5.3)
(6.7.14.5) Ei,j2 = H
i(G˜
N◦
,Rj τ˘∗(Φ˘
′−1(B˘
′
)))⇒ Hi+j(E˜
′N◦
, Φ˘′−1(B˘
′
)).
Il résulte de 3.5.13 et ([4] VIII 7.3) que pour tout faisceau abélien F de E˜′N
◦
et tout entier
q ≥ 0, le morphisme de changement de base relativement au carré supérieur de (6.7.14.4)
(6.7.14.6) Ψ˘−1(Rq τ˘∗(F ))→ R
q τ˘∗(Φ˘
′−1(F ))
est un isomorphisme. Pour tout entier j ≥ 0, le morphisme (6.7.1.4) induit donc un morphisme
Ψ˘−1(B˘
!
)-linéaire
(6.7.14.7) Ψ˘−1(π˘∗(ξ−jΩ˜j
X˘
′
/X˘
))→ Rj τ˘∗(Φ˘
′−1(B˘
′
)),
dont le noyau et le conoyau sont annulés par p
2r+2
p−1 où r = dim(X ′/X).
Proposition 6.7.15. Les hypothèses étant celles de 6.7.14, supposons de plus le morphisme
g : X ′ → X projectif. Alors, pour tout entier q ≥ 0, on a un morphisme canonique surjectif
(6.7.15.1) Hq(E˜
′N◦
, Φ˘′−1(B˘
′
))→ lim
←−
n≥1
RqΘ∗(B
′
n)ρ(y x),
dont le noyau est α-nul.
En effet, d’après ([2] VI.7.10), on a une suite exacte
(6.7.15.2) 0→ R1lim
←−
n≥1
Hq−1(E˜
′
,Φ′−1(B
′
n))→ H
q(E˜
′N◦
, Φ˘−1(B˘
′
))→ lim
←−
n≥1
Hq(E˜
′
,Φ′−1(B
′
n))→ 0.
D’après 3.5.13, pour tout n ≥ 1, on a un isomorphisme canonique
(6.7.15.3) RqΘ∗(B
′
n)ρ(y x)
∼
→ Hq(E˜
′
,Φ′−1(B
′
n)).
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En vertu de 5.7.5, on a un morphisme B-linéaire canonique
(6.7.15.4) ψ∗(Rqγ∗(Z/pnZ))⊗Zp B → R
qΘ∗(B
′
n),
qui est un α-isomorphisme. D’après 5.7.2, le faisceau abélien Rqγ∗(Z/pnZ) est localement constant
constructible, et on a un isomorphisme canonique
(6.7.15.5) Rqγ∗(Z/pnZ)y
∼
→ Hq(X
′⊲
y,e´t,Z/p
nZ).
Il existe donc un faisceau Lq de X
◦
f e´t et un isomorphisme R
qγ∗(Z/p
nZ)
∼
→ ρ∗
X
◦(Lq) ([2] VI.9.20),
où ρX◦ : X
◦
e´t → X
◦
f e´t est le morphisme canonique (2.1.17.1). D’après ([2] VI.10.9(iii)), on a un
isomorphisme canonique
(6.7.15.6) β∗(Lq)
∼
→ ψ∗(R
qγ∗(Z/p
nZ)).
On en déduit compte tenu de (3.4.21.2) un morphisme R-linéaire canonique
(6.7.15.7) uqn : H
q(X
′⊲
y,e´t,Z/p
nZ) ⊗Zp R→ R
qΘ∗(B
′
n)ρ(y x),
qui est un α-isomorphisme (6.7.14.1). Les morphismes
(6.7.15.8) lim
←−
n≥1
uqn et R
1lim
←−
n≥1
uqn
sont donc des α-isomorphismes ([17] 2.4.2(ii)). Les groupes Hq(X
′⊲
y,e´t,Z/p
nZ) étant finis, le système
projectif (Hq(X
′⊲
y,e´t,Z/p
nZ))n≥1 vérifie la condition de Mittag-Leffler. On en déduit que
(6.7.15.9) R1lim
←−
n≥1
Hq−1(E˜
′
,Φ′−1(B
′
n))
est α-nul d’après ([36] 1.15) et ([48] théo. 1). La proposition s’ensuit compte tenu de (6.7.15.2).
Corollaire 6.7.16. Les hypothèses étant celles de 6.7.14, supposons de plus le morphisme
g : X ′ → X projectif. Alors, pour tout entier q ≥ 0, on a un α-isomorphisme canonique
(6.7.16.1) Hq(E˜
′N◦
, Φ˘′−1(B˘
′
))
≈
−→ Hq(X
′⊲
y,e´t,Zp)⊗Zp R̂.
Cela résulte de 5.7.2, 5.7.5, 6.7.15 et de sa preuve, compte tenu du fait que le Zp-module
Hq(X
′⊲
y,e´t,Zp) est de type fini d’après ([25] VI 2.2.2 et la remarque après 2.2.3).
On prendra garde que le α-isomorphisme (6.7.16.1) n’est pas en général induit par un vrai
morphisme.
Proposition 6.7.17. Les hypothèses étant celles de 6.7.14, supposons de plus le morphisme
g : X ′ → X propre. Alors, il existe un entier N ≥ 1 vérifiant la propriété suivante. Soit F un OX′-
module cohérent qui soit X-plat. Pour tout n ≥ 1, posons Fn = F ⊗OS OSn que l’on considère
comme un OX′n-module de X
′
s,e´t (2.1.18) et F˘ = (Fn+1)n∈N. Alors, pour tout entier q ≥ 0, le
morphisme canonique
(6.7.17.1) Hq(G˜
N◦
, Ψ˘−1(π˘∗(F˘ )))→ lim
←−
n≥1
Hq(G˜,Ψ−1(π∗n(Fn)))
est surjectif et son noyau est annulé par pN (6.7.1.1).
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En effet, la question étant locale pour la topologie étale sur X (3.4.11), on peut supposer que
X = Spec(R) est affine et que le morphisme f (6.1.5) admet une carte adéquate.
D’après ([2] VI.7.10), on a une suite exacte
0→ R1lim
←−
n≥1
Hq−1(G˜,Ψ−1(π∗n(Fn)))→(6.7.17.2)
Hq(G˜
N◦
, Ψ˘−1(π˘∗(F˘ )))→ lim
←−
n≥1
Hq(G˜,Ψ−1(π∗n(Fn)))→ 0.
En vertu de 3.5.13, pour tout entier n ≥ 1, on a un isomorphisme canonique R-linéaire (6.5.28.10)
(6.7.17.3) Rqgn∗(π∗n(Fn))ρ(y x)
∼
→ Hq(G˜,Ψ−1(π∗n(Fn))).
Posons Fn = F/pnF . D’après 3.5.17(ii), 6.5.29, (3.5.14.11) et ([4] XII 5.5), on a un morphisme
canonique
(6.7.17.4) Hq(X ′,Fn ⊗OX R)→ R
q
gn∗(π
∗
n(Fn))ρ(y x),
qui est un α-isomorphisme.
D’après (Tag 07VK, Stacks), RΓ(X ′,Fn) est un complexe parfait de la catégorie dérivée
D(R/pnR) de la catégorie des (R/pnR)-modules, et pour toute R-algèbre A, posant X ′ ⊗X A =
X ′ ×X Spec(A), le morphisme canonique
(6.7.17.5) RΓ(X ′,Fn)⊗L(R/pnR) (A/p
nA)→ RΓ(X ′ ⊗X A,Fn ⊗R A)
est un isomorphisme. Soit M• un complexe borné de (R/pnR)-modules projectifs de type fini
quasi-isomorphe à RΓ(X ′,Fn). On en déduit pour tout entier q ≥ 0, un isomorphisme fonctoriel
en A,
(6.7.17.6) Hq(M• ⊗R A)
∼
→ Hq(X ′ ⊗X A,Fn ⊗R A).
En vertu de 5.3.9, il existe un entier N ≥ 1, qui ne dépend que de la carte adéquate pour f , tel
que pour tout entier q, le noyau et le conoyau du morphisme canonique
(6.7.17.7) Hq(M•)⊗R R→ Hq(M• ⊗R R)
soient annulés par pN . Prenant pour A la R-algèbre plate Γ(X,OX), on en déduit que pour tout
entier q ≥ 0, le morphisme canonique
(6.7.17.8) Hq(X ′,Fn)⊗R OX → Hq(X
′,Fn ⊗OX OX)
est un isomorphisme. Prenant pour A la R-algèbre R, on en déduit que pour tout entier q ≥ 0, le
noyau et le conoyau du morphisme canonique
(6.7.17.9) Hq(X ′,Fn ⊗OX OX)⊗OX R→ H
q(X ′,Fn ⊗OX R)
sont annulés par pN . Notons Iqn (resp. C
q
n) l’image (resp. le conoyau) de ce dernier morphisme.
En vertu de ([29] 4.1.7), le système projectif (Hq(X ′,Fn ⊗OX OX))n≥1 vérifie la condition de
Mittag-Leffler et le morphisme canonique
(6.7.17.10) Hq(X ′,F ⊗OX OX)
∧ → lim
←−
n≥1
Hq(X ′,Fn ⊗OX OX),
où la source est le séparé complété p-adique de Hq(X ′,F ⊗OX OX), est un isomorphisme topolo-
gique. Par suite, le système projectif (Iqn)n≥1 vérifie la condition de Mittag-Leffler et le morphisme
canonique
(6.7.17.11) R1lim
←−
n≥1
Hq(X ′,Fn ⊗OX R)→ R
1lim
←−
n≥1
Cqn
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est un isomorphisme. La proposition s’ensuit compte tenu de (6.7.17.2). On en déduit aussi que le
noyau du morphisme canonique
(6.7.17.12) Hq(X ′,F ⊗OX OX)⊗̂OXR→ lim
←−
n≥1
Hq(X ′,Fn ⊗OX R),
où le produit tensoriel ⊗̂ est séparé complété pour la topologie p-adique, est annulé par pN et son
conoyau est annulé par p2N .
Corollaire 6.7.18. Les hypothèses étant celles de 6.7.14, supposons de plus le morphisme
g : X ′ → X propre. Alors, il existe un entier N ≥ 1 vérifiant la propriété suivante. Soit F un OX′-
module cohérent qui soit X-plat. Pour tout n ≥ 1, posons Fn = F ⊗OS OSn et F˘ = (Fn+1)n∈N
que l’on considère comme un O
Xˇ
′-module de X ′N
◦
s,e´t (2.1.18). Alors, pour tout entier q ≥ 0, on a un
isomorphisme canonique
(6.7.18.1) Hq(G˜
N◦
, Ψ˘−1(π˘∗(F˘ )))⊗Zp Qp
∼
→ (Hq(X ′,F ⊗OX OX)⊗̂OXR)⊗Zp Qp,
où le produit tensoriel ⊗̂ est séparé complété pour la topologie p-adique.
Cela résulte de 6.7.17 et de sa preuve.
Théorème 6.7.19. Supposons le morphisme g : X ′ → X projectif. Soient (y  x) un point de
Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de s, X le localisé strict de X en x, X
′ = X ′×X X.
Posons R = Bρ(y x) et notons R̂ le séparé complété p-adique de R. Alors, il existe une suite
spectrale canonique de R̂-modules
(6.7.19.1) Ei,j2 = (H
i(X ′, Ω˜jX′/X ⊗OX OX)⊗̂OXR)⊗Zp Qp(−j)⇒ H
i+j(X
′⊲
y,e´t,Zp)⊗Zp R̂[
1
p
],
où le produit tensoriel ⊗̂ est séparé complété pour la topologie p-adique.
La suite spectrale en question est induite par la suite spectrale de Cartan-Leray (6.7.14.5)
compte tenu de (6.7.14.7), 6.7.16 et 6.7.18.
6.7.20. Reprenons les hypothèses et notations de 6.7.14. Pour tout faisceau abélien F =
(Fn)n≥0 de E˜′N
◦
, on désigne par Θ∗(F )ρ(y x) la limite projective des fibres des Θ∗(Fn) en ρ(y  x),
(6.7.20.1) Θ∗(F )ρ(y x) = lim
←−
n≥0
Θ∗(Fn)ρ(y x),
où Θ: E˜′ → E˜ est le morphisme de fonctorialité (5.1.8.2). On définit ainsi un foncteur de la
catégorie des faisceaux abéliens de E˜′N
◦
dans celle des groupes abéliens. Celui-ci étant exact à
gauche, on désigne abusivement par RqΘ∗(F )ρ(y x) (q ≥ 0) ses foncteurs dérivés à droite.
En vertu de 3.5.13(i), pour tout faisceau abélien F de E˜′N
◦
, on a un isomorphisme canonique
fonctoriel
(6.7.20.2) Θ∗(F )ρ(y x)
∼
→ Γ(E˜
′N◦
, Φ˘′∗(F )).
On en déduit pour tout entier q ≥ 0, un morphisme canonique fonctoriel
(6.7.20.3) RqΘ∗(F )ρ(y x) → H
q(E˜
′N◦
, Φ˘′∗(F )).
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Soient F = (Fn)n≥0 un faisceau abélien de E˜′N
◦
, q un entier ≥ 0. D’après ([36] 1.6), on a une
suite exacte canonique
(6.7.20.4) 0→ R1lim
←−
n≥0
Rq−1Θ∗(Fn)ρ(y x) → R
qΘ∗(F )ρ(y x) → lim
←−
n≥0
RqΘ∗(Fn)ρ(y x) → 0,
où on a posé R−1Θ∗(Fn)ρ(y x) = 0 pour tout n ≥ 0. Par ailleurs, ([2] VI.7.10), on a une suite
exacte canonique
(6.7.20.5) 0→ R1lim
←−
n≥0
Hq−1(E˜
′
,Φ′∗(Fn))→ H
q(E˜
′N◦
, Φ˘′∗(F ))→ lim
←−
n≥0
Hq(E˜
′
,Φ′∗(Fn))→ 0,
où on a posé H−1(E˜
′
,Φ′−1(Fn)) = 0 pour tout n ≥ 0. De plus, le diagramme
(6.7.20.6) R1lim
←−
n≥0
Rq−1Θ∗(Fn)ρ(y x)
  //

RqΘ∗(F )ρ(y x) // //

lim
←−
n≥0
RqΘ∗(Fn)ρ(y x)

R1lim
←−
n≥0
Hq−1(E˜
′
,Φ′∗(Fn))
  // Hq(E˜
′N◦
, Φ˘′∗(F )) // // lim
←−
n≥0
Hq(E˜
′
,Φ′∗(Fn))
où les flèches verticales à gauche et à droite sont les isomorphismes induits par (3.5.13.4) et la
flèche verticale centrale est le morphisme (6.7.20.3), est commutatif. La flèche verticale centrale
est donc un isomorphisme. Il revient au même de dire que le foncteur Φ˘′∗ transforme les faisceaux
abéliens injectifs de E˜′N
◦
en faisceaux abélien de E˜
′N◦
acycliques pour le foncteur Γ(E˜
′N◦
,−).
De même, pour tout faisceau abélien F = (Fn)n≥0 de G˜N
◦
, on désigne par g∗(F )ρ(y x) la
limite projective des fibres des g∗(Fn) en ρ(y  x),
(6.7.20.7) g∗(F )ρ(y x) = lim
←−
n≥0
g∗(Fn)ρ(y x).
On définit ainsi un foncteur de la catégorie des faisceaux abéliens de G˜N
◦
dans celle des groupes
abéliens. Celui-ci étant exact à gauche, on désigne abusivement par Rqg∗(F )ρ(y x) (q ≥ 0) ses
foncteurs dérivés à droite.
En vertu de 3.5.13(i), pour tout faisceau abélien F de G˜N
◦
, on a un isomorphisme canonique
fonctoriel
(6.7.20.8) g∗(F )ρ(y x)
∼
→ Γ(G˜
N◦
, Ψ˘∗(F )).
On en déduit pour tout entier q ≥ 0, un morphisme canonique fonctoriel
(6.7.20.9) Rqg∗(F )ρ(y x) → H
q(G˜
N◦
, Ψ˘∗(F )).
Soient F = (Fn)n≥0 un faisceau abélien de G˜N
◦
, q un entier ≥ 0. D’après ([36] 1.6), on a une
suite exacte canonique
(6.7.20.10) 0→ R1lim
←−
n≥0
Rq−1g∗(Fn)ρ(y x) → R
q
g∗(F )ρ(y x) → lim
←−
n≥0
Rqg∗(Fn)ρ(y x) → 0,
où on a posé R−1g∗(Fn)ρ(y x) = 0 pour tout n ≥ 0. Par ailleurs, ([2] VI.7.10), on a une suite
exacte canonique
(6.7.20.11) 0→ R1lim
←−
n≥0
Hq−1(G˜,Ψ∗(Fn))→ H
q(G˜
N◦
, Ψ˘∗(F ))→ lim
←−
n≥0
Hq(G˜,Ψ∗(Fn))→ 0,
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où on a posé H−1(G˜,Ψ−1(Fn)) = 0 pour tout n ≥ 0. De plus, le diagramme
(6.7.20.12) R1lim
←−
n≥0
Rq−1g∗(Fn)ρ(y x)
  //

Rqg∗(F )ρ(y x) // //

lim
←−
n≥0
Rqg∗(Fn)ρ(y x)

R1lim
←−
n≥0
Hq−1(G˜,Ψ∗(Fn))
  // Hq(G˜
N
◦
, Ψ˘∗(F )) // // lim
←−
n≥0
Hq(G˜,Ψ∗(Fn))
où les flèches verticales à gauche et à droite sont les isomorphismes induits par (3.5.13.4) et la
flèche verticale centrale est le morphisme (6.7.20.9), est commutatif. La flèche verticale centrale
est donc un isomorphisme. Il revient au même de dire que le foncteur Ψ˘∗ transforme les faisceaux
abéliens injectifs de G˜N
◦
en faisceaux abéliens de G˜
N◦
acycliques pour le foncteur Γ(G˜
N◦
,−).
Proposition 6.7.21. Sous les hypothèses de 6.7.14 et avec les notations de 6.7.20, pour tout
faisceau abélien F de E˜′N
◦
, on a une suite spectrale canonique de groupes abéliens
(6.7.21.1) Ei,j2 = R
i
g∗(R
j τ˘∗(F ))ρ(y x) ⇒ R
i+jΘ∗(F )ρ(y x).
Celle-ci est canoniquement isomorphe à la suite spectrale de Cartan-Leray
(6.7.21.2) Ei,j2 = H
i(G˜
N◦
,Rj τ˘∗(Φ˘
′−1(F )))⇒ Hi+j(E˜
′N◦
, Φ˘′−1(F )).
En effet, la deuxième suite spectrale d’hypercohomologie du foncteur g∗(−)ρ(y x) par rapport
au complexe Rτ˘∗(F ) ([29] 0.11.4.3 ou [10] 1.4.5 et 1.4.6) s’écrit
(6.7.21.3) Ei,j2 = R
i
g∗(R
j τ˘∗(F ))ρ(y x) ⇒ R
i+j
g∗(Rτ˘∗(F ))ρ(y x).
On a un ismorphisme canonique
(6.7.21.4) Θ∗(F )ρ(y x)
∼
→ g∗(Rτ˘∗(F ))ρ(y x).
On en déduit pour tout entier q ≥ 0, un morphisme canonique
(6.7.21.5) RqΘ∗(F )ρ(y x) → R
q
g∗(Rτ˘∗(F ))ρ(y x).
Écrivant F = (Fn)n≥0, on a un diagramme commutatif à lignes exactes
(6.7.21.6)
R1lim
←−
n≥0
Rq−1Θ∗(Fn)ρ(y x)
  //

RqΘ∗(F )ρ(y x) // //

lim
←−
n≥0
RqΘ∗(Fn)ρ(y x)

R1lim
←−
n≥0
Rq−1g∗(Rτ∗(Fn))ρ(y x)
  // Rqg∗(Rτ˘∗(F ))ρ(y x) // // lim
←−
n≥0
Rqg∗(Rτ∗(Fn))ρ(y x)
Comme τ∗ transforme les faisceaux abéliens injectifs de E˜′ en faisceaux abéliens de G˜ acycliques
pour le foncteur g∗ ([4] V 4.9 et 5.2), les flèches verticales de gauche et de droite sont des iso-
morphismes. On en déduit que le morphisme (6.7.21.5) est un isomorphisme. La suite spectrale
(6.7.21.3) induit alors la suite spectrale recherchée (6.7.21.1).
En vertu de 6.5.14(ii), pour tout entier q ≥ 0, le morphisme de changement de base relativement
au carré supérieur du diagramme (6.7.14.4)
(6.7.21.7) Ψ˘∗(Rq τ˘∗(F ))→ Rq τ˘∗(Φ˘
′∗(F ))
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est un isomorphisme. Par ailleurs, pour tout faisceau abélien H de G˜N
◦
et tout entier q ≥ 0, on a
un isomorphisme canonique (6.7.20.9)
(6.7.21.8) Rq g˘∗(H)ρ(y x)
∼
→ Hq(G˜
N◦
, Ψ˘∗(H)).
Par suite, le foncteur Ψ˘∗ transforme les faisceaux abéliens injectifs de G˜N
◦
en faisceaux abéliens de
G˜
N◦
acycliques pour le foncteur Γ(G˜
N◦
,−). Compte tenu de (6.7.21.7), l’isomorphisme (6.7.21.8)
induit donc un isomorphisme de la suite spectrale (6.7.21.3) vers la suite spectrale d’hypercohomo-
logie du foncteur Γ(G˜
N◦
,−) par rapport au complexe Rτ˘∗(Φ˘
′∗(F )),
(6.7.21.9) Ei,j2 = H
i(G˜
N
◦
,Rj τ˘∗(Φ˘
′∗(F )))⇒ Hi+j(G˜
N
◦
,Rτ˘∗(Φ˘
′∗(F ))).
Celle-ci est canoniquement isomorphe à la suite spectrale de Cartan-Leray (6.7.21.2).
6.7.22. Reprenons les hypothèses et notations de 6.7.14. On rappelle que X est normal et
strictement local (et en particulier intègre) ([2] III.3.7). Le X-morphisme y → X définissant le
point (y  x) se relève en un X
◦
-morphisme y → X
◦
et il induit donc un point géométrique de X
◦
que l’on note aussi (abusivement) y. On pose ∆ = π1(X
◦
, y) et on note Z[∆] l’algèbre de groupe
associée. On désigne par B∆ le topos classifiant du groupe profini ∆ (2.1.20).
D’après ([2] VI.10.23 et VI.10.24), on a un morphisme canonique de topos
(6.7.22.1) θ : X
◦
f e´t → E˜.
On pose
(6.7.22.2) ϕx = θ
∗ ◦ Φ∗ : E˜ → X
◦
f e´t,
où Φ: E˜ → E˜ est le morphisme de fonctorialité (6.7.14.3). Composant ϕx avec le foncteur fibre de
X
◦
f e´t en y (2.1.20.4), on obtient un foncteur que l’on note
(6.7.22.3) E˜ → B∆, F 7→ F[y x].
D’après ([2] VI.10.31 et VI.9.9), pour tout objet F de E˜, oubliant l’action de ∆, on a un isomor-
phisme canonique fonctoriel d’ensembles
(6.7.22.4) Fρ(y x)
∼
→ F[y x].
Pour tout faisceau abélien F = (Fn)n≥0 de E˜′N
◦
, on désigne par Θ∗(F )[y x] la limite projective
des Z[∆]-modules Θ∗(Fn)[y x] (6.7.22.3),
(6.7.22.5) Θ∗(F )[y x] = lim
←−
n≥0
Θ∗(Fn)[y x],
où Θ: E˜′ → E˜ est le morphisme de fonctorialité (5.1.8.2). On définit ainsi un foncteur de la
catégorie des faisceaux abéliens de E˜′N
◦
dans celle des Z[∆]-modules. Celui-ci étant exact à gauche,
on désigne abusivement par RqΘ∗(F )[y x] (q ≥ 0) ses foncteurs dérivés à droite.
Soient F = (Fn)n≥0 un faisceau abélien de E˜′N
◦
, q un entier ≥ 0. Oubliant l’action de ∆,
l’isomorphisme (6.7.22.4) induit un isomorphisme canonique de groupes abéliens
(6.7.22.6) RqΘ∗(F )ρ(y x)
∼
→ RqΘ∗(F )[y x].
D’après ([36] 1.6), on a une suite exacte canonique
(6.7.22.7) 0→ R1lim
←−
n≥0
Rq−1Θ∗(Fn)[y x] → R
qΘ∗(F )[y x] → lim
←−
n≥0
RqΘ∗(Fn)[y x] → 0,
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où on a posé R−1Θ∗(Fn)[y x] = 0 pour tout n ≥ 0.
De même, pour tout faisceau abélien F = (Fn)n≥0 de G˜N
◦
, on désigne par g∗(F )[y x] la limite
projective des Z[∆]-modules g∗(Fn)[y x] (6.7.22.3),
(6.7.22.8) g∗(F )[y x] = lim
←−
n≥0
g∗(Fn)[y x].
On définit ainsi un foncteur de la catégorie des faisceaux abéliens de G˜N
◦
dans celle des Z[∆]-
modules. Celui-ci étant exact à gauche, on désigne abusivement par Rqg∗(F )[y x] (q ≥ 0) ses
foncteurs dérivés à droite.
Soient F = (Fn)n≥0 un faisceau abélien de G˜N
◦
, q un entier ≥ 0. Oubliant l’action de ∆,
l’isomorphisme (6.7.22.4) induit un isomorphisme canonique de groupes abéliens
(6.7.22.9) Rqg∗(F )[y x]
∼
→ Rqg∗(F )ρ(y x).
D’après ([36] 1.6), on a une suite exacte canonique
(6.7.22.10) 0→ R1lim
←−
n≥0
Rq−1g∗(Fn)[y x] → R
q
g∗(F )[y x] → lim
←−
n≥0
Rqg∗(Fn)[y x] → 0,
où on a posé R−1g∗(Fn)[y x] = 0 pour tout n ≥ 0.
Il résulte de la suite spectrale (6.7.21.1) et de la bijection d’ensembles (6.7.22.9) que le foncteur
τ˘∗ transforme les faisceaux abéliens injectifs de E˜′N
◦
en faisceaux abéliens de G˜N
◦
, acycliques pour
le foncteur g∗(−)[y x]. Par suite, en vertu de ([4] V 0.3), pour tout faisceau abélien F de E˜′N
◦
, on
a une suite spectrale de Z[∆]-modules
(6.7.22.11) Ei,j2 = R
i
g∗(R
j τ˘∗(F ))[y x] ⇒ R
i+jΘ∗(F )[y x].
Celle-ci raffine la suite spectrale (6.7.21.1) et donc aussi la suite spectrale (6.7.21.2).
On notera que ∆ agit naturellement sur l’anneau R (cf. 4.1.13). Par ailleurs, d’après 5.7.2, si
g : X ′ → X est propre, pour tous entiers n, q ≥ 0, le faisceau Rqγ∗(Z/pnZ) est localement constant
constructible sur X
◦
et on a un isomorphisme canonique
(6.7.22.12) Rqγ∗(Z/p
nZ)y
∼
→ Hq(X
′⊲
y,e´t,Z/p
nZ).
On en déduit une action naturelle de ∆ sur Hq(X
′⊲
y,e´t,Z/p
nZ) et donc sur Hq(X
′⊲
y,e´t,Zp).
Proposition 6.7.23. Sous les hypothèses de 6.7.19 et avec les notations de 6.7.22, la suite
spectrale (6.7.19.1) est ∆-équivariante.
En effet, d’après 6.6.4, pour tous entiers i, j ≥ 0, le morphisme canonique
(6.7.23.1) Rig∗(π˘∗(ξ−jΩ˜
j
X˘
′
/X˘
))[y x] ⊗Zp Qp → R
i
g∗(R
j τ˘∗(B˘
′
))[y x] ⊗Zp Qp
est un isomorphisme, qui est naturellement ∆-équivariant. Il résulte de la preuve de 6.7.17 que
l’isomorphisme
(6.7.23.2) Rig∗(π˘∗(Ω˜
j
X′/X))[y x] ⊗Zp Qp
∼
→ (Hi(X ′, Ω˜jX′/X ⊗OX OX)⊗̂OXR)⊗Zp Qp
induit par les isomorphismes (6.7.18.1), (6.7.20.9) et (6.7.22.9), est ∆-équivariant. Par ailleurs, il
résulte de la preuve de 6.7.15 que pour tout entier q ≥ 0, l’isomorphisme
(6.7.23.3) RqΘ∗(B˘
′
)[y x] ⊗Zp Qp
∼
→ Hq(X
′⊲
y,e´t,Zp)⊗Zp R̂[
1
p
]
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induit par les isomorphismes (6.7.20.3) et (6.7.22.6) et le α-isomorphisme (6.7.16.1), est ∆-équiva-
riant. La proposition s’ensuit puisque la suite spectrale (6.7.22.11) raffine la suite spectrale de
Cartan-Leray (6.7.21.2).
6.7.24. Soient Z un η-schéma géométriquement connexe, Z = Z ×η η. On désigne par Π(Z)
(resp. Π(Z)) le groupoïde fondamental de Z (resp. Z). Les objets de Π(Z) sont les points géomé-
triques de Z. Pour tout point géométrique z de Z, on note wz : E´tf/Z → Ens le foncteur fibre
correspondant (2.1.20.1). Si z et z′ sont deux points géométriques de Z, l’ensemble π1(Z, z, z′) des
morphismes de z vers z′ dans Π(Z) est l’ensemble des morphismes (ou ce qui revient au même des
isomorphismes) wz → wz′ de foncteurs fibres associés.
Pour tout point géométrique z de Z, le foncteur fibre wz est exact à gauche et transforme
familles couvrantes en familles surjectives. Il se prolonge donc en un foncteur fibre vz : Zf e´t →
Ens ([4] IV 6.3). Celui-ci se déduit du foncteur νz défini dans (2.1.20.4) par oubli de l’action de
π1(Z, z). Notant ρZ : Ze´t → Zf e´t le foncteur canonique (2.1.17.1), vz correspond au point ρZ(z) de
Zf e´t ([2] (VI.9.9.1)). Interprétant Π(Z) comme la catégorie opposée à la catégorie des pro-objets
fondamentaux normalisés de E´tf/Z ([23] V 5.7), pour tous points géométriques z et z
′ de Z, tout
morphisme de π1(Z, z, z′) induit un morphisme vz → vz′ des foncteurs fibres associés de Zf e´t. On
en déduit un foncteur
(6.7.24.1) Π(Z)→ Pt(Zf e´t)◦, z 7→ vz ,
où Pt(Zf e´t) est la catégorie des points de Zf e´t. Celui-ci est une équivalence de catégories en vertu
de ([4] IV 4.9.4 et 7.2.5).
D’après ([2] VI.9.11), le foncteur
(6.7.24.2) Zf e´t → Hom(Π(Z),Ens), F 7→ (z 7→ vz(F )),
déduit de (6.7.24.1) induit une équivalence entre la catégorie Zf e´t et la catégorie des préfaisceaux
de U-ensembles ϕ sur Π(Z)◦ tels que pour tout point géométrique z de Z, ϕ(z) soit un U-ensemble
discret muni d’une action continue à gauche de π1(Z, z).
Le groupe de GaloisGK agit naturellement à gauche sur le schéma Z (6.4.7). Cette action induit
une action à gauche de GK sur la catégorie Π(Z), autrement dit un pseudo-foncteur normalisé du
groupoïde GK associé à GK (i.e., la catégorie ayant un seul objet, de classe de morphismes GK)
dans la 2-catégorie des catégories appartenant à V (2.1.5) qui fait correspondre Π(Z) au seul objet
de GK . Concrètement, tout u ∈ GK induit un foncteur
(6.7.24.3) γu : Π(Z)→ Π(Z), z 7→ u(z)
et pour tout (u, u′) ∈ G2K , un isomorphisme cu,u′ : γuγu′
∼
→ γuu′ satisfaisant aux conditions sui-
vantes :
(i) notant e l’élément neutre de GK , on a γe = idΠ(Z) ;
(ii) pour tout u ∈ GK , on a cu,e = ce,u = idγu ;
(iii) pour tout (u, u′, u′′) ∈ G3K et tout point géométrique z de Z, on a
(6.7.24.4) cuu′,u′′(z) · cu,u′(γu′′ (z)) = cu,u′u′′(z) · γu(cu′,u′′(z)).
Cette condition se visualise par la commutativité du diagramme
(6.7.24.5) γu(γu′(γu′′ (z)))
γu(cu′,u′′ (z)) //
cu,u′(γu′′ (z))

γu(γ
∗
u′u′′(z))
cu,u′u′′ (z)

γuu′(γu′′(z))
cuu′,u′′ (z) // γuu′u′′(z)
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L’action à gauche de GK sur le groupoïde Π(Z) induit une action à droite de GK sur la
catégorie Hom(Π(Z),Ens) des préfaisceaux de U-ensembles sur Π(Z)◦. On appelle préfaisceau
GK -équivariant sur Π(Z)◦, la donnée d’une section cartésienne du foncteur fibrant
(6.7.24.6) Hom(Π(Z),Ens)→ GK .
D’après ([23] VI §12), il revient au même de se donner un préfaisceau ϕ sur Π(Z) et pour tout
u ∈ GK , un isomorphisme
(6.7.24.7) τϕu : ϕ
∼
→ ϕ ◦ γu
tels que τϕid = idϕ et que pour tout (u, u
′) ∈ G2K , on ait
(6.7.24.8) τϕuu′ = cu,u′ ◦ (τ
ϕ
u ◦ γu′) ◦ τ
ϕ
u′ .
On dira aussi que ϕ est muni d’une structure de préfaisceau GK-équivariant.
L’action de GK sur Z induit une action à gauche de GK sur le topos Zf e´t (2.1.14). Le foncteur
canonique (6.7.24.2)
(6.7.24.9) Z f e´t → Hom(Π(Z),Ens), F 7→ (z 7→ vz(F )),
est GK-équivariant lorsque l’on fait agir GK à droite sur la catégorie Zf e´t par image inverse ; i.e., ce
foncteur est cartésien pour les foncteurs fibrants clivés et normalisés de Z f e´t et Hom(Π(Z),Ens)
dans le groupoïde GK . Il induit une équivalence entre la catégorie des faisceaux GK-équivariants
de Z f e´t et la catégorie des préfaisceaux GK-équivariants ϕ sur Π(Z)◦ tels que pour tout point
géométrique z de Z, ϕ(z) soit un U-ensemble discret muni d’une action continue à gauche de
π1(Z, z).
Notons abusivement ̟ : Z → Z la projection canonique et le foncteur induit
(6.7.24.10) ̟ : Π(Z)→ Π(Z), z 7→ ̟(z).
Pour pout point géométrique z de Z, notons Z(z) le localisé strict de Z en z et Z(̟(z)) le localisé
strict de Z en ̟(z). On a alors un isomorphisme canonique
(6.7.24.11)
⊔
u∈GK
Z(u(z))
∼
→ Z(̟(z)) ×η η.
On en déduit que pour tous points géométriques z et z′ de Z, on a un isomorphisme canonique
(6.7.24.12)
⊔
u∈GK
HomZ(z
′, Z(u(z)))
∼
→ HomZ(̟(z
′), Z(̟(z))),
compatible à la composition des flèches de spécialisation ([4] VIII 7.4). Compte tenu de l’équivalence
(6.7.24.1), le foncteur ̟ (6.7.24.10) induit un isomorphisme
(6.7.24.13)
⊔
u∈GK
Π(Z, u(z), z′)
∼
→ Π(Z,̟(z), ̟(z′)),
compatible avec la composition dans les catégories Π(Z) et Π(Z).
Tout préfaisceau d’ensembles (resp. de groupes) ϕ sur Π(Z)◦ induit par composition avec ̟
un préfaisceau d’ensembles (resp. de groupes) GK -équivariant ψ = ϕ◦̟ sur Π(Z)◦. Concrètement,
pour tout u ∈ GK et tout point géométrique z de Z, l’isomorphisme
(6.7.24.14) τψu : ψ(z)→ ψ(u(z))
est défini par l’identité en identifiant la source et le but avec ϕ(̟(z)).
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Lemme 6.7.25. Sous les hypothèses de 6.7.24, le foncteur qui à tout préfaisceau d’ensembles
(resp. de groupes) ϕ sur Π(Z)◦ associe le préfaisceau d’ensembles (resp. de groupes) GK -équivariant
ϕ ◦̟ sur Π(Z)◦ est une équivalence de catégories.
En effet, le foncteur en question est pleinement fidèle compte tenu de (6.7.24.13). Montrons qu’il
est essentiellement surjectif. Soit ψ un préfaisceau d’ensembles (resp. de groupes) GK-équivariant
sur Π(Z)◦. Pour tout point géométrique z˜ de Z, il existe un ensemble (resp. groupe) ϕ(z˜) unique
à isomorphisme unique près, et pour tout point géométrique z de Z un isomorphisme canonique
(6.7.25.1) ϕ(̟(z))
∼
→ ψ(z),
compatible avec les isomorphismes τψu : ψ(z)→ ψ(u(z)) pour tout u ∈ GK . Il résulte de (6.7.24.13)
que la correspondence z˜ 7→ ϕ(z˜) ainsi définie est un préfaisceau d’ensembles (resp. de groupes)
sur Π(Z)◦ muni d’un isomorphisme canonique ϕ ◦ ̟
∼
→ ψ de préfaisceaux d’ensembles (resp. de
groupes) GK-équivariants sur Π(Z)◦.
6.7.26. Reprenons les hypothèses et notations de 6.7.22 et notons Π(X
◦
) le groupoïde fonda-
mental de X
◦
(6.7.24). Il résulte aussitôt de (6.7.24.2) que pour tout faisceau abélien F de E˜′N
◦
, la
correspondance qui à tout point géométrique y de X
◦
associe le Z[π1(X
◦
, y)]-module Θ∗(F )[y x]
(6.7.22.5) définit un préfaisceau abélien Θ∗(F )[• x] sur Π(X
◦
)◦. On définit ainsi un foncteur de la
catégorie des faisceaux abéliens de E˜′N
◦
dans celle des préfaisceaux abéliens sur Π(X
◦
)◦. Celui-ci
étant exact à gauche, on désigne abusivement par RqΘ∗(F )[• x] (q ≥ 0) ses foncteurs dérivés à
droite. Pour tout point géométrique y de X
◦
, l’évaluation de RqΘ∗(F )[• x] en y n’est autre que
le Z[π1(X
◦
, y)]-module RqΘ∗(F )[y x] défini dans 6.7.22 en vertu de ([4] I 3.1).
De même, pour tout faisceau abélien F de G˜N
◦
et tout entier q ≥ 0, la correspondance qui à
tout point géométrique y de X
◦
associe le Z[π1(X
◦
, y)]-module Rqg∗(F )[y x] (6.7.22.8) définit un
préfaisceau Rqg∗(F )[• x] sur Π(X
◦
)◦.
On vérifie aussitôt que pour tout faisceau abélien F de E˜′N
◦
, la suite spectrale (6.7.22.11)
induit une suite spectrale de préfaisceaux abéliens sur Π(X
◦
)◦,
(6.7.26.1) Ei,j2 = R
i
g∗(R
j τ˘∗(F ))[• x] ⇒ R
i+jΘ∗(F )[• x].
6.7.27. Conservons les hypothèses et notations de 6.7.26 On rappelle que le groupe GK agit
naturellement à gauche sur les topos E˜′, G˜, E˜ et E˜ (6.4.7). Les morphismes Θ, g (6.5.1.3) et
Φ (6.7.14.3) sont clairement GK -équivariants (2.1.15). Par ailleurs, l’action naturelle à gauche de
GK sur X
◦
induit une action à gauche sur le topos X
◦
f e´t et le morphisme θ (6.7.22.1) est GK -
équivariant. Par suite, pour tout faisceau GK-équivariant F de E˜, ϕx(F ) (6.7.22.2) est un faisceau
GK -équivariant de X
◦
f e´t.
Le groupe GK agit naturellement à gauche sur la catégorie des préfaisceaux sur Π(X
◦
)◦ et le
foncteur (6.7.24.2)
(6.7.27.1) X
◦
f e´t → Hom(Π(X
◦
),Ens), F 7→ (y 7→ Fy)
est GK-équivariant (cf. 6.7.24). Comme B est un anneau GK-équivariant de E˜ (6.4.7.7), la corres-
pondance qui à tout point géométrique y de X
◦
associe le Z[π1(X
◦
, y)]-module B[y x] (6.7.22.3)
définit un préfaisceau d’anneaux GK -équivariantB[• x] sur Π(X
◦
)◦. D’après 6.7.25, celui-ci définit
par descente un préfaisceau d’anneaux sur Π(X◦)◦ que l’on note aussi abusivement B[• x].
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De même, pour tout faisceau abélienGK -équivariant F de E˜′N
◦
, le préfaisceau abélienΘ∗(F )[• x]
sur Π(X
◦
)◦ est GK-équivariant. Pour tout entier q ≥ 0 et tout u ∈ GK , on considère l’isomorphisme
(6.7.27.2) RqΘ∗(F )[y x]
∼
→ RqΘ∗(F )[u(y) x]
composé de
(6.7.27.3) RqΘ∗(F )[y x] → R
qΘ∗(u
∗(F ))[y x] → R
qΘ∗(F )[u(y) x],
où la première flèche est induite par l’isomorphisme τFu : F
∼
→ u∗(F ) et la seconde flèche est induite
par l’isomorphisme canonique fonctoriel en F ,
(6.7.27.4) Θ∗(u∗(F ))[y x]
∼
→ Θ∗(F )[u(y) x].
On vérifie aussitôt que ces morphismes munissent RqΘ∗(F )[• x] d’une structure de préfaisceau abé-
lien GK-équivariant sur Π(X
◦
)◦. Pour q = 0, on retrouve la structure GK-équivariante introduite
plus haut.
De même, pour tout faisceau abélien GK -équivariant F de G˜N
◦
et pour tout entier q ≥ 0, le pré-
faisceau abélien Rqg∗(F )[• x] sur Π(X
◦
)◦ est naturellement muni d’une structure GK-équivariante.
Lemme 6.7.28. Sous les hypothèses et avec les notations de 6.7.27, pour tout faisceau abélien
F de E˜′N
◦
, la suite spectrale (6.7.26.1) est GK-équivariante.
Pour tout u ∈ GK , considérons l’isomorphisme composé
(6.7.28.1) Rτ˘∗(F )
∼
→ Rτ˘∗(u
∗(F ))
∼
→ u∗(Rτ˘∗(F )),
où la première flèche est induite par l’isomorphisme τFu et la deuxième flèche est l’isomorphisme qui
traduit la GK -équivariance de τ˘ . On en déduit un morphisme de la suite spectrale E (6.7.26.1) vers
la deuxième suite spectrale d’hypercohomologie du foncteur g˘∗(−)[• x] relativement au complexe
u∗(Rτ˘∗(F )). Par ailleurs, pour tout faisceau abélien H de G˜N
◦
et tout point géométrique y de X
◦
,
l’isomorphisme canonique fonctoriel en H ,
(6.7.28.2) g˘∗(u∗(H))[y x]
∼
→ g˘∗(H)[u(y) x]
induit un isomorphisme
(6.7.28.3) Rg˘∗(u∗(Rτ˘∗(F )))[y x]
∼
→ Rg˘∗(Rτ˘∗(F ))[u(y) x].
Notant γu : Π(X
◦
) → Π(X
◦
) l’action de GK sur Π(X
◦
) (6.7.24.3), on en déduit un isomor-
phisme de la deuxième suite spectrale d’hypercohomologie du foncteur g˘∗ relativement au complexe
u∗(Rτ˘∗(F )) vers la suite spectrale E ◦ γu. On vérifie aussitôt que le morphisme composé de suites
spectrales E → E ◦ γu est donné sur les termes E2 et sur les aboutissements par les structures
GK -équivariantes définies dans 6.7.26
6.7.29. Soient (y  x) un point de Xe´t
←
×Xe´t X
◦
e´t (3.1.10) tel que x soit au-dessus de s, X
le localisé strict de X en x, X ′ = X ′ ×X X . Posons R = Bρ(y x) et notons R̂ le séparé complété
p-adique de R. On rappelle que X est normal et strictement local (et en particulier intègre) ([2]
III.3.7). Le X-morphisme y → X définissant le point (y  x) se relève en un X
◦
-morphisme
y → X
◦
et il induit donc un point géométrique de X
◦
que l’on note aussi (abusivement) y. On
pose ∆ = π1(X
◦
, y) et Γ = π1(X
◦, y) de sorte qu’on a une suite exacte de groupes profinis
(6.7.29.1) 1→ ∆→ Γ→ GK → 1.
On fait agir Γ sur Zp(1) à travers son quotient GK (6.1.1.1).
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D’après 6.7.27, l’anneau R = B[y x] (6.7.22.4) est naturellement muni d’une action de Γ par
des automorphismes d’anneaux. Il en est donc de même de R̂. Notons δ : X ′⊲ → X◦ le morphisme
induit par g : X ′ → X , de sorte que γ = δ (6.5.1.2). Calquant la preuve de 5.7.2, on montre
que si g est propre, pour tous entiers n, q ≥ 0, le faisceau Rqδ∗(Z/pnZ) est localement constant
constructible sur X◦ et on a un isomorphisme canonique
(6.7.29.2) Rqδ∗(Z/p
nZ)y
∼
→ Hq(X
′⊲
y,e´t,Z/p
nZ).
On en déduit une action naturelle de Γ sur Hq(X
′⊲
y,e´t,Z/p
nZ) et donc sur Hq(X
′⊲
y,e´t,Zp).
Proposition 6.7.30. Les hypothèses étant celles de 6.7.29, supposons de plus le morphisme
g : X ′ → X projectif. Alors, la suite spectrale (6.7.19.1) est Γ-équivariante.
En effet, d’après 6.7.28, la suite spectrale de préfaisceaux abéliens sur Π(X
◦
)◦ (6.7.26.1)
(6.7.30.1) Rig∗(Rj τ˘∗(B˘
′
))[• x] ⇒ R
i+jΘ∗(B˘
′
)[• x]
est GK-équivariante. En vertu de 6.7.25, elle induit donc une suite spectrale de Z[Γ]-modules
(6.7.30.2) Rig∗(Rj τ˘∗(B˘
′
))[y x] ⇒ R
i+jΘ∗(B˘
′
)[y x].
D’après 6.7.21, celle-ci raffine la suite spectrale de Cartan-Leray
(6.7.30.3) Ei,j2 = H
i(G˜
N◦
,Rj τ˘∗(Φ˘
′−1(B˘
′
)))⇒ Hi+j(E˜
′N◦
, Φ˘′−1(B˘
′
)).
Les morphismes ψ : X
◦
e´t → E˜ (5.1.4.4) et ψ
′ : X
′⊲
e´t → E˜
′ (5.1.6.4) sont clairementGK-équivariants
(6.4.7.4). Pour tous entiers q, n ≥ 0, l’isomorphisme canonique (5.7.4.5)
(6.7.30.4) RqΘ∗(ψ
′
∗(Z/p
nZ))
∼
→ ψ∗(R
qγ∗(Z/p
nZ))
et le morphisme B-linéaire canonique
(6.7.30.5) RqΘ∗(ψ′∗(Z/p
nZ))⊗Zp B → R
qΘ∗(ψ
′
∗(Z/p
nZ)⊗Zp B
′
)
sont GK-équivariants. Compte tenu de l’isomorphisme canonique Z/pnZ
∼
→ ψ′∗(Z/p
nZ) (5.7.5.3),
on en déduit que le morphisme B-linéaire canonique (5.7.5.1)
(6.7.30.6) ψ∗(Rqγ∗(Z/pnZ)) ⊗Zp B → R
qΘ∗(B
′
n)
est aussi GK-équivariant. Par suite, le morphisme R-linéaire canonique (6.7.15.7)
(6.7.30.7) Hq(X
′⊲
y,e´t,Z/p
nZ)⊗Zp R→ R
qΘ∗(B
′
n)[y x]
est Γ-équivariant. D’après la preuve de 6.7.15, l’isomorphisme canonique (6.7.16.1)
(6.7.30.8) Hq(X
′⊲
y,e´t,Zp)⊗Zp R̂[
1
p
]
∼
−→ RqΘ∗(B˘
′
)[y x] ⊗Zp Qp
est donc Γ-équivariant.
Par ailleurs, pour tout entier j ≥ 0, le morphisme B˘
!
-linéaire canonique (6.7.1.4)
(6.7.30.9) π˘∗(ξ−jΩ˜j
X˘
′
/X˘
)→ Rj τ˘∗(B˘
′
)
est GK-équivariant. Pour tous entiers i, j, n ≥ 0, on a un morphisme canonique (6.7.17.4)
(6.7.30.10) Hi(X ′, Ω˜jX′/X ⊗OX OXn)⊗OX R→ R
i
gn∗(π
∗
n(Ω˜
j
X
′
n/Xn
))[y x].
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Celui-ci est Γ-équivariant pour les actions naturelles de Γ sur la source et le but (6.7.27). D’après
la preuve de 6.7.17, on en déduit que l’isomorphisme canonique
(6.7.30.11) (Hi(X ′, Ω˜jX′/X ⊗OX OX)⊗̂OXR)⊗Zp Qp(−j)
∼
→ Rig∗(R
j τ˘∗(B˘
′
))[y x] ⊗Zp Qp,
où le produit tensoriel ⊗̂ est séparé complété pour la topologie p-adique, est Γ-équivariant, d’où la
proposition.
Proposition 6.7.31. Les hypothèses étant celles de 6.7.29, posons R1 = Γ(X,OX) et notons
R̂1 son séparé complété p-adique. Alors, on a
(6.7.31.1) R̂1[
1
p
] = R̂[
1
p
]∆.
La question étant locale pour la topologie étale de X , on peut supposer que le morphisme f
(6.1.5) admet une carte adéquate (4.2.1) ([2] III.4.4). On désigne parVx la catégorie des X-schémas
étales x-pointés. Pour tout objet (U, p : x→ U) de Vx, le morphisme X → U déduit de p ([4] VIII
7.3) et le X
◦
-morphisme donné y → X
◦
(6.7.29) induisent un U -morphisme y → U
◦
. On peut donc
considérer y comme un point géométrique de U
◦
.
Pour tout objet (U, p) de Vx, le schéma U étant localement irréductible d’après ([2] III.3.3 et
III.4.2(iii)), il est la somme des schémas induits sur ses composantes irréductibles. On note U
⋆
la
composante irréductible de U contenant y. De même, U
◦
est la somme des schémas induits sur ses
composantes irréductibles et U
⋆◦
= U
⋆
×X X◦ est la composante irréductible de U
◦
contenant y.
On pose ∆U = π1(U
⋆◦
, y). On a (4.1.13.4)
X = lim
←−
(U,p)∈Vx
U
⋆
,(6.7.31.2)
R = lim
−→
(U,p)∈V◦
x
RU ,(6.7.31.3)
où RU est la Γ(U
⋆
,OU )-algèbre R
y
U définie dans (4.1.9.3), munie de l’action naturelle de ∆U par
des automorphismes d’anneaux.
On désigne par Wx la sous-catégorie pleine de Vx formée des objets (U, p) tels que le schéma
U soit affine et connexe. Le foncteur d’injection canonique W◦x → V
◦
x est cofinal en vertu de ([4]
I 8.1.3(c)). En vertu de 4.5.10, pour tout objet (U, p) de Wx et tout entier m ≥ 0, le morphisme
canonique (6.1.1.2)
(6.7.31.4) Γ(U
⋆
m,OUm)→ (RU/p
mRU )
∆U
est α-injectif et son conoyau est annulé par p
1
p−1mK . Par ailleurs, d’après (6.7.31.2) et ([2] VI.11.10),
on a un isomorphisme canonique
(6.7.31.5) lim
−→
(U,p)∈W◦
x
(RU/p
mRU )
∆U ∼→ (R/pmR)∆.
On en déduit que le morphisme canonique
(6.7.31.6) R1/p
mR1 → (R/p
mR)∆
est α-injectif et que son conoyau est annulé par p
1
p−1mK . Passant à la limite projective dans la
catégorie des α-OC -modules (2.6.5), on voit que le morphisme canonique
(6.7.31.7) R̂1 → R̂
∆
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est α-injectif et que son conoyau est annulé par p
1
p−1mK . La proposition s’ensuit en observant que
R̂[ 1p ] est la limite du système inductif (R̂)N où les morphismes de transition sont induits par la
multiplication par p.
Proposition 6.7.32. Les hypothèses étant celles de 6.7.29, supposons de plus X affine d’an-
neau R. Soient M un R-module de type fini tel que M [ 1p ] soit projectif sur R[
1
p ], j un entier non
nul. Alors, on a
(6.7.32.1) ((M⊗̂RR)⊗Zp Qp(j))
Γ = 0,
où le produit tensoriel ⊗̂ est séparé complété pour la topologie p-adique.
Posons R1 = Γ(X,OX) et notons R̂1 son séparé complété p-adique. D’après 6.7.11, on a
(6.7.32.2) ((M⊗̂RR1)⊗Zp Qp(j))
GK = 0.
Il suffit alors de montrer que le morphisme canonique
(6.7.32.3) (M⊗̂RR1)⊗Zp Qp → ((M⊗̂RR)⊗Zp Qp)
∆
est un isomorphisme. Il existe un R-module de type finiM ′, deux entiersm,n ≥ 0 et un morphisme
R-linéaire
(6.7.32.4) u : M ⊕M ′ → Rn
dont le noyau et le conoyau sont annulés par pm. D’après 2.6.3, il existe un morphisme R-linéaire
v : Rn →M ⊕M ′ tel que u ◦ v = p2midRn et v ◦ u = p2midM⊕M ′ . On en déduit que les noyaux et
conoyaux des morphismes
(M ⊕M ′)⊗̂RR1 → R̂1
n
,(6.7.32.5)
(M ⊕M ′)⊗̂RR → R̂
n
,(6.7.32.6)
induits par u, sont annulés par p2m. Considérons le diagramme commutatif
(6.7.32.7) ((M ⊕M ′)⊗̂RR1)⊗Zp Qp //
w1

(((M ⊕M ′)⊗̂RR)⊗Zp Qp)
∆
w2

R̂1[
1
p ]
n // (R̂[ 1p ]
n)∆
Comme w1 est un isomorphisme et que w2 est injectif, on peut se réduire au cas où M = R, auquel
cas l’assertion recherchée résulte de 6.7.31.
Corollaire 6.7.33. Les hypothèses étant celles de 6.7.29, supposons de plus le morphisme
g : X ′ → X projectif. Alors, la suite spectrale (6.7.19.1) dégénère en E2.
En effet, la question étant locale, on peut supposer X affine d’anneau R. Pour tous i, j ≥ 0,
posons
(6.7.33.1) F i,j = Hi(X ′, Ω˜jX′/X).
La différentielle di,j2 : E
i,j
2 → E
i+2,j−1
2 est une section Γ-équivariante de
(6.7.33.2) Hom
R̂
(F i,j⊗̂RR,F
i+2,j−1⊗̂RR)⊗Zp Qp(1),
où le produit tensoriel ⊗̂ est séparé complété pour la topologie p-adique.
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Nous avons établi dans la preuve de 6.7.13 que le R[ 1p ]-module F
i,j [ 1p ] est projectif. Il existe
donc un R-module de type fini Gi,j , un entier n ≥ 1 et un morphisme R-linéaire u : F i,j⊕Gi,j → Rn
induisant un isomorphisme après inversion de p. Il existe un entier m ≥ 0 tel que pm annule le
noyau et le conoyau de u. D’après 2.6.3, il existe alors un morphisme R-linéaire v : Rn → F i,j⊕Gi,j
tel que u ◦ v = p2midRn et v ◦ u = p2midF i,j⊕Gi,j .
Comme u est une isogénie ([2] 6.1.1), on vérifie aisément que le morphisme canonique
(6.7.33.3) HomR(F i,j , F i+2,j−1)⊗̂RR→ Hom
R̂
(F i,j⊗̂RR,F
i+2,j−1⊗̂RR)
est une isogénie. La proposition résulte alors de 6.7.32 appliqué à HomR(F i,j , F i+2,j−1).
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