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Abstract
We present new results concerning the uniqueness of symmetric structure of symmetric function spaces.
Our methods are partly based on a detailed study of distributionally concave spaces and the tensor product
operator.
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1. Introduction
To better explain the motivation and main results of this paper, we first cite the following
important result from the Memoir of Johnson et al. [15], which extends a well-known result that
every L p[0, 1]-space, 1 ≤ p ≤ ∞ has a unique representation as a symmetric space on [0, 1]
[24, 2.e.8].
Theorem 1.1 ([15, Corollary 7.9]). Let a separable Orlicz space L M = L M [0, 1] be p-convex
for some p > 2. Then the following conditions are equivalent.
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(1) If a symmetric function space X is isomorphic to a subspace of the space L M , then either
X = L2[0, 1] or X = L M [0, 1] (up to norm equivalence).
(2) For some C > 0 and any u, v ≥ 1 the following holds
M(uv) ≤ C M(u)M(v). (1.1)
In particular, the condition (1.1) provides the uniqueness of symmetric structure of a p-convex
(p > 2) separable Orlicz space L M (that is, an arbitrary symmetric space X on [0, 1] which is
isomorphic to L M can be equivalently renormed so that X = L M ). Comparable results were also
achieved for Lorentz spaces Λ(p, ψ), p > 2 [13,14].
Our analysis of the proof of Theorem 1.1 in [15] and Carothers’ results in [13,14] have
led us to believe that they are all underpinned by a certain geometric property of symmetric
function spaces, which we have termed “the distributional concavity” in this paper. In the present
paper the result of Theorem 1.1 is extended to a much wider class of distributionally concave
symmetric function spaces, which contains both Orlicz and Lorentz spaces (moreover, it contains
the class of so-called Orlicz–Lorentz spaces). The distributional concavity was introduced by
Montgomery-Smith and Semenov in [32]1 (see also an alternative approach to this property
in [38] and discussion in the appendix to [28]). This property is a natural counterpart of the notion
of distributional convexity introduced originally by Kalton in [16]. The class of distributionally
concave symmetric function spaces appears to be of interest in its own right; however, the
treatment of this class in [32] is rather patchy. In particular, the end of the proof of Theorem
22 in [32] (which provides an important characterization of this class) contains a mistake. In
this paper, we rectify this mistake and provide the complete proof of that theorem together
with a number of corollaries. Using this opportunity, we present in the last section a detailed
exposition of distributionally concave symmetric function spaces and its properties. We thank
Professors Montgomery-Smith and Semenov for numerous discussions concerning [32] and their
encouragement to publish our account of their results.
The main results are Theorems 1.2 and 1.3 and Corollaries 1.4 and 1.5 below. Another im-
portant technical advantage of our approach to the isomorphic classification of symmetric spaces
is the consistent usage of the tensor product operator (which is a well-known tool in interpola-
tion theory). The latter operator lurks in the background of a number of proofs in [24,15,13,14];
however, its importance in the isomorphic theory of symmetric function spaces appears to have
been overlooked. Indeed, in the class of symmetric spaces which is studied in this paper, the
boundedness of this operator is, in fact, equivalent to the uniqueness of symmetric structure as
evidenced from Corollary 1.4 below.
Theorem 1.2. Let E be a distributionally concave separable symmetric function space on [0, 1],
such that
(a) E is an interpolation space for the couple (L2, L∞)
and
(b) the tensor product operator (x, y)→ x ⊗ y is bounded from the Cartesian square E × E
into E.
For every symmetric space F isomorphic to a subspace of E, one of the following options
holds.
(1) Either F = L2[0, 1] or F = E.
(2) The Haar system in F is equivalent to a sequence of disjointly supported functions in E.
1 Termed D∗-convexity there.
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Theorem 1.3. If E is a distributionally concave separable symmetric function space on [0, 1],
such that E satisfies an upper p-estimate for some p > 2, then the following conditions are
equivalent.
(1) Spaces L2[0, 1] and E are the only symmetric spaces on [0, 1] isomorphic to a subspace
of E.
(2) The tensor product operator x ⊗ y is bounded from the Cartesian square E × E into E.
Corollary 1.4. If a symmetric function space E satisfies the assumptions of Theorem 1.3, then
its symmetric structure is unique if and only if the tensor product operator is bounded from the
Cartesian square E × E into E.
Corollary 1.5. Let M be a p-convex (for some p > 2) Orlicz function satisfying
condition (1.1) and let ψ be a concave increasing on [0, 1] function, such that ψ(0) = 0 and for
some C ′ > 0
ψ(st) ≤ C ′ψ(s)ψ(t), 0 < s, t ≤ 1. (1.2)
Then L2[0, 1] and the Orlicz–Lorentz space Λ(M, ψ) are the only symmetric spaces on [0, 1]
isomorphic to a subspace of Λ(M, ψ). In particular, Λ(M, ψ) has a unique symmetric structure.
It is well known that any Orlicz space L M is distributionally concave [16,32,38] and that the
tensor product operator on L M × L M is bounded into L M if and only if the function M satisfies
condition (1.1) [1, Theorem 6]. Thus, Theorem 1.1 is an immediate corollary of Theorem 1.3.
It should be also pointed out that Theorem 1.2 immediately implies earlier results from [13,14]
concerning the uniqueness of symmetric structure of Lorentz spaces Λ(p, ψ) (indeed, the Haar
system in a symmetric space F cannot be equivalent to a sequence of pairwise disjoint functions
in Λ(p, ψ); see [13, Lemma 1 and arguments preceding it]).
To make our exposition straightforward, the proof of [32, Theorem 22] (see Theorem 4.4
below) and its corollaries is postponed until the last section. However, the results from that sec-
tion (in particular, Theorem 4.6) are used in the proof of Theorem 1.2 in a crucial way.
We will prove all our main results in Section 3. Section 2 is devoted to the preliminary infor-
mation required for the proofs in Section 3.
2. Preliminaries
2.1. Symmetric spaces
Let L0 = L0(I ) be the space of finite almost everywhere Lebesgue measurable functions
either on I = [0, 1] or on I = [0,∞) (with identification m−a.e.). Here m is the Lebesgue
measure. Denote by S0 = S0(I ) the subset of L0 which consists of all functions x such that the
distribution function
dx (s) := m({t ∈ I : |x(t)| ≥ s})
is finite for some s > 0. Any two functions x and y from S0 are said to be equimeasurable if
dx (s) = dy(s) for every s > 0.
Let E be a Banach space of real-valued Lebesgue measurable functions either on [0, 1] or
[0,∞). The space E is said to be an ideal lattice if the conditions x ∈ E and |y| ≤ |x |, y ∈ L0,
imply that y ∈ E and ∥y∥E ≤ ∥x∥E .
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The ideal lattice E ⊆ S0(I ) is said to be a symmetric space on I if the norm ∥·∥E is symmetric,
that is, for every x ∈ E and every equimeasurable with x function y ∈ L0 (equivalently,
y∗ = x∗), we have y ∈ E and ∥y∥E = ∥x∥E (see [22,24]).
Here, x∗ denotes the non-increasing right-continuous rearrangement of x given by
x∗(t) := inf{s ≥ 0 : dx (s) ≤ t}.
Following [15] (see also [24, Section 2.f]), for each symmetric space E on [0, 1] we define
Z2E as the set of all measurable on (0,∞) functions f such that
∥ f ∥Z2E := ∥ f
∗χ[0,1]∥E + ∥ f ∗χ[1,∞)∥L2[1,∞) <∞.
It can easily be shown that the quasinorm ∥ · ∥Z2E is equivalent to a symmetric norm, so that Z
2
E
is a symmetric space on [0,∞).
Let E be a symmetric space on [0, 1]. Denote by E(l2) the completion of the set of all
eventually vanishing sequences {xk}∞k=1 of functions from E with respect to the norm
∥{xk}∥E(l2) := supn=1,2,...


n
k=1
x2k
1/2
E
.
Define the tensor product operator from the Cartesian product L0[0, 1] × L0[0, 1] to
L0([0, 1]2) by setting
(x, y)→ x ⊗ y : (x ⊗ y)(s, t) := x(s)y(t), s, t ∈ [0, 1].
Similarly, the tensor product operator (x, y) → x ⊗ y is defined in the case when x ∈ L0[0, 1]
and y ∈ L0[0,∞). Observe that it follows immediately from the Closed Graph Theorem that the
tensor product operator sends the Cartesian product E × E into E if and only if it is a bounded
mapping from the Banach space E × E (equipped with the product topology) into the Banach
space E .
For a symmetric space E on I the Ko¨the dual E ′ is the space of all f ∈ S0(I ) such that the
associate norm
∥ f ∥E ′ := sup
g∈E, ∥g∥E≤1

I
| f (x)g(x)| dx
is finite. The Ko¨the dual E ′ = (E ′, ∥ · ∥E ′) is a symmetric space. We set E ′′ := (E ′)′. Obviously,
E ⊂ E ′′ with ∥ f ∥E ≥ ∥ f ∥E ′′ for all f ∈ E . If ∥ f ∥E = ∥ f ∥E ′′ for all f ∈ E , then the norm
of E is called order semicontinuous. A symmetric space E on I has an order semicontinuous
norm if and only if E has the following property: if fn, f ∈ X and 0 ≤ fn ↗ f a.e. on I, then
∥ fn∥ ↗ ∥ f ∥. When E ′′ = E we say that a symmetric space E has the Fatou property. This is
equivalent to the following: if fn ∈ E, f ∈ L0, 0 ≤ fn ↗ f a.e. on I and supn∈N ∥ fn∥E <∞,
then f ∈ E and ∥ fn∥ ↗ ∥ f ∥.
For more details on the properties of symmetric spaces see, for example, [22,24].
2.2. Examples of symmetric spaces
Important examples of symmetric spaces are given by Lorentz and Orlicz spaces. Let ψ be
an increasing concave function on I with ψ(0) = ψ(+0) = 0, 1 ≤ p < ∞. The Lorentz space
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Λ(p, ψ) on I consists of all measurable functions f on I for which
∥ f ∥Λ(p,ψ) :=

I
f ∗(t)p dψ(t)
1/p
<∞.
In particular, Λ(ψ) := Λ(1, ψ).
Let M be an Orlicz function on [0,∞), that is, M is a continuous convex increasing function
on [0,∞) satisfying M(0) = 0 and M(∞) = ∞. Then the space L M (I ) is the set of all Lebesgue
measurable functions f on I for which
I
M
 | f (t)|
ρ

dt <∞
for some ρ > 0. The (Luxemburg) norm on L M (I ) is defined by
∥ f ∥L M := inf

ρ > 0 :

I
M
 | f (t)|
ρ

dt ≤ 1

.
A natural generalization of Orlicz and Lorentz spaces is the Orlicz–Lorentz spaces, Λ(M, ψ)
(see e.g. [18,19]). Let ψ be a positive concave function on I with ψ(0+) = 0 and M be
an Orlicz function on [0,∞). Define the functional ρ on S0(I ) by the formula: ρ( f ) :=

I
M( f ∗(s)) dψ(s). Then
Λ(M, ψ) :=

f ∈ S0 : ρ

f
λ

<∞ for some λ > 0

.
The space Λ(M, ψ) is a symmetric space on I with respect to the norm
∥ f ∥Λ(M,ψ) := inf

λ > 0 : ρ

f
λ

≤ 1

.
Note that if we take ψ(t) = t (respectively, M(t) = t), then Λ(M, ψ) is the Orlicz space L M
(respectively, Lorentz space Λ(ψ)).
2.3. Boyd indices
Let E be a symmetric space on I . We define the dilation operator σa : E → E by
σa x(t) = x

t
a

, a > 0 on [0,∞)
while for [0, 1], we have
σa x(t) =
x

t
a

for 0 ≤ t ≤ min{1, a}
0 for min{1, a} < t ≤ 1.
We use the definition of Boyd indices as in [24, Definition 2.b.1, p. 130].
Definition 2.1. Let E be a symmetric function space on [0, 1] or [0,∞). The Boyd indices pE
and qE are defined by
pE = lim
s→∞
log s
log ∥σs∥E→E = sups>1
log s
log ∥σs∥E→E
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qE = lim
s→0+
log s
log ∥σs∥E→E = inf0<s<1
log s
log ∥σs∥E→E .
Note that if E = L p(I ), 1 ≤ p ≤ ∞, then pE = qE = p.
2.4. Distributional convexity and concavity
Given functions x1, x2, . . . , xn on [0, 1], we define their dilated disjoint sum to be the function
on [0, 1] given by
C(x1, . . . , xn)(t) = xk(nt − k + 1) for k − 1n ≤ t <
k
n
, k = 1, . . . , n.
Definition 2.2. A symmetric space E on the segment [0, 1] is called distributionally convex if
there is a constant cE > 0 such that
∥C(x1, . . . , xn)∥E ≤ cE max
1≤k≤n
∥xk∥E
and distributionally concave if there is a constant c′E > 0 such that
∥C(x1, . . . , xn)∥E ≥ (c′E )−1 min1≤k≤n ∥xk∥E .
We may interpret these notions geometrically. Let V be the vector space of right-continuous
functions f : [0,∞)→ R of bounded variation. Define the following subsets of V :
B≤c = {dx : ∥x∥E ≤ c} and B≥c = {dx : ∥x∥E ≥ c}.
The following proposition (stated without proof in [32]) gives a geometric interpretation of
distributional convexity (concavity) properties. By conv(A) we denote the convex hull of the
set A.
Proposition 2.3. A symmetric space E is distributionally concave (respectively, distributionally
convex) if and only if there is a constant c > 0 such that conv(B≥1 ) ⊆ B≥c (respectively,
conv(B≤1 ) ⊆ B≤c ).
Proof. We prove the statement for the case of distributionally concave spaces. The proof for the
distributionally convex case is quite similar.
First suppose that there is a constant c > 0 such that conv(B≥1 ) ⊆ B≥c . We shall prove that
∥C(x1, . . . , xn)∥E ≥ c min
1≤k≤n
∥xk∥E .
Clearly, we may assume that min1≤k≤n ∥xk∥E > 0 (otherwise, there is nothing to prove). In this
case, for any non-zero elements x1, . . . , xn ∈ E , we set
yk := xkmin
1≤i≤n
∥xi∥E , k = 1, . . . , n.
Since ∥yk∥E ≥ 1, we have dyk ∈ B≥1 . Hence,
dC(y1,...,yn) =
1
n
n
k=1
dyk ∈ conv(B≥1 ) ⊆ B≥c .
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Therefore,
∥C(y1, . . . , yn)∥E ≥ c, that is ∥C(x1, . . . , xn)∥E ≥ c min
1≤k≤n
∥xk∥E .
Now suppose that E is distributionally concave with a constant c′E . Fix n ≥ 1 and let
x1, . . . , xn ∈ E be such that ∥xk∥E ≥ 1 for all k = 1, . . . , n. Consider a function
f :=
n
k=1
λkdxk ∈ conv(B≥1 ),
where λk ≥ 0 and nk=1 λk = 1. A convex combination of distribution functions is also a
distribution function; so f = dy for some y ∈ S0[0, 1]. Let us show that ∥y∥E ≥ (c′E )−1.
Without loss of generality, we may suppose λk = ak/m, where ak ∈ N,nk=1 ak = m for
some m ∈ N. Then
dy =
n
k=1
λkdxk =
1
m
 a1 of them  dx1 + · · · + dx1 + · · · +
an of them  
dxn + · · · + dxn
 ,
which implies that
y = C(
a1 of them  
x1, . . . , x1, . . . ,
an of them  
xn, . . . , xn)
Therefore,
∥y∥E = ∥C(x1, . . . , x1, . . . , xn, . . . , xn)∥E
≥ (c′E )−1 min1≤k≤n ∥xk∥E (since E is distributionally concave)
≥ (c′E )−1 (since ∥xk∥E ≥ 1 for all k = 1, 2, . . . , n). 
Orlicz spaces L M are both distributionally convex and concave with cL M = c′L M = 1
[38, Proposition 2.4]. In fact, a direct argument easily shows that
min
1≤k≤n
∥xk∥L M ≤ ∥C(x1, . . . , xn)∥L M ≤ max1≤k≤n ∥xk∥L M .
An immediate corollary of the following assertion (see [38, Proposition 2.5]) is that every
Lorentz space Λ(ψ) is distributionally concave with c′Λ(ψ) = 1.
Lemma 2.4. We have
∥C(x1, . . . , xn)∥Λ(ψ) ≥ 1n
n
k=1
∥xk∥Λ(ψ)
for arbitrary sequences {xk}1≤k≤n ⊂ Λ(ψ).
We shall now show that every Orlicz–Lorentz space is also distributionally concave.
Proposition 2.5. Every Orlicz–Lorentz space Λ(M, ψ) on [0, 1] is distributionally concave with
c′Λ(M,ψ) = 1.
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Proof. Let xk ∈ Λ(M, ψ), 1 ≤ k ≤ n, be arbitrary functions. Set αk := ∥xk∥Λ(M,ψ), 1 ≤ k ≤ n.
By the definition of an Orlicz–Lorentz space, we have 1
0
M(α−1k x
∗
k )dψ = 1.
Set yk := M(α−1k x∗k ), 1 ≤ k ≤ n. Since M(z∗) = M(z)∗ for every z ∈ S0[0, 1], we have
yk ∈ Λ(ψ) and ∥yk∥Λ(ψ) = 1. Therefore, by Lemma 2.4,
∥C(y1, . . . , yn)∥Λ(ψ) ≥ 1,
that is,
 1
0 C(y1, . . . , yn)
∗dψ ≥ 1. Since
C(y1, . . . , yn) = M(C(α−11 x∗1 , . . . , α−1n x∗n )),
it follows
∥C(α−11 x∗1 , . . . , α−1n x∗n )∥Λ(M,ψ) =
 1
0
M(C(α−11 x
∗
1 , . . . , α
−1
n x
∗
n )
∗) dψ ≥ 1.
Hence,
∥C(x1, . . . , xn)∥Λ(M,ψ) ≥ min
1≤k≤n αk . 
2.5. Interpolation spaces
Let E, E0, E1 be symmetric spaces on I. We say that a symmetric space E is an interpolation
space between symmetric spaces E0 and E1 if E0 ∩ E1 ⊂ E ⊂ E0 + E1 and every linear
operator T which is bounded on E0 and on E1 is also bounded on E with ∥T ∥E→E ≤
C maxi=0,1 ∥T ∥Ei→Ei for some C > 0. The set of all interpolation spaces between E0 and
E1 will be denoted by I nt (E0, E1).
Given an Orlicz function Φ, we say that Φ is p-convex if the map t → Φ(t1/p) is convex
and q-concave if the map t → Φ(t1/q) is concave. By convention, every Orlicz function is
∞-concave. The proof of Theorem 4.4 requires the following two results.
Lemma 2.6 ([32, Lemma 20]). Suppose that M : [0,∞) → [0,∞) is such that there exist
1 ≤ p < q ≤ ∞ and a constant C > 0 such that for all 0 < s < 1 we have
C−1sq M(t) ≤ M(st) ≤ Cs p M(t) (t > 0)
(where we suppose that the left inequality is missing if q = ∞). Then there is an increasing,
p-convex and q-concave function M1 such that with some constant C1 > 0 we have that
C−11 M(t) ≤ M1(t) ≤ C1 M(t)(t > 0).
Theorem 2.7 ([17, Theorem 7.1]). Let 1 ≤ p < q ≤ ∞ and let E ∈ I nt (L p, Lq). Then, there
is a constant λ0 > 1 such that whenever ∥x∥L Q ≤ ∥y∥L Q for every increasing, p-convex and
q-concave function Q : [0,∞)→ [0,∞) and y ∈ E, then x ∈ E with ∥x∥E ≤ λ0 ∥y∥E .
We also need the definition of the Caldero´n–Lozanovskii˘ spaces.
Recall that if X = (X0, X1) is a Banach couple of lattices on I and φ : [0,∞) × [0,∞) →
[0,∞) is a non-decreasing in each variable and positively homogeneous function (that is,
φ(λs, λt) = λφ(s, t) for all λ, s, t ≥ 0) with φ(0, 0) = 0, then the Caldero´n–Lozanovskii˘
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space φ(X) := φ(X0, X1) consists of all x ∈ S0(I ) such that |x | ≤ λφ(|x0|, |x1|)m-a.e on I for
some x j ∈ X j with ∥x j∥X j ≤ 1, j = 0, 1. The space φ(X) is a Banach lattice equipped with the
norm (see [26,27])
∥x∥φ(X) := inf

λ > 0 : |x | ≤ λφ(|x0|, |x1|), ∥x0∥X0 ≤ 1, ∥x1∥X1 ≤ 1

.
In the case of the power function φ(s, t) = s1−θ tθ with 0 < θ < 1, the space φ(X) is the
well-known Caldero´n space denoted by X1−θ0 X
θ
1 (see [12]). Also note that F(·) := φ(·) is an
exact positive interpolation functor, that is for a Banach couple X = (X0, X1) of lattices on I ,
every positive linear operator T which is bounded on X0 and on X1 is also bounded on φ(X)
with ∥T ∥φ(X)→φ(X) ≤ maxi=0,1 ∥T ∥X i→X i (see [37]).
2.6. p-convex and q-concave Banach lattices
A Banach lattice X is said to be p-convex (1 ≤ p ≤ ∞), respectively, q-concave (1 ≤ q
≤ ∞) if

n
k=1
|xk |p
1/p ≤ C

n
k=1
∥xk∥p
1/p
,
respectively,
n
k=1
∥xk∥q
1/q
≤ C


n
k=1
|xk |q
1/q
(with a natural modification in the case p = ∞ or q = ∞) for some constant C > 0 and every
choice of vectors x1, x2, . . . , xn in X .
Of course, every Banach lattice is 1-convex and ∞-concave with constant 1. The spaces L p
are p-convex and p-concave with constant 1. If the above estimates hold for pairwise disjoint
elements {xk}nk=1 in X , that is, n
k=1
xk
 ≤ C

n
k=1
∥xk∥p
1/p
,
respectively,
n
k=1
∥xk∥q
1/q
≤ C
 n
k=1
xk
 ,
then we say that X satisfies an upper p-estimate and a lower q-estimate, respectively. It is obvi-
ous that a p-convex (q-concave) Banach lattice satisfies an upper p-estimate (lower q-estimate).
2.7. Exchangeable random variables
Definition 2.8. A finite sequence { fi }ni=1 of random variables (functions) over a probability
space is called exchangeable (respectively, symmetrically exchangeable) if { fπ(i)}ni=1 (respec-
tively, {ϵi fπ(i)}ni=1) have the same joint distribution as { fi }ni=1 for every permutation π of{1, 2, . . . , n} (and for every choice of signs ϵi = ±1).
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Let x := {xi }ni=1 be a finite sequence in a symmetric space E = E[0, 1]. Let Πn be the set of
all permutations of {1, . . . , n} and let
{Iπ,ϵ : π ∈ Πn, ϵ := {ϵi }ni=1 ∈ {1,−1}n}
be a partition of [0, 1] into mutually disjoint intervals, each of length 1/2nn!. Let ψπ,ϵ : Iπ,ϵ →
[0, 1] be the unique linear, increasing, onto map. For 1 ≤ i ≤ n define s(x)i ∈ E by
s(x)i (t) := ϵi xπ(i)(ψπ,ϵ(t)) for t ∈ Iπ,ϵ .
Then {s(x)i }ni=1 is a symmetrically exchangeable sequence. In particular, each s(x)i (i = 1,
2, . . . , n) has the same distribution and s(x) = {s(x)i }ni=1 is a 1-symmetric sequence in E .
Recall that a sequence {yi }ni=1 from a Banach space X is called K -symmetric in X if the inequal-
ity
K−1
 n
i=1
ai yi

X
≤
 n
i=1
ϵi aπ(i)yi

X
≤ K
 n
i=1
ai yi

X
holds for any π ∈ Πn, {ϵi }ni=1 ∈ {1,−1}n and ai ∈ R.
2.8. The Classification Formula and Theorem
The proofs of our main results appeal to two cornerstone theorems in the theory of isomor-
phisms of symmetric spaces from the book [15] which we restate below for convenience.
Theorem 2.9 ([15, Theorem 2.1]). For every K ≥ 1,C ≥ 1 and any m ∈ N there exists a
constant D = D(K ,C,m) > 0 such that if {yi }ni=1 is a finite K -symmetric normalized basic
sequence in a Banach lattice Y which is 2-convex and 2m-concave with both constants less than
C, then for every choice of scalars (ai )ni=1,
D−1
 n
i=1
ai yi

Y
≤ max


1
n!

π∈Πn
 max1≤i≤n |aπ(i)yi |
2m
1/(2m)
,
 n
i=1
yi

Y
·

1
n
n
i=1
|ai |2
1/2 ≤ D
 n
i=1
ai yi

Y
.
It is important to emphasize that the left-hand side inequality from Theorem 2.9 holds in every
q-concave (q <∞) Banach lattice Y (see [15, Remark 1, p. 63]).
Theorem 2.10 ([15, Theorem 6.1]). Let X be a symmetric space on [0, 1] such that the Haar
system is an unconditional basis for X. Let Y be a symmetric space on [0, 1] or [0,∞) which
does not contain uniformly isomorphic copies of ln∞ for all n ∈ N. If X embeds isomorphically
into Y then one of the following three (non-exclusive) possibilities holds.
(1) There is a constant C > 0 such that
∥ f ∥Y ≤ C∥ f ∥X
for all f ∈ X.
(2) The Haar system in X is equivalent to a sequence of disjointly supported functions in Y.
(3) X is isomorphic to L2[0, 1].
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2.9. Scales
A scale is an indexed set of Banach spaces {Xα}α∈A. We assume that the index family set A
has been (partially) ordered as follows
α ≤ β ⇔ Xβ ⊂1 Xα, α, β ∈ A
(X ⊂1 Y means that X is contained in Y with embedding constant 1). A scale {Xα}α∈A is said
to be compatible if there exists a Hausdorff topological vector space U such that each Xα is
algebraically and topologically embedded in U . A scale {Xα}α∈A is strongly compatible if there
exists a Banach space X˜ such that Xα ⊂1 X˜ , α ∈ A. Let {Xα}α∈A be a compatible scale,
∥x∥α := ∥x∥Xα . Let
∆(Xα)α∈A :=

x ∈

α∈A
Xα : ∥x∥∆(Xα) := sup
α∈A
∥x∥α <∞

.
Then (∆(Xα)α∈A, ∥ · ∥∆(Xα)) is a Banach space with the following properties:
(i) ∆(Xα)α∈A⊂1 Xα , ∀α ∈ A;
(ii) if F is a Banach space such that F ⊂1 Xα , ∀α ∈ A, then F ⊂1∆(Xα)α∈A.
A scale {Xα}α∈A is said to be total, if
∆(Xα)α∈A =

α∈A
Xα
as linear spaces.
Let {Xα}α∈A be a scale and let
U (Xα)α∈A := {x : x ∈ Xα, for some α ∈ A}.
There exists a natural homogeneous functional that can be defined on U (Xα)α∈A:
∥x∥U (Xα) := inf
α∈A
∥x∥α.
If (U (Xα)α∈A, ∥ · ∥U (Xα)) is a Banach space, then the scale {Xα}α∈A is said to be U -complete.
Suppose that {Xα}α∈A is a strongly compatible scale. Let
Σ (Xα)α∈A :=

α∈A
xα, where xα ∈ Xα for every α ∈ A

,
and convergence is understood as an absolute convergence in X˜ . We endow Σ (Xα)α∈A with the
norm
∥x∥Σ (Xα) := inf

α∈A
∥xα∥α : x =

α∈A
xα

,
where the infimum is taken over all absolutely convergent in X˜ series x = α∈A xα with
xα ∈ Xα for every α ∈ A. Then (Σ (Xα)α∈A, ∥ · ∥Σ (Xα)) is the smallest Banach space with
the property Xβ ⊂1 Σ (Xα)α∈A, ∀β ∈ A.
Theorem 2.11 ([30, Theorem 1]). Let {Xα}α∈A be a strongly compatible scale. Then the follow-
ing conditions are equivalent:
(i) the scale {Xα}α∈A is U-complete;
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(ii) U (Xα)α∈A = Σ (Xα)α∈A;
(iii) for every sequence {αn}n≥1 ⊂ A, Σ (Xαn )n≥1 ⊂ U (Xα)α∈A.
3. Proofs of main results
This section contains the proofs of Theorems 1.2 and 1.3 and Corollaries 1.4 and 1.5. We
begin with the following lemma, which demonstrates the utility of the notion of distributional
concavity in the study of symmetric structure.
Lemma 3.1. Let E be a distributionally concave symmetric space on [0, 1] which is q-concave
for some q <∞. Then for every K > 0 there exists a constant C = C(E, K ) > 0 such that for
every K -symmetric sequence x = {xi }ni=1 ⊂ E and any ai ∈ R the following inequality holds n
i=1
ai xi

E
≤ C
 n
i=1
ai s(x)i

E
,
where s(x) = {s(x)i }ni=1 is a symmetrically exchangeable sequence constructed for the sequence
x according to the procedure described in Section 2.7.
Proof. Since E is a q-concave space for q < ∞, it follows by [24, Theorem 1.d.6] that there
exists B = B(E) > 0 such that for an arbitrary { fi }ni=1 ⊂ E the following holds
1√
2


n
i=1
f 2i
1/2
E
≤
 1
0
 n
i=1
ri (t) fi

E
dt ≤ B


n
i=1
f 2i
1/2
E
, (3.1)
where ri (i = 1, 2, . . .) is the i th Rademacher function on [0, 1] (see e.g. [24]).
Let us recall (see Section 2.7) that the collection of pairwise disjoint intervals (each of length
1/2nn!)
{Iπ,ϵ : π ∈ Πn, ϵ := {ϵi }ni=1 ∈ {1,−1}n}
forms a partition of [0, 1] and that ψπ,ϵ : Iπ,ϵ → [0, 1] is the unique linear, increasing, onto
map. For every permutation π ∈ Πn we define the set
Iπ :=

ϵ∈{1,−1}n
Iπ,ϵ
and the mapping
ϕπ : Iπ → [0, 1], ϕπ (x) = ψπ,ϵ(x) if x ∈ Iπ,ϵ (ϵ ∈ {1,−1}n).
Since m(Iπ ) = 1/n! and m(ϕ−1π (A)) = m(A)/n! for every measurable A ⊂ [0, 1], it follows
that d f ◦ϕπ = d f /n! for any measurable function f : [0, 1] → R.
For every permutation π ∈ Πn define a linear operator Dπ on L0[0, 1] by setting
Dπ f (x) = ( f ◦ ϕπ )(x) if x ∈ Iπ and Dπ f (x) = 0 if x ∉ Iπ .
It follows that for every measurable function f , the functionsDπ f and σ 1
n!
f are equimeasurable.
Moreover, by the definition of the sequence s(x) = {s(x)i }ni=1 we have
n
i=1
(ai s(x)i )2 =

π∈Πn
Dπ

n
i=1
(ai xπ(i))
2

. (3.2)
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Indeed, for a particular choice of t ∈ (0, 1), the external sum on the right hand side of (3.2)
reduces to a single summand.
Since the sequence s(x) is symmetrically exchangeable, using (3.1) and (3.2) we obtain n
i=1
ai s(x)i

E
≥ 1√
2


n
i=1
(ai s(x)i )2
1/2
E
= 2−1/2

 
π∈Πn
Dπ

n
i=1
(ai xπ(i))
2
1/2
E
= 2−1/2


π∈Πn
Dπ

n
i=1
(ai xπ(i))
2
1/2
E
.
Let us point out that the functions
Dπ

n
i=1
(ai xπ(i))
2
1/2
, π ∈ Πn
are pairwise disjointly supported and equimeasurable with the functions
σ 1
n!

n
i=1
(ai xπ(i))
2
1/2
, π ∈ Πn,
respectively. Using this observation and distributional concavity of E , we arrive at n
i=1
ai s(x)i

E
≥ 1√
2 · c′E
min
π∈Πn


n
i=1
(ai xπ(i))
2
1/2
E
,
where c′E is the constant from Definition 2.2.
Next, using K -symmetricity of {xi }ni=1 and (3.1) we obtain n
i=1
ai s(x)i

E
≥ 1√
2K · c′E B
min
π∈Πn
 n
i=1
ai xπ(i)

E
≥ 1√
2K 2 · c′E B
 n
i=1
ai xi

E
,
which proves the lemma. 
Remark 3.2. It follows from the definition of the operator Dπ , π ∈ Πn that, for any f ∈
L0[0, 1], the function π∈Πn Dπ f is equimeasurable with f itself. Therefore, if {xi }ni=1 and{s(x)i }ni=1 be as in Lemma 3.1, the functions
π∈Πn
Dπ

n
i=1
x2π(i)
1/2
and

n
i=1
x2i
1/2
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are equimeasurable. Thus, from (3.2) it follows that

n
i=1
s(x)2i
1/2
E
=


n
i=1
x2i
1/2
E
.
Moreover, if E is a q-concave space (q <∞), then, by (3.1), we have
∥
n
i=1
s(x)i∥E ≤ B ·


n
i=1
s(x)2i
1/2
E
= B ·


n
i=1
x2i
1/2
E
≤ √2B · K
 n
i=1
xi

E
. (3.3)
The following lemma links tensor product operators acting on the products E×E and E×Z2E .
Lemma 3.3. Let E be a symmetric function space on [0, 1] such that E is an interpolation space
for the couple (L2, L∞). Suppose that the tensor product operator maps E × E into E. Then
(i) the tensor product operator maps E × Z2E into Z2E ;
(ii) there exists C > 0 such that for every n ∈ N, any an ∈ R and an arbitrary sequence
of pairwise disjoint equimeasurable functions { fk}nk=1 ⊂ Z2E = Z2E [0,∞) the following
inequality holds n
k=1
ak fk

Z2E
≤ C
 n
k=1
fk

Z2E
·
 n
k=1
aken,k

E
,
where
en,k = χ[ k−1n , kn ), n ∈ N, k = 1, 2, . . . , n.
Proof. (i) Without loss of generality, we assume that x = x∗ ∈ E and y = y∗ ∈ Z2E .
Denote y1 := yχ[0,1], y2 := yχ[1,∞). By the definition of the space Z2E , we have y1 ∈ E
and y2 ∈ L2[0,∞). By the assumption, we know that x ⊗ y1 ∈ E , and so x ⊗ y1 ∈ Z2E .
Next, denote z1 := (x⊗ y2)∗χ[0,1], z2 := (x⊗ y2)∗χ[1,∞). Since E ∈ I nt (L2, L∞), it follows
that E ⊂ L2. Hence, x ∈ L2 and x ⊗ y2 ∈ L2[0,∞). Consequently, z2 ∈ (L∞ ∩ L2)[0,∞) and,
therefore, z2 ∈ Z2E .
So, we only need to check that z1 ∈ E . For a fixed z ∈ (L∞ ∩ L2)[0,∞) let us consider the
following sublinear operator on L2[0, 1]:
(Tz x)(t) := 1t
 t
0
(x ⊗ z)∗(s) ds · χ[0,1](t), 0 < t ≤ 1.
It is easy to see that Tz is bounded on both L2[0, 1] and L∞[0, 1]. According to [25], the
interpolation in the couple (L2, L∞) is described by the real method of interpolation (see e.g. [10]
for the definition), so the operator Tz is bounded in E as well.
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Consequently, if x ∈ E and z ∈ (L∞ ∩ L2)[0,∞), then (x ⊗ z)∗χ[0,1] ∈ E . Finally, since
y2 := yχ[1,∞) ∈ (L∞ ∩ L2)[0,∞), we conclude that z1 = (x ⊗ y2)∗χ[0,1] ∈ E , which proves
the first assertion.
(ii) Denote x := nk=1 aken,k ∈ E and y := nk=1 fk ∈ Z2E . Since all functions fk are
pairwise disjoint and equimeasurable, for every τ > 0 we have
(m ⊗ m) ({|x ⊗ y| > τ }) = 1
n
n
k=1
n
i=1
m

| fi | > τ|ak |

=
n
k=1
m

| f1| > τ|ak |

= m
 n
k=1
ak fk
 > τ

,
where m ⊗ m is the 2-dimensional Lebesgue measure.
So, we have shown that functions
n
k=1 ak fk and x ⊗ y are equimeasurable. The assertion
follows now from (i). 
Lemma 3.4. Let E be a symmetric space on [0, 1] equipped with an order semicontinuous norm,
such that E ∈ I nt (L2, L∞). There exists C > 0, such that for every symmetrically exchangeable
sequence {yi }ni=1 ∈ E and any ai ∈ R the following holds n
i=1
ai yi

Z2E
≤ C ·
 n
i=1
ai yi

E
.
Here, the sequence {yi } consists of pairwise disjoint equimeasurable copies of yi (i = 1,
2, . . . , n).
Proof. Define the operator A : E(l2)→ Z2E as follows
A({xi }∞i=1) :=
∞
i=1
x(t − i + 1)χ[i−1,i)(t), t > 0.
Since E ∈ I nt (L2, L∞), it follows that A is a bounded operator [9, proof of Corollary 3.6].
Hence, there exists C1 > 0, such that n
i=1
ai yi

Z2E
≤ C1 ·


n
i=1
a2i y
2
i
1/2
E
. (3.4)
It follows from [24, Theorem 1.d.6] that the left inequality in (3.1) holds in every symmetric
space. Hence, using (3.1) and the symmetric exchangeability of {yi }ni=1, we obtain

n
i=1
a2i y
2
i
1/2
E
≤ √2
 n
i=1
ai yi

E
.
The required result follows from (3.4) and the preceding inequality. 
Lemma 3.4 allows us to extend Lemma 3.3 from the case of pairwise disjoint equimeasurable
functions in Z2E to the case of an arbitrary symmetrically exchangeable sequence in E .
Lemma 3.5. Let q <∞. Let E be a q-concave symmetric space on [0, 1] equipped with an order
semicontinuous norm, such that E ∈ I nt (L2, L∞). If the tensor product operator is bounded
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from E × E into E, then there exists C > 0, such that for every symmetrically exchangeable
sequence {yk}nk=1 ∈ E and any ak ∈ R the following holds n
k=1
ak yk

E
≤ C ·
 n
k=1
yk

E
·
 n
k=1
aken,k

E
.
Proof. It follows from the assumption that the sequence {yk}nk=1 consists of equimeasurable
functions. Let us consider the sequence {yk}nk=1 of its disjoint translates, that is,
y¯k(t) := yk(t − k + 1)χ[k−1,k)(t), t ∈ R.
Applying Lemmas 3.3 and 3.4 to the latter sequence, we obtain n
k=1
ak yk

Z2E
≤ C1 ·
 n
k=1
yk

Z2E
·
 n
k=1
aken,k

E
≤ C2 ·
 n
k=1
yk

E
·
 n
k=1
aken,k

E
. (3.5)
Recall that the left inequality in Theorem 2.9 holds in every q-concave (q < ∞) Banach
lattice (see Section 2.6). So, using that inequality and the fact that {yk}nk=1 is a symmetrically
exchangeable sequence, we obtain n
k=1
ak yk

E
≤ C3 max

 maxi=1,...,n |ai yi |

E
,
 n
k=1
yk

E
·

1
n
n
k=1
a2k
1/2 .
Since
( max
i=1,...,n
|ai yi |)∗ ≤

n
i=1
ai yi
∗
,
it follows from (3.5) that n
k=1
ak yk

E
≤ C3 max

 n
k=1
ak yk

Z2E
,
 n
k=1
yk

E
·

1
n
n
k=1
a2k
1/2
≤ C2C3 ·
 n
k=1
yk

E
·max

 n
k=1
aken,k

E
,
 n
k=1
aken,k

L2

= C2C3 ·
 n
k=1
yk

E
·
 n
k=1
aken,k

E
,
where the last inequality holds since E ∈ I nt (L2, L∞) and so E ⊂ L2 (without loss of generality
we can assume that ∥x∥E ≥ ∥x∥L2 for every x ∈ E). 
Now, we are fully prepared to prove our first major result in this paper.
Proof of Theorem 1.2. We first show that the conditions of Lemmas 3.1, 3.3 and 3.4 and
Classification Theorem 2.10 (see Section 2.8) hold.
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It is given that E ≠ L∞ and that the operator (x, y) → x ⊗ y is bounded from E × E to
E . Hence, applying [4, Corollary 1.2] (see also [5, Corollary 2]), we obtain that the Boyd index
qE <∞.
Since E ∈ I nt (L2, L∞), we conclude by [7, Remark 2] that E ∈ I nt (L2, Lq) for every
q > qE . By Theorem 4.6 below, we derive that E is q-concave. Hence, by [24, Proposition
1.f.3(i)], the space E is of cotype q and therefore it does not contain uniformly isomorphic
copies of ln∞, n ∈ N.
Moreover, since E is a separable symmetric space such that E ∈ I nt (L2, Lq), it follows that
the Haar system forms an unconditional basis in E (see e.g. [22,24]). Hence, if a symmetric space
F on [0, 1] is isomorphic to some subspace of E , then the Haar system forms an unconditional
basis in F as well [24, Corollary 2.c.11].
Therefore we can apply Theorem 2.10 and derive that either F = L2[0, 1] or the Haar system
in F is equivalent to a sequence of disjointly supported functions in E or for some C > 0 and all
f ∈ F we have
∥ f ∥E ≤ C∥ f ∥F . (3.6)
The first two options coincide with alternatives given in the statement of Theorem 1.2. Thus,
we only need to show that if the third option above holds, then necessarily F = E (up to the
norm equivalence).
Let T : F → E be an isomorphism. Denote
xn,i := T en,i ,
where en,i = χ[(i−1)/n,i/n), n ∈ N, i = 1, . . . , n.
If K := ∥T ∥ · ∥T−1∥, then for every n ∈ N the sequence xn = {xn,i }ni=1 is K -symmetric in
E . Hence, by Lemmas 3.1 and 3.5, for every ai ∈ R, we have n
i=1
ai xn,i

E
≤ C1
 n
i=1
s(xn)i

E
·
 n
i=1
ai en,i

E
, (3.7)
where s(xn) = {s(xn)i }ni=1 is the symmetrically exchangeable sequence constructed for the
sequence xn = {xn,i }ni=1, according to the procedure described in Section 2.7.
Without loss of generality, assume that ∥χ[0,1]∥E = 1. Then by (3.3) we obtain n
i=1
s(xn)i

E
≤ C2
 n
i=1
xn,i

E
= C2
T

n
i=1
en,i

E
≤ C2∥T ∥.
Noting that n
i=1
ai en,i

F
≤ ∥T−1∥ ·
 n
i=1
ai xn,i

E
,
we infer from (3.7) that n
i=1
ai en,i

F
≤ C3
 n
i=1
ai en,i

E
,
where C3 > 0 independent of n ∈ N, i = 1, . . . , n and ai ∈ R.
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Finally, since the set
n
i=1
ai en,i : n ∈ N, ai ∈ R

is dense in E , we obtain that ∥ f ∥F ≤ C3∥ f ∥E for every f ∈ F . The latter estimate together
with (3.6) shows that E = F . This completes the proof of Theorem 1.2. 
In the proof of Theorem 1.3, we shall employ the following notion.
Definition 3.6. Let p ≥ 1. A Banach space X is said to have the p-Banach–Saks-property if
every weakly convergent to zero sequence {xn} ⊂ X contains a subsequence {xnk } such that
sup
m∈N
m−1/p
 m
k=1
xnk

X
<∞.
Remark 3.7. It should be pointed out that if X is a separable symmetric sequence space
(see e.g. [23]), or just a separable Banach lattice of bounded sequences, then it has the p-
Banach–Saks-property whenever X satisfies the upper p-estimate (see e.g. [24]). Indeed, it is
well-known (and easy to show, see e.g. the beginning of Section 4 in [8]), that in this case, for
every weakly null sequence {xn} ⊂ X , there exist a subsequence {xnk } and sequence {yk} ⊂ X
of pairwise disjoint elements, such that
∥xnk − yk∥X < 2−k, k ∈ N.
Proof of Theorem 1.3. (2) ⇒ (1). Reasoning like in the proof of Theorem 1.2, we deduce
that qE < ∞. Moreover, since E satisfies an upper p-estimate for p > 2, it follows that
pE ≥ p > 2 (see e.g. [24, p. 132]). Consequently, by the Boyd Interpolation Theorem (see
e.g. [24, Theorem 2.b.11]), we have E ∈ I nt (L2, Lq) for all q > qE . Therefore, we may
conclude that the assumptions of Theorem 1.2 hold. Thus, in order to complete the proof of
the implication (2) ⇒ (1) in Theorem 1.3, it suffices to show that the Haar system in F is not
equivalent to a sequence of disjointly supported functions in E .
Suppose, for a contradiction, that the latter option holds. Then F is isomorphic to the closed
(in E) linear span [ fk]∞k=1 of a sequence { fk}∞k=1 of pairwise disjoint functions, such that∥ fk∥E = 1 for every k = 1, 2, . . .. In other words, the symmetric space F is isomorphic to
the Banach lattice
X :=

a = (ai )∞i=1 : ∥a∥X :=
 ∞
i=1
ai fi

E
<∞

.
Let ak = (aki )∞i=1(k = 1, 2, . . . ,m) be a sequence of pairwise disjointly supported elements
from X. Since E satisfies the upper p-estimate, it follows that for some pairwise disjoint subsets
Uk ⊂ N we have m
k=1
ak

X
=
 m
k=1

i∈Uk
aki fi

E
≤ C
 m
k=1

i∈Uk
aki fi

p
E
1/p = C  m
k=1
akp
X
1/p
.
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By Definition 3.6 and Remark 3.7, we conclude that X has the p-Banach–Saks-property
with p > 2. Since F is isomorphic to the space X , we infer that the space F also has the p-
Banach–Saks-property with p > 2. However, it follows from [36, Lemma 4.1] that a symmetric
function space can only have the p-Banach–Saks-property when p ≤ 2. This contradiction
proves the implication (2)⇒ (1).
Let us now prove the implication (1) ⇒ (2). Suppose that the tensor product operator is not
bounded from E × E to E . A standard argument then shows that there exists an element g ∈ E
such that ∥g∥E = 1 and g ⊗ g ∉ E([0, 1] × [0, 1]). Fix such g and following [15, Section 7,
p.189], define a new norm on L∞[0, 1] by setting
∥ f ∥g := ∥ f ⊗ g∥E([0,1]×[0,1]).
Denote by Eg the completion of L∞[0, 1] with respect to the new norm. By [15, p. 189],
(Eg, ∥ · ∥g) is a symmetric space on [0, 1] and the mapping
T1 : Eg → E([0, 1] × [0, 1])
is a lattice isomorphism of Eg onto some sublattice of E([0, 1] × [0, 1]).
Let now ω : [0, 1] × [0, 1] → [0, 1] be a one-to-one (up to sets of measure zero) measure
preserving mapping and Tω f := f (ω). We have that the operator T = TωT1 is an isomorphic
embedding of the symmetric space Eg into E .
Since g ⊗ g ∉ E([0, 1] × [0, 1]), it follows that Eg ≠ E . Mimicking the argument from the
proof of [14, Proposition 1], we shall prove that Eg ≠ L2.
Set, as above, en,i = χ[(i−1)/n,i/n) for n ∈ N and i = 1, . . . , n. We have ∥en,i∥Eg = ∥en,1∥Eg
for every i = 1, . . . , n. Since E satisfies the upper p-estimate, it follows that n
i=1
en,i

Eg
=
 n
i=1
en,i ⊗ g

E([0,1]×[0,1])
≤ C

n
i=1
∥en,i ⊗ g∥pE([0,1]×[0,1])
1/p
= C · n1/p∥en,1∥Eg .
Consequently, for every n ∈ N we have n
i=1
en,i

Eg
·

n
i=1
en,i2Eg
− 12
≤ C · n 1p− 12 .
Since p > 2, it follows that the left-hand side of the latter inequality tends to zero as n →∞.
So, Eg ≠ L2.
Summing up, we have a symmetric space Eg on [0, 1] which is isomorphic to a subspace of
E and Eg ≠ E , Eg ≠ L2. This contradicts to the condition (1) of Theorem 1.3. 
Corollary 1.4 follows immediately from Theorem 1.3. We complete this section by proving
Corollary 1.5.
Proof of Corollary 1.5. Let functions M and ψ satisfy the assumptions of Corollary 1.5. In this
case, it is sufficient to show that the Orlicz–Lorentz space Λ(M, ψ) satisfies assumptions of
Theorem 1.3.
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First, let us observe that N (t) := M(t1/p) is a convex increasing function on [0,∞). Using
the definition of an Orlicz–Lorentz norm, we obtain

m
k=1
x pk
1/p
Λ(M,ψ)
=
 m
k=1
x pk

1/p
Λ(N ,ψ)
≤

m
k=1
x pk Λ(N ,ψ)
1/p
=

m
k=1
∥xk∥pΛ(M,ψ)
1/p
for every xk ∈ Λ(M, ψ), xk ≥ 0 (k = 1, . . . ,m). Hence, the space Λ(M, ψ) is p-convex.
In particular, it satisfies an upper p-estimate. Moreover, by (1.1), the function M satisfies the
∆2-condition at infinity. Hence, as in the case of an Orlicz space, we conclude that Λ(M, ψ) is a
separable space (see also [18]).
By Proposition 2.5, we have that Λ(M, ψ) is a distributionally concave space. So, now we
only need to show that the tensor product operator is bounded from Λ(M, ψ) × Λ(M, ψ) into
Λ(M, ψ).
Denote by M−1 a continuous function, such that M ◦ M−1 = I d. Let
φ(s, t) = t M−1
 s
t

, for t > 0, s > 0
and φ(s, 0) = 0.
It is easy to check that
Λ(M, ψ) = φ(Λ(ψ), L∞), (3.8)
where Λ(ψ) is the Lorentz space and φ(Λ(ψ), L∞) is the Caldero´n–Lozanovskii˘ space, con-
structed by the couple (Λ(ψ), L∞) (see Preliminaries).
Sinceψ satisfies inequality (1.2), it follows from [31, Theorem B] (see also [2]) that the tensor
product operator x ⊗ y is bounded from Λ(ψ)×Λ(ψ) to Λ(ψ). Clearly, it is also bounded from
L∞ × L∞ to L∞.
Let us mention that, by (1.1), the function φ(1, t) = t M−1( 1t ) is supermultiplicative for
0 < t ≤ 1. Hence, the functor φ(·, ·) interpolates bilinear operators, in particular, φ(·, ·) interpo-
lates the tensor product operator (see [3, Theorem 7] or [29]). Hence, it follows from (3.8) that
the tensor product operator is bounded from Λ(M, ψ)× Λ(M, ψ) into Λ(M, ψ). 
4. Distributional concavity and Orlicz spaces
In the proof of Theorem 1.2 we used the fact that every distributionally concave symmetric
space E such that E ∈ I nt (L2, Lq) is q-concave (see below Theorem 4.6). In this section we
consider properties of distributionally concave symmetric spaces in detail.
In the proof of the main theorem of this section, we will use the well-known version of the
Hahn–Banach Theorem about the separation of convex sets, one of which is compact and the
other is closed, in locally convex spaces (see, for example, [11, II, Section 3]). We will apply this
theorem to the dual space (equipped with the weak∗-topology) of the space (C0[0, L], ∥·∥C ) of
all continuous on the segment [0, L] functions which are 0 at 0. The classical Riesz representation
theorem (see e.g. [20], VI, Section 6, Theorem 4
′
) states that if (C[0, L], ∥·∥C ) is the space of
all continuous functions on [0, L], then its dual space is isometric to the space V [0, L], which
consists of all right-continuous everywhere on [0, L], except possibly 0, functions f , of bounded
variation with f (L) = 0. The norm in this space is given by the variation of a function on [0, L].
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Recall that if Y is a closed subspace of a Banach space X , then we can identify the dual space
Y ∗ with the quotient X∗/A(Y ) where A(Y ) is the annihilator of Y . It is clear that the annihilator
of the subspace C0[0, L] in the space C[0, L] is the one-dimensional subspace of the space
V [0, L] generated by the functional φ( f ) = f (0). Therefore, the dual space to C0[0, L] can be
described as the subspace V0[0, L] of the space V [0, L] of all functions that are right-continuous
everywhere on the segment [0, L]. These observations, combined with the well-known result
related to dual spaces equipped with the weak∗-topology (see e.g. [34, II, Section 3, Proposition
7]), allow us to determine the dual to the space V0[0, L].
Proposition 4.1. The dual space to V0[0, L], L > 0, which is equipped with the weak ∗ topology
generated by C0[0, L], coincides with C0[0, L].
More precisely, if f ∈ V0[0, L] and M ∈ C0[0, L], then the duality is given by
⟨ f, M⟩ =
 L
0
M d f.
Recall that V is the vector space of right-continuous functions f : [0,∞) → R of bounded
variation (see Section 2.4). Then, for any L > 0, the space
VL := { f ∈ V : f (t) = 0 for t > L}
can be identified in a natural way with V0[0, L].Note that if f is a measurable function on [0,∞)
then its distribution function dx ∈ VL iff ∥x∥∞ ≤ L .
For 1 ≤ p < q <∞ and L > 0, we define the set
Dp,q,L =

∈ VL :
 L
0
Q d f ≥ 0 for all Q ∈ C0[0, L]
which are increasing, p-convex and q-concave

.
Note that if { fn} ⊆ Dp,q,L is such that fn w
∗−→ f ∈ VL , then by Proposition 4.1,
 L
0 Q d fn → L
0 Q d f for all Q ∈ C0[0, L]. Hence, it follows that Dp,q,L is weak∗-closed in VL . Also note
that Dp,q,L is a cone, i.e., if f ∈ Dp,q,L , then α f ∈ Dp,q,L for all α ≥ 0.
Next, we will need two lemmas proved in [32] (see there Lemmas 25 and 26). However, for
completeness, we present here the proof of the second of them.
Lemma 4.2. Suppose E is a symmetric space, E ≠ L∞. Then for every ϵ > 0, there exists
a strictly increasing continuous function N : [0,∞) → [0,∞), N (0) = 0, such that if 1
0 N (|x(t)|) dt ≤ 1, then ∥x∥E ≤ ϵ.
As above (see Section 2.4), for every symmetric space E we set:
B≤c = {dx : ∥x∥E ≤ c} and B≥c = {dx : ∥x∥E ≥ c}.
Lemma 4.3. Suppose E is a symmetric space with E ≠ L∞ and that L > 0. Then, for every
c > 0, the sets B≥c ∩ VL and B≤c ∩ VL are weak ∗-compact in VL .
Proof. Since the closed unit ball of the space VL is weakly∗ compact and metrizable in the weak∗
topology (see e.g. [35, Theorems I.4.3 and I.3.16]), it is sufficient to work with an arbitrary
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sequence {xm} such that {dxm } ⊆ B≥c ∩ VL . In other words, we have a sequence {dxm } of the
distribution functions related to given functions xm ≥ 0 such that ∥xm∥E ≥ c and ∥xm∥∞ ≤ L .
Note that dxm (τ ) = 0 if τ > L . By the Helly Selection Theorem (see, for instance, [33,
p. 209] or [20, VI, Section 6, Theorems 2 and 3]), we can select a subsequence {dxmk } ⊂ {dxm },
which pointwise converges on the interval [0, L] to some non-negative, non-increasing, right-
continuous function g(τ ). Set g(τ ) = 0 if τ > L . Since g(0) = 1, it follows that g(τ ) is
the distribution function dx (τ ) of a function x ≥ 0, ∥x∥∞ ≤ L . By [6, Lemma 3.1], we have
that x∗mk → x∗ almost everywhere at all points of continuity of the function x∗ on [0, 1]. Since
x∗mk (t) ≤ L and x∗(t) ≤ L for all t ∈ [0, 1], it follows from Lebesgue’s Dominated Convergence
Theorem that for any function M ∈ C0[0, L] 1
0
M(x∗mk (t)− x∗(t)) dt → 0
and also that L
0
M(τ ) d(dxmk (τ )) = −
 1
0
M(xmk (t))dt
→ −
 1
0
M(x(t))dt =
 L
0
M(τ ) d(dx (τ ))
for any M ∈ C0[0, L]. By Lemma 4.2, the first convergence yields that ∥x∗mk − x∗∥E → 0, and
since by the hypothesis, ∥xmk∥E ≥ c, it follows that ∥x∥E ≥ c. The second convergence shows
that dx is the weak∗ limit of the sequence {dxmk } in the space VL . Therefore, x ∈ B≥c ∩ VL , and
we conclude that the set B≥c ∩ VL is weakly∗ compact. A similar proof works also for the set
B≤c ∩ VL . 
The following theorem is the main result of this section.
Theorem 4.4. If E is a distributionally concave symmetric space with an order semicontinuous
norm, such that E ∈ I nt (L p, Lq), 1 ≤ p < q ≤ ∞, then there exists a constant c ∈ (0, 1) such
that for every x ∈ E with ∥x∥E = 1, there is an increasing, p-convex, q-concave function
M : [0,∞) → [0,∞) such that  10 M(|x |) ds ≤ c−1 and  10 M(|y|) ds ≥ c whenever
∥y∥E ≥ c−1.
Moreover, a symmetric space E is distributionally concave if and only if there exists a family
of increasing, p-convex, q-concave functions Mα : [0,∞) → [0,∞), α ∈ A such that E is a
subspace of the space U (L Mα )α∈A.
Proof. The case q <∞.
We start by showing that the constant K1 := λ30 > 1, where λ0 is the constant from
Theorem 2.7, has the following property: if L > 1 and 0 ≠ x ∈ E with ∥x∥E = 1, then
there exists an increasing, p-convex, q-concave on [0, L] function ML ∈ VL such that 1
0
ML(|x |) ds ≤ 1 (4.1)
and  1
0
ML(|y|) ds ≥ 1 if ∥y∥∞ ≤ L and ∥y∥E ≥ K1. (4.2)
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To prove this we shall check that conv(B≥K1) ∩ VL does not intersect with the algebraic sum
dxχ[0,L] + Dp,q,L , where conv(B≥K1) is the weakly∗ closed convex hull of the set B≥K1 . Without
loss of generality, we shall assume that the constant c′E of distributional concavity of E
satisfies the inequality: c′E ≥ λ−10 . From Proposition 2.3 (see also its proof) it follows that
conv(B≥K1) ∩ VL ⊆ B≥c′E K1 ∩ VL . Therefore, by Lemma 4.3, we obtain
conv(B≥K1) ∩ VL ⊆ B≥c′E K1 ∩ VL . (4.3)
By the definition of the set Dp,q,L , we have
 L
0 Q d f ≥ 0 for all increasing, p-convex and
q-concave Q ∈ C0[0, L] and every f ∈ Dp,q,L . Hence,
−
 L
0
Qd( f + dx ) ≤ −
 L
0
Qd(dx ) =
 1
0
Q(|x(s)|)ds. (4.4)
Suppose that there exists an element f ∈ Dp,q,L such that
f + dxχ[0,L] =: dy ∈ conv(B≥K1) ∩ VL .
Due to (4.3), it follows that ∥y∥E ≥ K1c′E and (4.4) becomes 1
0
Q(|y(s)|) ds = −
 L
0
Q d(dy) ≤
 1
0 Q(|x(s)|) ds.
We may now apply Theorem 2.7 to get
λ0 ≤ λ20c′E ≤ λ−10 ∥y∥E ≤ ∥x∥E = 1,
which contradicts the assumption λ0 > 1. Thus,
dxχ[0,L] + Dp,q,L
 ∩ conv(B≥K1) ∩ VL = ∅. (4.5)
From Lemma 4.3 and embedding (4.3) it follows that the set conv(B≥K1) ∩ VL is weakly∗
compact in VL . Therefore, by (4.5), Proposition 4.1 and the Hahn–Banach separation theorem
for topological vector spaces, we see that there exists ML ∈ C0[0, L] such that for some constant
S, we have 1
0
ML(|y|) ds = −
 L
0
ML d(dy) ≥ S for dy ∈ conv(B≥K1) ∩ VL (4.6)
and
−
 L
0
ML d(dx + f ) ≤ S for f ∈ Dp,q,L . (4.7)
Substituting f = 0 in (4.7), we have 1
0
ML(|x |) ds = −
 L
0
ML d(dx ) ≤ S. (4.8)
Moreover, since Dp,q,L is a cone, we obtain
−
 L
0
ML d(dx )− α
 L
0
ML d f ≤ S (for all α ∈ R+).
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Combining this with (4.8), we see that L
0
ML d f ≥ 0 for all f ∈ Dp,q,L . (4.9)
Now, for any 0 ≤ a < b ≤ L , consider the functions
ga,b,1(s) =
−1 if a ≤ s < b
0 otherwise
ga,b,2(s) =

1 if a1/p ≤ s <

a + b
2
1/p
−1 if

a + b
2
1/p
≤ s < b1/p
0 otherwise
ga,b,3(s) =

−1 if a1/q ≤ s <

a + b
2
1/q
1 if

a + b
2
1/q
≤ s < b1/q
0 otherwise.
Let us show that ga,b,1, ga,b,2, ga,b,3 ∈ Dp,q,L . It is easy to see that all three functions are in VL
(recall that L > 1). Let Q ∈ C0[0, L] be an increasing, p-convex and q-concave function. For
ga,b,1, we have L
0
Q dga,b,1 = Q(b)− Q(a) ≥ 0 (since Q is increasing).
Analogously, L
0
Q dga,b,2 = Q(a1/p)− 2Q

a + b
2
1/p
+ Q(b1/p).
But Q is p-convex, so Q
 a+b
2
1/p ≤ 12 Q(a1/p) + 12 Q(b1/p). Hence  L0 Q dga,b,2 ≥ 0.
Similarly, from the fact that Q is q-concave, we see that
 L
0 Q dga,b,3 ≥ 0. Thus, the functions
ga,b,1, ga,b,2, ga,b,3 ∈ Dp,q,L .
From (4.9), it follows that
 L
0 ML dga,b,i ≥ 0 for every i = 1, 2, 3. Therefore, since a and b
may be chosen arbitrarily such that 0 ≤ a < b ≤ L , using arguments quite similar to those from
the previous paragraph, we get that ML is an increasing, p-convex and q-concave function on
[0, L]. Moreover, since ML(0) = 0, fixing a = 0 in the inequality
 L
0 ML dga,b,1 ≥ 0 shows that
ML is also non-negative. Therefore,
 1
0 ML(|x |) ds > 0, as x ≠ 0. Combining this with (4.8),
we see that S > 0. Without loss of generality, we may assume that S = 1. Thus, from (4.8) and
(4.6) it follows (4.1) and (4.2).
We would like to remove the constraint ∥y∥∞ ≤ L by finding the weak∗ limit of some
sequence of functions related to the functions ML . The first step in achieving this objective is
to modify the functions ML to form new functions which still possess properties (4.1) and (4.2)
and, in addition, have an increasing, p-convex and q-concave majorant.
We set
M ′L(t) := min(ML(t), tq) (0 ≤ t ≤ L).
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It is easy to check that, for every L > 1, M ′L satisfies the condition of Lemma 2.6 with constant
C = 1. Therefore, there is an increasing, p-convex and q-concave function UL(t)(0 ≤ t ≤ L)
such that with some constant α > 0, which depends only on p and q, we have that α−1 M ′L ≤
UL ≤ αM ′L . Moreover, by hypothesis, Lq [0, 1] ⊂ E , whence ∥y∥q ≥ c1∥y∥E (y ∈ Lq) for
some constant 0 < c1 ≤ 1.
Let K > 2c−11 K1. Assume that ∥y∥∞ ≤ L and ∥y∥E ≥ K . Set A := {t ∈ [0, L] :
M ′L(t) ≤ tq}, y1 := yχy−1(A) and y2 := y − y1. We have that either ∥y1∥E ≥ c−11 K1 ≥ K1
or ∥y2∥E ≥ c−11 K1. In the first case, by (4.2), we obtain 1
0
UL(|y|) ds ≥ α−1
 1
0
ML(|y1|) ds ≥ α−1.
In the second case, supposing ∥y2∥E ≥ c−11 K1, we still have 1
0
UL(|y|) ds ≥ α−1
 1
0
|y2(s)|q ds ≥ α−1cq1∥y2∥qE ≥ α−1 K q1 ≥ α−1.
Thus, we always have that 1
0
UL(|y|) ds ≥ α−1 if ∥y∥∞ ≤ L and ∥y∥E ≥ K . (4.10)
Moreover, from (4.1) it follows that 1
0
UL(|x |) ds ≤ α (L > 1). (4.11)
Next, let us note that for every L > 1 the following inequality holds:
UL(t) ≤ αtq (0 ≤ t ≤ L).
Therefore, setting UL(s) := 0 for s ≥ L , we have that {α−1UL(s)s−q}L∈N belongs to the unit
ball of L∞[0,∞). Since the unit ball of L∞[0,∞) with the weak∗ topology is compact, it has
a subsequence (we will denote it in the same way) which weakly∗ converges to some function,
say, α−1 M(s)s−q from this ball.
Now, we show that 1
0
UL(|y|) dt →
 1
0
M(|y|) dt as L →∞ (4.12)
for every y ∈ L∞.
If y ∈ L∞ is arbitrary, a slight approximation allows us to assume that its distribution function
dy is absolutely continuous on the semi-axis [0,∞). Therefore,
−
 ∞
0
sq
d
ds
(dy(s)) ds = −
 ∞
0
sq d(dy(s)) =
 1
0
|y(t)|q dt <∞,
whence the function sq dds (dy(s)) ∈ L1[0,∞). Since M(s)s−q is a weak∗ limit of {UL(s)
s−q}L∈N in L∞[0,∞), we have that ∞
0
UL(s)s
−q · g(s) ds →
 ∞
0
M(s)s−q · g(s) ds as L →∞
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for all g ∈ L1[0,∞). Putting here g(s) = sq dds (dy(s)), we obtain that 1
0
UL(|y|) dt = −
 ∞
0
UL d(dy(s))→−
 ∞
0
M d(dy(s)) =
 1
0
M(|y|) dt
as L →∞. Therefore, (4.12) is proved.
Let ∥y∥E ≥ K and y ∈ L∞. It follows from (4.10) that
 1
0 UL(|y|) ds ≥ α−1 whenever
∥y∥E ≤ L . Combining this with (4.12), we obtain that
 1
0 M(|y|) ds ≥ α−1 as well. Since
the norm of E is order semicontinuous, a straightforward application of Lebesgue’s Monotone
Convergence Theorem allows us to remove the condition y ∈ L∞.
Furthermore, letting in (4.12) y := sχ[0,1], where s ≥ 0, we obtain that UL(t) converges
to M(t) pointwise on [0,∞). Therefore, M is an increasing, p-convex and q-concave function.
Moreover, by (4.11), we see that
 1
0 M(|x |) ds ≤ α. Setting c := min(K−1, α−1), we obtain the
first assertion of the theorem.
To prove the second assertion of the theorem, consider the set A := {x ∈ E : ∥x∥E = 1}
and the family {Mx }x∈A consisting of the functions M = Mx , which were constructed in the first
part.
Let y ∈ E, ∥y∥E = 1. Due to the first assertion of the theorem, there exists an increasing,
p-convex and q-concave function My such that
 1
0 My(|y|) ds ≤ c−1. Since My is convex and
c < 1, we obtain that
 1
0 My(c |y|) ds ≤ 1, whence ∥y∥L My ≤ c−1. Therefore,
∥y∥U (L Mx )x∈A := infx∈A ∥y∥L Mx ≤ ∥y∥L My ≤ c
−1.
Now, let us prove the converse inequality. Since
c−1 yE = c−1, by the first assertion of the
theorem, we have that
 1
0 Mx (c
−1 |y|) ds ≥ c for all x ∈ A. Since c < 1, the convexity of the
functions Mx implies that, for all x ∈ A,
 1
0 Mx (c
−2 |y|) ds ≥ 1, which implies: ∥y∥L Mx ≥ c2.
Therefore,
∥y∥U (L Mx )x∈A ≥ c2,
and the equivalence of the norms ∥y∥E and ∥y∥U (L Mx )x∈A on E is proved.
Since every Orlicz space is distributionally concave with constant 1 (see Section 2.4), the
proof of the converse assertion is straightforward. Thus, the theorem is fully proved in the case
when q <∞.
The case q = ∞.
Arguing similarly to the case of a finite q , we can prove that for every x ∈ E such that
∥x∥E = 1 and for any L > 1 there exists an increasing and p-convex function ML , ML(0) = 0,
such that relations (4.1) and (4.2) hold.
Since the case E = L∞ is trivial, we can assume that E ≠ L∞. Then, by Lemma 4.2,
there exists a strictly increasing continuous function N1 : [0,∞) → [0,∞) with the following
property: if
 1
0 N1(|y(t)|) dt ≤ 1, then ∥y∥E ≤ 1. It is easy to see that the function
N (t) := sup
0<s≤1
N1(st)
s p
still has the same property as N1. Furthermore, N satisfies the condition of Lemma 2.6 with
constant C = 1 as
N (ut) = u p sup
0<s≤1
N1(ust)
s pu p
≤ u p sup
0<v≤1
N1(vt)
v p
= u p N (t)
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and so it is equivalent to a p-convex function. Therefore, without loss of generality, we may
assume that the function N is convex.
Our next arguments are similar to the ones used in the case of finite q except instead of the
function tq we use the function N .
Consider the functions
M ′L(t) := min(ML(t), N (t)) (0 ≤ t ≤ L).
For any L > 1, the function M ′L satisfies the inequality M ′L(st) ≤ s p M ′L(t) if 0 < s ≤ 1. So, by
Lemma 2.6, there is an increasing and p-convex function UL(t)(0 ≤ t ≤ L) such that with some
constant β > 0 depending only on p, we have that β−1 M ′L(t) ≤ UL(t) ≤ βM ′L(t)(0 ≤ t ≤ L).
Let K > 2K1. Assume that ∥y∥∞ ≤ L and ∥y∥E ≥ K . Set A := {t ∈ [0, L] : M ′L(t) ≤
N (t)}, y1 := yχy−1(A) and y2 := y − y1. Then we have that either ∥y1∥E ≥ K1 or ∥y2∥E ≥ K1.
In the first case, by (4.2), we obtain 1
0
UL(|y|) ds ≥ β−1
 1
0
ML(|y1|) ds ≥ β−1.
Now, suppose ∥y2∥E ≥ K1. Since
 1
0 N (|y|) dt ≤ 1 implies ∥y∥E ≤ 1 and N is a convex
function, we have that ∥y∥E ≤ ∥y∥L N (y ∈ L N ). By assumption, a := ∥y2∥E ≥ K1 > 1.
Therefore,
 1
0 N (|y2|/a) dt ≥ 1. Since a > 1, we have that N (|y2|/a) ≤ N (|y2|)/a, and from
the last inequality it follows
 1
0 N (|y2|) dt ≥ a = ∥y2∥E . Hence, 1
0
UL(|y|) ds ≥ β−1
 1
0
N (|y2|) ds ≥ β−1∥y2∥E ≥ β−1 K1 ≥ β−1.
Thus, we have that 1
0
UL(|y|) ds ≥ β−1 if ∥y∥∞ ≤ L and ∥y∥E ≥ K . (4.13)
Moreover, from (4.1) and from the inequality UL(t) ≤ βML(t)(0 ≤ t ≤ L) it follows that 1
0
UL(|x |) ds ≤ β. (4.14)
Since for every L > 0 we have UL(t) ≤ βN (t)(0 ≤ t ≤ L), then setting UL(s) := 0 for s ≥ L ,
we have that some subsequence from the sequence

UL
βN

L∈N has a weak
∗ limit in L∞[0,∞),
say, M
βN belonging to the unit ball of L∞[0,∞). As above, it is not hard to check that the function
M satisfies all the requirements of the theorem.
The second assertion can be proved now in the same way as in the case of a finite q. 
The analogous statement holds also for distributionally convex spaces.
Theorem 4.5 ([32, Theorem 21]). If E is a distributionally convex symmetric space with an
order semicontinuous norm, such that E ∈ I nt (L p, Lq), 1 ≤ p < q ≤ ∞, then there exists
a constant c > 1 such that for every x ∈ E with ∥x∥E = 1, there is an increasing, p-convex
and q-concave function M : [0,∞) → [0,∞), M(0) = 0, such that  10 M(|x |) ds ≥ c−1 and 1
0 M(|y|) ds ≤ c whenever ∥y∥E ≤ c−1.
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Moreover, a symmetric space E is distributionally convex if and only if there exists a family
of increasing, p-convex, q-concave functions Mα : [0,∞) → [0,∞), α ∈ A, such that E is a
subspace of the space ∆(L Mα )α∈A.
Theorem 4.6. If E is a distributionally concave space with an order semicontinuous norm, such
that E ∈ I nt (L p, Lq), 1 ≤ p < q ≤ ∞, then E is q-concave and there is a constant C > 0
such that the inequality
1
n
n
k=1
∥xk∥pE
1/p
≤ C ∥C(x1, x2, . . . , xn)∥E (4.15)
holds for any x1, x2, . . . , xn ∈ E and n ≥ 1.
Proof. We begin by proving the inequality (4.15). By Theorem 4.4, we should prove only that
there exists a constant C1 > 0 such that for any increasing, p-convex, q-concave function
M : [0,∞)→ [0,∞) and for given x1, x2, . . . , xn from E ∩ L M we have that
1
n
n
k=1
∥xk∥pL M
1/p
≤ C1 ∥C(x1, x2, . . . , xn)∥L M . (4.16)
The case p = 1.
Since the norm in an Orlicz space is order semicontinuous, we have
∥x∥L M = sup
 1
0
xy ds : ∥y∥(L M )′ ≤ 1

.
It is well known (see, for instance, [21, Section 2.14]) that (L M )′ = L M ′ , where M ′ is
the complementary Orlicz function for M , and with a universal constant γ > 0 we have
γ−1∥y∥L M ′ ≤ ∥y∥(L M )′ ≤ γ ∥y∥L M ′ . Therefore,
γ−1 ∥x∥L M ≤ sup
 1
0
xy ds : ∥y∥L M ′ ≤ 1

≤ γ ∥x∥L M .
Hence, for every k = 1, . . . , n, there exists a yk such that ∥yk∥L M ′ ≤ 1 and 12γ ∥xk∥L M ≤ 1
0 xk yk ds. Since the Orlicz space L M ′ is distributionally convex with constant 1 (see
Section 2.4) it follows that
∥C(y1, y2, . . . , yn)∥L M ′ ≤ maxk=1,...,n ∥yk∥L M ′ ≤ 1.
Therefore, we have
1
2γ
· 1
n
n
k=1
∥xk∥L M ≤
1
n
n
k=1
 1
0
xk yk ds
=
 1
0
C(x1, x2, . . . , xn) · C(y1, y2, . . . , yn) ds
≤ ∥C(x1, x2, . . . , xn)∥L M ∥C(y1, y2, . . . , yn)∥L M ′
≤ ∥C(x1, x2, . . . , xn)∥L M ,
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that is,
1
n
n
k=1
∥xk∥L M ≤ C1 ∥C(x1, x2, . . . , xn)∥L M , (4.17)
where C1 = 2γ .
The case p > 1.
For an increasing, p-convex, q-concave function M : [0,∞)→ [0,∞), we set
Mp(t) := M(t1/p).
Clearly, Mp is 1-convex. For any xk ∈ L M , xk ≥ 0, we have that x pk ∈ L Mp (k = 1, 2, . . . , n).
Therefore, applying (4.17) to x pk in L Mp , we obtain
1
n
n
k=1
x pk L Mp ≤ C1 C(x p1 , x p2 , . . . , x pn )L Mp . (4.18)
Noting that for an arbitrary x ≥ 0, we have
x p1/pL Mp = inf

ρ > 0 :
 1
0
Mp

x p
ρ

dt ≤ 1
1/p
= inf

ρ1/p > 0 :
 1
0
M

x
ρ1/p

dt ≤ 1

= ∥x∥L M ,
we observe that (4.18) is actually equivalent to
1
n
n
k=1
∥xk∥pL M ≤ C1 ∥C(x1, x2, . . . , xn)∥
p
L M
.
This proves (4.16) (and (4.15)).
To prove the q-concavity of E we need to show that there is a constant C ′ > 0 such that for
any x1, x2, . . . , xn from E the inequality
n
k=1
∥xk∥qE
1/q
≤ C ′


n
k=1
|xk |q
1/q
E
holds. Once again, it suffices to prove that for any increasing, p-convex, q-concave function
M : [0,∞)→ [0,∞) and for given x1, x2, . . . , xn from E ∩ L M we have that
n
k=1
∥xk∥qL M
1/q
≤


n
k=1
|xk |q
1/q
L M
.
However, the latter inequality is an immediate consequence of the q-concavity of the function
M . 
From the last theorem, we can deduce that the concept of distributionally concavity from [32]
coincides with that from [38] at least for symmetric spaces E such that E ∈ I nt (L1, L∞)
(in particular, if E is separable or E has the Fatou property).
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Corollary 4.7. A symmetric space E with E ∈ I nt (L1, L∞) is distributionally concave if and
only if there is a constant c > 0 such that for all n ∈ N and for given x1, x2, . . . , xn from E we
have that
∥C(x1, . . . , xn)∥E ≥ cn
n
k=1
∥xk∥E .
In particular, from Corollary 4.7 and [38] it follows that the concepts of distributional convex-
ity and distributional concavity are (Ko¨the) dual to each other.
In the case of symmetric spaces with the Fatou property we are able to obtain a more precise
result than Theorem 4.4.
Corollary 4.8. If E is a distributionally concave symmetric space with the Fatou property such
that E ∈ I nt (L p, Lq), 1 ≤ p < q ≤ ∞, then there exists a family of increasing, p-convex,
q-concave functions Mα : [0,∞) → [0,∞), α ∈ A such that E = U (L Mα )α∈A (with
equivalence of norms).
Proof. By Theorem 4.4, we have that
E ⊆ U (L Mα )α∈A (4.19)
and for every x ∈ E
c2∥x∥E ≤ ∥x∥U (L Mα )α∈A := inf
α∈A
∥x∥L Mα ≤ c−1∥x∥E , (4.20)
where c ∈ (0, 1) is a constant from Theorem 4.4. Let us show that
U (L Mα )α∈A ⊆ E . (4.21)
Assuming that x ∈ U (L Mα )α∈A and x ≥ 0, we set: xm := min(x,m), m ≥ 1. Clearly,
∥xm∥U (L Mα )α∈A ≤ ∥x∥U (L Mα )α∈A for all m ≥ 1. Therefore, by (4.20), supm∈N ∥xm∥E ≤
c−2∥x∥U (L Mα )α∈A < ∞. Since xm ↑ x and E has the Fatou property, we obtain that x ∈ E and
∥x∥E ≤ c−2∥x∥U (L Mα )α∈A . Relations (4.19) and (4.21) show that the proof is complete. 
Let us prove an analogous statement for distributionally convex symmetric spaces.
Corollary 4.9. If E is a distributionally convex symmetric space with the Fatou property such
that E ∈ I nt (L p, Lq), 1 ≤ p < q ≤ ∞, then there exists a family of increasing, p-convex,
q-concave functions Nα : [0,∞)→ [0,∞), α ∈ A, such that E = ∆α∈AL Nα .
Proof. Since E ′ is distributionally concave and since E ′ ∈ I nt (Lq ′ , L p′) (here, of course,
1/q + 1/q ′ = 1 and 1/p + 1/p′ = 1), we conclude by appealing to the preceding corollary
that E ′ = U (L Mα )α∈A, where {Mα}α∈A is a family of increasing q ′-convex and p′-concave
functions. Therefore, U (L Mα )α∈A is a Banach space with the norm
∥x∥U (L Mα )α∈A := inf
α∈A
∥x∥L Mα .
Hence, by Theorem 2.11, we have
E ′ =

α∈A
L Mα .
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By duality, we infer immediately that
E ′′ = ∆α∈A(L Mα )′ = ∆α∈AL M ′α ,
where M ′α is the complementary Orlicz function to Mα . Since E has the Fatou property, we have
E = E ′′. Finally, since Mα is q ′-convex and p′-concave, we see that Nα = M ′α is a p-convex
and q-concave function. 
Finally, we shall combine the preceding results.
Corollary 4.10. If E is a distributionally convex and distributionally concave symmetric space
with an order semicontinuous norm such that E ∈ I nt (L1, L∞), then there exists an increasing,
convex function M : [0,∞) → [0,∞) such that E is a subspace of the Orlicz space L M . In
particular, if E has the Fatou property, then E = L M .
Proof. By Theorems 4.4 and 4.5, there are families of increasing convex functions Mα :
[0,∞)→ [0,∞), α ∈ A and Nβ : [0,∞)→ [0,∞), β ∈ B such that
∥x∥E ≍ sup
α∈A
∥x∥L Mα ≍ inf
β∈B
∥x∥L Nβ , ∀x ∈ E . (4.22)
Let C1 ≥ 1 be the constant of both equivalences from above. Thus, in particular, for any
α ∈ A, β ∈ B and x ∈ E , we have
∥x∥Mα ≤ C1∥x∥Nβ .
From this observation and from [21, Section 2.13] we infer that
Mα(s) ≤ Nβ(C2s), ∀α ∈ A, β ∈ B, s > 0 (4.23)
with some constant C2 > 0 depending only on C1.
Denote
M(s) := sup
α∈A
Mα(s), s > 0.
Clearly, M is an increasing convex function on [0,∞), and from (4.23) it follows
M(s) ≤ Nβ(C2s), ∀β ∈ B, s ≥ 0.
Therefore, by (4.22), for every x ∈ E , we have
∥x∥E ≤ C1 sup
α∈A
∥x∥L Mα ≤ C1∥x∥L M ≤ C1C2 inf
β∈B
∥x∥L Nβ ≤ C21C2∥x∥E .
The last assertion follows now from Corollaries 4.8 and 4.9. 
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