Abstract. Consider the initial-boundary value problem for the 2-speed Carleman model of the Boltzmann equation of the kinetic theory of gases (see [T. Carleman, "Problèmes mathématiques dans la théorie cinétique des gaz", Almqvist-Wiksells, Uppsala, 1957]), set in some bounded interval with boundary conditions prescribing the density of particles entering the interval. Under the usual parabolic scaling, a nonlinear diffusion limit is established for this problem. In fact, the techniques presented here allow treating generalizations of the Carleman system where the collision frequency is proportional to the α-th power of the macroscopic density, with α ∈ [−1, 1].
Carleman models and their diffusion limits
In the 1930's, Carleman proposed a model [1] describing the time evolution of a monodimensional gas composed of two species of particles that move at a constant speed c > 0 in the x-direction. The number density at time t and position x of particles moving at speed +c is denoted by u = u(x, t) while that of particles moving at speed −c is denoted v = v(x, t). Carleman's system is (1) ∂ t u + c∂ x u = (u + v)(v − u) ,
A very natural extension of the model, called the generalized Carleman model, involves a collision frequency that is proportional to some power of the macroscopic density ρ = u + v, as follows:
For α = 1 the original Carleman system is recovered, whereas α = 0 gives another remarkable system, known as the Goldstein-Taylor model [5, 21] , that can be reduced to a damped wave equation (the telegrapher's equation).
In the latter case, there is an explicit representation of the solution in terms of the standard Poisson: see [12] , p. 56 for this formula, originally found by M. Kac.
Other instances of kinetic models with a collision frequency whose dependence on the macroscopic density is other than linear can be found in Radiative Transfer: see for instance [13] .
The only nontrivial hydrodynamic limits of the Carleman model, generalized or not, are diffusion limits -linear or nonlinear. Indeed, local equilibria for those models are those densities for which (u − v)(u + v) α = 0, implying u = v. Hence all local equilibria for those models have mean velocity 0: in the language of the kinetic theory of gases, analogues for the system (1) of local Maxwellians have mean velocity 0. Hence the limiting dynamics of the system can be observed only on a longer time scale that corresponds with a diffusion equation.
After setting c = 1 without loss of generality, we consider the limit as ǫ → 0 + of the following scaled version of (2):
Defining the macroscopic mass density ρ ǫ and the current j ǫ by (4)
we put the system (3) in the form (5) ∂ t ρ ǫ + ∂ x j ǫ = 0 , ǫ 2 ∂ t j ǫ + ∂ x ρ ǫ = −2ρ α ǫ j ǫ . Then, we prove that the term ǫ 2 ∂ t j ǫ is negligeable in the vanishing ǫ limit, and show that the limiting density is governed by the following nonlinear diffusion equation (6) ∂ t ρ = 1 2 ∂ xx
for α ∈ [−1, 1), while the case α = 1 leads to
2 ∂ xx ln ρ . Several result on this problem have been obtained over the last thirty years.
In particular, existence and uniqueness for the solution of the initialboundary value problem of (1) have been proven by Fitzgibbon [3] -see also [7] for the same problem on the infinite line, and [16] , [17] and [20] for more information concerning the large time behavior of the solutions 1 . Several authors (among others Kurtz [8] , McKean [12] , Fitzgibbon [3] , Pulvirenti and Toscani [15] , P.-L. Lions and Toscani [9] , Marcati and Rubino [11] , Donatelli and Marcati [2] , Salvarani and Vázquez [19] ) have considered the relaxation problem for the Carleman system or generalizations thereof. 1 We are grateful to L. Tartar for indicating the references [7] and [16] , [17] .
All these papers on the diffusion limit for kinetic models deal with the initial value problem on the infinite line, or with the initial-boundary value problem with specular or periodic conditions at the boundary.
Establishing the diffusion limit for Carleman type models (generalized or not) in a bounded domain with non homogeneous boundary conditions is more difficult. Indeed, mimicking the proofs of the diffusion limit in the cases mentioned above fails to produce a uniform bound on the current j ǫ in the case of a nonhomogeneous boundary value problem.
To the best of our knowledge, the only available convergence proof for an initial-boundary value problem with very general boundary conditions at the time of this writing is in [18] for the Goldstein-Taylor model. Unfortunately, the proof in [18] uses extensively the linear nature of the problem coming from the assumption α = 0, and does not seem to be extendible to nonlinear models.
The present work establishes the diffusion limit for all Carleman systems (2) with α ∈ [−1, 1], in a bounded domain Ω = (0, 1), with boundary conditions imposing the density of particles entering the domain Ω
We have restricted our analysis to the case |α| ≤ 1, as it leads to a unified treatment based on the dissipative nature of the problem.
The new ingredient in the present paper is a uniform estimate bearing on some notion of relative entropy of the solution (u ǫ , v ǫ ) with respect to a wellchosen profile that satisfies the boundary conditions expected to hold in the vanishing ǫ limit. By failing to introducing this profile, previous attempts to establishing the nonlinear diffusion limit in the case of nonhomogeneous data fell short of obtaining uniform bounds on the current j ǫ , except in the particular case ϕ + (t) = ϕ − (t) = Const . This idea of using the relative entropy with respect to some adequate profile in order to match nontrivial boundary conditions can be used on more complicated models. In the introduction above, we already mentioned that the generalized Carleman equations are somewhat analogous to more complicated models appearing in Radiative Transfer, for which the nonlinear diffusion approximation is known under the name of "Rosseland approximation". We shall apply the method presented here to these more complicated models in a forthcoming paper [6] .
Main results
Before stating the convergence theorem that is the main result in this paper, we recall some background on the Carleman systems.
2.1. Existence and uniqueness theory for Carleman systems. The class of initial and boundary data for the Carleman systems considered in this paper, which we henceforth call "admissible data", is defined below. Definition 2.1. Consider the system (3) with |α| ≤ 1 posed for (t, x) ∈ (0, T ) × (0, 1), with boundary conditions (8) and initial condition
The initial data (u in , v in ) and the boundary data (ϕ − , ϕ + ) are said to be admissible on the time interval (0, T ) if and only if
The existence and uniqueness of a nonnegative solution for the original Carleman model is well-known. The following result is a standard generalization of Fitzgibbon's in [4] :
Consider the generalized Carleman model (2) for |α| ≤ 1 in the domain Ω = (0, 1) with boundary condition (8) and initial condition (9) . Assume that the initial and boundary data (u in , v in ) and ϕ ± are admissible. Then there exists a unique nonnegative generalized solution
Proof. It is well known that the unbounded operator
is dissipative (see, for example, [9, 19] ). The existence and uniqueness of the solution (u, v) easily follows from the same method as in [4] .
2.2.
Uniqueness theory for the nonlinear diffusion equation. Next we consider the target, nonlinear diffusion equation (6) (or (7) when α = 1).
Definition 2.3. Consider the nonlinear diffusion equation (6) or (7) when α = 1 with Dirichlet boundary conditions
and initial condition
We call these data admissible if and only if
The notion of admissible weak solution of the nonlinear diffusion equations (6) or (7) being less obvious than in the case of the Carleman model, we recall it below. Definition 2.4. An admissible weak solution of (6) or (7) with Dirichlet boundary conditions
, that satisfies (10) for a.e. t ∈ (0, T ), together with the identities (14)
Notice that, in what follows, we only need to know that the boundary value problem for (6) or (7) has at most one admissible solution, as the existence of such solutions will result from that of a solution of the generalized Carleman model in the hydrodynamic limit. The proof of the following lemma is classical: Lemma 2.5. For each set of admissible data (ρ 0 , ϕ ± ), the nonlinear diffusion equation (6) for −1 ≤ α < 1 or (7) if α = 1 has at most one admissible solution.
2.3.
The convergence result. The main result in the present paper is the following convergence theorem. Theorem 2.6. Let (u in , v in , ϕ ± ) be admissible data for the generalized Carleman system on the time interval [0, T ]. For each ǫ > 0, let (u ǫ , v ǫ ) be the solution of the scaled Carleman system (3) with initial condition (9) and boundary data (8).
Then, in the limit as ǫ → 0, the macroscopic density
where ρ is the generalized solution of (6) if α ∈ [−1, 1) or of (7) if α = 1, with initial and boundary conditions
Uniform bounds on the density and current
As mentioned in the introduction, the uniform (in ǫ) bounds on the density and current are consequences of the equation that is satisfied by some notion of relative entropy, which we shall introduce below.
From now on, we set
We begin with some elementary background on convex functions.
3.1.
A family of convex functions. Let φ : R + → R be a convex function that is C 2 on R * + , and that satisfies φ
Define the Legendre dual φ * of φ by
This definition clearly implies that
This inequality is a generalization of Young's classical inequality for
where p and p ′ are dual exponents in the sense of Hölder's inequality:
More specifically, we shall use the family of convex functions below: a) for β ∈ [−1, 1), the function φ β is given by
b) for β = 1, the function φ 1 is given by φ 1 (y) = y log y and φ 1 (0) = 0 , y > 0 .
Straightforward computations show that
for each ξ > 0 and β ∈ [−1, 1).
With ν as in (16) , for each β ∈ [−1, 1], we set
Young's inequality entails
3.2.
The relative entropy and entropy production rate. Our bounds on the Carleman system involve the notion of relative entropy with respect to some suitable profile that satisfies the same boundary conditions as the solution of the limiting diffusion equation. There are many possible ways of choosing this profile. When the boundary data are constant, a logical choice would be to pick the stationary solution of the diffusion equation with those boundary data. In the case of time dependent boundary conditions, this choice is less natural, and we simply define this profile to be the convex combination of boundary data:
Given Φ : R + → R, a C 2 convex function, we define the relative entropy of the 2-velocity density
and the entropy production rate as 
It is actually more convenient to rearrange this equality as follows:
Observe that
By convexity of Φ β , both terms in the last right hand side of (23) are nonnegative; hence
Next, we formulate the equality (22) in terms of the relative entropy H β [u ǫ , v ǫ |f ] as follows:
We estimate the first term on the right hand side of the inequality (25) in terms of the current j ǫ = 1 ǫ (u ǫ − v ǫ ), as follows: for each γ ∈ (0, 1), one has (26)
Then, the inequality (19) satisfied by Φ β implies that
β is nondecreasing, Φ β being convex. Because of (27), one has (28)
With this estimate for the second term on the right hand side of (25), we recast this inequality as
3.3. Current estimate. Our first objective is an L 2 t,x bound on the current
Start from the relative entropy inequality (29) with the particular choice β = α (we recall that α is the exponent in the nonlinearity of the Carleman system (3)).
We are going to show that, for γ small enough, the term
Indeed, if α = 1
in view of the elementary inequality
, for each a, b > 0 .
Finally, for α ∈ [−1, 0), we separate (0, 1) into the region where u ǫ (t, x) > v ǫ (t, x) and its complement, where v ǫ (t, x) ≥ u ǫ (t, x).
The first integral is estimated as follows:
The second integral is estimated similarly. In all cases,
Proposition 3.1. Let (u ǫ , v ǫ ) be a solution of the scaled, generalized Carleman system (3) with admissible initial and boundary data. Then there exists a positive constant J ≡ J(ν, ϕ m , α, T, u in , v in ) > 0 such that the cur-
Proof. Start from (29), and pick γ = C α /2. Upon integrating both sides of (29) over the time interval [0, t], one obtains
from which we deduce that
Density estimate. With the current estimate at our disposal, we next obtain an L 2 loc (R + ; L 2 x ) bound on the macroscopic density ρ ǫ = u ǫ + v ǫ . To do this, we apply (29) with β = 0; here, the entropy production rate is useless so that we actually discard it from the left-hand side:
where
Integrating the relative entropy inequality above over the time interval [0, t], we obtain
Gronwall's inequality implies that
On the other hand,
Summarizing the discussion above, we have proved the following density bound.
Proposition 3.2. Let (u ǫ , v ǫ ) be a solution of the scaled, generalized Carleman system (3) with admissible initial and boundary data. Then there exists a positive constant
3.5. An entropy production estimate. We shall conclude this section with a further nonlinear estimate that eventually controls some flux in the diffusion limit. We distinguish the cases α ∈ [0, 1] and α ∈ [−1, 0). If α ∈ [0, 1], we use (29) with β = ±1. Indeed, the entropy production rate in the case β = −1 is
Hence the relative entropy inequality (29) with β = −1 becomes
Integrating the relative entropy inequality above in the time variable, and applying Proposition 3.1, we obtain
so that, by Gronwall's inequality, we arrive at an estimate of the form
Doing the same with β = 1 leads to
The estimate above rests on the mean value theorem:
Integrating in t the relative entropy inequality (29) with β = 1 and applying the Gronwall inequality as above gives
If on the other hand α ∈ [−1, 0), we use (29) with β = |α|. Notice that Φ ′′ |α| is decreasing on R * + : indeed
Hence, for each a, b > 0, the mean value theorem implies that, for some θ ∈ (0, 1) 0) . The relative entropy inequality (29) with β = |α| becomes
Integrating this inequality over the time interval [0, t] and applying Gronwall's inequality and Proposition 3.1 as before, we obtain
Summarizing, we have proved 
for each T > 0 and ǫ > 0 if α ∈ [0, 1], and
In the case α ∈ [0, 1], the second bound follows from the first and Proposition 3.1 by Hölder's inequality.
The nonlinear diffusion limit
Let (u in , v in ), ϕ + and ϕ − be admissible initial and boundary data; then, for each ǫ > 0, let (u ǫ , v ǫ ) be the solution to the scaled, generalized Carleman system (3).
It follows from Propositions 3.1 and 3.2 that, for each T > 0, one has
for each ǫ > 0. By the Banach-Alaoglu theorem, for each T > 0
Summing both equations in Carleman's system implies that
with the bound on ρ ǫ coming from Proposition 3.2, this control implies that
by Arzela-Ascoli's theorem. Likewise, since
because of Propositions 3.1, 3.2 and 3.3. Hence
by Arzela-Ascoli's theorem. Because on the nonlinearities that are present both in the scaled Carleman system (3) and in the limiting nonlinear diffusion equation (6), weak compactness results as above are not enough to pass to the limit as ǫ → 0. Strong L 2 compactness of the family ρ ǫ is obtained by the same argument as in [10] (see also [9] ), which we recall below.
Consider the vector fields
By Propositions 3.1 and 3.2, both vector fields satisfy
Summing the first two equations in the scaled Carleman system (3) shows
Pick any sequence ǫ n → 0 such that
as n → ∞. By compensated compactness (the div-curl lemma in [14] ), we find that Because of (34) and of the boundary conditions of the scaled Carleman system (3), one has
Summing both equations in the scaled Carleman system shows that
so that, by passing to the limit in the relation above, one arrives at
in the sense of distributions on R * + × (0, 1). Subtracting the second equation from the first in the scaled Carleman system shows that
α ǫ j ǫ so that, by passing to the limit in the equation above, one finds that The case α ∈ (0, 1) is slightly more delicate. Since ρ ≥ 0 a.e. but may vanish, we set η > 0 and, using as above the strong compactness statement (35) together with the weak-strong continuity of the product of two functions, 1 (ρ + η) α q = ρ α (ρ + η) α j 2 For f : R+ → R continuous and sublinear at infinity, if ρǫ → ρ in L 2 and jǫ ⇀ j in
so that ρ α (ρ + η) α j = − 1 2(1−α) ∂ x (η + ρ) 1−α .
We recall the argument in [9] . Letting η → 0 shows that
On the other hand, the second bound in Proposition 3.3 implies that 
