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ABSTRACT
With the increased interest in primary and improved recovery from unconventional reser-
voirs, unusual characteristics of PVT behavior in nano-pores have attracted more attention.
It has been established that the pore size influences thermodynamic properties and PVT
behavior of the reservoir fluids due to the change in inter-molecular, capillary, and surface
forces. There have been a number of studies on phase behavior in nano-pore confinement
which reveal inconsistent and contradicting results about the shift of the critical point and
the shift of the pressure-temperature diagram. This thesis focuses on Monte Carlo simula-
tion technique taking the statistical mechanics into account to model the PVT behavior of
hydrocarbons. Grand Canonical Monte-Carlo ensemble is studied to observe the effect of
confinement on phase behavior of pure methane by taking into consideration the effects of
the inter-molecular forces and the interaction between fluid particles and solid surface. Un-
der isothermal conditions, density of methane is calculated from Monte Carlo simulation at
different pressures to determine the bubble point. Results are compared with the published
studies and the differences are discussed. The size of the simulation box affects the results
of Grand Canonical Monte Carlo simulation significantly. Therefore, this thesis questions
some of the conclusions drawn in the literature about the bubble point and the critical point
shift. Consequently, it is suggested that the results of molecular simulations should not be
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This thesis presents the research work performed under the Unconventional Reservoir
Engineering Project (UREP) for the partial fulfillment of the requirements for a Master
of Science (MSc) degree in Petroleum Engineering Department at the Colorado School of
Mines. The work critically evaluates some recent approaches to study phase behavior of
pure methane in confinement; namely, the methods using equilibrium thermodynamics with
capillary pressure effect and statistical mechanics. Including capillary pressure in equilibrium
thermodynamics models has been the first step in understanding phase behavior in the nano
pores of shale reservoirs. Due to the growing interest in the details of the molecular level
phenomena, statistical mechanics has been one of the popular approaches in the study of
phase behavior. This research presents a critical discussion of the results of a molecular
simulation study to demonstrate the limits of this approach and warns against overrating
the conclusions derived by them.
1.1 Problem Statement
Phase behavior is an important parameter to simulate the production performance of
hydrocarbon reservoirs. In conventional oil and gas reservoirs, most commonly used experi-
mental and simulation techniques to define hydrocarbon phase behavior are the PVT cells,
and equation of state, respectively.
On the other hand, unconventional reservoirs are tight and the pores are in nano scale,
which affects the phase behavior of fluid because of interactions between fluid particles
and pore wall (Pitakbunkate et al. 2016). There are some ongoing studies to develop an
experimental method to measure PVT properties of fluids in nano-chips and there are other
simulation studies considering equilibrium thermodynamics and statistical mechanics (Wang
et al. 2014; Parsa et al. 2015). Equilibrium thermodynamics uses conventional equation of
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state with capillary pressure effect and statistical mechanics uses inter-particle forces between
fluid particles and pore wall particles.
Pitakbunkate et al. (2016) used statistical mechanics to study the phase behavior of
hydrocarbons in confined environment and observed a large shift in critical point in pores
under 7 nm. However, the simulation box size they used was not large enough to see the
phase transition accurately. There is no discussion on the optimum simulation box size in the
literature either. Therefore, this study focuses on the results of Pitakbunkate et al. (2016) to
discuss the effect of simulation box size and to emphasize, like all other modeling techniques,
molecular models have their inherent limitations, which might considerably influence the
conclusions obtained by them. To keep the simulation time at a manageable level, in this
study, pure methane was used. Moreover, to mimic the shale pore walls, infinite graphite
sheets were used in atomistic simulation with graphical user interface built by Virtual Nano
Lab.
1.2 Objectives
Problem statement and motivation behind this study lead to the following objectives:
1. Build a numerical, molecular simulation model, which takes into account the bubble
point suppression, to see the effect on the cumulative production in a multi-fractured
horizontal well located in an unconventional reservoir.
2. Compare phase behavior results of molecular simulation (statistical mechanics) and
equilibrium thermodynamics (equation of state with capillary pressure).
3. Present a discussion and fundamentals of statistical mechanics for the study of phase
behavior in nanopores.
4. Use a molecular simulation model to demonstrate the effect of simulation box size on
predicted phase behavior.
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5. Reproduce the results of Pitakbunkate et al. (2016) to highlight the diverse conclusions
that can be reached with different simulation box sizes.
6. Discuss the forces affecting the phase behavior of hydrocarbons in bulk condition,
micro-scale confinement, and nano-scale confinement.
1.3 Method of Study
Monte Carlo simulation and numerical simulation methods are used in this research. In
Chapter 2, a trilinear numerical model is used to generate the cumulative production at
different pore sizes, which have an impact on the cumulative production of a hydraulically
fractured horizontal well. In Chapter 3, we present the Peng-Robinson equation of state
and equations used in molecular simulation in detail. To run the Monte Carlo simulation of
statistical mechanics, we used RASPA, which is a molecular simulation software developed
by Dubbeldam et al. (2016) for adsorption and diffusion in flexible nanoporous materials.
In Grand Canonical Monte Carlo Simulations (GCMC), for a given temperature and
pressure, Peng-Robinson equation of state is used to calculate the chemical potential (µ)
of the universe surrounding the simulation box. The chemical potential of the universe
is supposed to be constant at given temperature and pressure. In GCMC simulation, µ
is an input parameter that controls the number of particles inside a simulation box. The
simulation allows particles to move around until chemical potential of the simulation box
reaches an equilibrium with the surrounding universe for each Monte Carlo cycle. (Frenkel
and Smit 2001)
For each Monte Carlo cycle, the software runs the algorithm and prints a fluid density as
an output. The total number of Monte Carlo cycles is determined at the very beginning of
the simulation as an input. In our study, we used 10,000 cycles to get accurate results. To
estimate the optimum number of cycles required for an accurate Monte Carlo simulation, we
ran several simulations with different number of Monte Carlo cycles, at a given temperature
(155 K) and pressure (1000 kPa). The results of the simulations are presented in Figure 1.1.
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Simulations with more than 8000 cycles yielded consistently similar results, which made us
set the minimum number of cycles at 10,000.
At the end of the simulation, average fluid density is printed as the final result. This
process is repeated for different pressures at constant temperatures. The idea was to increase
the pressure with a specific increment under isothermal conditions. In this study, pressure
increments were 10 kPa. Finally, pressure vs. density with isothermal lines is plotted to
observe the phase transition point.
Figure 1.1: Output of molecular simulation at every 1000th Monte Carlo cycles. At the
beginning, we observe oscillating results. As the number of Monte Carlo cycles increases,
the calculated average density of confined methane converges to a stabilized value.
1.4 Contribution of the Study
In the recent studies of phase behavior in confinement, there appears to be a disagreement
on the shift of the critical point. In some studies (e.g., Sapmanee 2011 and Teklu et al. 2014),
the shift of the phase envelope is predicted based on a presumed shift in the critical point
whereas, in some others (Firincioglu et al. 2013), the critical point is assumed to be fixed
while the rest of the phase envelope can shift. The results of a recent molecular simulation
study (Pitakbunkate et al. 2016) have appeared to support the former perception. This
study scrutinizes the molecular simulation approach to verify the validity of this notion.
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Because molecular modeling is becoming a common technique to study hydrocarbon phase
behavior in unconventional reservoirs and Grand Canonical Monte Carlo simulation has been
proposed as a powerful method to answer some of the critical questions (Pitakbunkate et
al. 2016), this study draws attention to the potential interference of the limitations of the
research methods with the inferences of the research by showing that the predicted shift of
the critical point is a result of the selected simulation box size.
1.5 Organization of the Thesis
This thesis is divided into five chapters namely; introduction, discussion of the effect of
phase behavior changes due to pore proximity on cumulative production, statistical mechan-
ics model for phase behavior, results and discussion, conclusion and recommendations.
Chapter 1 contains background of this study, problem statement, objectives of the thesis,
the method of study, contribution to the literature and the organization. It also presents
recent studies on phase behavior of hydrocarbons in nanopores.
Chapter 2 considers an approximate model to highlight the impact of PVT behavior
in pore-confinement on the production behavior of wells in unconventional reservoirs. A
numerical trilinear model is used for this purpose with the Firincioglu et al. (2013) correlation
of phase behavior in confinement. Chapters 3 and 4 present the details and the results of
the research. An overview of the basics of statistical mechanics and molecular simulation is
presented in Chapter 3. In Chapter 4, Grand Canonical Monte Carlo simulation results and
the effect of simulation box size are discussed. This chapter also compares the results of this
study to that of the work of Pitakbunkate et al. (2016).
Finally, Chapter 5 documents the conclusions of the research and makes some recommen-
dations to extend this work for future studies. The codes which have been used to generate
the input files for the molecular simulations are presented in the Appendix.
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1.6 Literature Review and Background
Unconventional phase behavior in nanoporous media have been recognized as an impor-
tant factor in modeling and predicting the behavior of unconventional reservoirs. In this
study, we examine the phase behavior under severe confinement (less than 10nm pore di-
ameters). Recently, surface forces have been noted to be more dominant than the capillary
forces in pores under 60 nm radius (Meyer et al. 2009). Similarly, intermolecular forces
become comparable to capillary forces under 10 nm pore sizes. Unfortunately, conventional
PVT cell measurements cannot take into account the capillary and surface-force effects and
the technology for the direct measurement of PVT properties in nanopores is not yet avail-
able. Therefore, theoretical models based on equilibrium thermodynamics (Travalloni et al.
2010; Sapmanee 2011; Firincioglu et al. 2012; Honarpour et al. 2012; Teklu et al. 2014),
experimental models on nanofluidics chips (Wang et al. 2014; Parsa et al. 2015); and simula-
tion studies based on molecular dynamics (Makimura et al. 2011; Pitakbunkate et al. 2016)
have been mostly used in the recent studies of phase behavior in unconventional reservoirs.
In general, results obtained by different methods do not seem to agree due to the inherent
assumptions and limitations of each method. Although, there is an agreement on the shift
of the bubble point and dew point curves, the discrepancies in the magnitude of the shift
predicted by different methods are surmounting. Another area of disagreement is the shift
of the critical point. Some studies start from a shifted critical point to predict the shift of
the rest of the phase envelope (Sapmanee 2011 and Teklu et al. 2014) while some others
use a fixed critical point and shift the rest of the phase envelope (Firincioglu et al. 2013).
Even for the cases where a shift of the critical point is presumed or allowed, there are large
differences in the predicted magnitude of the shift.
This research uses Grand Canonical Monte-Carlo (GCMC) simulation based on statistical
mechanics to calculate the impact of intermolecular forces on PVT behavior. The tool used in
the study is RASPA, which is a molecular simulation software for adsorption and diffusion in
flexible nanoporous materials. A modified equation of state presented by Teklu et al. (2014)
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is also used to account for the effect of capillary forces on PVT behavior and to estimate the
bubble point suppression. While the equation of state takes macroscopic thermodynamic
properties into account, molecular simulation considers microscopic properties such as inter-
particle interactions.
We first introduce the background of our discussions, which intends to highlight the
differences of the results obtained by different approaches and sheds some light or grow the
skepticism on the causes of the differences. Then we present the methodology used in the
GCMC simulation. Finally, we present our results to demonstrate the sensitivity of molecular
simulation to the size of the simulation box and conclude with comments on the shift of the
critical point observed or used in the previous studies.
Recently, Teklu et al. (2014) studied the effect of confinement on phase behavior of
Bakken oil using Peng-Robinson Equation of State (EOS), which was combined with the
effect of capillary pressure. They also implemented the critical temperature and pressure
shifts in nanopores using the method presented by Zarragoicoechea and Kuz (2004). Both
methods were studied separately and combined for an oil sample from Bakken reservoir.
The combination of equation of state with the effect of capillary pressure is on the basis of
conventional thermodynamics equilibrium for hydrocarbons in nanopores. This combination
is well explained by Ozgen et al. (2016). The vapor and liquid phases reach an equilibrium
when the chemical potential of the liquid phase and the chemical potential of gas phase are
equal. However, the confined environment causes the interfacial tension between two phases,
as a result of which the equilibrium is reached at a lower chemical potential value.
In conventional reservoirs with larger pores, the interfacial tension is not significant and
does not have an effect on bubble point pressure; however, in unconventional reservoirs which
has nano size pores, the interfacial tension has a significant effect on bubble point pressure.
Figure 1.2, (Firincioglu et al. 2012) shows the difference in confined and unconfined cases.
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Figure 1.2: Representation of vapor liquid interaction in confined and unconfined case (Fir-
incioglu et al. 2012).
In the work of Zarragoicoechea and Kuz (2004), it was discussed that the critical points
were depended on the ratio between Lennard-Jones size parameter and the pore-throat








































Pitakbunkate et al. (2016) studied intermolecular interactions and their effect on phase
behavior of confined methane-ethane mixture using GCMC simulation. They observed the
shift in the critical points and compared their simulation results to those calculated by the
method of Zarragoicoechea and Kuz (2004). Pitakbunkate et al. (2016) used MUSIC, which
is a molecular simulation software developed by Chempath et al. (2013) In our study, we use
RASPA developed by the same research group. RASPA is a more advanced tool using the
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most recent methods available in literature (Dubbeldam et al. 2016)
We begin with comparing the statistical mechanics results of Pitakbunkate et al. (2016)
to equilibrium thermodynamics results that we obtained from our MATLAB code based on
the algorithm of Firincioglu et al. (2013). Figure 1.3 presents the phase envelopes of a
binary mixture (30.02% methane and 69.98% ethane) in 5 nm pore confinement computed
by Pitakbunkate et al. (2016) from molecular simulation and by the equilibrium thermo-
dynamics algorithm provided by Firincioglu et al. (2013). Figure 1.3 indicates that the
GCMC simulations of Pitakbunkate et al. (2016) show a large shift in critical point but a
low bubble-point suppression; on the other hand, equilibrium thermodynamics calculations
used by Firincioglu et al. (2013) do not consider a shift in the critical point but yield a much
larger shift of the bubble-point curve than the molecular simulations.
Figure 1.3: Comparison of phase behavior of a binary hydrocarbon mixture (30.02% methane
and 69.98% ethane) in bulk and confined environments. The yellow dashed-line starts from
15 ◦F because the solution for the roots of the EOS with capillary forces does not yield
any results for 5 nm confinement below 15 ◦F. Moreover, the dew point calculation from
equilibrium thermodynamics are not successful; hence, only the bubble point line is shown
on the graph.
To explain the large discrepancies observed in Figure 1.3, we studied the phase envelope of
pure methane in 2-nm confinement using RASPA with the µVT (constant chemical potential,
constant volume and constant temperature) ensembles. The µVT ensembles are very useful
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to observe adsorption and to determine the phase transition point of confined fluids. In µVT
simulations, it is assumed that the ensemble is connected to a particle bath with infinite
number of particles, which can move around until the system reaches an equilibrium. In
other words, at fixed chemical potential, the density of the system fluctuates by insertion or
deletion of particles until equilibrium condition is satisfied.
The GCMC simulation is a well-established technique to model the molecular movements
in confined environments. Ismail and Horne (2014) studied methane and n-butane adsorption
in confined environment and showed that the GCMC technique yields consistent results with
experiments below 1,000 psi, (see Figure 1.4). As the figure shows, although the GCMC
simulation is considered as an accurate and powerful method, it may have some deficiencies.
Having a high-density fluid such as liquid phase of a confined hydrocarbon, insertion of
a particle into the ensemble is rejected with high probability because it is hard to find a
large enough cavity for particle insertion (Yau et al. 1994). To alleviate this problem, a
cavity biased Grand Canonical Monte Carlo method was developed by Mezei (1980). In this
method, he recommends to modify the process that is used for particle insertion in such a
way that the code allows for insertion only at points, where the cavity has enough space; in
other words, it is possible to insert a particle in a space with a radius larger than or equal to
the half of the Lennard-Jones size parameter of that particle. The molecular simulation we
used in this thesis (RASPA) uses this method for µVT ensembles to increase the accuracy
of the model.
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Figure 1.4: Comparison of GCMC simulation results and experimental measurements show-
ing the methane adsorption isotherms; retrieved from (Ismail and Horne 2014)
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CHAPTER 2
DISCUSSION OF THE EFFECT OF PHASE BEHAVIOR CHANGES DUE TO PORE
PROXIMITY ON CUMULATIVE PRODUCTION
Currently, the most effective method used to extract hydrocarbons from tight reservoirs
is multi-stage fracturing of horizontal wells. One of the common approaches to model the
productivity of these wells, is to consider a rectangular stimulated reservoir volume (SRV)
encompassing the horizontal well and its hydraulic fractures. In the analytical formulations
of this approach, known as the trilinear flow model, flow inside the SRV is modeled as an
orthogonal system of linear flows from the reservoir to the hydraulic fractures and from the
fractures to the wellbore, and outside the SRV, only linear flow from the outer reservoir
toward the SRV in considered. This chapter first presents a brief summary of the analytical
trilinear model formulation and then discusses the construction of a numerical model based on
the trilinear flow model geometry to approximately demonstrate the effect of phase behavior
changes due to pore proximity on cumulative production. A comparison of the results of the
numerical model to those published by Calisgan et al. (2017) and Firincioglu et al. (2012)
is also presented.
2.1 Trilinear Analytical Model
An analytical solution of trilinear model was proposed by Brown et al. (2011) to investi-
gate the flow behaviors for a multi fractured horizontal well staying in a tight reservoir with
a SRV. To simulate the production behavior of horizontal wells with multi fractures, this
model is used in very tight reservoirs. It couples linear flow occurring in three contiguous
flow regions (Figure 2.1) namely the outer reservoir, inner reservoir, and hydraulic fractures.
The boundary between the inner reservoir and the outer reservoir is the tip of the hydraulic
fractures and the matrices of the inner and outer reservoirs are assumed identical. The in-
ner reservoir contains smaller fractures either naturally occurring or as a result of hydraulic
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fracture stimulation and the hydraulic fracture may have finite or infinite conductivity. Even
though this model is simple and fast compared to numerical simulators, it is complex enough
to various run scenarios for homogeneous and dual porosity reservoirs. (Albinali and Ozkan
2016) The model can incorporate the two common assumptions of dual porosity idealization,
namely, transient model used by Kazemi (1969), de Swaan O. (1976), Serra et al. (1983),
and pseudo-steady state model introduced by Warren and Root (1963).
Brown et al. (2011)considered finite conductivity hydraulic fractures. They assumed that
the flow in hydraulic fractures were predominantly 1D but they accounted for the radial
convergence in the vicinity of the horizontal well-fracture intersection by using a choking
skin. The model is for single-phase oil flow and is extended to single phase gas flow by using
the pseudo-pressure approach.
Figure 2.1: Schematic of the trilinear flow model representing three contiguous flow regions
(outer reservoir, inner reservoir, and hydraulic fracture) for a multiply fractured horizontal
well; modified from Brown et al. (2011)
The trilinear model includes several simplifying assumptions:
• Linear flow regime is dominant in each of the three contiguous regions; hydraulic
fractures, inner reservoir, outer reservoir
• Hydraulic fractures are identical
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• Distances between hydraulic fractures are equal
• Hydraulic fractures are finite-conductivity porous medium
• Properties of each wing of a hydraulic fracture are the same
Construction of the solution starts with the solution of the flow in the outer reservoir,
continuous with the solution of the inner reservoir (stimulated reservoir) problem and finalizes
with the hydraulic fracture solution. Brown et al. (2011) presented the trilinear flow solution


























Brown et al. (2011) presented the solution of the flow inside the inner reservoir as:







αo(yeD − wD2 )
] (2.4)














Due to the pressure continuity at the interface between the hydraulic fracture and the
wellbore, dimensionless wellbore pressure is calculated as:








As noted earlier, this analytical solution is for single-phase flow and cannot be used to
examine the changes in production performance of the well due to the effect of confinement
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on phase behavior. The objective of presenting the trilinear model here was to introduce
the physical system and the well-reservoir geometry considered in the numerical, two-phase
flow model discussed below. Due to the similarities of the underlying assumptions, we call
the numerical model as trilinear numerical model.
2.2 Trilinear Numerical Model
In this section, to show the importance of the bubble-point suppression for the production
performances of tight-oil reservoirs, we run a numerical trilinear model constructed by using
a commercial software (Rubis module of Kappa). Figure 2.2 represents a horizontal well
with ten hydraulic fractures producing under constant-pressure condition. The pink region
in Figure 2.2 represents the outer reservoir, which does not contain any natural fracture and
has the same permeability as the inner reservoir highlighted in green. On the other hand,
the inner reservoir is modeled as a dual-porosity medium representing a naturally fractured
reservoir. the properties of the system are given in Table 2.1, Table 2.2, Table 2.3
Figure 2.2: Horizontal well created in Rubis module of KAPPA to simulate the flow in
unconventional reservoir.
To account for the bubble-point suppression, phase transition points were calculated by
using the correlation provided by Firincioglu et al. (2012) and entered into the simulator
manually. The Firincioglu et al. (2012) correlation is based on a limited data set (three PVT
data sets from three major tight-oil plays) and uses equilibrium thermodynamics to calculate
the shift of the phase envelope due to capillary forces in confinement. The effect of the
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surface forces (interactions between the fluid and solid surface molecules) is not considered
in this correlation, but, as noted by Firincioglu et al. (2012), the effect of surface forces is
negligible comparable to that of capillary forces unless the pore sizes become smaller than 5
nm. It must be noted that the equilibrium thermodynamics requires a separation between
the liquid and gas pressures at bubble-point determined by the capillary and surface forces.
Therefore, to be able to accurately incorporate the phase behavior under the effect of pore
proximity into flow simulators, the gas and liquid phase properties should be determined
at their corresponding pressures. This is possible by using either a compositional model
or a black oil simulator that can compute phase properties at different pressures (such a
simulator was used by Firincioglu et al., 2012). Because the commercial black-oil simulator
(Rubis module of KAPPA) we use in this work is not capable of computing oil and gas phase
properties at different pressures, properties of both phases were computed at the suppressed
pressure. For the fluid composition used in this chapter, please see Table 2.4
Table 2.1: Reservoir parameters used in the Kappa simulation for inner reservoir





Matrix Permeability, md 0.001
Shape Factor, 1/ft2 0.001
Rock Compressibility, 1/psi 0.000003
Reservoir initial pressure, psi 3000
Reservoir thickness, ft 200
Reservoir temperature, ◦F 220
While the shift in the phase envelope is assumed the result of the capillary forces, the
inter-molecular forces are ignored because their effect on the PT diagram has yet to be
modeled. To account for the bubble point suppression we manually entered the corresponding
phase transition point calculated using modified equation of state presented by (Firincioglu
et al. 2012)), which includes all the details of the model. The only difference between that
16
Table 2.2: Reservoir parameters used in the Kappa simulation for outer reservoir
Reservoir Type Homogenous reservoir
Matrix Permeability, md 0.0001
Porosity 0.1
Rock Compressibility, 1/psi 0.000003
Reservoir initial pressure, psi 3000
Reservoir thickness, ft 200
Reservoir temperature, ◦F 220
Table 2.3: Horizontal well parameters used in the Kappa simulation
Horizontal well length, ft 5000
Hydraulic fracture half length, ft 500
Hydraulic fracture conductivity, ft*md 5000
model and the simulation that we run in this chapter are the calculation of the oil and gas
properties. Due to the capillary pressure effect, there is supposed to be a pressure difference
between the oil and gas phases, and the properties of those fluid phases are calculated based
on their corresponding pressure. However, because the simulator we used is not capable of
considering the capillary effect, it assumes that the pressures of each fluid phases are equal
and made the calculation based on that. For the fluid composition used in this chapter,
please see Table 2.4.














Figure 2.3 represents the P-T diagram of the fluid under bulk conditions, and for 5 nm,
7 nm and 10 nm confinements. From the P-T diagrams in Figure 2.3, the bubble-points for
given confinement conditions can be obtained at the reservoir temperature of 210 ◦F and
used in the simulation.
Figure 2.3: Change in P-T Diagram due to confinement. Figure shows the bubble point
pressure for four pore sizes at a reservoir temperature 210 ◦F.
Figure 2.4 shows the change in the bubble point pressure with respect to the pore size
and indicates that the bubble point approaches to a the value measured in a PVT cell (bulk
conditions) as the pore size increases.
Simulations were run for 330 days and the results were obtained in terms of cumulative
barrels of oil produced. Figure 2.5 illustrates the effect of the change in pore size on the total
production at 330 days. It must be noted that in this simulation, the pore size distribution
of the reservoir was assumed to be homogeneous. Figure 2.6 presents similar results obtained
by Firincioglu et al. (2012) for three different levels of capillary pressure; pc = 0 psi (bulk
conditions), 200 psi, and 700 psi (higher capillary pressure corresponds to smaller pore size).
The results in Figure 2.6 indicate that in smaller pore-size cases, because the gas comes out
from the oil solution at lower pressures, the oil recovery is higher than those with larger
pore diameters, which is the same conclusion as we derive from Figure 2.5. Firincioglu et al.
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(2012) also presented the following conclusions, which are used as guidelines in this thesis.
Figure 2.4: Change in bubble point pressure with increasing pore diameter
Figure 2.5: Cumulative oil production under bulk condition, 5-nm 7-nm and 10-nm confine-
ments
1. Surface forces and the capillary forces in a nano-pore system cause deviation from
the phase behavior observed in PVT cells. Bubble-point suppression is observed as a
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function of the interfacial tension between liquid and gas phase based on the radius of
the bubble.
2. The results show that having confinement effect increased the oil recovery because of
the later breakthrough of the gas.
3. As the pore size decreases, the surface forces become comparable to capillary forces in
the system. The configuration of the fluids in the confinement, geometry of the pore
and the mineral content of the wall has an impact on the effects of the surface forces
on the phase behavior of hydrocarbons. Currently, there is no reliable correlation to
account for the effect of the surface forces on phase behavior. Therefore, in this thesis,
a molecular simulation approach is used to improve our abilities to account for the
interactions not only between the fluid molecules but also between the fluid and solid
(pore surface) molecules.
Figure 2.6: Gas oil ratio, cumulative oil and gas production, retrieved from Firincioglu et
al. (2012)
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Results obtained by Calisgan et al. (2017) using the same model as Firincioglu et al.
(2012) for a single-porosity reservoir with constant and varying mean values of capillary
pressure indicating that they do not show any sensitivity to bubble point suppressions. On
the other hand, assuming pore size distribution heterogeneity in the reservoir, Calisgan et al.
(2017) published that the bubble point suppression has a negative impact on the oil recovery
in the long term,which contradicts the conclusion of Firincioglu et al. (2012), see Figure 2.7.
They also showed that the cumulative gas production is higher than those cases considering
only single-porosity system. One must be aware of that Firincioglu et al. (2012) focused on a
simple reservoir simulation; whereas, Calisgan et al. (2017) studied more realistic simulation
cases, at which the capillary pressure is distributed randomly along the reservoir that is the
reason of observing less oil production at higher capillary pressure.
Figure 2.7: Effect of capillary pressure on cumulative production rates retrieved from Calis-
gan et al. (2017)
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CHAPTER 3
STATISTICAL MECHANICS MODEL FOR PHASE BEHAVIOR
The purpose of statistical mechanics models is to treat the movement and interactions of
a large number of particles. Classical mechanics and quantum mechanics allow us to treat
the particle behavior of a few bodies by an equation that is set and solved to get momentum
and position vs. time. Application of such a method to a large number of bodies is possible
but not practical. Instead of calculating the motion of each individual atom, calculating
average macroscopic properties of these bodies and their relation to the microscopic inter-
particle interactions are more convenient. Using statistical mechanics, we obtain an energy
level distribution of the system which is enough to calculate average of other thermodynamic
properties such as energy, pressure and specific heat. (Glyde 2010)
Two methods are commonly used for statistical mechanics models; namely, molecular
dynamics and Monte Carlo simulation. Molecular dynamics method solves classical equations
of motion to generate configurations for an N body system; on the other hand, Monte Carlo
simulation method randomly creates configurations from a specific ensemble. (Cheung 2002)
In this thesis we use Monte Carlo simulation, which is explained in detail in the following
sections.
3.1 Ensembles
To simplify and classify calculations, ensembles are created. An ensemble, first intro-
duced by Gibbs, contains a large number of duplicates of a system with exactly the same
thermodynamic (macroscopic) properties. Depending on the kind of an ensemble, the con-
figuration of molecules, or the number of molecules involved varies. Each of these ensembles
represents a state that is likely to exist at a time. Hence, it can be said that for the state
of a system, an ensemble represents the probability distribution. Commonly used ensem-
bles are micro-canonical, canonical, isothermal-isobaric and grand canonical ensembles. In
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micro-canonical ensemble energy, volume and number of particles are constant, in canonical
ensemble, temperature, volume and number of particles are constant, in isothermal-isobaric
ensemble, temperature, pressure and number of particles are constant and in grand canonical
ensemble, temperature, volume and chemical potential are constant. Probability distribu-
tion of these ensembles are given in Table 3.1 and a summary of the ensembles are given by
Nzjacobmartin (2017) in Figure 3.1
Table 3.1: Commonly used ensembles
All States of Probability Distribution
















Figure 3.1: Illustration of the ensembles, modified from Nzjacobmartin (2017)
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Probability distribution function of each ensemble has a normalization constant Ω for Mi-
cro canonical, Q for canonical, ∆ for isothermal-isobaric and Ξ for grand canonical ensemble.
These normalization constants are called partition functions, by which the statistical proper-
ties of a system in thermodynamic equilibrium are described. Table 3.2 shows the partition
function of each ensemble.
One can see that, in micro canonical ensemble, because energy, volume and number of
particles are constant, there is only one energy level that can be presented by the ensemble;
that is why the partition function equals to one; so does the probability distribution function.
Table 3.2: Partition functions of common ensembles










Grand Canonical Ξ =
∑
e−β(Ei+µNi) (3.8)
For canonical ensemble, a system in a heat bath at a temperature T with a constant
number of particles ”N” and constant volume ”V” is considered and the number of copies
of this system is denoted by ξ. Then, this ensemble contains ξN number of particles, ξV
volume and ξE energy. These systems are isolated by an impermeable but heat conducting
wall. In other words, they are allowed to transfer heat and not allowed to transfer particles.
The entire ensemble is placed in a heat bath at temperature T, in this case we obtain an
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ensemble with constant ξN, ξV, ξT and the total energy is E . When the ensemble reaches
an equilibrium, each of these systems have the same N, V and T, but not the same energy
levels. Hence, energy levels of these systems may be represented as E1(N, V ), E2(N, V ) etc.
These energy levels are used to specify an energy state of the entire ensemble. Depending
on the energy levels of each system (E1(N, V ), E2(N, V ) ...), we put them into states 1, 2,
3 ... (McQuarrie 1973)
Table 3.3: Energy States
State No. 1, 2, 3, ..., l...
Energy E1, E2, E3, ..., w1...
Occupation No. a1, a2, a3, ..., al...
In Table 3.3 ”Energy” stands for possible energy states in which a system may exist and
”State No” is a label for each of these energy states. ”Occupation No” defines how many
systems are in a specific energy level and the set of them called a distribution. Following
two conditions must be satisfied by these systems (McQuarrie 1973)
∑
j
aj = ξ (3.9)
∑
j
ajEj = E (3.10)
Isothermal-isobaric ensemble is one of the most commonly used ensembles because it
allows one to compare the simulation results to experimental results, which are generally
carried out under controlled temperature and pressure conditions. In the experimental setup,
the particles are isolated, the surrounding universe acts as a heat bath, and a piston allows
the volume to be changed. Because the volume and the energy are not constant, there exist
different states with different energy levels and volumes. Density of a pure component can
be calculated by this ensemble under constant temperature and constant pressure (Frenkel
and Smit 2001).
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Unlike the other ensembles, in grand canonical ensemble, while chemical potential, volume
and temperature are constant, the number of particles is not. The partition function is
proportional to the chemical potential and the energy of the system. This ensemble is the
most realistic one among all others because it is too hard to keep the number of particles
constant in a macroscopic system (Valenti 2013). The walls of the ensemble is permeable and
heat conducting with a fixed volume. It is surrounded by a particle bath which is infinite.
The particles inside the system are allowed to move around; in other words, they are able to
go to either the particle bath or the simulation box. This molecular movement continues until
the chemical potential of the particle bath and the chemical potential of the simulation box
reaches an equilibrium. This particle motions and the Monte Carlo simulation is explained
in details in Section 3.2.
3.2 Monte Carlo Simulation
In this research, Monte Carlo Simulation method is used to evaluate the phase behavior
of a system by molecular simulation. Monte Carlo Simulation method calculates thermody-
namic properties via ensemble averaging. There is no time dependency; hence, the dynamic
properties cannot be measured.
To explain the Monte Carlo Simulation method, partition function should be explained




where, “pN” represents the corresponding momenta, “rN” denotes the coordinates of all
“N” particles, “H(rNpN)” is the Hamiltonian of the system expressing the total energy of a
closed system and “c” is a constant of proportionality. For a system of N identical atoms,







Even if it is written in a simple form, it is still hard to calculate this integral analyti-
cally; therefore, numerical techniques are used to solve such an equation. The Monte Carlo
importance-sampling algorithm, developed by Metropolis et al. (1953), is one of these meth-
ods.
The Metropolis algorithm considers all possible configurations of molecules inside a sim-
ulation box. A random displacement is given to a random molecule and the transition
probability, π(o → n), to go from configuration o to n is calculated. There must be a large
number of Monte Carlo cycles such that the number of accessible configurations of molecules
inside the simulation box is smaller than it. In this case each possible configuration is pre-
sented at least once. If the number of Monte Carlo cycles is “M”, the number of points in
a configuration “o” is represented by “m(o)” and the probability of finding a system in a
specific configuration “n” is proportional to the probability density “N(n)”. Hence, “m(o)”
is proportional to “N(o)”. Matrix elements of transition probability from one configuration
to another must satisfy the condition that the average number of trial moves resulting in a
system leaving an old state “o” must be exactly the same with the number of trial moves
from all other states “n” to the state “o”. A better and stronger condition for such a case is
the average number of accepted moves from an older state “o” to any other state must be
equal to the average number of reverse moves. Equation 3.13 implies this condition:
N(o) ∗ π(o → n) = N(n) ∗ π(n → o) (3.13)
A transition probability matrix collects all probabilities of transitions from one state to
another. All elements of this matrix must be non-negative and less than unity. Sum of each
row must equal to 1 and the probability of staying in a recent state may be zero or non-zero.
For instance, in the following transition probability matrix, the probability of going from
state 1 to state 2 is “0.1”, the system will never go from State 2 to State 1 because the

















Assume that the probability of performing a trial move from state “o” to “n” is α(o → n),
and accepting the same move is acc(o → n). Then,
π(o → n) = α(o → n) ∗ acc(o → n) (3.14)
Putting Equation 3.14 in, Equation 3.13 we get,
N(o) ∗ α(o → n) ∗ acc(o → n) = N(n) ∗ α(n → o) ∗ acc(n → o) (3.15)
Assuming that α is a symmetric function,
N(o) ∗ acc(o → n) = N(n) ∗ acc(n → o) (3.16)
3.3 Particle Movements in Grand Canonical Monte Carlo Simulation (GCMC)
In the GCMC, four types of molecular movements are considered: namely, rotation,
translation, deletion, and insertion. Orientation of non-spherical molecules, configuration of
molecules in the simulation box, and the number of particles have an effect on the potential
calculation. Figure 3.2 is an illustration of these movements. For each movement, the
probability of the molecules changing configuration in the simulation box is determined by
the Metropolis algorithm (Chib and Greenberg 1995). For the accuracy of the Monte Carlo
simulation, the ratio of the accepted and rejected moves must be around 1, which requires
the appropriate selection of the rotation angle and displacement rate. The workflow for each
motion is well documented by Ismail and Horne (2014) and Frenkel and Smit (2001). Below
a summary is provided.
To start the simulations, first, a random particle is selected and displaced by ∆x. A
random number is generated and checked if the displacement is larger than the acceptable
probability of the movement. The same algorithm is used for rotational motion. After giving
rotation or a displacement to a particle, its acceptable probability is calculated by
Probability = min[1, exp(−β[U(r′N)− U(rN ])] (3.17)
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exp(β[µ− U(N + 1)− U(N)] (3.18)




exp(−β[µ+ U(N − 1)− U(N)] (3.19)
In the probability equations, U(r′N) (new potential after particle rotation or displace-
ment) U(N + 1) (new potential after particle insertion) and U(N − 1) (new potential after
particle deletion) are calculated by considering different potentials in the system such as
many-body potentials, pair potentials and repulsive potentials. Lennard-Jones potential,
explained in detail in Section 3.4, is one of them; however, since it considers rigid particles,
it cannot detect the potential changes due to the rotational motions.
Figure 3.2: Summary of Molecular Movements in Grand Canonical Monte Carlo Simulation.
Deletion and insertion continues until “µParticleBath=µConfinement” condition is satisfied
3.4 Lennard-Jones Potential
To calculate the interaction between two particles, a model called 12-6 Lennard-Jones
potential presented by Lennard-Jones (1931) is used in the simulations. The model considers
the particles as spheres; hence, the particle rotation does not affect the Lennard-Jones poten-
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tial. To account for the rotational motions of the particles, the other potential models must
be considered. In this model, the potential energy is obtained by the following equation,












To reduce the computational time, the potential is calculated for particles having a
separation larger than a specific cut off distance (Allen and Tildesley 2017). Because this
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where ǫ is the depth of potential well, r denotes the distance between particles, ρ is the
density of particles, rc represents the cut off distance and λ is the finite distance between
particles at which inter particle potential is zero.
The algorithm is relatively simple; for each specific particle in the system, we calculate
the distance between the particle and another one. If the distance between them is less
than the cut off distance, we use Equation 3.20 to calculate the Lennard-Jones potential;
otherwise, we assume the Lennard-Jones potential for that particle is zero. After calculating
the potential between a specific particle and all other particles in the system, we sum them
up and come up with a total potential which has to be corrected by Equation 3.21 so that
we can consider the potentials of particles that we neglected to decrease the computational
time.
The depth of the potential well and the finite distance between particles, at which particle
potential is zero, are constant values for different molecules. As a force field, we use trans-
ferable potentials for phase equilibria (TraPPE), which gives the Lennard-Jones potential
parameters of pseudo atoms presented in Table 3.4 (Martin and Siepmann 1998). To calcu-
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late the interaction between two different particles, we apply the following Lorentz-Berthelot








Table 3.4: TraPPE Force Field Parameters (Martin and Siepmann 1998)
PseudoAtom ǫ/kB [K] σ[Angstrom]
CH4 148 3.73
CH3(ethane) 98 3.75
CH2(n− alkane) 98 3.75
CH2 46 3.95
C 28 3.40
Figure 3.3: Change in Lennard-Jones potential with changing distance between two particles
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For calculation of the interaction between a fluid particle and particles of a solid surface,
which is a flat structureless solid wall, we use 9-3 Lennard-Jones potential (Abraham and
Singh 1977) derived from 12-6 Lennard-Jones potential. Figure 3.4 demonstrates the pro-
cedure to calculate the 9-3 Lennard-Jones potential. In Figure 3.4, there is a fluid particle
represented by a blue circle interacting with a solid wall consisting of a number of particles
represented by the yellow circles. The shortest distance between the fluid particle and the
wall is given by Z and R is the distance of a wall particle from the projection of the position
of the fluid particle on the x axis. The hypotenuse gives the distance between a specific par-
ticle on the wall and the blue one. Integrating the potential from negative infinity to positive
infinity on x and y coordinates, and from negative infinity to negative Z on Z coordinate,
one can get the 9-3 Lennard-Jones potential of the system as follows (Shell 2012):
Figure 3.4: Schematic representation of a fluid particle with respect to the particles on a




















































































Equation 3.29 is the final form of the 9-3 Lennard-Jones potential that describes the
interaction of a single fluid particle represented by the blue circle in Figure 3.4 with a virtual
wall represented as a group of yellow circles.
Another option is to calculate the interaction between a single fluid particle and each
particles of the wall; however, this would take a lot of computational time. Assuming that
the effects of the structure of the surface are negligible, we can approximate the potential
without including the particles of the wall into the calculations.
3.5 RASPA: Molecular Simulation Software for Adsorption and Diffusion in
Flexible Nanoporous Materials
RASPA is a software package used for simulating adsorption and diffusion of molecules
in flexible nanoporous matrix. It has been developed by a collaboration of the Northwestern
University (Evanston, USA; group of Prof. Randall Q. Snurr), the University Pablo de
Olavide (Seville, Spain; group of Prof. Soa Calero),and the Technical University of Delft
(group of Prof. T.J.H. Vlugt). The software reads an input file in ”.txt” format, which is
explained in details in Section 3.6. This input file contains the type of the simulation, the
total number of Monte Carlo cycles used, the number of initialization cycles, the required
information for printing the results, type of the force field, type and dimensions of the
framework (used for confinement) or box (used for bulk), temperature and pressure of the
system, fluid parameters, and the probabilities of the movements in the simulation, such as
translation, rotation reinsertion etc. (Dubbeldam et al. 2016).
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3.6 Simulation Inputs
In Table 3.5, there is a sample input file which contains the simulation parameters.
RASPA can run two different simulation types; molecular dynamics and Monte Carlo simu-
lation. In this study, we focused on Monte Carlo simulation. For a grand canonical Monte
Carlo simulation, RASPA first runs a number of Monte Carlo cycles to initialize the sim-
ulation, then it runs another number of Monte Carlo cycles for the production run, which
basically calculates the average density of a confined hydrocarbon for a given temperature
and pressure.
Table 3.5: Example of an input file that is required by RASPA to run the simulation, the






















RASPA is able to run simulations for both ”Molecular Dynamics” and ”Monte Carlo”.
That’s why at the very beginning, the type of simulation is defined. In this study, we used
10000 number of Monte Carlo cycles for the production run and 1000 number of initialization
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cycles. High number of cycles provide higher accuracy of simulation. We observed that, after
10000 cycles, the improvement in the calculated density was insignificant.
Several force fields published in the literature are available in RASPA. Because TraPPE
force field was used by Pitakbunkate et al. (2016), to compare our results and to be consistent,
we used the same force field which is explained in Section 3.4. For the confined case, we
created a framework using NanoLab software. One can see that there is a difference between
the input table presented in Table 3.5 and Table 4.1; in Table 3.5 we use a framework created
on NanoLab software to mimic the confined environment; on the other hand, in Table 4.1





This chapter presents the results of the molecular simulation using RASPA. Confined
and unconfined cases methane are simulated to examine the impact of the confinement as
well as the effect of simulation parameters.
4.1 Unconfined Pure Methane
To check the validity of the molecular simulation used in this study, first we run a
simulation of pure methane under bulk conditions and compare the results to those from
Peng-Robinson EOS. Initially, we used a simulation box of 30 Å x 30 Å x 30 Å with periodic
boundary condition. The input file used to run this simulation is provided in Table 4.1. As
shown in Figure 4.1, although we obtained a continuous phase envelope trend below 173 K,
when the temperature increased above 173 K, molecular simulation did not converge very
well. To overcome this problem, the simulation box size was increased to 70 Å x 70 Å x 70
Å. The input file is given in Table 4.2 and the results are shown in Figure 4.2. Having a
bigger simulation box enabled more accurate calculations until 182 K but did not completely
fix the problem when approaching the critical point. Due to the limitations of calculation
time and the sufficient evidence provided by Figures 5 and 6, we did not further increase the
simulation box size.
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Table 4.1: Example of an input file that is required by RASPA to simulate methane using a
box with the size of 30 Å x 30 Å x 30 Å , the units are not allowed to be typed in the input





















Figure 4.1: Density vs. pressure graph of methane in bulk condition for 30 Å x 30 Å x
30 Å simulation box size. For temperatures between 155 K and 174 K, simulations yield
well-defined density-pressure pairs; however, above 180 K (as the temperature approaches
critical point), due to the simulation box size, the accuracy of the simulation decreases.
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Table 4.2: Example of an input file that is required by RASPA to simulate methane using a
box with the size of 70 Å x 70 Å x 70 Å , the units are not allowed to be typed in the input





















Figure 4.2: Density-pressure simulations for a simulation box size of 70 Å x 70 Å x 70 Å.
Increasing the box size, from 30 Å x 30 Å x 30 Å to 70 Å x 70 Å x 70 Å yields density-
pressure results up to 182 K; above this temperature, phase transition was not observed in
simulations because simulations does not work properly near critical point.
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Figure 4.3: Comparison of the P-T results obtained from molecular simulation and the
equation of state for pure methane. Molecular Simulations 1 and 2 used 30 Å x 30 Å x 30
Å and 70 Å x 70 Å x 70 Å simulation boxes, respectively. Beyond 173 K, the 30 Å x 30
Å x 30 Å box size does not yield the phase transition point. Because near critical point
the simulation does not converge, we extrapolated the results to the bulk critical point by a
dotted line.
Figure 4.3 shows the results in Figure 4.2 (molecular simulation for pure methane in bulk
conditions with increased simulation box size) in the form of a P-T diagram. For comparison
purposes, we also show the bulk P-T diagram computed from the Peng-Robinson EOS and
the bulk critical point. As discussed earlier, we obtain a well-defined phase-separation line
until 182 K. Above 182 K, phase transition cannot be predicted accurately because of the
size of the simulation box and the proximity to the critical point. However, our molecular
simulations follow the EOS results and extrapolation connects the simulation results to the
critical point. This discussion proves the point that increasing the size of the simulation
box, the accuracy of molecular simulation can be increased. We now proceed to evaluate
the consequences of the size of the simulation box on the estimation of critical point from
molecular simulations.
4.2 Confined Pure Methane
Pitakbunkate et al. (2016) analyzed the density from their GCMC simulations to predict
the phase behavior of methane in 5-nm confinement using a simulation box of dimensions
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42.53 Å x 41.90 Å x 50 Å. They used the fact that a jump would be observed in the fluid
density when the phase change occurred as a result of the pressure change at constant
temperature. When they could no longer see a jump in the density, they took this pressure
as the critical point for the given temperature. Based on this approach, in Figure 4.4, they
predicted a significant shift of the critical temperature of methane in 5-nm confinement to
175 K. They also presented their results in the form of critical temperature and pressure
shift as a function of the graphite slab separation as shown in Figure 4.5
Figure 4.4: Molecular simulation of phase behavior of Methane in 5-nm confinement; re-
trieved from Pitakbunkate et al. (2016)
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Figure 4.5: The relationship between the graphite sheet separation and the critical pressure
temperature of methane retrieved from Pitakbunkate et al. (2016)
The comparison of the simulation boxes used in this study and by Pitakbunkate et al.
(2016)’s study is shown in the Figure 4.6. We have selected the 2-nm separation to increase
the speed of computations while using a larger simulation box size (100.54 Å x 174.141 Å x 20
Å) for more accurate results. Figure 4.7, obtained with the input data in Table 4.3, presents
the density of methane in 2-nm confinement as a function of pressure at fixed temperature
computed from our GCMC simulations.
We recall that, in Figure 4.4, Pitakbunkate et al. (2016) predicted the critical temperature
for methane in 5-nm confinement at around 175 K . Based on their results in Figure 4.5, the
critical temperature should have been at 130 K for 2-nm confinement, which is even lower
than 175 K. The difference between our results and those of Pitakbunkate et al. (2016) should
be attributed to the different simulation-box sizes used in the two studies (theoretically, our
results should be more accurate as we use a larger simulation box to improve the accuracy
of molecular simulations).
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Figure 4.6: Comparison of the box sizes used in this study (100.54 Å x 174.141 Å x 20 Å)
and by Pitakbunkate et al. (2016) (42.53 Å x 41.90 Å x 50 Å).
Table 4.3: Example of an input file that is required by RASPA to simulate methane trapped























Figure 4.7: Density vs. pressure graph of pure methane in 2-nm confinement. Until 182 K,
phase transition is clearly observed. However, above 182 K, the simulation does not give any
phase transition data due to the proximity to the critical point.
For clarification, we also comment on the accuracy of the approach used by Pitakbunkate
et al. (2016) to select the critical point from density vs. pressure plots. In Figure 4.4,
Pitakbunkate et al. (2016) select 175 K as the critical temperature based on the assumption
that at this temperature, the jump in the density turns into a continuous change as a function
of pressure. Based on their figure, it can even be argued that the continuous change in the
density may start at as low as 172 K. If we combine these results with the conclusions from
Figure 4.5, we should expect a lower critical temperature for 2-nm confinement (Figure 4.5
shows critical temperature as 130 K at 2 nm). Returning back to our results in Figure 4.7 for
2-nm confinement, if we applied the approach used by Pitakbunkate et al. (2016), we would
select a critical temperature higher than 174 K. This is in contradiction with the predictions
of Pitakbunkate et al. (2016).
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4.3 Comparison of Different Approaches
As a final remark, we also comment on the differences between the results of the critical-
point-shift method of Zarragoicoechea and Kuz (2004), Kelvin’s capillary condensation equa-
tion and our GCMC simulations shown in Figure 4.8.
The blue square and the red triangle on Figure 4.8 represents the critical points shifted
due to the confinement. These shifts are calculated by the method presented by Zarragoicoechea
and Kuz (2004). For 5 nm, using the shifted critical point, the P-T diagram is plotted us-
ing the Kelvin’s capillary condensation equation, which is represented by the pink triangles
on Figure 4.8. Kelvin’s equation did not converge for the 2 nm case because the critical
point shift was too much and the pore seperation was very low. (For the calculation of the
capillary pressure, the contact angle is assumed as zero.) These results indicate that the
critical-point-shift method creates a significant deviation from the bulk phase behavior and
the deviation increases as the pore size decreases. Our GCMC simulations for 2-nm con-
finement, on the other hand, yield a much smaller deviation from the bulk phase behavior
and appear to be extrapolating to the bulk critical point. Zarragoicoechea and Kuz (2004)
developed their model using a fluid that does not interact with the walls; on the other hand,
in our study, RASPA takes the fluid wall interaction into account, which may be the reason
for such a difference. It is known that fluid-wall interactions, attractive or repulsive, change
the critical properties of confined fluids (Votyakov et al. 1999). Using the Kelvin’s equation
without considering the critical point shift, P-T diagram of methane in a 5 nm and 2 nm
confinements were plotted, which are represented as the yellow triangles and the green di-
amonds respectively. Above 180 K, the 2 nm case did not converge very well that’s why it
was extrapolated to the bulk critical point. On the other hand, the calculations for the 5
nm case converged very well from 154 K to the critical point. Both 5 nm and 2 nm results
shows a significant deviation from the bulk P-T diagram contradicting the results of GCMC
for 5nm and 2 nm.
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For comparison purposes, the results of Pitakbunkate et al. (2016) for 5-nm confinement
are also shown in Figure 4.8 As expected from the discussions of this study, due to the
smaller size of their simulation box, their results do not show a consistent trend.
Figure 4.8: Comparison of P-T diagrams generated by molecular simulation and the critical
point shift algorithm of Zarragoicoecha and Kuz (2004). Comparison of methane P-T dia-
gram calculated by GCMC simulation at 5 nm and 2 nm, Kelvin’s capillary condensation
equation at 5 nm (with and without critical point shift) and 2 nm (without critical point




In this chapter, we wrap up the discussions and present ideas to be studied in the future.
Also we present a summary of the main conclusion of the research.
5.1 Conclusions
The conclusion section is divided into two parts. First, we discuss the impact of nano-
pore confinement on the production performance of wells in tight-oil reservoirs and compare
our results to the existing studies. We then focus on the molecular simulation of phase
behavior in confinement and address the issues noted in results reported in the literature.
We first draw the following conclusions based on a comparison between the results of this
research and those of others using the same methods:
1. As discussed by Firincioglu et al. (2012), increased capillary pressure due to nano-
pore sizes of tight-oil reservoirs creates a pressure difference between the liquid and
gas phases. While running a simulation, properties of each of the fluid phases must
be calculated at their own pressures. However, most standard (conventional) black-oil
simulators are not capable of working with different phase pressures and the computa-
tion of the liquid- and gas-phase properties at the same altered pressure due to pore
confinement does not yield reasonably accurate results.
2. Assuming a homogeneous capillary pressure distribution in a reservoir shows an in-
crease in the production with decreasing pore size, which is attributed to the delay in
gas breakthrough. However, in more realistic cases, considering a heterogeneous cap-
illary pressure distribution (heterogenous pore-size distribution) may lead to different
conclusions. In this thesis, we did not consider the heterogeneity of pore sizes; both our
numerical simulations and GCMC simulations use a fixed confinement size (that is, a
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fixed capillary pressure); however, the molecular dynamics approach can be extended
to the study of the effect of confinement due to heterogenous pore-size distribution.
3. Using bulk conditions, we showed that the accuracy of molecular simulations is a strong
function of the size of the simulation box and larger box sizes improve the accuracy at
the cost of prohibitively increased computational times.
4. Extrapolation of the simulation results for confined spaces agrees with the result for
the bulk condition.
5. Even though the simulation uses periodic boundary conditions, because of not having
large enough cells, there may be numerical errors affecting the density results. The
large shift of the critical point reported by Pitakbunkate et al. (2016) is a result of the
small simulation box used in that study. Increasing the box size, simulations indicate
no such significant shift for confined methane.
The following conclusions were drawn from the comparison of the results by equilibrium
thermodynamics and GCMC simulation.
1. Although the same fluid composition and same pore separation is used, the results of
equilibrium thermodynamics and molecular simulation do not match.
2. Equilibrium thermodynamics result indicate a higher bubble-point suppression than
the molecular simulation.
3. As we discussed earlier in this chapter, pore-confinement does not create a large shift
of the critical point as suggested by Pitakbunkate et al. (2016) and this observation is
consistent with the results of the equilibrium thermodynamics models.
4. Considering the discussions given here, it is suggested that the results of the exist-




In this section, we present potential areas that can be studied in the future. These
recommendations may help to extend and verify the idea presented in this study as well as
to improve our understanding in regards to phase behavior of confined fluids.
1. Different graphite sheet separations should be studied and the results should be com-
pared for the same fluid.
2. In this study, to simplify the calculations, graphite sheet is used; however, it is known
that the shale rock consists of different types of minerals. The mineralogy of a shale
rock from a specific unconventional reservoir should be considered to see the effect of
heterogeneity in the confinement.
3. Results from simulations using different fluids such as ethane or heptane would be
helpful to test our arguments about critical point shift.
4. A confined binary mixture case would also be very useful to test the shift in the critical
point as well as the bubble-point suppression and dew point expansion.
5. Here, we used the Grand Canonical Monte Carlo Simulation, which is a method under
molecular simulation model. Molecular dynamics can also be developed to examine
the phase behavior of a confined fluid.
6. It is known that, at the critical point, the surface tension becomes zero. The critical
point shift can also be studied by calculation of surface tension of the confined fluid.
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LIST OF SYMBOLS
π . . . . . . . . . . . . . . . . . . . . . . . . . . . . Probability distribution, dimensionless
Ei . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Energy, dimensionless
T . . . . . . . . . . . . . Temperature, dimensionless in reduced units, Kelvin in real units
V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Volume m3
µ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Chemical potential, energy/mole
β . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Reciprocal temperature, 1/kB − T
kB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Boltzmann constant, J*K
-1
Ω . . . . . . . . . . . . . . . . . . . . . . Micro canonical partition function, dimensionless
Q . . . . . . . . . . . . . . . . . . . . . . . . Canonical partition function, dimensionless
∆ . . . . . . . . . . . . . . . . . . . Isothermal-isobaric partition function, dimensionless
Ξ . . . . . . . . . . . . . . . . . . . . . . Grand canonical partition function, dimensionless
N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Number of particles
aj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Occupation number
xi . . . . . . . . . . . . Total number of possible energy states presented in an ensemble
E . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Total energy, dimensionless
σLJ . . . . . . . . . . . . . . . . . . . . . . . . . Lennard-Jones size parameter, Angstrom
Tcb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Bulk critical temperature, Kelvin
Pcb . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Bulk critical pressure, Pascal
∆Tc
∗ . . . . . . . . . . . . . . . . . . . . . . . . . . . Shift in critical temperature, Kelvin
∆Pc
∗ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Shift in critical pressure, Pascal
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rp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pore radius, Angstrom
e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Exponential
exp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Exponential
pN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Corresponding momenta
rN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Coordinates of N particles
c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Constant of proportionality
H(rN , pN) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Hamiltonian of the system
U . . . . . . . . . . . . . . . . . . . . . . . . . . . . Lennard-Jones potential, dimensionless
U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Potential
σ . . . . . . . . . . . . . . . . . . . . Finite distance where inter particle potential is zero
ǫ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Depth of potential well
r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Distance between two particles
rc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Cut off distance, Angstrom
ρ . . . . . . . . . . . . . . . . . . . Density of particles, number of particles / unit volume
λ . . . Finite distance between particles at which inter-particle potential is zero, Angstrom
UTail . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Tail potential, dimensionless
U(r)R . . . . . . . . . . . . . . Repulsive term of Lennard-Jones potential, dimensionless
U(r)A . . . . . . . . . . . . . . Attractive Term of Lennard-Jones potential, dimensionless
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APPENDIX A
CODES USED IN THIS STUDY
A.1 Main Function
To run a molecular simulation for different scenarios, including a large number of combi-
nations of different temperature and pressure values, the software needs an input file for each
of them. Writing those input files manually is a waste of time. To simplify our work, we
developed a MATLAB, which creates the input files for the simulator.
This script is coded using MATLAB. Because we need tens of varying temperature calcu-
lations for each constant pressure scenario, we used the following code to create the required
input files. In the following code, we created the input files for each temperature: 180 K, 182
K, 184 K, 186 K,188 K, with pressures changing from 2900 kPa to 4300 kPa. For different
scenarios one can easily modify the code by changing the ”temp” and ”pres” matrices.
clear all
clc
temp =transpose([180 182 184 186 188]);
pres = 1000*[2900 3000 3100 3200 3250 3300 3350 3400
3250 3300 3350 3400 3450 3500 3550 3600
3400 3500 3550 3600 3650 3700 3750 3800
3600 3700 3750 3800 3850 3900 3950 4000




for i = 1:imax
for j = 1:jmax
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The following function, which is called by the main function given above, changes the












ExternalTemperature = strcat(’ExternalTemperature ’,Tchar);
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for i = 1:numel(A)
if Ai+1==-1
fprintf(fid,’
break
else
fprintf(fid,’
end
end
return
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