We present a quadratic programming problem arising from the p-version for a finite element method with an obstacle condition prescribed in Gauss-Lobatto points. We show convergence of the approximate solution to the exact solution in the energy norm. We show an a-priori error estimate and derive an a-posteriori error estimate based on bubble functions which is used in an adaptive p-version. Numerical examples show the superiority of the p-version compared with the h-version.
Introduction
We present a quadratic programming problem arising from a p-version finite element scheme for variational inequalities applied to a one-dimensional model problem, where we extend the approach in [10] . We approximate the solution of a continuous minimization problem (1) by a sequence of discrete quadratic programming problems (35), where we optimize the size of the discrete quadratic programming problems, given by the degree vector ⃗ p ∈ N |T h | , |T h | is the number of elements in the mesh T h .
We show asymptotic upper bounds for the minimum of the discrete minimization functional J(v), see (35), depending on the degree vector ⃗ p ∈ N |T h | . First for a uniform degree distribution, see Theorem 2, and second for an adaptively generated degree distribution, see Theorem 3. Special care has to be taken to ensure that the discretization process is first convergent (see Theorem 1), but also efficient, so that the evaluation of the minimization function is not too expensive. In this scheme the obstacle condition is satisfied in the Gauss-Lobatto points leading to a non-conforming approximation of the convex subset representing the obstacle condition. We prove convergence of the approximate solution to the exact solution of the obstacle problem in the energy norm. For a smooth obstacle our a-priori estimate shows convergence with the rate O(p −1/2 ) which we believe to be suboptimal. Our proof is based on an abstract error estimate for variational inequalities in [7] , which has been applied before only to the h-version with low-order elements (cf. [7, 8] ). The restriction to the one-dimensional case is for ease Then the obstacle problem reads:
or equivalently, find u ∈ K such that
Since K is a closed convex nonempty subset of V (cf. [ The space V can be approximated by the following p version FE space:
using the degree vector ⃗ p ∈ N |T h | , with the number of elements |T h . In the following we investigate first a uniform degree distribution, indicated by V p , i.e. p e = p, ∀ e ∈ T h .
The continuous minimization problem in general cannot be solved exactly. Therefore it can and has to be replaced by a sequence of discrete minimization problems (arising here from FEM), which depend on the choice of a mesh T h and a polynomial degree vector ⃗ p. The size of the discrete problem is given by N =  e∈T h
(p e + 1). Our goal here is to minimize the problem size, by keeping the mesh fixed and choosing an quasi-optimal degree distribution. First, we investigate the approximation quality for a uniform degree distribution, and later we suggest an additive scheme, which allows for a quasioptimal choice of polynomial degrees. For the approximation of K we introduce the following notations: On the interval I we choose p+1 Gauss-Lobatto points,
i.e. the points ξ p+1 j 
we define the sets of points
Based on these modified sets of Gauss-Lobatto points the interpolation operator i e,p : C 0 (e) → P p (e) is given by
Here, χ e denotes the characteristic function of e. For the approximation of K we denote the following subset of V p :
The discrete problem reads:
From [8, Theorem I.3 .1] it follows that (8) has a unique solution. Here, it is worthwhile to note that we have V p ⊂ V but we do not have K p ⊂ K , which means that we have to deal with non-conform approximation sets.
The convergence of the solution u p of the discrete approximation problem (8) towards the solution u of (2) is stated in the following theorem: 
H1 is shown in Lemma 1, H2 in Lemma 2.
Proof. Consider φ ∈ C 0 (I) with φ ≥ 0. For e ∈ T h we approximate φ by a combination of Bernstein polynomials on the intervals e ∈ T h , i.e. 
For the obstacle function ψ we define the interpolate ψ p :
Note, that since V is closed and convex it is weakly closed, i.e. v ∈ V (cf. [1, 5.10] ). Thus, it suffices to show that v ≥ ψ almost everywhere.
With (4) and the definition of ψ p we get for all e ∈ T h
The inequality follows since
Furthermore it is known that the weights ρ j , 0 ≤ j ≤ p, of the Gauss-Lobatto quadrature formula are positive.
Combining (9) and (10) we obtain that for all φ ∈ C 0 (I) with φ ≥ 0
Lemma 2. Assuming ψ as in Theorem 1 there exists a dense subset χ of K and a sequence of mappings r p :
Proof.
As shown in [4, Theorem 4.5] there exists a constant C independent of v and p such that
and thus for all v ∈ χ. With (11) it is obvious that r p v ∈ K p for all v ∈ χ. With Theorem 1 the convergence of the p-version is proved without convergence rate.
If we assume higher regularity of the solution u and of the obstacle ψ, i.e. u ∈ H 2 0 (I), ψ ∈ H 2 (I) we obtain the following a priori error estimate which proposes a convergence rate of O(p −1/2 ). Note, that this assumption is quite natural since a smooth obstacle ψ implies a smooth solution, i.e. u ∈ H 2 0 (I) (cf. [9] ). As the proof of Theorem 2 shows, the suboptimal estimate results from our treatment of the term ∥v − u p ∥ L 2 (I) in (14) . (2) and (8) 
Theorem 2. Let u and u p be the solutions of
the constants of the equivalence inequality
Assuming that f − Au ∈ L 2 (I) we apply directly [7, Theorem 1] and obtain There exist constants C 3 , C 4 > 0 independent of u and p such that
∥u∥ H 2 (I) . (13) We define the new function sup( 
≤ C 3 p
Using Theorem 1, we know that there exists a C 5 independent of p such that
Introducing the coincidence set Ψ := {x ∈ I : u(x) = ψ(x)}, we have
It follows ∥Au∥
, and further
. Combining the error estimates for the interpolation (13), the consistency (16), and for ∥f − Au∥ L 2 (I) with (12), this proves the theorem if we define C as
A-posteriori error estimate for the p-version
We will extend the space V ⃗ p by bubble functions given on each element in T h .
Let L j (t) be the Legendre polynomial of degree j and let ψ j (x) :
. With the affine mapping Q e as in (5) we define the spacê
where ψ e,j := ψ j (Q −1 e (x)).
Hence we obtain the following subspace decomposition
whereV
and ⃗ p + 1 denotes the polynomial degree vector with (p + 1) e := p e + 1 for all e ∈ T h . Due to (7) the convex subset 
Finally, we define the two-level Schwarz operator
We use the notation
The following lemma states that the condition number of the operator P is independent of ⃗ p. 
due to the disjointed support of e and e ′ .
For all e ∈ T h there holds
This follows, because due to the definition of V ⃗ p the derivative of v p | e (x) is a polynomial of degree p e − 1 and the derivative of v e (x) is the affine image of a Legendre polynomial of degree p e , therefore the orthogonality property of the Legendre polynomials leads to 
Let u be the solution of the variational inequality (2) and let u ⃗ p ∈ V ⃗ p be the solution of the corresponding discrete problem (8) .
We assume the following saturation condition (see, e.g. [2, 3] ): Assumption 1. There exist a parameter 0 ≤ κ < 1 such that for all discrete spaces: 
is given by the solution of 
Applying the saturation Assumption 1 we obtain
Combining this with (32) we obtain the assertion of this theorem with the constants
The coarse grid error estimator Θ 
, ψ e,p e +1 ) a(ψ e,p e +1 , ψ e,p e +1 ) .
Remark 1.
We have to compute the solution of (29) explicitly, because (29) is a variational inequality. The solutions of variational inequalities do not have the orthogonality property of the Galerkin solution of a usual variational formulation. In case of a standard Galerkin solution the coarse grid error estimator is vanishing due to the Galerkin orthogonality.
Adaptive algorithm for the p-version:
In this section we formulate an adaptive algorithm which uses the error indicators from Theorem 3 to generate a sequence of locally enriched spaces. We estimate the global error by
Algorithm 1. Let the parameters ϵ > 0, 0 < δ < 1 and an subdivision T h of I and an initial polynomial degree vector ⃗ p 0 be given. With V (⃗ p) 0 we denote the initial test and trial space.
For k = 0, 1, 2, . . . 
Compute the solution u
p,e ′ , increase the polynomial degree on e ∈ T h by 1. This defines an enlarged space 
Implementation and numerical experiments
For the implementation we define a basis B of V p by the Lagrange interpolation polynomials λ e,j on the intervals e ∈ T h corresponding to the Gauss-Lobatto points Q e (ξ p+1 j
where ξ k denote the Gauss-Lobatto points on I we haveλ
e (x)), ∀x ∈ e, and λ e,i (x) ≡ 0, ∀x ∈ I\e, we can rewrite K p of (7):
Introducing a global counting for the pairs (e, i) such that B = {λ j |1 ≤ k ≤ N}, N := dim B and ψ j := ψ(Q e (ξ i )) the discrete problem (8) can be rewritten as a matrix inequality:
. This is equivalent to the quadratic programming problem
This problem of minimizing a convex quadratic form subject to upper or lower bounds on the variables can be solved by relaxation methods (cf. [8, Chapter V]) or a generalized conjugate gradient algorithm (cf. [15] ), known as Polyak algorithm. A more modern and also more efficient alternative is the MPRGP-algorithm found in [6] . The matrix inequalities of the following example were solved by the Polyak algorithm. As initial values for the iteration process we prolongated the known solution else.
First we compute the discrete solution of (8) via the h-version. In Table 1 we list the computed values for the experimental convergence rate we also give the total iteration number '#It' for the Polyak algorithm and the cpu-time 'CPU(s)' for the solver. The stopping criterion for the iterative solver was ∥x
The errors and the experimental convergence rate for h := 2/5 are listed in Table 2 , in the left part p runs from 2 up to 47 with step width 3, and in the right part p runs from 4 up to 49 with step width 3. Fig. 1 shows the results for h := 2/3, 2/5, 2/7 with p up to 63. The oscillating errors of Fig. 1 are due to the non-conformities K p+1 ̸ ⊆ K p ̸ ⊆ K . Thus, we do not obtain a strict convergence in the sense of ∥u − u p+1 ∥ H 1 (I) < ∥u − u p ∥ H 1 (I) , but we observe a 3-step structure, see Table 2 , where we can compute a numerical convergence rate. Nevertheless, Table 2 and Fig. 1 
for different mesh parameters h and a better convergence rate than in the case of the h-version concerning the number of unknowns N(h, 1) and N(h, p), respectively.
Due to our discrete formulation our basis functions are necessarily Lagrange polynomials in Gauss-Lobatto points. In Table 3 we give the extreme eigenvalues and condition numbers for the resulting stiffness matrix of the p-version with h = 2/5. The condition number grows κ(A) ∼ O(p 5/2 ).
The computations have been performed with the research framework Maiprogs [12] using a Intel i7-3820QM machine with 2.70 GHz, 4 cores and 16 GB main memory. 
