INTRODUCTION
Academic departments, institutions, and funding sources are increasingly interested in quantifying the academic's productive output and quality of individual researchers. Since Gross and Gross first published a detailed analysis of a single journal's bibliography in 1927 [1] , there has been a progressive increase in the scientific methods of journal citation quantification. The most commonly used databases are Journal Citation Reports (JCR) and the Science Citation Index (SCI) [2] produced by the Institute for Scientific Information (ISI). Originally introduced in 1961 as a means for retrieving bibliographic data, the SCI has undergone numerous changes, both in its content and methods, as well as how the information from the database is used.
The recent expansion of biomedical knowledge and increasingly sophisticated scientific techniques has led to a proliferation of biomedical journals. The JCR is an annual publication by the ISI, which reports the impact factor and other bibliometric data for thousands of journals-the JCR cited 6,164 journals in 2006, compared with just 4,625 in 1995 [3] . In a remarkably prescient article published over 70 years ago, Bradford (4) found that a small percentage of journals accounts for a large percentage of what is published and that an even smaller percentage of journals accounts for what is most often cited. That is, there are diminishing returns in trying to comprehensively cover the world's body of literature. Careful selection thus is an effective way to avoid "documentary chaos," a phrase coined by Samuel C. Bradford referring to the angst felt when trying to keep up to date with the information explosion.
The JCR provides quantitative tools for ranking, evaluating, categorizing, and comparing journals within and without scientific fields. The impact factor of a journal is a measure of the frequency with which the average article in a journal has been cited in a particular period. The impact factor is the ratio between citations and recent citable items published by a journal. Thus, the impact factor of a journal is calculated by dividing the number of current-year citations to the total items published in that journal during the previous 2 years. Whether erroneous or not, the impact factor is considered a surrogate for the importance or influence of a journal.
While the impact factor is one way to rank journals, it cannot easily be used to rank or objectively rate an individual. In 2005, J. E. Hirsch proposed the h index as a means of quantifying one's academic productivity [5] . While very simple in principle, the h index is slightly more difficult to define. An individual's h index is the number of manuscripts (N) that have each been cited N or more times. For example, if an author has 8 manuscripts that have each been cited 8 or more times, that individual's h index is 8. The h index thus rewards academicians for both the quantity and importance or relevance of their publications (where importance and relevance are proportional to citations).
A large contributor to an individual's h index is the duration of an individual's academic productivity. That is, a more senior author will have had more time to publish as well as more time for the subsequent citation of his or her work. In an effort to level the playing field with regard to the h index, it has been proposed to divide an individual's h index by the number of years out of residency, postdoctoral work, or the number of years a researcher has been publishing, thus yielding the so-called m index [5] . Similar h-and m-indices for individual journals can be calculated, and each journal's h index is now listed by the JCR. No published literature has addressed the m indices of journals, but these could be calculated by dividing the h index by the number of years of that journal's publication.
Three other core metrics of scientific journals are the immediacy index, cited half-life, and citing half-life. The immediacy index is a measure of how quickly the "average" article in a given journal is cited. The immediacy index is calculated by simply dividing the number of citations to articles published in a given year by the number of articles published by that journal in the same year [2] . The immediacy index is best used in conjunction with other journal metrics. The immediacy index can assist in adjusting for journals with large versus small circulations because it represents a number based on a per-article basis. However, journals with frequent publication (e.g., weekly or biweekly) will still have a competitive advantage over less-frequently published journals because an article published early in a given year is more likely to be cited within the same year [2, 6] .
Cited and citing half-lives are easily confused, but they represent fundamentally different data. The cited half-life of a journal indicates the number of years that account for one-half of all citations to that journal. This number is a gauge of the age of articles from that journal that are cited in a given year. The aim of this study was to identify and analyze the mostfrequently cited journals and articles in the field of medical toxicology, as well as to determine the trend of journal impact factors and h indices from 1999 to 2006. Finally, a discussion of these core measures of productivity and relevance are discussed.
METHODS
The JCR journal list was searched for category of "toxicology" for the years 1999 and 2006. Twenty-seven of the journals considered most applicable to the practice of medical toxicology were included for further analyses and are identified by an asterisk (*) in Table 1 . The journal Environmental Health Sciences, which is not indexed under "toxicology" by the JCR, was included for comparison, yielding 28 journals. For all toxicology journals, the impact factors from 1999 and 2006 along with the h indices were recorded. Additionally, the most cited article from each of the JCR's toxicology journal index since 1966 was determined from ISI Web of Science, as was the total number of articles that have been cited 100 or more times from each journal.
To investigate the correlation between a journal's h index and impact factor, the Spearman's correlation coefficient between a journal's 2006 impact factor and h index was determined. Lastly, to compare the performance of the toxicology journals to other medical and scientific journals, the 1999 and 2006 impact factors of 9 selected major journals that occasionally publish articles relevant to toxicology were determined.
RESULTS
In 1999 a total of 74 journals were listed in the "toxicology" category of JCR; in 2006 the number had increased to 76 ( The most-frequently cited articles from each of the JCR toxicology category journals from 1965 until the end of 2007 are presented in Table 3 . The total number of articles from each of the journals that has been cited 100 or more times and 1000 or more times are also provided in Table 3 . A total of 12 articles from all of the journals have been cited more than 1000 times; 9 (75%) of these articles were published in Annual Review of Pharmacology and Toxicology. From the toxicology category, a total of 1768 articles have been cited more than 100 times; 298 (16.8%) of these were published in Annual Review of Pharmacology and Toxicology.
The 2006 h index of all JCR toxicology journals are presented in Table 1 . Because the h index is a new measure and little has been published regarding its application to individual journals, the correlation between h index and the 2006 impact factor for all JCR toxicology journals was determined (Figure 1) . The R 2 value of 0.6015 demonstrates that there is moderate to large correlation between a toxicology journal's 2006 impact factor and h index. Table 4 shows the impact factors of 9 selected well-known journals that occasionally publish articles relevant to medical toxicology. For these 9 journals, there was an increase in impact factor from 1999 to 2006 in 7 of 9 (77%), with mean impact factors of 18.57 in 1999 and 24.94 in 2006. The overall h indices of these journals are impossible to calculate because they publish so many articles (the JCR can only analyze 10,000 articles at a time) and the h indices are so large. For example, the h index for Nature in the year 2006 alone was greater than 300. 
DISCUSSION
There has been a marked proliferation of medical and scientific journals in the last 10 years. However, this proliferation is more significant among disciplines favoring emerging scientific technology than traditional medical specialties or subspecialties. In 1995, there were 72 journals indexed under "toxicology," while in 2005 that category was comprised of 76 journal titles ( Table 1) . This is in contrast to an increase of 32% in the number of journals indexed by the ISI Web of Science in the same time period. Overall, toxicology journals as a group have low impact factors compared to other scientific disciplines. This is likely attributed to several facts. First, the shear numbers of practitioners of medical or clinical toxicology is small, leading to relatively fewer researchers publishing in peer-reviewed journals than other disciplines. Second, while the clinical field of toxicology is small, the subject matter of toxicology is enormous, overlapping with many other scientific and medical specialties. This leads to toxicology manuscripts being published in many other journals that are not classified as "toxicology" by the JCR. Third, the perceived narrow focus of toxicology journals may lead researchers with some connection to toxicology to publish their results in journals that they perceive will have an audience larger than that of toxicology journals. This exact scenario was demonstrated in the emergency medicine literature by Callaham et al. [7] . They found that publications by emergency medicine researchers were cited about 3 times as often when published by non-emergency medicine journals with larger audiences. Fourth, it could be that journals with low impact factors are destined to have low impact factors indefinitely, as researchers seek to publish their results in journals with high impact factors [8] .
To quantify both the published productivity and the apparent impact of an individual scientist (as measured by how often that scientist's manuscripts are referenced) as a single metric, J. E. Hirsch in 2005 devised the h index [5] . Sometimes referred to as the Hirsch index or Hirsch number, the h index is simply the number of papers by a scientist that have a citation number Ն h. An h index of 20 means, for example, that a scientist has published 20 papers that each had at least 20 citations. In a similar manner, the h index can also be applied to groups of individuals, institutions, and journals. Hirsch's h index was intended to improve upon other measures of productivity, such as the total number of citations or publications, in order to distinguish influential researchers from those who publish many manuscripts that lack influence in their scientific field (again, citations taken as a marker of influence). Because citation conventions differ greatly among different scientific disciplines, the h index should only be used for comparing scientists working in the same field.
As is evident from the calculation of the h index, a scientist's h index can never decrease, and an increase is expected as new (frequently cited) papers are published, as "sleeping beauties" are discovered and cited, and as the scientist's papers attract citations [9, 10] . The idea of ranking scientists within a given field by a single number and the advantages that the h index has over other 35 articles cited Ͼ100 times citation-based indices (for example, ranking by total number of papers, total number of citations, or the number of citations per paper) quickly attracted the attention of major scientific journals, including Science and Nature [11, 12] . The h index is seen to have the advantage that it gives a robust estimate of the broad impact of a scientist's cumulative research contributions [5, 9] . This means that the h index is insensitive to a set of infrequently or non-cited papers or to one or several highly cited papers: A scientist with very few highly cited papers or, alternatively, many lowly cited papers will have a low h index. A further advantage for the h index is that the necessary data for calculation is easy to access in the Thomson Scientific Web of Science. The h index can be viewed by first searching the ISI Web of Knowledge database by author, then using the "Create Citation Report" option. Both graphical and numerical representations of that author's cumulative citations, numbers of citations per year, as well as the h index are then provided. Even though the h index was rapidly adopted by academia [13] and the JCR, it remains an incomplete marker of academic success for several reasons. Perhaps most important, the h index is biased against junior investigators [14] . This is because more senior authors have both a longer time span of publications as well as a greater number of publications compared to junior authors-thus Hirsch devised the m index [5] . An m index of Ն1 is considered a successful research career, whereas an m index of Ն3 represents a truly extraordinary researcher uncommon at even the highest academic centers. The m index has attracted limited attention so far, but with the advent of more methods to level the academic-promotion playing field, it is likely that the m index and additional metrics will be promulgated.
Because an author's h index can never decline, it is also biased in favor of more senior researchers, as their apparent scientific impact in a field of study will continue even beyond their academically productive time. Moreover, the h index currently considers primary authorship, senior authorship, and coauthorship to be equal. Therefore, an individual with frequent coauthorship on highly cited papers, but with few on no primary author papers, will have a high h index while their scientific contributions may be quite modest. Ironically, an individual's h index can also be elevated by frequent citations to work that has been refuted, questioned, or found to be entirely wrong.
The h index can also be applied to journals, and is viewed as a metric of a journal's influence. In fact, the JCR now provides h index information on all of its indexed journals. In order to increase the impact factor and h index, journals can adopt editorial policies that improve the likelihood of citations to its articles. One method to do this is to publish a large percentage of review articles, which are sources of frequent citation. It has been stated that up to 90% of published scientific articles are never cited [15] and that more than one-half of research articles remain uncited after 3 years [16] . However, nearly all review articles receive at least 1 citation. This has led some authors to question the applicability of calculating an impact factor for review articles [13] . Another editorial policy to increase citations to a journal is the application of editorial pressure to authors: that is, some editors request authors to cite work published in that journal, whether by other authors or by self-citation [13] . Regardless of the method applied, editorial practices aimed solely to increase a journal's subsequent citations and reputation cannot be condoned.
However, a journal's reputation may not tell the complete story about its impact on the scientific and scholarly communities. In fact, Christenson and Sigelman found the opposite to be true [17] . They found a nonlinear relationship between a journal's reputation and its impact, especially at the extremes of the "prestige" scale. They concluded that citation data "permit scholars to evaluate the importance of journals based not on opinion but on the frequency of citations" and that "frequency of citation implies scholarly acceptance . . . ." As further evidence of the importance of a journal's reputation, Callaham et al. found that the impact factor of the journal was more important than any other variable in determining the subsequent citation frequency of an article [18] .
As discussed briefly, a journal's total circulation number can also affect its impact factor and h index. That is, the more individuals and institutions subscribe to a given journal, the larger its readership and potential audience. This fact places smaller journals at a competitive disadvantage relative to larger journals or journals that publish more issues per year. In an attempt to control for a journal's circulation, Barendse investigated what was termed the strike rate index (SRI) [19] . The SRI is based on the log relationship of the h index and the size of the journal. Barendse found that there is a linear log-log relationship between the h index and the size of the journal [19] . That is, the larger the journal, the more likely it is to have a high h index. When he looked at journals from 4 scientific disciplines, he found a similar distribution of the SRI, perhaps allowing journals across diverse fields to be compared to each other. There are also some fundamental limitations to the JCR. For instance, the assignment of a journal to one or more categories may not reflect fully that journal's entire audience. As an example, Environmental Health Perspectives-a well-regarded journal that frequently publishes articles of interest to toxicologists-is listed in the JCR categories of "environmental sciences" and "public, environmental, and occupational health" while it is absent from "toxicology." Thus, the accuracy or appropriateness of journal categories is dependent on the appropriate indexing of journals. As with any indexing, there is also a delay in the categorization of a journal. For instance, the Journal of Medical Toxicology is not yet indexed by the JCR. The JCR is also heavily biased towards journals published in the United States, Canada, and United Kingdom. This introduces bias against researchers not from these countries and excludes highly cited works published in many foreign journals [20] . Another important limitation to the JCR is that both impact factors and h indices of commentaries, editorials, perspectives, news articles, and other nonoriginal research are also calculated and included for each journal. These types of short, time-sensitive articles (a staple of journals that publish weekly editions) are often highly cited and contribute to a journal's citation analysis [21] .
Considering that 10% of toxicology journals changed names from 1999 to 2006, a brief discussion of how the Journal Citation Reports handles these changes (and how the changes affect the impact factor) is warranted. This is best demonstrated by an example. Thus, the impact factor of Journal A in 2009 would be deceptively high, since it is based on a section of the citation time-course that is higher (that is, the greatest number of citations occur in the second year after publication). The impact factor of Journal B, on the other hand, would be somewhat lower than expected, since it is based on citations only to very recent articles. To gauge the performance of the journal across the time of the title transition, one simply adds the 2 individual impact factors. Finally, in data for the year 2010-published in June of 2011-only Journal B will be listed.
CONCLUSION
Overall, toxicology journals have low impact factors compared to other scientific journals. As academic promotion boards increasingly use semiquantitative methods of determining academic productivity (such as the impact factor and h index of the journals in which a person has published), it could be expected that the toxicology journals in which many people in the fields of medical and clinical toxicology publish will see decreased submissions, as authors attempt to get their work published in journals with higher impact factors.
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