Dealing with moving objects necessitates having available complete geographical traces for determining exact or possible locations that objects have had, have or will have. This is where trajectory determination plays an important role, and on which classification, aggregation and comparison methods must be built. The purpose of aggregation is to identify similar trajectories and to represent them by a single trajectory.
INTRODUCTION
Moving object representation and computing has received a fair share of attention over recent years in the database community [27, 14, 29, 22, 1, 6, 26] . This is understandable as positioning technology is rapidly making its way into the consumer market, not only through the already ubiquitous cell phone but soon also through small, on-board positioning Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. devices in many means of transport and types of portable equipment. It is thus to be expected that all these devices will start to generate an unprecedented data stream of timestamped positions. Hence, the need for database support.
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Databases have not accommodated such data in the past, as their design paradigm always was one of 'snapshot representation'. Their present support for spatial time series is at best rudimentary. General time series support is an active field of research, however [3, 7, 8, 11, 13] .
The central theme of this paper concerns the process of turning raw data streams into object trajectories, and turning a collection of the latter into an aggregate result. Thus, we study the problem of aggregating moving object trajectories.
There are many applications of trajectory aggregation, all having to do with traffic analysis. Truck fleet behaviour analysis, commuter traffic in a city, passenger traffic in an airport, shopping behaviour in a mall, or even inside a single supermarket. The behaviour of all these 'moving objects' is already or will soon be traceable. The benefits of traffic analysis are obvious: truck theft protection, improving commuter traffic throughput or passenger throughput, and building shopping profiles for marketing purposes.
Aggregation of data means the determination of equivalence classes of data. Compared to the typical problem domain of aggregating data from an ordinary database, the aggregation of trajectories is harder, due to the inherent imprecision in spatiotemporal data. This has urged us to develop a notion of trajectory similarity: when are two trajectories sufficiently similar (for the analytic purposes at hand) to be classified in the same way? Trajectories may be similar in total or in part; they may approximately coincide in start and end points, yet be largely dissimilar internally.
There are a number of fundamental problems with defining and determining moving object trajectory similarity: differences in sequence length and sampling rates, as well as inherent spatial uncertainty.
The simplest approach to define similarity between two sequences is viewing them as vector and using Euclidean distance as similarity measure [2, 7, 9, 12, 13, 15, 16, 24, 25] . Such techniques cannot be easily applied to sequences having different length or sampling rate. Also, they are not effective in the presence of noise in the data, as is common in spatial time series.
To remedy some of these problems, [17, 20, 30] used a time warping technique to measure similarity, concentrating on the whole sequence. This technique suffers from performance degradation for long time sequences [21] , as it has to scan all the data sequences sequentially to perform a similarity search [18] .
A similar technique is to find the longest common subsequence (LCSS) of two sequences and then define the distance using the length of this subsequence [3, 8] . The LCSS shows how well the two sequences can match one another if we are allowed to stretch without re-sequencing values. Due to using dynamic programming to find the longest common sequence, this technique is very expensive in terms of time and memory.
An interesting approach to represent a time series using the direction of the sequence at regular time intervals is presented in [23] . Ge and Smyth [11] present an interesting alternative approach for sequence similarity that is based on probabilistic matching. This addresses the issue of data uncertainty, not covered in any of the above.
An important consideration is that all the above work deals mainly with one-dimensional time series, while our trajectories are spatial time series. The most related papers to our work therefore are Bozkaya [4] and Vlachos [28] . The first discusses similarity measures for sequences of multidimensional points using an approach equivalent to LCSS. Their emphasis, however, is on feature vectors extracted from images.
A recent work that proposes a method to cluster trajectory data is due to Gaffney and Smyth [10] . Their method is a model-based approach that seems to suffer from a scalability problem. Also, it assumes a model of movement, which is not easy to determine in real data sets. In fact, it is what we would hope to find out from an aggregate query.
The aggregation approach that we propose in this paper does not necessarily require equal sampling rates or same speed for objects, and addresses spatial uncertainty. It is based on a parametric representation of trajectories deduced from raw data, and a subsequent mapping to a raster domain for aggregate purposes. This makes the approach rather insensitive to some of the problems mentioned above: differences in sequence length and sampling rate are largely hidden by the parametric representation, and spatial uncertainty is handled through appropriate choice of raster cell size.
Computationally, our algorithm can perform the aggregation faster as it does not compare pairs of trajectories, but compares trajectories, one at a time, with the reference raster. Finally, retrieving information and analysing grid structures are more efficient and faster. Well-known digital image processing tools can be used for such purposes.
AGGREGATION METHODS
The raw data of mobile object movements consists of position time series with different, and sometimes variable sampling rates. Such series cannot be directly compared, and require some form of data standardization. We defined various techniques in [19] , and used one of them, a spline method, for the work reported in this paper.
This spline method provides a symbolic representation of a trajectory, which allows us to derive from it a re-discretized position time series, for each moving object, but now with synchronized and constant sampling rate. The choice of sampling rate is an important parameter of the method as it determines the precision of the data, as well as data and time complexity of the algorithms involved.
The remainder of this section reviews different aggregation methods, as well as different situations in which they are best applied. We first discuss naïve aggregation using thresholds, and argue why it is not very suitable for our problem. Then, we propose two other methods: spatial unit aggregation, and spatiotemporal unit aggregation.
Aggregation based on a distance threshold
A naïve technique of defining trajectory similarity would be to use shortest distances between re-discretized positions a and b of two trajectories A and B being compared. In the case of spatial dimension we would discard epoch information, in the case of spatiotemporal dimension, we would not discard epoch information. Positions a and b would be considered similar if they are within a pre-defined threshold distance. A similarity measure for A and B could subsequently be defined on the number of similar positions they have in common, or on the maximum length of a subseries of similar positions they have in common.
We have various arguments for not proceeding along these lines. The most important objection is that a trajectory similarity notion like discussed above is a non-transitive characteristic. This is illustrated in Figure 1 . Such non-transitivity precludes the derivation of equivalence classes that we are after in aggregate queries. Essentially, we cannot define or derive a prototype representative of an equivalence class of trajectories based on distance thresholds. To overcome these problems, we propose two raster-based methods, in which a distance threshold notion is implicit in a fixation of the raster cell size. The fundamental idea in these methods is to determine similar overall trajectories on the basis of underlying raster cells.
Spatial unit aggregation
In this alternative method, the study area of interest is divided into homogeneous spatial units. Such a unit is defined as the 'minimum spatial extent (cell size) of interest in aggregating the trajectories'. Its size is a priori determined.
In principle, each cell is assigned the number of trajectory visits, i.e., the number of times that any object passes through it. If trajectories are widely scattered (resulting in many non-zero cell values), a raster is used as storage means.
Otherwise, non-zero elements together with their cell index can be stored in the form of cell id, number of hits sequences. Figure 2 shows a raster correspondence to a defined area of interest. ). Rate and cell size must be picked so that a trajectory produces at least one hit in each cell that it visits. As a rule of thumb -to assure each relevant raster cell is 'hit' by a re-sampling pointparameters γ and ρ must be chosen such that vmax ρ
One should also remark that
• A too large cell size may result in information loss. It may be too large an aggregation unit to be useful.
• Some choices of re-sampling rate and cell size may amount to multiple hits per cell for the same trajectory. This may be due to low speed of the object or to a long path through the area that the cell represents. Though multiple hits are not entirely meaningless, it will be difficult to discriminate between these two cases, and we will generally assume, and algorithmically ensure, that multiple hits will count for just one hit.
• A too small cell size will produce large amounts of data, but also risks missing hitting cells when the resampling rate isn't high enough. In addition, the aggregation effect may become useless. Multiple cell sizes can be accommodated by applying the image pyramid technique. In our case, this application, however, is non-trivial. This is because the relation between the number of trajectory hits per cell and that of trajectory hits in its eight neighbor cells is not clear: they may relate to the same or to different trajectory visits). An example is shown in Figure 3 . There is no clear evidence indicating the relation between hits in cells D and A: they can be the same, partially the same or completely different trajectory visits. Therefore, in such a small area, the overall number of hits may range from 10 to 20.
The above exemplifies the counting problem one encounters when attempting to assess traffic parameters for an arbitrary area on the basis of number of trajectory hits per cell.
Recall that raw positional time series for an object are turned into a symbolic stepwise spline representation, which in turn is transformed into a re-sampled (ρ) and synchronized positional time series. A straightforward linear scan of this series allows to assign the raster Num hit (i, j) the number of visits ('hits') that this object has made to each cell (i, j). A visit is defined as an uninterrupted stay in (the areas of) the cell. An object can visit the same cell multiple times.
To remedy the above counting problem, knowing the object traffic between neighboring cells is a must. During the same linear scans as for Num hit, we therefore also build up the rasters Left , Right, Up and Down, indicating, respectively, the number of subsequent object visits to a left, right, up and down neighbor cell. They are illustrated in Figure 4 . These direction rasters, at essentially no complexity cost, provides piecewise, summary trajectory information. (Actually, two more rasters are built: Start and End , administering the number of trajectory starts and ends per raster cell.)
An important class of aggregate traffic queries identifies a contiguous area A within the study area, or a collection of mutually exclusive contiguous areas Ai, and requests to determine the number of object movements in A. The answer to this query can be defined as:
To test our method, a simulation was carried out, which concerned about fifty objects travelling from different parts of a city towards the city center, located at the center of Figure 5(a) . Cell values in Figure 5 (a) are scaled from white (for zero hits) to black (for maximum number of hits). In Figure 5 (b), the accompanying Down raster is illustrated.
One of the main advantages of our approach is that each raster can be populated for each object trajectory independently. The raster cells, so to say, provide an 'equivalence class mold'. The following reasons show the superiority of our raster-based approach to vector-based approach in aggregation procedure: • Independency to individual trajectories: In the raster approach, individual trajectories are overlaid on a reference grid and the number of hits per cell is computed easily (as overlay is performed easily in raster). One of the main advantages of using the raster approach comes from the fact that its reference frame (grid) is independent of individual trajectories and therefore, helps avoiding trajectory pair comparisons. In other words, comparisons are made between a trajectory and the reference grid rather than between pairs of trajectories.
• Easier generalization of information and immediate comprehension between reference grid and other spatial entities.
Generalization of the information is easier in the raster approach, as there is an immediate relation between reference grid and other spatial entities. This allows using raster overlay methods to obtain information regarding any geo-referenced area of interest.
The traffic formula above furthermore provides a basis for a pyramid approach to the data.
Spatiotemporal unit aggregation
Support for more data types helps to increase the domain of queries that can be answered, therefore in our next method, spatial data (as in the previous approach) are used together with time.
Different than in the previous method, the number of trajectories hits per cell specifically in a certain time interval is computed. The unit τ we use is a spatiotemporal unit, defined as the "minimum spatial and temporal extent of interest in aggregating the trajectories." It is user-defined, known a priori and may change depending on the application.
Having time included in the data schema, results in using a space-time cube or sequences of pairs voxel id, number of hits instead. The latter option would be used in case of sparse Figure 6 shows an example of using such a technique.
Regarding spatiotemporal aggregation unit size, the same considerations as in the previous method apply. There is one additional rule of thumb, relating to the time unit τ . It should be chosen such that 1 ρτ , as ρτ is a measure for hit number expectation per cell.
The method not only answers queries discussed before but also provides more information such as time. For instance, now, not only the most crowded area can be located but also the time instant at which this happened.
The last two methods are based on storing the number of hits per (spatiotemporal) cell. The traffic query alluded to earlier, would now also take a time interval T as input parameter, indicating the period during which object traffic is aggregated.
Observe that our generalization defines Num hits(i, j, t) as the number of trajectory visits to the cell (i, j) during epoch t. Likewise, the rasters Left (i, j, t) et cetera get their natural definitional extension. Although it is derivable information, we will find use for one additional raster Stay (i, j, t), representing the number of objects present in cell (i, j) at epoch t and not leaving it during that epoch. Rasters Start and End are special cases of it.
The query Traffic(A, T ) now finds an answer in the formula: 
QUERIES
Moving object aggregate queries study behavior of groups of objects, not that of individual objects. Our first method allows various 'where'-type of aggregate queries, whereas the second method addresses 'where-and-when'-type queries. The latter has 'when' as an important special case, by setting area parameter A to be the total study area. We can say that all address issues of object traffic analysis.
We discussed these queries as being parameterized by the area A, or by a collection of mutually exclusive areas Ai. An appropriate choice of others parameters allows tuning the query formulation to the analysis needs. Different traffic arteries or other traffic hotspots can be identified, and for different time intervals.
The use of rasters like Right allows us to identify the direction of traffic in the spatial case. After all, by algebraic summation of the Up and Down matrices, we can obtain the trend in the up-down direction. Similarly, by algebraic summation of the Right and Left matrices, we can obtain the trend in the right-left direction. The angle of the trend is then determined. In the spatiotemporal case even the direction and throughput of traffic can be assessed. At advanced resolutions, in addition aggregate acceleration figures may be computable.
We have yet to experiment more fully with real traffic data to determine the sensitivity of our methods to choices of parameter values.
CONCLUSIONS
In this paper, we discussed three approaches towards trajectory aggregation and comparison as well as their strength in answering some typical queries. Each method has its strengths in answering certain types of query. We argued that (vector) trajectory aggregation benefits from taking a raster analysis approach, even though this at first may seem like an unnatural break of paradigm.
The raster-based aggregation methods show superiority to vector-based approaches due to the smaller computational overhead, the easier generalization of information, and the independency of individual objects.
The proposed methods have been tested only in a prototype environment, not in a full-fledged GIS environment and the question of how to implement these ideas there is what we currently work on. More experience is needed to validate the methods.
Otherwise, our interest is in more advanced raster analysis, general trend analysis and pyramid representation of the rasters in a traffic analysis context.
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