High-Energy Behavior of Total Scattering Cross
Sections for 3-body Quantum Systems By Hiroshi T. ITO* § 1. Introduction
In this paper, we investigate the high-energy behavior of total scattering cross sections with 2-body initial states for a 3-body system.
A 3-body Schrodinger operator is given by
(1-1) H=-S (2771,)-^,+ 2 V^(r t -r,) in L\R>»).
lgj'^3 lglO=a3
Here 771, >0 and r,^R K (A^3) are the mass and the position of the j'-th particle, respectively, and V tJ is the interaction between the z'-th particle and the /-th particle. All 
, and its explicit form depends on the coordinates of R 2N . We adopt the Jacobi coordinates. A partition of the set {1, 2, 3} into nonempty disjoint subsets is called a cluster decomposition. We call {(1), (2), (3)} (resp. {(i, /), k} , i<j) a 3-cluster decomposition (resp. a 2-cluster decomposition). We denote by A z the set of all 2-cluster decompositions. For a^A 2 with a={ (i, j) , k] , we define the Jacobi coordinates (*a, yJ by n ON m l r l +m j r j (1.3) x,=r,-r,, 3, 0 = r » ---- ) and the existence of the norm limit is known (cf. [GM] , Proposition 3.1)).
Assumption (Z) implies the absence of zero eigenvalue of h a (cf. [GM] , Proposition (3.4)), and assumption (V) 0 implies the absence of positive eigenvalues (cf. [RS] , XIII. 13). Therefore, it follows that the set of all eigenvalues of h a coincides with the set [l a ; a^F 2 , D(a}=a\ under assumptions (Z), (V) 0 .
Under assumptions (V) 0 and (Z), T a _ >0 (/(), is of Hilbert-Schmidt class with kernel T a _ 0 (^, 0, o>) for all large A>0 and the integral (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) ( 9V l j s ^ iV ~i is continuous in /1>1 and o)^S N l (Proposition 2.4).
Now we give the following definition (see [AJS] , p. 627):
Definition. There are several literature on 3-body total cross sections ( [APS] , [ES] , [AJS] , [AS] , [I] , [IT] ). In particular, bounds on the total cross sections at high energies for many-body systems are discussed in [APS] , but the asymptotic behavior are not discussed in it. In [APS] and [ES] the approach to study the total cross sections is the time-dependent one, while our approach is the timeindependent one and is based on the representation formula of the scattering matrix and some resolvent estimates, which is proved by using multiple commutator methods ( [JMP] ). A similar approach is carried out in [I] . In [Ha] the convergence of Born series for (2-cluster)->(2-cluster) T-matrix for w(5j4)-body systems at high energies is proved.
The organization of this paper is as follows. In Section 2 and in the Appendix, we shall review some properties of T a^p (A, 6, w) and prove the optical theorem (Theorem 2.5). The proof of Theorems 1.1 and 1.2 will be given in Section 3. A proof of Proposition 3.1, which is crucial for a proof of Theorem 1.1, will be given in Section 5 by using the abstract commutator methods (Theorem 4.2) in Section 4. § 2. Representation Formula of T a^p (JL, 0, o) In this section we will give the representation formula of T a^p (A, 6, <o) for aejT 2 (a=D(a) ) and ]8eF, and will prove the optical theorem.
We first consider the case ^^F z with b=D(f)). The next lemmas are crucial for our representation formula of T a^p (A, 6, a) [M] , [PSS] , [ABG] , [T] ). Lemma 2.2 is known as the exponential decay of eigenf unctions. For the proof, see [Ag] (see also [RS] IV, XIII. 11). Now we give the spectral representation of Hp (cf. [AJS] , 16-2).
For 
is continuous in 2>Q with respect to the Hilbert-Schmidt norm and its kernel T a^p (X, 6, co) (1, 6, o>) .
Proof. The first half of this proposition and (2.6) can be proved in almost the same way as in the 2-body case. For the proof of the first half, see, for example, Proposition 2.4 of [1] . (2.6) yields (l, 6) ).
We fix s with l/2<s<d-(N/2).
Then, by (V) 0 and Lemma 2.2, I a e a (l, <w) is LiGR 2Ar )-valued strongly continuous function of (^, o>). Thus, the last half of the proposition follows from (2.6)' and Lemma 2.1.
•
We next consider the case /3=0. 
Most of these results are obtained in [AS] . In [AS] , it is shown that T a^p (X) can be defined for all ^>0 but a closed null set, while the boundedness of this set is not proved in it. Thus, for completeness, we give a proof of Proposition 2.4 in the Appendix.
Owing to the following theorem, we need not study directly the asymptotic behavior of <7 ft _*oU, &>) as A->oo. Theorem 2.5. Assume (V) 0 , (Z) and a^F 2 . Then, for each /1>1 and " 1 , the following relation holds'.
Proof. Under assumption (V) 0 , it is known that for a~£f$ (a, fi^F), Ran W« is orthogonal to Ran Wj (Ran=Range) and the asymptotic completeness holds (see (1.8) , (1.10) 
By (3.5) and Lemma 2.1, the norm limit
where cS x is the tempered distributions and J is the 2/V-dimensional Laplacian. Instead of (V),, we assume the following condition (U),, ^eJVU{0}, to prove the next proposition:
, it is obvious that (V), implies (U), for ^eATu{0}. The following proposition will be proved in Section 5. 
and the norm limit In this section we give an abstract theorem for the proof of Proposition 3.1. This theorem is a slight extension of Theorem 2.2 of [JMP] (see also [J] > [I])-Throughout this section we work on an abstract Hilbert space H and denote by || | the operator norm of bounded operators on H. To state our main results in this section, we prepare some notations. Let / be a compact interval in R and I± :-{zeCjRe^e/, Q<±lmz<l}. We fix a smooth function 1(t} on R such that O^X^Jl, 1(t}-l on / and suppX (supp= support) is contained in a small neighborhood of /. For properties (i)~(iv) of the lemma it suffices to prove them for each 7". For the proof, see [JMP] . The last part can be shown by carefully checking the estimates carried out in [JMP] (see also [M] , [PSS] ). For the proof, see [I] . For the proof of Theorem 4.2 for the case d = l, see [M] , [PSS] . We can also prove this theorem for d^2 in the same way as in Theorem 3.3 in [I] . The proof is a slight modification of the proof of Theorem 2.2 in [JMP] . But, for the sake of completeness, we give the proof of Theorem 4.2 for d^2. 
Definition 4.1. (I) Let A be a self-adjoint operator in H and d^N. We denote by S d (A) the set of all self-adjoint operators K in H satisfying the following properties (A-i)~(A-iv). (A-i) D(K)r\D(A) is a core for K. (A-ii) exp(z'L4) leaves D(K) invariant, and for each f^D(K)
(A-iii) Let K W =K.
Theorem 4.2. Let I, 1 be as above, and A a self-adjoint operator in H, d^N, and K lf •••, K d^Sd (A)
.(/=!, ••• , d-1), (K n -\-iY l \_K { *\ A] Q (K n + iY l (n -l, •••, d) are bounded by (A-v), (A-iv),
Thus we have proved (ii). (iii) follows from (ii).
The uniformity of the choice of C can be obtained if one takes into consideration the last part of Lemma 4.3 and the proof carried out above.
® § 5. Proof of Proposition 3.1
In this section we will prove Proposition 3.1 by applying Theorem 4.2. Throughout this section we assume (U), and fix an integer k with 0^&^#. Furthermore we define a set Q := {(v, <H) ; v>u^, <weS-v~] } for r 0 >0. Let .4 0 be the generator of dilations on R 2N :
which is self -adjoint in M with a core S-S(R ZN ), the Schwartz space of rapidly decreasing functions. Thus, the operator A(r], T-(V, <y)e£?, defined by 
for all refi // ?' 0 >1.
Proof, (i) Since S is a common core for L(r) and ,4(r), (A-i) follows. (A-ii) can be easily verified by (5.2). By (5.3), (5.4), (5.5) and (U), we see that the H-th (0^w5^+2) commutator
on cS can be uniquely extended to a self-adjoint operator i n L (n} (r) with domain H Z (R ZN ). Thus, taking account of the fact that S is a common core for L(r) and /l(r), we can verify (A-iii), (A-iv). Therefore, we see that for each r^Q. (5.6) can be verified by using (5.3).
( (M] for \r\â nd using
is)=R(r, is)D-R(r, iz)v-1 (DV)R(T, is)
repeatedly, we see that the proof of (5.21) and (5. 
where l^m^/e and S \Ti\^k-Using (5.15) repeatedly, we have j=i Finally we prove Lemma A-l. The proof is given for the + case and divided into several steps. From now on, c and d denote 2-cluster decompositions.
Step 1 Step 2. W(z) has the following properties : (i)W(z), z<=C\R, is a compact operator and has the norm limit W(X+iO) := \irnW (A+ie) in B (M 2 ) uniformly £4-0 on any compact set in (0, oo), (ii) There exists a closed null set e Q in (0, oo) such that Id-\-W(l+i^) is invertible in /ie(0, oo)\g 0 .
We will show that e Q is a bounded set by proving (A5) \\W(X+m -> 0 as ^-^oo .
The following lemma is important for the proof of (A5).
Lemma A-3. (i) ( [GM] , Proposition (2.4), [Ha] For the proofs, see [GM] , [Ha] and [AJS] . In order to prove (A5), we will show that each j9 z //£-N's), O^z, /^l, has The first term in (A9) has the norm limit and the norm of this limit goes to zero as X-»°° in the same way as above. Thus we have proved (A8). By (A10) and C e - 1 E c is bounded by a^d, we see that the second has the norm limit by Lemma A-3. This completes the proof of Lemma A-l. m
