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Общая характеристика работы 
Исторический обзор 
Численное решение дифференциальных и интегральных уравнений 
после дискретизации часто сводится к выбору приближённого решения 
из подпространства Крылова1 
(1) 
где А - матрица размера n х n и r.p - вектор (далее предполагаемый 
нормированным). При непосредственной работе со степенным базисом 
(2) 
шщпространства (1) вероятны вычислительные трудности, связанны:е с 
плохой обусловленностью этого базиса, поэтому обычно предпочитают 
работу с базисом, полученным в результате ортогонализации (2). Име­
ются два варианта ортогонализации, и выбор опрецеляет возможность 
получения аnриорных2 оценок погрешности метода. 
1. Осуществляется в не.явном виде ортогонализация по Граму-Шми­
дту базиса (2). Соответствующие методы в случаях эрмитовой и неэрми­
товой матрицы А называются методами Ланцоша и Арнольди. Проведе­
ние классической ( эрмитовой) ортогонализа.ции позволяет при исследо­
вании этих метQЦов использовать технику ортогональных многочленов и 
многочленов Фвбера. Если А - не матрица, а ограниченный оператор в 
гильбертовом пространстве, то для получения оценок можно работать со 
спектрами и использовать теорию логарифмического потенциала. Вклад 
в обоснование именно этих методов призвана внести пр4ЩСТВ.Впенная дис­
сертация. 
2. Все другие случаи: строится квазиортогональвый базис или па­
ра базисов. Мет<Щы этого пQЦсемейства семейства крыловских мет<Щов 
(неэрмитовы обобщения метQЦа Ланцоша и др.) также используются на 
практике, но в них случаютс11 неприятности, когда в знаменателях рас­
чётных формул появтпотся маленькие числа или ноль. Обычно эти ме­
ТQЦЫ можно использовать, когда имеется хороший предобуславливатель, 
но и это не даёr гарантии схQЦИмости. Путей получения общих априор­
ных оценок для меТQЦов этого подсемейства не видно. 
1 А. Н. Крыmе, Изв. АН СССР, VП сер., Отд."".,..,.._• ест. наух, М 4 (1931), 491-539. 
•т. е. не требующих энаииа результатов вычис.пеиий, в отличие от аnостериорпых; 
сы. А. А. Амосов, Ю. А. Дубинсхий, Н. В. Копчевова, Вычш:дumиьные .методы а,.. uнжене­
рое, М., Высшаа mкопа., 1994: с. 61~2. Поп погрешностью метQЦа uы DOНJD(&.eW аnuюиеиие 
искомой ве.nичины от выдаваемого методом прибпижеви.а (а не оценки промежутО'IНЫХ вели­
чин). См. с. 23-24 та.ы же. 
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Метод Аршмьди3 вычисления собственных пар неэрмитовых ма­
триц и несамосопряжённых операторов стал востребованным в 1980-х 
rодах благодаря4 работам Ю. Саада. Метод Арнольди применяется во 
многих задачах: собственно для вычисления спектра;5 6 как средство ре­
шения систем линейных алгебраических уравнений;7 8 для локализации 
спектра в итерационных методах решения линейных систем;9 10 при ре­
шении жёстких систем обыкновенных дифференциальных ураввений; 11 
12 для вычисления матричной экспоненты. 13 14 15 16 
Пусть А - ограниченный оператор в гильбертовом пространстве 
11., r.p Е 11., Jlr.pll = 1. Процесс Арнольди в 11. с А и r.p основан на ор­
тогонализации по Граму-Пlмидту степенного базиса подпространства 
Крылова {1). Первые т шагов процесса Арнольди можно выразить со­
отношением 
{З) 
где Q = {q1, ... , qт) - набор первых т ортонормированных векторов 
Арнольди, верхняя хессенбергова m х m-матрица Н = (h;j) содержит 
коэффициенты рекурсии, а е; есть j-й единичный вектор размерности 
m). 
Числа Ритца (собственные значения Н), которые считают прибли­
жениями к собственным: значениям А, не обязаны лежать в спектре S 
оператора А; они находятся в <Поле значений> (множестве значений от­
ношения Рэлея) {(Аф,ф) 1фЕ11., llФll = 1}. Замыкание поля значений 
будем обозначать К. 
Предпринятые до ваших работ попытки оценить скорость сходимо­
сти метода Арвольди для матриц не привели, на наш взгляд, к полу­
чению законченных естественных результатов. Расстояние от собствен­
ного вектора до крыловского подпространства (1) оценено Ю. Саадом17 
через коэффициенты разложения r.p по собственным векторам А и значе-
•w. Е. Arnoldi, Quart. Appl. Math., 9 (1951), 17-29. 
•х. Д. Икрамов, Несимметрu-чная nробАеМа собственных зна-ченuй, М., Наука., 1991: § 16. 
"А. Ruhe, Lect. Notes in Math., 973 (1982), 104-120. 
"У. Sвad, Linear Algebm and its Applic., 34 (1980), 269-295. 
7У. Saad, Matl•. Сотр., 37 (1981), 105-126. 
8У. Saad, М. Н. SchuJtz, SIAM J. Sci. Stat. Сотр" 7 (1986), 856-869. 
"Н. С. Elman, У. Saвd, Р. Е. Saylor, SIAM J. Sr.i. Stat. Сотр., 7 (1986), 840-855. 
10D. Но, F. Cha.telin, М. ВеШ1ашi, Math. Mod. a11d Nuтe:r. A11al., 24 (1990), 53-65. 
11 Р. N. Brown, У. Saad, SJAM J. Sci. Stat. Сотр., 11 (1990), 45G-481. 
"С. W. Gear, У. Saad, SIAM J. Sci. Stat. Сотр" 4 (1983), 583-601. 
'"Е. GallopuJos, У. Sвad, SIAM J. Sci. Stat. Сотр" 13 (1992), 1236-1264. 
14 М. Hor.hbrur.k, С. LuЬir.h, J. Numer. Anal., 34 (1997), 1911-1925. 
1•м. Hochbruck, С. Lublch, Н. SeUюfer, SIAM J. Sci. Сотр., 19 (1998), 1552-1574. 
1ву_ Sвad, SIAM J. Nuтer. Anal., 29 (1992), 209-228. 
11у_ Saad, Nuтerical methodв for large eigenvalue рrоЫет.s, Manchester, Manchester Univ. 
Рrевз, 1992: глава VI, § 7. 
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ния многочленов степени не выше т - 1 в точках спектра: 
где Ot.k - коэффициенты разложения ер= E~=l a"z1r. входного вектора ер 
по набору нормированных собственных векторов z1r. матрицы А. Коэффи­
циенты a1i: могут быть велики при больших перекосах где-то в спектре 
А. Таким образом, плохая обусловленность <неинтересной:. моды может 
послужить причиной <развала:. оценки для искомой собственной пары. 
Кроме того, оценить расстояние от собственного вектора до крыловского 
подпространства недостаточно: из малости этого расстояния не следует 
малость расстояния от искомого собственного вектора до какого-либо 
вектора Ритца. Стьюарт18 распространяет результат Саада на недиа­
гонализируемые матрицы, но оценивает то же расстояние, и его оценка 
также может содержать необоснованно большие величины. Стьюартом 
и Джа19 погрешность аппроксимации собственного значения Л; на шаге 
т оценена по порядку корнем m-ой степени из расстояния от соответ­
ствующего собственного вектора Zj до подпространства (1): 
min IЛ. - 811 :::; 4 ( БllAll ) i/m (2llAll + БllAll ) 1-1/m (5) 
l:5/:5m J Jl - 82 Jl - §2 ' 
где 8 = sinL(z;,К:m(A,ep)). Глава 9 диссертации показывает, что в од­
ной из типичных ситуаций указанное расстояние убывает со скоростью 
геометрической прогрессии при росте т, а тогда из оценки (5) вряд ли 
можно извлечь что-либо полезное. 
Для сравнения скажем, что одна из наших простейших оценок по­
грешности решения спектральной задачи имеет следующий вид: если 
есть конечное количество s собственных значений >. 1, .•• , >.~, не принад­
лежащих полю значений К сужения оператора А на подпространство, 
дополнительное к интересующим нас s модам (это условие даёт возмож­
ность вывести из оценок расстояний от нужных собственных векторов 
до крыловского подпространства оценки ошибок соответствующих век­
торов Ритца), то оценка погрешности вычисления>.; (1 $ j $ s) равна 
O(pjmc), где числа О< Р; < 1 определяются взаимным расположением 
>.; и К, с - константа, зависящая от формы границы К, и под зна­
ком О не скрыты никакие перекосы (перекосы влияют на К). В общем 
18G. W. Stewart, Matrix algorith~. Volume //: eigenay&te~, PhiladelpЬia, SIAM, 2001: rn. 4, 
теорема 3.10. 
18Zh. Jia, G. W. Stewa.rt, Math. Сотр" 70 (2001), 637~7: спецствие 4.2. 
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случае оценка не может быть существенно улучшена. Из этого слецует, 
что оценки (4) и (5), игнорирующие поле значений сужения оператора, 
в принципе не могут даже гарантировать факт сходимости при т -t оо 
для оператора или семейства матриц, удовлетворяющих условиям нашей 
оценки. 
В тот же период Ю. Саадом20 была дана оценка погрешности i:>e"" 
шения системы: линейных уравнений Аи = <р с помощью обобщённого 
метода минимальных невязок GMRES, использующего базис, построен­
ный процессом Арнольди. 21 В этой оценке также (как и в (4)) фигуриру­
ют коэффициенты разложения правой части <р по системе собствеННЪIХ 
векторов А. 
В [4], [5, § 4], [18, § 5] автором получены оценки пqгрешности мето­
да сnектрмьного размжения Арнмыm (МСРА), т. е. варианта мето­
да Арнольди, предназначенного для вычисления произведения матрич­
ной (операторной) функции на вектор. Если функция f аналитична в 
окрестности S и окрестности Sp(H) - спектра Н, то МСРА в качестве 
приближения к вектору 
u = J(A)ip (6) 
выдаёт вектор 
Urn = QJ(H)e1. (7) 
Из рекурсии (3) следует, что МСРА точен для многочленов степени $; 
т-1, то есть 
f(A)rp = QJ(H)e1, /EC[t], degf$m-1. (8) 
Если f аналитична на всём компакте К, то её можно разложить там в 
рJЩ Фабера и благодаря (8) свести оценку погрешности МСР А к оценке 
остатка ряда Фабера. Использование поля значений А в статье [4J благо­
даря оценке нормы резольвенты вне К освободило нас от необходимости 
явным образом отражать в оценке погрешности метода перекосы в спек­
тре. Случай функций, которые могут иметь особенности между несколь­
кими <внешними:. собственными значениями А, рассмотрен нами в рабо­
тах [5] и /18]; там с аналогичной целью мы использовали поле значений 
сужения А на подходящее инвариантное подпространство. А в работе 
[19J мы получили результаты, учитывающие спектр оператора (здесь -
не матрицы) А; в частности, для FOM (метода полной ортогонализации 
вычисления л- 1 ~р) показана сходимость на некоторой посшщователъно­
сти шагов, если О лежит в неограниченной связной компоненте C\Sp(A), 
о чём не бЬIЛО речи в старой матричной теории. 
20У. Sвad, Itemtive methodl /or spar1e linear гугtе1716, Philadelphia, SIAM, 2003: ~оже­
вве 6.32. 
~ 1Г. И. Марчу><, Ю. А. Кузнецов, докп. АН СССР, 181 (1968), № 6, 1331-1334. 
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В [5, § 2], [18, § 3] мы получили оценки для точности вычисления 
собственных пар. Первое, что хочется сделать для оценки качества вы­
деления собственной пары (Л, z), - воспользоваться формулой (8) и взять 
многочлен f степени не выше т - 1, равный 1 в точке Л и принимаю­
щий как можно меньшие значения па остальной части спектра или на 
поле значений ограничения А на подходящее инвариантное подпростран­
ство (<дополнительное> к Cz). Так и делается, но ситуация осложняет­
ся ненормальностью оператора А и ненормальностью Н. Часть оценок 
представляет собой обычные неравенства, но некоторые оценки получа­
ются коши-адамаровского типа: оценивается верхний или нижний предел 
m-го корня ошибки в терминах функции Грина (с особенностью в бес­
конечности) поля значений или спектра. Нижним пределом приходится 
довольствоваться, когда поле значений ограничения А на инвариантное 
подпространство содержит искомое собственное значение. Наши оценки 
для спектральной задачи также сформулированы в терминах упомяну­
тых функций Грина для подходящего сужения оператора; соответствен­
но, в доказательствах используются элементы теории потенциала. То, 
что было сказано выше об отсутствии необходимости явно учитывать 
перекосы в спектре и об оценках, верных для подпоследовательностей, 
справедливо и здесь. Использование в формулировках функции Грина по­
зволяет рассматривать произвольные, а не частные (отрезки, эллипсы) 
поля значений. 
В статье [21] мы для частного случая J(A) = (zl-A)-1 и g = 1 уста­
новили в терминах операторов жёсткие ограничения на А, при выполне­
нии которых есть толк от квадратуры Гаусса-Арнолъди,22 23 под которой 
понимается приближённое равенство (!(A)r,o, g(A)r,o) R:: (!(Н)е1 , g(H)e1), 
где функции f и g аналитичны на спектрах А и Н; до нас оставался от­
крытым вопрос о том, быстрее ли сходится квадратура по сравнению с 
приближённым вычислением векторов f(A)r,o и g(A)r,o с помощью метода 
спектрального разложения Арнолъди. 
Метод Ланцоша24 теоретически представляет собой метод Арнолъ­
ди, применённый к самосопряж!!нному оператору: А*= А. В этом случае 
матрица Н коэффициентов рекурсии является вещественной симметрич­
ной трёхдмагоналъной, а многочлены Арнолъди Q; (Q;(A)r,o = Qнi) ор­
тогональны на вещественной оси и удовлетворяют трёхчленному рекур­
рентному соотношению. Компакт К превращается в отрезок веществен­
ной оси; ряд Фабера функции f на К становится сдвинутым рядом Фурье 
22D. Ca!vetti, S.-M. Кim, L. R.eicbel, SIAM J. Matrix Anal. Appl., 26 (2005), 765-781. 
23R. W. Freund, М. Hochbruck, ln: Linear Algebra for Larr.Je Scale and Real-Time Applicationв; 
М. S. Moonen et а!. (eds), Кluwer Academic Press, Amsterdarn, 1993, 377-380. 
24С. Lanczoв, J. Res. Nat. Bur. Standardв: Sut. В, 45 (1950), 225-280. 
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по многочленам Чебышёва. Эрмитовость матрицы Н силъво облегчает 
построение теории в точной арифметике. Общая оценка погрешности 
метоаа сn~рального разложекш Ланцоша (МСРЛ; эрмитов аналог 
МСРА) была получена (для точной арифметики) в [2]; она позволила 
оценить ошибку вычисления произвольного собственного значения мето­
дом Ланцоша. До наших работ были известны лишь теоремы Каниэля25 
и Са.ада, 26 уточнёвные Пэйджем, 27 которые касались аппроксимации со 
скоростью геометрической прогрессии нескольких собственных значений 
на одном краю спектра. Результаты Каниэля и Са.ада оценивают каче­
ство приближения j-го точного собственного значения Aj j-ым же числом 
Ритца fJ;. Оценки :эффективны, если число этих собственных значений 
сушественно меньше, чем размерность подпространства Крылова т. 
Используя равенство (8), В. Л. Друскин и автор получили априор­
ные оценки ошибки вычисления не обязательно близкого к краю спектра 
собственного значения методом Ланцоша. 
Исследование метода Ланцоша сушественно усложняется при пере­
ходе к машинной арифметике (естественно, в случае матриц).28 29 30 Бы­
ло выяснено, что векторы Ланцоша Q; теряют ортогональность и даже 
становятся почти линейно зависимыми после того, как появится хорошее 
приближение к какому-либо собственному значению. Процесс Ланцоша с 
одной и той же парой (А, rp) может по-разному идти на компьютерах раз­
ных типов или даже на одном компьютере при разных способах компиля­
ции программы. Причина в том, что в процессе Ланцоша при стандарт­
ной реализации вследствие теоретической трё:хдиагональности Н новый 
вектор Ланцоша ортогонализуется только к двум предыдущим, а не ко 
всем, в отличие от метода Арнольди. Поведению процесса Ланцоша в 
условиях машинной арифметики посвящены основополагающие работы 
К. Пэйджа,31 32 33 в которых виртуозно вскрыт механизм появления не­
устойчивости в процессе Ланцоша и влияние неустойчивости на базовые 
матричные соотношения процесса. Оценки погрешности34 можно извлечь 
25 S. Kaniel, Math. Сотр., 20 {1966), 369-378. 
20У. Saad, SIAM J. Numer. Anal., 11 (1980), 687-700. 
27Б. Парпетт, Сшс..иеmрuчН4Я npoбAUIO собственкыz зиаченuй, М., Мир, 1983: § 12.4, 
(12.4.17). 
28С. К. ГQЦуВов, Г. П. Прокопов, Ж. вычОСА. матем. u матем. физ., 10 (1970), 1180-1190. 
20Б. Парпетт, Ор. cit.: rn. 13. 
30G. Н. Golub, D. Р. O'Lea.ry, SIAM Relliew, 31 {1989), 50-102. 
з 1с. С. Paige, The coтpШation о/ eigen'l/alues and eigenveJ:tors о/ very larye вparse тatriceв, 
РЬ. D. thesis, London, Umv. of London, 1971. 
з2с. С. Paige, J. Inst. Math. Applic., 18 {1976), 341-349. 
33С. С. Paige, Linf!fJr AlgeЬrn and its Applic., 34 (1980), 235-258. 
34Говор• о погрешности •pыOODCIDIX метО11ОВ в мвшиШll»i арифметике, мы имеем в wщу суммарвый 
эффект от OCТIUIODl:B ва КОВl:ретво.r mam m в от оmвбок C1Cpyrnemu:. 
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из эстетичной работы Гринбаум,35 которая, используя работы Пэйджа, 
результат реального процесса Ланцоша на шаге т представила как ре­
зультат идеального ПJЮЦесса Ланпоша с матрицей размерности n + т, 
но в упомянутой работе наложеНЪ1 очень жёсткие ограничения на па­
раметры задачи и нельзя в общем случае получить оценку погрешности 
лучше корня четвёртой степени е1/4 из элементарной ошибки округления 
Е. 
Оценка погрешности МСРЛ в мв.шинной арифметике с правильным 
порядком по е была дана в [З]. Для анализа влияния ошибок округления 
на процесс Ланцоша было построено чебЬШiёвское рекуррентное соотно­
шение с правой частью порядка ошибки округления; эта правая часть 
отвечает за неточность процесса. Получение оценки ошибки МСРЛ, в 
правой части которой слагаемое, отвечающее за ошибки округления, ли­
нейно по е (что вЫВЕЩено из результатов Пэйджа), свелось к доказатель­
ству устойчивости чебышёвской рекурсии. 
В [З], [11) был также в принципе объяснён феномен Ланцоша - свой­
ство процесса Ланцоша рано или поздно вырабатывать приближения к 
собственным значениям с почти машинной точностью. Попытка объяс­
нить феномен Ланцоша была предпринята Каллэм и Уиллафби,36 однако 
в их работе используется ряд недоказанных пре.цположений.37 
Априорных оценок погрешности МСР Л и МСР А до наших работ не 
было, если не считать оценки для решения систем линейНЬIХ уравнений 
(!(А)= л-1 ). 
Итак, до нас: 
• спектральные <Оценки> в неэрмитовом случае или содержали в ле­
вой части промежуточные величины (невязки, расстояния от собствен­
ного вектора до крыловского подпространства), а не истинные отклоне­
ния чисел и векторов Ритца от собственных значений и векторов соот­
ветственно, или в правой части необоснованно содержали потенциально 
большие величины (результаты Саада, Стьюарта и др.). Непосредствен­
но применимые (а не содержащие оценки лишь промежуточных величин) 
априорные резулътаты о сходимости чисел Ритца к собственным значе­
ниям относились лишь к краю спектрального интервала в эрмитовом 
случае при точной арифметике (оценки Каниэля и Саада.); 
• из матриЧНЪIХ функций исслецовалась только функция !(А) = 
л-1 , соответствующая решению системы: ливейвых уравнений. Не было 
средств теоретического рассмотрениJ1 даже такой важной и популярной 
функции, как матричная экспонента f (А) = exp(-tA), t ~ О, А ~ О; 
38 А. GreenЬaum, Linear AlgeЬra and it.f App/U:., 113 (1989), 7-63. 
36J. Cullum, R. А. Willo11ghby, L1neor Al,qeЬra and its Applic" 20 (1980), 63-90. 
37Х. Д. Икраuов, Итоги нall"'U и техн.: Матем. ано.Аиз, 20 (1982), 179-260: § 9. 
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• априорные оценки для простого процесса Ланцоша и квадратуры 
Гаусса-Ланцоша в машинной арифметике имели в лучшем случае пра­
вую часть порядка n311'!.':1/ 4 (результат Гринбаум и следствия из него); 
• Были лишь частные попытки объяснить явление адаптации ме­
тодов к спектру. Оценки для квадратуры Гаусса-Арнопьди ничего не 
говорили о её эффективности: не было ясно, имеет ли (и если имеет, то 
при каких условиях на спектр) применение квадратуры преимущество 
перЕщ вычислением соответствующих матричных функций. 
Цель работы: 
построение общей теории сходимости мето.zюв Ланцоша и Арнольди. 
Актуальность темы 
Методы Ланцоша и Арнопьди - классические методы вычислитель­
ной математики. Они широко используются,38 им уделяется много вни­
мания. Однако имевшиеся до нас априорные результаты об их сходи­
мости носили частный или незаконченный характер. Это и обусловило 
актуальность темы диссертации. 
Научная новизна 
В диссертации систематически изпожена общая теория сходимости 
меТQЦов Ланцошаи Арнопьди (в том числе в форме МСРЛ и МСРА), ли­
квИдИрующая имевшиеся качественные пробелы и содержащая прямые 
априорные оценки погрешности. 
Теоретическая и практическая ценность 
Результаты диссертации дают пользователям (математикам и про­
граммистам): 
• прющипиапьную уверенность в том, что обсуждаемые методы 
при установленных условиях работают. В частности, прояснены классы 
матричных функций, к вычислению которых можно применять методы 
спектрального разложения Ланцоша и Арнопьди; 
• возможность априори оценивать объём вычислительной работы, 
достаточный для решения конкретной задачи, а также, зная вид анали­
тической зависимости границы ошибки от номера шага m, апостериорно 
прогнозировать фактическую ошибку путём подбора параметров ( curve 
fitting); 
зана. момент ваписа.ви11 данного данного предложения поисковая система. Googlc вы­
даi!т 79 тысяч ссылок на. запрос "La.oczoв method" и 16 тыс11ч - на запрос "Arnoldi 
method". 
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•инструмент для исследования методов в условиях машинной ариФ­
метики: возмущённые чебышёвские и фаберовские рекуррентные соот­
ношеНШI. 
Ссылки на описания некоторых приложений, к которым имеет от­
ношение автор, да.вы: в диссертации. Приложений, возможно, и не было 
бы, если б не была развита теория. 
Методы исследовави.11 
Из линейной алгебры применены теоремы типа Гершгорина и тео­
ремы о невязке с учётом и без учёта отделённости, из вычислительной 
математики - теорема о сходимости ньютоновского процесса решения 
системы нелинейных уравнений, из математического анализа - орто­
гональные многочлены, многочлены Фабера, специальные функции, кон­
формные отображения, функция Грина и экстремальные многочлены:19 
Положения, выносимые на за~циту: 
•Доказано, что при вычислении методом Арнодьди <крайнИХ> соб­
ственнЬIХ пар схQЦИМость имеет место со скоростью геометрической про­
грессии, показатель которой выражается через значение функции Грина 
дополнения к полю значений сужения оператора на инвариантное под­
пространство, порождённое <неинтересной> частью спектра. Прецложен 
метод спектрального разложения Арнольди для вычисления умноженной 
на вектор операторной функции; дана оценка погрешности этого метQЦа 
в терминах коэффициентов ряда Фабера вычисляемой функции, постро­
еmюго на поле значений. 
• Исследован метод спектрального разложения Ланцоша для вычи­
сления умноженной на вектор функции от эрмитовой матрицы. Для точ­
ной· арифметики дана оценка погрешности метода в терминах коэффи­
циентов ряда вычисляемой функции по многочленам Чебышёва, смещён­
ным на спектральный интервал. Оценена погрешность вычисления про­
извольно расположенного в спектральном интервале собственного значе­
ния метQЦом Ланцоша; в частности, показано, что числа Ритца сходятся 
к заданному собственному значению со скоростью геометрической про­
грессии, показатель которой определяется отделённостью собственного 
значения в спектре. 
39Автор полагает, что он был ср1ЩИ тех, кто в вачwrе 1990-х ГQЦОВ стал активно 
введрllТЬ испольэовавие поля эва.чевий, функции Грива. и многочленов Фабера в ис­
С.'ЩЦ()вавие схацимости 1'рыловских метсщов. Из ссоратнико&> отметим М. Айерманна., 
О. Невавливну и Л. Н. Тресt~евева с соавторами (спиС<Ж пе претендует на полноту). 
Сейчас этими повяти11ми удивишь не очень многих вычиспитепьных линейных впге­
браистов: ови (понятия) начали ВХQЦИТЬ в учебники, а тогда их испопьэование встре­
чапо заметное сопротивление. 
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С. Н. Давыдычеву, Н. Л. Замарашкина, Х. Д. Икрамова, В. П. Ильи­
на, дж. Каллэм, А. В. Князева, JB. И. Лебедева/, /О. В. Локуциевскоrо/, 
К. Любиха, Ю. М. Нечепуренко, Б. Парлетта, Л. Райхеля, А. Руэ, 
В. С. Рябенького, А. Скороходова, А. В. Собянина, В. З. Соколинскоrо, 
С. П. Суетина, К. Торреса-Вердина, Е. Е. ТыртЬIШНикова, М. Хохбрук, 
О. Эрнста, участников перечисленных в пункте <Апробация> конферен­
ций и семинаров; Дэвида Бейли - за публикацию фортранноrо пакета 
повышенной точности48 в Интернете; Центральную rеофизическую экс­
педицию и Schlumberger-Doll Research- за организационную помощь. 
Структура и объ~м работы 
диссертация состоит из двенадцати глав, десять из которых содер­
жат математические результаты и распределены между четырьмя ча­
стями. Объём диссертации - 255 с. Список литературы содержит 187 на­
именований. 
Краткое содержание работы 
Глава 1 <Введение:» описывает задачи, даёт исторический обзор 
и содержит информацию, обязательную для диссертаций. 
ЧАСТЬ 1 <МЕТОДЫ ЛАНЦОША И СПЕКТРАЛЬНОГО РАЗЛОЖЕНИЯ 
ЛАНЦОША в ТОЧНОЙ АРИФМЕТИКЕ: НЕАдАПТИВНЫЕ ОЦЕНКИ> содер­
жит главы 2-3. Термин <неадаптивные> означает <Не адаптированные к 
спектру>, то есть зависящие лишь от спектрального интервала опера~ 
ра в случае метода спектрального разложения Ланцоша и не зависящие 
от лакун в спектре, не связанных с отделённостью нужного собственного 
значения, в случае метода Ланцоша. Адаптивные оценки рассматрива­
ются позже. 
Глава 2 сМетод спектрального разложени.11 Ланцоша в точ­
ной арифметике> содержит начальную информацию про МСРЛ. Пусть 
А - симметричная вещественная матрица размера n х n, f - функция, 
определённая на спектральном интервале А, r.p Е Rn. Обозначим через Л,, 
i = 1, 2, ... , n, Лн1 ~ Л;, собственные значения А (Лn > Л1), а через z; -
соответствуюшую ортонормированную систему собственных векторов. 
Пусть разложение r.p по собствеИИЬIМ векторам имеет вид 
n 
r.p = Ll.fJ;Z;. 
i=l 
(9) 
Напомним содержание т шагов процесса Лавцоша приближённо­
го вычисления спектра оператора А. В пQЦПростравстве Крылова (1) 
48D. N. Bail\!y, АСМ 'lran.11. Malh. Software, 21 (1995), 379-387. 
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строится базис q1 , . .. , Qт, получаемый в результате ортоrонализации по 
Граму-Шмидту последовательности ip, Aip, . . . , лт-1 ~р . Ортоrонализацию 
можно провести с помощью трёхчленной рекурсии 
i=l,2, ... ,m-1, 
где {30q0 = О, q1 = ip и {3; 2: О. Обозначим через Н трёхдиагональную 
матрицу 
н = (~: ~~ ~ . ) ' 
" {3~~1 Q~ 
через 81, s; = (sн, . . . , sm1Y, i = 1, 2, . .. , m, - собственные значения 
и соответствующие нормированные собственные векторы Н . Положим 
Q = (q1 ... Qт), у; = Qs;. Тогда (8;, у;) - приближённые собственные 
пары оператора А, получаемые методом Ритца на кт( А, ip). Положим 
В= Лn + >.1 In _ 2 А, g(x) = f [>.n + >.1 - ;лп - Л1)х] , 
Лп - >.1 Лn - >.1 
где In - единичная матрица порядка n. Рассмотрим ряд Фурье-Чебышёва 
функции g: 
00 
g(x) = L9kTk(x) . (10) 
k=O 
Мы оцениваем скорость сходимости МСРЛ через скорость сходимости 
ряда (10). 
Теорема 1. Пусть ряд (10) абсолютна сходится на отрезке [-1, 1]. 
Тогда для вектора (7) справедлива оценка погрешности 
00 
llu - Urnll :5 2 L l9kl < +оо. (11) 
k=m 
В общем случае оценка ( 11) неулучшаема по порядку. Для многих 
функций, возникающих при решении дифференциальных уравнений, 9k 
выражаются через элементарные или специальные функции, что поз~ 
ляет получить конкретизированные оценки погрешности: см. четыре сле­
дуюuшх утверждения. 
Предложение 1. Пусть >.1 2: О, f(A) = exp(-tA}, t 2: О, а = ~· 
При т :5 а справедлива оценка погрешности 
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ПJ>ЕЩложение 2. Пусть Л1 ?: О, /(А) = cos (tд), т = *' х = ~' 
{ = ~ - 1. Веди О< { $ 1, то имеет место оценка погрешности 
Введём в рассмотрение обратную функцию Жуковскоrо Ф(w) = w + 
./w2 -1. 
Предпожение 3. Пусть Л1 > О, /(А) = ехр ( -zJA) 1 z ?: О. Сnра­
вед.1&ива оценка погрешности 
ПРЕЩnожение 4. Пусть Л1 ?: 01 Лn $ 1, /(А) = А', s Е N\{O}. 
Справед.1&uва оценка погрешности 
Глава 3 <Метод Ланцоша в точной арифметике:. содержит 
доказатепъство ашrроксимационных оценок для собствешюго значения, 
не зависящих от ero номера в спектре. Первая из оценок не учитыва­
ет отделёвность желаемого собственного значения в спектре, а вторая 
учитывает. 
Предложение 5. Предnможим, что llAll $ 11 Лr =О, 'Pr =f О u 
т?: 3. Тогда 
-1.... 
( 4 2)"'-1 1 
min I01I $ ~ - - . 
1$i$m 2 (12) 
( ) log(:~-2) Когда т » log ~ - 2 , то пр8В8.ll часть (12) близка к ;:;. . 
Определим величину 
о= min { шах l/(Л)llf(X) Е JR[X], degf $ т - 1, f(Лr) = 1}, 
AelA1 .Ar-1Ju[>..-+1,An] 
где 1 < r < п, 'Pr >О и т?: 3. 
Теорема 2. Есди llAll $ 1 u 
О< 'Pr ' 
1 + J1 - ер~ 
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то выnолняетс.я оцеNка 
min IЛ - 6·1 < J 2<1 - ip~) б . 
l;Sj:=;т r 1 - (1- ~\->-~) 
</)r U 'i'r 
(13) 
Правая часть оценки (13) убывает со скоростью геометрической про­
грессии благодаря оптимизации многочлена /,49 50 , например, по Золо­
тарёву. 
ЧАСТЬ 2 <МЕТОДЫ ЛАНЦОША И СПЕКТРАЛЬНОГО РАЗЛОЖЕНИЯ 
ЛАНЦОША в МАШИННОЙ АРИФМЕТИКЕ> состоит ИЗ глав 4-6 и также 
содержит неадаптивные оценки. Оценки из глав 4-5 являются аналогами 
оценок из глав 2-3 соответственно для машинной арифметики. Оценки 
главы б для квадратуры Гаусса-Лан.цоша являются аналогами хорошо 
известных свойств квадратур типа Гаусса. 
Г пава 4 сМетод спектрапьноrо разпожениJ1 Лан:цоша в ма­
шинной арифметике> напоминает начальную информацию о МЗ.ШШf­
ной арифметике и содержит машинно-арифметические оценки погреш­
ности МСР Л. Буквой Е: обозначается элементарная машинная ошибка 
округления. Будем придерживаться относительно машинной арифмети­
ки предположений из книги Парпетта. 51 Обозначения Q, Нит. п. будут 
относиться к соответствующим реально вычисленным объектам. Введ~м 
также следующие обозначения: с1 - максимальное количество ненуле-
вых элементов в строках А, Е:о = 2(n + 4)Е:, Е:1 = (1+с1~) Е:, Е:2 = 
J2 mах(бео, е1 ), 1/ = m2·5 llAlle2. Пэйджем показано, что при условиях 
1 m(б(n + 4)е + е 1 ] ~ 1, (n + 4)Е: < 24 (14) 
справедливо неравенство 
Л1 - 1/ ~ 6i ~ Л,. + 11, i = 1, 2, ... , т. (15) 
Как принято в теории метода Ланцоша, мы считаем, что все действия с 
трёхдиагональной матрицей Н, включая решение спектральной задачи, 
производятся точно. 
Сделаем спектральное линейное преобразование, переводящее отре­
зок [Л 1 - ТJ, Л1 +11], заведомо содержащий, в силу (15), собственные зна­
чения Н, в отрезок [-1, 1]. А именно, положим 
g(x) = / [(>.n + Л1) - (~n - Л1+211)х]. 
------------
' 9 В. И. Лебt:дев, Ж. вычш:.с. матем. u .матем. физ" 9 (1969), 1247-1252. 
60Е. М. Ни1еишин, В. Н. Сорокин, Рацuона.сьные annpoкcu.мaцuu u ортогона.сьность, М., 
Наука., 1988: гn. 2, ~тепъство утверJКJ1еНИJ1 8.3]. 
51Б. Парпетт, Ор. cit.: § 2.4. 
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Введём в рассмотрение ряд Фурье-Чебышёва 
00 
g(x) = L9kTk(x), -1$х$1. (16) 
k=O 
Теорема 3. Пусть функция f определена на интервале [Л 1 -71, Л"+ 
71] и ряд Фурье-Чебышё'ва (16) абсолютно сходится на отрезке [-1, 1]. 
Тогда вектор Um опреде.лён корре7'тно и при выполнении {Ц} справед­
лива оценка погрешности 
f2 llAll з 10 ~ llи - Umll $ 4v ;llYllL.(1-1,1[;!/J!-z') Лn - Л1 т е1 + vиГт L....,, l9k/· (17) 
k=m 
Член оценки (17), отвечающий за машинную арифметику, имеет по­
рядок машинной ошибки округления. 
Пример запуска МСРЛ. В Горном техническом университете Фрай­
берга (Германия) одна из научных программ, написанная автором со­
вместно с В. Л. llрускиным, вычисляющая матрИ'Шую функцию f(A) = 
А-1 exp(-tA), t ~ О, была запущена с одними и теми же входными 
даннъrми на персональных компьютерах, работавших под управлением 
операционных систем Windows и Linux. Трансляция была осуществле­
на фортранн:ыми компиляторами фирмы Iпtel: автором для Windows и в 
ИВМ РАН - для Linux. Таблица 1 показывает, что два процесса Ланцо­
ша в конце концов выдали приближённое решение, совпадающее в пяти 
десятиqных знаках. При этом коэффициенты ланцошевской рекурсии и 
значения приближённого решения по ходу процесса (от момента поте­
ри ортогональности векторами Ланцоша и до достижения сходимости 
заданного уровня) различались весьма значительно. 
Глава 5 <Феномен Ланцопm и расположение чисел Ритца> со­
держит машинно-арифметические оценки погрешности процесса Ланцо­
ша. Рассмотрим процесс Ланцоша с начальным вектором (9) и будем 
интересоваться качеством приближений к фиксированному собственно­
му значению л. матрицы А, 1 $ r $ п. Без ограничения общности 
можно считать, что llA/I $ 0.9 и Лт = О. 
Предложение 6. Пусть l/AI/ $ 0.9, Лт =О, 'Рт-/= О в (9) и т ~ 3. 
Предположим, -что выполнены условия Пэйджа (Ц), а также условия 
9m2·5e2 $ 1, m2e1 $ ~~/'Prl· 
Тогаа справедлива оценка 
1 [(lOГm)~ ] min IB;I = min IBi - Л./ $ - - - 1 . lt:;i~m l~i~m 2 Jбl'Prl (18) 
18 
Та.бпипа. 1: Результаты вычисления матричной фувкш~и ва двух кОNПЬютера.х, pa&r 
тающих поц упра.впевием оперв.ционвых систем Windows и Linux. j - вомер ша.га. 
процессов Лавцоша, а; и /3; - коэффициенты лвнцошевских рекурсий, U1 - значения 
приближёввого решения в отдеm.пом (контрольном) узле простра.Н(."Твеввой рв.эвостпой 
сет ~~ 
Linux Windows 
j /3j о:; И; /3j O:j Ui 
50 -0.15702&-14 -0.15702&-14 
100 998.23 20434. -0.16543&-09 998.23 20434. -0.16543&-09 
150 -0.15208&-07 -0.15208&-07 
200 1987.9 2817.1 -О. 79739&-07 1985.8 2813.8 -0.79744&-07 
250 -0.62672&-06 О.63888Е-06 
300 5083.4 2987.7 -0.31798&-05 9944.3 9050.3 -О.32142Е-05 
350 -0. 77681&-05 -О.76203Е-05 
400 10448. 12052. -0.11058Fr04 8183.5 5388.9 -0.1104 7Fr04 
450 -0.11686Е-04 -0.11686Е-04 
500 11734. 11345. -0.11666Е-04 9273.5 5455.4 -О.11666Е-04 
Если 
2 lOГm т - 1 log Jбl1i0rl « 1, 
то правая часть оценки (18) примерно равна 
_!._ log 10Гm . 
т Jбl1i0тl 
Таким образом, оценка имеет по m порядок Io~m. 
Если известна отделённость собственного значения, то оII.Шбку ап­
проксимации можно оценить членом геометрической прогрессии с из­
вестными параметрами. 
Теорема 4. Пусть 1 < r < n, 1Рт > О, / = min1:5i:5n, цт l>.r - >.;j > О, 
m ~ 3, /(Х) Е JR(X], deg/ $ m - 3, J(>.r) = 1, 
IJ(x)I < { 1 при х Е [>.1 -17, >.n + 17], 
- µ $ 1 при х Е [>.1 -17, >.n + 17] \ ]Лr-1 +о, Лт+1 - о[ 
и (помимо {Ц}} выполнены условшr D ::=; G-JIPr и mc:2 ::=; cз1llA!l- 1 , где 
D = J1iiµ + Л, о= c4m3e2llAI!, Л = m 3c:21!Ai1(>.n - >.1)-1, и где с2 и 
с3 - достаточно малые, а с4 - достаточно большая положительная 
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константа. Тогда сnраведлuва оценка 
llAll-1 min \8; - Лrl 
19~m 
:;S max (Гmip;:-2 (m1·5e:2!1Ai11-1 + D), ip;1(m1·5e:2 + D)l\A\!1- 1) . 
При достаточно большом допустимом числе шагов оценка теоремы 4 
имеет порядок машинной ошибки округления. 
Когда матрица А является невырожденной, но не положительно опре­
делённой, то матрица Н = Hm, порождённая т шагами ироцесса Лан­
цоша, может быть вырожденной. В этом случае а~шроксиманта МСРЛ к 
решению системы линейных уравнений Аи= ip не опрецелена на m-ом 
шаге процесса. Мы показываем, однако, что по меньшей м_ере одна из 
двух послецовательных трёхдиагональных матриц, Hm или Hm- 1, име­
ет спектр, чьё относительное расстояние до нуля больше, чем примерно 
нормированный квадрат расстояния от Sp(A) до нуля. 
Предложение 7. Положим 
d(z) = . min lz - Л;I = dist(z, Sp(A)). 
•=1,2, .. . ,n 
Пусть 8 - собственное эна-ченuе Hm , µ - собственное эна-ченuе Hm_ 1, 
llAll = 1 u ни 8, ниµ не слишком близко к спектру А, именно, 
min{d(O), d(µ)} > [<т + 1)3 + v'зm2] е:2 • 
Тогда 
{1 81 1 1} d{Q)2 - М1 ( 
max ' µ 2: d{O) + 6.25,Вm + yf (6 . 25.Вm) 2 + 12.5,Вmd(O) + СЕ1' 19) 
где а::; 12.5 Гт + О(с) . При условии 
90.625 [{2n + 6)е: + т(Зt:о + Е1)] + 12 . 5Гте:1 ::; 8.5 
неравенство {19} может быть заменено на 
Попутно в этой главе получено обобщение теоремы Стилтьеса о 
разделении,52 53 улучшающее аналогичный результат из работы Грин­
баум . s4 
53Т. J. Stieltjes, Annolu 3cientifiquu de E.N.S. 3' гmе, 1 {1884), 409-426. 
"Е. М. HllklIШllи, В. Н . Сорок1111, Ор. cit .: rл. 2, § 8, упражнение б. 
wл . GreenЬaum, Ор. cit. 
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Глава 6 сГауссова квадратурная формула, порождаемая про­
стым процессом Ланцоша, и её приложения:. посвящена квадра­
'l'Урной формуле типа Гаусса (Гаусса-Ланцоша, КФГЛ), порождаемой т 
первыми шагами nростого (т. е. без реортогонализации) процесса Лан­
цоша. Под этим понимается квадратурная формула (для матриц это, 
точнее, формула приближённого суммирования) 
m 
(J(A)q1,qi} ~ (J(H}e1,ei} = L:s~J(O;), 
i=l 
где f - функция, определённая и гладкая на отрезке [>.1 - Т/, >.n + 77] и 
где первое скалярное произведение берётся в JRn, а второе - в JRm. Нару­
шение ортогональности векторов Ланцоша в простом процессе ЛВ:Нцоша 
не позволяет просто обосновать закоmюсть исполь.10вания КФГЛ, поро­
ждаемой т первыми шагами простого процесса Ланцоша, и побуждает 
использовать вычислителъно дорогую реортогонализацию, что нежела­
тельно. Это порождает задачу обоснования КФГЛ в условиях машинной 
арифметики. 
Теорема 5. Пусть а= llAll/(Лn - Л1). Пусть функции f и g оnре­
делекы на [>.1 - 77, >.n + 77] и раэлагаютс.н в рнды 
(>.) = ~ 11 (>.п + Л1 - 2>.) g L., 9k k >. - >. + 2 , 
k=fl n 1 1/ 
сходнщиесн абсолютно на указанном отрезке. Тогда справедливы. нера­
венства 
и 
l(f(A)q1,g(A)q1) - (f(H)e1,g(H)e1)I 
$ О (m3ag2) L IЛY1I + 2 L lfkYll 
k+l<:;2m-2 k+l~2m--l 
lllf(A)q1\12 - llf(H)e1ll 2I $О (т3аg2) L IЛ/11+2 L IЛ/1l-
k+l$2m-2 k+l~2m-l 
Следствие 1. В уСJ&ови.ях теоремы 5 верна оценка 
2m-2 оо 
J(f(A)q1, q1) - (f(H)e1, ei}I $О (m3ut:2) L IЛI + 2 L IЛ!. (20) 
k=O k=2m-l 
Бесконечный ряд в оценке (20) для КФГЛ начинается примерно с 
вдвое большего номера, чем в оценке (17) теоремы 3 для МСР Л. 
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Рис. 1: Пример вычисления величины (A-1q1,q1}. КрИВ8.11 1 - график log10 l(q1,qm}I, 
кривая 2-log10 l(A-1q1,q1} - (H-1e1,e1}I, крива.я 3-log10 l(A-1q1,q1} - (QH-1e1,(/l}I. 
В конце главы описываются приложения доказанных оценок: кон­
структивные - к методу спектрального разложения Ланцоша и решению 
некорректных задач с помощью вариационной регуляризации и теорети­
ческие - к феномену Ланцоша. В иллюстративных целях рассматрива­
ется пример со сравнением вычисления (А-1 <р, <р) с помощью КФГЛ и не­
посредственно с помощью МСРЛ. Матрица А положительно определена 
и имеет хорошо отделённое собственное значение. Приведены результа­
ты счёта для чётпых т (для нечётн:ых т картинка несколько сдвину­
та, но качественно не от;шчается). Рисунок 1 показывает, что веJШчина 
(Н- 1 е 1 ,е1 ) стабильно сходится к решению, в то время как (QH-1e1,q1) 
делает <ПодскоКИ>, связанные, очевидно, с моментами потери орто~ 
нальности, происходящей при сходимости очередного дубля к хорошо 
отделённому собственному значению. 
ЧАСТЬ 3 <МЕТОДЫ АРНОЛЬДИ И СПЕКТРАЛЬНОГО РАЗЛОЖЕНИЯ 
АРНОЛЬДИ: НЕАдАПТИВНЫЕ ОЦЕНКИ> содержит главы 7-9. с:Неада­
ПТИВНОСТЬ> здесь понимается в том смысле, что оценки сформулированы 
в терминах поля значений оператора или сужения оператора на подхо­
дяmее инвариантное подпространство, а не в терминах спектра. Здесь 
мы получаем аналоги результатов части 1 для несамосопряжённого слу­
чая; вместо многочленов Чебышёва и рядов Фурье-Чебышёва появля­
ются многочлены и ряды Фабера; по.являются также функции Грина, 
в терминах которых можно оценить повtЩение нужных экстремальных 
многочленов. 
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В главе 7 <Метод спектрального разложения Арнольди: об-
11Ц1е оценки:. оценивается погрешность вычисления вектора (6) с помо­
щью метода Арнолъди в несимметричном случае в условиях точной и 
машинной арифметики. Вместо разложения f в ряд Фурье--Чебышёва, 
применявшегося в симметричном случае, здесь используется разложение 
в ряд Фабера55 на поле значений. 
Процесс Арнольди в компьютерной арифметике с реортогонализа­
цией может быть выражен формулами AQ - QH = h.-п+1,тQтне:;. + F и 
Q7Q - I = G, где под Q, Ни др. понимаются реально вычисленные на 
ЭВМ объекты и нормы n х n-матрицы F и т х m-матрицы G - умерен­
ные кратные величины <:. Мы даt!м оценки погрешности в терминах вели­
чин l/Fll, llGll и llQ7 Qm+11i, не вдаваясь в стандартную для вычислитель­
ной линейной а.1гебры задачу оценивания упомянутых норм. (Величины 
llFll и шax(llGIJ, llQ7 Qm+1ll) не превосходят произведений, соответственно, 
e:IJAJJ и<: на одночлены: от m, n с небольшими показателями степеней и 
коэффициентами.) Положим 11 = JJFIJ + max(l/Gll, llQ 7 Qm+111)\JAIJ. Предпо­
ложим, что выполняются условия llGll :5 0.5, JJFll :5 JJAIJ, IJQтQmнll :5 1, 
1iQm+1 ll :5 2, Jh.-n+1,ml :5 2JJAll· Они естественны: и следуют из оценок точ­
ности вычисления скалярных произВЕЩений, линейных комбинаций век­
торов, умножения матрицы на вектор и т. п.56 57 при наложении на m, 
n и <: ограничений типа полиномиальных неравенств. 
Свяжем с матрицей А множество К её значений отношения Рэлея. 
Будем рассматривать задачу вычисления (6) в предположении анали­
тичности f на К. Обозначим через 'l/J функцию, конформно и биектив­
но отображающую внешность единичного круга { w Е С J lwl > 1} на до­
полнение к К в расuшренной комплексной плоскости С при условиях 
'1/;(оо) = оо и 'l/J'(oo) > О, через Г - границу К, а через Гр, р > 1, -
линию уровня {'l/J(w) J Jwl = р}. Через Фk, k Е N, обозначаем многочлены 
Фабера для К - целые части k-ой степени 'f/J-1. Пусть 
ос 
f (>.) = L fkФk(>.) (21) 
k=O 
- ряд Фабера функции f на К. 
Теорема 6. Есо1tи функv,ШI f анмитична в канонической обо1tасти 
Gя, ограниченной кривой Гн с параметром R > 1+171/а, то сnраведо1tива 
"П. К. Суетин, Ряды no многоч...епам Фабера, М., Ив.укв., 1984. 
r.ев. Пв.рлетт, Ор. cit.; гл. 2. 
ис. Н. Wilkinвou, Rounding envrs in algeЬraic processes, N. У" Prentice-Hall, 1964. 
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К, через Гр - изолинии функции Грина Гр= { Ф(w) 1 w Е С, \w/ = р }, 
р > 1. По функции/, ана.питической на К, можно построить ряд Фабера 
f = I::o fkФk, сходящийся на К. 
Теорема 8. Пусть функция f аналити'Чна в об.л.асти, содержащей 
внутренность контура Гл (R > 1} и окрестности mо'Чек >.1, ... , >. •. 
Тогда метод Арно.л.ьди, применённый к А и <р, за достато'Чно бо.л.ьшое 
'Чис.л.о шагов т выработает корректно опреде.л.ённую аппроксиманту 
'Um к и, такую 'Что 
lim l/u - Umlll/ш ~ R-1. 
m--100 
ЧАСТЬ 4 <МЕТОДЫ ЛАНЦОША, АРНОЛЬдИ, СПЕКТРАЛЬfЮГО РАЗ­
ЛОЖЕНИЯ ЛАНЦОША И СПЕКТРАЛЬНОГО РАЗЛОЖЕНИЯ АРНОЛЬДИ: 
АДАПТИВНЫЕ ОЦЕНКИ> содержит главы 10-11. Гл. 10 объясняет, поqе­
-му результаты применения методов Ланцоша и Арнольди обычно лучше, 
чем обещано оценками из прЕЩЫДуЩИх глав. Вводится понятие адапта­
ции обоих методов к спектру оператора (который в данном случае нельзя 
считать матрицей), то есть зависимости качества результатов от спек­
тра. Приводятся ко.пичественные выражения утверждений о том, что 
лакуны в спектре ускоряют сходимость и что сходимость в значитель­
ной степени обусловлена спектром S, а не полем значений К. Гл. 11 в 
терминах операторов обсуждает качество квадратуры Гаусса-Арно.л.ьди 
для функции ((zJ - А)- 1 <р, <р) и связь между методом Арнольди и раци­
она.л.ьной аппроксимацией типа Ладе функций марковского типа. 
Глава 10 <Об адаптации методов Ланцоша и Арнольди к 
спектру, или почему два этих метода так МОIЦНЫ> трактует ада­
птацию изучаемых метQЦов к операторно-му спектру. Простое вычисле­
ние начального куска ряда Фурье-Чебышёва {10) и ряда Фабера (21) с 
пQЦставленной туда матрицей даёт несколько лучшие оценки, чем (11) 
и (23). Причина успешного использования МСРЛ/МСРА зак.пючается 
в так называемой адаптации обоих методов к спектру, то есть в зави­
симости их эффективности от спектра А, теоретический учёт лакун в 
котором способен приводить к лучшим оценкам, чем (11) и (23). Дан­
ная глава посвящена как раз это-му аспекту поведения МСРЛ/МСРА и 
собственно метQЦов Ланцоша и Арнольди как методов вычисления спек­
тра. По причине нерелевантности в ненормальном случае матричного 
спектра работа ведётся с операторами. 
Пусть А - ограниченный оператор в гильбертовом пространстве 1l, 
<р Е 1/., S = Sp(A), D - связная компонента дополнения C\S, содержа­
щая бесконечность, Е = C\D 2 S, caplE - логарифмическая ёмкость. 
Если capl Е > О, то существует обобщённая функция Грина g для D; 
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в противном случае считаем, что g =: +оо. Обозначим через r: невяз­
ку FOM на k-ом шаге процесса Арнольди с А и tp (если прибnижённое 
решение МСРА не существует, мы полагаем llr:ll = +оо). 
Предложение 8. Если. О~ Е, то ди FOM сnраведлuва оценка 
lim llт~llI/m S e-g(O)_ (24) 
m-too 
Адаптивный характер {24), так же, как и оценок ошибки из последу­
ющих утверждений, очевиден благодаря монотонности функции Грина60 
по области: чем меньше множество Е, тем больше (нестрого) показатель 
g(O) и, значит, тем лучше сходимость. Обсуждаемая монотонность явля­
ется строгой для регулярных областей. Так как К выпукло и содержит 
S, справедnиво включение Е ~К. Если gк обозначает функцию Грина 
для К и Е "1- К, то g(O) > gк(О), что и выражает преимушество (24) над 
неадаптивной оценкой (23) ввиду свойств сходимости рядов Фабера. 
Предложение 9. Пусть А= А* и. О~ S. Тогда 
lim min [llr~-i ll, llr~ll] I/m S e-g(O), 
m-t:x> 
где g - обобщённая функцuя Грина спектра S. 
{25) 
Заметим, что в отличие от (24) оценка (25) гарантирует хорошее 
поведение FOM для последовательности значений m, имеющей положи­
тельную нижнюю натуральную п;ютность (~ 0.5). 
Отметим, что на практике метод Ланцоша используется для реше­
ния знакоопределённых и знаконеопределённых ССЛАУ в течение дли­
тельного времени.61 62 Однако при обосновании использования метода 
в случае знаконеопределённых операторов были трудности, связанные 
с проблемой устойчивости.63 Утверждая, что по крайней мере один из 
каждых двух последовательных ланцошевских шагов <Хороший>, пред­
ложение 9 как раз обосновывает применение МСРЛ в этом случае (не­
смотря на ВОЗМОЖНЪlе <ВЫСКОКИ> ). 
Определим <Критический уровень функции Грина> Ro = inf { R > 
i j К с Gн }. где Gя - каноническая область для компакта Е. 
00J. L. Walsh, Interpo/ation and approximation Ьу mtional function1J in the complex doтain, 
AMS Co\loquium Publications, 20, Providence, Ш, AMS, 1969: § 4.1. 
61 В. N. Parlett, Linear Algebra and if.s Applic" 29 (1980), 323-346. 
62Н. D. Simon, Math. Сотр., 42 (1984), 11~142. 
63С. С. Paige, В. N. Parlett, Н. А. van der Vorst, Numer. Linear Algebm with Applic., 2 (1995), 
ll&--133. 
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Теорема 9. Пусть R > Ro, а функцш f аналитична в Gн и непре­
рывна на GR. Тогда ошибка МСРА удовлетворнет неравенству 
lim llu - u.nlll/m $ я-1. 
m-+oo 
(26) 
Если Е =/=К, то (26} экспоненциально сильнее, чем (11} и (23). 
Пусть О - и:золированное простое собственное значение А, z - со­
ответствующий собственный вектор, ~ = Aip, g - замыкание линейного 
подпространства span{~,A~,A2~, ••• }, В = Alg: g-+ g, В следующей 
теореме спектр S, множество Е и функция g относятся к оператору В 
(не А). 
Теорема 10. Метод Арнольдu, прuменённый к оператору А и век­
тору ip, на т-ом шаге выработает приближённую собственную пару 
(От, Ут), такую что при подходнщей нормализации Ут верны оценки 
lim IOml 1/m $ e-g(O), lim llz - Ymll 1/m $ e-g(O). (27} 
m-+oo m-+oo 
Заметим, что добавление конечного числа точек к спектру не ме­
няет обобщённых изолиний64 функции Грина. Поэтому здесь нет необ­
ходимости совместно рассматривать несколько собственных значений, в 
отличие от теоремы 7. 
Одна и та же последовательность значений m (которая может бы'I'Ь 
редкой} даёт два нижних предела в заключениях (27} теоремы 10. 
Теорема 11. Пусть А = л• и О - изолированный элемент S {и, 
следовательно, собственное значение оператора А). Метод Ланцоша, 
применённый к паре (А, ip), за m ~ 2 шагов выработает такие пары 
Ритца (От, Ут) с подходящим образом нормализованными векторами 
Ритца Ym, что справедливы оценки 
lim IOml1/m $ e-g(O>, 
m-+oo 
lim [min (llz - Ym-11/, Jlz - Ymll)J 11m $ e-g(U), 
m-too 
где z - нормированный собственный вектор А, соответствующий 
собственному значению О, g - обобщённая Ф1/н"'4Wl Грина для S и g(O) 
следует понимать как существующшl nреде.11 g(O) = lim.л....o, цо g(.Л) > 
О. 
04J. L. Walsh, Ор. cit. 
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Еспи ограничиться главной, экспоненциальной частью оценок, то 
можно сказать, что теорема 11 обобщает теоремы Каниэля и Са.ада 
в сшщующих двух направлениях. Во-первых, интересные собственные 
значения не обязаны лежать на краю спектра или быть соседними. Во­
вторы:х, дополнительные (т. е. не связанные с отделённостью желаемых 
собственных значений) зазоры в спектре ускоряют сходимость, что как 
раз и выражает адаптацию. Отметим, что рассуждение на тему адапта­
ции оценок Каниэля и Саада к спектру имеется в уже упомянутой книге 
Парлетта (§ 12.4). 
Глава 11 <Квадратура Гаусса-Арнопьди дЛJI функции ((zI-
A)-1ip, 1{') и Паде-подобнаа рациональнаа аппроксимациJ1 функ­
ций марковского типа> посвящена квадратуре Гаусса-Арнольди и 
связанных вопросам. Пусть А - ограниченный оператор в гильбертовом 
пространстве 1l и t.p - нормированный вектор из 1l. Функция f m ( z) = 
((zl - Н)-1 е 1 ,е 1 ) (z ~ Sp(H)) является [m -1/m]-аппроксимантой типа 
Па.де в бесконечности с полюсами в точках В; ( 1 ::::; i :5 т) к функции 
f(z) = ((zl - A)-1i.p, i.p) (z ~ S = Sp(A)). Аппроксимация f(z) ~ fm(z) 
обсуждается в нескольких работах.65 66 Она является частным случа­
ем квадратуры Гаусса-Арнольди. Пусть П - неограниченная связная 
компонента C\S, Е = С\П 2 S. 
Если оператор А нормален, то он обладает спектральным разпоже­
вием,67 а пара (А, i.p) - спектральной меройµ с носителем S; имеем 
f(z) = J dµ(t). 
z-t 
s 
(28) 
Поскольку в терминах обобщённой функции Грина 9 области П мы 
имеем 
z Е rl, 
то два следующих утверждения являются критериями нетривиапьности 
квадратуры Гаусса-Арнольди (мы считаем квадратуру нетривиальной, 
если с ростом т cl! ошибка уменьшается существенно быстрее, чем: ве­
личина l!(zJ - A)- 1rp - Q(zl - н)-1е1 11). 
Прецложение 10. Пусть оператор А нормален и спектра.~ьная 
мераµ пары (A,i.p) регул.нрн.а.68 Если существует,така.в точка z Е !1, 
••о. Calvetti, S.-M. Кim, L. Reichel, SIAM J. Matrix Anal. Appl" 26 (2005), 765-781. 
MR. W. Freund, М. Hochbruck, ln: Linear Algebra /or Large Scale and Real-Тime Application~, 
М. S. Moonen et al. (eds), Кluwer Acвdemic Presa, Amsterdam, 1993, 377-380. 
ory, Рудин, ФунКЦUОШJАЬНЫll аш~лuз, м" Мир, 1975: гл. 12. 
68Н. Sta.lu, V. Totik, Generol Orthogonal Polynomiau, Encyclopedia of Matl1. Appl., 43, 
Cwnbridge, Cambridge Univ. Preвs, 1992: гл. 3. 
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что lim,.,.н00 lf(z) - fm(z)l 1/m < e-g(z), то у множества Е и, следова­
тельно, у спектра S нет внутренних точек. 
Теорема 12. Если спектр S нормального оператора А яв.1Uiет­
ся частью аналитической 'К'ривой без самопересечений и не paздe.1Uiem 
комплексную плоскость, то справедливы оценки 
lim lf(z) - fm(z)i 1/m < e-g(z), z Е С\ Co(S), 
m-+oo 
lim lf(z) - fm(z)l 1/"' < e-g(z), z Е П = С\Е, 
m---too 
где Co(S) - выпу'К.!lая оболочка S. 
Продемонстрировано, что замена нормалъного оператора с нетриви­
альной квадратурой на подобный ему в алгебраическом смысле с помо­
щью ограниченного и непрерывно обратимого оператора может приве­
сти к потере нетривиальности (т. е. в ненормальном случае оценку в 
терминах спектра дать нельзя). 
Для марковской функции µ( z) = f ~, где µ - положительная мера 
с компактным носителем бесконечной мощности S = Supp µ, лежащим 
в JR, сходимость диагональных аппроксимант Паде гарантируется тео­
ремой Маркова и её уточнениями;69 70 71 см. также препринт автора72 
по поводу сходимости в лакунах спектра S по меньшей мере на каждом 
втором шаге ассоциированного процесса Ланцоша. 
В работе Гончара73 (см. также работы Ра.хманова74 75) исследова­
на сходимость под.диагональных аппроксимант Паде к функции Р, + r, 
где r Е C(t), r(oo) = О, - <рациональное возмущение> µ, при усло­
вии µ' ( t) > О почти всюду на выпуклом замыкании S (из чего следует, 
что S - отрезок); даны оценки сходимости полюсов аппроксимант к 
полюсам r. В статье Рахманова76 рассмотрен случай носителя меры -
объединения нескольких отрезков вещественной прямой и вещественного 
рационального возмущения r Е IR(t). В статье Гончара и С. П. Суетина77 
получены аналогичные результаты для комплекснозначных мер некото­
рых типов на вещественной прямой. 
ео А. Markolf, Acta Math" 19 (1895), 93--104. 
Т•Е. М. Никишин, В. Н. Сорокин, Ор. cit.: rл. 2, § 6. 
т1 н. Stahl, У. Totik, Ор. cit.: гл. 6. 
72 L. Kn~hnerman, Schlumberger-Doll Research, Res. Note EMG-001-95-12 (1995), 18 р. 
73А. А. Гончар, Матем. сб" 97 (130) (1975), 607-629. 
74 Е. А. Ра.хмаиов, Матем. сб" 103 (145) (1977), 237-252. 
76Е. А. Рахманов, Матем. сб" 118 (160) (1982), 104-117. 
78Е. А. Рв.хмаиов, Матем. сб" 104 (146) (1977), 271-291. 
77 А. А. Гончар, С. П. Суетин, Современные nро6Ае.мь1 .математики, 5 (2004), 3--67. 
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В статье С. П. Суетива78 отмечено, что если S не лежит на прямой, 
то прецельвые точки полюсов циагонаnьных аппроксимант Паде могут 
быть всюду плотны в С. Эта и родственные трудности в теории 8.Шiрок­
симации Паде возникают из-за квази-, а не эрмитовой ортогональности 
знаменателей аппроксимант. Тот факт, что соответствующие квазиор­
тогонапьные многочлены <Хорошо себя ведут:., приходится nьmодить из 
алгебраической специфики случая.79 80 
Мы представш1ем рациональное возмущение с простыми поmоса.ми 
в виде, удобном для проведения процесса Арнольди. На рациональное 
возмущение ваnагается условие вещественности суммарного вычета и 
его положительности. 
Предложение 11. Пусть s ~ 1, Л1 , . .. , Л, - nonapнo разiuчные 
комплексные числа, с1 , ... , с, - ненулевые комплексные 'Числа, такие 
что О < с1 + · · +с. Е JR. Существует такая трёхдuагональная матрица 
т Е свх•, что ((zl - т)- 1 е1,е1) = E;=l .~J",, z Е С\{Л1, ... 'л.}. 
Оставшиеся утверждения этой главы показывают, с какой скоро­
стью метод Арнольди локализует полюсы рационального возмущения 
d2 E;=l .~~;, LJ=l с; = 1, d > О, функции марковского типа (28). Мы 
приведём здесь одно из них. 
Матрицу А1 из условия прщщожения 12 можно найти с помощью 
прецложения 11. 
П~ложеиие 12. Пустьµ - положительнаg мера с компакт­
ным носителем S С С, А2 - оператор умножения на независимую пе­
ременную в L2,µ(S), К= Co(S) - замыкание пол.н зна'Чений А2 , s?. 1, 
числа Л1 , ... , Л, Е П попарно раз.1tи'Чm&, с1 , ... , с8 - ненулевые комыекс­
ные числа, с1 +···+с,= 1, d >О, матрица А1 Е с•х• такова, -что 
• 
((zl -А1)- 1 е1, е1) =}: z .:\ ., j=l , z Е С\{Л1, . . . , Л.}, 
z; - нормированный собственный вектор А 1 , отвечающий собствен­
ному значению Aj, 1l = с· ЕВ L2,µ(S), А = А1 ЕВ А2 - ортогональная 
прямая сумма пространств и соответствующая прямая сумма опера­
торов . Процесс Аршмьаu с оператором А в 1l и начальным вектором 
f{J = l (de1, 1У Е 1/., 
.jrF + µ(S) 
1•с. П. Суетин, Ycnиu .мате.ц. нavi<, 57 (2002), 4&-142: пункт З ввецеив11 . 
711С. П . Суетин, Мате.к. сб. 191 (2000), 81-114. 
80С. П. Суетин, Мате.к. сб. 194 (2003), 63-92. 
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где 1 - постоянная функция <(:единица> из L2,µ(S), за т > s шагов вы­
работает такие пары Ритца (Oj, Yi), j = 1, ... , т, что при подходящей 
их нумерации верны с.11едующие оценки. Ее.ли при данном j (1 :5 j :5 s) 
Лi (j. К, то 
lim lz· - у 11/m :5 e-g(A1). 
m->oo 1 1 
В общем с.л.учае (Лj (j. Е) 
lim IЛ. _ 0·11/m < e-g(A1)-min19~.g(Ak) 
~ J J - ' lim lzj - Yill/m :5 e-g(.\;). (29) 
rn___.oo m->oo 
Здесь g - обобщённан фун'Х."11,UЯ Грина области 11 с особенностью в 
бесконечности. 
в гл. 12 (ЗАКЛЮЧИТЕЛЬНОЙ) сформулированы краткие выводы, 
перечислены нерешённые задачи, упомянуты подходы других авторов и 
высказаны благодарности. 
Машинной арифметике посвящены главы 4-6 и частично 7. Резуль­
таты глав 10 и 11 применимы только к ограниченным операторам в 
бесконечномерных гилъбертовых пространствах. Результаты, касающи­
еся машинной арифметики, применимы только к матрицам. Остальные 
результаты применимы как к операторам, так и к матрицам или клас­
сам матриц неограниченной размерности, причём пространство обычно 
можно считать комплексным, даже если привtЩённая формулировка ве­
щественна. 
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