This paper studies the joint inference on conditional volatility parameters and the innovation moments by means of bootstrap to test for the existence of moments for GARCH(p,q) processes. We propose a residual bootstrap to mimic the joint distribution of the quasi-maximum likelihood estimators and the empirical moments of the residuals and also prove its validity. A bootstrap-based test for the existence of moments is proposed, which provides asymptotically correctly-sized tests without losing its consistency property. It is simple to implement and extends to other GARCH-type settings. A simulation study demonstrates the test's size and power properties in finite samples and an empirical application illustrates the testing approach. Heinemann and Telg, 2018) and are also proven to be suitable in non-standard testing problems . Therefore this paper studies the joint inference on conditional volatility parameters and the innovation moments by means of bootstrap. In particular, we prove the validity of the fixed design-residual bootstrap for a general class of volatility models and propose a bootstrap-based test for the existence of moments in the GARCH(p, q) model. The testing procedure is simple to implement, provides asymptotically correctly-sized tests (without losing the consistency property) and can easily be extended to other GARCH-type settings.
Introduction
The existence of moments is key to statistical inference in financial time series. While researchers generally assume that returns are strictly stationary, there is a large dispute to which extend their corresponding moments are finite. In particular many econometricians question the existence of fourth-order moments of returns, whereas some even challenge the existence of second-order moments. In the absence of moments many statistical tools become unreliable such as the ordinary least squares (OLS) estimator, whose asymptotic distribution requires the existence of fourth-order moments. Frequently, returns are modeled as a product of a conditional volatility process and an sequence of innovations. In such case the existence of moments reduces to an inferential problem depending on the parameters of the conditional volatility model and on characteristics of the innovation process. Ling (1999) and Ling and McAleer (2002a) provide the necessary and sufficient condition for the existence of even-order moments in the well-known GARCH model. Similar results for other GARCH-type models are obtained by He and Teräsvirta (1999) , Ling and McAleer (2002b) and Francq and Zakoïan (2011, Chapter 10) . Recently, Francq and Zakoïan (2018) study the existence of moments for GARCH(1,1) processes and derive the asymptotic distribution of the Wald statistic. Observing that the finite sample behavior is not always in par with the asymptotic results, they propose a bootstrap procedure, whose validity they prove for testing second-order stationarity. Unfortunately, neither for higher-order moments nor for higher-order GARCH models results are available. In particular the latter is a non-standard testing problem as the teststatistic is typically based on the spectral radius. In contrast, bootstrap methods are well-studied in conjunction with GARCH-type models (Hall and Yao, 2003; Hidalgo and Zaffaroni, 2007; Corradi and Iglesias, 2008; Shimizu, 2010;  is assumed to be a measurable function of past observations σ t+1 = σ t+1 (θ 0 ) = σ( t , t−1 , . . . ; θ 0 ), (2.2) with σ : R ∞ × Θ → (0, ∞) and θ 0 denotes the true parameter vector belonging to the parameter space Θ ⊂ R r , r ∈ N. Various commonly used volatility models satisfy (2.1)-(2.2); for examples see Francq and Zakoïan (2015 , Table 1 ). Frequently we are not only interested in the parameter vector θ 0 , but also in characteristics of the innovation distribution. The following example illustrates.
Example 1. Suppose { t } follows a GARCH(1, 1) process given by (2.1) and
for k ∈ N, the necessary and sufficient condition for the existence of E[ 4 t ] is
(2.3) Francq and Zakoïan (2018) propose a Wald statistic based on QML to test for (2.3).
We collect the moment characteristics of the innovation distribution in a vector
, where we confine ourselves here to the even moments, i.e.
h(x) = (x 2 , . . . , x 2m ) (2.4) for some m ∈ N. Generally, µ is unknown and needs to estimated just like θ 0 .
Estimation
For the estimation of the parameters θ 0 and µ we use a two-step procedure, which is also employed by Francq and Zakoïan (2018) . First, the vector of the condi-tional volatility parameters θ 0 is estimated by QML. Since the conditional volatility σ t+1 (θ) = σ( t , t−1 , . . . , 1 , 0 , −1 , . . . ; θ) can generally not be determined completely given a sample 1 , . . . , n , we replace the unknown presample observations by arbi-
Then the QML estimator of θ 0 is defined as a measurable solutionθ n of
In the second step, the first-step residuals are obtained, i.e.η t = t /σ t (θ n ), and the moments estimated:μ
We first list several assumptions essential to the following analysis. Whereas in this paper we mainly focus on GARCH(p,q) processes, the assumptions below are stated in a form that can readily applied to other GARCH-type processes (see Remark 3). 
(ii) θ → σ(x 1 , x 2 , . . . ; θ) has continuous second-order derivatives satisfying
where || · || denotes the Euclidean norm.
Assumption 5. (Innovation process) The innovations {η t } satisfy
Assumption 6. (Interior) θ 0 belongs to the interior of Θ denoted byΘ. 
The assumptions are fairly standard in the literature; for a discussion we refer to Francq and Zakoïan (2015) and Beutner et al. (2018) . To lighten notation, we
and drop the argument when evaluated at the true parameter, i.e. D t = D t (θ 0 ). In addition, we define d = deg(h), the highest polynomial degree of the function h, which reduces to 2m using (2.4). The next result provides the joint asymptotic distribution ofθ n andμ n . A similar result for a GARCH(p,q) model can be found in Francq and Zakoïan (2018) .
Theorem 1. (Asymptotic distribution) Suppose Assumptions 1-9 hold with a = max{4, 2d}, b = 4 and c = 2. Then, we have
3)
where
The asymptotic distribution in Theorem 1 can be used to perform inference on parameters after having obtained a consistent estimator for Σ. A powerful alternative to perform statistical inference provide bootstrap methods.
Bootstrap
We employ a fixed-design residual bootstrap scheme as in and Beutner et al. (2018) to approximate the distribution of the estimators in (3.1)-(3.2).
We indicate the bootstrap quantities by a superscript * and use the usual bootstrap notation: " p * →", " d * →", "O p * (1)", "o p * (1)", P * and E * (cf. Chang and Park, 2003) .
Algorithm 1. (Fixed-design residual bootstrap) 1. For t = 1, . . . , n, generate η * t iid ∼F n and the bootstrap observation * t =σ t (θ n )η * t 2. Calculate the bootstrap estimator
3. For t = 1, . . . , n compute the bootstrap residualη * t = * t /σ t (θ * n ) and obtain
The asymptotic validity of the bootstrap procedure is stated in the following theorem.
Theorem 2. (Boostrap consistency) If Assumptions 1-9 hold with a = −12, max{2d, 12}, b = 12 and c = 6, then
in probability.
Remark 1. The estimatorθ n in the first step of Algorithm 1 can be replaced by any consistent estimator of θ 0 , sayθ n . A close inspection of the proof of Theorem 2 reveals that bootstrap's consistency follows after an appropriate standardization, i.e. replacê θ n byθ n in (4.3).
In the subsequent section we employ Theorem 2 and Remark 1 to derive a bootstrapbased test for the existence of moments in the GARCH model.
Bootstrap Test for the Existence of Moments
We consider a GARCH(p,q) model, in which the recursive form of (2.2) is given by
We are interested in testing whether for this GARCH process the moment E[ 2m t ] exists. Ling (1999) and Ling and McAleer (2002a) provide the necessary and sufficient condition for the existence of even moments of model (2.1) and (5.1). For any matrix A we write ||A|| S to denote its spectral norm, i.e. ||A|| S = λ max (A A), and set
We are interested in testing the null hypothesis
As usual in hypothesis testing where the null hypothesis is characterized by an open set, the test is in fact constructed for the closure of the H 0 , i.e.H 0 : T ≤ 1 against the alternativeH 1 : T > 1. Before proceeding with the test statistic, we note that T can be expressed in terms of θ 0 and µ. To illustrate this fact, we reconsider the GARCH(1,1) model from Example 1.
Example 1. (continued ) We observe that the left-hand side of (2.3) corresponds to T for m = 2. Further, for p = q = 1 we find that A t reduces to
The latter possesses a single non-zero eigenvalue (c.f. Francq and Zakoïan, 2011, p. 45) given by
To appreciate why T is a function of θ 0 and µ also in higher order GARCH models, we state the following proposition.
Employing Proposition 1, one finds E A ⊗m t = m k=0 B k,m (θ 0 )µ 2k with µ 0 = 1 and hence there exists a function τ :
(5.5)
With regard to Section 3, a natural test statistic is given bŷ
To find critical values that control the size of the test, we study the "worst case scenario" underH 0 , which corresponds to T being equal to 1. With regard to (5.4), one can rely on asymptotic theory when p = q = 1.
Corollary 1. Suppose a GARCH(1,1) process { t } with parameter θ 0 and i.i.d. sequence {η t }, which satisfies the assumptions of Theorem 1 and T = 1. Then
The previous corollary is a direct consequence of Theorem 1 and the delta-method.
Hence, testing E[ 2m t ] < ∞ in the GARCH(1,1) at the asymptotic level α ∈ (0, 1) could be defined by the rejection region √ n(T n − 1) >ς n Φ −1 (1 − α) , whereς n is a consistent estimate for ς and Φ denotes the standard normal cumulative distribution function. However, as shown in Francq and Zakoïan (2018) , the finite sample distribution ofT n is not always in par with the asymptotic results. Moreover, for higher order GARCH models, this asymptotic approach is practically infeasible due to the complicated form of function τ (recall that τ is a composite function involving the spectral norm). Instead we propose to mimic the finite sample distribution of the test statistic by means of a bootstrap procedure similar to Section 4. To construct such bootstrap scheme we re-estimate the parameter θ to impose the "worst case scenario" for the "bootstrap world". We denote the constrained estimator byθ c n , which satisfieŝ 
3. For t = 1, . . . , n compute the bootstrap residualη t = t /σ t (θ n ) and obtain the bootstrap test statistiĉ
(5.10)
Since the bootstrap quantities are generated under the constrained estimator, a superscript is employed to distinguish them from the ones in Algorithm 1. The corresponding bootstrap notation is given by: " p →", " d →", "O p (1)", "o p (1)", P and E . The bootstrap procedure described in Algorithm 2 is valid in the following sense.
Corollary 2. Suppose the assumptions of Theorem 2 hold true. If T = 1, we have
Under the alternative, i.e. T > 1, we have √ n(T n − 1) = O p (1) in probability.
The previous corollary legitimatizes the following bootstrap test at level α ∈ (0, 1) to assess whether E[ 2m t ] is finite in the GARCH(p,q) model. We acquire a set of B bootstrap replicates, i.e.T 
Then the bootstrap test is defined by the following rejection region:
n >T n as approximate p-value of the bootstrap test.To appreciate why the bootstrap test is consistent, we note that under the alternative, i.e. T > 1,
explodes in probability, whereas √ n(T n − 1) = O p (1) in probability.
Remark 2. In case one is interested in the null hypothesisH 0 : T ≥ 1 against the alternative hypothesisH 1 : T < 1, the bootstrap test is defined by the rejection
Remark 3. The bootstrap-based test for the existence of moments can be readily adapted to other GARCH-type processes such as the threshold GARCH (T-GARCH)
of Zakoïan (1994) , the asymmetric power GARCH (AP-GARCH) of Ding et al. (1993) or the GARCH extension of Glosten et al. (1993) (GJR-GARCH). In fact, it only requires replacing the model-specific function A(θ, η) in (5.2); see Table 3 for details on the functional forms of the aforementioned GARCH-type models. The theoretical results presented for the GARCH carry over after a small adjustment of the moment function h(x): e.g. in the T-GARCH case the corresponding function is given by h(x) = x + , . . . , (x + ) m , x − , . . . , (x − ) m , where x + = max(x, 0) and 6 Numerical Illustration
Monte Carlo Experiment
A simulation study is conducted to gain further insight into the practical implications of the bootstrap-based test of Section 5. In particular we focus on the GARCH (1,2) model, which is motivated by the subsequent empirical application (see Section 6.2).
The innovations are generated from a standard normal distribution, i.e. η t iid ∼ N (0, 1), such that (µ 4 , µ 6 , µ 8 , µ 10 ) = (3, 15, 105, 945) . Further, the GARCH parameters are set
to ω 0 = 0.08, α 01 = 0.05 and α 02 = 0.10 while β 01 ≈ 0.80 is chosen such that T in (5.5 ] < ∞ for different sample sizes (n) and for different nominal levels (α). The bootstrap test is based on B = 1,999 bootstrap replications and the rejection frequencies are computed using S = 2,000 simulations. The data generating process is a GARCH(1,2) with Gaussian innovations.
Empirical Application
Next, we study the German stock market index DAX for the period January 2, 1990
until January 20, 2009. The information on the index price is retrieved from Yahoo Finance and daily (log-) returns (expressed in %) are determined yielding n = 4,807 observations. Figure 1(a) displays the resulting series of returns. For this financial series Francq and Zakoïan (2011, p. 206 ) strongly reject the null hypothesis of a GARCH(1,1) in favor for a GARCH(1,2) model. Estimating the latter, we present the corresponding point estimates in Table 3 , where the reported standard errors are obtained by means of bootstrap. Indeed we find a substantial point estimate for ω nαn,1αn,2β1,nμn,4μn,6 point estimate 0.0491 0.0182 0.0983 0.8584 7.9927 629.5224 std. error 0.0131 0.0214 0.0298 0.0247 2.9970 415.6760 Table 3 : GARCH(1, 2) estimates and the estimates of the innovations' fourth and sixth moments. The standard errors are obtained by applying the fixed-design residual bootstrap with B = 1,999 bootstrap replications.
α 0,2 . Moreover, as documented in various studies we observe large volatility persis- tence in the data. The estimates of the fourth and sixth moments indicate that the innovation distribution is considerably more heavy-tailed than the standard normal distribution whose corresponding moments are 3 and 15, respectively. Although this can be hardly seen from the histogram of the residuals in Figure 1(b) , where a scaled normal distribution is superimposed, we find that a (normalized) Student-t distribution with 9 degrees of freedom provides an improved fit. Next, we test to what extend the financial time series at hand has finite moments. In particular we focus on the second, fourth and sixth moment corresponding to m = 1, 2, 3, respectively. Table   4 presents the test-statistic and the corresponding p-value associated with the null hypothesis E[ 2m t ] < ∞. For m = 1, we find a test statistic smaller than unity and m = 1 m = 2 m = 3 T n 0.9773 1.0309 1.5788 p n,B 0.9968 0.1726 0.0005 Table 4 : GARCH(1, 2) estimates and the estimates of the innovations' fourth and sixth moments. The standard errors are obtained by applying the fixed-design residual bootstrap with B = 1,999 bootstrap replications.
henceforth the corresponding p-value is large. For m = 2, the test statistic is slightly larger than unity, however there is not enough evidence to reject the null hypothesis that the fourth moment exists. In contrast, for m = 3, the test statistic is substantial larger and the corresponding p-value strongly indicates that it is unlikely that the sixth moment is finite. Summing up: while the series seems to admit moments up to second-order, there is strong evidence against the existence of sixth-order moments.
With regard to the fourth-order moment, the test is inconclusive.
Concluding Remarks
This paper studies the joint inference on conditional volatility parameters and the innovation moments by means of bootstrap to test for the existence of moments for GARCH processes. For a general class of volatility models we derive the joint asymptotic distribution of the QML estimators and the empirical moments of the residuals. Further, we propose a fixed-design residual bootstrap to mimic the estimators' finite sample distribution. The validity of the bootstrap method is proven under mild assumptions and a bootstrap-based test for the existence of moments in the GARCH(p,q) model is proposed. This testing problem is non-standard as the test-statistic involves the spectral radius. Still the testing procedure is simple to implement and provides asymptotically correctly-sized tests without losing its consistency property. A simulation study demonstrates the test's size and power properties in finite samples. An empirical application illustrates the bootstrap-based testing approach, which can easily be extended to other GARCH-type settings.
A Auxiliary Results and Proofs
Proof of Theorem 1. We defineμ n,k = 1 n n t=1η k t for k ∈ {2, . . . , 2m} and expand
Using the inequality (x + y) k − x k ≤ k2 k−1 |y| |x| k−1 + |y| k−1 for x, y ∈ R and Assumptions 3 and 4(i) leads to
For each ε > 0, Markov's inequality and the c r -inequality entail
The Wold-Cràmer device and the central limit theorem for martingale differences (c.f.
Francq and Zakoïan, 2011, Corollary A.1) implies
The result follows noting that
which completes the proof.
Lemma 1. Under Assumptions 1-4, 5(i), 5(ii), 6, 8 and 9 with a = −1, max{4, 2d}, b = 4 and c = 2, we have 
almost surely by the Cramér-Wold device. By construction, we have E * Z * n,t = 0.
Further, we have that s 2 n = n t=1 Var * Z * n,t is equal to in probability, which establishes √ n(T n − 1) = O p (1) in probability.
