ABSTRACT In actual production practice, the occurrence probability of multiple faults is much higher than that of a single fault. Since the composition of multiple faults is uncertain, it is difficult to establish a single model for multifault diagnosis. In this paper, a new hierarchical framework is proposed for solving multifault detection and isolation problems. First, an adaptive dynamic kernel independent component analysis method is proposed for time-varying and unknown multifault detection. After that, a sparse local exponential discriminant analysis method is developed for the multimodal multifault isolation problem. Finally, the Tennessee Eastman process is used to validate the performance of the proposed methods, and the experimental results show that the proposed methods can efficiently detect and isolate multiple faults.
I. INTRODUCTION
Due to the complex operation mechanism, chaotic environment and vague boundary conditions, complex industrial processes almost always have the characteristics of parameter uncertainties, dynamic characteristics, and modeling difficulties. The occurrence or existence of multiple faults has already been natural events with the advent of complex industrial processes. Associated with these trends, faults occur simultaneously or sequentially in a device or a control loop, they may further propagate to the whole production line by means of information and/or material flow. They will affect the system safety, reliability, and the final product quality. As a result, as the first protective layer for modern complex industrial processes, detection and isolation of multiple faults are of great importance, which have recently become an important research topic both in academia and engineering areas [1] - [7] .
With the rapid development of sensor and communication technologies, vast amounts of production and monitoring data has been collected and stored. Associated with these trends, data-driven fault detection and isolation techniques have been widely applied in complex industrial processes [8] , [9] .
Among the numerous data-driven fault detection methods, the commonly used techniques are principal component analysis (PCA) and partial least squares (PLS) [10] . However, these methods become increasing limited, when nonlinearity or time-varying behaviors are presented in complex industrial processes. In order to solve these issues, these classical approaches have been expanded into kernel PCA/PLS [11] , [12] and dynamic PCA/PLS [13] , [14] . However, these PCA and PLS-based methods are subject to the assumption that the process data follows a Gaussian distribution. Detection results may lead to unexpected results such as missing or false alarms [15] . Alternatively, independent component analysis (ICA) and its variants and extensions [16] - [19] , have unique advantages in terms of processing non-Gaussian and aliasing signals, which have been widely used in detection of multiple faults in induction motor [20] , marine diesel engine [21] and internal combustion engine [22] . Meanwhile, they provide favorable solutions for multifault detection of non-Gaussian industrial processes as well.
Moreover, in order to reduce the complexity of industrial process, the multiblock or distributed monitoring methods, such as multiblock principal component analysis (MBPCA) and multiblock partial least squares (MBPLS) [23] , [24] , have gained extensive attention. These methods can improve fault tolerance of the process, enhance the scalability of the framework, increase the fault sensitivity, and reduce the computational complexity significantly [25] . And more importantly, the most responsible faulty block or control loop can be located and isolated easily as well, which will provide practical technologies for hierarchical detection and isolation of multiple faults in complex industrial processes.
Compared with the achievements in fault detection, very few research effort has been focused on the more challenging issue of fault isolation in complex industrial processes. The commonly used fault isolation methods are support vector machine (SVM) [26] , contribution plots [27] , [28] , and joint angle analysis (JAA) [29] . Although the above methods have their advantages in feature extraction, they may not be suitable for isolating the multiple faults that have intrinsic relationships among the numerous variables. During the last decades, linear discriminant analysis (LDA) [30] and local Fisher discriminant analysis (LFDA) [31] , which can separate different categories, have been successfully applied in fault isolation areas due to their simple algorithms, robust techniques, and maximum separations. However, there are some deficiencies that need to be resolved, mainly including the singularity problem, difficulty to interpret and sensitivity to the number of dimensions. To tackle the singularity problem, null-space LDA [32] , orthogonal LDA [33] and uncorrelated LDA [34] have been proposed. In order to improve the interpretability and discriminability, stepwise discriminant analysis (BMD07M) [35] and DISCRIM [36] algorithms were studied. However, they may not be appropriate for solving the discriminant with large scale and selecting the optimal discriminant direction problems.
Motivated by the aforementioned observations, the main contributions and innovations of this paper are: 1) to put forward a new hierarchical detection and isolation framework for multiple faults in complex industrial processes;
2) to develop a real-time detection method for multiple faults based on adaptive dynamic kernel independent component analysis (ADKICA);
3) to propose an accurate isolation method for multiple faults based on sparse local exponential discriminant analysis (SLEDA).
II. BACKGROUND AND PROBLEM FORMULATION
In this section, we first review the classical ICA and LFDA methods briefly, which will motivate the problem formulation for the developed framework of multifault detection and isolation.
A. ICA Let the observation matrix be X = [x 1 , x 2 , · · · , x n ] T ∈ R n×m , where n and m are the number of samples and measured variables, respectively. X should be normalized as zero mean value and unit variance matrix, then the ICA model can be given as:
where
is an m-dimensional unknown independent signal source matrix. The key to obtaining S is to solve W = A −1 . First, the standard data needs to be whitened and the correlation between the variables is removed by the linear transformation
where D is the eigenvalue diagonal matrix of the covariance matrix of X, is the eigenvector corresponding to the eigenvalue. The whitening transformation is expressed as:
At present, the most common method to calculate B is the fixed-point algorithm [37] . Let the probability of random vector y be p y (η), then the differential entropy of y can be defined as:
Since the Gaussian variables have the maximum entropy of all the random variables with equal variance, the definition of negentropy is:
An approximate expression for calculating F(y) is given by Hyvärinen and Oja [38] :
Let k > 0 be a constant, and G(y) = 1 a 1 log cosh(a 1 y), 1 ≤ a 1 ≤ 2. Based on the approximate calculation method of negative entropy, a fast fixed-point algorithm is deduced. The unit initialization vector is selected randomly, its estimation can be calculated by:
where b i is normalized by orthogonal standardization. B is formed by each column of b i (i = 1,2,. . . ,m). From Eqs. (1) and (2), the relationship between W and B can be expressed
The ICA model is developed using historical data under normal working conditions. Real-time data should be standardized before monitoring. Then, ICA detection statistics is defined as the sum of the squared independent principal element (I 2 ):
In actual production practices, the occurrence of multiple faults is always accompanied by dynamic and nonlinear changes, the magnitudes of the latest samples are only considered by the traditional ICA method, which may degrade detection performance. Meanwhile, the dimension of the ICA monitoring model is always given by the number of reference samples, which may result in fault delay or false alarm due to the shift of process parameters. In order to solve these VOLUME 7, 2019 issues, in this paper, a new ADKICA method based on adaptive detection statistic is developed for detection of multiple faults.
B. LFDA
Next, the LFDA implementation method is introduced briefly. Suppose there are c pattern classes, n i denotes the number of samples in the ith class, n = c i=1 n i is the total number of samples. The within-class scatter matrix and the between-class scatter matrix can be defined as:
where:
and suppose that elements of P ij lie in [0, 1], the value is determined by the local scaling of x i and x j . In this way, the nearby data pairs of the same class are close and data pairs of different classes are apart. The optimal discriminant direction which maximizes the between-class scatter but minimizes the within-class scatter is obtained by maximizing the Fisher criterion:
where T = (η 1 , η 2 , . . . , η m ), η i is the characteristic vector composition of eigenvalue λ i , and the calculation method is:
LFDA is a supervised dimensionality reduction method which has the locality preserving property. However, in actual practices, the dimension of the sample is always larger than the number of samples, which may result in the small sample size (SSS) problem. Meanwhile, the traditional LFDA method does not have the ability to select the key relevant features from original high dimensional data and represent them. Moreover, undesired results may be obtained by the LFDA method if samples are multimodal in a class. In order to solve these issues, in this work, a SLEDA method is proposed for multifault isolation, which benefits from the sparse techniques and exponential transformation.
III. ADKICA-BASED DETECTION METHOD FOR MULTIPLE FAULTS
In this section, an ADKICA method for multifault detection will be introduced, which is designed for adaptively tracking the time-varying process behaviors and heuristically extending the nonlinearity detection datasets after linearity evaluation [39] . Generally, it is assumed that the observations are statistically independent of each other at past time.
Kernel ICA (KICA) is an onlinear generalization of ICA, in which the data is first mapped into a higher dimensional feature space by a nonlinear mapping function (·), the covariance matrix C ⊆ R n×n in the feature space can be formulated as:
Let = [ (x 1 ), . . . , (x n )], then C can be explained by C = · T /n. Computing in high-dimensional space may cause issues with the dimension, and the kernel function method can solve this problem effectively, since it can perform linear analysis in high-dimensional space. So defining an n×n Gram kernel matrix K by:
Thus K can also be represented as K = T · . It can be alternatively used for simplifying the dot-product in the above high dimensional feature space by introducing a kernel function. There are some widely used kernel functions including the radial basis kernel, the polynomial kernel, and the sigmoid kernel. In the above explanation, it is assumed that samples are zero-mean and unit-variance in the feature space. Now the mean centering can be performed as follows:
The dimension of the kernel matrix is the square of the sample dimension, due to the large sample size, the traditional KICA method needs huge computation and storage space [17] . Recently, low-rank matrix decompositions are essential tools in the application of kernel methods to large-scale learning problems [40] . The singular value decomposition (SVD) approach in KICA is to solve K:
where, U and V are the orthonormal eigenvectors of K T K and K K T , respectively. And D is the singular value of K. Let the associated eigenvalues of C F be D/n, and the orthonormal eigenvectors can be expressed as V F = VD − 1 2 . Then, the whitening matrix is:
Thus, the mapped data can be whitened in the feature space by the following transformation:
In order to explore the dynamic process, the first step is to augment each observation vector x k with the previous l observations, such that: (21) where x k is the normalized observation vector at sample k(k = 1, . . . , n). Then the data matrix can be stacked in the following manner:
Meanwhile, the augmented matrix X l must be normalized by the mean and standard deviation. Then the normalized matrix will be used as modeling data in the KICA which is introduced in the previous section. It has been verified that a value of l = 1 or 2 is good enough to describe the dynamic characteristics of most processes [16] .
The traditional KICA monitoring statistic has good realtime monitoring effects but ignores the direction of the process mean shift, which may affect the time-varying and unknown multifault detection performance [18] , [19] . In the dynamic processes, the process mean could well be changed from zero to a new position. So the shift mean can be shown at sample k as following hypothesis:
where µ is the mean of the dynamic process and m k denotes the new desired shift. Furthermore, in order to monitor the mean shift dynamic processes, the application of new fault detection method is introduced by the likelihood ratio test. The likelihood function is given by:
The following simplified formula can be obtained by taking the natural logarithm of Eq. (24):
Based on the likelihood ratio Eq. (25) , an adaptive statistic J can be expressed:
where J th is the threshold calculated by kernel function
In the dynamic processes, the mean shift keeps varying over time, m k is updated recursively. The key of applying J is to determine the change of m k . However, the shift of industrial processes is neither known nor constant over time. One of the most widely used model is the exponentially weighted moving average (EWMA) method for predicting the timevarying cases [41] . The EWMA forecasting procedure has the characteristics of simple form and good interpretability and it is expected to be more powerful in dealing with time-varying dynamical systems. So the mean shift can be defined as: (27) where 0 < w < 1 is a EWMA smoothing parameter which shows the degree of inertia for the dynamical process. It is concluded that smaller values of w are more effective in detecting small shifts in the mean vector [42] . And it is not difficult to show that when w = 1 then m k = z k , and J simplifies to the traditional KICA monitoring scheme. If w = 0, it is easy to find that m k = m k−1 = . . . = m 0 and J becomes equal to a directional I 2 chart. To be noted, in this work, w is chosen according to the measurement data of the process.
IV. SLEDA-BASED THE ISOLATION METHOD FOR MULTIPLE FAULTS
In this section, the main concerns are improvements of LFDA for multifault isolation. For the SSS problem, the extracted discriminant information cannot be contained in the null space. The matrix exponential is a widely used computational method which can transform null space into a new full rank space and enlarge the margin between different classes [43] , [44] . Now, the matrix exponential can be used in the within-class and between-class scatter matrices which effectively combines the ideas of LFDA and exponential forms. So the local exponential discriminant analysis (LEDA) can be defined as: . The discriminant power is given by P LDA = λ b /λ w and P LEDA = e λ b /e λ w where λ b and λ w are the eigenvalues of S b and S w respectively. Generally, the distance between samples in different classes is bigger than the related distance between samples in the same class, and all eigenvalues are nonnegative. Associated with these trends, in this paper, we have P LEDA > P LDA . As shown in Fig. 1 , the between-class distance is increased, so that the aliasing between neighboring classes in the exponential space is eliminated [43] .
As it is known, the number of feature selection and extraction play important roles in pattern classification. In real-word applications, the sparse constraint is exploited in feature extraction which removes redundant information and selects important feature. To obtain the desired discriminability, the l 2,1 norm regularization is used in the discriminant optimization problem, and inspired by Yu and Zhao [5] , [6] , define w = exp(S w ) and b = exp(S b ), the problem (28) can be solved by the optimal Fisher criterion, then the novel objective function is:
where γ is a trade-off parameter which is determined by the linear search method [6] and µ is a small positive constant to balance w and b . The l 2,1 norm of matrix T is calculated as
Motivated by the PCA constraint [44] , we introduce an ICA constraint into the discriminant function. By the l 2,1 penalty, the discriminative projection matrix has the ability to adaptively extract the category of important features. And the iterative method is used in solving the optimization problem of SLEDA. After the application, the mentioned problems in the above sections have been improved significantly.
To solve the optimization problem in Eq. (29), the Lagrangian iterative method is used in the SLEDA algorithm, and the Lagrangian function is:
where, β is a penalty parameter, Y is a Lagrangian multiplier and · F is the Frobenius norm. Then the partial derivative of the above formula is calculated. Holding A fixed and updating T, it follows that:
where is defined as diagonal matrix that is the l 2,1 norm of T. The next step is to update A by minimizing the following problem:
The problem (32) is an orthogonal Procrustes problem and can be simply solved by SVD. Suppose SVD The logic and strategies of the proposed hierarchical detection and isolation framework for multiple faults are shown in Fig. 2 , and the implementation procedure mainly includes:
1) The off-line training stage starts at the decomposition of complex industrial processes based on process knowledge. After that, the ADKICA models are built using historical normal dataset in each block. Then, the adaptive statistics are obtained based on ADKICA models and EWMA method.
2) The on-line detection stage begins from the on-line process sample. After that, the on-line detection indexes J k (x) are calculated. If the index is larger than the threshold, then some multiple faults are considered to occur in the whole production process, and the subblock-level models will be adopted for confirming the occurrence of faults and prediagnosing the faults into different locations in order to improve the efficiency of multifault isolation.
3) The on-line isolation stage is based on the subblocklevel detection results. After that, SLEDA method is used to isolate the multiple faults in each subblock. If more than one subblock has been deemed as abnormal, then the isolation results should be summarized. 
V. APPLICATION STUDIES ON TEP
In this section, the hierarchical multifault detection and isolation framework is used for TEP. The TEP simulation platform is an actual chemical production process and widely used in the evaluation of fault diagnosis methods. The entire process contains five different units: a reactor, a condenser, a compressor, a separator and a stripper. The original TEP contains 21 programmed faults, 12 manipulated variables, 22 controlled variables, and 19 component measurements [45] , [46] .
By means of the rich prior knowledge, the entire control system was divided into five subblocks, and time series analysis and down sampling approaches were used for addressing the multirate and multitype issues in different subblocks. In this case study, 22 controlled variables and 11 manipulated variables were used. Since the condenser and the compressor units only have two variables, they were integrated into other related blocks. Therefore, the 33 process variables were divided into three different blocks. Detailed variable information is shown in Table 1 . As shown in Table 2 , the first 10 fault cases were used for generating multiple stochastic faults. The number and the categories of faults in each multiple faults are different, which can fully reflect the randomness of multiple faults. The multifault datasets generated by MATLAB simulation module were divided into a training dataset used for off-line modeling and a testing dataset used for online multifault detection and isolation processes. The data sampling interval was set as 3 min, the fault injection time was the 160th sampling time. Meanwhile, the confidence levels for the plant-wide level and subblock-level monitoring were both defined at 95%.
MF#1 is created by combining F1, F4 and F8. F1 is a step fault of the A/C feed ratio, F4 is a reactor cooling water inlet temperature fault, and F8 is random fault of the A, B and C feed components (flow 4). The multifault detection results of ICA, KICA, DKICA and ADKICA are shown in Fig. 3 . It can be seen that the ICA method gives worse results for the dynamic and nonlinear process. Similarly, the ADKICA method with w = 0.05 gives better results than KICA and DKICA. By injecting the shift of previous observation values, ADKICA method is more sensitive and smoother in detecting the changes of multiple faults. Moreover, the fault detection rate (FDR) and fault alarm rate (FAR) for each multifault case are summarized in Table 3 . It can be seen that the proposed ADKICA method is better than other three methods for timevarying and nonlinearity process.
MF#2 consists of F4 and F10 which is a random error of the C feed temperature. The advantage of the multiblock and distributed monitoring methods is shown in Figs. 4-7 in which the 2nd subblock does not have fault, the 1st and 3rd subblock should be significantly responsible for the multiple faults. For some seriously affected faults, they can be easily and accurately detected (e.g., fault 1, 2 and 4) in all of the methods. However, DKICA has improved significantly its FAR. In the 3rd subblock, the random fault occur intermittently as time goes on, it is difficult to track the occurrence time of fault. At the 400th to 550th sampling times, an opposite fault change has been taken place by its own regulation, and the traditional method is difficult to track the change of the system in time, which may make the operator make an incorrect decision.
Once multiple faults have been detected, the isolation of multiple faults must be performed for troubleshooting. The classification results of the testing data that select 600 sampling points for F4 and F10 are presented in Fig. 8 by three methods, and the penalty factor of the SLEDA algorithm was set as 10 −3 . From the left parts of Fig. 8 , two kinds of faults have been effectively classified by the LFDA and LEDA methods, and the distance between classes can be further expanded by the LEDA approach, which avoids the SSS problem. However, even though LEDA has made some improvements, it does not perform well in feature selection, where its discriminant direction involves a lot of variables including the 1st, the 2nd, the 3rd, the 12th, and the 15th, which is too complex to interpret. As a modified method, the proposed SLEDA can adaptively select the key correlation variables, that is, the 9th variable as well as shrink the coefficients of most variables with little significance to zero. In this way, the variables with larger influence on faults become easier to see and directly interpret. In order to to further verify the isolation performance of the proposed method for SSS problem, 22 samples were used as experimental samples for multifault isolation. The isolation results of faults 2, 4, 10 and normal datasets are shown in Fig. 9 . It can be seen that three fault types and normal data can be effectively isolated. In summary, it can be VOLUME 7, 2019 concluded that the developed SLEDA method not only solves the SSS problem associated with LFDA, but also provides increased discriminant power by generating larger between class separation and shorter within class separation, therefore, SLEDA is more powerful for multifault isolation.
VI. CONCLUSIONS
In this study, a practical hierarchical multifault detection and isolation framework has been designed for complex industrial processes, which will help operators to take corrective actions and recover process quickly. Based on the proposed method, the plant-wide and subblocks level ADKICA models were constructed to track the location of multiple faults and improve the fault detection rate. Then, the SLEDA models were used to isolate the faults of fault blocks one by one, so as to locate the key feature and judge the type of faults. Finally, application examples showed that the developed framework can, not only detect multiple faults in a hierarchical way, but also isolate multiple faults reasonably. Future work will consider using the hierarchical framework to resolve the root cause diagnosis and propagation path identification problems for multiple faults.
