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Experiment Databases
Joaquin Vanschoren and Hendrik Blockeel
Abstract Inductive databases are usually viewed as databases that contain
models, next to data, such that mining the data essentially boils down to
querying them for models. This unifies data mining with database querying.
In his chapter, we consider experiment databases. Experiment databases are
similar to regular inductive databases, but operate at a higher level of ab-
straction. They store not necessarily the models themselves, but properties
of those models, and of the learners and datasets used to construct them.
Querying them will reveal information about the behavior of data mining
algorithms and the models they result in, when run on particular datasets.
Thus, experiment databases unify meta-learning (learning about data mining
systems) with database querying. In this chapter we discuss the advantages
that experiment databases can offer in terms of openness of research, collab-
oration, reproducibility of experiments, thoroughness of analysis of experi-
mental results, and correctness of their interpretation. We also describe the
(principled) design of a pilot experiment database, and illustrate its use.
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1 Introduction
“Study the past”, Confucius said, “if you would divine the future”. This
applies to machine learning and data mining as well: when developing new
machine learning algorithms, we wish to know which techniques have been
successful (or not) on certain problems in the past, and when analyzing new
datasets, we assess the potential of certain machine learning algorithms, pa-
rameter settings and preprocessing steps based on prior experience with sim-
ilar problems.
Since machine learning algorithms are typically heuristic in nature, much
of this information is extracted from experiments. Much like in many other
empirical sciences, we collect empirical evidence of the behavior of machine
learning algorithms by observing their performance on different datasets.
If we have a hypothesis about how algorithms will perform under certain
conditions, we test this by running controlled experiments, hopefully discov-
ering empirical laws that contribute to a better understanding of learning
approaches. Additionally, exploratory studies also probe many algorithms to
study their behavior or to assess their utility on new datasets.
As such, all around the globe, thousands of machine learning experiments
are being executed on a daily basis, generating a constant stream of empirical
information on machine learning techniques. Unfortunately, most of these
experiments are interpreted with a single focus of interest, described only
concisely in papers and discarded afterwards, while they probably have many
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uses beyond their original intent. If we properly store and organize these
results, they can be immediately reused by other researchers and accelerate
future research. But in order to make this possible, we need a system that
can store descriptions of data mining run, including the learners and datasets
used, and the models produced.
In this chapter, we present experiment databases (ExpDBs): databases
designed to collect all necessary details of machine learning experiments,
and to intelligently organize them in online repositories to enable fast and
thorough analysis of a myriad of collected results. They engender a much more
dynamic, collaborative approach to experimentation, in which experiments
can be freely shared, linked together, and immediately reused by researchers
all over the world, simply by querying them. As we shall see, the use of such
public repositories is common practice in many other scientific disciplines,
and by developing similar repositories for machine learning, we similarly aim
to create an “open scientific culture where as much information as possible is
moved out of people’s heads and labs, onto the network and into tools that
can help us structure and filter the information” [26].
ExpDBs thus constitute an additional, queriable source of empirical meta-
data, generated by many different researchers. They are a kind of inductive
databases in that they store models which can be queried afterwards; how-
ever, they differ from regular inductive databases in a number of ways.
First, an inductive database (IDB) stores a single dataset, together with
models that may have been produced from that dataset by running induc-
tive queries, and with properties of those models. An experiment database
(ExpDB), on the other hand, stores multiple datasets, multiple learners, and
multiple models resulting from running those learners on those datasets.
Second, rather than storing the datasets, learners, and models themselves,
an ExpDB may in practice store only descriptions (in terms of predefined
properties) of them. In a regular IDB, this would not make sense, as the
model itself is what the user is interested in.
Finally, in an IDB, one typically queries the data, or the set of models
stored in the database (as in the virtual mining views approach, see Chap-
ter ??), to get a model as a result. In an ExpDB, one typically queries the
datasets, models, and experimental results in order to find possible relation-
ships between their properties.
In the following sections, we discuss the main benefits of experiment
databases in Sect. 2 and present related work in other scientific disciplines
in Sect. 3. Next, we provide a high-level overview of their design in Sect. 4.
Finally, we illustrate their use in Sect. 5 by querying an existing experiment
database to answer various interesting questions about machine learning al-
gorithms and to verify a number of recent studies.
This chapter is based on prior work on experiment databases [6, 40, 42, 43].
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2 Motivation
Thousands of machine learning research papers contain extensive experimen-
tal evaluations of learning algorithms. However, it is not always straightfor-
ward to interpret these published results and use them as stepping stones
for further research: they often lack the details needed to reproduce or reuse
them, and it is often difficult to see how generally valid they are.
2.1 Reproducibility and Reuse
Indeed, while much care and effort goes into machine learning studies, they
are usually conducted with a single focus of interest and summarize the em-
pirical results accordingly. The individual experiments are usually not made
publicly available, thus making it impossible to reuse them for further or
broader investigation. Moreover, because of space restrictions imposed on
publications, it is often practically infeasible to publish all details of the ex-
perimental setup, making it, in turn, very hard for other researchers to repro-
duce the experiments and verify if the results are interpreted correctly. This
lack of reproducibility has been warned against repeatedly [21, 34, 29, 17],
and some conferences have started to require that all submitted research be
fully reproducible [24], adding notices to the ensuing publications stating
whether or not the results could be verified.
2.2 Generalizability and Interpretation
A second issue is that of generalizability: in order to ensure that results are
generally valid, the empirical evaluation must cover many different conditions
such as various parameter settings and various kinds of datasets, e.g., differ-
ing in size, skewness, noisiness or with or without being preprocessed with
basic techniques such as feature selection. Unfortunately, many studies limit
themselves to algorithm benchmarking, often exploring only a small set of
different conditions. It has long been recognized that such studies are in fact
only ‘case studies’ [1], and should be interpreted with caution.
A number of studies have illustrated that sometimes, overly general conclu-
sions can be drawn. In time series analysis research, for instance, it has been
shown that many studies were biased toward the datasets being used, leading
to contradictory results [21]. Furthermore, Perlich et al. [30] describe how the
relative performance of logistic regression and decision trees depends strongly
on the size of dataset samples, which is often not taken into account. Finally,
it has been shown that the relative performance of lazy learning and rule
induction is easily dominated by the effects of parameter optimization, data
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sampling and feature selection [19]. These studies underline that there are
good reasons to thoroughly explore different conditions, or at least to clearly
state under which conditions certain conclusions may or may not hold.
2.3 Experiment Databases
The idea of (inductive) databases that log and organize all the details of one’s
machine learning experiments, providing a full and fair account of conducted
research, was first proposed by one us (Blockeel) [5] as an elegant way to
remedy the low reproducibility and generalizability of many machine learning
experiments. Still, this work did not present details on how to construct such
a database.
Blockeel and Vanschoren [6] provided the first implementation of an ex-
periment database for supervised classification, and further work details how
to query this database to gain insight into the performance of learning algo-
rithms [39, 43].
2.3.1 Collaborative Experimentation
However, given the amount of effort invested in empirical assessment, and
the potential value of machine learning results beyond the summarized de-
scriptions found in most papers, it would be even more useful to employ such
databases to create searchable, community-wide repositories, complete with
tools to automatically publish experimental results online. Such repositories
would be a tremendously valuable source of unambiguous information on all
known algorithms for further investigation, verification and comparison.
It engenders a more dynamic, collaborative form of experimentation, in
which as many experiments as possible are reused from previous studies, and
in return, any additional experiments are again shared with the community
[40]. The experiment databases discussed in this chapter allow exactly this:
they offer a formal experiment description language (see Sect. 4) to import
large numbers of experiments directly from data mining tools, performed by
many different researchers, and make them immediately available to everyone.
They can be set up for personal use, to share results within a lab and to create
open, community-wide repositories.
2.3.2 Automatic Organization
Most importantly, they also make it easy to reuse all stored experiments by
automatically organizing them. Every new experiment is broken down to its
components (such as the algorithm, parameter settings and dataset used),
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and its results are related to the exact configuration of those components. It
then only takes a query (e.g in SQL) to ask for all results under specific con-
ditions. For instance, requesting the parameter settings of an algorithm and
its performance results allows to track the general effect of each parameter.
Additionally requesting the dataset size allows to highlight what influence
that may have on those parameters. As will be illustrated in Sect. 5, such
queries allow to quickly peruse the results under different conditions, enabling
fast and thorough analysis of large numbers of collected results. The expres-
siveness of database query languages warrants that many kinds of hypothesis
can be tested by writing only one or perhaps a few queries, and the returned
results can be interpreted unambiguously, as all conditions under which they
are valid are stated in the query itself.
As such, instead of setting up new experiments for each question one may
be interested in, often a laborious procedure involving the manual collection
of datasets and algorithms and the manual organization of results, one could
simply write a query to retrieve the results of hundreds of algorithms on
perhaps thousands of datasets, thus obtaining much more detailed results in
a matter of seconds.
2.3.3 Meta-learning
Experiment databases also serve as a great platform for meta-learning studies
[38, 41], i.e. to search for useful patterns in algorithm behavior. To this end, it
is helpful to link the empirical results to known properties of datasets [25, 31],
as well as properties of algorithms, such as the type of model used, or whether
they produce high bias or variance error [20]. As such, all empirical results,
past and present, are immediately linked to all known theoretical properties
of algorithms and datasets, providing new grounds for deeper analysis.
Previous meta-learning projects, especially the StatLog [25] and METAL
[8] projects, also collected large numbers of machine learning experiments
with the goal of using this meta-data to discover patterns in learning behavior,
but these repositories were not developed to ensure reproducibility, were not
open to new results, nor facilitated thorough querying.
2.3.4 e-Sciences
As will be discussed in Sect. 3, many scientific fields have developed online
infrastructures to share and combine empirical results from all over the world,
thus enabling ever larger studies and speeding up research. In the resulting
deluge of combined experimental results, machine learning techniques have
proven very successful, discovering useful patterns and speeding up scientific
progress. Still, in an apparent contradiction, machine learning experiments
themselves are currently not being documented and organized well enough to
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engender the same automatic discovery of insightful patterns that may speed
up the design of better algorithms or the selection of algorithms to analyze
new collections of data. We aim to solve this contradiction.
2.4 Overview of Benefits
We can summarize the benefits of sharing machine learning experiments and
storing them in public databases as follows:
Reproducibility The database stores all details of the experimental setup,
thus attaining the scientific goal of truly reproducible research.
Reference All experiments, including algorithms and datasets, are auto-
matically organized in one resource, creating a useful ‘map’ of all known
approaches, their properties, and results on how well they fared on pre-
vious problems. This also includes negative results, which usually do not
get published in the literature. As such, we get a detailed overview of how
algorithms from many studies perform relative to one another, and many
aspects of learning behavior, that may only be known to some experts,
can be instantly explored by writing a query.
Visibility It adds visibility to (better) algorithms that the user may not
have been aware of.
Reuse It saves time and energy, as previous experiments can be readily
reused. Especially when benchmarking new algorithms on commonly used
datasets, there is no need to run older algorithms over and over again, as
their evaluations are likely to be available online. This would also improve
the quality of many algorithm comparisons, because the original authors
probably know best how to tune their algorithms, and because one can
also easily take the stored dataset properties into account to find out how
they affect the relative performance of algorithms.
Larger studies It enables larger and more generalizable studies. Studies
covering many algorithms, parameter settings and datasets are hugely ex-
pensive to run, but could become much more feasible if a large portion
of the necessary experiments are available online. Even if many experi-
ments are missing, one can use the existing experiments to get a first idea,
and run additional experiments to fill in the blanks. And even when all
the experiments have yet to be run, the automatic storage and organiza-
tion of experimental results markedly simplify conducting such large scale
experimentation and thorough analysis thereof.
Integration The formalized descriptions of experiments also allow the in-
tegration of such databases in data mining tools, for instance, to automat-
ically log and share every experiment in a study or to reuse past experi-
ments to speed up the analysis of new problems.
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3 Related Work
The idea of sharing empirical results is certainly not new: it is an intrinsic
aspect of many sciences, especially e-Sciences : computationally intensive sci-
ences, which use the internet as a global, user-driven collaborative workspace.
3.1 e-Sciences
In all these scientific fields, both the need for reproducibility and the recog-
nition of the potential value of empirical results beyond the summarized
descriptions found in most papers, has led to the creation of online, pub-
lic infrastructures for experiment exchange. Although these infrastructures
have evolved somewhat differently in each field, they do share the same three
components:
A formal representation language To enable a free exchange of exper-
imental data, a standard and formal representation language needs to be
agreed upon. Such a language may also contain guidelines about the in-
formation necessary to ensure reproducibility.
Ontologies Defining a coherent and unambiguous description language is
not straightforward. It requires a careful analysis of the concepts used
within a domain and their relationships. This is formally represented in
ontologies [12]: machine manipulable models of a domain providing a con-
trolled vocabulary, clearly describing the interpretation of each concept.
A searchable repository To reuse experimental data, we need to locate
it first. Experiment repositories therefore still need to organize all data to
make it easily retrievable.
Bioinformatics
Expression levels of thousands of genes, recorded to pinpoint their functions,
are collected through high-throughput screening experiments called DNA-
microarrays. To allow verification and reuse of the obtained data in further
studies, microarray databases [35] were created to collect all such experiments.
Experiment submission is even a condition for publication in several journals
[4]. To support the sharing of these results, a set of guidelines was drawn up
regarding the required Minimal Information About a Microarray Experiment
(MIAME [9]). Moreover, a MicroArray Gene Expression Markup Language
(MAGE-ML) was conceived so that data could be exchanged uniformly, and
an ontology (MAGE-MO) was designed [35] to provide a controlled core vo-
cabulary, in addition to more specific ontologies, such as the Gene Ontology
[2]. Their success has instigated similar approaches in related fields, such as
proteomics [44] and mass spectrometry data analysis. One remaining draw-
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back is that experiment description is still partially performed manually. Still,
some projects are automating the process further. The Robot Scientist [23]
stores all experiments automatically, including all physical aspects of their
execution and the hypotheses under study. It has autonomously made several
novel scientific discoveries.
Astronomy
A similar evolution has taken place in the field of astronomy. Astronomical
observations from telescopes all over the world are collected in so-called Vir-
tual Observatories [36]. This provides astronomers with an unprecedented
catalog - a World-Wide Telescope - to study the evolving universe. An exten-
sive list of different protocols supports the automatic sharing of observations,
such as XML formats for tabular information (VOTable) [27] and astronomi-
cal image data (FITS, including meta-data on how the image was produced),
as well an Astronomical Data Query Language (ADQL) [45] and informal
ontologies [13]. The data is stored in databases all over the world and is
queried for by a variety of portals [32], now seen as indispensable to analyze
the constant flood of data.
Physics
Various subfields of physics also share their experimental results in common
repositories. Low-energy nuclear reaction data can be expressed using the
Evaluated Nuclear Data File (ENDF) format and collected into searchable
ENDF libraries.1 In high-energy particle physics, the HEPDATA2 website
scans the literature and downloads the experimental details directly from the
machines performing the experiments. Finally, XML-formats and databases
have been proposed for high-energy nuclear physics as well [10].
3.2 Extension to Machine Learning
We will use the same three components to develop a similar infrastructure
for the exchange of machine learning experiments. While different kinds of
machine learning experiments exist, we can similarly express their structure
and vocabulary to describe, share and organize them in a uniform fashion.
Moreover, experiments in machine learning should be much easier to ma-
nipulate. First, compared to the in vitro experiments in bioinformatics, the
exchange of the in silico experiments in machine learning can be automated
completely. Indeed, a great deal of experimentation is performed through
1 http://www.nndc.bnl.gov/exfor/endf00.jsp
2 http://durpdg.dur.ac.uk/hepdata/
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Fig. 1 An online infrastructure for experiment exchange.
data mining workbenches and smaller software tools. As such, experiments
could be exported at the click of a button.
Second, in contrast to scientific equipment, we can store datasets and
algorithms into the database as well, cross-linked with existing repositories
for datasets [3] and machine learning algorithms [34]. As such, all information
necessary to reproduce the stored experiments can be found easily.
4 A Pilot Experiment Database
In this section, we provide a high-level outline of how we designed our current
experiment database, which, although built to extend easily to other tasks, is
focused on supervised classification. A detailed discussion is outside the scope
of this chapter: we will only highlight the most important aspects of its design
and how it can be used in data mining research. All further details, including
detailed design guidelines, database models, ontologies and XML definitions,
can be found on the ExpDB website: http://expdb.cs.kuleuven.be
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4.1 Conceptual Framework
An overview of how experiment databases are used in practice is shown in
Fig. 1. The five boxed components include the three components also used
in e-Sciences: an ontology of domain concepts involved in running data min-
ing experiments, a formal experiment description language (ExpML) and an
experiment database to store and organize all experiments (ExpDB). In addi-
tion, two interfaces are defined: an application programming interface (API)
to automatically export experiments from data mining software tools, and a
query interface to browse the results of all stored experiments. Each is briefly
discussed below.
4.1.1 Software Interface
First, to facilitate the automatic exchange of data mining experiments, an
application programming interface (API) is provided that builds uniform,
manipulable experiment instances (java objects) out of all necessary details
and exports them as descriptions in ExpML language or directly stores them
in a database. The top of Fig. 1 shows some of the inputs. One can describe
new algorithms, datasets, evaluation metrics and so on, and in turn use them
in the description of new experiments. New elements are described by (among
others) name, version, download url and a list of predefined properties, e.g.
the number of examples or the skewness of the class attribute in datasets or
the type of model used by learning algorithms. The API can also calculate
dataset properties for new datasets. Additionally, source code, executable
versions of the algorithms or entire datasets can also be stored, although in
some situations this may not always be feasible. Finally, the results of the
algorithm evaluation and the produced models (or only their predictions) can
be described as well.
Software agents such as data mining workbenches (shown on the right hand
side in Fig. 1) or custom algorithm implementations can then call methods
from the API to create new experiment instances, add the used algorithms,
parameters, and all other details as well as the results, and then stream
the completed experiments to online ExpDBs to be stored. A multi-tier ap-
proach can also be used: a personal database can collect preliminary experi-
ments, after which a subset can be forwarded to lab-wide or community-wide
databases.
The ExpDB website currently offers a Java API, including working ex-
amples to illustrate its use. It also links to the WEKA platform, allowing
the execution and automatic storage of experiments on WEKA algorithms.
Further extensions to other platforms, such as KNIME and Rapidminer are
also planned.
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This approach is quite different from other, more recent proposals for
experiment databases, such as MLComp.3 They require algorithms to be
uploaded into the system, and scripts to be written that interface with the
algorithm execution system.
4.1.2 The Expose´ Ontology
The vocabulary and structure of the ExpML files and database model is
provided by an ontology of data mining experimentation, called Expose´.
It provides a formal domain model that can be adapted and extended on
a conceptual level, thus fostering collaboration between many researchers.
Moreover, any conceptual extensions to the domain model can be translated
consistently into updated or new ExpML definitions and database models,
thus keeping them up to date with recent developments.
Expose´ is built using concepts from several other data mining ontologies.
First, OntoDM [28] is a general ontology for data mining which tries to re-
late various data mining subfields. It provides the top-level classes for Expose´,
which also facilitates the extension of Expose´ to other subfields covered by
OntoDM. Second, EXPO [33] models scientific experiments in general, and
provides the top-level classes for the parts involving experimental designs and
setups. Finally, DMOP [16] models the internal structure of learning algo-
rithms, providing detailed concepts for general algorithm definitions. Expose´
unites these three ontologies and adds many more concepts regarding specific
types of experiments, evaluation techniques, evaluation metrics, learning al-
gorithms and their specific configurations in experiments. In future work, we
also wish to extend it to cover preprocessing techniques in more depth, for
instance using the KD ontology [46] and DMWF ontology [22], which model
the wider KD process. The full OWL-DL4 description can be found online.
Expose´ defines various kinds of experiments, such as ‘learner evaluations’,
which apply a learning algorithm with fixed parameter settings on a static
dataset, and evaluate it using a specific performance estimation method (e.g.,
10-fold cross validation) and a range of evaluation metrics (e.g., predictive
accuracy). As shown at the top of Fig. 2, experiments are described as work-
flows, with datasets as inputs and evaluations or models as outputs, and can
contain sub-workflows of preprocessing techniques. Algorithms can also be
workflows, with participants (components) such as kernels, distance functions
or base-learners fulfilling a certain role. The top of Fig. 3 clarifies the struc-
ture of workflows: they can have several inputs and outputs, and consist of
participants (operators), which in turn can also have multiple in- and outputs.
Expose´ also differentiates between general algorithms (e.g., ‘decision trees’),
versioned implementations (e.g., weka.J48) and applications (weka.J48 with
3 http://mlcomp.org
4 http://www.w3.org/TR/owl-guide/
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Table 1 Translating ontological properties to XML syntax.
Ontological property XML syntax
has-part, pas-participant target: subelement of source
has-description (required) attribute
has-quality subelement called property
is-concretization-of implementation of attribute
has-component target: subelement of source with role attribute
has-specified-input input given id, referenced in input data attribute
has-specified-output source given id, referenced in output of attribute
fixed parameters). Finally, the context of sets of experiments can also be de-
scribed, including conclusions, the employed experimental designs, and the
papers in which they are used so they can be easily looked up afterwards.
4.1.3 The ExpML Experiment Markup Language
Using the Expose´ ontology as our core vocabulary, we can define a formal
markup language for describing experiments, called ExpML. It is comple-
mentary to PMML5, which allows to exchange predictive models, but not
detailed experimental setups nor evaluations. It is derived by translating the
ontological classes and properties (relationships) to XML elements and syn-
tax. This translation process is especially useful because it allows ontological
extensions (e.g. to new machine learning tasks) to be translated into updated
ExpML definitions.
Because ontological relationships are more expressive than XML syntax,
different relationships between these concepts need to be translated quite
differently. Table 1 provides a short overview of these relationships and their
XML equivalent. Figure 2 illustrates this process, showing a real experiment
(experiment 445080 in our experiment database) expressed in ExpML. The
structure of this particular experiment is shown at the bottom of Fig. 3.
We assign an id to each operator and in- or output (e.g. datasets). For each
operator, we state its inputs in an input data attribute, and for each
output, we state the operator that generated that output in an output
of attribute. As shown in the ExpML code, a dataset with id=‘d1’ is
used as the input of workflow ‘op1’ and data processing operator ‘op2’. The
resulting dataset ‘d2’ is references as both the output of the operator ‘op1’
and workflow ‘op2’.
Our data processing sub-workflow contains a single participant: a data
processing application, i.e. a feature selection algorithm. It also requires an
input, which will be the same dataset as before, and has a participant: an
algorithm impl. It can also have multiple parameter settings and compo-
nent settings, which will become XML subelements. Each component setting
5 See http://www.dmg.org/pmml-v3-2.html
Experiment Databases 13
experiment 
work-ow
composite
experiment
singular
experiment
learner 
evaluation
learning algorithm 
application
has participant
performance 
estimation 
application
has participant
has speci,ed 
output
machine
is executed 
on
dataset
has speci,ed output
model 
evaluation 
result
data processing
work-ow
data processing
application
has participant
has speci,ed input
experimental
design
has participant
experimental 
variable
has participant has participant
parameter
setting
operator
model evaluation 
function application
has participant
prediction 
result
model
has speci,ed 
output
has speci,ed 
output
evaluation
prediction
has part
has part
algorithm 
application
planned 
process
function application
algorithm 
implementation
simulation
KD work-ow
has speci,ed 
input
has description
information 
content entity
has description
has speci,ed output
function 
implementation
has participant
algorithm 
component role
role
algorithm role
function role kernel
base-learner
realizes
realizes
realizes
has participant
has speci,ed input
has participant
realizes
has participant
<dataset id="d1" name="kr-vs-kp" url="http://...">
<target_feature name="class" index="-1" /> </dataset>
<data_processing_workflow id="op1" input_data="d1">
<data_processing_appl id="op2" input_data="d1">
<data_processing_impl name="weka.AttributeSelection" version="1.7"/>
<function_appl role="feature_subset_evaluator">
<function_impl name="weka.CfsSubsetEval" version="1.26" />
</function_appl> ...
</data_processing_appl>
</data_processing_workflow>
<dataset id="d2" name="kr-vs-kp-AttrSel..." url="http://..." output_of="op1,op2">
<target_feature name="class" index="-1"/> </dataset>
<learner_evaluation id="op3" input_data="d2" series="exp1" exp_id="445080">
<learner_appl id="op4">
<learner_impl name="weka.Bagging" version="1.31.2.2"/>
<parameter_setting name="P" value="100"/>
<parameter_setting name="I" value="10"/>
<learner_appl role="base-learner">
<learner_impl name="weka.REPTree" version="1.19.2.2"/>
<parameter_setting name="M" value="2"/> ...
</learner_appl>
</learner_appl>
<performance_estimation_appl id="op5" input_data="d2">
<performance_estimation_impl name="weka.crossValidateModel" version="1.53"/>
<parameter_setting name="numfolds" value="10"/> ...
</performance_estimation_appl>
<model_evaluation_function_appl name="predictive_accuracy">
<model_evaluation_function_impl name="weka.pctCorrect" version="1.53"/>
</model_evaluation_function_appl> ...
</learner_evaluation>
<model_evaluation_result id="e1" output_of="op3,op5">
<machine>vic_ni-09-10</machine>
<evaluation name="build_cputime" value="2.25"/>
<evaluation name="predictive_accuracy" value="0.991"/>...
</model_evaluation_result>
<prediction_result id="p1" output_of="op3">
<prediction instance="0000" value="won">
<probability outcome="won" value="0.985"/>
<probability outcome="nowin" value="0.015"/> ...
</prediction_result>
Fig. 2 Experimental workflows in Expose´ (top) and ExpML (below).
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                              op1
d1
data processing work1ow
op2 d2
kr-vs-kp-
AttrSel...
kr-vs-kp
                                
                                                   op3
learner evaluation
e1
model evaluation result
p1
prediction result
data processing 
appl
op5
performance
estimation
appl
op4
learner appl
in op1 op2 out
has output
has output
has input
has participanthas participant
has input has output
has input
Fig. 3 Structure of a workflow (top) and an example (below, also see Fig. 2)
has a participant assumed to fulfill each of these roles. In the ontology, a re-
alizes relationship indicates which processes can fulfill them. In the ExpML
code, a function appl element is shows, with a role attribute signaling
the role it is fulfilling.
In the second half of the workflow (see Figure 3), the generated dataset
serves as the input for a learner evaluation, which will in turn produce a
model evaluation result and a prediction result. The evaluation consists of a
learning algorithm application complete with parameter and component set-
tings (in this case including a base learner application with its own parameter
settings), the performance estimation technique (10-fold cross-validation) and
a list of evaluation functions to assess the produced models, each pointing to
their precise implementations.
The output of the experiment is shown next, consisting of all evaluation
results (also stating the machine used in order to interpret cpu time) and
all predictions, including the probabilities for each class. Although omitted
for brevity, evaluation error margins are stored as well. Storing predictions
is especially useful if we want to apply new evaluation metrics afterwards
without rerunning all prior experiments.
4.1.4 The Experiment Databases (ExpDBs)
Finally, all submitted ExpML descriptions are interpreted and automatically
stored into (relational) databases. The database model, also based on Expose´,
is very fine-grained, so that queries can be written about any aspect of the
experimental setup, evaluation results, or properties of involved components
(e.g., dataset size). A working implementation in MySQL, containing over
650,000 experiments, can be queried online.
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4.1.5 Query Interfaces
The database can be accessed through two query interfaces: an online inter-
face on the homepage itself and an open-source desktop application. Both
allow to launch queries written in SQL (many examples of SQL queries are
supplied, including the ones used in Sect. 5), or composed in a graphical query
interface, and can show the results in tables or graphical plots. The desktop
application offers a wider range of plots, including self-organizing maps.
4.2 Using the Database
The three arrows emanating from the ExpDB at the bottom of Fig. 1 show
different ways to tap into the stored information:
Querying This allows a researcher to formulate questions about the stored
experiments, and immediately get all results of interest. Such queries could,
for instance, be aimed at discovering ways in which an algorithm can be
improved (e.g., see Sect. 5.2.1), after which that algorithm can be refined
and tested again, thus completing the algorithm development cycle.
Mining A second use is to automatically look for patterns in algorithm
performance by mining the stored results and theoretical meta-data. The
insights provided by such meta-models can then be used to design better
algorithms or to assist in knowledge discovery applications [8].
Integration Data mining toolboxes could also interface with ExpDBs di-
rectly, for instance to download the results of experiments that have been
run before by a different user of that toolbox.
4.3 Populating the Database
The current database is populated with very diverse experiments to test
algorithms under different conditions. First, we entered 54 classification al-
gorithms from the WEKA platform together with all their parameters, 45
implementations of evaluation measures, 87 datasets from the UCI repository
[3], 56 data characteristics calculated for each dataset, and two data prepro-
cessors: correlation-based feature selection [14], and a subsampling procedure.
Next, three series of experiments were performed, in which a number of
algorithms were explored more thoroughly than others:
• The first series simply ran all algorithms with default parameter settings.
• The second series varied each parameter, with at least 20 different val-
ues, of a selection of popular algorithms: SMO (a support vector machine
(SVM) trainer), MultilayerPerceptron, J48 (C4.5), 1R, RandomForest,
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Bagging and Boosting. Moreover, different SVM kernels were used with
their own parameter ranges, and all learners were used as base-learners for
ensemble learners. We used a one-factor-at-a-time design to vary multiple
parameters: each parameter (including the choice of base-learner or kernel)
is varied in turn while keeping all others at default.
• Finally, the third series of experiments used a random sampling design to
uniformly cover the entire parameter space (with at least 1000 settings) of
an even smaller selection of algorithms: J48, Bagging and 1R.
All parameter settings were run on all datasets, and repeated 20 times
with different random seeds for all algorithms that have them. In all cases,
all 45 evaluation metrics were calculated in a 10-fold cross-validation proce-
dure, with the same folds for each dataset. A large portion was additionally
evaluated with a bias-variance analysis.
4.3.1 Quality Control
It is worth noting that, in the collaborative context, some form of quality
control must be implemented to avoid contamination by bad (perhaps even
fraudulent) ExpML descriptions. One solution, used in several repositories
in bio-informatics, is to attach a trustworthiness value to the source of cer-
tain results. Experiments submitted from a trusted tool may be labeled very
trustworthy, while custom submissions might get a lower value until the re-
sults are verified. Alternatively, if the database system can automatically run
the algorithms in question, it could rerun all submitted experiments to verify
the results.
5 Learning from the Past
In this section, we use the existing experiment database to illustrate how
easily the results of previously stored experiments can be exploited for the
discovery of new insights into a wide range of research questions, as well as
to verify a number of recent studies. These illustrations can also be found in
Vanschoren et al. [43]. Similar to Van Someren [37], we distinguish between
three types of studies, increasingly making use of the available meta-level
descriptions, and offering increasingly generalizable results:
1. Model-level analysis. These studies evaluate the produced models through
a range of performance measures, but typically consider only individual
datasets and algorithms. They typically try to identify HOW a specific
algorithm performs, either on average or under specific conditions.
2. Data-level analysis. These studies investigate how known or measured data
properties, not individual datasets, affect the performance of specific algo-
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rithms. They identify WHEN (on which kinds of data) an algorithm can
be expected to behave a certain way.
3. Method-level analysis. These studies don’t look at individual algorithms,
but take general properties of the algorithms (eg. their bias-variance pro-
file) into account to identify WHY an algorithm behaves a certain way.
5.1 Model-level Analysis
In the first type of study, we are interested in how individual algorithms per-
form on specific datasets. This type of study is typically used to benchmark,
compare or rank algorithms, but also to investigate how specific parameter
settings affect performance.
5.1.1 Comparing Algorithms
To compare the performance of all algorithms on one specific dataset, we
write a query that simply selects the name of the algorithm used and the
predictive accuracy recorded in all stored experiments on, for instance, the
dataset ‘letter’. A graph representation of this query is shown in Fig. 4. It
joins the tables (nodes in the graph) of the learning algorithm, dataset, and
evaluation based on the experiment in which they are used. It also selects
the algorithm name and its evaluation (in brackets), and adds constraints (in
ellipses) on the dataset name and the evaluation metric used. is original
indicates that the dataset is not preprocessed. For more detail, we can
also select the kernel in the case of a SVM and the base-learner in the case
of an ensemble. This is done in the subqueries shown in the bottom of Fig.
4. We order the results by their performance and plot the results in Fig. 5.
Since the returned results are always as general as the query allows, we
now have a complete overview of how each algorithm performed. Next to
their optimal performance, it is also immediately clear how much variance is
caused by suboptimal parameter settings (at least for those algorithms whose
parameters were varied). For instance, when looking at SVMs, it is clear that
especially the RBF-kernel is of great use here (indeed, RBF kernels are pop-
ular in letter recognition problems), while the polynomial kernel is much less
interesting. However, there is still much variation in the performance of the
SVM’s, so it might be interesting to investigate this in more detail. Also,
while most algorithms vary smoothly as their parameters are altered, there
seem to be large jumps in the performances of SVMs and RandomForests,
which are, in all likelihood, caused by parameters that heavily affect their per-
formance. Moreover, when looking at bagging and boosting, it is clear that
some base-learners are much more interesting than others. For instance, it
appears that while bagging and boosting do give an extra edge to the nearest
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Fig. 4 A graph representation of our query. The top shows the main query, and
below are two subqueries selecting the used kernels (left) and the base-learners of an
ensemble method (right).
Fig. 5 Performance of algorithms on dataset ‘letter’.
neighbor and logistic regression algorithms, the effect is rather limited. Con-
versely, bagging RandomTree seems to be hugely profitable, but this does not
hold for boosting. It also seems more rewarding to fine-tune RandomForests,
MultiLayerPerceptrons and SVMs than to bag or boost their default setting.
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Fig. 6 The effect of parameter gamma of the RBF-kernel in SVMs on a number
of different datasets, with their number of attributes shown in parentheses, and the
accompanying query graph.
Still, this is only one dataset, further querying is needed. Given the generality
of the results, each query is likely to highlight things we were not expecting,
providing interesting cases for further study.
5.1.2 Investigating Parameter Effects
First, we examine the effect of the parameters of the RBF kernel. Based on
the first query, we can focus on the SVM’s results by adding a constraint.
Then we simply ask for the value of the parameter we are interested in.
By selecting the value of the gamma parameter and plotting the results, we
obtain Fig. 6. We constrain the datasets to a selection with the same default
accuracy (10%).
On the ‘mfeat morphological’ (and ‘pendigits’) dataset, performance in-
creases when increasing gamma up to a point, after which it slowly declines.
The other curves show that the effect on accuracy on other datasets is very
different: performance is high for low gamma values, but quickly drops down
to the default accuracy for higher values. Looking at the number of attributes
in each dataset (shown in parentheses) we can observe some correlation.
A possible explanation for this lies in the fact that this SVM implemen-
tation normalizes all attributes into the interval [0,1]. Therefore, the maxi-
mal squared distance between two examples,
∑
(ai − bi)
2
for every attribute
i, is equal to the number of attributes. Since the RBF-kernel computes
e
(−γ∗
∑
(ai−bi)
2), the kernel value will go to zero very quickly for large gamma-
values and a large number of attributes, making the non-zero neighborhood
around a support vector very small. Consequently, the SVM will overfit these
support vectors, resulting in low accuracies. This suggests that the RBF ker-
nel should take the number of attributes into account to make the default
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Fig. 7 Ranking of algorithms over all datasets on different performance metrics.
gamma value more suitable across a range of datasets. It also illustrates how
the experiment database allows the investigation of algorithms in detail and
assist their development.
5.1.3 General Comparisons
By simply dropping the constraints on the datasets used, the query will re-
turn the results over a large number of different problems. Furthermore, to
compare algorithms over a range of performance metrics, instead of only con-
sidering predictive accuracy, we can use a normalization technique used by
Caruana and Niculescu-Mizil [11]: normalize all performance metrics between
the baseline performance and the best observed performance over all algo-
rithms on each dataset. Using the aggregation functions of SQL, we can do
this normalization on the fly, as part of the query.
We can now perform a very general comparison of supervised learning
algorithms. We select all algorithms whose parameters were varied (see Sect.
4.3) and, though only as a point of comparison, logistic regression, nearest
neighbors (kNN), naive Bayes and RandomTree with their default parameter
settings. As for the performance metrics, we selected predictive accuracy,
F-measure, precision and recall, the last three of which were averaged over
all classes. We then queried for the maximal (normalized) performance of
each algorithm for each metric on each dataset, averaged each of these scores
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over all datasets, and finally ranked all classifiers by the average of predictive
accuracy, precision and recall.6 The results of this query are shown in Fig. 7.
The overall best performing algorithms are mostly bagged and boosted
ensembles. Especially bagged and boosted trees perform very well, in agree-
ment with the previous results [11]. In Fig. 7 these are grouped as Trees*
since they perform very similarly, and include C4.5, PART, Ripper, Naive-
BayesTree, REPTree and similar tree-based learners. Another shared conclu-
sion is that boosting full trees performs dramatically better than boosting
stumps (see Boosting-DStump) or boosting random trees. While C45 seems
to perform slightly better than RandomForests on predictive accuracy, this
is only the case for multi-class datasets. When constraining the results to
binary datasets (not shown here), RandomForests do outperform C45 on all
metrics.
Furthermore, since this study contains many more algorithms, we can make
a number of additional observations. For instance, the bagged versions of most
strong learners (SVM, C45, RandomForest, etc.) seem to improve primar-
ily on precision and recall, while the original base-learners (with optimized
parameters) perform better on predictive accuracy. Apparently, tuning the
parameters of these strong learners has a much larger effect on accuracy than
on the other metrics, for which it is better to employ bagging than parameter
tuning, at least on multi-class datasets.
5.2 Data-level Analysis
While the queries in the previous section allow the examination of the behav-
ior of learning algorithms to a high degree of detail, they give no indication of
exactly when (on which kind of datasets) certain behavior is to be expected.
In order to obtain results that generalize over different datasets, we need to
look at the properties of each individual dataset, and investigate how they
affect learning performance.
5.2.1 Data Property Effects
In a first such study, we examine what causes the ‘performance jumps’ that
we noticed with the RandomForest algorithm in Fig. 5. Querying for the
effects of the number of trees in the forest and the dataset size yields Fig. 8.
6 Since all algorithms were evaluated over all of the datasets (with 10-fold cross-
validation), we could not optimize their parameters on a separate calibration set for
this comparison. To limit the effect of overfitting, we only included a limited set of
parameter settings, all of which fairly close to the default setting. Nevertheless, these
results should be interpreted with caution as they might be overly optimistic.
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Fig. 8 The effect of dataset size and the number of trees for random forests. The
dataset names are omitted since they are too small to be printed legibly.
Fig. 9 Learning curves on the Letter-dataset.
This shows that predictive accuracy increases with the number of trees,
usually leveling off between 33 and 101 trees.7 One dataset,monks problems 2,
is a notable exception: obtaining less than 50% accuracy on a binary problem,
it actually performs worse as more trees are included. We also see that on
large datasets, the accuracies for a given forest size vary less since the trees
become more stable on large datasets, thus causing clear performance jumps
on very large datasets. However, for very small datasets, the benefit of using
more trees is overpowered by the randomization occurring in the trees (the
algorithm considers K random features at each node).
7 We used a geometric progression (1,3,11,33,101) of the number of trees, choosing
for odd numbers to break ties while voting.
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5.2.2 Preprocessing Effects
We can also study the effect of preprocessing methods. For instance, to inves-
tigate if the results in Fig. 2 are also valid on smaller samples, we can query
for the results on downsampled versions of the dataset, yielding a learning
curve for each algorithm, as shown in Fig. 9. This provides further evidence
that the ranking of algorithms depends on the size of the dataset sample [30].
While logistic regression is initially stronger than J48, the latter keeps on im-
proving when given more data. Also note that RacedIncrementalLogitBoost
has a particularly steep learning curve, crossing two other curves, and that
the performance of the HyperPipes algorithm actually worsens given more
data, which suggests it was ‘lucky’ on the smaller samples.
5.2.3 Mining for Patterns in Learning Behavior
Instead of studying different dataset properties independently, we could also
use data mining techniques to relate the effect of many different properties to
an algorithm’s performance. For instance, when looking at Fig. 7, we see that
OneR performs obviously much worse than the other algorithms. Still, some
earlier studies, most notably one by Holte [18], found very little performance
differences between OneR and the more complex J48. To study this discrep-
ancy in more detail, we can query for the default performance of OneR and
J48 on all UCI datasets, and plot them against each other, as shown in Fig.
10(a). This shows that on some datasets, the performances are similar (cross-
ing near the diagonal), while on others, J48 is the clear winner. Discretizing
these results into three classes as shown in Fig. 10(a), and querying for the
characteristics of each dataset, we can train a meta-decision tree predicting
on which kinds of datasets J48 has the advantage (see Fig. 10(b)). From this
we learn that a high number of class values often leads to a large win of J48
over OneR. Indeed, the original study [18] only had one dataset with that
many classes.
5.3 Method level analysis
While the results in the previous section are clearly more generalizable to-
wards the datasets used, they don’t explain why algorithms behave a certain
way. They only consider individual algorithms and thus do not generalize
over different techniques. Hence, we need to include algorithm properties in
our queries as well.
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(a) (b)
Fig. 10 (a) J48’s performance against OneR’s for all datasets, discretized into 3
classes. (b) A meta-decision tree predicting algorithm superiority based on data char-
acteristics.
Fig. 11 Average percentage of bias-related error for each algorithm over all datasets.
5.3.1 Bias-variance Profiles
One very interesting property of an algorithm is its bias-variance profile [20].
Since the database contains a large number of bias-variance decomposition
experiments, we can give a realistic, numerical assessment of how capable
each algorithm is in reducing bias and variance error. In Fig. 11 we show, for
each algorithm, the proportion of the total error that can be attributed to
bias error, using default parameter settings and averaged over all datasets.
The algorithms are ordered from large bias (low variance), to low bias (high
variance). NaiveBayes is, as expected, one of the algorithms with the strongest
variance management (it avoids overfitting), but poor bias management (the
ability to model complex target concepts). RandomTree, on the other hand,
has very good bias management, but generates more variance error. When
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Fig. 12 Average percentage of bias-related error in algorithms vs dataset size.
looking at ensemble methods, it shows that bagging reduces variance, as it
causes REPTree to shift significantly to the left. Conversely, boosting reduces
bias, shifting DecisionStump to the right in AdaBoost and LogitBoost.
5.3.2 Bias-variance Effects
As a final study, we investigate the claim by Brain and Webb [7] that on
large datasets, the bias-component of the error becomes the most important
factor, and that we should use algorithms with high bias management to
tackle them. To verify this, we look for a connection between the dataset size
and the proportion of bias error in the total error of a number of algorithms,
using the previous figure to select algorithms with very different bias-variance
profiles. By plotting the percentage of bias error generated on each dataset
against the size of that dataset we obtain Fig. 12. Datasets or similar size
are grouped for legibility. It shows that bias error is of varying significance
on small datasets, but steadily increases in importance on larger datasets,
for all algorithms. This validates the previous study on a much larger set of
datasets. In this case (on UCI datasets), bias becomes the most important
factor on datasets larger than 50000 examples, no matter which algorithm
is used. As such, it is indeed advisable to look to algorithms with good bias
management when dealing with large datasets, as variance becomes a less
important factor.
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6 Conclusions
Experiment databases are databases specifically designed to collect all the
details on large numbers of past experiments, possibly performed by many
different researchers, and make them immediately available to everyone. They
ensure that experiments are repeatable and automatically organize them so
that they can be easily reused in future studies.
In this chapter, we have provided a high-level overview of their design.
Similar to experiment repositories actively used in e-Sciences, it consists of an
ontological domain model, which is in turn used to create a formal experiment
description language and a detailed database model.
We also used an existing experiment database to illustrate how easily the
results of previously stored experiments can be exploited to gain new insight:
we performed elaborate algorithms comparisons, investigated the effects of al-
gorithm parameters and data properties, suggested algorithm improvements,
built meta-models of algorithm performance, and studied the bias-variance
profiles of learning algorithms, each time by writing only a single query.
Experiment databases offer the possibility to truly unite the results of
many individual machine learning studies, enhance cooperation, and facili-
tate large-scale empirical studies. As such, we are confident that they can
contribute greatly to the vigor of machine learning research.
Our database is available online at http://expdb.cs.kuleuven.be
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