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1. Introduction
The purpose of this paper is to develop a duality theory for Lawvere’s generalized metric spaces (i.e. [0,∞]-categories)
[15] that extends the Lawson duality [14] for domains [1,7]. This line of research follows the path of giving a uniﬁed
categorical treatment of metric, ordered and topological structures as proposed in [3–5,8].
Initially, we had to overcome certain technical diﬃculties. The main problem is that the Lawson duality crucially uses the
following characterization of approximation: in a continuous dcpo X , we have x  y if and only if there exists a Scott-open
ﬁlter α that contains y and such that x  z for all z ∈ α. Such a ﬁlter α is constructed out of elements interpolating between
x and y, that is: if x  y, then by interpolation we have a sequence (xn)n∈ω ⊆ X with x  · · ·  xn  · · ·  x1  x0  y
and then we deﬁne α :=⋃n∈ω ↑xn . Therefore, in order to generalize the Lawson duality from domains to [0,∞]-categories,
one at least has to introduce continuity and interpolative approximation to the realm of metric spaces. Luckily, this has
already been done in [9,16].
The main idea of [9,16] is to study the consequences of the observation, [10], that a domain X is a category enriched
in the two-element lattice such that the lower closure ↓ : X → J X has the left adjoint SX : J X → X , which has itself
a left adjoint ⇓X : X → J X . Note that SXφ is the supremum of an ideal φ ∈ J X , and for any x ∈ X , the set ⇓X x is the
ideal of all elements approximating x. Making an obvious step, [16] deﬁnes a [0,∞]-category X to be a [0,∞]-domain if
the left adjoint to the Yoneda embedding has itself a left adjoint. The exponential mate of the latter is a [0,∞]-functor
⇓X : Xop ⊗ X → [0,∞] that enjoys the interpolation property.
Our paper shows that under an appropriate choice of morphisms the category of [0,∞]-domains is self-dual. Further-
more, this self-duality, when restricted to the poset case becomes the original Lawson duality for continuous dcpos.
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2.1. Lawvere’s generalized metric spaces
Our main objects of study are metric spaces where the usual metric axioms are relaxed in such a way that distance be-
tween points can possibly be non-symmetric and inﬁnite — thanks to [15], we know that such spaces are [0,∞]-categories.
Hence in the paper we use the nomenclature and support of the theory of enriched categories [11].
Before we give main deﬁnitions, recall that, unlike general unital quantales, the quantale of nonnegative extended reals
[0,∞], considered with the opposite to the natural order, , is a completely distributive complete lattice. Moreover, addition
distributes not only over arbitrary inﬁma but also over all nonempty suprema. That is, for a,b, c ∈ [0,∞] and S ⊆ [0,∞]:
a + inf S = inf{a + s | s ∈ S},
or, equivalently,
a + b c if and only if b c − a
(where the binary operation on the right-hand side is substraction truncated at zero), and
S = ∅ ⇒ a + sup S = sup{a + s | s ∈ S}.
We will use complete distributivity of the lattice and distributivity of addition freely without further comments.
Deﬁnition 2.1. A [0,∞]-category is a set X with a map X : X × X → [0,∞], called the structure of X , with two properties:
(a) 0= X(x, x) for all x ∈ X (reﬂexivity);
(b) X(x, y)+ X(y, z) X(x, z) for all x, y, z ∈ X (transitivity).
Note that in the literature [0,∞]-categories are often called quasi-pseudometric spaces, see e.g. [13].
Clearly, one can consider further axioms:
(c) ∞ > X(x, y) for all x, y ∈ X ;
(d) X(x, y) = X(y, x) = 0 implies x = y, for all x, y ∈ X ;
(e) X(x, y) = 0 implies x = y, for all x, y ∈ X ;
(f) X(x, y) = X(y, x) for all x, y ∈ X ;
(g) X(x, y) ∈ {0,∞} for all x, y ∈ X .
A [0,∞]-category:
– with (d) is separated;
– with (e) is T1;
– with (c), (f) is a pseudometric space;
– with (c), (d), (f) is a metric space.
In our paper [0,∞]-Cat denotes the category of [0,∞]-categories, where morphisms, referred to as [0,∞]-functors, are
functions f : X → Y such that X(x, z) Y ( f x, f z) for all x, z ∈ X .
Any [0,∞]-category X is preordered by the relation
xX y if and only if 0 = X(x, y).
This induced preorder is antisymmetric if and only if X is separated. Clearly, [0,∞]-functors are X -preserving. In metric
spaces, or more generally: in T1 [0,∞]-categories, the induced preorder reduces to equality.
It is important to note that the category of [0,∞]-categories that satisfy (d) and (g) above is isomorphic to Pos, the
category of posets and order-preserving maps.
The internal hom of [0,∞]-Cat is the set Y X of all [0,∞]-functors of type X → Y considered with the structure
Y X ( f , g) := supx∈X Y ( f x, gx). The induced order on Y X is pointwise. The set [0,∞] is made into a separated [0,∞]-
category by its internal hom; observe that [0,∞](a,b) = b−a, for all a,b ∈ [0,∞]. The induced order [0,∞] coincides with
the dual to the natural order on [0,∞].
By Xop we mean the [0,∞]-category dual to X . For the sake of brevity the structures [0,∞]X (−,−) and [0,∞]Xop(−,−)
are always written as [−,−] and X̂(−,−), respectively; thus
[ f , g] := [0,∞]X ( f , g) = sup(gx− f x)
x∈X
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X̂(φ,ψ) = [0,∞]Xop(φ,ψ) = sup
x∈X
(ψx− φx).
For any X , we have the [0,∞]-functor yX : X → X̂ , yX x = X(−, x), called the Yoneda embedding. Furthermore, for all
x ∈ X and φ ∈ X̂ , we have X̂(yX x, φ) = φx, and this equality is the statement of the Yoneda Lemma for [0,∞]-categories.
As a consequence the Yoneda embedding is fully faithful.
Lastly, [0,∞]-Cat admits a tensor product
X ⊗ Y ((x, y), (z,w))= X(x, z) + Y (y,w).
Since tensor is left adjoint to internal hom, every [0,∞]-functor g : X ⊗ Y → Z has its exponential mate g : Y → Z X . It is
worth noting that the structure of X is always a [0,∞]-functor of type Xop ⊗ X → [0,∞] (which in quasi-metric spaces
means that the distance map is itself non-expansive), and its exponential mate is the Yoneda embedding yX .
2.2. [0,∞]-domains
A net (xi)i∈I in a [0,∞]-category X is forward Cauchy if
∀e > 0 ∃n ∈ I ∀i  j  n (e > X(x j, xi)). (2.1)
Forward Cauchy nets in Xop are called backward Cauchy (in X ). Thanks to the fact that [0,∞] is a complete lattice, we can
encode a forward Cauchy net (xi)i∈I as a map, that we call an ideal on X , in the following manner:
φx := inf
i∈I
sup
ji
X(x, x j). (2.2)
One readily checks that φ ∈ X̂ , and therefore if we denote the set of all ideals on X by J X , we have J X ⊆ X̂ . Hence J X
becomes a [0,∞]-category if considered with the structure inherited from X̂ :
J X(φ,ψ) := sup
x∈X
(ψx− φx).
By Lemma 46 of [6], we have the following very useful characterization: φ ∈ X̂ is an ideal on X if and only if
for e1 > φx1 and e2 > φx2, and b > 0,
there exists z ∈ X such that b > φz and ei > X(xi, z).
Moreover, 0= inf
x∈X φx. (2.3)
Deﬁnition 2.2. A separated [0,∞]-category X is called a [0,∞]-domain if it satisﬁes the following two conditions:
(cpl) X is J -cocomplete: the Yoneda embedding yX : X → J X has a left adjoint SX : J X → X ; that is, for all x ∈ X and
φ ∈ J X :
X(SXφ, x) = X̂(φ, yX x).
The map SX is called the supremum mapping on X .
(cnt) X is J -continuous: the supremum SX : J X → X has a left adjoint ⇓X : X → J X ; that is, for all x ∈ X and φ ∈ J X :
X̂(⇓X x, φ) = X(x,SXφ).
The map ⇓X is called the way-below mapping on X .
One readily checks that the mate of the way-below mapping is the [0,∞]-functor ⇓X : Xop ⊗ X → [0,∞] given by:
⇓X (x, y) := sup
φ∈ J X
(
φx− X(y,Sφ)), (2.4)
which enjoys the all-important strong interpolation property:
∀e > 0 ∃z ∈ X ( ⇓X (x, y) ⇓X (x, z) + ⇓X (z, y) ∧ e > ⇓X (z, y)). (2.5)
For simplicity of notation, whenever possible, we will remove the decorations from ⇓ and just write ⇓.X
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Example 2.4. Any complete metric space is a [0,∞]-domain.
Example 2.5. A [0,∞]-category is J -cocomplete if and only if it is Yoneda-complete [6,13]. Any separated Yoneda-complete
[0,∞]-category which is algebraic in the sense of [2] is a [0,∞]-domain. In particular [0,∞] with its natural structure is
a [0,∞]-domain.
Example 2.6. The J -cocompletion J X of any separated [0,∞]-category X is a [0,∞]-domain with ⇓ J X = yX (see Corol-
lary 3.1 of [16] for a proof, and (2.6) below for the deﬁnition of underscore).
2.3. Topology of [0,∞]-domains
Any [0,∞]-domain comes naturally equipped with a topology, called the (generalized) Scott topology in [2]: we declare a
set U ⊆ X open, and write U ∈ σ(X), if and only if for all φ ∈ J X , SXφ ∈ U implies that there exist b > 0 and z ∈ X such
that b > φz and B(z,b) ⊆ U , where the open ball is deﬁned as B(z,b) = {y ∈ X | b > X(z, y)}. By Lemma 10.1 of [12], the
sets O (x, r) = {y ∈ X | r > ⇓(x, y)}, where x ∈ X and r > 0, form a basis for the Scott topology on X .
The associated notion of continuity for [0,∞]-functors can be characterized as follows: A [0,∞]-functor f : X → Y
is Scott-continuous if and only if it preserves the existing suprema of ideals, i.e. for φ ∈ J X , f (SXφ) = SY ( f (φ)), where
f : J X → J Y is given by:
f (φ)(y) := inf
x∈X
(
φx+ Y (y, f x)). (2.6)
2.4. A characterization of the way-below map by Scott-continuity
As shown in [16], for any x ∈ X the map ⇓(x,−) : X → [0,∞] is Scott-continuous, which is expressible (by Lemma and
Deﬁnition 3.2 of [16]) as
⇓(x,SXφ) = inf
z∈X
(
φz + ⇓(x, z)) (2.7)
for x, y ∈ X and φ ∈ J X . In fact, Scott-continuity fully characterizes the way-below mapping in the following sense [16]:
Proposition 2.7. Let X be a separated [0,∞]-category. Then the following are equivalent for a map v : X → J X :
(1) v coincides with the way-below map,
(2) (a) v(x, y) X(x, y) for all x, y ∈ X ;
(b) X(x, y)+ v(y, z) + X(z, t) v(x, t) for all x, y, z, t ∈ X ;
(c) v(x,−) : X → [0,∞] is Scott-continuous for all x ∈ X ;
(d) SX (v(−, x)) = x for all x ∈ X.
2.5. Notation
In the paper we apply the following notational conventions:
– a,b, c,d, e, . . . are elements of [0,∞];
– x, y, z, z′, t, . . . are elements of [0,∞]-categories;
– X, Y , . . . are [0,∞]-categories;
– φ,ψ,ϕ, . . . are ideals on [0,∞]-categories;
– Φ,Ψ, . . . are ideals on ideals on [0,∞]-categories;
– α,β,γ , . . . are open ﬁlters on [0,∞]-categories, introduced in the next section.
3. The duality
Let X be a [0,∞]-category. We say that map α : X → [0,∞] is an open ﬁlter if it is a Scott-continuous [0,∞]-functor, and
at the same time an ideal on Xop . The collection of all open ﬁlters on X is denoted by F X . It is a separated [0,∞]-category
when considered with the structure inherited from [0,∞]X :
F X(α,β) := [α,β] = sup
z∈X
(βz − αz).
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infi sup ji X(x j,−) for some backward Cauchy net (x j) in X.
Lemma 3.2. F X is J -cocomplete, for any separated [0,∞]-category X.
Proof. We need to show that for every Ψ ∈ J F X , SFXΨ exists in F X . In fact we claim that:
SFXΨ (z) := inf
α∈FX
(
α(z) + Ψ (α)). (3.1)
First of all we check that SFXΨ given above is indeed a [0,∞]-functor. It is enough to show that for all x, y ∈ X we have
X(x, y)+ SFXΨ (x) SFXΨ (y). We calculate:
X(x, y) + SFXΨ (x) = X(x, y) + inf
α∈FX
(
α(x) + Ψ (α))
= inf
α∈FX
(
X(x, y) + α(x) + Ψ (α))
 inf
α∈FX
(
α(y) + Ψ (α))
= SFXΨ (y).
Secondly, we investigate Scott-continuity: we have to show that
SFXΨ (SXφ) = S[0,∞]SFXΨ (φ)
holds for all φ ∈ J X that have suprema:
SFXΨ (SXφ) = inf
α∈FX
(
α(SXφ) + Ψ (α)
)
= inf
α∈FX
(
S[0,∞]α(φ) + Ψ (α)
) [α Scott-continuous]
= inf
α∈FX
(
inf
z∈X
(
φ(z) + α(z))+ Ψ (α))
= inf
z∈X
(
φ(z) + inf
α∈FX
(
α(z) + Ψ (α)))
= inf
z∈X
(
φ(z) + SFXΨ (z)
)
= S[0,∞]SFXΨ (φ).
Thirdly, we show that SFX : J F X → F X is a left adjoint to yFX : F X → J F X . That is, for all β ∈ F X and Ψ ∈ J F X we have:
[SFXΨ,β] = sup
z∈X
(
β(z) − SFXΨ (z)
)
= sup
z∈X
(
β(z) −
(
inf
α∈FXα(z) + Ψ (α)
))
= sup
z∈X
sup
α∈FX
((
β(z) − α(z))− Ψ (α))
= sup
α∈FX
(
sup
z∈X
(
β(z) − α(z))− Ψ (α))
= sup
α∈FX
([α,β] − Ψ (α))
= F̂ X(Ψ, yFXβ).
The remaining part is to verify that SFXΨ ∈ J (Xop) using the characterization (2.3). We start with
inf
x∈X SFXΨ (x) = infx∈X infα∈FX
(
α(x) + Ψ (α))
= inf
α∈FX infx∈X α(x) + Ψ (α)
[
α ∈ J(Xop)]
= inf
α∈FXΨ (α) [Ψ ∈ J F X]
= 0.
Now, suppose that e1, e2,b > 0 and x1, x2 ∈ X with e1 > SΨ (x1) and e2 > SΨ (x2). Take b′ with b > b′ + b′ and α1,α2 ∈ F X
such that ei > αi(xi) + Ψ (αi) for i = 1,2 (we can do this, since ei > SΨ (xi)). There exist e′1,d1, e′2,d2 > 0 with ei > e′i + di ,
e′i > αi(xi), di > Ψ (αi) for i = 1,2. We can now use the fact that Ψ is an ideal, so there exists α ∈ F X such that b′ > Ψ (α)
and di > [αi,α]. Hence ei > e′ + di >αi(xi) + [αi,α] αi(xi) + (α(xi) − αi(xi)) α(xi).i
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which concludes the proof. 
Lemma 3.3. Let X be a [0,∞]-domain. Then for every x, y ∈ X :
⇓(x, y) inf
α∈FX
(
α(y) + [α,⇓(x,−)]). (3.2)
Proof. The proof crucially uses complete distributivity of ([0,∞],) and it is not at all clear to us whether one can prove
this lemma for general unital quantales in place of [0,∞]. In our case it is enough to ﬁnd a family of open ﬁlters (αe,b)e,b>0,
such that e > ⇓(x, y) implies e+b  αe,b(y)+[αe,b,⇓(x,−)] infα∈FX(α(y)+[α,⇓(x,−)]), which, by complete distributivity
of ([0,∞],), allows us to conclude (3.2).
Take an arbitrary e > ⇓(x, y) and b > 0, and choose a coﬁnal chain (en)n∈ω in ([0,∞],) such that:
b > e0 + e0,
e0 > e1 > e2 > · · · > en > · · · > 0,
en  en+1 + en+2 + · · · ,
inf
n∈ω en = 0. (3.3)
Now, by strong interpolation, we can ﬁnd a sequence (xn)n∈ω such that:
e > ⇓(x, x0) + ⇓(x0, y) and e0 > ⇓(x0, y),
e > ⇓(x, x1) + ⇓(x1, x0) + ⇓(x0, y) and e1 > ⇓(x1, x0),
e > ⇓(x, x2) + ⇓(x2, x1) + ⇓(x1, x0) + ⇓(x0, y) and e2 > ⇓(x2, x1),
· · ·
e > ⇓(x, xn) + ⇓(xn, xn−1) + · · · + ⇓(x1, x0) + ⇓(x0, y) and en > ⇓(xn, xn−1),
· · · .
Deﬁne αe,b : X → [0,∞] as αe,b(z) := infn∈ω supkn X(xk, z); this map is clearly a [0,∞]-functor. We need to check whether
αe,b is an open ﬁlter.
Firstly, the sequence (xn)n∈ω is backward Cauchy in X . Indeed, take arbitrary m,n ∈ ω such that m  n. Hence there
is k ∈ ω with n + k = m and we get: X(xm, xn) = X(xk+n, xn)  X(xk+n, xk+n−1) + X(xk+n−1, xk+n−2) + · · · + X(xn+1, xn) 
ek+n + ek+n−1 + · · · + en+1  en . So we have shown that m  n implies en  X(xm, xn). Consequently, by (3.3), (xn)n∈ω is
backward Cauchy in X . Furthermore, since en  αe,b(xn), we have that infz∈X αe,b(z) = 0. Hence so far we have shown that
every αe,b is an ideal on Xop .
To prove that αe,b is Scott-continuous we must show that for every ideal ϕ ∈ J X :
αe,b(SXϕ) inf
z∈X
(
αe,b(z) + ϕ(z)
)
(3.4)
(the right-hand side decodes S[0,∞](αe,b(ϕ)); the opposite inequality follows from the fact that αe,b is a [0,∞]-functor).
Take an arbitrary e˜ > αe,b(SXϕ) and b˜ > 0. Then there exists i0 ∈ ω such that for all j  i0 we have e˜ > X(x j,SXϕ) =
[⇓x j,ϕ]; the last equation follows from the fact that the way-below map is left adjoint to supremum. Now, choose j0  i0
with b˜ > e j0+1 > ⇓(x j0+1, x j0 ), so we can calculate:
e˜ + b˜ [⇓x j0 ,ϕ] + ⇓(x j0+1, x j0)

(
ϕ(x j0+1) − ⇓(x j0+1, x j0)
)+ ⇓(x j0+1, x j0) ϕ(x j0+1). (3.5)
On the other hand:
αe,b(x j0+1) sup
j> j0+1
X(x j, x j0+1) sup
j> j0+1
⇓(x j, x j0+1)
⇓(x j0+2, x j0+1) ∨ ⇓(x j0+3, x j0+1) ∨ ⇓(x j0+4, x j0+1) ∨ · · ·
⇓(x j0+2, x j0+1) ∨
(⇓(x j0+3, x j0+2) + ⇓(x j0+2, x j0+1))∨ · · ·
 e j0+2 ∨ (e j0+3 + e j0+2) ∨ (e j0+4 + e j0+3 + e j0+2) ∨ · · ·
 e j0+2 ∨ e j0+1 ∨ e j0+1 ∨ · · ·
= e j +1 < b˜. (3.6)0
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e˜ + 2˜b αe,b(x j0+1) + ϕ(x j0+1) infz∈X
(
αe,b(z) + ϕ(z)
)
for arbitrary e˜ >αe,b(SXϕ) and b˜ > 0. Therefore (3.4) follows from complete distributivity of ([0,∞],).
In order to conclude (3.2), it is now enough to verify that
e + b αe,b(y) +
[
αe,b,⇓(x,−)
]
. (3.7)
However
αe,b(y) = inf
n∈ω supkn
X(xk, y)
 sup
k1
(
X(xk, xk−1) + · · · + X(x1, x0) + X(x0, y)
)
 sup
k1
(⇓(xk, xk−1) + · · · + ⇓(x1, x0) + ⇓(x0, y)) [(3.3)]
 e0 + e0
< b
and
[
αeb,⇓(x,−)
]= sup
z∈X
(⇓(x, z) − αε,b(z))
 sup
z∈X
(
⇓(x, z) −
(
inf
n∈ω supkn
X(xk, z)
))
 sup
z∈X
(
inf
n∈ω supkn
(⇓(x, z) − X(xk, z))
)
 sup
n∈ω
sup
kn
⇓(x, xk)
 e,
so (3.7), and therefore also (3.2) are now veriﬁed. 
Lemma 3.4. If X is a [0,∞]-domain, then
⇓FX(α,β) = infx∈X
(
β(x) + [α,λ(x)]) (3.8)
for all α,β ∈ F X, where λ(x) := X(x,−).
Proof. Deﬁne
v(α,β) := inf
x∈X
(
β(x) + [α,λ(x)]).
We employ (2.3) to show that the exponential mate v for v is of type F X → J F X . Indeed: let ei > v(β)(γi), where
γi ∈ F X , for i = 1,2, and let b > 0. We need to ﬁnd α ∈ F X such that b > v(β)(α) and ei > [γi,α]. By deﬁnition of v
there exist x1, x2 such that:
ei > β(xi) +
[
γi, λ(xi)
]
.
Next, choose ai , e′i and bi such that:
ei > ai + e′i + bi > β(xi) +
[
γi, λ(xi)
]
and e′i > β(xi), and bi >
[
γi, λ(xi)
]
. (3.9)
Set b′ = b ∧ a1 ∧ a2. Now since β ∈ J (Xop), there exists z ∈ X such that for i = 1,2:
b′ > β(z) and e′i > X(z, xi). (3.10)
By (2.7) and (3.2) there exists α ∈ F X such that b′ > infx∈X (β(x) + α(z)+ [α,λ(x)]) and so we have:
b b′ > inf
(
β(x) + α(z) + [α,λ(x)]) inf (β(x) + [α,λ(x)])= v(α,β) = v(β)(α).x∈X x∈X
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ai  b′ > inf
x∈X
(
β(x) + α(z) + [α,λ(x)]) α(z). (3.11)
Therefore, by (3.9)–(3.11):
ei > bi + ai + e′i >
[
γi, λ(xi)
]+ α(z) + X(z, xi)

[
γi, λ(xi)
]+ α(xi) = [γi, λ(xi)]+ [λ(xi),α] [γi,α],
which demonstrates that v(β) ∈ J F X .
For the rest of the proof, it is enough to check that v satisﬁes the conditions given in the second part of Proposition 2.7;
verifying (2a) and (2b) is a routine calculation. For (2c) we prove an equivalent statement (see Lemma and Deﬁnition 3.2
of [16]), namely that v : F X → J F X is Scott-continuous. Take an arbitrary Ψ ∈ J F X . Then
SJFX v(Ψ ) = inf
α∈FX
(
v(α) + Ψ (α))
= inf
α∈FX infx∈X
(
α(x) + yFX
(
λ(x)
)+ Ψ (α))
= inf
x∈X
(
yFX
(
λ(x)
)+ inf
α∈FX
(
α(x) + Ψ (α)))
= inf
x∈X
(
yFX
(
λ(x)
)+ SFXΨ (x))
= v(SFXΨ ).
It remains to verify (2d), i.e. that β = SFX(v(β)) for every β ∈ F X . Let z ∈ X . We calculate:
β(z) = inf
x∈X
(
β(x) + ⇓(x, z))
 inf
x∈X infα∈FX
(
β(x) + α(z) + [α,λ(x)]) [follows from (3.2)]
 inf
x∈X
(
β(x) + inf
α∈FX
(
α(z) + (X(x, z) − α(z))))
= inf
x∈X
(
β(x) + X(x, z))
= β(z). 
Let us now consider, for every x ∈ X , the evaluation mapping evx : F X → [0,∞] given by
evx(α) := α(x)
for every α ∈ F X .
Lemma 3.5. Let X be a [0,∞]-domain. Then evx ∈ F F X.
Proof. Firstly, evx is a [0,∞]-functor:
[α,β] = sup
z∈X
(
β(z) − α(z)) (β(x) − α(x))= evx(β) − evx(α).
For Scott-continuity, take an arbitrary Φ ∈ J F X . Then
evx(SFXΦ) = SFXΦ(x) = inf
α∈FX
(
Φ(α) + α(x))= inf
α∈FX
(
Φ(α) + evx(α)
)= SJFXevx(Φ).
Now we show that evx is an ideal on (F X)op .
We start with proving that 0 = infα∈FX evx(α) = infα∈FX α(x). It is enough to show that if e,b > 0, than there exists an
open ﬁlter αe,b such that e + b  αe,b(x). Take an arbitrary e > 0 and e′ such that e > e′ > 0. Recall that in a [0,∞]-domain
X we have ⇓(−, x) ∈ J X and infz∈X ⇓(z, x) = 0. So we can choose z ∈ X with e′ ⇓(z, x); consequently, e > ⇓(z, x). We now
construct an open ﬁlter αe,b exactly as in Lemma 3.3, which gives us that e + b αe,b(x), so we are done.
Now, let ei > evx(αi), i = 1,2, αi ∈ F X and b > 0. We want to ﬁnd α ∈ F X such that ei > [α,αi] and b > evx(α) = α(x).
Since αi(x) = infz∈X (αi(z) + ⇓(z, x)), there exist z1, z2 ∈ X such that for i = 1,2:
ei >αi(zi) + ⇓(zi, x).
Using interpolation, we ﬁnd z′ ∈ X with:
ei >αi(zi) + ⇓
(
zi, z
′)+ ⇓(z′, x).
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ei > e˜i + d + a >αi(zi) + ⇓
(
zi, z
′)+ ⇓(z′, x).
Again, by strong interpolation, we ﬁnd z ∈ X such that:
d > ⇓(z′, z)+ ⇓(z, x)⇓(z′, z),
a > ⇓(z, x).
By Lemma 3.3 there exists an open ﬁlter α := αa,b with the property:
b >α(x),
a
[
α,⇓(z,−)].
Hence ﬁnally:
ei > e˜i + d + a
(
αi(zi) + ⇓
(
zi, z
′))+ ⇓(z′, z)+ [α,⇓(z,−)]
 αi(zi) + X
(
zi, z
′)+ X(z′, z)+ [α,λ(z)]
= [λ(zi),αi]+ [λ(z′), λ(zi)]+ [λ(z), λ(z′)]+ [α,λ(z)]
 [α,αi]. 
Lemma 3.6. Let X be a [0,∞]-domain. Then everyA ∈ F F X is of the form evx for some x ∈ X.
Proof. Consider a map ϕA : X → [0,∞] deﬁned as:
ϕA(z) := inf
α∈FX
(A(α) + [α,λ(z)]).
We will show that ϕA is an ideal on X , and, moreover, that A= evSXϕA .
Let e > 0. Since A is an ideal on F X , there exists β ∈ F X such that e >A(β). Thus:
e >A(β) = inf
α∈FX
(⇓(α,β) +A(α))
= inf
α∈FX infz∈X
(
β(z) + [α,λ(z)]+A(α))
 inf
z∈X infα∈FX
([
α,λ(z)
]+A(α))
= inf
z∈X ϕA(z),
which means that infz∈X ϕA(z) = 0.
Now, take an arbitrary ei >ϕA(xi) for i = 1,2, and b > 0. We want to ﬁnd z ∈ X such that b >ϕA(z) and ei > X(xi, z).
Since ei >ϕA(xi) = infα∈FX(A(α) + [α,λ(xi)]), we choose α1,α2 ∈ F X with:
ei >A(αi) +
[
αi, λ(xi)
]
.
Next, we ﬁx b1,b2 and b′ > 0 such that:
bi >A(αi), ei > bi +
[
αi, λ(xi)
]+ b′. (3.12)
Now, let a > 0 be such that:
b ∧ b′ > a + a. (3.13)
Using (3.12), (3.13) and the fact, that A ∈ J ((F X)op), we pick α ∈ F X with:
a >A(α), bi > [α,αi]. (3.14)
Next, hence a >A(α) = infβ∈FX(A(β) + ⇓(β,α)), we can ﬁnd β ∈ F X such that:
a >A(β) + ⇓(β,α),
in particular a >A(β) and a > ⇓(β,α) = infz∈X ([α,λ(z)] + [λ(z), β]). By the latter equation we can choose z ∈ X such that:
a >
[
α,λ(z)
]+ [λ(z),β]. (3.15)
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b > a + a >A(α) + [α,λ(z)] ϕA(z).
Moreover:
ei > bi +
[
αi, λ(xi)
]+ b′
> [α,αi] +
[
αi, λ(xi)
]+ a + a
> [α,αi] +
[
αi, λ(xi)
]+ [λ(z),β]+ ⇓(β,α)

[
λ(z),β
]+ [β,α] + [α,αi] + [αi, λ(xi)]

[
λ(z), λ(xi)
]= X(xi, z).
Hence ϕA is an ideal on X (this, in particular, implies that ϕA is a [0,∞]-functor of type Xop → [0,∞]).
We claim that A= evSXϕA . For, take β ∈ F X ; then we have:
evSXϕA(β) = β(SXϕA)
= S[0,∞]β(ϕA)
= inf
z∈X
(
β(z) + ϕA(z)
)
= inf
z∈X
(
β(z) + inf
α∈FX
(A(α) + [α,λ(z)]))
= inf
α∈FX
(
A(α) + inf
z∈X
(
β(z) + [α,λ(z)]))
= inf
α∈FX
(A(α) + ⇓(α,β))
= S[0,∞]A
(⇓(−, β)) [⇓ is Scott-continuous]
=A(SFX⇓(−, β))
=A(β). 
Deﬁnition 3.7. We deﬁne the category [0,∞]-Dom to be the category whose objects are [0,∞]-domains and whose
morphisms are those maps f : X → Y that reﬂect open ﬁlters, i.e. such that for every open ﬁlter α ∈ F Y the map
α ◦ f : X → [0,∞] is an open ﬁlter on X .
Lemma 3.8. The pair of operations
X → F X,
f : X → Y → (−) ◦ f : F Y → F X
is a contravariant functor, i.e. F : [0,∞]-Domop → [0,∞]-Dom.
Proof. Functoriality is trivial; we only need to show that F ( f ) reﬂects open ﬁlters. Let A ∈ F F X . By Lemma 3.6 there exists
x ∈ X such that A= evx , namely x = SXϕA . Then, for any α ∈ F Y , we have (A ◦ F ( f ))(α) =A(α ◦ f ) = α( f (x)) = ev f (x)(α).
Hence A ◦ F ( f ) = ev f (x) , i.e. A ◦ F ( f ) ∈ F F X . 
Theorem 3.9 (The duality theorem). The category [0,∞]-Dom is self-dual.
Proof. The natural isomorphism
η : 1( J ,Q)-Dom → F ◦ F , ηX (x) := evx
has the converse
ε : F ◦ F → 1( J ,Q)-Dom, eX (A) = SXϕA. 
A map f : S → T between dcpos reﬂects open ﬁlters if for each Scott-open ﬁlter V of T the subset U = f −1(V ) of S is
a Scott-open ﬁlter.
Corollary 3.10 (Lawson duality). The category Dom of continuous dcpos and open ﬁlter reﬂecting maps is self-dual.
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Observe that in the symmetric case, i.e. for metric spaces, the duality theory, outlined above, trivializes. Indeed, if Y is
a complete metric space with inﬁnite distances allowed, then F Y = {yY (x) | x ∈ Y }, and so Y , F Y , F F Y , . . . are all trivially
isometric. Therefore we can expect major applications of the duality only for spaces with non-symmetric distances.
We believe that the main strength of the duality theory lies in the fact that many non-symmetric distance spaces can
now be represented as spaces of Scott-continuous maps into [0,∞]; hence the algebra of Scott-continuous maps form X to
[0,∞] tells us the structure of X . Furthermore, by Example 2.6 the Yoneda-completion J X of any quasi-metric space X can
be seen as the set of open ﬁlters on F J X . This observation can be used in variety of contexts, and below we shall give an
example of how it can be applied in theoretical computer science.
Recall that a deterministic ﬁnite automaton (DFA) M separates two words u, v ∈ A∗ if it accepts one of them but not the
other. Let |M| be a number of states of M . Deﬁne
r(u, v) :=min{|M| ∣∣ M is a DFA that separates u and v}
and d(u, v) := 2−r(u,v) . Then (A∗,d) is a metric space, and elements of its metric completion are called proﬁnite words
over A.
However the proﬁnite words can be fully recovered from a non-symmetric distance: consider
s(u, v) := min{|M| ∣∣ M is a DFA that accepts u but does not accept v}
and A∗(u, v) := 2−s(u,v) . Then A∗ is a T1 quasi-metric space. Now, Cauchy sequences of the symmetrization of A∗ are
precisely the sequences of A∗ that are simultaneously forward Cauchy and backward Cauchy. Therefore, the space of proﬁnite
words over A is equal to the intersection J (A∗)∩ J ((A∗)op) equipped with the symmetrization metric. It seems promising to
focus now on J (A∗) and its dual F J (A∗), since we can represent every proﬁnite word v over A as the supremum S J (A∗)⇓v .
This observation implies that every v can be faithfully studied via the associated set of approximations ⇓v using the duality
theory described above, and other tools of quantitative domain theory.
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