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This comment is an analysis of the results presented by Wang et al. in their their 2014 paper
on irrational right triangular billiards. They submit numerical evidence that these billiards are a
novel kind of nonergodic, incompatible with KAM theory, at least in the “strongly irrational” case,
typified by one of the angles being defined by the golden ratio. We offer an explanation of their
results as well as a discussion of ergodicity. We suggest that the system is likely to be ergodic and
offer a way to reconcile it with KAM theory if it is not.
A. Introduction
In their paper[1], Wang et al. take the problem of two
masses moving without friction between two walls and
convert it into a billiard problem of a virtual particle
moving inside a right triangle, of angle α/2 defined such
that cosα = m1−m2
m1+m2
, without ever hitting a corner. They
then reparameterize the problem in such a way that the
angle of the velocity of a virtual particle in the triangle is
just θ = ϕ+Kα with ϕ ∈ {θ0,−θ0, pi − θ0, pi + θ0}, θ0 is
the initial angle of the velocity, taken to be an irrational
multiple of pi, and K ∈ Z. The angle ϕ holds the infor-
mation about the initial angle and the quadrant in which
the angle of the final velocity lies. So we get four sets of
Kα, one for each value of ϕ. The rest of the information
is contained inK which evolves by only two rules depend-
ing on whether the virtual particle hits the hypotenuse
of the triangle (encoding a particle-particle collision) or
one of the legs (encoding a particle-wall collision). They
are
K ′ = K + 1 (hypotenuse/particle collision)
K ′ = −K (leg/wall collision.) (1)
They then run numerical simulations with α = piM/N
looking at the value of K as well as various invariants of
the system (e.g. τK , τ∗) that we will address later. The
principal surprise of their results is that in the “strongly
irrational” case, M,N : limN→∞M/N = φ where φ is
the golden ratio of (
√
5−1)/2, the value of K is localized
around its initial value, K0. That is to say it appears
nonergodic as it seems to retain memory of its initial
condition. K has non-zero probability of reaching any
value in its space of available states but the frequency of
its visits falls off exponentially as one moves away from
the initial value. If α is a rational multiple of pi (i.e.
α ∈ Qpi), |K| → ±∞ with time, as is expected since
billiards of all rational and near-rational polygons are
known to be ergodic[2].
The authors posit that, in the strongly irrational case,
the system is nonergodic with respect to its velocity an-
gles, θ; as in principle they can be anything but there is
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a vanishing probability that they will take values corre-
sponding to very large |K|. They go on to suggest that
this is a new kind of nonergodicity as it does not cor-
respond to a phase space neatly divided into regions of
positive measure in accordance with KAM theory[3].
B. Explanation of Numerical Results
Looking at the strongly irrational case of α = piφ it is
helpful to remind ourselves what the authors are doing.
They take th fraction, M/N , such that M/N → φ as
N → ∞. This makes M and N Fibonacci numbers of
succeeding indices. They then simulate a system with
α = piM
N
and look at various scales related to how long
it takes the orbit to close as they increase N . For the
case of average time to closure, 〈τK〉, this is equivalent
to asking how the orbit of the approximant, which is of
size 2Nn, grow with better approximations: that is, with
growing n. From Binet’s formula for the nth Fibonacci
number, Fn, written
Fn =
φ−n − (−φ)n
2φ+ 1
(2)
and recalling that Nn = Fn+1 it can be seen that Nn ∼
φn, or changing bases of the exponential, en lnφ. The
value lnφ = 0.481 being in close agreement with their fit
of e0.49n.
They define τ∗(N,N ′) as the time until two subsequent
rational approximants of φ give sequences of identical
bounces for the same initial angle and thus piM
N
is equiv-
alent to φ up to τ∗(N,N ′), which should get longer as
the index of N increases. They give the dependence as
τ∗ ∼ N . This is not surprising since, if one makes the
denominator of the approximant twice as large and thus
makes it twice as accurate, the trajectory governed by it
should match for twice as long.
They also plot n∗K which they define as the number of
K values visited at time τ∗. This is asking how fast the
maximum value of K, Kmax, grows with N which is to
say, how fast it grows with time for α = φpi. The question
of how Kmax increases is a question of the rate of double-
leg hits. Imagine K is at some arbitrary positive value
less than Kmax. After a K → K+1 hypotenuse collision,
2the virtual particle must strike a leg andK → −K. It can
then either strike the hypotenuse again, increasing by one
and decreasing its absolute value, or it may hit the other
leg taking it back to its previous positive value. The
next collision must necessarily be with the hypotenuse
and increase the absolute value. These double-leg hits
are the only way |K| can grow as if this never happened
it would go: K = 0 → 1 → −1 → 0 forever. This would
correspond to α = pi/4 and θ0 being on the horizontal
or vertical axis. It has already been shown that almost
all trajectories starting perpendicular to one of the legs
of the triangle form closed orbits[4]. This is avoided by
Wang et al. even in the rational case by insisting θ0 /∈
Qpi. However, for n∗K to grow subsequently, the leg-leg
hits must occur when K = Kmax, so it is little wonder
that n∗K grows slowly.
If one ignores the details of the dynamics and squints
enough, we can try to treat the long-term behavior prob-
abilistically. After hitting the hypotenuse and then a leg,
let the probability that the particle will hit the other leg
be p. It then must hit the hypotenuse and then another
leg. Assuming that leg vs. hypotenuse hits are history-
independent (which they in fact are not, as attested to
by the jumps in n∗K if nothing else) the probability of
two leg-leg hits in a row will be p2. Since K = ∆K +K0
is localized around its initial value, K0, on average, K
will be K0. If we let K0 = 0 for convenience it will take
on average Kmax + 1 sequential leg-leg hits to raise the
value of Kmax. Assuming that these leg-leg hits happen
at some constant average rate in time, we can say that
the probability of getting k double leg hits in a row in
time t is pk(t) = p
kt. If one fixes k (and Kmax will be
fixed until this string of k > Kmax hits occurs) and takes
the long-time limit, pk → 1. Now since the meaning of
“∼” is “ratio approaches one” we can say that in the
long time limit t ∼ p−k. With some rearranging and by
recalling that t ∼ τ∗ ∼ N and that k ∼ Kmax ∼ n∗K we
may write in their notation
n∗K ∼ log 1
p
N .
This will agree with their results if 1/p ≈ e.
Then let us try and approximate p. Let us assume that
the particle is equally likely to hit any spot on the leg,
and is equally likely to go in any direction. Under this
assumption the probability that the particle will hit one
leg after the other will be equal to the angle subtended by
the other leg from a point on the leg it just hit divided by
pi, the total angle it will scatter into. Let the hypotenuse
be of unit length and let θy be the angle subtended by
the other leg when the particle is on the leg opposite the
angle equal to α/2 and vice-versa for θx (see fig. 1.) Some
geometry then gives
θx(x) = tan
−1
(
sin (α/2)
cos (α/2)− x
)
θy(y) = tan
−1
(
cos (α/2)
sin (α/2)− y
)
.
(3)
x
y
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FIG. 1. Geometrically estimating the probability of K in-
creasing by calculating angles subtended by opposite legs (see
text as to why this increases K.) A particle colliding at x (y)
sees the other leg subtended by angle θx(x) (θy(y)). The angle
α/2 is as defined in §A.
Averaging the average of equation (3) together should
give an estimate of p, 〈p〉 = 〈θx〉+〈θy〉
2pi
. Calculating the re-
ciprocal of this numerically gives 〈p〉−1 = 2.8011..., only a
3% difference from e = 2.7183.... This is not a minimum
difference from e[5] but would be difficult to distinguish
numerically. If this analysis holds, then n∗K should grow
most slowly for α an irrational angle close to pi/2, even
if it is not as far from rationality as φ is.
C. The Question of Ergodicity
K forms an invariant measure of the phase space of θ
since the action of (1) clearly cannot take it outside of
the set of angles measured by K. Wang et al. argue that
it should not be full measure since it is exponentially
localized and therefore there is a vanishing possibility
that the system reaches values corresponding to K very
far from K0. But since the system has infinite time to
reach these states it must be strictly impossible to do
so in order to divide the phase space made up of all the
angles in Zα.
This would indeed be a novel kind of nonergodicity. It
would involve regions of phase space of intermediate mea-
sure and different invariants (e.g. K0) but which overlap
each other in contravention of KAM theory. One way out
of this, and to restore harmony with KAM theory where
systems with different invariants stay in disjoint regions
of phase space, is to “promote” θ0 to a phase variable,
breaking the phase space up into disjoint strands, each
corresponding to a different value of θ0. This is prac-
3tical in the case where α /∈ Q and one has K,[6]. In
this case, one also has access to the unique value of θ0.
The only way for θ˜ = K ′α = Kα for K ′ 6= K is for
there to be some non-zero integer q : Kα ≡ (q + K)α
mod 2pi =⇒ qα ≡ 0 mod 2pi. But this implies that
α = p
q
2pi ∈ Qpi for p, q ∈ Z, in contradiction with α /∈ Qpi.
Therefore θ0 = θ˜−Kα is always a unique (up to ϕ) and
available observable that no time will wash out. This is
equally applicable to the case where K runs off to infin-
ity, its set has full measure, and the system is ergodic.
But if initial conditions affect the system, even if they
are unknown, the system is nonergodic, but where initial
conditions can be ignored, they ought to be, is part of
the foundation of ergodic theory[7]. If it is the case that
there are different, finite ranges of K that are reachable
from different initial conditions then this trick of promot-
ing intial conditions serves to prevent regions of overlap
and harmonize the system with KAM theory. If there
are no such finite ranges dependent on initial conditions,
then those conditions can be forgotten, as the system is
ergodic.
When examined carefully, their data do not necessitate
that the system be nonergodic, even in the irrational case.
To start with, Wang et al. show and cite theory that
the system is ergodic in the case that α is near-rational,
such as when α is Liouville’s number multiplied by pi.
This means it cannot be a simple distinction between
the rational and irrational cases due to, for example, the
availability of the initial conditions. A decisive proof that
they are all ergodic is beyond the scope of this work,
billiards in irrational triangles being a very open subject
in dynamical systems[8], but there are more difficulties if
it is nonergodic only in some “strongly” irrational regime.
If the logarithmic growth discussed at the end of the
last section is in fact the behavior of n∗K , then the local-
ization of K aroundK0 by an exponential when averaged
over θ0 [1, Fig. 3] does not speak to nonergodicity. It
shows that K remains exponentially close to its initial
value whether looked at over time (the n∗K behavior as
shown in [1, Fig. 2]) or over initial conditions (as in [1,
Fig. 3]) which, taking K as the observable, is what is
expected in an ergodic system.
That this will always happen can be seen from K it-
self. It only ever changes by one. Therefore it is, as
the authors say, dense in its values up to Kmax, even if
Kmax → ∞. It is also true that a leg collision is never
more than one hit away from flipping the sign of K. This
has the effect of distributing K symmetrically about K0;
which ensures that the time average of K is K0 as sug-
gested by the numerical evidence. The average of K over
θ0 is K0, almost by definition, as the choice of K0 is a
gauge freedom and independent of θ0. Thus the averages
of K will always converge to K0.
The fact that it is localized is of no consequence be-
cause while K measures the size of subsets of the phase
space, it does not measure the distances between velocity
angles so remaining local near K0 does not mean remain-
ing near θ0. Even two angles whose K numbers differ by
one, and placed in the same quadrant by an appropriate
ϕ, will be α mod pi/2 apart. When we consider just the
Kα term in θ, we are considering the circle folded up into
one of its quadrants so Kα must be taken mod pi/2.
The largest hurdle for this new kind of nonergodicity is
the fact that, if there is some range in K that is unreach-
able, there must be a Kmax where one can guarantee that
a double-leg hit does not follow[9]. Since this depends on
θ, not just Kα, there must be some mechanism to ensure
that ϕ takes on the right value to prevent a double leg
hit. This whole analysis relies on ϕ being almost wholly
decoupled from Kα and a mechanism to couple them is
not at all clear. Unless their is such a mechanism K is
unbounded, has full measure, and the system is ergodic.
D. Concluding Remarks
We have shown that the results presented in [1] are, in
fact, consistent with the billiard path in a strongly irra-
tional triangle being ergodic in its velocity angle. While
we have failed to show the contrary is impossible, we
have mounted an argument that the more likely case is
that they are ergodic. We have also supplied a trick to
re-harmonize the system with KAM theory if it is noner-
godic in some regime. If this kind of nonergodicity is to
be studied further, it would be necissary to find a cross-
over condition or behavior. To disprove it for this system,
one could show that K is unbounded when α /∈ Qpi, even
for α = φ.
Since this invariant measure has been fruitful in the
study of billiards in irrational triangles, it may be inter-
esting to see what similar measures can be constucted in
the case of other irrational polygons where many ques-
tions remain open about periodic orbits[8]. It is espe-
cially tempting to look for ones that take advantage of
the substantial body of mathematical work on irrational
rotations[10–12].
What we regrettably have not touched on here is the
cross-over in behavior from the rational case — where
closed orbits are dense in the initial velocity angle[13]
and the flows are ergodic[2] — to the irrational case where
only a handful of closed trajectory types are known[14,
15]. Current theory is consistent with the system being
ergodic in both cases: with a finite set of angles and
unboundedK increasing in increments of the orbit length
in the rational case, and an infinite set of angles with
a bijection to an unbounded K in the irrational sense.
These cases can coexist side-by-side as the closed orbits
of irrational triangles are unstable[16] and therefore any
change in α is enough to destroy a periodic orbit found
for a particular θ0.
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