Graphics Processing Units (GPUs) have evolved into a highly parallel, multi-threaded, many-core processor with enormous computational power. The GPU is especially well suited to address pattern recognition problems that can be expressed as data-parallel computations. Thus it provides a viable alternative to the use of dedicated hardware in the neural network (NN) field, where the long training times have always been a major drawback. In this paper, we propose a GPU implementation of the online (stochastic) training mode of the Multiple Back-Propagation (MBP) algorithm and compare it with corresponding standalone CPU version and with the batch training mode GPU implementation. For a fair and unbiased comparison we run the experiments with benchmarks from machine learning and pattern recognition field and we show that the GPU performance excel the CPU results in particular for high complex problems.
INTRODUCTION
Driven by the insatiable market demand for real time high-definition 3D graphics, the Graphics Processing Unit (GPU) has evolved into a highly parallel processor with tremendous computational power (NVIDIA, 2009b) . Modern GPUs, present in today computers, offer increasing degrees of programmability allowing enough flexibility to be used to accelerate nongraphics applications (Steinkrau et al., 2005) . Due to its inherent parallel architecture, GPUs offer remarkable performance gains when compared to CPUs for computationally-intensive applications, providing an attractive alternative to use dedicated hardware in the NN field (Steinkrau et al., 2005) . Recently, GPU implementations of machine learning algorithms (Lopes and Ribeiro, 2009) (Catanzaro et al., 2008) (Che et al., 2008) show they are becoming a platform of choice in the scientific computing community (Schaa and Kaeli, 2009) . In part this is due to the advent of general purpose programming languages such as NVIDIA CUDA (Compute Unified Device Architecture) that overcome many of the difficulties of classic General-Purpose computation on the GPU (GPGPU) (Che et al., 2008) (Jang et al., 2008) . Moreover, GPUs are widely used by the large gaming industry and so they are relatively affordable (Catanzaro et al., 2008) . In this article we present a GPU implementation of the online (stochastic) training mode of the Multiple Back-Propagation (MBP) algorithm and compare its high throughput performance computing both with the corresponding standalone CPU version and the batch training mode GPU implementation.
The rest of the paper is organized as follows. Section 2 introduces the CUDA programming model and architecture. Section 3 explains the main steps of the MBP algorithm. Section 4 presents the methodology of its parallel GPU implementation. Section 5 describes the experimental setup and compares and discusses the results obtained for both classification and regression benchmarks. Finally, section 6 summarizes the contributions of this paper. the C language, allowing programmers to define special functions called kernels. Kernels are executed in parallel by different CUDA threads, on a physically separate device (GPU) that operates as a co-processor to the host (CPU) running the program. Threads are organized into blocks, containing up to 512 threads, that are required to execute independently: it must be possible to execute them in an arbitrary order either in parallel or in series. This requirement allows the set of thread blocks, called a grid, to be scheduled in any order across any number of cores, enabling programmers to write code that scales with the number of cores present on the device. Threads within a block can cooperate among themselves by sharing data and synchronizing their execution to coordinate memory accesses. The number of thread blocks in a grid is typically dictated by the size of the data being processed rather than by the number of processors in the system, which it can greatly exceed.
The CUDA architecture is built around a scalable array of multi-threaded Streaming Multiprocessors (SMs). Each SM has eight Scalar Processor (SP) cores. When a program on the host invokes a kernel grid, its blocks are enumerated and distributed to SM with available execution capacity. As thread blocks finish their execution, new blocks are launched on the vacated SMs. Each SM creates, manages, and executes concurrent threads in hardware with zero scheduling overhead and can implement fast barrier synchronization. Fast barrier synchronization together with lightweight thread creation and zero-overhead thread scheduling efficiently support very fine-grained parallelism. To manage hundreds of threads running several different programs, the SM employs a new architecture called SIMT (single-instruction, multiple-thread). The SM maps each thread to one scalar processor core, and each scalar thread executes independently with its own instruction address and register state. The SIMT unit creates, manages, schedules, and executes threads in groups of 32 parallel threads called warps (NVIDIA, 2009b) .
MULTIPLE BACK-PROPAGATION
Multiple Back-Propagation (MBP) is a generalization of the Back-Propagation (BP) algorithm that can be used to train Multiple Feed-Forward (MFF) networks (Lopes and Ribeiro, 2001 ). Jointly MFF networks and the MBP algorithm shape an architecture that is (in most situations) preferable to the use of feed-forward (FF) networks trained with the BP algo- rithm (Lopes and Ribeiro, 2003) . MFF networks are obtained by integrating two FF networks (a main network and a space network) as shown in Figure 1 . The main network contains at least one selective activation neuron. Selective activation neurons differentiate between stimulus (patterns). Their response depends on the space localization of a pattern p presented to the network and might be amplified or reduced accordingly. Its output is given by (1):
where y p k is the output of neuron k, m p k the importance of the neuron for the network output that varies accordingly to the pattern (stimulus) presented, F k the neuron activation function, a p k its activation, θ k the bias and w jk the weight of the connection between neuron j and neuron k. The farther from zero m p k is the more important becomes the k neuron contribution. On the other hand, an m p k equal to zero implies the neuron will not contribute at all to the network output. Notice that if we consider all the m p k to be constant and equal to 1, i.e., if all neurons are equally important to the network regardless of the presented pattern, equation (1) becomes identical to the standard neuron output equation. The importance (m p k ) of each neuron k for the current pattern p is determined by a standard FF network, that receives the same inputs as the main network, named space network because it is implicitly dividing the input space. The main network can only calculate its outputs after knowing the outputs (m p k ) of the space network. Thus the two networks will function in a collaborative manner and must also be trained together. Table 1 : Kernels used to implement both the BP and the MBP algorithms. The kernels used in each mode (O -online, Bbatch) are marked with an ×.
Kernel
O B Purpose FireLayer × × Calculates the outputs of all neurons in a given layer. FireOutputLayer × × Calculates the outputs of the network output layer and the local gradients of its neurons. If the layer contains selective activation neurons, the local gradients of the corresponding space network neurons are also calculated. CalcLocalGradients × × Calculates the local gradient of all neurons in a hidden layer. For selective activation neurons, the local gradients of the corresponding space network neurons are also calculated. CorrectWeights × × Adjust the weights of a given layer. For the batch mode the step sizes are also updated. CalculateRMS × × Calculates the Root Mean Square (RMS) error of the NN. RobustLearning × Checks if the RMS is lower than the minimum obtained so far. If so, the minimum RMS is updated and the NN weights are stored. Otherwise, the kernel checks whether the RMS exceeded the best RMS by a given tolerance and in affirmative case: the best weights are restored, the step sizes reduced by a given factor and the momentum memories set to zero. AdjustLearningRate × Randomizes the order of the patterns and then checks if the RMS is lower than the minimum obtained so far. If so, the minimum RMS is updated and the NN weights are stored. If not, the kernel checks whether the RMS exceeded the best RMS by a given tolerance and in affirmative case: the best weights are restored, the step sizes reduced by a given factor and the momentum memories set to zero. Unless the step sizes were reduced they are then adjusted.
BP AND MBP PARALLEL CUDA IMPLEMENTATION
The CUDA implementation of the batch mode for the BP and MBP algorithms, extends the one presented in (Lopes and Ribeiro, 2009 ). The current implementation has undergone a great deal of optimizations to furthermore increase the speedups obtained, which were already impressive (In the "two-spirals" benchmark, the GPU version, running on a GTX 280 device, was over 40 times faster than the CPU version). However the main change was the addition of the robustness technique (Almeida, 1997) to complement the adaptive step size technique already implemented. The online implementation shares much of the code of the batch implementation. Nevertheless there are significant differences in the kernel implementations and although they might have similar names, they are optimized to the specific version. Table  1 identifies the purpose of the kernels implemented for the online and batch mode versions. The kernels FireLayer, FireOutputLayer, CalcLocalGradients and CorrectWeights were designed to operate on a generic network layer with N n neurons, each with N i inputs (not including the bias) and N o output connections. In the batch mode, those kernels process (in parallel) all the N p patterns contained in the training data set, while in the online mode they process a single pattern. Therefore in the online mode the kernels must be called N p times (for each layer) in each epoch. Although in the online mode the kernels process a single pattern, they are actually capable of processing several patterns in parallel. Thus they might be used to train the NNs using small batches of patterns (they could also be used to train the networks in batch mode, but they would be inefficient compared to the kernels designed for that purpose). This implementation is sometimes referred as mini-batch where the networks are trained using blocks of N b patterns (1 < N b < N p ).
RESEARCH DESIGN

Data Sets and Experimental Setup
The experimental setup was conducted using the CUDA implementation (described on the previous section) and the Multiple Back-Propagation software. Multiple Back-Propagation is a highly optimized software, developed in C++, for training both FF and MFF networks with the BP and MBP algorithms. 1 The CPU version was benchmarked on a Intel Core 2 6600 CPU running at 2.4 GHz, whilst the GPU version was benchmarked on two different NVIDIA devices: a GeForce 8600 GT with 4 SM (32 cores) and a GTX 280 with 30 SM (240 cores).
The neural network models used in this study consisted of MFF networks comprising: (i) a main network containing an input layer with N i neurons, a hidden layer with N h1 neurons with selective activation, an optional second hidden layer with N h2 neurons (without selective activation) and an output layer with N o neurons; and (ii) a space network with N i inputs and N h1 outputs.
Three benchmarks ("two-spirals", "sonar" and "Friedman") were chosen for testing and comparing the online (stochastic) and the batch parallel implementations of the MBP algorithm. The "two-spirals" benchmark, which is considered extremely hard to solve for algorithms of the BP family (Fahlman and Lebiere, 1990) , consists of discriminating between the points of two distinct spirals which coil three times around one another and the x-y plane origin. The "sonar" benchmark 2 consists of discriminating between the sonar signals bounced off a metal cylinder from those bounced off a roughly cylindrical rock. The "Friedman" benchmark consists in approximating the function f (x) = 10 sin (πx 1 x 2 )+20(x 3 − 1 2 ) 2 + 10x 4 + 5x 5 (Friedman, 1991) . 3
Results and Discussion
For a fair comparison of the implementations (in both GPU and CPU versions), the initial weights were identical (independently of the implementation and hardware). Table 2 shows the number of epochs trained per minute, accordingly to the hardware used. The number of epochs trained using the batch mode is far superior on the GPU than on the CPU. However, when using the online (stochastic) mode the GPU can only achieve better results than the CPU, when the trained NN contains a sufficient large number of connections. This is better emphasized in Table 3 which shows the speedups attained by the GPU over the CPU for both the batch and online implementations of 1 The latest version of Multiple Back-Propagation software can be freely obtained at http://dit.ipg.pt/MBP.
2 Available at the Carnegie Mellon University Collection of Neural Networks Benchmarks (http://www.cs.cmu.edu/afs/cs/project/ ai-repository/ai/areas/neural/bench/cmu/).
3 The training data is available at the Bilkent University function approximation repository (http://funapp. cs.bilkent.edu.tr/DataSets/). the MBP algorithm. A speedup value, S, greater than one, means the GPU implementation is S times faster than the corresponding CPU implementation, whilst a speedup value smaller than one means the GPU implementation is slower than the corresponding CPU implementation. The online training mode can only take advantage of the parallelism inherent to the NN layers. On the other hand, the batch training mode can also benefit from the fact that each pattern can be processed independently. Thus in the batch mode the patterns can be processed in parallel, leading to greater speedups, regardless the number of connections.
Execution pipelines on the CPUs support a limited number of concurrent threads. Modern quad-core processors can only run 16 threads in parallel (32 if the CPUs support Hyper-Threading). By contrast, the smallest executable unit of parallelism on a device, called a warp, comprises 32 threads. All NVIDIA GPUs can support at least 768 active threads per multiprocessor. On devices that have 30 multiprocessors (such as the GTX 280), more than 30,000 threads can run simultaneously (NVIDIA, 2009a) . Thus to take full advantage of the GPU parallel processing capabilities a large number of threads is required and that cannot be accomplished using the online training mode (for the vast majority of the problems). Table 4 shows how many times the NN weights are corrected per minute on a GTX 280. The ratio of the number of weights corrections in the batch mode relatively to the online mode is far greater on the GPU than on the CPU, where it represents a small fraction. 4 This is better emphasized by Table 5 which shows the ratios between the batch and the online training modes, for both (i) the number of epochs per minute and (ii) the number of network weights corrections per minute. Thus on the GPU, the online training is not granted to converge faster than the batch training mode, even in situations where that holds true on the CPU. In fact, in our experimental tests, we found the batch training mode to converge faster than all the other modes for the "two-spirals" and "sonar" benchmarks. However, in the "Friedman" benchmark, the mini-batch mode outperformed the batch mode, regardless of the number of selected patterns, which in turn outperformed the stochastic version. Figure 2 shows the RMS error versus the training mode. Although, we run the mini-batch with 32, 64, 128, 256 and 512 patterns 5 the graphic only shows two results (namely, 64 and 512 patterns) for clarity purposes. Even for large data sets, the online training is not a viable alternative with respect to the batch GPU-based training mode, because it cannot efficiently take advantage of its inherent parallel processing capabilities. When running the NNs with large datasets a feasible choice to the batch mode can be found on minibatch mode. Thus the only valid reason for using the online mode is memory constraints, since this is the mode which requires less memory. 
CONCLUSIONS
In this paper we presented a GPU implementation of the online (stochastic) training mode of the Multiple Back-Propagation algorithm. For complex problems (with sufficient large number of connections) the GPU online version is faster than the corresponding CPU version. Nevertheless, our tests showed that the batch GPU-based training mode is always preferable to the online training (independently of using a GPU or a CPU), even for large datasets. However, when training the neural networks using large datasets the GPU mini-batch mode represents a wiser choice than the batch and the online training modes. The GPU is ideally suited for computations that can be run in parallel which typically involves thousands, if not millions, arithmetic operations on large datasets. Neural networks which are highly parallel learning machines are good examples of the advantage of being programmed in GPU.
Future work will address the GPU-based implementation of recurrent neural networks. 
