Galois (concept) lattice theory has been successfully applied to the resolution of the association rule problem in data mining. In particular, structural results about lattices have been used in the design of efficient procedures for mining the frequent patterns (itemsets) in a transaction database. As transaction databases are often dynamic, we propose a detailed study of the incremental aspects in lattice construction to support effective procedures for incremental mining of frequent closed itemsets (FCIs). Based on a set of descriptive results about lattice substructures involved in incremental updates, the paper presents a novel algorithm for lattice construction that only explores limited parts of a lattice for updating. Two new methods for incremental FCI mining are studied: the first one inherits its extensive search strategy from a classical lattice method, whereas the second one applies the new lattice construction strategy to the itemset mining context. Unlike batch techniques based on FCIs, both methods avoid rebuilding from scratch the FCI family whenever new transactions are added to the database and/or when the minimal support is changed.
Introduction
Association rule mining from a transaction database has been a very active research area since the publication of the Apriori algorithm (Agrawal and Srikant 1994) . Several improvements to the basic algorithm and many new approaches have been proposed during the last decade.
It is well-known that the most challenging and time-consuming step in association rule mining is the detection of frequently occurring patterns in the transaction sets (frequent itemsets) (Agrawal et al. 1996 , Bayardo and Agrawal 1999 , Hipp et al. 2000 . Such a step may generate a prohibitive number of frequent itemsets (and hence association rules) even from a reasonably large dataset. The frequent closed itemsets (FCIs) research topic (Pasquier et al. 1999b , Pei et al. 2000 , Zaki and Hsiao 1999 , Zaki 2000 constitutes a promising solution to the problem of reducing the number of the reported association rules. Yet another difficulty arises, however, with dynamic databases where the transaction set is frequently updated. Although the necessity of processing volatile data in an incremental manner has been repeatedly emphasised in the general data mining literature (see for example (Godin and Missaoui 1994) ), few incremental algorithms for association rule generation (and hence frequent itemset detection) have been reported so far (Cheung et al. 1996 , Cheung et al. 1997 , Feldman et al. 1997 , Thomas et al. 1997 , Pudi and Haritsa 2000 . The conclusion drawn from some of these studies highlights the need for more storage space due to the impossibility to prune some of the infrequent itemsets at run time.
Our own approach to incremental frequent itemset (FI ) generation is motivated by the belief that FCIs provide the key to compact rule sets and low storage requirements. Therefore, we have been investigating the potential benefits of using Galois lattice theory and formal concept analysis as a formal framework for the resolution of the FCIs mining problem. In this paper, we examine the links between incremental lattice construction and incremental FI generation. First, we establish the necessary correspondence between basic elements of both frameworks. Then, we present a way to transform a recent version of a classical lattice algorithm into a FCI -mining procedure and discuss efficient implementation in terms of a trie structure. As the resulting approach relies on extensive exploration of the temporary FCI family at each update, we investigate possible pruning strategies that limit the number of examined FCIs. We therefore provide a set of characteristic properties for the lattice substructures involved in incremental updates and embody them into a new incremental algorithm that concentrates on a subset of relevant lattice nodes. The new algorithm is in turn transformed into an incremental FCI -miner whose performances are compared to those of a recent batch procedure (Pei et al. 2000) .
The paper starts with a short summary of the association-rule mining problem (Section 2) followed by a brief summary of relevant results from Galois lattice theory and algorithmics (Section 3). The outline of our approach is given in Section 4.3, and an efficient implementation based on a trie structure is presented in Section 4.4. Section 5 describes an alternative approach that avoids the search of the entire set of closed itemsets (CI s) when a new transaction is added. Section 6 provides a short survey of related work and Section 7 discusses preliminary results on the practical performance of our method.
Association rule mining problem
Let I = {i 1 , i 2 , · · · , i m } be a set of m distinct items. A transaction T contains a set of items in I, and has an associated unique identifier called TID. A subset X of I where k = |X| is referred to as a k−itemset (or simply an itemset), and k is called the length of X. A transaction database (TDB ), say D, is a set of transactions. The percentage of transactions in D that contain an itemset X is called the support of X and is denoted supp(X). For example, the support of ef h in table 1 is 33%
1 . An itemset is frequent (or large) when supp(X) reaches at least a user-specified minimum threshold called minsupp.
As a running example, let us consider table 1 which shows a supermarket database with a sample set of transactions D = {1, · · · , 9} involving items from the set I = {a, · · · , h}. The itemsets whose support is higher than 30% of |D| are given on the right of table 1.
An association rule is an implication of the form X ⇒ Y , where X and Y are subsets of I, and X ∩ Y = ∅ (e.g. e ⇒ h). The support of a rule X ⇒ Y is defined as supp(X ∪ Y ) while its confidence is computed as the ratio supp(X ∪ Y )/supp(X). For example, the support and confidence of e ⇒ h are 33% and 75% respectively.
Given a database of transactions, the problem of mining association rules consists in generating all association rules that have certain user-specified minimum support and confidence (called minconf ). This problem can be split into two steps:
• Detecting all frequent (large) itemsets (FI s) (i.e. itemsets that occur in the database with a support ≥ minsupp),
• Generating association rules from large itemsets (i.e. rules whose confidence ≥ minconf ). The second step is relatively straightforward. However, the first step presents a great challenge because the set of frequent itemsets may grow exponentially with |I|.
Since the most time consuming operation in association-rule generation is the computation of frequent itemsets, some recent studies have proposed a search-space pruning based on the computation of frequent closed itemsets only, without any loss of information. In particular, approaches inspired by Galois lattices (Barbut and Monjardet 1970) have been suggested to that end (Pasquier et al. 1999b , Zaki 2000 . Thus, only a subset of FIs which is made up of the frequent closed itemsets (FCIs) is produced and stored. An itemset X is a closed itemset if adding an arbitrary item i from I − X to X results in an itemset whose support is lower than the support of X (see next section for a formal definition):
The following table provides the set of all CIs, both frequent (more than 30%) and infrequent ones, relative to the TDB of the previous example (see table 1 ). FCI c, d, g, f, bc, cd, cf, ef, fh, abc, bcd, efh, fgh CI -FCI abcd, abcef, cdfgh, efgh, abcdefgh The key property in the CI framework states that any itemset has the same support as its closure, and hence is as frequent as its closure. For example, the closure of the itemset b is bc and both sets have a support of 4. Previous work Missaoui 1994, Pasquier et al. 1999b) has shown that CIs and FCIs may be used in the generation of all FIs and rules, whereby there is no need to further access the TDB. Another important aspect of the rule generation problem is the enormous number of rules that can be generated even for high support and confidence thresholds. Producing minimal covers, or bases, for the entire rule sets is more useful from the user point of view. Again, previous work has shown that such minimal covers can be generated directly from the lattice of CIs (Zaki 2000) (see the next section). Furthermore, the CIs lattice structure provides a context for the efficient generation of rules limited to any given frequent item subset (Godin and Missaoui 1994) .
Set of CI Closed itemsets
The possibility of incrementally constructing the FI set is a highly desirable feature within a dynamic database where new transactions may be added at any time. To motivate our study of the algorithmic problems which arise with dynamic data, let us consider the following example. Assume that the initial TDB, D − , includes only the transactions {1, 2, 4 · · · , 9} while the increment is made up of transaction #3. The following table provides the sets of CI for both the initial TDB and the increment. The augmented TDB, i.e. D, is the union of D − and the increment. CI d, g, bc, ef, abc, bcd, efh, abcd, abcef, efgh, abcdefgh Increment c, f, cd, cf, fh, fgh, cdfgh While a batch algorithm would have to start the computation of the CIs in D from scratch, an incremental method will use both the new transaction and the existing set of CIs from D − to compute the new CIs in Increment and thus obtain the complete set of transactions from D.
Just as in the general case of FIs, there is clearly room for incremental techniques which efficiently maintain the FCI set upon the insertion of new transactions. In the rest of the paper, we present an approach based on algorithms for Galois lattice construction, which, to the best of our knowledge, is new.
Background on Galois lattices
The following is a summary of the key results from Galois lattice theory (Barbut and Monjardet 1970) , which provides the basis of our approach to incremental generation of frequent closed itemsets.
The basics of ordered structures
The pair P = G, ≤ P is a partial order (poset) over a ground set G and a binary relation ≤ P if ≤ P is reflexive, antisymmetric and transitive. For a pair of elements a, b in G, if b ≤ P a we shall say that a succeeds (is greater than) b and, inversely, b precedes a. If neither b ≤ P a nor a ≤ P b, then a and b are said to be incomparable. All common successors (predecessors) of a and b are called upper (lower ) bounds. The precedence relation ≺ P in P is the transitive reduction of ≤ P , i.e. a ≺ P b if a ≤ P b and all c such that a ≤ P c ≤ P b satisfy c = a or c = b. Given such a pair (a, b), a will be referred to as an immediate predecessor of b and b as an immediate successor of a. Usually, P is represented by its covering graph Cov(P ) = (G, ≺ P ). In this graph, each element a in G is connected to both the set of its immediate predecessors and of its immediate successors, further referred to as lower covers (Cov l ) and upper covers (Cov u ) respectively. In the following, we shall visualise a partial order by its Hasse diagram, that is, the line diagram of the covering graph where each element is located 'below' all its successors.
A subset A of G is a chain (respectively anti-chain) in P if all elements in A are mutually comparable (incomparable). A subset B of G is an order ideal (order filter ) if ∀a ∈ G, b ∈ B, a ≤ P b ⇒ a ∈ B (b ≤ P a ⇒ a ∈ B). For a given set A ⊆ X, the set ↓ P A = {c ∈ X|∃a ∈ A, c ≤ P a} is the smallest order ideal containing A. Dually, ↑ P A = {c ∈ X|∃a ∈ A, a ≤ P c} denotes the smallest order filter containing A. In the case of a singleton A, we shall write ↓ P a instead of ↓ P {a} (↑ P a instead of ↑ P {a}). Moreover, the order interval [a, b] is the subset of nodes obtained by the intersections of an order filter ↑ P a and an order ideal ↓ P b. A convex subset of an order is a subset that includes for any pair of its members the interval they might compose. A mapping φ between two posets P and Q such that φ : P → Q is said to be order preserving if an order relation between two elements of P entails an order relation between their respective images under φ in Q:
Furthermore, φ is said to be an order embedding of P into Q if the condition is also a sufficient one:
A lattice L = G, ≤ L is a partial order where any pair of elements a, b has a unique greatest lower bound (GLB) and a unique least upper bound (LUB); these define binary operators on G called, respectively, join (a ∨ L b) and meet (a ∧ L b). In a complete lattice L, all the subsets A of the ground set have a GLB and a LUB. In particular, there are unique maximal (top, ⊤) and minimal (bottom, ⊥) elements in the lattice. A structure with only one of the above operations is called semi-lattice, e.g. the existence of a unique GLB for any couple (set) of elements implies a (complete) meet semi-lattice structure. For example, (178, bcd) is a closed pair, but (16, ef h) is not. Within the CI mining framework, the closed pairs are useful as they contain both a closed itemset Y and the (closed) set X of all transactions which share exactly Y , i.e. the supporting transaction set.
Furthermore, the set C K of all closed pairs/concepts of K = (O, A, I) is partially ordered by intent/extent inclusion:
Theorem 1. The partial order L = C K , ≤ K is a complete lattice, called the Galois or the concept lattice, with joins and meets defined as follows:
The Hasse diagram of the lattice L − drawn from K − = ({1, 2, 4, ..., 9}, A, R) is shown on the right side of figure 1 where itemsets and transaction sets are drawn on both sides of a node representing a closed pair. For example, the join and the meet of the closed pairs c 1 = (178, bcd) and c 2 = (127, abc) are (1278, bc) and (17, abcd) respectively.
The Galois lattice provides a hierarchical organisation of all closed pairs which may be used to speed-up their computation and subsequent retrieval. It is particularly useful when the set of closed pairs is to be generated incrementally, a problem which is addressed by the next paragraphs.
Rules and order
As indicated earlier, association rules can be advantageously generated from FCIs rather than FIs. However, even in this case, there is still a large set of generated rules with information redundancy. It is therefore more useful and relevant to provide the user with a non-redundant rule set.
For example, suppose the following rules are valid with the same support and confidence levels:
The first rule ab → cde is sufficient because the others do not give additional information. It is therefore more efficient to generate only the first one. A subset of rules S of a rule set R which preserves the information of R is called a cover of R. In general, it is more relevant from the user point of view to present minimal covers for rule sets. Minimality could be characterised by several different criteria. Minimal covers for exact rules (100% confidence) have been extensively studied in formal concept analysis (for example the Guigues-Duquenne basis (Guigues and Duquenne 1986, Ganter and Wille 1999) ) and database design based on functional dependencies (Maier 1983) ). The Guigues-Duquenne basis is minimal with respect to the number of rules which is a relevant criterion from a data mining perspective. Rules of the basis are of the form p → p ′′ where p is a pseudo-closed set (also called a pseudo-intent). An item set p is pseudo-closed if it is not closed and it contains the closure of all its subsets that are pseudo-closed. In (Pasquier et al. 1999a , Taouil et al. 2000 , the generic basis is proposed as an extension of the Guigues-Duquenne basis by taking into account the support and confidence of the rules. The generic basis can be generated from the FCIs by using Algorithm 1 previously presented in (Godin and Missaoui 1994) on the Hasse diagram of the FCIs and computing the confidence levels using the cardinality of the extents. The covering graph can also be used to efficiently generate a basis for rules constrained by a subset of the item sets. It is therefore useful to maintain not only the FCIs but also the covering graph for data mining purposes. Partial rules are rules with a less than 100% confidence. The Luxenburger cover basis (Luxenburger 1991 ) is a cover for partial rules. The basis corresponds to rules of the form X → Y − X where X and Y are closed and Y covers X. The covering relationship corresponds to the Hasse diagram of the CIs. Therefore, a natural way to present these rules is to show the Hasse diagram to the user. This basis is also easily extended to take into account the support of the rules (Pasquier 2000) . These facts support the importance of maintaining the order covering relationship between the FCIs from a data mining perspective.
Incremental lattice update for closed itemset generation
Incremental methods construct the lattice L starting from L 0 = {(∅, A)}, ∅ and gradually incorporating a new object o i into the lattice L i−1 which corresponds to a table K i−1 = ({o 1 , ..., o i−1 }, A, I). Each incorporation involves a set of structural updates (Valtchev 1999) .
Principles of the incremental approach
The basic approach initially described in (Godin et al. 1995) and then improved in , follows a fundamental property of the Galois connection established by f and g on (P(O), P(A)): both families of closed subsets are themselves closed under set intersection (Barbut and Monjardet 1970) . Thus, the integration of a new object/transaction is mainly aimed at the insertion into L i−1 of all concepts (further called new concepts) whose intent does not correspond to the intent of an existing concept, and is the intersection of {o i } ′ with the intent of an existing concept. Hence, three groups of concepts in L i−1 are distinguished: generator concepts (denoted G(o)) which give rise to new concepts and help compute the respective new intents and extents; old concepts (denoted U(o)) which remain completely unchanged; and modified concepts (labelled M(o)) which evolve by integrating o i into their extents while their intents remain stable. The detection of the three sets together with the creation of the new concepts, and their subsequent integration into the existing lattice structure constitutes the main part of the algorithm's task.
else 8:
Algorithm 1: Update of a Galois (concept) lattice upon an insertion of a new object.
Description of the lattice algorithm
In the sequel, we consider the subset of the algorithm described in (Godin et al. 1995) which deals with the recognition of the above three concept sets and the creation of new concepts only. Details about the lattice order updates (primitive Update-Order) are skipped since they are irrelevant to our purposes. Thus, the concepts are first sorted in increasing order with respect to the corresponding intent sizes 5 (line 3) and then each of them is examined in order to identify its actual category (lines 4-11). Modified conceptsc are those whose intent Intent(c) is included in the description of the new object o, i.e. the set of attributes {o} ′ (line 6). The remaining concepts are potentially old unless the intersection between the intent Intent(c) and {o} ′ represents a completely new intent in L in which casē c is a generator and a new concept c is created. A property which remains implicit in the code states that a generator is the maximum of the set of concepts that generate a new intent by the intersection of their intent with {o} ′ . It is noteworthy that the extent of the new concept is just the extent of its generator, Extent(c), augmented by the new object o, a fact we shall use in computing the support for CI s.
As an illustration, consider the insertion of object o = 3 into the lattice L induced by the object set {12456789} which is drawn on the right hand-side of figure 1. Following Algorithm 1, the three categories of concepts are
The new concepts (identified by the CIs) are: {c, f, cd, cf, f h, f gh, cdf gh}; their complete integration within the Galois lattice may be observed in figure 2 which shows the result of the whole operation once object #3 is inserted. 
Incremental generation of frequent closed itemsets
A method for computing the CI family may be drawn from Algorithm 1 by focusing on relevant aspects of the concepts, as discussed in the following paragraphs. Our approach has been named GALICIA (for GAlois Lattice-based Incremental Closed Itemset Approach).
Principles of the approach
Our aim is to construct C a D only by looking at the new transaction, T n and the current family of
The following observations underlie our approach. First, for each transaction T , its itemset I T is a CI. Then, since the family C a D − is closed under intersection, its update upon the addition of T n amounts to computing all the intersections of the existing CI s with I Tn , which are not already present in the family 6 . The set of resulting CIs, say δC a , is split into two parts: already existing CIs and new CIs. Any intersection may be generated more than once, e.g. c is generated by both bc and abc on figure 1. However, there is always a unique minimal 7 CI, further called the minimal generator, which helps generate it (bc for the case of the new CI c). It is noteworthy that the minimal generator of an already existing closed itemset X is X itself, whereas new CIs clearly diverge from their minimal generators. Hence, existing intersections are compared to modified concepts in L − and new intersections to new concepts. Furthermore, a minimal generator CI corresponds to the intent of a (maximal 8 It is important to note that since the approach is incremental, there is a need to keep the whole set of CIs, including those which are not frequent. This is due to the fact that after one or many insertions of new transactions, some CIs may become frequent while some FCIs may become infrequent closed itemsets. Moreover, discarding some CIs acting as intents of generator concepts will lead to disregarding their corresponding new concepts. As an illustration, let us assume that Transactions 10 and 11 are added to D (see table 1) with itemsets abcd and abcde respectively. In that case, some FCIs such as cf , ef h, f gh will become infrequent CIs (27%) while abcd will turn frequent itemset (36%). If ever abcef is discarded during the update process simply because it is an infrequent (22%) CI, then the new CI abce will never be generated.
Description of the algorithm
Algorithm 2 hereafter preserves the main control structure of its lattice counterpart: each CI of the current collection (FamilyCI ) is examined to establish its specific category (modified, old or minimal generator of a new CI ). As in the lattice procedure, modified CI s simply get their support increased (line 9) and old ones remain unchanged (line 11). Processing generators diverges slightly from the lattice version as no order is supposed in FamilyCI 9 . Actually, each new CI is stored together with the maximal support already reached for that CI. Thus, each time the CI is generated (lines 13-17), the support is tentatively updated. Furthermore, the storage of new CIs is organised separately (collection NewCI ) so that unnecessary tests can be avoided. This computation yields the correct support at the end of the current CI family traversal since minimal generators are CIs with maximal support among all CIs generating a new CI. This fact is strongly reinforced by an implementation proposal which utilises trie structures in order to reduce redundancy in both the storage and the update of the CI family.
Trie-based method
In the following, we describe Galicia-T, an improved version of Galicia based on tries.
Trie basics
The trie (from retrieval) data structure (Knuth 1998 ) provides a good trade-off between storage requirements and manipulation cost. It is currently used to store sets of words over a finite alphabet. In its basic form, a trie is a tree whereby letters from the alphabet are assigned to edges, so that each word corresponds to a unique path in the tree (see figure 3) . Nodes carry minimal information: those corresponding to the end of a word, further called terminal nodes, are distinguished from the rest, Algorithm 2: Update of the closed itemset family upon a new transaction arrival. called inner nodes. As an illustration, see the trie corresponding to the CIs over K − which is given on the left part of figure 3. Here, terminal nodes are drawn as filled circles and inner nodes as empty ones.
Tries offer a highly compact representation since all prefixes common to two or more words are represented only once in the trie. Such factorisation not only reduces the storage space, but also provides for more efficient operations, e.g. search or insertion of a word into the trie. Tries where words represent sets -as in our case -provide very efficient operations which can be carried out in a time linear in the size of the alphabet, regardless of the size of the trie.
Description of the algorithm
In our framework, two tries are used to represent closed itemsets (in terminal nodes): one for the current CI family, FamilyCI, and another one for the increment set of CIs, NewCI. The trie type used here is basically a tree of nodes with a distinguished root. A node is a record with item, terminal, successors, support and depth fields. The successors collection is a sorted, indexed and extendible collection with primitives for lookup, order-sensitive traversal, insertion of a new member, etc. Sorted lists of items 10 are used to represent transactions and individual CIs. T n is the new transaction with its itemset I n , and Y curr is the current intersection between a CI and I n . creation of the increment trie, the sorting of the T n itemset, the traversal of the trie with the generation of the new CIs and finally the merge of the two tries 11 . while (In = NULL) and (In .item < n.item) do
17:
In ← In .next
18:
Traversal-Intersect(In , Ycurr , n) Algorithm 4: Trie-based update of the CIs: single node processing.
Algorithm 4 is a recursive procedure that models the simultaneous traversal (with detection of common elements) of two sequences of items: the I n , representing the yet unseen part of the new itemset (T n .itemset) and the path of the trie starting from the root and leading to the current trie node (node). In general, the second sequence can be completed to a full CI in several manners, each of them corresponding to a suffix stored in the trie starting from the current node on.
The traversal starts with a tentative expansion of the current intersection over the current node (lines 5 − 6). Each time a terminal node is reached (line 7), the currently generated intersection (Y curr ) corresponds to a CI of C a D . In these cases, the status of the set Y curr , i.e. either new CI or already existing in C a D −1 , should be established by checking whether it is already in the basic trie FamilyCI (line 8). The result of the check may in turn trigger an (tentative) insertion of Y curr into the NewCI trie, whenever it is a new CI (line 10), or an update of the current node support (line 12 − 13). The second case occurs when the current CI of the trie, i.e. the one ending by node, happens to be a modified element of C a D −1 ). Recall that modified CIs are exactly those included, as subsets, in T n .itemset. This fact is established by comparing the length of the current intersection, Y curr , to the depth of the current node, i.e. the length of the path from the root to node (line 12). Unless a termination condition is reached (end of I n and terminal node -line 14), Traversal-Intersect is recursively called for each suffix (lines 15 − 18). In doing so, the successors of node are listed in a lexicographic order, so that the current itemlist I n could be gradually reduced (lines 16 − 17).
The following table illustrates the work of Algorithm 4 on two distinct branches of the trie, abcdef gh and ef gh, upon the insertion of the itemlist cdf gh.
11 Due to space limitation, details of the merge operation are omitted.
It should be read as follows: the first column provides the item in node, the second is the value of I n (available part of T n ), the third column is the intersection computed so far, and the fourth one indicates, whether node is terminal, i.e. whether the value of Y curr represents a CI. The fifth column provides, whenever a terminal node is reached, the computed support. figure 3 depicts the result of the entire trie traversal. On the left, the state of FamilyCI before the insertion of transaction 3 is shown. On the right, the situation before the merge of both tries FamilyCI and NewCI is shown.
The above Algorithm 3 can be completed to a first-class procedure for mining FCI from a transaction database. Here, details concerning the filtering of infrequent CI are ignored, but the task could be easily carried out through a rough index for CI based on support values: once a value for the minsupp is provided, the filter would simply enumerate the buckets of CI in the index satisfying it.
Narrowing the search for updates
The previous algorithm may be improved by the application of some further results about the lattice sub-structures ignored in Algorithm 4 during the process of new object insertion.
Rationale
Although the use of a trie structure potentially leads to gains both in efficiency and storage, the complete exploration of the entire CI family upon each insertion may still prove too expensive for large databases and/or inefficient for sparse ones (see Section 7). In such databases, every transaction insertion concerns only a limited set of either new or exiting CIs, whose size is far smaller than the size of the entire CI family C a K . This fact motivates a smarter increment strategy which focuses exclusively on the relevant subset of CIs instead of traversing completely C a K . Although relevance could be defined in various ways, we start with a narrow definition which amounts to considering only CIs that are directly involved in the restructuring of C a K , i.e. modified and generator CIs. Ideally, a traversal procedure should be able to enumerate those elements according to an unspecified order, so that no other element is even considered. Whatever the feasibility of such an ambitious goal, a tentative discovery of modified and generator nodes will require the storage or just-in-time computation of some order information from the lattice to ease the 'jumps' between members of the target set. In turn, upon each insertion, such information would have to be updated, thus leading to a problem which is quite similar to lattice maintenance. Therefore, in the resolution of this problem, we shall reason in a way similar to the extensive search case, i.e. first, define a lattice maintenance procedure and then show how it simplifies to an algorithm for closed itemset update.
Problem definition and target structures
To solve the problem of selective update of a lattice L, one has to carry out three main steps, each leading to a set of questions to be answered. First, the target set, i.e. G(o) ∪ M(o) in the current lattice L should be discovered. Then the new concepts in N(o) have to be created and their components computed. Finally, the members of N(o) have to be properly connected to the existing lattice nodes so that L is transformed into L + . Initial work on incremental methods provides few explicit clues on how the tasks one and three are to be addressed: from Godin et al. (Godin et al. 1995) we know that generators are maximal for the attribute set that results from the intersection between the concept intent and the description of the new object. Moreover, the authors proved that in L + every generator is a lower cover of the generated new concept. Later work on a broader class of lattices called type lattices (Valtchev 1999) has established that the set of all generator concepts induces a meet sub-semi-lattice of both L and L + , and that this structure is isomorphic to the sub-order of L + induced by N(o). However, few results have been provided about the precedence relation between new elements. Finally, a recent work has explicitly characterised the precedence relation in L + and the way it is obtained from the precedence in L.
In the following paragraph we generalise and complete this partial results into a complete framework that enables the design of 'surgical' incremental algorithms.
Theoretical foundations
We focus on a substructure of L + that contains all concepts with o in their respective extents, i.e. both new concepts, N(o), and modified concepts that will be further noted M + (o) to distinguish them from their counterparts in L. This larger structure is the order filter generated by the object-concept of o in L + , denoted ν(o). The filter, itself denoted ↑ ν(o), induces a complete sublattice of L + . Its choice for a pivotal structure has been motivated by the existence of an isomorphic structure in L which is, unsurprisingly, made up of G(o) and M(o). Thus, when N(o) is to be integrated into L, the desired links can be inferred from the structure isomorphic to ↑ ν(o) within L.
Set definitions
First, two maps linking the lattices L and L + are defined 12 . The map σ sends a concept c from L in the concept in L + that has an identical intent, whereas a mapping γ sends every c from L + to the concept from L whose extent corresponds to extent of c modulo o.
Definition 3. The mappings σ : C → C + and γ : C + → C are established as follows:
, where X 1 = X − {o}. Observe that σ is a join-preserving order embedding, whereas γ is a meet-preserving function. Moreover their subsequent application results in a identity over C, i.e. γ • σ = id C .
To formally define N(o) within L + , we use the following fact: if o is dropped out from the context, these concepts will disappear since the result of the subtraction of o from their own extent is an already existing extent.
Definition 4. The set of new concepts in
As opposed to new concepts, the subtraction of o from the extent of modified concepts in M + (o), does not change the intent. The corresponding definition may be bridged to L via γ to define M(o).
Definition 5. The sets of modified concepts in L + and in L are:
To formally define generators, consider a member c = (X, Y ) of N(o) and observe that by definition the set X − {o} is closed in K + . Hence, there is a concept c in L + with c = (X − {o}, (X − {o}) ′ ) and we shall call this concept the generator of c in L + .
Definition 6. The sets of generator concepts in L + and in L are:
A definition of G(o) that is closer to the classical one (mentioned in the previous paragraph) relies on the intersection of the concept intent with the description of o. The following property says that generators in L are those concepts whose intent Y is not included in {o} ′ , but Y is the closure of its own intersection with {o} ′ .
Property 1. The set of generators in L is
G(o) = {c = (X, Y )|Y ⊆ {o} ′ ; Y = (Y ∩ {o} ′ ) ′′ }.
Factor structures
We now generalise the intersections with the description of o to the entire set C, i.e. we define a mapping that links L to the lattice of the power-set of all attributes, 2 A .
Definition 7. The function Q : C → 2 A computes:
The function Q induces an equivalence relation over the set C, whereby the class of a concept c will be denoted [c] Q . When the set of equivalence classes C /Q is considered together with the following order relation:
[
the resulting partially ordered structure, L /Q , is a complete lattice since it is clearly isomorphic to ↑ ν(o) (the intents of concepts in ↑ ν(o) are all subsets of {o} ′ which are closed in K + , just as the specific Q values for each class in C /Q ).
Furthermore, a substructure in L similar to ↑ ν(o) may be defined by considering a unique representative for each class in C /Q . Actually, such a class happens to have a unique maximal element which corresponds to the closure of the respective Q value.
Let us denote by E(o) the set of all class maxima. From Property 1 and from the trivial observation that M(o) ⊆ E(o), we deduce the fact that class maxima are exactly the set of all generators and modified concepts.
Property 4. The set of all class maxima in L is E(o) = G(o) ∪ M(o).
The set E(o) taken as a suborder of L is clearly isomorphic to L /Q (same reasons as for ↑ ν(o)).
The above property generalises our previous findings expressed in the following property stating isomorphism between key structures for our maintenance algorithm.
, whereby both structures represent meet sub-semilattices of their respective global lattices.
In sum, the increase of a context K by a new object o results in the integration of a (possibly empty) meet semi-lattice into the underlying lattice L, which is isomorphic to an existing sub-semi-lattice.
Precedence relation in L +
Following Property 5, we are now looking for an efficient way of inferring the structure of ↑ ν(o) with respect to ≺ + from the information in ≺. Two questions have to be answered, a first one concerning the way the new concepts will be integrated within L + , i.e. the new precedence links that are to be created, and second, emphasising on the obsolete links from ≺ to be removed in ≺ + . At a preliminary step, a mapping can be defined between C and C + which -when restricted to E(o) -represents the isomorphism between both sets related to o. The mapping χ sends a concept c from L to the concept in L + whose intent is Q(c). The entire set of mappings defined in the previous paragraphs is illustrated in figure 4 . A first step in the solution is, given a new concept c in N(o), to define its upper covers in L + (which are clearly among the members of ↑ ν(o)). These can be identified by looking at the upper covers of the respective generator in L, γ(c) in the semi-lattice E(o), ≤ |E(o) and taking the images of those concepts by χ. However, the precedence relation of E(o), ≤ |E(o) is not directly available and its construction could be an expensive task. Fortunately, the necessary information may be inferred ≺, as it was pointed out in , with a little additional computation. In fact, using the monotony property of Q on L, we prove that whenever the class of a generator c 1 is an upper cover of another class in L /Q whose generator is c 2 , there is an upper cover of c 1 that belongs to [c 2 ] Q .
Consequently, the upper covers of a new concept can be detected by looking at the upper covers of the respective generator in L and by taking the minima of their images by χ.
Corrolary 2. For each c in N(o) and eachc in C + : c ≺ +c ⇔c ∈ min({χ(ĉ)|γ(c) ≺ĉ}).
At a second step, we consider the upper covers of concepts in L + that lay beyond N(o). In (Valtchev 1999) , we have shown that the only elements of C + − N(o) which got new upper covers with respect to L are the generators in G + (o). Thus, given a generator c in G + (o) the unique new upper cover is the respective new element χ(γ(c)).
Finally, the links to be dropped in ≺ + are exactly those linking a generator to a modified concept in L, as we pointed out in . The following property sums up the results of the above paragraph.
Property 8. The relation ≺
+ is obtained from ≺ as follows:
The algorithm
The structural results from the previous paragraphs underlie a procedure that, given an object o, transforms L into L + . The procedure is a first-class lattice construction algorithm whose merits will be examined in a separate study. As our concern is limited to itemset mining, we provide a slightly simplified version that computes a lattice where nodes are closed itemsets with support information and precedence links. The initial CI mining procedure that strictly follows the lattice structure is further adapted to work on a flat set of CIs, i.e. with no order links.
Principles of the method
The key idea of the algorithm is to discover the set E(o) in the most efficient way. For that reason, a traversal of the lattice L discovers the equivalence classes in C /Q , whereby at each class processing, its maximal element is detected. Thus, unlike previous incremental methods which are exclusively topdown strategies, our method applies a bottom-up traversal which starts at the lattice bottom element. Once the maximum of a class is found, the method relies on Property 6 to move further upwards. Actually, the computation continues with the examination of the upper covers of the current element. While modified concepts are processed by the method the very first time they are met, a separate step represents the creation of new elements and the computation of the appropriate precedence links.
Data structures
The method relies on three abstract data structures: a regular trie, a more advanced trie structure, called Kls-trie, and a stack. The Kls-trie (for Key-Length Sorted trie) is an extendible collection of nodes indexed by unique keys (an intemset or itemlist) with the additional possibility of retrieving nodes in an order depending on the length of the respective keys. The primitives of the Kls-trie structure include insertion of a new node (put()) and lookup (get()). More advanced operations are the retrieval of the longest key not yet examined (get-longest-key()) and the resolution of key uniqueness conflicts (put-update()). The last operation allows, whenever a key already exists in the Kls-trie, to selectively replace the indexed node with the new node, depending on the value of numerical criteria to optimise. It is noteworthy that a Kls-trie can be efficiently simulated by a regular trie extended with an index based on key-length.
In our algorithm, Classes represents the minimal nodes of all classes in C /Q . It is a Kls-trie whereby the nodes are CIs, keys are the respective Q values and the conflict resolution criterion is the length of the respective CI. More precisely, shorter elements are favoured, a fact which corresponds to the intuition that the shorter a CI, the higher it lays in the lattice, and therefore, the closer it lays to the respective class maximum. The structure is used to guide the exploration of the lattice in such an order that minimises the efforts of detecting the maximal element of each equivalence class. The remaining structures are Generators, a traditional stack of CIs used to store generators in L, and Classes + , a trie of CIs indexed on Q values which represents ↑ ν(o). The first one enables new CI s creation while both contribute to order computation.
Algorithmic code
The pseudo-code of our method is given in Algorithm 5. After the initialisation step (line 8), the : Classes: a KLS-trie of CIs indexed by itemsets
: Mt the set of modified CIs Algorithm 5: Lattice-based construction of the CI family of a transaction database.
traversal starts from the bottom CI that corresponds to the entire itemset which enters the Classes KLS-trie as a first value (lines 9-10). The next step is the gradual discovery of the equivalence classes in L (lines 11-20) starting from the bottom in L /Q . The traversal is guided by the key-length-based order in Classes (line 12) which insures that the classes are examined in an order that is compatible with ≤ /Q (although the order of their discovery may be different). The rationale behind that assertion is that the later a class is processed, the greater is the chance of its representative c node to be close to the class maximumc (line 13) (and therefore, there is a smaller search effort to find that maximum above c by ClassMax). Once the maximum of the currently examined class is discovered, its status, i.e. either generator or modified, is established (line 14). Generators are simply memorised (line 15) while modified nodes are completely processed (lines 17-18). First, the support is increased, then the node is registered both as modified and as class maximum in L + (line 18). In both cases, the upper covers of c are tentatively inserted into Classes with the respective keys (lines 19-20) . Finally, the Generators stack is gradually examined, at each step pulling out its head and processing the respective node (lines 21-23). This includes the creation of a new CI and the computation of the adjacent precedence links (line 22). Finally, the new node is registered in Classes + as the maximum of its respective class in L + so that the computation of further precedence links involving the potential lower covers of this node is enabled. It is noteworthy that this procedure relies strongly on a top-down traversal of the set G(o), insured by the stack and the order of discovery of all generators which is compatible with ≤.
Main primitives
The above algorithm uses two main primitives, ClassMax and UpdateOrder. The first one is intuitive. It admits various algorithms ranging from a naive exhaustive exploration of the respective class to an advanced procedure that directly finds the shorted up-going path in the cover graph of the lattice that leads to the maximum class. The second primitive implements the results summarised by Properties 6 and 8. It is detailed in Algorithm 1. The respective new element is connected to its upper covers which are chosen as the minima of the candidate set. The candidates are the maxima of the classes in L + (found in Classes + ) for each upper cover of the generator. Obsolete links are finally dropped out.
The only primitive used by the algorithm, Minima, computes the minimal elements of a set of CIs with respect to inverse set inclusion (maxima when inclusion is considered).
Example
In the following, we provide the trace of the algorithm execution on an example including the already augmented dataset from figure 1 with its corresponding lattice (see figure 2 ) and a new object (transaction) 10 with description bcgh. The following table provides the state of the main variables and data structures after each step of the main loop from Algorithm 5. The concepts of the lattice in figure 2 are identified by numbers that correspond to a bottom-up, level-wise breadth-first traversal of the lattice, from left to right. For example, the following list of concepts (identified by their intents) illustrates this numbering: #1 = abcdef gh, #2 = abcd, #6 = bcd, #8 = cd, #15 = d, and #19 = ∅. Moreover, in the columns corresponding to Classes and Classes + , the elements represent pairs (key, concept-id), where key is actually the respective value for Q of the second element.
Closed itemset mining
The above algorithm relies on order information to keep the effort on restructuring C a K minimal. However, besides the clear reduction in the number of examined lattice nodes, there is a new computation and storage overhead due to the presence of the order links. This can be a serious drawback with datasets which generate large number of CI s and therefore require additional storage.
Principles
To cope with the memory shortage, we define a more economical version of Algorithm 5 which does not require order information, but rather extracts the necessary minimum from the flat set C a K . Thus, the new algorithm, further called Galicia-M, does not represent a traversal of any structure but rather a search for modified and generator CI s through their respective equivalence classes induced by the function Q. Once those classes are available, the relevant CI s are detected by taking the elements that are smallest in size or, alternatively, have the strongest support (which also means they are minimal with respect to the set inclusion). For this purpose, the classes need first to be constituted explicitly.
The main improvement with respect to Galicia-T is in the fact that the algorithm avoids the explicit construction of the upper most class in L Q , i.e. the class of the top element in L (corresponding to the itemset included in each transaction). The gain of the new strategy is particularly high with sparse transaction sets where no item is shared by all transactions and the number of existing CIs whose intersection with the new transaction is empty approaches the size of the entire CIs family. In other words, the algorithm examines explicitly only those CI whose intersection with T n is non-trivial, i.e. does not represent a subset of the universal CI. Thus, compared to the lattice-based method, the new strategy trades the parsimony in the examination of candidate CIs (lattice nodes) for lower storage requirements and no order computation overhead.
Description of the algorithm
The algorithm starts by filtering all classes of L Q except for the upper most one. Then it computes the maximum of each class and determines its status, i.e. modified or generator. At a final step, the necessary updates (support increase, new CI creation, etc.) are carried out. Algorithm 7 describes the main steps of the approach. c.support + + Algorithm 7: Order-free update of the CI family of a transaction database.
Example
The efficient construction of the classes in
is supported by a simple indexing structure that allows all CIs that share a given item i to be found in a direct manner. The structure can be thought of as a vector of (ordered) lists of CI identifiers whereby each entry in the vector is indexed by an item. Consider now the example given in section 5.4, i.e. the insertion of a transaction 10 with description bcgh into the TDB D = {1, 2, 3, · · · , 9}. The following table illustrates the vector entries associated to the four items in I n (itemsets are given instead of identifiers for clarity reasons).
to (Hipp et al. 2000) . In the following, we report in a non-exhaustive way, some studies that present one or both of the key features discussed in our paper, i.e. being incremental or computing the FCIs.
One of the earliest work on incremental mining is due to Cheung et al. (Cheung et al. 1996) where the F U P algorithm updates association rules when new transactions are added. F U P first stores the counts of all frequent itemsets found in a previous mining process, and then exploits these counts and the newly added transactions to generate a very small number of candidates. A more general incremental technique called F U P 2 is proposed (Cheung et al. 1997) for updating association rules when insertion, deletion, and modification of transactions occur. Both F U P and F U P 2 are based on the Apriori framework (e.g. there is a candidate generation step) that exploits the previous mining output to avoid the generation of useless candidates. Two other incremental algorithms were proposed independently by (Feldman et al. 1997) and (Thomas et al. 1997) . Both of them are based on the notion of negative border 13 and allow the update of large itemsets when a set of transactions are added to or deleted from the initial transaction database. The update is made possible by maintaining support counters for the frequent itemsets and the negative border. In (Ayan et al. 1999) , an incremental algorithm called U W EP , handles a look-ahead pruning by discarding any itemset that will become non-frequent as early as possible.
A recent work reported in (Pudi and Haritsa 2000) extends the limits of incremental approaches by allowing changes to the basic parameters of the mining process such as support threshold, and analysing the impact of the increment (new transactions) on the mining process.
Alternative approaches to mining CIs from a database have been presented in (Zaki 2000 , Pasquier et al. 1999b , both following the theoretical guidelines of the Galois lattice/FCA domain (Barbut and Monjardet 1970, Ganter and Wille 1999) . However, both approaches suggest complex and expensive computations of CI from candidate itemsets.
Finally, some existing techniques use compact representations of the FI family based on trie-like structures such as prefix-trees, FP-trees, and digital trees (see (Hipp et al. 2000) for a survey). The Closet algorithm (Pei et al. 2000) relies on a recursive construction of FP-trees to build the set of FCIs.
Based on the criteria described in (Pudi and Haritsa 2000) , we believe that our approach has the following attractive features: (i) it is incremental, (ii) it allows flexible changes to the support threshold, and (iii) it helps capture the effects of the increment by highlighting the newly discovered FCIs and the changes in the support of some existing ones. The last feature helps analyse the impact of some actions (e.g. new business strategies) taken between a previous mining process and the current one (i.e. the mining of the increment only).
Experimental results
We conducted a set of tests in which both variants of Galicia have been compared to the nonincremental algorithm Closet (Pei et al. 2000) . Such a choice was motivated by the features shared by both procedures: (i) the computation of FCIs, and (ii) the use of a trie-like data structure for compact storage. We were additionally motivated by the fact that Closet is one of the most efficient algorithms for FCIs generation. The experiments were performed on a 1.3 GHz AMD TB processor with 1.2 GB main memory, running Windows 2000. Both algorithms were implemented in Java TM , whereas we used an improved version of Closet where the search of inclusion between a candidate FCI and an existing FCI is powered by a trie structure.
Two synthetic databases (Agrawal and Srikant 1994) , namely T25.I20.D100K and T25.I10.D10K were used in the experiments. The dataset T25.I20.D100K is a large but relatively sparse one: it includes 100 000 transactions over 10 000 items where each transaction has 25 items on average, and the average size of the maximal potentially frequent itemset is 20. This dataset generates 12 868 438 closed itemsets of which 313 409 are of support larger than 0.05% (50 transactions) and 27 112 of support larger than 0.5% (500 transactions). The second dataset, T25.I10.D10K, is a smaller but rather dense one: 10 000 transactions over 1 000 items with average values of 25 and 10 for transaction and maximal frequent itemset sizes, respectively. A total of 3 530 786 closed itemsets are generated by this dataset, with 23 852 of them being of support larger than 0.5% (50 transactions). Table 2 offers a more detailed picture of the way the above figures evolve when increasing subsets of the entire datasets are considered. Table 2 : Left: T25I10D10K, the evolution of respective sizes for the CI and FCI families (support of 50).
Right: T25I20D100K, the evolution of respective sizes for the CI and FCI families (supports of 50 and 500).
The main statistics that were collected for each algorithm and dataset include the execution time for three types of tasks: processing a single new transaction, processing an increment of several new transactions, and processing the entire dataset. To provide a better idea about the trends that lay behind each algorithm, we recorded the above statistics for datasets of variable size. Thus, both datasets have been separated into increments of fixed size, 2 000 transactions for T25.I10.D10K and 10 000 for T25.I20.D100K. For each increment, the tests have been carried out with a fixed absolute support threshold for Closet (50 for T25.I10.D10K, 50 and 500 for T25.I20.D100K).
Another important aspect of our study puts the focus on memory requirements. In a very general manner, we have registered a surge in the storage space required by Galicia-T. For example, its consumption in the case of T25.I20.D100K exceeded the available 1 GB 14 for 45 000 transactions which prevented a further sensible comparison of performances. Therefore, in the rest of this section, we only provide the statistics of the Galicia-M variant. The following table summarises the total memory consumption of both algorithms on the various settings: Two types of comparisons have been carried out. The first one (see the left-hand side of figures 5 and 6) aimed at comparing the performance of both algorithms as batch procedures, i.e. when applied on static datasets. The results of these tests show the clear advantage of Closet (and most probably of some other batch techniques such as Charm or A-Close) over our method. For reasonable values of the support threshold, Closet proved to be up 30 times faster on T25.I20.D100K and up to 100 times faster on T25.I10.D10K. Only tiny support values, i.e. when almost all the CIs are to be kept, tend to favour our method.
The second type of tests (see the right-hand side of figures 5 and 6) highlights the overhead induced by re-running Closet on the whole updated database versus running Galicia with the increment only. Both the diagrams show important trends. First, while the total time taken by Closet might min-supp fixed to absolute values (50 and 500). Right: CPU-time for the insertion of a single transaction, average over both the total set and the current batch of 10 000 transactions compared to the CPU-time for running Closet on the entire transaction set.
lay orders of magnitude lower than the total time of Galicia, it lays also orders of magnitude higher than the update time for a single new transaction. For example, when T25I20D100K is concerned, the processing of half the database, i.e. 50 000 transactions, may well take five hours for Galicia and only 20 minutes for Closet (see figure 5 on the left). In the same time, the insertion of a single transaction in Galicia 'costs' just below a second (0.8 seconds, figure 5 on the right). Next, with the sparse dataset, the average insertion cost for Galicia and the total mining cost for Closet are quasilinear functions of the dataset size. The above facts provide some evidence to support the benefits (T25I10D10K) Figure 6 : Left: Total CPU-time for both Galicia and Closet for increasing subsets of T25I10D10K, with min-supp fixed to an absolute value of 50. Right: CPU-time for the insertion of a single transaction, average over both the total set and the current increment of 2 000 transactions, compared to the CPU-time for running Closet on the entire transaction set.
of the incremental approach. In fact, running Closet once with an augmented dataset may cost up to hundred times more than the time spent for inserting a single transaction with Galicia. In other words, one may run, say, several hundreds of insertions with Galicia while Closet is working on the entire dataset. Of course, this does not make our algorithm more efficient for the whole task as the total execution time remains too high. However, with a dynamic database, the mining process is spread over the entire database life-cycle (usually long) so that the main question becomes the establishment of a proper trade-off between the update costs and the urgent need for intermediate results.
When taken as a whole, the experimental results suggest that the benefits of the parsimonious update strategy in Galicia-M are more substantial with sparse datasets than with dense ones. This may be due to the fact that execution time gains with respect to Galicia-T inversely depend on the ratio between the number of examined elements and the total size of the CI family, a value which is weaker in the former case.
Discussion
Incrementality is a major challenge for data mining methods. The proposed framework for incrementally mining frequent closed itemsets is a first step to wards achieving that goal. The framework is based on the theory of Galois lattice and FCA whose benefits for the association rule mining problem have already been demonstrated. Two concrete mining algorithms have been devised within the framework, one straightforward and the other one using a pruning mechanism, with an additional valuable feature which is the low-cost response to a readjustment in the minsupp. Both algorithms were derived from lattice update procedures, whereby we provided a set of lattice structural properties that underlie the pruning strategy and formulated a novel incremental algorithm for lattice construction.
Appropriate implementation of the basic algorithms have been discussed as well, and their respective practical performances were compared to those of a major batch algorithm. The results of a preliminary experimental study on two synthetic datasets of contrasted profiles revealed some potential benefits but also important limitations in the incremental paradigm. When taken as a whole, they seem to suggest that a straightforward incremental approach of the kind described here will most probably prove inefficient in purely static databases when the target support threshold is known a priori. However, the approach will certainly be more appealing for database applications and data mining tasks where data stores are very dynamic and the mining task is carried out in an exploratory manner. More precisely, incremental mining procedures may be very helpful in environments where the user may want to frequently: (i) modify the support threshold of FIs for a given TDB, and/or (ii) process new transactions in dynamic databases and analyse their impact on the global mining result.
The scalability of our incremental approach is clearly obstructed by the necessity of maintaining the whole set of frequent closed itemsets. Therefore, our next step is to address this problem by introducing the notion of border in order to limit the number of FCIs to maintain while preserving enough information for its incremental maintenance. A promising track seems to reside in the joint application of Galicia with another efficient method for FI computation which relies on CIs, e.g. Closet, A-Close or Charm. The latter could be applied as a preprocessing subroutine that extracts the FCIs plus the border from the known part of a dataset while leaving the subsequent maintenance of the result to Galicia. The idea naturally generalises to a somewhat different aspect of our latticebased framework, i.e. the incremental integration of batches of transactions by lattice merge procedures as developed in . The underlying framework offers a large choice of possible operations on results upon updates in the dataset (e.g. insert or remove individual transactions or transaction batches). It enables the combination of several concrete algorithms working on fragments of the dataset and may favour the distribution of the computation.
