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ABSTRACT
Markov decision processes (MDPs) are a common approach used to model dynamic optimization
problems in many applications. MDPs are specified by a set of states, actions, transition probability
kernel and the rewards associated with transitions. The goal is to find a policy that maximizes
the expected cumulated reward. However, in most real world problems, the model parameters are
estimated from noisy observations and are uncertain. The optimal policy for the nominal parameter
values might be highly sensitive to even small perturbations in the parameters, leading to significantly
suboptimal outcomes. To address this issue, we consider a robust approach where the uncertainty
in probability transitions is modeled as an adversarial selection from an uncertainty set. Most prior
works consider the case where uncertainty on transitions related to different states is uncoupled
and the adversary is allowed to select the worst possible realization for each state unrelated to
others, potentially leading to highly conservative solutions. On the other hand, the case of general
uncertainty sets is known to be intractable. We consider a factor model for probability transitions
where the transition probability is a linear function of a factor matrix that is uncertain and belongs to
a factor matrix uncertainty set. This is a fairly general approach to model uncertainty in probability
transitions. It allows to model dependence between probability transitions across different states and
it is significantly less conservative than prior approaches. We show that under a certain assumption,
we can efficiently compute an optimal robust policy under the factor matrix uncertainty model.
Furthermore, we show that an optimal robust policy can be chosen deterministic and in particular
is an optimal policy for some transition kernel in the uncertainty set. This implies strong min-max
duality. We introduce the robust counterpart of important structural results of classical MDPs and
we provide a computational study to demonstrate the usefulness of our approach, where we present
two examples where robustness improves the worst-case and the empirical performances while
maintaining a reasonable performance on the nominal parameters.
Keywords Markov Decision Process · Robust Optimization · Rectangularity.
1 Introduction
Markov Decision Process (MDP) is an important framework modeling many applications in dynamic pricing, stochastic
optimization and decision making (see for instance Bertsekas [2007] and Puterman [1994]). A stationary infinite horizon
MDP is described by a set of states S, sets of actions As for each state s ∈ S, transition kernel P which gives transition
probabilities P sa ∈ R|S|+ for all state-action pair (s, a), reward rsa for each state-action pair (s, a) and a discount
factor λ ∈ (0, 1). A policy pi maps, for each period t ∈ N, a state-action history up to time t (s0, a0, s1, a1, ..., st) to
a probability distribution over the set of actions Ast . In general, the policy is history dependent. An important class
of policies is the set of stationary and Markovian policies. A policy is called Markovian if it only depends of the
current state st and not of the complete history (s0, a0, s1, a1, ..., st). It is called stationary if it does not depend of
time. We call ΠG the set of all policies and Π the set of stationary Markovian policies. The goal is to find a policy pi
that maximizes the infinite horizon discounted expected reward R(pi,P ), where
R(pi,P ) = Epi,P
[ ∞∑
t=0
λtrstat
∣∣∣∣ s0 = p0
]
, (1.1)
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and st is the state at period t ∈ N and at is the action chosen at period t following the probability distribution
(pista)a ∈ R|A|+ . The vector p0 ∈ R|S|+ is a given initial probability distribution over the set of states S. For the sake of
simplicity and without loss of generality, we assume As = A for all states s and that the rewards are non-negative. We
assume that the set of states and the set of actions are finite.
MDPs are widely applicable in many settings because of their tractability. An optimal policy can be found in the set Π
of stationary Markovian policies. Moreover, and one can choose this policy to be deterministic, i.e., pisa ∈ {0, 1} for all
s ∈ S, a ∈ A. This is potentially attractive from an implementation point of view in many applications. Several efficient
algorithms have been studied including policy iteration, value iteration and linear programming based algorithms. Ye
[2011] shows that for a fixed discount factor λ, the policy iteration and the simplex algorithms for MDPs are both
strongly polynomial. We refer the reader to Puterman [1994] and Bertsekas [2007] for extensive reviews of MDPs.
While MDPs provide a tractable approach for modeling many practical applications, it is important to note that in
many applications the transition kernel P is a statistical estimate from noisy observations where statistical errors are
unavoidable. Therefore it is an approximation of the true transition probabilities of the problem. The optimal policy for
the nominal parameters could potentially be highly sensitive to even small perturbations in the problem parameters
and lead to highly suboptimal outcomes. The authors in Mannor et al. [2007] show that the expected reward (1.1)
can significantly deteriorate even with a small variation in the parameters. Therefore, it is important to address the
uncertainty in parameter estimates while computing the “optimal” policy.
We consider a robust approach to address the uncertainty in the transition probabilities. In particular, we model the
uncertainty in P as an adversarial selection from some compact convex set P. We refer to this set as the uncertainty set
and it can be seen as a safety region around our estimation of the nominal parameter. Our goal is to find a policy that
maximizes the worst-case expected reward over the choices of P in the uncertainty set P, i.e., our goal is to solve
z∗ = max
pi∈ΠG
min
P∈P
R(pi,P ).
We refer to this as the policy improvement problem, (PI), following the literature. An important sub-problem of the
above problem is to compute the worst-case reward of a given policy pi,
z(pi) = min
P∈P
R(pi,P ).
We refer to this as the policy evaluation problem, (PE).
The robust optimization approach to handle uncertainty was introduced in Soyster [1973] for inexact linear programs
and has been extensively studied in recent past. We refer the reader to Ben-Tal and Nemirovski [1998] and Ben-Tal et al.
[2009] for a detailed discussion of theory and applications of robust optimization. The robust optimization approach
has also been specifically considered to address parameters uncertainty in MDPs, first in 1973 by Satia and Lave [1973],
and more recently in Iyengar [2005], Nilim and Ghaoui [2005], Wiesemann et al. [2013], Xu and Mannor [2006],
Mannor et al. [2016] and Delage and Mannor [2010].
Iyengar [2005] and Nilim and Ghaoui [2005] consider a robust MDP where they model the uncertainty in transition
probabilities using a rectangular uncertainty set, where transition probability P sa for each state-action pair (s, a) can
be selected from a set Psa ⊆ R|S|+ , unrelated to transition probabilities out of other state-action pair, i.e.,
P = ×
(s,a)∈S×A
Psa, where Psa ⊆ R|S|+ .
They refer to this as a (s, a)-rectangular uncertainty set and show that for such uncertainty sets, one can efficiently
compute the optimal robust policy using a robust value iteration. Moreover, there is an optimal robust policy that is
stationary, Markovian and deterministic.
An important generalization of the (s, a)-rectangular uncertainty set that has been considered is the row-wise or
s-rectangular uncertainty set, introduced in Epstein and Schneider [2003] and extensively studied in Wiesemann et al.
[2013]. Here, the transition probabilities P s = (Psas′)as′ ∈ R|A|×|S|+ corresponding to different states are unrelated
and the uncertainty set P is given as:
P = ×
s∈S
Ps, where Ps ⊆ R|S|×|A|+ .
Wiesemann et al. [2013] show that for a s-rectangular uncertainty set, an optimal robust policy can be computed
efficiently using a robust policy iteration algorithm. An optimal robust policy can be chosen from the class of stationary
and Markovian policies but is not necessarily deterministic. This is in contrast with the case of classical MDP or robust
MDP with (s, a)-rectangular uncertainty set, where there always exists an optimal policy that is deterministic. The
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authors in Wiesemann et al. [2013] also show that the problem of computing the optimal robust policy is strongly
NP-Hard for general uncertainty set.
Xu and Mannor [2006] consider a parametric linear program to study the tradeoff between robustness and nominal
performance. Mannor et al. [2016] consider an extension of s-rectangularity, namely k-rectangularity, and show that
the robust MDP can be solved efficiently. Delage and Mannor [2010] extend the worst-case expected objective in
robust MDP and consider a percentile optimization under uncertainty in both transition kernel and rewards. While the
(s, a)-rectangularity and the s-rectangularity assumptions for the uncertainty set allow to design efficient algorithms to
compute the optimal robust policy, such rectangular uncertainty sets are quite conservative and do not allow relations
across transition probabilities from different states. In particular, the rectangularity assumption allows the adversary to
perturb the transition probabilities across different states unrelated to perturbations in the other states. This is potentially
very conservative especially if the transition probabilities depend on a common set of underlying factors, as is the case
in many applications.
To address this issue, we consider a factor uncertainty model, where all transition probabilities depend on a small number
of underlying factors. In particular, we consider r factors,w1, ...,wr ∈ R|X| such that each transition probability P sa
is a linear combination of these factors. We refer to W = (w1, ...,wr) as the factor matrix and the model as factor
matrix uncertainty set. The rank of the Markov chain induced by a stationary Markovian policy pi and a transition
kernel P is (at most) r. This is reminiscent to rank-reduction in dynamic programming (de Farias and Roy [2003]) and
Markov chains (Bertsekas [2007] and Bertsekas and Tsitsiklis [1995]). Goh et al. [2014] also consider this model of
uncertainty in the context of a healthcare application for modeling patient health state evolution and give an algorithm
to evaluate the worst-case expected reward of a policy under certain assumptions. However, they do not consider the
problem of computing an optimal robust policy in this model.
1.1 Our Contributions
Our goal in this paper is to develop a tractable robust approach that addresses the conservativeness of rectangular
uncertainty sets, while still allowing to efficiently compute an optimal robust policy. As we mention earlier, Wiesemann
et al. [2013] show that the case of general uncertainty set that captures arbitrary relations in transition probabilities
across different states is intractable. In particular, both policy evaluation and policy improvement problems are NP-hard
if the adversary can select the transition kernel from a general convex uncertainty set. To avoid this intractability and
still be able to model relations in transition probabilities, across different states, we consider a factor matrix uncertainty
set and assume that each factor, wi, i = 1, . . . , r can be chosen from an uncertainty setWi unrelated to other factors.
Our main contributions are the following:
Min-max Duality. We prove a structural min-max duality result:
max
pi∈ΠG
min
P∈P
R(pi,P ) = min
P∈P
max
pi∈ΠG
R(pi,P ).
In fact, we prove a stronger result: the left-hand side and the right-hand side attain their optima at the same pair
(pi∗,P ∗). This implies that the optimal robust policy pi∗ is an optimal policy for P ∗. Therefore, an optimal robust
policy can be chosen stationary and Markovian. This also implies that there always exists a deterministic optimal
robust policy. Note this is not always the case for any uncertainty set: for s-rectangular uncertainty set in particular, the
min-max duality holds, but as we mentioned earlier, there might not exist a deterministic optimal robust policy.
Optimal robust policy. We give an efficient algorithm to compute an optimal robust policy. To do so, we first show that
the evaluation of the worst-case of a policy can be reformulated as an alternate MDP. We then show that the problem
of maximizing the worst-case reward can be reformulated as a coupled MDP, where the decision-maker is playing a
“zero-sum” game against an adversary. Then computing an optimal robust policy reduces to finding the fixed point of a
contraction. This yields an efficient algorithm for finding an optimal robust policy, using robust value iteration. To the
best of our knowledge, this is the first example of an uncertainty set where transition probabilities across different states
are related and still one can compute the optimal robust policy.
Maximum principle and Blackwell optimality. We show that certain important structural properties that holds for
classical MDP also hold for the optimal robust policy for factor matrix uncertainty sets. In particular, we present the
robust maximum principle, which states that the worst-case value vector of an optimal robust policy is component-wise
higher than the worst-case value vector of any other policy. Moreover, we prove the robust counterpart of Blackwell
optimality, which states that there exists a pair (pi∗,P ∗) that remains optimal for the policy improvement for all discount
factor sufficiently close to 1, and pi∗ can be chosen deterministic.
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Numerical experiments. We present two numerical examples, where we detail the computation of the factor matrix
from the estimated nominal kernel. We show that the performances of the optimal nominal policy can significantly
deteriorate for small variations of the parameters and we compare the performances of robust policies related to factor
matrix and to s-rectangular uncertainty sets. We show that our optimal robust policy improves the worst-case reward
and has better nominal reward than the robust policy related to the s-rectangular set. Our robust policy also has better
empirical performances than the robust policy of the s-rectangular uncertainty set. Our results suggest that the factor
matrix uncertainty set is a less conservative model to handle uncertainty in parameters than the s-rectangular uncertainty
set.
Outline. In Section 2, we present the factor matrix uncertainty model and discuss its generality. We present an efficient
algorithm for computing the worst-case of a given policy under our model in Section 3. In Section 4, we present the
strong min-max duality result and the structure of the optimal policy. We present an efficient algorithm to compute the
optimal robust policy in Section 5, and discuss structural properties of our robust MDP In Section 6. Finally, we present
numerical experiments to compare the empirical performance of our model in Section 7.
Notation. In the remainder of the paper, we write S for |S| and A for |A|. Vectors and matrices are in bold font whereas
scalars are in regular font, except for policies pi who are also in regular font. The vector e has every component equal to
one and I is the identity matrix. Their dimensions depend of the context and are written in subscript when necessary.
For any n ∈ Z+, let [n] denote the set {1, ..., n}. Let ∆ denote the standard simplex in dimension A, i.e.,
∆ =
{
p ∈ RA+
∣∣∣∣ ∑
a∈A
pa = 1
}
.
For a stationary Markovian policy pi ∈ Π, we note rpi ∈ RS the expected one-step ahead reward:
rpi,s =
∑
a∈A
pisarsa,∀ s ∈ S.
A function f : RS+ 7→ RS+ is a contraction if it is Lipschitz-continuous with Lipschitz-constant strictly smaller than 1. It
is said to be component-wise nondecreasing if for any (u,v) ∈ Rn+ × Rn+,
ui ≤ vi, ∀ i ∈ [n]⇒ f(u)i ≤ f(v)i, ∀ i ∈ [n].
2 Factor matrix uncertainty set.
We consider uncertainty set P ⊆ RS×A×S+ of the form
P =
{(
r∑
i=1
uisawi,s′
)
sas′
∣∣∣∣W = (w1, ...,wr) ∈ W
}
(2.1)
where u1, ...,uS are fixed in Rr×A+ andW is a convex, compact subset of RS×r+ such that:
r∑
i=1
uisa = 1, ∀ (s, a) ∈ S× A, (2.2)
S∑
s′=1
wi,s′ = 1, ∀ i ∈ [r]. (2.3)
We refer to the above uncertainty set as factor matrix uncertainty set. Each transition vector P sa ∈ RS+ is a convex
combination of the factors w1, ...,wr with coefficients u1sa, ..., u
r
sa, i.e.,
Psa =
r∑
i=1
uisawi, (2.4)
where each of the factorwi is a probability distribution over the next state in S. Since for all (s, a) ∈ S×A the vectors
P sa are convex combination of the same factors w1, ...,wr, this class of uncertainty sets models coupled transitions.
We would like to note that this model has been considered in Goh et al. [2014] in the context of robust MDP.
We start by proving that factor matrix uncertainty set are very general. In particular, we prove the following proposition.
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Proposition 2.1 (Generality of factor matrix uncertainty set) Any uncertainty set P can be reformulated as a factor
matrix uncertainty set.
Proof Let r = S × A. Any i ∈ [r] corresponds to a unique (sˆ, aˆ) ∈ S × A. Let W = P, define u(sˆ,aˆ)sa = 1 if
(s, a) = (sˆ, aˆ), and 0 otherwise. Define w(sˆ,aˆ) = P sˆaˆ. For any state-action pair (s, a), it holds that
P sa = w(s,a) =
∑
(sˆ,aˆ)∈S×A
u(sˆ,aˆ)sa w(sˆ,aˆ).
Therefore the set P can be written as a factor matrix uncertainty set with r = S ×A.
Since factor matrix uncertainty sets are able to model any uncertainty set, the problem of finding the worst-case
transition P for a given policy pi ∈ ΠG is intractable. Indeed, Wiesemann et al. [2013] and Goh et al. [2014] show that
for any fixed policy pi ∈ ΠG, general uncertainty set P and scalar γ, it is NP-complete to decide whether
min
P∈P
R(pi,P ) ≥ γ.
The intractability of the policy evaluation problem indicates that the policy improvement problem is also intractable. In
view of the intractability for general factor matrix uncertainty set, we make the following additional assumption on the
setW .
Assumption 2.2 (r-rectangularity) We assume thatW is a Cartesian product, i.e.,
W =W1 × ...×Wr,
whereW1, ...,Wr are subsets of RS+.
We refer to this property as r-rectangularity. Factors w1, ...,wr are said to be unrelated, because each vector wi can
be selected in each setWi unrelated to wj , j 6= i. For any state-action pair (s, a), the factors w1, ...,wr are combined
to form the transition kernel P as in (2.4). Therefore, r-rectangular uncertainty sets also model relations between
the transition probabilities across different states. Moreover, (s, a)-rectangular uncertainty sets are a special case of
r-rectangular uncertainty sets, as shown in the following proposition.
Proposition 2.3 Any (s, a)-rectangular uncertainty set can be reformulated as an r-rectangular uncertainty set.
Proof From the proof of Proposition 2.1, any uncertainty set P can be formulated as a factor matrix uncertainty set
with r = S ×A, and
P sa = w(s,a) =
∑
(sˆ,aˆ)∈S×A
u(sˆ,aˆ)sa w(sˆ,aˆ),∀ (s, a) ∈ S× A.
If P is an (s, a)-rectangular uncertainty set, then the vectors P 1, ...,P S×A are unrelated and so do the factors
w1, ...,wr = w1, ...,wS×A. Therefore P is an r-rectangular set.
However, we would like to note that not any s-rectangular uncertainty can be reformulated as an r-rectangular
uncertainty set, as we will discuss in more detail in Section 4. At the same time, we would also like to emphasize that
r-rectangularity is not a special case of s-rectangularity since r-rectangularity can model correlations in transitions
across different states. For example, consider a robust MDP where there are only two states s1 and s2, one action a and
r = 1. In such a case, there exists a setW ⊆ RS+ such that
P s1a = P s2a = w ∈ W,
and therefore the uncertainty set P is r-rectangular. In particular,
P = {(P s1a,P s2a) | P s1a = P s2a,P s1a ∈ W}
= {(w,w) | w ∈ W}.
However, the set P is not s-rectangular, because the smallest s-rectangular set containing P is
{(w1,w2) | w1,w2 ∈ W} =W ×W,
and the setW ×W is different from P.
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We now show that for r-rectangular uncertainty sets, there exists an optimal robust policy that is stationary and
Markovian. In particular, we have the following proposition.
Proposition 2.4 Let P an r-rectangular uncertainty set. There exists a stationary Markovian policy that is a solution
to the policy improvement problem.
We present the proof in Appendix E. In view of this, in the rest of the paper we focus on policies in the set Π of
stationary Markovian polices (possibly randomized).
3 Policy evaluation for r-rectangular uncertainty set.
In this section we consider the policy evaluation problem, where the goal is to compute the worst-case transition
kernel of a policy. Goh et al. [2014] give an algorithm for the policy evaluation problem for r-rectangular factor
matrix uncertainty sets. However, the approach in Goh et al. [2014] does not directly lead to a solution for the policy
improvement problem. In order to compute an optimal robust policy, we present in this section an alternate algorithm for
the policy evaluation problem, which provides structural insights on the solutions of the policy improvement problem.
3.1 Algorithm for policy evaluation.
We show that the policy evaluation problem can be written as an alternate MDP with r states and S actions, and a set of
policyW . This alternate MDP is played by the adversary. Let us introduce some notations to formalize our intuition.
We fix a policy pi and let
Tpi =
(
A∑
a=1
pisau
i
sa
)
(s,i)∈S×[r]
∈ RS×r+ .
Adversarial MDP. The policy evaluation problem can be reformulated as an MDP with state set [r], action set S and
policy setW . This MDP is played by the adversary. The adversary starts at period t = 0 with an initial reward p>0 rpi
and the initial distribution p>0 T pi over the set of states [r]. When the current state is i ∈ [r], the adversary picks action s
with probability wi,s. For i, j ∈ [r] and s ∈ S, the transition probability and the reward are given by
Prob
(
i →
action s
j
)
=
A∑
a=1
pisau
j
sa, Reward (i, action s) =
A∑
a=1
pisarsa.
It is worth noting that the transition probability only depends of the chosen action s and the arriving state j but not of
the current state i. The reward only depends of the chosen action s and not of the current state i.
The r-rectangularity assumption enables us to develop an iterative algorithm for the policy evaluation problem. In
particular, following the interpretation of the policy evaluation problem as an alternate MDP, we present a value iteration
algorithm for the adversarial MDP in Algorithm 1.
Algorithm 1 Value Iteration for z(pi) over r-rectangular uncertainty set
1: Input pi ∈ Π,  > 0.
2: OutputW ∗ an -optimal solution of z(pi).
3: Initialize β0,β1 ∈ Rr+, k = 0.
4: while ‖βk+1 − βk‖∞ ≥ (1− λ)(2λ)−1 do
5: For each s ∈ S, compute
vk = rpi + λ · Tpiβk.
6: For each i ∈ [r], compute
βk+1i = w
∗,k >
i v
k, where w∗,ki ∈ arg min
wi∈Wi
w>i v
k.
7: k ← k + 1.
8: end while
9: returnW ∗ = (w∗,k1 , ...,w∗,kr ).
We can now state the main theorem of this section.
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Theorem 3.1 Let P an r-rectangular uncertainty set and pi a stationary Markovian policy. Algorithm 1 gives an
-optimal solution to the policy evaluation problem in time polynomial in the input size and log(−1).
The proof of Theorem 3.1 uses three lemmas. We start with the following contraction lemma.
Lemma 3.2 Let c ∈ Rn+ and f : Rn+ → Rn+ a component-wise non-decreasing contraction. Let x∗ its unique fixed
point. Then
c>x∗ = max c>x
x ≤ f(x),
x ∈ Rn+.
For the sake of completeness we give a proof of Lemma 3.2 in Appendix A. We also need the following reformulation
of the policy evaluation problem.
Lemma 3.3 Let P be a factor matrix uncertainty set. Then the policy evaluation problem can be written as follows.
z(pi) = p>0 rpi + λ · min
W∈W
p>0 Tpi
(
I − λ ·W>Tpi
)−1
W>rpi. (3.1)
We give a detailed proof in Appendix B. Finally, we need the following lemma, which introduces the value vector β of
the adversary in the adversarial MDP.
Lemma 3.4 Let P be a factor matrix uncertainty set. Then
min
W∈W
p>0 Tpi
(
I − λ ·W>Tpi
)−1
W>rpi = min
W∈W
max p0
>T piβ, (3.2)
β ≤W>(rpi + λ · T piβ), (3.3)
β ∈ Rr. (3.4)
Proof of Lemma 3.4. We define β ∈ Rr as a function ofW ∈ W:
β = (I − λ ·W>Tpi)−1W>rpi.
The vector β is the unique solution of the equation β:
β = W> (rpi + λ · Tpiβ) , (3.5)
which can be written component-wise:
βi = w
>
i (rpi + λ · Tpiβ),∀ i ∈ [r]. (3.6)
Let us call LHS the value of the optimization program on the left-hand side of (3.2). Therefore, we have,
LHS = min
W∈W
p>0 Tpi(I − λ ·W>Tpi)−1W>rpi (3.7)
= min{p>0 Tpiβ |W ∈ W,β ∈ Rr,β = (I − λ ·W>Tpi)−1W>rpi} (3.8)
= min{p>0 Tpiβ |W ∈ W,β ∈ Rr,β = W>(rpi + λ · Tpiβ)} (3.9)
= min
W∈W
max{p>0 Tpiβ | β ∈ Rr,β ≤W>(rpi + λ · Tpiβ)}, (3.10)
where (3.8) follows the definition of the vector β, Equality (3.9) follows from (3.5) and (3.10) follows from Lemma
3.2. Therefore,
min
W∈W
p>0 Tpi
(
I − λ ·W>Tpi
)−1
W>rpi = min
W∈W
max p0
>T piβ,
β ≤W>(rpi + λ · T piβ),
β ∈ Rr.
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We now prove Theorem 3.1. Proof of Theorem 3.1. Using the reformulation of Lemma 3.4, the policy evaluation
problem becomes
z(pi) = min
W∈W
max p0
>(rpi + λ · T piβ),
β ≤W>(rpi + λ · T piβ),
β ∈ Rr.
The gist of the proof of Theorem 3.1 is to show that LHS = RHS, where
LHS = min
W∈W
max p0
>(rpi + λ · T piβ), (3.11)
β ≤W>(rpi + λ · T piβ), (3.12)
β ∈ Rr, (3.13)
RHS = max p0
>(rpi + λ · T piβ) (3.14)
βi ≤ min
wi∈Wi
wi
>(rpi + λ · Tpiβ), ∀ i ∈ [r], (3.15)
β ∈ Rr. (3.16)
Because of Lemma 3.2, at optimality in (3.14) each of the constraint (3.15) is tight. Let βa the solution of (3.14) and
W a = (wa1 , ...,w
a
r) the factor matrix that attains each of the minimum on the components of β
a:
βai = w
a >
i (rpi + λ · Tpiβa) = min
wi∈Wi
w>i (rpi + λ · Tpiβa), ∀ i ∈ [r].
These equations uniquely determine the vector βa since
∀ i ∈ [r], βai = wa >i (rpi + λ · Tpiβa) ⇐⇒ βa = W a >(rpi + λ · Tpiβa)
⇐⇒ βa = (I − λ ·W a >T pi)−1W a >rpi.
We would like to note thatW a is a feasible factor matrix inW because of the r-rectangularity assumption. Therefore,
the pair (βa,W a) is feasible in (3.11) and LHS ≤ RHS.
Following Lemma 3.2, we also know that the optimum of the program
max p0
>(rpi + λ · T piβ),
β ≤W a >(rpi + λ · T piβ),
β ∈ Rr,
is attained at a vector βˆ such that
βˆ = W a >(rpi + λ · T piβˆ).
But we just proved that this equation uniquely determines βa and therefore βˆ = βa. The matrixW a bridges the gap
between LHS and RHS and the two optimization problems have the same optimum values.
We conclude that
z(pi) = max p0
>(rpi + λ · T piβ) (3.17)
βi ≤ min
wi∈Wi
wi
>(rpi + λ · Tpiβ), ∀ i ∈ [r],
β ∈ Rr.
Now, let φ(pi, ·) : Rr+ 7−→ Rr+ defined as follows.
φ(pi, ·) : Rr+ −→ Rr+
γ 7−→ (minwi∈Wi w>i (rpi + λ · Tpiγ))i∈[r]
We prove in Lemma C.1 in Appendix C that φ(pi, ·) is a component-wise non-decreasing contraction. Therefore, we
can apply Lemma 3.2 to the reformulation (3.17) and we can solve the policy evaluation problem by computing the
fixed point β∗ of φ(pi, ·), i.e, by computing β∗ such that
β∗i = min
wi∈Wi
wi
>(rpi + λ · Tpiβ∗), ∀ i ∈ [r]. (3.18)
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This can be done by iterating the function φ(pi, ·), and Algorithm 1 is a value iteration algorithm that returns the fixed
point of φ(pi, ·). From Puterman [1994], the condition
‖βk+1 − βk‖∞ < (1− λ)(2λ)−1
is sufficient to ensure that
‖βk+1 − β∗‖∞ ≤ .
Therefore, Algorithm 1 returns an -optimal solution to the policy evaluation problem. We now present the analysis of
the running time of Algorithm 1.
Running time of Algorithm 1.
To check the stopping condition
‖βk+1 − βk‖∞ < (1− λ)(2λ)−1,
one needs to evaluate each of the r linear programs in Step 6 up to the precision
2 = (1− λ)(4λ)−1.
This can be done with interior point methods in
O
(
r · S3 · log
(
1
2
))
.
From Puterman [1994], the condition
‖βk+1 − βk‖∞ < (1− λ)(2λ)−1
will happen in O
(
log
(
−1
))
iterations, and therefore, Algorithm 1 stops after a number of iterations of at most
O
(
r · S3 · log2
(
1

))
.
Role of r-rectangularity. In the classical MDP framework, one assumes that the decision-maker can independently
choose the distributions pis across different states. This is because the set of stationary Markovian policies Π is itself a
Cartesian product:
Π =
{
(pisa)s,a ∈ RS×A+
∣∣∣∣ ∀s ∈ S,∑
a∈A
pisa = 1
}
= ×
s∈S
{
p ∈ RA+
∣∣∣∣ ∑
a∈A
pa = 1
}
.
Using the rectangularity of the policy set, one derives a fixed point equation for the value vector of the MDP from the
classical Bellman Equation: if v∗ is the value vector of the optimal policy for an MDP with kernel P ,
v∗s = max
a∈A
{
rsa + λ · P>sav∗
}
,∀ s ∈ S.
This is the basis of the analysis of value iteration, policy iteration and linear programming algorithms for MDPs.
If the set P is not r-rectangular, i.e. if there are some constraints across the factorsw1, ...,wr, the adversary can not
optimize independently over each component of the vector β since the same factor wi can be involved in different
components of the Bellman Equation (3.18). In particular, the factorsw∗1, ...,w
∗
r who attain the minima in (3.18) might
not be feasible inW . However, when the uncertainty set P is r-rectangular, the setW is a Cartesian product and one
can optimize independently over each of the componentsWi and recover a feasible solution inW =W1 × ...×Wr,
as detailed in Algorithm 1.
3.2 LP formulation for policy evaluation.
We introduce here a linear programming reformulation of z(pi), which is useful to analyze the structure of the set of
optimal robust policies in the next section.
We assume that eachWi is polyhedral, and without loss of generality we write
Wi = { w ∈ RS | Aiw ≥ bi,wi ≥ 0} ,
where bi are vectors of size m ∈ N andAi are matrices in Rm×S . We would like to note that since Tpi is a matrix in
RS×r and (b>i αi)i∈[r] is a vector in Rr, the product Tpi(b
>
i αi)i∈[r] is a vector of RS .
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Lemma 3.5 The policy evaluation problem can be reformulated as follows.
z(pi) = max p>0 (rpi + λ · Tpi(b>i αi)i∈[r]) (3.19)
A>l αl ≤ rpi + λ · Tpi(b>i αi)i∈[r], ∀ l ∈ [r], (3.20)
(αi)i∈[r] ∈ Rm×r+ . (3.21)
The proof relies on strong duality for linear programs and is detailed in Appendix D.
4 Min-max duality.
In this section, we analyze the structure of the set of optimal robust policies. In particular, we present our min-max
duality result.
Using reformulation (3.19), the policy improvement problem z∗ becomes
z∗ = max
pi∈Π
z(pi) = max p>0 (rpi + λ · Tpi(b>i αi)i∈[r]) (4.1)
A>l αl ≤ rpi + λ · Tpi(b>i αi)i∈[r], ∀ l ∈ [r], (4.2)
pi ∈ Π, (αi)i∈[r] ∈ Rm×r+ . (4.3)
In Proposition 2.4 of Section 3, we have shown that there is a robust optimal policy that is stationary and Markovian. In
the following lemma, we show that a robust optimal policy can be chosen stationary, Markovian and deterministic.
Lemma 4.1 There exists a stationary, Markovian and deterministic policy solution of the policy improvement problem.
Proof Consider pi∗ an optimal robust policy and let (pi∗, (α∗i )i∈[r]) an optimal solution of (4.1). Consider the following
policy p˜i where for all s ∈ S,
p˜is ∈ arg max rpis,s + λ ·
(
Tpi(b
>
i α
∗
i )i∈[r]
)
s
(4.4)
pis ∈ ∆. (4.5)
The policy p˜i can be chosen deterministic, because for each s ∈ S the distribution p˜is is a solution of a linear program
over the simplex ∆, and the extreme points of ∆ are the distributions over A with exactly one non-zero coefficient, and
this coefficient is equal to 1. From (4.4), the deterministic policy p˜i has an objective value in (4.1) at least as high as the
objective value of pi∗. Moreover, (p˜i, (α∗i )i∈[r]) is still feasible in (4.1). Therefore, there exists a stationary, Markovian
and deterministic policy solution to the policy improvement problem.
This result highlights the sharp contrast between r-rectangular and s-rectangular uncertainty sets. Indeed, Wiesemann
et al. [2013] provide an example of an s-rectangular uncertainty set where all optimal robust policies are randomized.
Since each transition kernel P ∈ P is fully determined by a factor matrixW ∈ W , for the rest of the paper we write
R(pi,W ) for R(pi,P ). The expected reward is
R(pi,W ) = p>0 rpi + λ · p>0 Tpiβ, with β = (I − λ ·W>Tpi)−1W>rpi.
We will now prove our min-max duality result. In particular, we prove the following theorem.
Theorem 4.2 Let (pi∗,W ∗) be a solution of z∗, with pi∗ deterministic. Then
W ∗ ∈ arg min
W∈W
R(pi∗,W ) and pi∗ ∈ arg max
pi∈Π
R(pi,W ∗). (4.6)
Moreover, the following strong min-max duality holds.
max
pi∈Π
min
W∈W
R(pi,W ) = min
W∈W
max
pi∈Π
R(pi,W ).
We have shown in Section 3 that the policy evaluation problem can be reformulated as an alternate MDP, played by the
adversary. We introduced β ∈ Rr the value vector for the adversary, defined by the Bellman Equation (3.18). In order
to prove Theorem 4.2, we need the following lemma that relates the value vector v of the decision-maker and the value
vector β of the adversary.
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Lemma 4.3 Let pi ∈ Π andW ∈ W . Let v be the value vector of the decision-maker and β be the value vector of the
adversary. Then
W>v = β. (4.7)
Proof The value vector v is uniquely determined by the Bellman Equation for the decision-maker:
vs =
A∑
a=1
pisa(rsa + λ ·
r∑
j=1
ujsaw
>
j v),∀ s ∈ S. (4.8)
Similarly the vector β is uniquely determined by
βi = w
>
i (rpi + Tpiβ),∀ i ∈ [r]. (4.9)
We multiply the equation in (4.8) by w>i , for i ∈ [r], and we obtain
w>i v = w
>
i (rpi + λ · TpiW>v),∀ i ∈ [r].
The vectorW>v = (w>i v)i∈[r] satisfies the set of Bellman Equation (4.9) that uniquely determines the vector β, and
therefore
W>v = β.
We are now ready to prove Theorem 4.2.
Proof of Theorem 4.2. When the decision-maker chooses policy pi∗ and the adversary chooses factor matrix W ∗,
let v∗ the value vector of the decision-maker and β∗ the value vector of the adversary. Let P ∗ the transition kernel
associated with the factor matrixW ∗. Since pi∗ is deterministic, we write a∗(s) ∈ A the action chosen in each state s,
uniquely determined by
∀ s ∈ S, pi∗sa∗(s) = 1.
We would like to show that pi∗ is the optimal nominal policy for the factor matrixW ∗, that is, we want to show that
pi∗ ∈ arg max
pi∈Π
R(pi,W ∗).
From the Bellman Equation, this is equivalent to show that
v∗s = max
a∈A
{
rsa + λ · P ∗ >sa v∗
}
,∀ s ∈ S.
In the case of an r-rectangular uncertainty set, this is equivalent to prove that
v∗s = max
a∈A
rsa + λ ·
r∑
j=1
ujsaw
∗>
j v
∗
 ,∀ s ∈ S. (4.10)
Since v∗ is the value vector of the policy pi∗ when the adversary picksW ∗, it satisfies the Bellman Equation (4.8). For
all s ∈ S,
v∗s = rsa∗(s) + λ ·
r∑
j=1
ujsa∗(s)w
∗>
j v
∗ (4.11)
= rsa∗(s) + λ ·
r∑
j=1
ujsa∗(s)β
∗
j (4.12)
= rsa∗(s) + λ ·
r∑
j=1
ujsa∗(s)b
>
j α
∗
j (4.13)
= max
a∈A
rsa + λ ·
r∑
j=1
ujsab
>
j α
∗
j
 (4.14)
= max
a∈A
rsa + λ ·
r∑
j=1
ujsaβ
∗
j
 (4.15)
= max
a∈A
rsa + λ ·
r∑
j=1
ujsaw
∗>
j v
∗
 , (4.16)
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where (4.11) follows from Bellman Equation on the deterministic policy pi∗ and (4.12) follows from (4.7) in Lemma
4.3. Strong duality in linear programs in (3.19) implies (4.13). The key Equality (4.14) follows from the choice of pi∗
deterministic as in (4.4). Finally, (4.15) follows again from strong duality in linear programs in (3.19) and (4.16) is a
consequence of Lemma 4.3.
Following the equivalence (4.10), we conclude that
pi∗ ∈ arg max
pi∈Π
R(pi,W ∗).
Now, for any policy p˜i and any factor model matrix W˜ ,
min
W∈W
R(p˜i,W ) ≤ max
pi∈Π
R(pi, W˜ ),
and therefore the classical weak duality holds:
max
pi∈Π
min
W∈W
R(pi,W ) ≤ min
W∈W
max
pi∈Π
R(pi,W ). (4.17)
But we proved that (pi∗,W ∗) bridges this gap, because
W ∗ ∈ arg min
W∈W
R(pi∗,W ) and pi∗ ∈ arg max
pi∈Π
R(pi,W ∗).
Therefore the two sides of (4.17) are attained at the same pair (pi∗,W ∗) and we obtain the strong duality result:
max
pi∈Π
min
W∈W
R(pi,W ) = min
W∈W
max
pi∈Π
R(pi,W ).
In Theorem 4.2, the fact that the optimal robust policy pi∗ is the optimal nominal policy of the MDP where the adversary
playsW ∗ can be seen as an equilibrium for the game between the decision-maker and the adversary. This result is in
sharp contrast with the case of s-rectangular uncertainty sets. While strong min-max duality also holds for the case of
an s-rectangular uncertainty set P, the right-and side and the left-hand side of the following equality:
max
pi∈Π
min
P∈P
R(pi,P ) = min
P∈P
max
pi∈Π
R(pi,P ),
might not be attained by the same pairs of policies and transition kernels. Indeed, if it was the case, it would also imply
that there exists an optimal robust policy that is deterministic. Wiesemann et al. [2013] show that this is not the case
and give an example where all optimal robust policies are randomized.
5 Policy improvement for r-rectangular uncertainty set.
We consider the policy improvement problem where we want to find a policy with the highest worst-case reward. We
give an efficient algorithm to compute an optimal robust policy, assuming that the set P is r-rectangular.
We have shown in Lemma 4.1 that there exists a deterministic optimal robust policy. This motivates us to consider the
following iterative algorithm that computes a deterministic policy in each iteration. In particular, in each iteration, we
first consider a Bellman update for the value vector of the adversary following (3.18), and then we compute a Bellman
update for the value vector of the decision-maker following (4.10).
Algorithm 2 Robust value iteration for r-rectangular uncertainty set
1: Input  > 0.
2: Output (pi∗,W ∗) an -optimal solution of z∗.
3: Initialize v0,v1 ∈ RS+, k = 0.
4: while ‖vk+1 − vk‖∞ ≥ (1− λ)(2λ)−1 do
5: For each i ∈ [r], compute
β∗,ki = w
∗,k >
i v
k, where w∗,ki ∈ arg min
wi∈Wi
w>i v
k.
6: For each s ∈ S, compute
vk+1s = rsa∗(s) + λ ·
r∑
i=1
uisa∗(s)β
∗,k
i , where a
∗(s) ∈ arg max
a∈A
rsa + λ ·
r∑
i=1
uisaβ
∗,k
i .
7: k ← k + 1.
8: end while
9: return pi∗ such that pisa∗(s) = 1 for each state s, andW ∗ = (w
∗,k
1 , ...,w
∗,k
r ).
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We can now state the main theorem of our paper.
Theorem 5.1 Let P be an r-rectangular uncertainty set. Algorithm 2 gives an -optimal solution to the policy
improvement problem in time polynomial in the input size and log(−1).
Proof From Equation (4.6) in Theorem 4.2, we have the following two coupled Bellman equations:
v∗s = max
pis∈∆
{
rpis,s + λ · (TpiW ∗ >v∗)s
}
,∀ s ∈ S,
β∗i = min
wi∈Wi
{
w>i (rpi∗ + λ · Tpi∗β∗)
}
,∀ i ∈ [r].
From Lemma 4.3 we haveW ∗ >v∗ = β∗ and we obtain the two fixed-points equalities
v∗s = max
pis∈∆
{rpis,s + λ · (Tpi( min
wi∈Wi
{w>i v∗})i∈[r])s},∀ s ∈ S,
β∗i = min
wi∈Wi
{w>i ( max
pis∈∆
{rpi,s + λ · (Tpiβ∗)s})s∈S},∀ i ∈ [r].
(5.1)
We define the functions F1 : RS → RS and F2 : Rr → Rr as follows.
F1(v)s = max
pis∈∆
{rpis,s + λ · (Tpi( min
wi∈Wi
{w>i v})i∈[r])s},∀ s ∈ S, (5.2)
F2(β)i = min
wi∈Wi
{w>i ( max
pis∈∆
{rpi,s + λ · (Tpiβ)s})s∈S},∀ i ∈ [r]. (5.3)
The functions F1 and F2 are component-wise non-decreasing contractions, see Lemma F.1 in Appendix F. Therefore,
their fixed-points are the unique solutions to the optimality Equation (5.1). In order to solve the policy improvement
problem, it is sufficient to compute the fixed point of F1 (or F2). Following Puterman [1994], we know that the
condition
‖vk+1 − vk‖∞ < (1− λ)(2λ)−1
is sufficient to conclude that
‖vk+1 − v∗‖∞ ≤ .
Therefore, Algorithm 2 returns an -optimal solution to the policy improvement problem. We now present the analysis
of the running time of Algorithm 2.
Running time of Algorithm 2. In order to check
‖vk+1 − vk‖∞ < (1− λ)(2λ)−1,
we need to evaluate each of the r linear programs in Step 5 up to the precision
2 = (1− λ)(4λ)−1.
This can be done with interior point methods in
O
(
r · S3 · log
(
1
2
))
.
In Step 6 we find the maximum of a list of size A for each component s. Therefore, the complexity of each iteration is
in
O
(
r · S3 · log
(
1

)
+ S ·A
)
.
Now from Puterman [1994], we know that the condition
‖vk+1 − vk‖∞ < (1− λ)(2λ)−1
will happen in O(log(−1)) iterations. Therefore, Algorithm 2 returns an -optimal solution to the policy iteration
problem in
O
(
r · S3 · log2
(
1

)
+ S ·A · log
(
1

))
.
Equivalently, we could consider an algorithm based on the contraction F2. We present this alternate algorithm
(Algorithm 3) in Appendix I. We would like to note that the running times of Algorithm 2 and Algorithm 3 essentially
differ by a multiplicative factor related to the logarithm of the initial errors ‖v0 − v∗‖∞ and ‖β0 − β∗‖∞. The vector
v∗ is of size S and the vector β∗ is of size r. Therefore, depending on the orders of magnitude of r and S, it can be
faster to implement Algorithm 3 or Algorithm 2.
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6 Properties of optimal robust policies.
Using the model of r-rectangular factor matrix uncertainty set, we extend important structural results from the classical
MDP literature to robust MDPs. In this section we extend the notions of maximum principle and Blackwell optimality.
6.1 Robust maximum principle.
For a classical MDP, the value vector of the optimal policy is component-wise higher than the value vector of any other
policy. This is known as the maximum principle (Feinberg and Shwartz [2012], Section 2). Using Equation (4.7) and
the strong duality property of Theorem 4.2, we extend the maximum principle for MDPs to a robust maximum principle
for robust MDPs: the worst-case value vector of the optimal robust policy is component-wise higher than the worst-case
value vector of any other policy. We will write vpi,W the value vector of the decision-maker when he chooses policy pi
and the adversary chooses factor matrixW .
Proposition 6.1 Let P be an r-rectangular uncertainty set.
1. Let pi be a policy and
W 1 ∈ arg min
W∈W
R(pi,W ).
Then
vpi,W
1
s ≤ vpi,W
0
s , ∀W 0 ∈ W,∀ s ∈ S.
2. Let
(pi∗,W ∗) ∈ arg max
pi∈Π
min
W∈W
R(pi,W ).
For all policy pi, for all factor matrixW 1 ∈ arg minW∈W R(pi,W ),
vpi,W
1
s ≤ vpi
∗,W ∗
s ,∀s ∈ S.
The proof relies on Lemma 4.3 and the strong duality of Theorem 4.2. It is detailed in Appendix G. We would like
to note that the proof can not be adapted to an s-rectangular uncertainty set, since it relies on the fact that an optimal
robust policy can be chosen deterministic when the uncertainty set is r-rectangular.
6.2 Robust Blackwell optimality.
In the classical MDP literature, given a fixed known transition kernel P , a policy pi is said to be Blackwell optimal
if it is optimal for all discount factor λ close enough to 1 (Puterman [1994], Section 10.1.2). We extend this notion
for robust MDP where the uncertainty set is r-rectangular. We note that the optimal factor matrix W ∗ also remains
constant when λ is close to 1.
Proposition 6.2 Let P an r-rectangular uncertainty set and R(pi,W , λ) the reward associated with the policy pi, the
factor matrixW and the discount factor λ.
There exists a stationary Markovian deterministic policy pi∗ and a factor matrixW ∗, there exists λ0 ∈ (0, 1), such that
for all λ in (λ0, 1),
(pi∗,W ∗) ∈ arg max
pi∈Π
min
W∈W
R(pi,W , λ).
The proof is given in the Appendix H. Again, the proof relies on the choice of a deterministic optimal robust policy,
and therefore it can not be adapted for s-rectangular uncertainty sets. Related results for (s, a)-rectangular uncertainty
sets were obtained by Lim et al. [2013] (Appendix C) in the context of reinforcement learning with unichain MDP and
long-run average reward criterion.
7 Numerical experiments.
7.1 Example: machine replacement problem.
We consider the example introduced in Delage and Mannor [2010] and also studied in Wiesemann et al. [2013] with 10
states and 2 actions. The states 1 to 8 model the states of deterioration of a machine and there are two repair states
R1 and R2. The state R1 is a normal repair and has reward of 18, the state R2 is a long repair and has reward 10.
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There is a reward of 20 in states 1 to 7 while the reward is 0 is state 8. The discount factor is λ = 0.8. The initial
distribution is uniform across all states. We assume that we know the nominal kernel P nom as well as an upper bound
τ > 0 on the maximum deviation from any component of P nom and we construct uncertainty sets associated with the
models of r-rectangularity and s-rectangularity. We compute the optimal nominal policy and show that its performance
deteriorates, even for small deviations in the transition probabilities. We then compare the performances of the robust
policies associated with the r-rectangular and the s-rectangular uncertainty sets.
(a) Transition probabilities for
action ‘do nothing’.
(b) Transition probabilities for
action ‘repair’.
Figure 1: Transition probabilities for the machine replacement example. There is a reward of 18 in state R1, of 10 in
state R2 and of 0 in state 8. All others states have a reward of 20.
7.1.1 Construction of the r-rectangular uncertainty set.
We start by computing the factor matrixW and the coefficients matrices u1, ...,uS .
Estimation of the factor matrix.
We construct the matrices P noms = (P
nom
sas′ )as′ ∈ RA×S for s ∈ {1, ..., S} and then build a block matrix P˜
nom >
=
(P nom >1 , ...,PS
nom >). Its columns correspond to the transitions P nomsa for every state-action pair (s, a).
The decomposition
P nomsa =
r∑
i=1
uisawi
is equivalent to
P nom >s = Wus,
for some factor matrix W in RS×r+ and some coefficients matrices u1, ...,uS in R
r×A
+ . Therefore, we solve the
following Nonnegative Matrix Factorization (NMF) program:
min
1
2
‖P˜ nom > −Wu‖22 (7.1)
W ∈ H1,u ∈ H2, (7.2)
where the two polytopes H1 and H2 that appear in the constraint (7.2) are
H1 = {W |W ∈ RS×r+ ,W>eS = er },
H2 = ×
s∈S
H3 where H3 = {u | u ∈ Rr×A+ ,u>er = eA }.
We compute local solutions (W nom,unom) of (7.1) by adapting classical algorithms for NMF presented in Xu and
Yin [2013]. We choose r = 12 and our local solutions (W nom,unom) achieve the following errors: if we write
M err = P˜
nom > −W nomunom, then
‖M err‖2 = 7.6 · 10−4, ‖M err‖1 = 2.6 · 10−3, ‖M err‖∞ = 2.5 · 10−4.
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We use (wnom1 , ...,w
nom
r ) as the nominal factor vectors and we find the coefficients (u1, ...,uS) as the blocks of the
matrix
unom = (u1, ...,uS) ∈ H2 = ×
s∈S
{u | u ∈ Rr×A+ ,u>er = eA }.
Model of uncertainty.
We consider the following budget of uncertainty set introduced in Bertsimas and Sim [2004]:
Wi = {wi = wnomi + δ | δ ∈ RS , ‖δ‖1 ≤
√
S · τ, ‖δ‖∞ ≤ τ, e>Swi = 1, wi ≥ 0}, i ∈ [r],
W =W1 × ...×Wr,
P(r) =
{(
r∑
i=1
uisawi,s′
)
sas′
∣∣∣∣W = (w1, ...,wr) ∈ W
}
.
The deviation on each component of the factor vectorsw1, ...,wr are constrained to be smaller than τ. Moreover, for
each factor vector the deviations on each component are independent and the total deviation is constrained to be smaller
than c
√
S · τ ; this is motivated by Central Limit Theorem and in our experiment we use c = 1.
7.1.2 Construction of the s-rectangular uncertainty set.
We consider the following budget of uncertainty set where the matrices (P sa)a∈A ∈ RA×S are not related across
different states.
P(s)s = {P s = P noms + ∆ |∆ ∈ RA×S , ‖∆‖1 ≤
√
S ·A · τ, ‖∆‖∞ ≤ τ, P seS = eA, P s ≥ 0}, s ∈ S,
P(s) = ×
s∈S
P(s)s .
The maximum deviation from each component P nomsas′ is τ . For the same reason as for the r-rectangular uncertainty set
of the previous section, the total deviation from a given matrix P noms is
√
S ·A · τ .
7.1.3 Empirical results.
We compute the optimal nominal policy pinom using value iteration (Puterman [1994], Chapter 6.3) and we set
R(pinom,P nom) = 100.
We start by comparing the worst-case performances of pinom for the uncertainty sets P(r) and P(s) using Algorithm 1 of
Section 2 and Corollary 1 of Wiesemann et al. [2013].
budget of deviation τ 0.05 0.07 0.09
Worst-case of pinom for P(r) 94.40 92.21 90.04
Worst-case of pinom for P(s) 91.74 88.56 85.46
Table 1: Comparison of nominal and worst-cases over P(r) and P(s) for the optimal nominal policy pinom.
We notice that the reward of the optimal policy can deteriorate; for instance, for τ = 0.07, the worst-case of pinom for
P(r) is 92.21 and 88.56 for P(s), to compare with 100 for the nominal kernel P nom. Moreover, the set P(r) seems to
yield a less conservative estimation of the worst-case of pinom than the set P(s); indeed, in this example the worst-case
of pinom for P(r) is always higher than the worst-case of pinom for P(s). We would like to note that P(r) is not a subset
of P(s), because in P(s) the deviation in ‖ · ‖1 is constrained to be smaller than
√
S ·A · τ, whereas there is no such
constraint in P(r).
We now compute an optimal robust policy pirob,r for P(r) using Algorithm 2 of Section 5 and an optimal robust policy
pirob,s for P(s) using Corollary 3 in Wiesemann et al. [2013]. We compare their worst-case performances (for their
respective uncertainty sets) and their performances for the nominal transition kernel P nom.
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budget of deviation τ 0.05 0.07 0.09
Nominal reward of pirob,r 100.00 100.00 100.00
Worst-case of pirob,r for P(r) 94.40 92.21 90.04
Nominal reward of pirob,s 99.28 98.53 97.81
Worst-case of pirob,s for P(s) 91.90 89.09 86.62
Table 2: Worst-case and nominal performances of the robust policies pirob,r and pirob,s.
We notice in our computation that pirob,r is always identical to pinom, which may indicate that robustness to deviations
from P nom is unnecessary and too conversative in this particular example. The robust policy pirob,s only moderately
improves the worst-case compared to pinom : for τ = 0.09, compare the worst-case 86.62 of pirob,s with 85.46, the
worst-case of pinom. We also note that in all our experiments the policy pirob,s was randomized, which can be hard to
interpret and to implement in practice.
Since nature might not be adversarial, we compare the performances of pirob,r and pirob,s on the same sample of kernels
around the nominal transitions P nom. The robust policy pirob,r is maximizing the worst-case reward over (some) rank r
deviations from the nominal transition kernels P nom. Therefore, we simulate a random perturbation of rank r from the
kernel P nom by uniformly generating a random factor matrix and some random coefficients matrices, such that the
maximum deviation on each component of the transition kernel is smaller than τ . More precisely, let
Br = {P | P s = P noms +Wus, ‖P−P nom‖∞ ≤ τ,W ∈ RS×r+ , (us)s∈S ∈ R(r×A)×S+ ,P>sae = 1,∀ (s, a) ∈ S×A}.
We draw 10000 kernels P uniformly in Br and we present in Table 3 the means and 95% confidence levels conf95 of
the rewards R(pirob,r,P ) and R(pirob,s,P ) for different values of the parameter τ > 0. We would would like to recall
that the policy pirob,s changes with the parameter τ . We also want to consider the case where the coefficients of the
perturbations are all independent. Therefore, we also consider the set
B∞ = {P | ‖P − P nom‖∞ ≤ τ,P>sae = 1,∀ (s, a) ∈ S× A}.
We would like to note that this ball contains the uncertainty sets P(r) and P(s). In the same Table 3 we also report
the means and 95% confidence levels of the rewards R(pirob,r,P ) and R(pirob,s,P ) when we draw 10000 kernels P
uniformly within B∞.
budget of deviation τ 0.05 0.07 0.09
mean conf95 mean conf95 mean conf95
Empirical reward of pirob,r in Br 99.923 0.002 99.893 0.002 99.864 0.002
Empirical reward of pirob,s in Br 99.203 0.002 98.425 0.002 97.685 0.002
Empirical reward of pirob,r in B∞ 98.463 0.013 97.976 0.017 97.554 0.021
Empirical reward of pirob,s in B∞ 97.734 0.012 96.638 0.015 95.793 0.018
Table 3: Empirical performances of the policies pirob,r and pirob,s. We draw 10000 kernels P in Br and B∞ and we
report the means of the ratio
R(pi,P )
R(pinom,P nom
) and the 95% confidence levels, defined as 1.96 · std/√10000 where ‘std’
stands for the standard deviations of the observed rewards.
We see empirically that pirob,s performs worse than pirob,r, both in Br and B∞. For instance, for a maximum deviation
of τ = 0.09, the empirical mean of the rewards of pirob,r in Br is 99.864, to compare to 97.685 for pirob,s. In B∞, the
empirical mean for pirob,r is 97.544, higher than the mean 95.793 for pirob,s. Moreover, for a same budget of deviation τ ,
we notice that the means of the rewards are higher when we sample kernels in P(r) than in P(s), which suggests that the
set P(s) is a more conservative model for uncertainty than P(r).
7.2 Example: healthcare management.
We now consider a model motivated by a healthcare application. The goal of the decision-maker (a doctor) is to optimize
the health outcome of a patient. The states of the system quantify the health condition of the patient from 1 (healthy) to
5 (unhealthy). There is an absorbing state called m for mortality. Therefore, S = {1, 2, 3, 4, 5,m} and S = 6. At every
period the patient is in a given health state and the doctor chooses an action among a1 = ‘no drug’, a2 = ‘prescribe
17
low drug level’, a3 = ‘prescribe high drug level’. The patient then transitions to another health state depending of the
current health state and the prescribed drug level. The decision-maker obtains a reward that reflects the invasiveness
of the chosen treatment. For any state (other than m), the reward for choosing action a1 = ‘no drug’ is 10, it is 8 for
choosing a2 = ‘prescribe low drug level’ and it is 6 for choosing a3 = ‘prescribe high drug level’. In the mortality
state m, the reward is always 0. We choose a discount factor of λ = 0.95 to model the importance of the future health
condition of our patient. Similarly as in the previous example, we assume that we are given a nominal transition kernel
P nom and an upper bound τ > 0 on the maximum possible deviation from any component of the nominal kernel. The
explicit kernel P nom is given by Figure 2.
(a) Transition probabilities for action
‘do nothing’.
(b) Transition probabilities for action
‘prescribe low drug level’.
(c) Transition probabilities for action
‘prescribe high drug level’.
Figure 2: Transition probabilities for the healthcare management example. The reward in the mortality state is always 0.
In the other states, the reward associated with action ‘do nothing’ is 10, 8 for action ‘prescribe low drug level’ and 6 for
action ‘prescribe high drug level’.
As in the previous example we construct two uncertainty sets P(r) and P(s) and we compute the worst-case of the
optimal nominal policy pinom. We then compare the performances of the robust policies associated with these two
models with the performances of pinom.
7.2.1 Construction of the r-rectangular uncertainty set.
Since the transition probabilities related to the mortality state are deterministic, we treat them separately. In order to
compute the factor matrixW and the coefficients matrices u1, ...,u5, we solve the same NMF program (7.1) as in the
previous example, except that this time we consider P noms = (P
nom
sas′ )as′ ∈ RA×S with s ∈ {1, ..., 5} and we build a
block matrix P˜
nom >
= (P nom >1 , ...,P
nom >
5 ). The columns correspond to the transitions P
nom
sa for every state-action
pair (s, a) that do not involve the mortality state.
For r = 8 we obtain some local solutions (W nom,unom) of (7.1) and the errors are, forM err = P˜
nom >−W nomunom,
‖M err‖2 = 1.8 · 10−2, ‖M err‖1 = 6.3 · 10−2, ‖M err‖∞ = 4.9 · 10−3.
Deterministic Transitions.
The state m is absorbing and is not subject to any uncertainty. We model this by increasing the parameter r to r + 1,
introducing Wr+1 = {(0, 0, 0, 0, 0, 1)} and defining (uima)a∈A,i=1,...,r+1 as the matrix with zero everywhere and
ur+1ma = 1, for all action a ∈ A.
Model of uncertainty.
Similarly as in the previous example, we also use a budget of uncertainty model:
Wi = {wi = wnomi + δ | δ ∈ RS , ‖δ‖1 ≤
√
S · τ, ‖δ‖∞ ≤ τ, eS>wi = 1, wi ≥ 0}, i ∈ [r],
W =W1 × ...×Wr+1,
P(r) =
{(
r+1∑
i=1
uisawi,s′
)
sas′
∣∣∣∣W = (w1, ...,wr) ∈ W
}
.
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7.2.2 Construction of the s-rectangular uncertainty set.
We consider the same budget of uncertainty as in the previous example:
P(s)s = {P s = P noms + ∆ |∆ ∈ RA×S , ‖∆‖1 ≤
√
S ·A · τ, ‖∆‖∞ ≤ τ, P seS = eA, P s ≥ 0}, s = 1, ..., 5,
P(s) = ×
s∈S
P(s)s .
The set P(s)m reduces to a single matrix since the state m is absorbing:
P(s)m = {P (s)m}, where P (s)m,as′ = 1 if s′ = m, and 0 otherwise.
7.2.3 Empirical results.
We set
R(pinom,P nom) = 100
and we start by computing the worst-case of pinom for the uncertainty sets P(r) and P(s).
budget of deviation τ 0.05 0.07 0.09
Worst-case of pinom for P(r) 50.26 41.74 35.63
Worst-case of pinom for P(s) 45.75 37.37 31.51
Table 4: Comparison of nominal and worst-cases over P(r) and P(s) for the optimal nominal policy pinom.
In this example, the performances of pinom significantly deteriorates. As in the previous example, we observe that the
set P(r) yields less conservative estimations of the worst-case reward than the set P(s), since the worst-case of pinom for
P(r) is always higher than its worst-case for P(s).
We now compare the optimal robust policies pirob,r and pirob,s. In the next table we compare their nominal performances
and worst-case rewards.
budget τ 0.05 0.07 0.09
Nominal reward of pirob,r 100.00 92.92 92.92
Worst-case of pirob,r for P(r) 50.26 42.29 36.56
Nominal reward of pirob,s 91.48 91.35 89.56
Worst-case of pirob,s for P(s) 52.09 44.39 38.69
Table 5: Worst-case and nominal performances of the robust policies pirob,r and pirob,s
We notice that the two robust policies have comparable performances on the nominal kernel P nom. The increase in
worst-case is proportionally higher for pirob,s than for pirob,s : for τ = 0.09, the worst-case increase from 31.51 for pinom
over P(s) to 38.69 for pirob,s. For the same maximum deviation τ , in P(r) the worst-case increases from 35.63 for pinom
to 36.56 for pirob,r. Yet, this may point out that the policy pirob,s sacrifices performances on other feasible kernels in
order to increase the worst-case performance.
Therefore, we want to compare the performances of the robust policies pirob,r and pirob,s on the same sample of transition
kernels. Similarly as in the previous example, we first simulate 10000 kernels P uniformly in
Br = {P | P s = P noms +Wus, ‖P − P nom‖∞ ≤ τ,W ∈ RS×r+ , (us)s∈S ∈ Rr×A,P>sae = 1,∀ (s, a) ∈ S× A}
and we present in Table 6 the means and 95% confidence levels conf95 of the rewards for pirob,r and pirob,s. We then
draw 10000 kernels P uniformly within the ball
B∞ = {P | ‖P − P nom‖∞ ≤ τ,P>sae = 1,∀ (s, a) ∈ S× A}
and in Table 6 we also report the means 95% confidence levels of the rewards of the policies pirob,r and pirob,s.
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budget of deviation τ 0.05 0.07 0.09
mean conf95 mean conf95 mean conf95
Empirical reward of pirob,r in Br 98.66 0.03 91.60 0.03 91.26 0.04
Empirical reward of pirob,s in Br 90.16 0.03 89.51 0.04 87.26 0.005
Empirical reward of pirob,r in B∞ 82.08 0.18 76.57 0.20 73.77 0.24
Empirical reward of pirob,s in B∞ 74.52 0.11 70.11 0.13 64.94 0.15
Table 6: Empirical performances of the policies pirob,r and pirob,s. We draw 10000 kernels P in Br and B∞ and we
report the means of the reward
R(pi,P )
R(pinom,P nom
) and the 95% confidence levels, defined as 1.96 · std/√10000 where
‘std’ stands for the standard deviations of the observed rewards.
We observe results comparable as in the previous example: the policy pirob,r always has better empirical performances
than pirob,s, for τ = 0.05, 0.07 or 0.09 and for both Br and B∞. Moreover, we notice again that the empirical means
are higher for the uncertainty set P(r) than for the uncertainty set P(s). Therefore, this suggests that the r-rectangular
model is a less conservative model for uncertainty than the s-rectangular model.
8 Conclusion
We highlight the generality of factor matrix uncertainty sets and we give an efficient algorithm to compute an optimal
robust policy. To do so, we model the policy evaluation problem as an adversarial MDP and we give an alternate
algorithm for evaluating the worst-case performance of a given policy, assuming that the columns of the factor matrix
belong to a Cartesian product set. We then prove that there always exists a deterministic optimal robust policy, which
contrasts with s-rectangular uncertainty sets. We prove our strong min-max duality result and we provide an efficient
algorithm to compute an optimal robust policy. We also present two examples where the optimal robust policy for
factor matrix uncertainty sets address the problem of parameter uncertainty while remaining efficient on the nominal
parameters. We present a computational study suggesting that when modeling uncertainty, one should care about the
rank of the deviations from the nominal parameters, since empirically low-rank deviations are less conservative than
independent perturbations on each component of the nominal transition kernel. It remains to investigate the case of
coupled columns of the factor matrix when the parameter r is fixed.
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A Proof of Lemma 3.2.
We prove here that
max
x∈Rn+,x≤f(x)
c>x = c>x∗.
Note that this lemma is also present in Nilim and Ghaoui [2005].
The fixed point x∗ exists and is unique because f is a contraction. For any point x0 ∈ Rn+, the limit of (fn(x0))n≥0
exists and is equal to x∗. Indeed, for any integer n,
‖fn+1(x0)− x∗‖∞ = ‖f(fn(x0))− f(x∗)‖∞
≤ λ · ‖fn(x0 − f(x∗)‖∞.
By induction this implies that for all n ∈ N,
‖fn(x0)− x∗‖∞ ≤ λn · ‖x0 − x∗‖∞.
Since λ < 1, the sequence of points (fn(x0))n≥0 has a limit and this limit is x∗.
Let x in Rn+ such that
x ≤ f(x).
Then x is component-wise smaller than x∗. Indeed,
x ≤ f(x)⇒ x ≤ fn(x), ∀ n ∈ N⇒ x ≤ lim
n→∞ f
n(x) = x∗.
Since the cost vector c has non-negative entries,
x ≤ x∗ ⇒ c>x ≤ c>x∗.
Therefore, x∗ is the unique optimal solution of the optimization program
max
x∈Rn+,x≤f(x)
c>x.
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B Proof of Lemma 3.3.
Let pi a stationary Markovian policy and P a transition kernel in P. From Lemma 5.6.1 in Puterman [1994] the expected
infinite horizon discounted reward can be written
R(pi,P ) = p>0 (I − λ ·L(pi,P )>)−1rpi, (B.1)
where L(pi,P ) ∈ RS×S+ is the transitions kernel of the Markov Chain on S associated with pi and P :
L(pi,P )ss′ =
A∑
a=1
pisaPsas′ ,∀ (s, s′) ∈ S× S.
Recall that
Tpi =
(
A∑
a=1
pisau
i
sa
)
(s,i)∈S×[r]
, W = (w1, ...,wr) ∈ RS×r, Psas′ =
r∑
i=1
uisawi,s′ ,∀ (s, a, s′) ∈ S× A× S.
We can reformulate
L(pi,P ) =
(
A∑
a=1
r∑
i=1
pisau
i
sawi,s′
)
ss′
=
(
r∑
i=1
(
A∑
a=1
pisau
i
sa
)
· (wi,s′)
)
(s,s′)∈S×S
= TpiW
>.
Hence
(I − λ · L(pi,P ))−1 =
(
I − λ · TpiW>
)−1
=
∞∑
k=0
λk · (TpiW>)k
= I + λ ·
∞∑
k=0
λk · Tpi(W>Tpi)kW>
= I + λ · Tpi
( ∞∑
k=0
λk · (W>Tpi)k
)
W>
= I + λ · Tpi(I − λ ·W>Tpi)−1W>.
Therefore,
z(pi) = min
P∈P
R(pi,P ) = min
P∈P
p>0 (I − λ · L(pi,P ))−1 rpi
= min
W∈W
p>0
(
I + λ · Tpi(I − λ ·W>Tpi)−1W>
)
rpi
= min
W∈W
p>0 rpi + λ · p>0 Tpi
(
I − λ ·W>Tpi
)−1
W>rpi
and finally, since p>0 rpi is not depending of the variableW ,
z(pi) = p>0 rpi + min
W∈W
λ · p>0 Tpi
(
I − λ ·W>Tpi
)−1
W>rpi.
C Proof of Lemma C.1
Lemma C.1 Let φ(pi, ·) : Rr+ 7−→ Rr+ defined as
φ(pi, ·) : Rr+ −→ Rr+
γ 7−→ (minwi∈Wi w>i (rpi + λ · Tpiγ))i∈[r]
Then φ(pi, ·) is a component-wise non-decreasing contraction.
22
Proof The function φ(pi, ·) is component-wise non-decreasing because of the non-negativity of the setsW1, ...,Wr
and of the fixed matrix Tpi .
Let γ1,γ2 in Rr+ and i ∈ [r]. We have
φ(pi,γ1)i = min
wi∈Wi
w>i (rpi + λ · Tpiγ1)
= min
wi∈Wi
wTi (rpi + λ · Tpiγ2) + λ ·w>i Tpi(γ1 − γ2)
≥ min
wi∈Wi
w>i (rpi + λ · Tpiγ2) + λ · min
wi∈Wi
w>i Tpi(γ1 − γ2)
≥ φ(pi,γ2)i + λ · min
wi∈Wi
w>i Tpi(γ1 − γ2).
Therefore, for all i ∈ [r],
φ(pi,γ2)i − φ(pi,γ1)i ≤ λ · min
wi∈Wi
w>i Tpi(γ2 − γ1)
≤ λ · ‖γ2 − γ1‖∞,
where the last equality follows from
w>i Tpier = w
>
i eS = 1.
We can do the same computation exchanging the role of γ1 and γ2. We conclude that φ is a contraction: for∀ γ1,γ2 ∈ Rr+,
‖φ(pi,γ2)− φ(pi,γ1)‖∞ ≤ λ · ‖γ2 − γ1‖∞.
D Proof of Lemma 3.5.
We start from (3.17):
z(pi) = max p>0 (rpi + λ · Tpiβ)
βi ≤ min
wi∈Wi
w>i (rpi + λ · Tpiβ), ∀ i ∈ [r],
β ∈ Rr.
We dualize the constraints : if we assume that eachWi is a polyhedral, without loss of generality
∀ i ∈ [r],Wi = { w ∈ RS | Aiw ≥ bi,wi ≥ 0},
where bi are vectors of size m ∈ N andAi are matrices in Rm×S . Therefore,
z(pi) = max p>0 (rpi + λ · Tpiβ)
A>i αi ≤ rpi + λ · Tpiβ, ∀ i ∈ [r],
βi ≤ b>i αi, ∀ i ∈ [r],
β ∈ Rr, (αi)i∈[r] ∈ Rm×r+ .
Let β∗, (αi)i=1,...,r be an optimal solution. From strong LP duality we have
β∗i = b
>
i α
∗
i ≥ 0, ∀ i ∈ [r].
We finally obtain :
z(pi) = max p>0 (rpi + λ · Tpi(b>i αi)i∈[r])
A>l αl ≤ rpi + λ · Tpi(b>i αi)i∈[r]), ∀ l ∈ [r],
(αi)i∈[r] ∈ Rm×r+ .
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E Proof of Proposition 2.4.
Remember that ΠG denotes the set of all policies (possibly history-dependent and non-stationary) and Π ⊂ ΠG is the
set of stationary Markovian policies. We want to prove:
max
pi∈ΠG
min
P∈P
R(pi,P ) = max
pi∈Π
min
P∈P
R(pi,P ).
We proved in Theorem 4.2 that
max
pi∈Π
min
P∈P
R(pi,P ) = min
P∈P
max
pi∈Π
R(pi,P ).
Therefore,
max
pi∈Π
min
P∈P
R(pi,P ) ≤ max
pi∈ΠG
min
P∈P
R(pi,P ) (E.1)
≤ min
P∈P
max
pi∈ΠG
R(pi,P ) (E.2)
= min
P∈P
max
pi∈Π
R(pi,P ) (E.3)
= max
pi∈Π
min
P∈P
R(pi,P ) (E.4)
where (E.1) follows from Π ⊂ ΠG, (E.2) follows from weak duality. The Equality (E.3) follows from the fact that for a
non-robust Markov decision process, an optimal policy can always be found in the set of stationary Markovian policies,
and (E.4) follows from Theorem 4.2. We conclude that all these inequalities are equalities, and it follows that
max
pi∈ΠG
min
P∈P
R(pi,P ) = max
pi∈Π
min
P∈P
R(pi,P ).
F Proof of Lemma F.1.
Let v ∈ RS+ and β ∈ Rr+. Let F1 : RS+ → RS+ and F2 : Rr+ → Rr+ such that
F1(v)s = max
pis∈∆
{rpis,s + λ · (Tpi( min
wi∈Wi
{w>i v})i∈[r])s},∀ s ∈ S,
F2(β)i = min
wi∈Wi
{w>i ( max
pis∈∆
{rpis,s + λ · Tpiβ})s∈S, },∀ i ∈ [r]
We prove here that these two functions are component-wise non-decreasing contractions.
Lemma F.1 The functions F1 and F2 are component-wise non-decreasing contractions.
Proof The mappings F1 and F2 are component-wise non-decreasing because W ⊆ RS×r and Tpi ∈ RS×r have
non-negative entries.
Let us prove that F1 is a contraction. Let v1 and v2 in RS+ and s ∈ S.
F1(v1)s = max
pis∈∆
{rpis,s + λ · (Tpi( min
wi∈Wi
{w>i v1})i∈[r])s}
= max
pis∈∆
{rpis,s + λ · (Tpi( min
wi∈Wi
{w>i v2 +w>i (v1 − v2)})i∈[r])s}
≤ max
pis∈∆
{rpis,s + λ · (Tpi( min
wi∈Wi
{w>i v2 + ‖v1 − v2‖∞})i∈[r])s}
≤ max
pis∈∆
{rpis,s + λ · (Tpi( min
wi∈Wi
{w>i v2})i∈[r])s}+ λ · ‖v1 − v2‖∞
≤ F1(v2)s + λ · ‖v1 − v2‖∞.
Therefore, for all s ∈ S,
F1(v1)s − F1(v2)s ≤ λ · ‖v1 − v2‖∞.
Inverting the role of the two vectors we can conclude that F1 is a contraction:
‖F1(v1)− F1(v2)‖∞ ≤ λ · ‖v1 − v2‖∞.
The proof that F2 is a contraction follows from a similar argument.
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G Proof of Proposition 6.1.
We call vpi,W the value vector of the decision maker associated with the policy pi and the factor matrixW .
1. Let pi be a policy and
W 1 ∈ arg min
W∈W
R(pi,W ).
LetW 0 ∈ W be any factor matrix. From the Bellman Equation (3.5) and Lemma 4.3, we know that
vpi,W
0
= rpi + λ · Tpiβ0, where β0 = W 0 >(rpi + λ · Tpiβ0).
From the Bellman Equation (3.18) and Lemma 4.3,
vpi,W
1
= rpi + λ · Tpiβ1, where β1 = W 1 >(rpi + λ · Tpiβ1) =
(
min
wi∈Wi
w>i (rpi + λ · Tpiβ1)
)
i∈[r]
.
From Theorem 3.1, we know that the sequence of vectors (φn(pi,β0))n∈N converges to β1. Moreover, for any
n ∈ N, we have the component-wise inequality:
β1 ≤ φn(pi,β0) ≤ β0.
Therefore, from the non-negativity of the matrix Tpi we obtain the component-wise inequality:
rpi + λ · Tpiβ1 ≤ rpi + λ · Tpiβ0,
and we conclude that
vpi,W
1 ≤ vpi,W 0 .
2. Let pi be a policy and let
W 1 ∈ arg min
W∈W
R(pi,W ).
We write (
Tpis
(
min
wi∈Wi
w>i v
pi,W 1
)
i∈[r]
)
s
for the s-th component of the vector Tpi
(
minwi∈Wi w
>
i v
pi,W 1
)
i∈[r]
∈ RS+.
The Bellman equation for the value vector vpi,W
1
yields, for each s ∈ S,
vpi,W
1
s = rpis,s + λ ·
(
Tpis
(
min
wi∈Wi
w>i v
pi,W 1
)
i∈[r]
)
s
≤ rpis,s + λ ·
(
Tpis
(
w∗ >i v
pi,W 1
)
i∈[r]
)
s
≤ max
p˜is∈∆
rp˜is,s + λ ·
(
Tp˜is
(
w∗ >i v
pi,W 1
)
i∈[r]
)
s
,
which can be written component-wise as:
vpi,W
1 ≤ HW ∗(vpi,W 1), (G.1)
where HW ∗(·) : RS+ → RS+ is defined as
HW ∗(v)s = max
p˜is∈∆
rp˜is,s + λ ·
(
Tp˜is
(
w∗ >i v
)
i∈[r]
)
s
.
HW ∗ is a non-decreasing contraction and its fixed point is the value vector of the optimal policy for the MDP
with the transition kernel associated with the factor matrixW ∗. From Theorem 4.2,
(pi∗,W ∗) ∈ arg max
pi∈Π
min
W∈W
R(pi,W ) ⇐⇒ (W ∗, pi∗) ∈ arg min
W∈W
max
pi∈Π
R(pi,W ).
Therefore, pi∗ is the optimal policy for the MDP with the transition kernel associated withW ∗. Iterating (G.1),
using the fact that HW ∗ is non-decreasing and that for any initial vector v0,
lim
n→∞H
n
W ∗(v0) = v
pi∗,W ∗ ,
we can conclude that for all policy pi,
W 1 ∈ arg min
W∈W
R(pi,W )⇒ vpi,W 1s ≤ vpi
∗,W ∗
s ,∀ s ∈ S.
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H Proof of Proposition 6.2.
We call vpi,Wλ the value vector of the decision maker associated with the policy pi, the factor matrixW and the discount
factor λ. We call z∗λ the policy improvement problem with discount factor λ:
z∗λ = max
pi∈Π
min
W∈W
R(pi,W , λ).
Let (piλ,W λ) a solution of z∗λ with piλ stationary, Markovian and deterministic. From (5.1), the factor matrix W λ
belongs to the set of extreme points of the polytopeW . Since the set of stationary Markovian deterministic policies and
the set of extreme points ofW are finite, we can choose (λn)n≥0 such that there exists a fixed (pi∗,W ∗) such that
λn → 1, and (pi∗,W ∗) ∈ arg max
pi∈Π
min
W∈W
R(pi,W , λn),∀ n ≥ 0.
We prove that the pair (pi∗,W ∗) is an optimal solution to z∗λ for all discount factor λ sufficiently close to 1.
Let us assume the contrary, i.e., let us assume that there exists a sequence of discount factor (γn)n≥0 such that
γn → 1, and (pi∗,W ∗) /∈ arg max
pi∈Π
min
W∈W
R(pi,W , γn),∀ n ≥ 0.
From the finitness of the set of stationary Markovian deterministic policies and of the set of extreme points ofW , we
can choose (p˜i, W˜ ) such that this pair is optimal in z∗γn for all n ≥ 0.
Now for all n ∈ N,
(pi∗,W ∗) /∈ arg max
pi∈Π
min
W∈W
R(pi,W , γn)⇒ zγn(pi∗) < zγn(p˜i),
and the robust maximum principle of Proposition 6.1 implies that for all n ∈ N, there exists a state x1,n and a factor
matrixW ∗,n such that the value vectors satisfy
vpi
∗,W ∗,n
γn,x1,n < v
p˜i,W˜
γn,x1,n .
From the finitness of the set of extreme points ofW and of the set of states S, we can chose x1 andW ∗∗ such that for
any n ∈ N,
vpi
∗,W ∗∗
γn,x1 < v
p˜i,W˜
γn,x1 .
Similarly, the robust maximum principle gives, for any n ∈ N,
pi∗ ∈ arg max
pi∈Π
min
W∈W
R(pi,W , λn)⇒ zλn(p˜i) ≤ zλn(pi∗)⇒ ∃ W˜
n ∈ W, vp˜i,W˜
n
λn,x1
≤ vpi∗,W ∗λn,x1 .
From the finiteness of the set of extreme points ofW we can choose all the factor matrices (W˜ n)n∈N to be equal to the
same factor matrix ˜˜W .
Therefore, there exists a state x1 such that for any integer n,
vpi
∗,W ∗∗
γn,x1 < v
p˜i,W˜
γn,x1 ,
vp˜i,
˜˜W
λn,x1
≤ vpi∗,W ∗λn,x1 .
Now from the robust maximum principle,
W ∗ ∈ arg min
W∈W
R(pi∗,W , λn)⇒ vpi
∗,W ∗
λn,x1
≤ vpi∗,W ∗∗λn,x1 ,
and for the same reason
vp˜i,W˜γn,x1 ≤ vp˜i,
˜˜W
γn,x1 .
Therefore,
vp˜i,
˜˜W
λn,x1
≤ vpi∗,W ∗∗λn,x1 .
Overall, we have constructed two factor matricesW ∗∗ and ˜˜W such that
vpi
∗,W ∗∗
γn,x1 < v
p˜i, ˜˜W
γn,x1 (H.1)
vp˜i,
˜˜W
λn,x1
≤ vpi∗,W ∗∗λn,x1 . (H.2)
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Let us define the function
f : (0, 1) −→ R
t 7−→ vp˜i, ˜˜Wt,x1 − vpi
∗,W ∗∗
t,x1
For any stationary Markovian policy pi (not necessarily deterministic), any kernel P , any discount factor t ∈ (0, 1), the
value vector vpi,P t satisfies
vpi,P t = (I − tL(pi,P ))−1rpi, with L(pi,P )ss′ =
A∑
a=1
pisaPsas′ ,∀ (s, s′) ∈ S× S.
Therefore Cramer’s rule implies that the function f is a continuous rational function on (0, 1), ie, it is the ratio of two
polynomial of finite degrees and the denominator does not have any zeros in (0, 1).
But the Inequalities (H.1) and (H.2) imply that the function f takes the value 0 for an infinite number of scalars θn → 1,
and non-zero values for an infinite number of scalars γn → 1. A continuous rational function can not take the value 0 at
an infinite number of different points {θn | n ≥ 0} without being itself the zero function. This is a contradiction, and
therefore the pair (pi∗,W ∗) is an optimal solution of z∗λ for all λ sufficiently close to 1.
I Alternate algorithm for policy improvement.
Remember that F2 : Rr → Rr is defined as
F2(β)i = min
wi∈Wi
{w>i ( max
pis∈∆
{rpi,s + λ · Tpiβ})s∈S},∀ i ∈ [r].
The following algorithm efficiently returns an -optimal solution to the policy improvement problem by computing the
fixed point of the function F2.
Algorithm 3 Robust value iteration for r-rectangular uncertainty set
1: Input  > 0.
2: Output (pi∗,W ∗) an -optimal solution of z∗.
3: Initialize β0,β1 ∈ Rr+, k = 0.
4: while ‖βk+1 − βk‖∞ ≥ (1− λ)(2λ)−1 do
5: For each s ∈ S, compute
V ∗,k+1s = rsa∗(s) + λ ·
r∑
i=1
uisa∗(s)β
k
i , where a
∗(s) ∈ arg max
a∈A
rsa + λ ·
r∑
i=1
uisaβ
k
i .
6: For each i ∈ [r], compute
βk+1i = w
∗,k+1 >
i V
∗,k+1 where w∗,k+1i ∈ arg min
wi∈Wi
w>i V
∗,k+1.
7: k ← k + 1.
8: end while
9: return pi∗ such that pisa∗(s) = 1 for each state s, andW ∗ = (w
∗,k
1 , ...,w
∗,k
r ).
The same analysis as for Algorithm 2 shows that the running time of this algorithm is in
O
(
r · S3 · log2
(
1

)
+ S ·A · log
(
1

))
.
Speed-ups can be implemented if more structure is assumed; for instance, if the setsWi are norm-1 balls, then each of
the linear programs in Step 6 is itself a ranking problem. We refer the reader to Ho et al. [2018] for new methods for
computing fast robust Bellman updates.
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