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ISOTRIVIALITY IS EQUIVALENT TO POTENTIAL GOOD
REDUCTION FOR ENDOMORPHISMS OF PN OVER
FUNCTION FIELDS
CLAYTON PETSCHE, LUCIEN SZPIRO, AND MICHAEL TEPPER
Dedicated to Paul Roberts on the occasion of his 60th birthday.
Abstract. Let K = k(C) be the function field of a complete nonsin-
gular curve C over an arbitrary field k. The main result of this paper
states that a morphism ϕ : PNK → P
N
K is isotrivial if and only if it has
potential good reduction at all places v of K; this generalizes results of
Benedetto for polynomial maps on P1K and Baker for arbitrary rational
maps on P1K . We offer two proofs: the first uses algebraic geometry and
geometric invariant theory, and it is new even in the case N = 1. The
second proof uses non-archimedean analysis and dynamics, and it more
directly generalizes the proofs of Benedetto and Baker. We will also
give two applications. The first states that an endomorphism of PNK of
degree at least two is isotrivial if and only if it has an isotrivial iterate.
The second gives a dynamical criterion for whether (after base change)
a locally free coherent sheaf E of rank N+1 on C decomposes as a direct
sum L ⊕ · · · ⊕ L of N + 1 copies of the same invertible sheaf L.
1. Introduction
Let K = k(C) be the function field of a complete nonsingular curve C
over an arbitrary field k, and let ϕ : PNK → P
N
K be a morphism. We say ϕ
is trivial if it is defined over the constant field k. More generally, we say
ϕ is isotrivial if there exists a finite extension K ′/K such that the induced
morphism PNK ′ → P
N
K ′ is defined over the algebraic closure k
′ of k in K ′.
In the study of dynamical systems arising from the iteration of morphisms
ϕ : PNK → P
N
K of degree at least two, the isotrivial and non-isotrivial cases
exhibit very different behavior. For example, in the one-dimensional case
Baker [2] showed that if ϕ : P1K → P
1
K is a non-isotrivial morphism of degree
at least two, then P1(K) has only finitely many small points with respect to
the Call-Silverman canonical height function ĥϕ associated to ϕ. In partic-
ular, it follows that P1(K) contains only finitely many ϕ-preperiodic points,
and that a point P ∈ P1(K¯) is preperiodic if and only if ĥϕ(P ) = 0. These
results had been previously established in the special case of polynomial en-
domorphisms of P1K – that is, endomorphisms with a totally ramified fixed
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point – by Benedetto [4]. Using entirely different techniques from model
theory, Chatzidakis-Hrushovski [8] have recently generalized Baker’s results
to endomorphisms of PNK .
The situation is quite different for isotrivial endomorphisms. Suppose for
example that the constant field k is algebraically closed and that ϕ : P1K →
P
1
K is a morphism defined over k with deg(ϕ) ≥ 2; then all of the (infinitely
many) ϕ-preperiodic points in P1(K¯) are defined over k, and so they are
K-rational. Moreover, since ϕ is isotrivial the canonical height ĥϕ coincides
with the naive height, so unless k is an algebraic closure of a finite field,
P
1(K) may contain non-preperiodic points having canonical height zero.
A key ingredient in the results of Baker and Benedetto on non-isotrivial
endomorphisms of P1K is a characterization of isotriviality in terms of purely
local conditions; see Baker [2] Thm. 1.9, and also the related Prop. 6.1 of
Benedetto [4]. The main result of this paper generalizes this criterion to
endomorphisms of PNK . In order to state the theorem, we first recall that
the set MK of places of K can be naturally identified with the set of closed
points on the curve C. Given a place v ∈ MK , denote by Ov ⊂ K the
ring of regular functions at v. We say ϕ has good reduction at v if there
exists a choice of homogeneous coordinates (x0, x1, . . . , xN ) on P
N
K such that
ϕ extends to an endomorphism of the associated integral model PNOv of P
N
K .
We say ϕ has potential good reduction at v if there exists a finite extension
K ′/K and a place v′ of K ′ over v such that ϕ has good reduction at v′.
Theorem 1. Let K = k(C) be a function field, and let ϕ : PNK → P
N
K be a
morphism. Then ϕ is isotrivial if and only if ϕ has potential good reduction
at all places v of K.
We first remark that the “only if” direction of the theorem is easy; see
§ 2.6. When deg(ϕ) = 0 there is nothing to prove, since all constant mor-
phisms are trivial and have good reduction at all places. The deg(ϕ) = 1 case
is a simple exercise in linear algebra; we will give the proof in § 2.7. Thus,
the interesting part of Theorem 1 is the “if” direction when deg(ϕ) ≥ 2.
As a reflection of the variety of techniques which are commonly used to
study algebraic dynamics over global fields, we will give two very different
proofs of Theorem 1. Our first proof uses algebraic geometry and stan-
dard facts from geometric invariant theory, and it is new even in the one-
dimensional case. Given integers N ≥ 1 and d ≥ 2, we first show that the
space MN,d parametrizing morphisms ϕ : P
N
k → P
N
k with ϕ
∗O(1) ≃ O(d)
exists as an affine k-variety (when N = 1 this follows immediately from Sil-
verman [21], Thm. 1.1). A morphism ϕ : PNK → P
N
K over the function field
K = k(C) with everywhere potential good reduction induces a regular map
C →MN,d, which must be constant since MN,d is affine. It follows that ϕ
is isotrivial.
Our second proof of Theorem 1 uses non-archimedean analysis and dy-
namics, and it more directly generalizes the proofs given by Benedetto [4]
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and Baker [2]. We consider the local homogeneous filled Julia set FΦ,v as-
sociated to each place v of K and each model Φ for ϕ; this is a certain
dynamical invariant of Φ which detects good reduction at v. The key step is
to define a notion of homogeneous transfinite diameter in order to measure
the size of the set FΦ,v, and to show that these numbers satisfy a product
formula over all places v of K. Selecting a globally defined model Φ for ϕ
with certain favorable properties, we use the hypothesis of everywhere po-
tential good reduction along with the product formula to show that Φ must
be defined over the constant field k.
Despite the different techniques used in our two approaches, they never-
theless share several ingredients in common. For example, both proofs use
basic facts about the resultant of homogeneous maps (which we will review
in § 2.3), and both proofs use the fact that the curve C has no non-constant
regular functions. Moreover, both proofs make essential use of a basic result
in algebraic dynamics on the Zariski-density of preperiodic points (we will
discuss this further in § 2.1).
In § 5 we will give two applications of Theorem 1. The first is a result
stating that an endomorphism of PNK of degree at least two is isotrivial if and
only if it has an isotrivial iterate. The second application gives a dynamical
criterion for whether (after base change) a locally free coherent sheaf E of
rank N +1 on C decomposes as a direct sum L⊕ · · · ⊕L of N +1 copies of
the same invertible sheaf L on C. When k = C, Amerik [1] has obtained a
similar result with the curve C replaced by a smooth projective base B of
arbitrary dimension.
It would be interesting to investigate to what extent Theorem 1 can be
extended to more general polarized algebraic dynamical systems (in the sense
of § 2.1). We caution, however, that a naive restatement of Theorem 1 in
this general setting is false, as there do exist non-isotrivial endomorphisms
ϕ : X → X of projective K-varieties X with good reduction at every place v
of K, in the sense that ϕ extends to a projective endomorphism ϕv : XOv →
XOv of an integral model XOv for X. For example, let k be an algebraically
closed field of characteristic zero, let g and n be large positive integers,
and let Ag,n denote the (fine) moduli space of principally polarized abelian
varieties over k of dimension g with level-n structure. It is well-known that
Ag,n contains a complete nonsingular curve C. (This follows from the fact
that the boundary Ag,n \ Ag,n of Ag,n inside of its Satake compactification
Ag,n has codimension strictly greater than one when g is large enough; see for
example Cartan [6] or Kodaira [19].) The resulting abelian scheme A → C
has as its generic fiber an abelian variety AK over K = k(C), and the
doubling map [2] : AK → AK gives rise to a non-isotrivial polarized algebraic
dynamical system over K with everywhere good reduction.
Acknowledgments. The authors would like to thank Rob Benedetto, An-
toine Chambert-Loir, Charles Favre, and Felipe Voloch for their helpful
suggestions.
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2. Preliminaries
2.1. Review of polarized algebraic dynamical systems. Let k be a
field. A polarized algebraic dynamical system over k is triple (X,ϕ,L),
where X is a projective k-variety, ϕ : X → X is a morphism, and L is an
ample invertible sheaf on X such that ϕ∗L ≃ L⊗d for some d ≥ 2. We will
now recall several standard definitions and facts about polarized algebraic
dynamical systems; for more background see the surveys by Zhang [24] and
Chambert-Loir [7].
Given a point x ∈ X(k¯), we say x is fixed if ϕ(x) = x, periodic if ϕn(x) = x
for some n ≥ 1, and preperiodic if ϕm(x) is periodic for some m ≥ 0.
Let Fix(ϕ), Per(ϕ), and PrePer(ϕ) denote the sets of fixed, periodic, and
preperiodic points in X(k¯), respectively. Given integers n ≥ 1 and m ≥ 0
we denote by
Pern(ϕ) = {x ∈ X(k¯)|ϕ
n(x) = x}
PrePern,m(ϕ) = {x ∈ X(k¯)|ϕ
n+m(x) = ϕm(x)}
the sets of periodic points of period n, and preperiodic points of type (n,m),
respectively.
Proposition 2. Let (X,ϕ,L) be a polarized algebraic dynamical system,
and assume that X is geometrically integral. Then:
(a) The morphism ϕ is finite and deg(ϕ) = ddim(X).
(b) The sets Fix(ϕ), Pern(ϕ), and PrePern,m(ϕ) are finite.
(c) The set PrePer(ϕ) is Zariski-dense in X.
Proof. (a) Suppose on the contrary that ϕ is not finite. Since a projective
morphism is finite if and only if it has finite fibers, this means that there
exists a point x ∈ X(k¯) such that ϕ−1(x) contains an irreducible curve Z.
Pushing forward the intersection product of Z with the first Chern class
c1(ϕ
∗L) of ϕ∗L, we have
(1) ϕ∗(Z.c1(ϕ
∗L)) = ϕ∗(Z).c1(L)
by the projection formula. We have Z.c1(ϕ
∗L) = Z.c1(L
⊗d) = d(Z.c1(L)) >
0 since L is ample, and we conclude that the left-hand-side of (1) is nonzero.
But the right-hand-side of (1) vanishes since ϕ∗(Z) is supported on the point
x. The contradiction shows that ϕ is finite.
To prove the degree formula, recall that the Euler-Poincare´ characteristic
χ(X, ·) of (tensor) powers of L satisfies
χ(X,L⊗ν) =
e(L)
dim(X)!
νdim(X) + lower order terms
for some e(L) > 0 and all sufficiently large positive integers ν, where
the right-hand-side is the Hilbert-Samuel polynomial. Since χ(X,L⊗dν) =
χ(X,ϕ∗L⊗ν) = deg(ϕ)χ(X,L⊗ν), comparing leading terms we deduce that
e(L)
dim(X)!
(dν)dim(X) =
deg(ϕ)e(L)
dim(X)!
νdim(X)
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and it follows that deg(ϕ) = ddim(X).
(b) Let Y be an irreducible component of the closed subvariety Fix(ϕ) of
X. Note that Y is closed and that ϕ(Y ) = Y , so (Y, ϕ|Y , ι
∗L) is a polarized
algebraic dynamical system, where ι : Y → X is the inclusion morphism.
Moreover deg(ϕ|Y ) = d
dim(Y ) by part (a). But since ϕ restricted to Y is
the identity, we have deg(ϕ|Y ) = 1. It follows that dim(Y ) = 0 and so
the set Fix(ϕ) is finite. Since Pern(ϕ) = Fix(ϕ
n), replacing ϕ with ϕn we
deduce that Pern(ϕ) is finite. Finally, since ϕ is a finite morphism and
PrePern,m(ϕ) = ϕ
−m(Pern(ϕ)), we conclude that PrePern,m(ϕ) is finite.
(c) This follows from Fakhruddin [12], who used a result of Hrushovski
([15] Thm. 1.1) in model theory to show that Per(ϕ) is Zariski-dense in X.
As remarked in [12], the larger set PrePer(ϕ) can be shown to be Zariski-
dense using the same argument, but without using Hrushovski’s theorem.
When k = C, the Zariski-density of Per(ϕ) can be proved using results of
Briend-Duval [5]. 
2.2. Endomorphisms of PNk . Let ϕ : P
N
k → P
N
k be a surjective morphism;
thus ϕ∗O(1) ≃ O(d) for some integer d ≥ 1. If d = 1 then ϕ is an automor-
phism, and thus deg(ϕ) = 1. On the other hand, if d ≥ 2 then the triple
(PNk , ϕ,O(1)) is a polarized algebraic dynamical system in the sense of § 2.1,
and deg(ϕ) = dN by Proposition 2 (a).
Concretely, choose homogeneous coordinates x = (x0, x1, . . . , xN ) on P
N
k ,
and let
(2) Φ : kN+1 → kN+1 Φ(x) = (Φ0(x),Φ1(x), . . . ,ΦN (x))
be a map defined by N + 1 homogeneous forms Φn(x) ∈ k[x] of degree d.
We say Φ is nonsingular if Φ(x) 6= 0 for all nonzero x ∈ k¯N+1; in this case
Φ determines a morphism ϕ : PNk → P
N
k with ϕ
∗O(1) ≃ O(d). We call
Φ a model for ϕ with respect to x, and we will sometimes write this map
as Φ(x) to indicate the dependence on the choice of coordinates x on PNk .
Any surjective morphism ϕ : PNk → P
N
k has such a model Φ(x) with respect
to x, and if Ψ(x) and Φ(x) are two models for ϕ with respect to x then
Ψ(x) = cΦ(x) for some nonzero constant c ∈ k.
If y = (y0, y1, . . . , yN ) is another choice of coordinates on P
N
k , then Γ(x) =
y for some Γ ∈ GLN+1(k). If Ψ(y) is a model for a morphism ϕ with respect
to the coordinates y, then Γ−1 ◦Ψ ◦Γ(x) is a model for ϕ with respect to x.
2.3. Review of the resultant. Fix integers N ≥ 1 and d ≥ 1. Let
Φ : kN+1 → kN+1 be a map defined as in (2) by N + 1 homogeneous forms
Φn(x) ∈ k[x] of common degree d ≥ 1 in the variables x = (x0, x1, . . . , xN ).
The resultant Res(Φ) of the map is a certain homogeneous integral polyno-
mial in the coefficients of the forms Φn; for the definition see [23] § 82 or
[16]. For example, when d = 1 we may view Φ as an (N + 1) × (N + 1)
matrix, and Res(Φ) = det(Φ). The following proposition states the most
basic property of the resultant.
6 CLAYTON PETSCHE, LUCIEN SZPIRO, AND MICHAEL TEPPER
Proposition 3. Res(Φ) = 0 if and only if Φ(x) = 0 for some nonzero
x ∈ k¯N+1.
Proof. See [23], §82. 
2.4. Non-archimedean fields and reduction. Throughout this paper K
denotes a field which is endowed with a nontrivial, non-archimedean absolute
value | · |. We denote by K◦ = {α ∈ K | |α| ≤ 1} the valuation ring of K, by
K
◦◦ = {α ∈ K | |α| < 1} the maximal ideal of K◦, and by K˜ = K◦/K◦◦ the
residue field of K. For us the most important example occurs when K is the
function field K = k(C) of a curve C over an algebraically closed constant
field k, along with the absolute value | · |v = e
−ordv(·) associated to a (closed)
point v ∈ C. In this case K◦ coincides with the ring Ov of regular functions
at v, and the residue field K˜ is isomorphic to the constant field k via the
evaluation map Ov → k.
Let N ≥ 1 be an integer, and let x = (x0, x1, . . . , xN ) denote N + 1 vari-
ables in K. Define a norm ‖ · ‖ on KN+1 by ‖x‖ = max{|x0|, |x1|, . . . , |xN |},
and denote by B(0, 1) = {x ∈ KN+1 | ‖x‖ ≤ 1} the unit ball in KN+1.
Given a map F : KN+1 → KM defined by M polynomials Fm(x) ∈ K[x],
denote by H(F ) the maximum absolute value of the coefficients of F ; thus
H(F ) ≤ 1 if and only if F has coefficients in the valuation ring K◦.
Proposition 4. Let K be an algebraically closed non-archimedean field, and
let F : KN+1 → K be a map defined by a polynomial F (x) ∈ K[x]. Then
H(F ) = max{|F (x)| | x ∈ B(0, 1)}.
Proof. By normalizing F we may assume without loss of generality that
H(F ) = 1, and then plainly |F (x)| ≤ 1 for all x ∈ B(0, 1) by the ultrametric
inequality. Since F has coefficients in K◦ it reduces to a polynomial F˜ (x) ∈
K˜[x] over the residue field K˜. Since H(F ) = 1, the reduced polynomial F˜ (x)
is nonzero and therefore is nonvanishing on a nonempty Zariski-open subset
of K˜N+1 (note that K˜ is algebraically closed). Select some x˜0 ∈ K˜
N+1 such
that F˜ (x˜0) 6= 0, and let x0 ∈ B(0, 1) be a point which reduces to x˜0. Thus
|F (x0)| = 1. 
Let Φ : KN+1 → KN+1 be a homogeneous map of degree d ≥ 1. Note
that by Proposition 3, the map Φ is nonsingular if and only if Res(Φ) 6= 0.
We say the map Φ has nonsingular reduction over K if Φ is defined over
K
◦ and if the induced map Φ˜ : K˜N+1 → K˜N+1 over the residue field K˜ is
nonsingular. By Proposition 3, the map Φ has nonsingular reduction if and
only if Φ has coefficients in K◦ and |Res(Φ)| = 1.
Lemma 5. Let Φ : KN+1 → KN+1 be a nonsingular homogeneous poly-
nomial map of degree d ≥ 1. Then there exist positive constants C1, C2,
depending on Φ, such that C1‖x‖
d ≤ ‖Φ(x)‖ ≤ C2‖x‖
d for all x ∈ KN+1.
If Φ has coefficients in K◦ then we may take C1 = |Res(Φ)| and C2 = 1.
In particular, if Φ has nonsingular reduction then ‖Φ(x)‖ = ‖x‖d for all
x ∈ KN+1.
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Proof. The upper bound follows immediately from the ultrametric inequal-
ity, and the lower bound follows from basic properties of the resultant; see
Prop. 8 of Kawaguchi-Silverman [17]. 
Let ϕ : PN
K
→ PN
K
be a morphism of degree at least one. We say ϕ has good
reduction over K if there exists a choice of coordinates x = (x0, x1, . . . , xN )
on PN
K
such that ϕ extends to an endomorphism of the associated integral
model PN
K◦
of PN
K
. Equivalently, ϕ has good reduction over K if there exists
a choice of coordinates x = (x0, x1, . . . , xN ) on P
N
K
, and a model Φ(x) for
ϕ with respect to x, such that Φ(x) has nonsingular reduction as defined
above. Such a model determines a reduced morphism ϕ˜ : PN
K˜
→ PN
K˜
over
the residue field K˜.
Lemma 6. Let ϕ : PN
K
→ PN
K
be a morphism of degree at least two. Let
Φ(x) and Ψ(y) be models for ϕ with respect to the coordinates x and y
on PN
K
respectively, where Γ(x) = y and Φ(x) = Γ−1 ◦ Ψ ◦ Γ(x) for some
Γ ∈ GLN+1(K). If both Φ(x) and Ψ(y) have nonsingular reduction, then
Γ ∈ GLN+1(K
◦).
Proof. Replacing K with K¯ (and extending the absolute value | · | to K¯), we
may assume without loss of generality that K is algebraically closed. Note
that by Lemma 5 we have ‖Φ(x)‖ = ‖x‖d for all x ∈ KN+1, since Φ(x)
has nonsingular reduction, and likewise for Ψ(y). By Proposition 4 we may
select a point x0 ∈ B(0, 1) where the maximum H(Γ) = max{‖Γ(x)‖ | x ∈
B(0, 1)} is achieved. Therefore
H(Γ)d = ‖Γ(x0)‖
d = ‖Ψ(Γ(x0))‖ = ‖Γ(Φ(x0))‖ ≤ H(Γ),
the last inequality following from Proposition 4 and the fact that Φ(x0) ∈
B(0, 1). Since d ≥ 2, we conclude that H(Γ) ≤ 1, which means that Γ
has coefficients in K◦. By symmetry Γ−1 has coefficients in K◦ as well, and
therefore Γ ∈ GLN+1(K
◦). 
2.5. Extending K. LetK = k(C) and ϕ : PNK → P
N
K be as in the statement
of Theorem 1. It is evident from their definitions that the properties of
isotriviality and everywhere potential good reduction are invariant under
replacing the function field K = k(C) with an extension K ′ = k′(C ′) of K,
where k′/k is an extension of the constant field and C ′ → C is a finite map.
Therefore, during the proof of Theorem 1 we may replace K with such an
extension K ′ at any time with no loss of generality.
2.6. The “only if” direction of Theorem 1. Let K = k(C) and let
ϕ : PNK → P
N
K be a morphism with deg(ϕ) ≥ 1. Assuming that ϕ is isotrivial,
it is easy to see that it must have potential good reduction at each place
v ∈ MK . Extending K if necessary we may assume there exist coordinates
x = (x0, x1, . . . , xN ) on P
N
K such that ϕ has a model Φ(x) with respect
to x with coefficients in k; thus Res(Φ) is a nonzero element of k. Given
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any place v of K, note that Φ(x) is defined over Ov , since k ⊂ Ov, and
Res(Φ) ∈ k× ⊂ O×v . It follows that ϕ has good reduction at v.
2.7. Automorphisms of PNK. Let K = k(C) and let ϕ : P
N
K → P
N
K
be an automorphism; thus ϕ∗O(1) ≃ O(1) and deg(ϕ) = 1. Note that
(PNK , ϕ,O(1)) does not qualify as a polarized algebraic dynamical system in
the nomenclature of § 2.1, since it fails the requirement that d ≥ 2. However,
we will show in this section that Theorem 1 still holds in this case. In place
of dynamical tools the proof uses only basic facts from linear algebra.
Proof of Theorem 1 for automorphisms. In view of § 2.6 it suffices to prove
the “if” part of the theorem. Let ϕ : PNK → P
N
K be an automorphism with
potential good reduction at all places v ∈ MK . Let Φ(x) be a model for ϕ
with respect to a choice of coordinates x = (x0, x1, . . . , xN ) on P
N
K . Thus
each Φn(x) ∈ K[x] is a linear form, and we may view Φ : K
N+1 → KN+1 as
a nonsingular (N+1)×(N+1) matrix over K. Extending K if necessary we
may assume without loss of generality that K contains an (N + 1)-th root
of det(Φ), and re-normalizing Φ we may further assume that det(Φ) = 1.
Again extending K if necessary we may assume that K contains all of the
eigenvalues of Φ. Finally, by changing coordinates we may assume that Φ
is in Jordan canonical form. We are going to show that the eigenvalues of
Φ are in the constant field k of K, showing that Φ is defined over k, and
completing the proof that ϕ is isotrivial.
Let v ∈ MK be a place of K and let K
′/K be a finite extension such
that ϕ has good reduction at a place v′ of K ′ over v. It follows that there
exists a model Ψ(y) for ϕ, with respect to some choice of coordinates y =
(y0, y1, . . . , yN ) on P
N
K ′, such that Ψ has coefficients in Ov′ and det(Ψ) ∈ O
×
v′ .
Let Γ ∈ GLN+1(K
′) be the change-of-coordinate matrix satisfying Γ(x) = y.
Thus Θ(x) := Γ−1 ◦ Ψ ◦ Γ(x) is another model for ϕ with respect to the
coordinates x, whereby Φ(x) = cΘ(x) for some nonzero c ∈ K ′. We have
1 = det(Φ) = cN+1 det(Θ) = cN+1 det(Ψ), and since det(Ψ) ∈ O×v′ we
conclude that c ∈ O×v′ as well. Letting PΦ(T ) = det(TI − Φ) denote the
characteristic polynomial of Φ, and similarly for Ψ and Θ, we have
PΦ(T ) = PcΘ(T ) = c
N+1PΘ(T/c) = c
N+1PΨ(T/c).
Since PΨ(T ) ∈ Ov′ [T ] we deduce that PΦ(T ) ∈ Ov′ [T ] as well, and so in
fact PΦ(T ) ∈ Ov[T ] since PΦ(T ) is defined over the smaller field K. Since
PΦ(T ) ∈ Ov[T ] is monic and splits over K we conclude that the eigenvalues
of Φ are in Ov. As v ∈MK was arbitrary, the eigenvalues of Φ are in Ov at
all v ∈MK , and so they must be in the constant field k as desired. 
3. The Geometric Proof of Theorem 1
3.1. Overview. Throughout this section we let k denote an algebraically
closed field, and we fix integers N ≥ 1 and d ≥ 2. In this section we will
study the space EndN,d(k) of endomorphisms ϕ of P
N
k with ϕ
∗O(1) ≃ O(d).
Generalizing a result of Silverman [21], we will show in § 3.3 that the quotient
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MN,d(k) = EndN,d(k)/PGLN+1(k) of this space by the automorphism group
of PNk is an affine k-variety. In § 3.4 we will give the geometric proof of
Theorem 1.
3.2. The space of endomorphisms. Let Symd(kN+1)N+1 be the space
of homogeneous maps kN+1 → kN+1 of degree d. Explicitly, an element of
this space is given by an (N + 1)-tuple Φ(x) = (Φ0(x),Φ1(x), . . . ,ΦN (x)),
where each Φn(x) ∈ k[x] is a homogeneous form of degree d in the variables
x = (x0, x1, . . . , xN ).
Given a choice of homogeneous coordinates x = (x0, x1, . . . , xN ) on P
N
k ,
recall from § 2.2 that each morphism ϕ : PNk → P
N
k with ϕ
∗O(1) ≃ O(d)
has a model Φ(x) ∈ Symd(kN+1)N+1, which is unique up to scaling by a
constant c ∈ k×, and that moreover Res(Φ) 6= 0. Thus ϕ corresponds to a
unique point in the projective space P((Symd(kN+1))N+1). Note that since
Res(Φ) is itself a homogeneous form in the coefficients of Φ, the condition
Res(Φ) = 0 defines a closed hypersurface ResN,d(k) in P((Sym
d(kN+1))N+1)
(see [13], § 3.3).
In view of these remarks and Proposition 2 (a), we define the space of
endomorphisms of PNk of degree d
N by
EndN,d(k) := P((Sym
d(kN+1))N+1) \ ResN,d(k).
Thus EndN,d(k) is an affine open subvariety of P((Sym
d(kN+1))N+1).
Note that the correspondence between morphisms ϕ : PNk → P
N
k of degree
dN and points in EndN,d(k) depends on our initial choice of coordinates
x. Moreover, changing coordinates on PNk corresponds to conjugating ϕ
by an element γ of PGLN+1(k), and so we are led to consider the action
of PGLN+1(k) on EndN,d(k) by (γ, ϕ) 7→ γ
−1ϕγ. Therefore, the “correct”
coordinate-independent space parametrizing morphisms ϕ : PNk → P
N
k of
degree dN is the quotient
(3) MN,d(k) := EndN,d(k)/PGLN+1(k)
of this action. While this quotient can be defined set-theoretically, it is
not guaranteed that MN,d(k) is a variety over k, or that the fibers of the
quotient map EndN,d(k)→MN,d(k) are closed. In the next section we will
show that the quotient MN,d(k) does in fact naturally carry the structure
of a k-variety, and that the associated quotient map is a morphism.
3.3. Existence of a geometric quotient. We recall a basic definition
from geometric invariant theory. Let α : G × X → X be an action of an
algebraic group G over k on a k-variety X. A pair (Y, π) consisting of a
k-variety Y and a morphism π : X → Y is called a geometric quotient of X
by the action of G if it satisfies the following properties:
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(i) The diagram
G×X
α
−−−−→ X
p2
y
yπ
X
π
−−−−→ Y
commutes.
(ii) π is surjective, and the image of (α, p2) : G×X → X×X
is X ×Y X.
(iii) A subset U ⊂ Y is open if and only if π−1(U) is open
in X.
(iv) The fundemental sheaf OY is the subsheaf of π∗(OX)
consisting of invariant functions.
We refer to [11] and [20] for additional definitions and background material.
The purpose of this section is to show that the action of PGLN+1(k) on
EndN,d(k) has a geometric quotient. We begin by recording several prelimi-
nary results. Recall that the stablizer of a point ϕ ∈ EndN,d(k) by the action
of PGLN+1(k) is the subgroup St(ϕ) = {γ ∈ PGLN+1(k) | γ
−1ϕγ = ϕ}.
Given a subset S of PNk , we say S is in general position if every nonempty
finite subset T of S with |T | ≤ N +1 is linearly independent. The following
lemma is well-known.
Lemma 7. Let S be a subset of PNk in general position with |S| = N + 2
points. If γ ∈ PGLN+1(k) is an automorphism of P
N
k and γ(P ) = P for all
P ∈ S, then γ is the identity automorphism.
Proposition 8. Let ϕ ∈ EndN,d(k). The stablizer St(ϕ) of ϕ by the action
of PGLN+1(k) is finite.
Proof. By Proposition 2 (c), the set PrePer(ϕ) of ϕ-preperiodic points in
P
N
k is Zariski-dense. It follows that there exists a set S = {P0, . . . , PN+1} of
N + 2 preperiodic points in general position. Explicitly, if r ≤ N − 1, and
if P0, . . . , Pr are r + 1 linearly independent preperiodic points, we choose
a point Pr+1 in the projective N -space which is preperiodic and not in the
linear space of dimension r generated by the points P0, . . . , Pr; this is possible
because PrePer(ϕ) is Zariski-dense. Applying this for r = 0, 1, . . . , N − 1,
we obtain N +1 linearly independent preperiodic points P0, . . . , PN . Again
using the Zariski-density of PrePer(ϕ), we let PN+1 be a preperiodic point
which is not on any of the N +1 hyperplanes generated by N -point subsets
of {P0, . . . , PN}.
Each preperiodic point Pi lies in PrePerni,mi(ϕ) for some integers ni ≥ 1
and mi ≥ 1. Note that given γ ∈ St(ϕ), we have γ
−1ϕγ = ϕ, which
implies γ−1ϕrγ = ϕr and γϕr = ϕrγ for any positive integer r. If P is in
PrePerni,mi(ϕ) then
ϕmiγ(P ) = γϕmi(P ) = γϕni+mi(P ) = ϕni+miγ(P ),
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so γ(P ) ∈ PrePerni,mi(ϕ) as well. Thus St(ϕ) acts on each finite set
PrePerni,mi(ϕ) and we obtain a group homomorphism
(4) St(ϕ)→
N+1∏
i=0
Perm (PrePerni,mi(ϕ)) ,
where Perm (PrePerni,mi(ϕ)) denotes the group of permutations of the set
PrePerni,mi(ϕ). If γ is in the kernel of the map (4), then in particular it
fixes each point in the set S = {P0, P1, . . . , PN+1}, whereby γ is the identity
automorphism by Lemma 7. Thus the map (4) is injective, and since each
set PrePerni,mi(ϕ) is finite, it follows that St(ϕ) is finite. 
Corollary 9. The action of PGLN+1(k) on EndN,d(k) is closed.
Proof. By an argument on p. 10 of [20], if for each ϕ ∈ EndN,d(k) there
exists an open neighborhood U of ϕ where the dimension of the stabilizer
St(ψ) is constant for all ψ ∈ U , then the action by PGLN+1(k) is closed.
Since St(ϕ) is zero-dimensional for all ϕ ∈ EndN,d(k) by Proposition 8, the
action by PGLN+1(k) is closed. 
Proposition 10. A geometric quotient of EndN,d(k) by PGLN+1(k) exists,
and moreover it is affine.
Proof. The proof is just an application of Amplification 1.3 of [20]. Recall
EndN,d(k) is affine and PGLN+1(k) is reductive. Therefore an affine geomet-
ric quotient exists if and only if the action of PGLN+1(k) is closed, which is
the case by Corollary 9. 
We let (MN,d, π) denote the geometric quotient of EndN,d(k) by the ac-
tion of PGLN+1(k). Note that the set of points MN,d(k) on this quotient
coincides with the set-theoretic quotient defined in (3). We remark that the
case N = 1 of Proposition 10 follows immediately from Silverman [21], Thm.
1.1.
3.4. The geometric proof of Theorem 1. In view of § 2.6 and § 2.7,
it suffices to consider the “if” direction of the statement for morphisms
ϕ : PNK → P
N
K with ϕ
∗O(1) ≃ O(d) for d ≥ 2. Moreover, by the remarks of
§ 2.5 we may assume without loss of generality that the constant field k of
K = k(C) is algebraically closed.
Suppose that ϕ has potential good reduction at all places v of K. Since ϕ
fails to have good reduction at only finitely many places of K, by extending
K we may assume without loss of generality that ϕ has good reduction at
all places v of K.
Let v be a place of K; in other words v ∈ C is a (closed) point. Recall
that the surjective map Ov → k given by evaluation at v induces a canonical
isomorphism between the residue field of Ov and the constant field k. Since
ϕ has good reduction at v there exists a model Φv(x) for ϕ with respect to a
choice of coordinates x = (x0, x1, . . . , xN ) on P
N
K , such that the coefficients
of Φv(x) are in Ov and Res(Φv) ∈ O
×
v . Reduction modulo the maximal
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ideal of Ov defines a map Φ˜v : k
N+1 → kN+1 and an associated morphism
ϕ˜v : P
N
k → P
N
k .
Moreover, the model Φv(x) has nonsingular reduction at all but finitely
many points u ∈ C. Therefore, we can find an affine open neighborhood
Uv = Spec(Av) of v ∈ C such that Φv(x) has coefficients in Av ⊂ K, and
such that Φv(x) has nonsingular reduction at all points u ∈ Uv. As at the
point v, reduction at each point u ∈ Uv defines a morphism ϕ˜u : P
N
k → P
N
k .
We obtain a morphism Uv → EndN,d defined by u 7→ ϕ˜u. The sets {Uv}v∈C
define an affine open cover of C, and since the curve C is quasi-compact we
can find a finite subcover {Ui}. Thus for each open set Ui in our finite cover
of C we have morphisms
(5) Ui → EndN,d
π
−→MN,d.
Let Uij = Ui ∩ Uj be an intersection between two of the open sets in
the finite cover, and let Φi(x) and Φj(y) be the models for ϕ with respect
to the neighborhoods Ui and Uj as described above, respectively. Let Γ ∈
GLN+1(K) denote the change of coordinate element satisfying Γ(x) = y.
Thus Φi(x) = cΓ
−1 ◦ Φj ◦ Γ(x) for some c ∈ K
×. Extending K if necessary
we may assume there exists some a ∈ K such that ad−1 = c. Letting
Γ′ = aΓ, we have Φi(x) = (Γ
′)−1 ◦ Φj ◦ Γ
′(x). Therefore, replacing Γ with
Γ′ and replacing the coordinates y with y′ = Γ′(x) = ay, we may assume
without loss of generality that Φi(x) = Γ
−1 ◦ Φj ◦ Γ(x).
Given an arbitrary point u ∈ Uij = Ui ∩ Uj, both Φi(x) and Φj(y) have
nonsingular reduction at u, which means that Γ ∈ GLN+1(Ou) by Lemma 6.
Denote by Γ˜u ∈ GLN+1(k) the reduction of Γ at u and by γ˜u ∈ PGLN+1(k)
the associated automorphism of PNk ; thus Φ˜u,i(x) = Γ˜
−1
u ◦ Φ˜u,j ◦ Γ˜u(x).
Therefore, letting ϕ˜u,i ∈ EndN,d denote the endomorphism of P
N
k obtained
by reduction of the model Φi(x) at u, and likewise defining ϕ˜u,j ∈ EndN,d
using the model Φj(y) at u, we deduce that ϕ˜u,i = γ˜
−1
u ◦ ϕ˜u,j ◦ γ˜u. We have
shown that the image of u ∈ Uij in EndN,d is well-defined up to PGLN+1(k)-
conjugation; that is, it is contained in a unique fiber of the quotient map π.
We obtain a morphism C →MN,d by the inclusion Ui →֒ C and (5).
The quotient MN,d is affine by Proposition 10 and C is complete. Hence
the image of C → MN,d is a point. By [11] Corollary 6.1, the fiber of
this point inMN,d contains a unique closed PGLN+1(k)-conjugacy class. It
follows that ϕ coincides with the base extension ψK : P
N
K → P
N
K for some ψ
in this class, which means that ϕ is isotrivial.
4. The Analytic Proof of Theorem 1
4.1. Homogeneous transfinite diameter. Let K be a non-archimedean
field as discussed in § 2.4, and let E be a bounded, infinite subset of KN+1.
In this section we will define the homogeneous transfinite diameter d∞(E),
a nonnegative real number which in a certain sense measures the size of E.
In the two dimensional case (N = 1) this variation on the classical notion
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of transfinite diameter was introduced and studied by Baker-Rumely [3].
When N ≥ 2 our definition of d∞(E) is new.
To define d∞(E), let M ≥ N +1 be an integer, and let SM (E) denote the
set of subsets S of E with exactly |S| = M elements. Given S ∈ SM (E),
enumerate by S1, . . . SJM the subsets of S with exactly |Sj| = N+1 elements;
thus JM =
( M
N+1
)
. Define
(6) ∆(S) =
∏
1≤j≤JM
det(Sj),
where det(Sj) is the determinant of the (N + 1) × (N + 1) matrix whose
column-vectors are the elements of Sj. Thus each det(Sj) and the product
(6) are defined only up to sign. Define the M -diameter of E by
(7) dM (E) = sup
S∈SM (E)
|∆(S)|1/JM .
A standard argument shows that the sequence dM (E) is monotone decreas-
ing as M → +∞, and therefore the limit
(8) d∞(E) = lim
M→+∞
dM (E)
exists; see Proposition 11 (a) below. The number d∞(E) is called the (homo-
geneous) transfinite diameter of E. The following proposition summarizes
some basic properties of the transfinite diameter. Given a set E ⊂ KN+1,
we say that E is an ellipsoid if it is of the form E = Γ(B(0, 1)) for some
Γ ∈ GLN+1(K).
Proposition 11. Let K be a non-archimedean field, and let E be a bounded,
infinite subset of KN+1.
(a) The sequence dM (E) is monotone decreasing, and thus
the limit (8) exists.
(b) If Γ ∈ GLN+1(K), then d∞(Γ(E)) = |det(Γ)|d∞(E).
For the remainder of this proposition, assume that K is algebraically closed.
(c) If E contains the unit ball B(0, 1), then d∞(E) ≥ 1;
moreover d∞(B(0, 1)) = 1.
(d) If E is an ellipsoid such that B(0, 1) ⊆ E and d∞(E) =
1, then E = B(0, 1).
(e) If E is an ellipsoid which contains the standard unit basis
elements e0 = (1, 0, . . . , 0), e1 = (0, 1, . . . , 0), . . . , eN =
(0, . . . , 0, 1), then B(0, 1) ⊆ E.
Proof. (a) The following is a variation on the standard argument for the
existence of the transfinite diameter; it generalizes the proof given for N = 1
in [3], Lemma 3.10. Fix M ≥ N + 1 and ǫ > 0. By the definition (7) we
may choose a set S = {x(1), . . . ,x(M + 1)} of M + 1 elements in E such
that |∆(S)| ≥ (dM+1(E) − ǫ)
JM+1 . For each 1 ≤ m ≤ M + 1 denote by
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Tm = S \ {x(m)}; thus |Tm| =M and |∆(Tm)| ≤ dM (E)
JM by (7). Observe
that ∏
1≤m≤M+1
|∆(Tm)| = |∆(S)|
M−N ,
since the left-hand-side is the product of |det(Sj)| over each (N+1)-element
subset Sj of S exactly (M +1)− (N +1) =M −N times, which is precisely
the same as right-hand-side. Thus
dM+1(E)− ǫ ≤ |∆(S)|
1/JM+1 ≤ dM (E)
JM (M+1)/JM+1(M−N) = dM (E).
Since ǫ > 0 is arbitrary, we conclude that dM+1(E) ≤ dM (E).
(b) Since ∆(Γ(S)) = ± det(Γ)JM∆(S), we have dM (Γ(E)) = |det(Γ)|dM (E)
for all M , and the claim follows.
(c) Suppose that B(0, 1) ⊆ E. Let {x˜(m)}∞m=1 be an infinite sequence
of points in K˜N+1 such that any N + 1 terms of the sequence are linearly
independent over K˜. [To see that such a sequence exists, let x˜(1), . . . , x˜(N+
1) be any basis for K˜N+1; we define the rest of the sequence by induction.
Suppose that m ≥ N + 1 and that the first m terms x˜(1), . . . , x˜(m) of
the sequence have been constructed with the desired linear-independence
property. Each choice of N elements in the set {x˜(1), . . . , x˜(m)} spans
a hyperplane in K˜N+1; since K (and therefore K˜), is algebraically closed,
we let x˜(m + 1) be any element in the complement of the union of these
hyperplanes. Clearly any N +1 elements in the set {x˜(1), . . . , x˜(m+1)} are
linearly independent, and by induction onm the sequence exists as claimed.]
For each m ≥ 1 let x(m) ∈ B(0, 1) be a point reducing to x˜(m), and
fix M ≥ N + 1. Let S = {x(1), . . . ,x(M)} ∈ SM (E), and note that by
the K˜-linear-independence property of the sequence {x˜(m)}∞m=1 we have
|∆(S)| = 1. It follows from (7) that dM (E) ≥ 1 for all M ≥ N + 1, and the
inequality d∞(E) ≥ 1 follows from (8).
If E = B(0, 1), then the opposite inequality d∞(E) ≤ 1 follows at once
from (7), (8), and the ultrametric inequality.
(d) Since E is an ellipsoid we have E = Γ(B(0, 1)) for some GLN+1(K),
and since B(0, 1) ⊆ E, we conclude that Γ−1(B(0, 1)) ⊆ B(0, 1). Thus Γ−1
maps B(0, 1) into itself, and it follows from Proposition 4 that Γ−1 has coef-
ficients in K◦. Also, 1 = d∞(E) = d∞(Γ(B(0, 1))) = |det(Γ)|d∞(B(0, 1)) =
|det(Γ)| by part (b) of this Proposition. We conclude that Γ−1, and there-
fore also Γ, is an element of GLN+1(K
◦), from which it follows that E =
Γ(B(0, 1)) = B(0, 1).
(e) Again E = Γ(B(0, 1)) for some Γ ∈ GLN+1(K), and thus Γ
−1(en) ∈
B(0, 1) for all n. Thus given an arbitrary x ∈ B(0, 1) we have
x =
N∑
n=0
xnen = Γ(
N∑
n=0
xnΓ
−1(en)) ∈ Γ(B(0, 1)) = E;
here the containment follows from the ultrametric inequality and the fact
that xn ∈ K
◦ and Γ−1(en) ∈ B(0, 1). Thus B(0, 1) ⊆ E. 
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4.2. Homogeneous local height functions and filled Julia sets. We
will now define two dynamical objects associated to each homogeneous map
Φ : KN+1 → KN+1 of degree d ≥ 2. The homogeneous local height function
HˆΦ : K
N+1 \ {0} → R associated to Φ is defined by
(9) HˆΦ(x) = lim
ℓ→+∞
1
dℓ
log ‖Φℓ(x)‖,
where Φℓ = Φ ◦ · · · ◦ Φ denotes the map Φ composed with itself ℓ times.
It is easy to show using Lemma 5 that HˆΦ defines a continuous real-valued
function on KN+1\{0}, and we may extend the definition of HˆΦ by declaring
that HˆΦ(0) = −∞. These functions were defined in the case N = 1 by
Baker-Rumely [3], and were generalized and further studied by Kawaguchi-
Silverman in [17], [18]. The homogeneous filled Julia set associated to Φ is
the set
(10) FΦ = {x ∈ K
N+1 | sup
ℓ≥1
‖Φℓ(x)‖ < +∞}
of points whose forward iterates remain bounded. We will summarize the
basic properties of HˆΦ and FΦ in the following proposition.
Proposition 12. Let K be a non-archimedean field, let Φ : KN+1 → KN+1
be a nonsingular homogeneous map of degree d ≥ 2, let c ∈ K×, and let
Γ ∈ GLN+1(K). Then the following identities hold:
(a) HˆΦ(cx) = HˆΦ(x) + log |c|;
(b) HˆcΦ(x) = HˆΦ(x) +
1
d−1 log |c|;
(c) HˆΓ−1◦Φ◦Γ(x) = HˆΦ(Γ(x));
(d) FΦ = {x ∈ K
N+1 | HˆΦ(x) ≤ 0};
(e) FcΦ = c
−1/(d−1)FΦ, assuming c
−1/(d−1) ∈ K;
(f) FΓ−1◦Φ◦Γ = Γ
−1(FΦ).
Proof. (a) This follows immediately from the definition (9).
(b) Note that (cΦ)ℓ(x) = cd
ℓ−1+dℓ−2+...d+1Φℓ(x) = c(d
ℓ−1)/(d−1)Φℓ(x), and
therefore
1
dℓ
log ‖(cΦ)ℓ(x)‖ =
1
dℓ
log ‖Φℓ(x)‖ +
dℓ − 1
dℓ(d− 1)
log |c|;
letting ℓ→ +∞ establishes the desired identity.
(c) By Lemma 5 applied to the map Γ−1 : KN+1 → KN+1 we have
1
dℓ
log ‖(Γ−1 ◦ Φ ◦ Γ)ℓ(x)‖ =
1
dℓ
log ‖Γ−1(Φℓ(y))‖ =
1
dℓ
(log ‖Φℓ(y)‖ +O(1))
where y = Γ(x) and O(1) denotes a function which is bounded as ℓ→ +∞;
letting ℓ→ +∞ establishes the desired identity.
(d) If x ∈ FΦ then the iterates Φ
ℓ(x) are bounded, and HˆΦ(x) ≤ 0 follows
immediately from the definition (9). Conversely, suppose that x 6∈ FΦ. Let
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T > 0 be a parameter, and by assumption we have ‖Φℓ0(x)‖ > T for some
ℓ0 depending on T . For each ℓ > ℓ0 we then have
‖Φℓ(x)‖ ≥ C1+d+d
2+···+dℓ−ℓ0−1
1 ‖Φ
ℓ0(x)‖d
ℓ−ℓ0
> C1+d+d
2+···+dℓ−ℓ0−1
1 T
dℓ−ℓ0
= C
(dℓ−ℓ0−1)/(d−1)
1 T
dℓ−ℓ0
by iterating the lower bound in Lemma 5. Thus
HˆΦ(x) = lim
ℓ→+∞
1
dℓ
log ‖Φℓ(x)‖
≥ lim
ℓ→+∞
1
dℓ
log(C
(dℓ−ℓ0−1)/(d−1)
1 T
dℓ−ℓ0 )
= d−ℓ0(d−1 logC1 + log T ).
Selecting any T > C
1/d
1 we deduce that HˆΦ(x) > 0.
(e) This follows at once from (d) along with (a) and (b).
(f) This follows at once from (d) and (c). 
The following proposition characterizes the property of nonsingular re-
duction for a homogeneous map in terms of its homogeneous local height
function and its homogeneous filled Julia set.
Proposition 13. Let K be an algebraically closed non-archimedean field,
and let Φ : KN+1 → KN+1 be a nonsingular homogeneous map of degree
d ≥ 2. The following four conditions are equivalent:
(a) Φ has nonsingular reduction;
(b) ‖Φ(x)‖ = ‖x‖d for all x ∈ KN+1;
(c) HˆΦ(x) = log ‖x‖ for all x ∈ K
N+1;
(d) FΦ = B(0, 1).
Remarks. This proposition generalizes Lemma 3.9 of [3] from N = 1 to
arbitrary N ≥ 1. The equivalence of (a) and (c) was proved by Kawaguchi-
Silverman in [17], Prop. 14; our proof that (d) implies (a) borrows a key
argument from their paper.
Proof. If (a) holds then (b) follows immediately from Lemma 5. That (b)
implies (c) is clear from the definition (9). If (c) holds, then (d) follows
immediately from Proposition 12 (d).
Finally, suppose that (d) holds. Plainly the filled Julia set always satisfies
Φ(FΦ) ⊆ FΦ, which in this case implies that ‖Φ(x)‖ ≤ 1 for all x ∈ B(0, 1).
Thus by Proposition 4 we haveH(Φ) ≤ 1, which means that Φ is defined over
K
◦. In particular, it follows that |Res(Φ)| ≤ 1 by the ultrametric inequality.
Suppose that |Res(Φ)| < 1. Then by Proposition 3 (taking k to be the
residue field K˜ = K◦/K◦◦) there exists x0 ∈ B(0, 1) such that x0 6≡ 0
(mod K◦◦) but Φ(x0) ≡ 0 (mod K
◦◦). In particular, we have ‖x0‖ = 1
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and ‖Φ(x0)‖ < 1. By iterating the upper bound in Proposition 5 we have
‖Φk(x0)‖ ≤ ‖Φ(x0)‖
dk−1 , and thus
HˆΦ(x0) = lim
k→∞
1
dk
log ‖Φk(x0)‖ ≤
1
d
log ‖Φ(x0)‖ < 0.
Since K is algebraically closed we can find a (nonzero) scalar c ∈ K such
that HˆΦ(x0) < log |c| < 0. In particular |c| < 1, whereby ‖c
−1x0‖ > 1 and
thus c−1x0 /∈ B(0, 1). On the other hand by Proposition 12 (a) we have
HˆΦ(c
−1x0) = HˆΦ(x0)− log |c| < 0,
which according to Proposition 12 (d) implies that c−1x0 is in the filled
Julia set FΦ. These two properties of c
−1x0 contradict the assumption (d)
that FΦ = B(0, 1). We conclude that |Res(Φ)| = 1, and we have shown that
(d) implies (a). 
The following lemma calculates the transfinite diameter of the filled Julia
set of certain homogeneous maps.
Lemma 14. Let K be an algebraically closed non-archimedean field, and let
Φ : KN+1 → KN+1 be a homogeneous map of degree d ≥ 2. Suppose that
a conjugate Ψ = Γ−1 ◦ Φ ◦ Γ of Φ by some Γ ∈ GLN+1(K) has nonsingular
reduction. Then
d∞(FΦ) = |Res(Φ)|
C(N,d),
where C(N, d) is a constant depending only on N and d.
Proof. We will need to use the following composition law for the resultant:
if Φ and Φ′ are systems of N + 1 homogeneous forms in N + 1 variables, of
degrees d and d′ respectively, then
(11) Res(Φ ◦Φ′) = Res(Φ)aRes(Φ′)b,
where a and b are constants depending only on N , d, and d′; for a proof of
this fact see [9], Cor. 5.
Turning now to proof of the lemma, since Ψ = Γ−1 ◦Φ◦Γ has nonsingular
reduction, we have FΨ = B(0, 1), and so
1 = d∞(FΨ) = d∞(Γ
−1(FΦ)) = |det(Γ)|
−1d∞(FΦ)
by Proposition 11 (b) and (c). On the other hand
1 = |Res(Ψ)| = |Res(Γ−1 ◦ Φ ◦ Γ)| = |det(Γ)|A(N,d)|Res(Φ)|B(N,d),
by (11) and the fact that Res(Γ) = det(Γ), where A(N, d) and B(N, d)
are constants depending only on N and d. Thus d∞(FΦ) = |det(Γ)| =
|Res(Φ)|−B(N,d)/A(N,d). 
Remarks. The hypothesis in Lemma 14 that some conjugate of Φ have
nonsingular reduction is probably unnecessary, although we do not know a
proof for general Φ. A proof of this identity for general Φ is given in the
case K = Cp by DeMarco-Rumely [10], although we do not know whether
their proof generalizes to the equal-characteristic case. We also point out
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that, using an explicit form of the composition law (11), as in say [9], it is
possible to give an explicit expression for the exponent C(N, d), although
we will not need to do so.
4.3. The analytic proof of Theorem 1. Let K = k(C) be a function
field as discussed in the introduction, let MK denote the set of places of K,
or equivalently, the set of closed points on the curve C. For each v ∈ MK
denote by | · |v a non-archimedean absolute value on K associated to v,
normalized so that the product formula holds in the form
∏
v∈MK
|a|v = 1
for all nonzero a ∈ K. Let Kv be an algebraically closed non-archimedean
field containing K equipped with an absolute value extending | · |v. Thus
Ov ⊂ K
◦
v.
We now give the analytic proof of Theorem 1, which is stated in a slightly
stronger form here. This result and its proof generalizes Thm. 1.9 of Baker
[2] and Prop. 6.1 of Benedetto [4].
Theorem 15. Let K = k(C) be a function field, and let ϕ : PNK → P
N
K of
degree at least two. The following are equivalent:
(a) ϕ is isotrivial;
(b) ϕ has potential good reduction at all places v ∈MK ;
(c) ϕ has good reduction over Kv for all places v ∈MK .
Proof. We proved that (a) implies (b) in § 2.6. It is trivial that (b) implies
(c), since if v is any place of K, if K ′/K is any finite extension, and if v′ is
any place of K ′ lying over v, then there exists an embedding K ′ →֒ Kv with
Ov′ →֒ K
◦
v.
Finally, we will show that (c) implies (a). Suppose that ϕ has good
reduction over Kv at all places v of K. Note that both conditions (a) and
(c) are invariant under replacing K with an extension of K as in § 2.5.
By Proposition 2 (c), the ϕ-preperiodic points are Zariski-dense in PN (K¯).
Therefore, by extending K if necessary, we may assume that there exist at
least N + 1 linearly independent ϕ-preperiodic points in PN (K). Choose
coordinates x = (x0, x1, . . . , xN ) on P
N
K such that these N +1 ϕ-preperiodic
points are the points P0, P1, . . . , PN ∈ P
N (K) which lift to the standard
basis elements e0 = (1, 0, . . . , 0), e1 = (0, 1, 0, . . . , 0), . . . , eN = (0, . . . , 0, 1).
Without loss of generality, we may also assume that there exists a model
Φ(x) for ϕ with respect to the coordinates x such that the standard basis
elements e0, e1, . . . , eN ∈ K
N+1 are Φ-preperiodic. To see this, let Ψ :
KN+1 → KN+1 be any model for ϕ with respect to x, and note that for each
n, since Pn is ϕ-preperiodic we have ϕ
in(Pn) = ϕ
jn(Pn) for some integers
1 ≤ in < jn. Thus Ψ
in(en) = cnΨ
jn(en) for some nonzero constant cn ∈ K.
For each n select an element αn ∈ K¯ such that α
din
n cn = α
djn
n ; thus
Ψin(αnen) = α
din
n Ψ
in(en)
= αd
in
n cnΨ
jn(en) = α
djn
n Ψ
jn(en) = Ψ
jn(αnen).
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Therefore each αnen is Ψ-preperiodic. Replace K by a finite extension
containing the αn, and let Φ(x
′) = Γ−1 ◦ Ψ ◦ Γ(x′), where Γ ∈ GLN+1(K)
is selected to take en to αnen for each n. Now the standard basis elements
en are Φ-preperiodic. Replacing the coordinates x with x
′ = Γ−1(x), the
above claim is justified.
To summarize, we have an endomorphism ϕ of PNK which has good reduc-
tion over Kv for all places v ofK, a choice of coordinates x = (x0, x1, . . . , xN )
on PNK, and a model Φ(x) for ϕ with respect to x such that the standard
basis elements e0, e1, . . . , eN of K
N+1 are Φ-preperiodic. We are going to
show that
(12) FΦ,v = Bv(0, 1) for all v ∈MK ,
where FΦ,v denotes the homogeneous filled Julia set in K
N+1
v associated to
Φ(x), and Bv(0, 1) denotes the unit ball in K
N+1
v . Assuming this claim,
it follows from Proposition 13 that Φ(x) has nonsingular reduction at all
places v ∈ MK , which means in particular that the coefficients of Φ(x) are
in K◦v for all v ∈MK . This implies that the coefficients of Φ(x) are elements
of the constant field k of K, since a rational function on C with no poles
must be constant. Therefore ϕ is defined over k, whereby it is isotrivial,
completing the proof that (c) implies (a).
It now remains only to prove (12). Fix a place v ∈ MK . Since ϕ has
good reduction over Kv there exists a choice of coordinates y = (y0 : y1 :
· · · : yN) on P
N
Kv
and a model Ψ(y) for ϕ with respect to y such that Ψ(y)
has nonsingular reduction over Kv; thus Ψ(y) has coefficients in K
◦
v and
|Res(Ψ)|v = 1. Moreover FΨ,v = Bv(0, 1) by Proposition 13.
Choose Γ ∈ GLN+1(Kv) so that y = Γ(x). Thus Φ
′(x) = Γ−1 ◦ Ψ ◦
Γ(x) is another model for ϕ with respect to the coordinates x, so Φ′(x) =
cΦ(x) for some c ∈ K×v . Therefore Γ(c
−1/(d−1)FΦ,v) = Γ(FΦ′,v) = FΨ,v =
Bv(0, 1) by Proposition 12 (e) and (f); thus FΦ,v = c
1/(d−1)Γ−1(Bv(0, 1)).
In particular, FΦ,v is an ellipsoid, as defined in §4.1. Note also that the
standard basis elements en are elements of FΦ,v since they are Φ-preperiodic.
By Proposition 11 (e) we conclude that Bv(0, 1) ⊆ FΦ,v, which implies by
Proposition 11 (c) that d∞(FΦ,v) ≥ 1.
On the other hand, by Lemma 14 and the product formula we have
∏
v∈MK
d∞(FΦ,v) =
∏
v∈MK
|Res(Φ)|C(N,d)v = 1,
and since we have already shown that d∞(FΦ,v) ≥ 1 for all v ∈MK , we must
actually have d∞(FΦ,v) = 1 for all v ∈ MK . Since each FΦ,v is an ellipsoid
containing Bv(0, 1), we deduce from Proposition 11 (d) that FΦ,v = Bv(0, 1)
for all v ∈MK . Thus we have proved (12), which completes the proof that
(c) implies (a). 
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5. Two Applications
5.1. Endomorphisms with an isotrivial iterate. The following corol-
lary of Theorem 1 states that an endomorphism is isotrivial if and only if it
has an isotrivial iterate.
Corollary 16. Let K = k(C) be a function field, let ϕ : PNK → P
N
K be a
morphism of degree at least two, and let r ≥ 1 be an integer. Then ϕ is
isotrivial if and only if ϕr is isotrivial.
Proof of Corollary 16. By the equivalence of (a) and (c) in Theorem 15, it
suffices to show that given any place v ∈MK , ϕ has good reduction over Kv
if and only if ϕr has good reduction over Kv. The “only if” direction of this
statement is trivial. To show the “if” direction, suppose that ϕr has good
reduction over Kv. Thus there exist coordinates x = (x0, x1, . . . , xN ) on P
N
Kv
,
and a model Ψ(x) for ϕr with respect to x such that Ψ(x) has nonsingular
reduction over Kv; thus FΨ,v = Bv(0, 1) by Proposition 13. Let Φ(x) be a
model for ϕ with respect to the same coordinates x; thus Φr(x) is a model
for ϕr, so Φr(x) = cΨ(x) for some c ∈ K×v . It follows from Proposition 12
(e) that
FΦ,v = FΦr ,v = FcΨ,v = c
−1/(d−1)FΨ,v = c
−1/(d−1)Bv(0, 1).
Letting Φ′ = c−1Φ, we have FΦ′v = c
1/(d−1)FΦ,v = B(0, 1) by Proposition 12
(e), whereby Φ′(x) is a model for ϕ with nonsingular reduction by Proposi-
tion 13. Therefore ϕ has good reduction, as desired. 
5.2. A dynamical criterion for decomposability of locally free co-
herent sheaves. Let C be a complete nonsingular curve over an alge-
braically closed field k. Let N ≥ 1 be an integer, let E be a locally free
coherent sheaf of rank N + 1 on C, and denote by π : P(E) → C the asso-
ciated projective bundle. The following corollary of Theorem 1 states that,
after possibly replacing C with a base extension p : C ′ → C and replacing
E with E ′ = p∗E , the sheaf E decomposes as a direct sum of N + 1 copies of
the same invertible sheaf on C if and only if there exists an endomorphism
of P(E) of degree at least two. A similar result was obtained by Amerik [1]
in the case k = C.
Corollary 17. Let E be a locally free coherent sheaf of rank N + 1 on a
complete nonsingular curve C over an algebraically closed field k. Then the
following two conditions are equivalent:
(a) There exists a base extension p : C ′ → C and an endo-
morphism ϕ : P(E ′)→ P(E ′) of degree at least two;
(b) There exists a base extension p : C ′ → C and an invert-
ible sheaf L on C ′ such that E ′ ≃ L⊕ · · · ⊕ L.
Moreover, if (a) and (b) hold then the two extensions C ′ can be chosen to
coincide, and P(E ′) ≃ PNk × C
′ with ϕ = ϕ0 × IdC′, where ϕ0 : P
N
k → P
N
k is
a morphism and IdC′ : C
′ → C ′ is the identity.
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Proof. Both conditions (a) and (b) are invariant under replacing C with a
finite extension p : C ′ → C (and replacing E with E ′ = p∗E), and therefore we
may do this at any time with no loss of generality. Moreover, P(E) ≃ P(E⊗B)
for any invertible sheaf B on C, so we may also replace E with E ⊗B at any
time with no loss of generality. We identify the generic fiber of π : P(E)→ C
with PNK , where K = k(C) denotes the function field of C, and given a
morphism ϕ : P(E) → P(E) we denote by ϕK : P
N
K → P
N
K the restriction of
ϕ to PNK .
First suppose that (b) holds. Replacing C with a suitable extension
p : C ′ → C we may assume that E ≃ L ⊕ · · · ⊕ L for some invertible
sheaf L on C. Moreover, replacing E with E ⊗ L∨ we may assume that
E ≃ OC ⊕ · · · ⊕OC is isomorphic to the trivial vector bundle. Thus P(E) ≃
P
N
k ×C, and any endomorphism ϕ0 : P
N
k → P
N
k of degree at least two induces
such an endomorphism ϕ = ϕ0 × IdC of P(E) ≃ P
N
k × C, completing the
proof that (b) implies (a).
Conversely, suppose that (a) holds. We have ϕ∗OP(E)(1) ≃ OP(E)(d)⊗π
∗A
for some d ≥ 2 and A ∈ Pic(C). Replacing C with a suitable extension
p : C ′ → C we may assume there exists B ∈ Pic(C) such that B⊗(1−d) ≃ A,
and it follows that ϕ∗OP(E⊗B)(1) ≃ OP(E⊗B)(d). Replacing E with E ⊗B, we
may assume without loss of generality that ϕ∗OP(E)(1) ≃ OP(E)(d).
Since P(E) is locally isomorphic to PNk × U for open sets U ⊂ C, the
morphism ϕK has everywhere good reduction. Therefore by Theorem 1 it
is isotrivial, which means that, after replacing C with a suitable extension
p : C ′ → C if necessary, ϕK is induced by an endomorphism ϕ0 : P
N
k → P
N
k .
In particular, there exist coordinates x = (x0, . . . , xN ) on P
N
K and a model
Φ(x) for ϕK : P
N
K → P
N
K with coefficients in the constant field k.
Given a point P ∈ PN (K) ⊂ PNK ⊂ P(E) and a closed point v ∈ C, the
valuative criterion for properness ([14] Thm. II.4.7) determines a unique
point sP (v) ∈ π
−1(v) specializing P . This defines a section sP : C → P(E)
of π, along with a surjective morphism E → s∗POP(E)(1) of sheaves on C.
Moreover, if P is a ϕ-preperiodic point then, after perhaps replacing C with
an extension p : C ′ → C, we have
(13) s∗POP(E)(1) ≃ OC .
To see this note that s∗ϕ(P )OP(E)(1) ≃ s
∗
Pϕ
∗OP(E)(1) ≃ s
∗
POP(E)(d). Thus
if P is ϕ-preperiodic with ϕn+m(P ) = ϕm(P ) for n ≥ 1 and m ≥ 0, then
s∗POP(E)(d
n+m) ≃ s∗POP(E)(d
m). This implies that s∗POP(E)(d
n+m − dm) ≃
OC , which means that s
∗
POP(E)(1) is a torsion element of Pic(C). After
replacing C with a suitable extension p : C ′ → C we deduce (13) as desired.
Now let P0, P1, . . . , PN ∈ P
N (K) ⊂ PNK be a linearly independent set of
k-rational ϕ-preperiodic points; such a set exists since ϕK is defined over k
and since Proposition 2 (c) ensures that the preperiodic points are Zariski-
dense in PN (k). Extending C if necessary we may assume that (13) holds
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for each P ∈ {P0, P1, . . . , PN}, and we obtain a morphism
(14) E →
N⊕
j=0
s∗PjOP(E)(1) ≃ OC ⊕ · · · ⊕ OC
of sheaves on C. In fact we are going to show that (14) is an isomorphism;
for this it suffices to show that the set {sP0(v), . . . , sPN (v)} is linearly inde-
pendent on each closed fiber π−1(v) ≃ PNk of π : P(E)→ C.
Given a point v ∈ C, there exists a neighborhood U ⊂ C of v such that
π−1(U) ≃ PNk × U and a model Ψ(y) for ϕK which coincides with the mor-
phism ϕ : P(E) → P(E) when restricted to π−1(U). In particular, Ψ(y)
has nonsingular reduction at v. Let Γ ∈ GLN+1(K) denote the change
of coordinate element satisfying Γ(x) = y. Thus Φ(x) = cΓ−1 ◦ Ψ ◦ Γ(x)
for some c ∈ K×. Extending the curve C if necessary we may assume
there exists some a ∈ K such that ad−1 = c. Letting Γ′ = aΓ, we have
Φ(x) = (Γ′)−1 ◦ Ψ ◦ Γ′(x). Therefore, replacing Γ with Γ′ and replacing
the coordinates y with y′ = Γ′(x) = ay, we may assume without loss of
generality that Φ(x) = Γ−1 ◦ Ψ ◦ Γ(x). By Lemma 6, since both Φ(x)
and Ψ(y) have nonsingular reduction, Γ must in fact be an element of
GLN+1(Ov), which means it reduces to an automorphism γv : P
N
k → P
N
k
over the residue field k at v. Moreover γv(Pj) = sPj(v) for all 0 ≤ j ≤ N ,
and since the set {P0, . . . , PN} is linearly independent in P
N (k) it follows
that the set {sP0(v), . . . , sPN (v)} is linearly independent in P
N (k) as well.
Since this holds for all v ∈ C we deduce that (14) is an isomorphism. Thus
E ≃ OC ⊕ · · · ⊕ OC , completing the proof that (a) implies (b). Since E is
the trivial sheaf we have P(E) ≃ PNk × C with ϕ = ϕ0 × IdC . 
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