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Ultracold atomic gases provide a novel platform with which to study spin-orbit coupling, a mech-
anism that plays a central role in the nuclear shell model, atomic fine structure and two-dimensional
electron gases. This paper introduces a theoretical framework that allows for the efficient deter-
mination of the eigenenergies and eigenstates of a harmonically trapped two-atom system with
short-range interaction subject to an equal mixture of Rashba and Dresselhaus spin-orbit coupling
created through Raman coupling of atomic hyperfine states. Energy spectra for experimentally
relevant parameter combinations are presented and future extensions of the approach are discussed.
PACS numbers:
Over the past decade, much progress has been made
in preparing isolated ultracold few-atom systems exper-
imentally [1–4]. Moreover, a variety of tools for manip-
ulating and probing such systems have been developed.
On the theoretical side, a number of analytical and nu-
merical approaches have been developed [5–13]. A large
number of analytical treatments approximate the true
alkali atom-alkali atom potential by a zero-range poten-
tial [8, 14–16]. This replacement yields reliable results in
the low-energy regime where the de Broglie wave length
is larger than the van der Waals length. For example, us-
ing zero-range contact interactions, the energy spectrum
of two harmonically trapped atoms has been determined
analytically [8–10]. These two-body solutions are avail-
able in 1D, 2D and 3D [8], and have played a vital role in
guiding and interpreting experiments [17–19] as well as in
theoretical studies of the two-body dynamics [20, 21] and
of larger harmonically trapped systems [11–13, 22–24].
Recently, synthetic gauge fields, which allow for the
realization of Hamiltonians that contain spin-orbit cou-
pling terms, have been realized experimentally [25–35].
The purpose of this paper is to address how the trapped
two-particle spectrum, obtained by modeling the two-
body interaction via a zero-range δ-function, changes in
the presence of spin-orbit and Raman coupling. While
the two-particle system with spin-orbit coupling in free
space [36–39] as well as the trapped single-particle system
with spin-orbit coupling [40, 41] have received consider-
able attention, little is known about the trapped two-
particle system with spin-orbit coupling and two-body in-
teraction [42, 43]. In going from the trapped single-atom
to the trapped two-atom system, a new length scale, i.e.,
the atom-atom scattering length, comes into play. Thus,
an interesting question concerns the interplay between
the interaction energy and the energy scales associated
with the spin-orbit and Raman coupling strengths.
Our framework applies to the situation where the spin-
orbit (or more precisely, spin-momentum) coupling term
acts, as in recent experiments [29–35], along one spa-
tial direction, say the x-direction. This corresponds to
an equal mixture of Rashba and Dresselhaus spin-orbit
coupling [44, 45]. For simplicity, we assume that the har-
monic confinement in the other two spatial directions is
much larger than that in the direction where the spin-
orbit coupling term acts. This assumption reduces the
problem to an effective one-dimensional Hamiltonian in
the x-coordinates with effective 1D two-body interaction.
The relationship between the true 3D atom-atom and
effective 1D atom-atom interaction has been derived in
Refs. [46–48]. We find analytical solutions to the two-
atom system for arbitrary spin-orbit coupling strength
and scattering length and vanishing Raman coupling
strength. The case of non-zero Raman coupling strength
is treated by expanding the system Hamiltonian in terms
of the eigenstates for vanishing Raman coupling strength.
We find that the relevant Hamiltonian matrix elements
have closed analytical expressions, leaving the matrix
diagonalization as the only numerical step. The devel-
oped framework can, as discussed toward the end of our
paper, be readily generalized to a spherically-symmetric
harmonic trap or an axisymmetric trap. Moreover, the
framework developed also lays the groundwork for treat-
ing dynamical aspects of trapped two-body systems with
non-vanishing spin-orbit and Raman coupling strengths
and for treating the corresponding three-body system.
We consider two structureless one-dimensional parti-
cles of mass m subject to a single-particle spin-orbit cou-
pling term of strength kso, a Raman coupling term with
strength Ω, detuning δ, and an external harmonic poten-
tial with angular trapping frequency ω. For kso = Ω =
δ = 0, the two-particle Hamiltonian is given by Hsr,
Hsr =
2∑
j=1
(
−~2
2m
∂2
∂x2j
+
1
2
mω2x2j
)
+ V2b(x1 − x2), (1)
where xj denotes the position coordinate of the jth par-
ticle and V2b the short-range interaction potential. For
non-zero kso, Ω and δ, the two-particle Hamiltonian is
given by H ,
H = HsrIˆ +
2∑
j=1
[
~kso
m
pxjσ
(j)
y +
Ω
2
σ(j)x +
δ
2
σ(j)y
]
, (2)
where σ
(j)
x and σ
(j)
y denote Pauli matrices, Iˆ the iden-
tity matrix and pxj the momentum of the jth particle.
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FIG. 1: (Color online) Zero-range energies Esr0q as a function
of ~ωaho/g. Solid and dotted lines show the energies corre-
sponding to states that are even and odd, respectively, in the
relative coordinate.
In the following, we first derive solutions to the time-
independent Schro¨dinger equation governed by H with
Ω = 0 and then discuss how to obtain the solutions for
non-zero Ω.
To determine the eigenstates and eigenenergies of H ,
we perform a rotation in spin space [49]. Specifically, we
define H˜ via a unitary transformation of H , H˜ = U †HU ,
where U = exp[ı(σ
(1)
x + σ
(2)
x )pi/4]. The eigenenergies of
the Hamiltonian H and H˜ coincide while the eigenstates
Ψ of the Hamiltonian H are related to the eigenstates Ψ˜
of the Hamiltonian H˜ through Ψ = UΨ˜. A straightfor-
ward calculation shows that U †σ(j)q U = σ
(j)
x and σ
(j)
z for
q = x and y, respectively. Correspondingly, we have
H˜ = HsrIˆ +
2∑
j=1
[
~kso
m
pxjσ
(j)
z +
Ω
2
σ(j)x +
δ
2
σ(j)z
]
. (3)
For Ω = 0, H˜ is diagonal in the pseudo-spin basis
| ↑〉1| ↑〉2, | ↑〉1| ↓〉2, | ↓〉1| ↑〉2 and | ↓〉1| ↓〉2 with di-
agonal elements H˜↑↑, H˜↑↓, H˜↓↑ and H˜↓↓. To find the
corresponding eigenstates, we approximate the two-body
interaction by a delta-function interaction with coupling
constant g, V2b(x1 − x2) = gδ(x1 − x2). For this interac-
tion model, the eigenenergies and eigenstates of Hsr are
known in compact form [8]. States that are even in the
relative coordinate are affected by the coupling constant
g while those that are odd in the relative coordinate are
not. For states that are even in the relative coordinate,
the eigenenergies Esrnq of Hsr (see solid lines in Fig. 1 for
the n = 0 energies) are given by (n + 2q + 1)~ω, where
the center of mass quantum number n takes the values
n = 0, 1, · · · and the non-integer quantum number q is
determined by the transcendental equation [8]
2Γ(−q + 1/2)
Γ(−q) = −
g√
2~ωaho
; (4)
here, aho denotes the harmonic oscillator length, aho =√
~/(mω). The corresponding eigenfunctions ψsrnq(x,X)
are given by φq(x)Φn(X), where the relative and cen-
ter of mass coordinates are defined through x =
(x1 − x2)/
√
2 and X = (x1 + x2)/
√
2, respectively.
The relative wave functions φq(x) can be written in
terms of the confluent hypergeometric function U [8],
φq(x) = NqU(−q, 1/2, (x/aho)2) exp[−x2/(2a2ho)], where
Nq denotes a normalization constant. The center of
mass functions Φn(X) are given by the one-dimensional
harmonic oscillator functions for a mass m particle,
Φn(X) = N
ni
n Hn(X/aho) exp[−X2/(2a2ho)], where Hn
denotes the Hermite polynomial of order n and Nnin =
(
√
pi2nn!aho)
−1/2. For states that are odd in the rela-
tive coordinate, the eigenenergies Esrnq of Hsr (see dot-
ted lines in Fig. 1 for the n = 0 energies) are given by
(n+2q+2)~ω, where q and n take the values 0, 1, · · · . In
this case, the eigenfunctions ψsrnq(x,X) are simply prod-
ucts of the non-interacting harmonic oscillator functions
in x and X .
In addition to using the known properties of Hsr, we
take advantage of the fact that the kinetic energy (p2x1 +
p2x2)/(2m) of Hsr and the kso dependent terms can be
combined,
p2xj
2m
± ~kso
m
pxj =
(pxj ± ~kso)2
2m
− ~
2k2so
2m
. (5)
This identity suggests that the momentum-dependent
spin-orbit coupling terms add a “momentum boost” to
the solutions ψsrnq(x,X) of Hsr. Indeed, it is readily veri-
fied that the eigenstates of H˜↑↑, H˜↑↓, H˜↓↑, and H˜↓↓ are
given by
ψ˜↑↑nq(x,X) = exp(−ı
√
2ksoX)ψ
sr
nq(x,X), (6)
ψ˜↑↓nq(x,X) = exp(−ı
√
2ksox)ψ
sr
nq(x,X), (7)
ψ˜↓↑nq(x,X) = exp(ı
√
2ksox)ψ
sr
nq(x,X), (8)
and
ψ˜↓↓nq(x,X) = exp(ı
√
2ksoX)ψ
sr
nq(x,X), (9)
respectively. For fixed g and n and vanishing δ, the states
given in Eqs. (6)-(9) are degenerate with eigenenergies
Enq = E
sr
nq − ~2k2so/m. For |g| = ∞, the degeneracy
doubles (see the crossings of the solid and dotted lines in
Fig. 1) since q takes the values 1/2, 3/2, · · · for ψsrnq that
are even in x and the values 0, 1, 2, · · · for ψsrnq that are
odd in x, i.e., since each of the ψsrnq odd in x is degenerate
with one of the ψsrnq even in x. For non-vanishing δ, the
energies are shifted by δ, 0, 0 and −δ, respectively. The
eigenenergies are simply the sum of a term that depends
on the coupling constant g, a center of mass contribution
that is characterized by n, a term that depends on the
square of the spin-orbit coupling strength kso and a term
that depends on the detuning δ.
3If Ω is non-zero, the Hamiltonian H˜ expressed in the
| ↑〉1| ↑〉2, | ↑〉1| ↓〉2, | ↓〉1| ↑〉2, and | ↓〉1| ↓〉2 pseudo-spin
basis is no longer diagonal. To determine the eigenen-
ergies and eigenstates for non-zero Ω, we expand H˜ in
terms of the eigenstates ψ˜σ1σ2nq , where σ1 and σ2 take
the values ↑ and ↓. The off-diagonal matrix elements
H
σ′
1
σ′
2
,σ1σ2
n′q′,nq ,
H
σ′
1
σ′
2
,σ1σ2
n′q′,nq =
Ω
2
∫ ∞
−∞
∫ ∞
−∞
(ψ˜
σ′
1
σ′
2
n′q′ )
∗ψ˜σ1σ2nq dxdX, (10)
can be separated into two one-dimensional integrals,
H
σ′
1
σ′
2
,σ1σ2
n′q′,nq =
Ω
2
I
σ′
1
σ′
2
,σ1σ2
q′q J
σ′
1
σ′
2
,σ1σ2
n′n , (11)
where
I
σ′
1
σ′
2
,σ1σ2
q′q =
∫ ∞
−∞
exp(ηı
√
2ksox)[φq′ (x)]
∗φq(x)dx (12)
and
J
σ′
1
σ′
2
,σ1σ2
n′n =
∫ ∞
−∞
exp(ξı
√
2ksoX)[Φn′(X)]
∗Φn(X)dX.(13)
The sign of the exponent is determined by the pseudo-
spin combinations: (η, ξ) = (−,+), (+,+), (−,−) and
(+,−) for (σ′1σ′2, σ1σ2) = (↑↑, ↑↓), (↑↑, ↓↑), (↓↓, ↑↓) and
(↓↓, ↓↑), respectively.
The integral J
σ′
1
σ′
2
,σ1σ2
n′n over the center of mass coordi-
nate coincides with the Fourier transform of the product
of two one-dimensional harmonic oscillator eigenstates.
For ξ = ± (n′ ≤ n), we find [50]
J
σ′
1
σ′
2
,σ1σ2
n′n = aho
√
piNnin′N
ni
n n
′!2(n+n
′)/2
×L(n−n′)n′ ((ahokso)2)(±ıksoaho)n−n
′
exp[−(ksoaho)2/2],(14)
where L
(n−n′)
n denotes the associated Laguerre polyno-
mial.
The integral I
σ′
1
σ′
2
,σ1σ2
q′q over the relative coordinate
can be performed by expanding [φq′(x)]
∗ and φq(x) in
terms of the non-interacting harmonic oscillator func-
tions φnil (x), φq(x) = limlmax→∞
∑lmax
l=0 c
(q)
l φ
ni
l (x), where
the expansion coefficients c
(q)
l can be obtained analyti-
cally [8]. The integral I
σ′
1
σ′
2
,σ1σ2
q′q then becomes a double
sum over integrals that have the same structure as the
center of mass integrals J
σ′
1
σ′
2
,σ1σ2
n′n . In the calculations
reported below, we use a finite cutoff lmax. The “opti-
mal” cutoff depends on the value of g considered, the
number of relative functions φq(x) included in the basis
and the desired accuracy. For |g| =∞, we find, as in the
g = 0 case, a closed analytical expression for the integral
I
σ′
1
σ′
2
,σ1σ2
q′q . Having analytical expressions for the matrix
elements of H˜ , the eigenenergies can be obtained through
matrix diagonalization.
To obtain basis functions with good quantum num-
bers, we work with linear combinations of the functions
given in Eqs. (6)-(9), i.e., we work with the basis func-
tions ψ˜X,± = (ψ˜↑↑nq| ↑〉1| ↑〉2 ± ψ˜↓↓nq| ↓〉1| ↓〉2)/
√
2 and
ψ˜x,± = (ψ˜↑↓nq| ↑〉1| ↓〉2 ± ψ˜↓↑nq| ↓〉1| ↑〉2)/
√
2. By prop-
erly combining the parts of ψsrnq that are even or odd in
the relative coordinate and even or odd in the center of
mass coordinate, we construct basis functions that are
eigenstates of the operators P12 and Y12. The opera-
tor P12 exchanges the coordinates (position and spin) of
particles 1 and 2. Basis functions that are unchanged un-
der the operation P12 are needed to describe states with
bosonic symmetry (p12 = +1) and those that pick up
a minus sign under the operation P12 are needed to de-
scribe states with fermionic symmetry (p12 = −1). The
operator Y12 can be written as σ
(1)
x σ
(2)
x PP12, where the
parity operator P changes xj to −xj (j = 1 and 2). The
Y12 operator determines the “helicity” of the system. We
label the eigenstates by (p12, y12), where p12 = ±1 and
y12 = ±1 are defined by their actions on an eigenstate.
The basis functions with (+1,+1) symmetry, for exam-
ple, are given by ψ˜X,+ with φq(x) even and Φn(X) even,
by ψ˜X,− with φq(x) even and Φn(X) odd, by ψ˜x,+ with
φq(x) even and Φn(X) even, and by ψ˜x,− with φq(x) odd
and Φn(X) even.
As an example, Figs. 2(a)-2(c) show energy spectra
corresponding to eigenstates with (p12, y12) = (+1,+1)
as a function of the Raman coupling strength Ω for
vanishing detuning δ, small coupling constant g, g ≈
0.1414aho~ω, and three different spin-orbit coupling
strengths kso. The energy spectrum in Fig. 2(a) is, to
leading order, given by the spectrum for δ = kso =
g = 0. In this limiting case, the energies are equal to
(2j + 1)~ω ± Ω and 2j~ω, where j = 0, 1, · · · . Finite
g and kso values introduce shifts and avoided crossings.
Specifically, the small positive coupling constant g intro-
duces a positive energy shift for the states that are even
in the relative coordinate, which—in first-order perturba-
tion theory—is given by 1√
2pi
(2q)!
(q!)24q g/aho. The spin-orbit
coupling term introduces, in the small Ω regime, a small
down shift that is proportional to k2so. This down shift
is negligible in Fig. 2(a) but clearly visible in Figs. 2(b)
and 2(c). Moreover, the spin-orbit coupling introduces
avoided crossings. The broadest avoided crossings occur
around Ω = ~ω, where states with the same q but n
quantum numbers that differ by one are coupled. The
reason is that the spin-orbit coupling term connects, via
the total momentum operator, states in first-order per-
turbation theory if the states’ n quantum numbers differ
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FIG. 2: (Color online) Eigenenergies Enq corresponding to eigenstates with (p12, y12) = (+1,+1) as a function of Ω for δ = 0,
and (a) ahokso = 0.2 and g = aho~ω/
√
50; (b) ahokso = 1 and g = aho~ω/
√
50; (c) ahokso = 4 and g = aho~ω/
√
50; (d)
ahokso = 0.2 and |g| = ∞; (e) ahokso = 1 and |g| = ∞; and (f) ahokso = 4 and |g| = ∞, respectively.
by one and in higher-order perturbation theory other-
wise.
Figures 2(d)-2(f) show energy spectra for the strong
coupling limit, i.e., for |g| → ∞, as a function of the
Raman coupling Ω for vanishing detuning δ. To facili-
tate the comparison between the large and small g lim-
its, the spin-orbit coupling strengths kso in Figs. 2(d)-2(f)
are the same as in Figs. 2(a)-2(c). In the regime where
Ω ≪ ~2k2so/m, the energies change approximately lin-
early with Ω (with positive, vanishing or negative slope).
When Ω≫ ~2k2so/m, the low-lying portion of the energy
spectrum consists of approximately parallel energy levels
that can be parameterized as c−Ω, where c is a constant.
As already aluded to in the introduction, the theoret-
ical framework developed can be generalized to higher-
dimensional trapping geometries. For a spherically sym-
metric 3D system, e.g., the eigenstates of the 3D Hamil-
tonian Hsr with 3D contact interaction can be expanded
in terms of products of 2D and 1D harmonic oscillator
states using cylindrical coordinates. As in the 1D case
pursued in this work, the matrix elements for the higher-
dimensional system can be calculated analytically. Ax-
isymmetric harmonic traps with spin-orbit coupling in
one direction can be treated analogously. Furthermore,
using the eigenstates of the trapped three-particle system
in 1D, 2D or 3D with contact interactions [11, 22, 23]
and expressing the three-particle Hamiltonian in terms
of the eight pseudo-spin states, a non-zero Ω introduces
off-diagonal elements that can be calculated analytically
following steps similar to those discussed in this paper.
Summarizing, this work introduced a theoretical
framework that allows for the efficient determination of
the energy spectrum and eigenstates of the trapped two-
particle system in 1D with contact interaction and spin-
orbit and Raman coupling terms. The energy spectra
show a rich dependence on the interaction, spin-orbit
and Raman coupling strengths. The framework pre-
sented provides an important stepping stone for treating
5more complicated systems with spin-orbit coupling, such
as higher-dimensional two-body systems and three-body
systems.
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