Abstract. We define composite DAHA-superpolynomials of torus knots, depending on pairs of Young diagrams and generalizing the composite HOMFLY-PT polynomials in the theory of the skein of the annulus. We provide various examples. Our superpolynomials extend the DAHA-Jones (refined) polynomials and satisfy all standard symmetries of the DAHA-superpolynomials of torus knots. The latter are conjecturally related to the HOMFLY-PT homology; such a connection is a challenge in the theory of the annulus. At the end, we construct two DAHA-hyperpolynomials extending the DAHA-Jones polynomials of type E and closely related to the exceptional Deligne-Gross series of root systems; this theme is of experimental nature.
3. Examples and confirmations 24 3.1. The adjoint representation 24 3.2. Column/row and a box 26 3.3. Three-hook and a box 29 3.4. Two-rows and two-columnsDAHA-superpolynomials are conjecturally positive for such diagrams and arbitrary algebraic knots.
We note that the DAHA-superpolynomials were recently defined for iterated torus knots [ChD] , which includes all algebraic knots (links are in progress). This is a natural setting for the composite DAHAsuperpolynomials, but we focus here only on torus knots.
The theory of DAHA-Jones polynomials is uniform for any root systems and arbitrary weights; accordingly, the DAHA-superpolynomials are defined for any Young diagrams. They are studied reasonably well by now; at least, all conjectures about them from [Ch1] are verified, but the positivity. This is generally beyond what topology provides, especially upon adding arbitrary colors to the theory.
The key open question in the composite direction we present concerns the relation of our composite DAHA-superpolynomials to HOMFLY-PT homology in the case of annulus. A theory in the annulus is in progress, and it seems capable of practically producing invariants for simple knots and colors; see [QR] . However, we hesitate to conjecture any explicit connection because of the absence of such examples so far. Also, the composite DAHA-superpolynomials lack positivity, as do those for the non-rectangular diagrams and non-algebraic knots. It is not clear how to address this challenge, though we provide some approach of experimental nature in [ChD] .
Exceptional series. We conclude this paper with hypothetical adjoint (quasi-minuscule) DAHA-hyperpolynomials for the torus knots T 3,2 , T 4,3 for the exceptional "magic" series :
from [DG] . This is for the maximal short root ϑ, which is the highest weight of the adjoint representation. Thus, for the root systems of type A, we make contact with the composite DAHA-superpolynomials. The root systems G 2 , F 4 are beyond our reach so far and we managed to find such hyperpolynomials only for simple torus knots (though T (4, 3) is not too simple). Nevertheless, we believe that even such examples demonstrate that the final theory of DAHA-hyperpolynomials will eventually incorporate all types of root systems (not only classical).
The hyperpolynomials we found based on the functoriality from [DG] are non-positive but have rich symmetries. We note that there are (quite a few) other series where the existence of the superpolynomials can be expected, not only for those of Deligne-Gross type. For instance, we found (joint with Sergei Gukov) the minuscule superpolynomials for {E 6 , A 6 , D 5 }. Here, as for the exceptional series above, only small torus knots and the simplest weights can be managed.
Generally, deg a +1 root systems are needed to determine the corresponding polynomial uniquely. They provide its evaluations at the corresponding values of a, which was used in [Ch1] to define superpolynomials and hyperpolynomials for ABCD (infinite families). This is not the case with E. However, a very small number of evaluations appeared sufficient in the examples we managed. For instance, only E 8 and E 7 are needed to determine the exceptional DAHA-hyperpolynomial of T 3,2 (assuming that it satisfies some natural properties). There is no general understanding at the moment of how to proceed for arbitrary torus knots and weights for exceptional root systems.
The structure of the paper. In Section 1.1, the composite weights [λ, µ] (pairs of Young diagrams) and the corresponding representations are defined, following [Ko] . Then we provide the definition of composite HOMFLY-PT polynomials H [λ,µ] (K) for any knot K from [HM] , via the full HOMFLY-PT skein algebra C of link diagrams in the annulus. Finally, Proposition 1.1, a generalization of the Rosso-Jones formula, gives effective means of producing H [λ,µ] (T r,s ) for T r,s via. It essentially coincides with formula (C.6) from [GJKS] ; we give its proof.
In Section 2, we recall the main definitions and results from the DAHA theory used to introduce the DAHA-Jones (also called refined) polynomials and DAHA-superpolynomials from [Ch1, Ch2] . Then, we offer the main body of results of this paper. Theorem 2.3 is the existence (stabilization) of composite DAHA-superpolynomials and their evaluations at q = 1. Theorem 2.4 is the composite super-duality, which is proved using a reduction to the DAHA-Jones polynomials, closely related to the color exchange from Theorem 2.5. The connection to the composite HOMFLY-PT polynomials is Theorem 2.6. Section 3 is devoted to various examples of composite DAHA superpolynomials and discussion of their symmetries from the previous section. Our examples confirm the stabilization, connection, super-duality and evaluation theorems for a selection of seven composite partitions and simple torus knots. Section 4 is devoted to the examples of hyperpolynomials for the "magic" exceptional series from [DG] (the bottom line of the triangle considered there).
The key construction. We begin with the definition of (reduced, tildenormalized) DAHA-Jones polynomials JD 1. HOMFLY-PT polynomials 1.1. Composite representations. An irreducible (finite-dimensional) representation V of sl N (C) is uniquely specified by its highest weight :
where {ω i } are the fundamental dominant weights for A N −1 .
Equivalently, we can represent b (and V ) by a partition or its corresponding Young diagram λ = λ 1 ≥ λ 2 . . . λ N −1 ≥ λ N = 0 with at most N − 1 nonempty rows and k th row of length λ k
The highest weight b is recovered from λ by taking b i = λ i − λ i+1 ; i.e. b i is the number of columns of λ of height i.
The dual representation V * is specified by the highest weight b * def == ι(b), where ι : ω i → ω N −i . Alternatively, the Young diagram λ * has rows of length λ * k = λ 1 − λ N +1−k (this operation depends on N). A weight b ∈ P + for sl N (C) can be interpreted for sl M (C) by setting b i = 0 for i ≥ min{M, N}. Accordingly, we can interpret the corresponding Young diagram λ as a dominant weight for sl M (C) by removing any columns of height ≥ M. It is precisely this sort of "packaging" of representations for all ranks that leads to the HOMFLY-PT polynomial and its generalizations.
One can generalize this procedure to any number of Young diagrams, "placing" them in the Dynkin diagram of type A N −1 with breaks in between. The composite representations are labeled by pairs of partitions (or Young diagrams) "placed" at the ends of the Dynkin diagram. Namely, for Young diagrams λ and µ with ℓ(λ) and ℓ(µ) rows, N ≥ ℓ(λ) + ℓ(µ) (always assumed), and P + of type A N −1 , let
We call the pair [λ, µ] a composite diagram/partition and will constantly identify dominant weights [λ, µ] N and the corresponding Young diagrams (with no greater than N − 1 rows).
Schur functions.
In what follows, we will require some basic facts about Schur functions and their generalization to composite representations in [Ko] .
Sn denote the ring of symmetric functions in n-variables, where the action of S n is by permuting the variables. For any m ≥ n, the map which sends x i → 0 for i > n, and x i → x i otherwise, is the restriction homomorphism Λ m → Λ n . Then the ring of symmetric functions is
where the projective limit is taken with respect to the restriction homomorphisms. If λ is a partition with length at most n, one can define the corresponding Schur function s λ (x 1 , . . . , x n ) ∈ Λ n . The set of Schur functions for all such partitions is a Z-basis for Λ n . We may naturally interpret a given s λ (x 1 , . . . , x n ) as having infinitely-many variables, for which we write s λ ( x) ∈ Λ x . The set of all s λ ( x) is a Z-basis for Λ x .
The Schur functions satisfy many interesting properties. For our purposes, we will interpret s λ ( x) ∈ Λ x as a character for the irreducible polynomial representation V λ . Consequently, the LittlewoodRichardson rule, that is
shows that the multiplicity of an irreducible summand V ν in the tensor product decomposition of V λ ⊗V µ is equal to the Littlewood-Richardson coefficient N ν λ,µ . 1.1.2. The composite case. In [Ko] , the author introduces s [λ,µ] ( x, y) ∈ Λ x ⊗Λ y , which generalize the Schur functions and provide characters for irreducible representations V [λ,µ] corresponding to composite partitions. Their natural projection onto the character ring for sl N is the (ordinary) Schur function s [λ,µ] N (x 1 , . . . , x N −1 ) ∈ Λ N −1 . Recall that we always assume that N ≥ ℓ(λ) + ℓ(µ) for the length ℓ(λ) of λ; see (1.1).
The following formulas, proved in [Ko] , will be used as definitions in our paper:
the sums here are over arbitrary triples of Young diagrams.
1.2. Skein theory in the annulus.
1.2.1. Composite HOMFLY-PT polynomials. The colored HOMFLY-PT polynomial for a knot K and a partition λ is the integer Laurent polynomial
λ (K; q) to the corresponding Jones polynomial for sl N and partition (dominant weight) λ. The latter is also called the Quantum Group knot invariant or WRT invariant.
The composite HOMFLY-PT polynomial for [λ, µ] is defined similarly via the specializations H [λ,µ] 
The HOMFLY-PT polynomial has two normalizations. For connection with DAHA, as in Theorem 2.6, we will be interested in the normalized polynomial H. However, for many of our intermediate calculations, we will also need the unnormalized HOMFLY-PT polynomial H. These are generally defined and related by:
where K is any knot, U is the unknot, and dim q,a is defined in Section 1.3.5 for V = V [λ,µ] . Observe that with this definition, H(U) = 1. In the specializations described earlier in this section, the normalized (resp. unnormalized) HOMFLY-PT polynomials coincide with the reduced (resp. unreduced) Quantum Group knot invariants.
We will briefly recall the approach to composite HOMFLY-PT polynomials from [HM] . The full HOMFLY-PT skein algebra C is a commutative algebra over the coefficient ring
The product of two diagrams in C is the diagram obtained by identifying the outer circle of one annulus with the inner circle of the other; the identity with respect to this product is the empty diagram (with coefficient 1).
The relations in C are the (framed) HOMFLY-PT skein relation
together with the relation that accompanies a type-I Reidemeister move on a positively (resp. negatively) oriented loop with multiplication by a factor of v −1 (resp. v). As a consequence, observe that
tying the variables s, v used in [HM] to the variables q, a used elsewhere in this paper; wr(D) is the writhe of D (see there).
1.2.2. The meridian maps. Let ϕ : C → C be the meridian map induced by adding a single oriented, unknotted meridian to any diagram in S 1 × I and extending linearly to C. Letφ be the map induced by adding a meridian with an orientation opposite that of ϕ. Then, ϕ,φ are diagonal in their common eigenbasis {Q λ,µ } ⊂ C indexed by pairs λ, µ of partitions.
The subalgebras of C spanned by {Q λ,∅ } and {Q ∅,µ } are each isomorphic to the ring of symmetric functions in infinitely many variables. Under these isomorphisms, these bases are identified with the basis of Schur polynomials. Accordingly, the full basis {Q λ,µ } is the skeintheoretic analog of the characters for composite partitions in [Ko] that we discussed in Section 1.1. Now to a diagram D of a knot K and a composite partition [λ, µ] , associate the satellite link D ⋆ Q λ,µ , whose companion is D and whose pattern is Q λ,µ . We then have that
i.e. the corresponding composite, unnormalized HOMFLY-PT polynomial for K is equal to the framed, uncolored HOMFLY-PT polynomial for D ⋆ Q λ,µ . The pattern Q λ,µ can be computed explicitly as the determinant of a matrix whose entries are certain idempotents {h i , h * i } ⊂ C. For the convenience of the reader, some patterns for [λ, µ] considered in this paper are included in the table below.
The idempotents h i are closures of linear combinations of upwardoriented braids b i ∈ Υ[B i ]: In fact, the pattern Q λ,µ for a composite partition [λ, µ] is distinguished by the fact that, in general, it contains strands oriented in both directions (clockwise and counterclockwise) around S 1 × I. On the other hand, the pattern Q λ = Q [λ,∅] for an ordinary partition will consist in strands oriented all in the same direction.
Let
, which is well-defined on diagrams for K up to a framing coefficient, i.e. power of v. In [HM] the authors compute
in terms of variables v and z def == s − s −1 . The relation to a, q we use in this paper is v = a 1.3. Rosso-Jones formula.
1.3.1. The usual theory. The Rosso-Jones formula [RJ] and its variants, e.g. [GMV, LZ, St, MM] , expand the HOMFLY-PT polynomial for the (r, s)-torus knot and a partition λ ⊢ n in terms of the quantum dimensions of certain irreducible representations:
The formulas for θ λ , θ µ and the coefficients c gives the unnormalized polynomial as defined in (1.5).
1.3.2. The composite theory. We are going to generalize the Rosso-Jones formula to the case of composite partitions [λ, µ] . The stabilization of the corresponding expansion is not a priori clear. We will use the results of [Ko] described in Section 1.1. The following proposition matches formula (C.6) [GJKS] (Chern-Simons theory). Proposition 1.1. For any torus knot T r,s and composite partition [λ, µ] the corresponding (unnormalized) HOMFLY-PT polynomial admits an expansion:
into finitely many terms for which the c Proof. First of all, it is clear from (1.15) that c [β,γ] [λ,µ];r is nonzero for only finitely many [β, γ] . Then, by construction, the resulting expansion (1.8) will satisfy the (infinitely many) specializations
which (uniquely) define the corresponding composite HOMFLY-PT polynomial.
We will divide the proof of (1.8) into several intermediate steps. In what follows, any occurrences of q N will be replaced by a; all fractional exponents of N will cancel in the final formula.
1.3.3. Braiding eigenvalues. The constants θ λ ∈ Z[q ±1 , a ±1 ] in (1.7) are braiding eigenvalues from [AM] , and they are (1.10)
where the content of the box x ∈ λ in the ith row and jth column is c(x)
To this end, we divide the Young diagram for [λ, µ] N into two natural parts and count their individual contributions to κ [λ,µ] 
Thus, we can set
Furthermore we can define the composite braiding eigenvalues:
One has that θ [λ,µ] a →q N === θ [λ,µ] N by construction. The following is the key part of the proof of Proposition 1.1.
1.3.4. Adams operation. We will use Section 1.1, where we explained that the Schur functions s λ ( x) ∈ Λ x are characters for the irreducible polynomial representations V λ and described some of their properties. For applications to the Rosso-Jones formula we need to understand the r-Adams operation ψ r on s λ ; see [GMV, MM] .
∈ Λ x be the degree-r power sum symmetric function.
Then the r-Adams operation on s λ may be defined formally by the plethysm ψ r (s λ )
The coefficients here are given an explicit description in [LZ] :
where χ λ is the character of the symmetric group corresponding to λ, and C µ is the conjugacy class corresponding to µ.
We need an analog of ψ r for composite partitions [λ, µ] , which must agree with the ordinary Adams operation upon specification of N. Thus, we need to switch from (1.12) to the expansion (1.14)
where
is the universal character of [Ko] , described in Section 1.1. Applying here the natural projection onto Λ N −1 , one recovers the following specialization of (1.12):
This demonstrates that c [β,γ] [λ,µ];r from (1.14) are exactly what we need, i.e. this formula agrees with (1.12) upon specification of N and therefore can be used for the proof of Proposition 1.1. Now using (1.3), (1.4) and (1.12) we obtain an explicit expression for these coefficients:
where the sum is over arbitrary sextuples of Young diagrams. Recall that N λ ν,τ , are the Littlewood-Richardson coefficients from (1.2). Although this formula appears rather complicated, observe that the terms are only nonzero for relatively few (and finitely many) choices of (τ, ν, ξ, η, δ, α). In light of (1.13) and the combinatorial nature of the Littlewood-Richardson rule, these formula provides a completely combinatorial description of c
The following is the last step of the proof.
1.3.5. Quantum dimensions. We define the q, a-integer by
where N is "generic", i.e. it is treated here as a formal variable. Setting here a = q N for N ∈ N, we obtain the ordinary quantum integer [uN + v] q . We will suppress the subscript "q, a" in this and the next subsection, simply writing [ · ] .
For an irreducible representation V µ , its stable quantum dimension is given by the quantum Weyl dimension formula
where the Young diagram µ is interpreted in the usual way as a weight for sl N for generic N and ρ = 1 2 α>0 α for A N −1 . Then it only depends on the diagram µ, which includes the actual number of factors due to the cancelations. We note that such a stabilization holds in the theory of Macdonald polynomials of type A N −1 as well; see formula (2.12) and Theorem 2.3, (i).
The stable quantum dimension for a composite partition [β, γ] is defined as follows:
Similarly to (1.16), we claim that there is no actual dependence of N in this formula (including the actual number of factors). However the justification is somewhat more involved because the weight
depends on N (in contrast to the case of one diagram). We will omit a straightforward justification; see 
concludes the proof of Proposition 1.1. Formula (1.8) provides a purely combinatorial and computationally effective way of producing HOMFLY-PT polynomials for arbitrary torus knots and composite representations. See examples below and also Section C from [GJKS] .
1.3.6. Simplest examples. First, we evaluate the (ordinary) Rosso-Jones formula (1.7) for the trefoil T 3,2 and λ = .
The necessary values are contained in table (1.18):
. Inserting the components of (1.18) into formula (1.7), we obtain the familiar expression:
the normalized HOMFLY-PT polynomial of T 3,2 . Note that although appears with coefficient 0 in the expansion (1.7), we include it in table (1.18) since both θ and dim q,a (V ) are needed to give the final, normalized polynomial, as defined in (1.5).
Similarly, we evaluate our composite Rosso-Jones formula (1.8) for the trefoil T 3,2 and [ , ] using table (1.19):
[∅, ∅] 1 1 1 . Inserting the components of (1.19) into formula (1.8), we obtain 
Our expression for H [ , ] (T 3,2 ; q, a) agrees with that obtained in [PBR] . See also examples (C.8-16) from [GJKS] , obtained there via ChernSimons theory (open-string amplitudes); they match our ones.
2. DAHA superpolynomials 2.1. Definition of DAHA.
2.1.1. Affine root systems. Let R = {α} ⊂ R n be a root system of type A n , . . . ,G 2 with respect to a euclidean form ( , ) on R n , normalized by the condition (α, α) = 2 for short roots. Let W = s α be its Weyl group, and let R + be the set of positive roots corresponding to a fixed set {α 1 , ..., α n } of simple roots for R. The weight lattice is P = ⊕ n i=1 Zω i , where {ω i } are fundamental weights:
for α ∈ R, j ∈ Z form the twisted affine root system R ⊃ R (z ∈ R n are identified with [z, 0] ). We add α 0 def == [−ϑ, 1] to the simple roots for the maximal short root ϑ ∈ R + . The corresponding set R + of positive roots is
The set of the indices of the images of α 0 by all automorphisms of the affine Dynkin diagram will be denoted by O; let O ′ def == {r ∈ O, r = 0}. The elements ω r for r ∈ O ′ are minuscule weights . We set ω 0 = 0.
The affine Weyl group W = s α , α ∈ R + is the semidirect product W ⋉Q of its subgroups W = s α , α ∈ R + and Q, where α is identified with
The extended Weyl group W is W ⋉P , where the corresponding action is
It is isomorphic to W ⋉Π for Π def == P/Q. The latter group consists of π 0 =id and the images π r of minuscule ω r in P/Q.
The group Π is naturally identified with the subgroup of W of the elements of the length zero; the length is defined as follows:
One has ω r = π r u r for r ∈ O ′ , where u r is the element u ∈ W of minimal length such that u(ω r ) ∈ P − . Setting w = π r w ∈ W for π r ∈ Π, w ∈ W , l( w) coincides with the length of any reduced decomposition of w in terms of the simple reflections s i , 0 ≤ i ≤ n.
2.1.3. Parameters. We follow [Ch2, Ch1, Ch3] . Let m, be the least natural number such that (P, P ) = (1/m)Z. Thus m = |Π| unless m = 2 for D 2k and m = 1 for B 2k , C k .
The double affine Hecke algebra, DAHA , depends on the parameters q, t ν (ν ∈ {ν α }) and is naturally defined over the ring Z q,t
] formed by polynomials in terms of q ±1/m and {t 1/2 ν }.
Also, using here (and below) sht, lng instead of ν, we set
For pairwise commutative X 1 , . . . , X n ,
The main definition.
Recall that ω r = π r u r for r ∈ O ′ (see above). We will use that π −1 r is π ι(i) , where ι is the standard involution of the nonaffine Dynkin diagram, induced by
ι , where w 0 is the longest element in W . Finally, we set m ij = 2, 3, 4, 6 when the number of links between α i and α j in the affine Dynkin diagram is 0, 1, 2, 3.
Definition 2.1. The double affine Hecke algebra H H is generated over Z q,t by the elements {T i , 0 ≤ i ≤ n}, pairwise commutative {X b , b ∈ P } satisfying (2.3) and the group Π, where the following relations are imposed:
Given w ∈ W , r ∈ O, the product
does not depend on the choice of the reduced decomposition. Moreover,
In particular, we arrive at the pairwise commutative elements
When acting in the polynomial representation, they are called difference Dunkl operators.
2.1.5. Automorphisms. The following maps can be (uniquely) extended to an automorphism of H H , fixing t ν , q and their fractional powers; see [Ch3] , (3.2.10)-(3.2.15). Adding q 1/(2m) to Z q,t ,
The group P SL ∧ 2 (Z) generated by τ ± , the projective P SL 2 (Z) due to Steinberg, has a natural projection onto P SL 2 (Z), corresponding to taking t 1/(2m) ν
2.2.1. Coinvariant. Following [Ch3] , we use the PBW Theorem to express any H ∈ H H in the form b,w,c d b,w,c X b T w Y c for w ∈ W , b, c ∈ P (this presentation is unique). Then we substitute:
The functional H H ∋ H → {H} ev , called coinvariant , acts via the projection H → H(1) of H H onto the polynomial representation V, which is the H H-module induced from the one-dimensional character
. Recall that t 0 = t sht ; see [Ch3, Ch1] .
Macdonald polynomials.
The polynomial representation is isomorphic to Z q,t [X b ] as a vector space, and the action of T i (0 ≤ i ≤ n) there is given by the Demazure-Lusztig operators :
The elements X b become the multiplication operators and π r (r ∈ O ′ ) act via the general formula w(X b ) = X w(b) for w ∈ W .
The Macdonald polynomials P b (X) are uniquely defined as follows. Let c + be the unique element such that c + ∈ W (c) ∩ P + . For b ∈ P + ,
for such c, where µ(X; q, t)
Here CT is the constant term; µ is considered a Laurent series in X b with the coefficients expanded in terms of positive powers of q. The coefficients of P b belong to the field Q(q, t ν ). One has:
2.2.3. DAHA-Jones polynomials. We begin with the following theorem, which is from [Ch1, Ch2] . Torus knots T r,s are naturally represented by γ r,s ∈ P SL 2 (Z) with the first column (r, s) tr (tr is the transposition) for r, s ∈ N, assuming that gcd(r, s) = 1. Let γ r,s ∈ P SL ∧ 2 (Z) be any pullback of γ r,s . For a polynomial F in terms of fractional powers of q and t ν , the tilde-normalization F will be the result of the division of F by the lowest q, t ν -monomial, assuming that it is well defined. We put q
• t
• for a monomial factor (possibly fractional) in terms of q, t ν .
Theorem 2.2. Given a torus knot T r,s , we lift (r, s) tr to γ and then to γ ∈ P SL ∧ 2 (Z) as above.
(i) The DAHA-Jones (or refined) polynomial for a reduced irreducible root system R and b ∈ P + is defined as follows:
(2.14)
(ii) It does not depend on the ordering of r, s or on the particular choice of γ ∈ P SL 2 (Z), γ ∈ P SL ∧ 2 (Z). The tilde-normalization JD r,s (b ; q, t) is well defined and is a polynomial in terms of q, t ν with constant term 1.
(iii) Specialization at the trivial center charge.
It was conjectured in [Ch1] in general (and checked there for A n ) that JD r, s (b ; q, t ν → q ν ) coincide up to q
• with the reduced Quantum Group (WRT) invariants for the corresponding T r,s and any colors b ∈ P + . The Quantum Group is associated with the twisted root system R. The shift operator was used there to deduce this coincidence from [LZ, St] in the case of A n and torus knots. The papers [St, CC] provide the necessary tools to establish this coincidence for D n . Quite a few further confirmations for other root systems are known by now; the second author (R. E.) checked such a coincidence with the DAHA formulas provided in [Ch1] for the minuscule and quasi-minuscule weights for E 6 (unpublished).
2.3. DAHA superpolynomials. Theorem 2.2 leads to the theory of DAHA-superpolynomials , which are the result of the stabilization of JD An (b; q, t) with respect to n. This stabilization was announced in [Ch1] ; its proof was published in [GoN] . Both approaches use [SV] ; we note that the stabilization holds for arbitrary torus iterated knots. Following [SV] (see also [GoN, Ch2] ), we can generalize the stabilization construction to the torus knots in the annulus.
The pairs {r, s} remains the same, but now colored torus knots T r,s will be treated as link diagrams in the annulus; see Section 1.
Theorem 2.3. We switch to A n , setting t = t sht = q k . Let b, c ∈ = HD r, s (λ ; q = 1, t, a) HD r, s (µ ; q = 1, t, a), where
b corresponds to λ and ω i means the column with i boxes.
2.3.1.
Degree of a and duality. Assuming that r > s, we conjecture that
where λ ∨ µ (the join operation) is the smallest Young diagram containing them, |λ| is the number of boxes in λ. This is based on the numerical evidence and on a generalization of the construction from [GoN] to the composite case (though we did not check all details).
Let us generalize the DAHA-duality from [Ch1] (justified in [GoN] ) to the composite case; see also [GS, Ch2] .
Theorem 2.4. Composite super-duality. Up to a power of q and t,
where λ tr is the transposition of λ.
Proof. According to the remark after the super-duality formula (1.44) from Section 1.6 of [Ch2] , the standard type A (one-diagram) duality is equivalent to q
• -proportionality between J An r,s (λ ; q, t) and J Am r,s (λ
) and all possible relatively prime m + 1, n + 1 ∈ N. This is directly connected with the generalized level-rank duality . Using that q, n, m are essentially arbitrary, we conclude that these proportionality conditions (all of them) are equivalent to the duality. The latter was proved in [GoN] ; the above argument (and the theory of perfect DAHA modules at roots of unity from [Ch3] ) can be used for the justification of the standard super-duality as well (unpublished) .
This reformulation of the super-duality in terms of the DAHA-Jones polynomials (i.e. without a) gives the composite super-duality upon considering the diagrams in the form [λ, µ] 
Combining the evaluation formula (2.17) with the duality:
= HD r,s (λ ; q, t = 1, a) HD r,s (µ ; q, t = 1, a).
Color exchange.
The following theorem can be proved following Sections 1.6, 1.7 from [Ch2] .
Theorem 2.5. Color Exchange. Let t = q k for k ∈ −Q + . For λ, µ as above, we assume the existence of permutations v, w ∈ S n satisfy the following conditions. Setting λ = {l 1 ≥ l 2 . . . ≥ l n ≥ 0}, Let us provide an example for t = q −κ , κ ∈ N (see [Ch2] , formula (1.47) for details). For any p > 0 and i ∈ {1, 2} ∋ j, one has:
where the weights are identified with the corresponding diagrams. If κ = 1, then t = q −1 and these relations follow from the duality.
Obtaining HOMFLY-PT polynomials.
Theorem 2.6. HOMFLY-PT via DAHA. For r, s and λ, µ as above,
where H [λ,µ] (T r,s ; q, a) is the composite HOMFLY-PT polynomial for [λ, µ] normalized by the condition H(U) = 1 for the unknot U.
Proof. This theorem formally results from the coincidence of the JDpolynomials in type A with the corresponding (reduced) Jones polynomials for torus knots under the tilde-normalization. Generally, this claim is from Conjecture 2.1 in [Ch1] ; it was verified there for A N −1 using the DAHA shift operator (Proposition 2.3) and papers [LZ, St] . The weights were arbitrary there; we need them here for [λ, µ] N .
Examples and confirmations
We provide here examples of the composite DAHA-superpolynomials and discuss their symmetries. The first 5 particular composite representations considered below are contained in the following table.
[
3.1. The adjoint representation. The adjoint representation has the weight ω 1 + ω n and is represented in our notation by the pair
. We consider this representation for two knots.
3.1.1. Trefoil. The adjoint DAHA superpolynomial for the trefoil is given by the formula
Recall that it is defined by the relations HD r,s ([λ, µ]; q, t, a → −t n+1 ) = JD An r,s (λ * + µ; q, t) (3.1) for λ = ω 1 , µ = ω 1 and all n ≥ 1.
The corresponding normalized adjoint HOMFLY-PT polynomial for the unframed trefoil is given by formula (2.17) from [PBR] ; see also Section 1.3.6. One has:
and we have the following confirmation of Theorem 2.6:
The super-duality from (2.19) in this case is as follows:
The evaluation formula (2.20) reads We have the connection formula
The super-duality reads
and the evaluation at t = 1 is as follows:
3.2. Column/row and a box. Such diagrams correspond to the symmetric and wedge powers of the fundamental representation.
3.2.1. Two-row and a box:
Then the composite DAHA superpolynomial for the trefoil is
defined by (3.1) for λ = 2ω 1 , µ = ω 1 and all n ≥ 1.
The corresponding normalized HOMFLY-PT polynomial is given by formula (A.1) from [PBR] , as well as computed using (1.8). It is 
confirming Theorem 2.6. The super-duality here requires [ω 1 , ω 2 ], which will be considered next. The evaluation at t = 1 reads
3.2.2. Two-column and a box:
The DAHA superpolynomial for the trefoil reads 
where the specialization relations for all n ≥ 2 are
,2 (ω 2 + ω n ; q, t). The corresponding normalized HOMFLY-PT polynomial is given by formula (A.4) from [PBR] , as well as computed using (1.8):
and we have the connection formula
The super-duality and evaluation are as follows:
The corresponding standard superpolynomials are HD 3,2 (ω 1 ; q, t, a) = 1 + qt + aq,
See e.g. [Ch1] and references therein.
3.2.3. Three-column and a box:
. This example is of deg a = 5, which matches our conjecture. The corresponding DAHAsuperpolynomial for the trefoil is as follows: defined by (3.1) for λ = ω 1 + ω 2 , µ = ω 1 and all n ≥ 2. The corresponding normalized HOMFLY-PT polynomial is
which reduces to the HOMFLY-PT polynomial as follows:
The exact super-duality identity from (2.19) is
The evaluation at t = 1 from (2.20) reads
3.4. Two-rows and two-columns. One of the two diagrams in the previous examples was always a box. Let us discuss the cases when two-row and two-column diagrams are combined. They match well our conjectural formula (2.18) for deg a ; we also checked directly the super-duality and other properties provided by the theorems above. t + q 2 t + 2q 4 t + 5q 5 t + 2q 6 t − q 7 t − q 8 t + 3q 4 t 2 + 2q 5 t 2 + 2q 6 t 2 + 2q 7 t 2 − q 8 t 2 + 3q 6 t 3 + 2q 7 t 3 + q 5 t 4 + q 6 t 4 + q 8 t 4 + q 7 t 5 + q 8 t 5 .
The evaluation at t = 1 from formula (2.17) now reads as follows:
where the standard superpolynomial for 2ω 1 is HD 3,2 (2ω 1 ; q, t, a) = 1+ a 2 q 5 + q 2 t+ q 3 t+ q 4 t 2 + a q 2 + q 3 + q 4 t+ q 5 t .
Here and above we omit the formulas for the composite HOMFLY-PT polynomials; they do satisfy the Connection Theorem 2.6.
Deligne-Gross series
4.1. General procedure. Here we consider the "exceptional series": [DG] . This is actually the bottom row of the triangle considered in that paper; we are going to discuss it in full elsewhere.
Recall that the algebraic groups G in this series are given a parameter ν in this paper as follows:
where h ∨ is the dual Coxeter number of G. This very quantity provides the specializations of our hyperpolynomials.
The E-hyperpolynomials we will construct below unify the DAHAJones polynomials (also called refined polynomials) for T 3,2 , T 4,3 "colored" by the adjoint representation for the groups of type ADE in this series. The root systems G 2 and F 4 play an important role in the exceptional series, but we cannot incorporate them so far (see also the end of this section).
As with the (colored) superpolynomial and hyperpolynomials of [Ch1, Ch2] and the present paper, this unification works by packaging the corresponding DAHA-Jones polynomials into a single polynomial, denoted by H ad r,s (q, t, a), with an additional parameter a, where the individual polynomials are recovered via the following specializations:
Thus a is associated with the (dual) Coxeter number, rather than with the rank. Relations (4.1) appeared sufficient to determine H ad for T 3,2
and T 4,3 , but this cannot be expected for arbitrary torus knots. In general, such polynomials cannot be uniquely determined via these specializations for sufficiently complicated torus knots; one needs an infinite family of root systems in (4.1) to restore a for any knots. Practically speaking, however, only two specializations to E 8 and E 7 are enough for the trefoil. We will demonstrate this in detail below. Even more convincingly, the three specializations to E 8 , E 7 , and E 6 were enough for T 4,3 ; the resulting polynomial has hundreds of terms.
Here we construct H ad r,s for two knots, the trefoil T 3,2 and T 4,3 . We will call this polynomial the adjoint exceptional hyperpolynomial, since we consider only the adjoint representations. As in [Ch2] , we use the name "hyperpolynomial", since "superpolynomial" is commonly reserved for the root systems of type A.
For the trefoil we will show explicitly how H ad 3,2 is obtained from the relevant DAHA-Jones polynomials for E 8 , E 7 and the adjoint representation ad whose highest weight is the highest short root ϑ.
For T 4,3 , we obtain H ad 4,3 using the same procedure, though E 6 is also required to find some coefficients. Since the DAHA-Jones polynomials in these cases are rather long, we do not include them and instead refer the reader to [Ch2] where they are posted.
Both H ad 3,2 and H ad 4,3 will satisfy all six of the defining specializations from (4.1), even though they are only constructed using two and three of these specializations, respectively. This is a convincing confirmation that the formulas we found are meaningful. See Section 4.3, where we discuss this relations and some further interesting symmetries. Once such a correspondence between triples of monomials is established, the a-degrees are uniquely restored using the relevant specializations from (4.1), as for the trefoil. The resulting hyperpolynomial is long, but we think that the formula must be provided, since it has various symmetries beyond those discussed in the paper and we expect that further relations will be found. For instance, its connection to the root systems F 4 , G 2 is an open problem. One has: H ad 4,3 (q, t, a) = 1+q −t −1 a 6 +t −1 a 5 −a 4 +a 2 −ta+t +q 2 −t −2 a 11 +t −1 a 10 −t −1 a 9 −t −1 a 8 + t −1 a 7 +a 7 −4a 6 +ta 5 +t −1 a 5 +a 5 −ta 4 −ta 3 +t 2 a 2 +ta 2 +a 2 −t 2 a−ta+t 2 +t + q 3 t −2 a 15 −t −2 a 13 +3t −1 a 12 −3t −1 a 11 −t −2 a 11 −a 11 +t −2 a 10 +3a 10 −t −1 a 9 − ta 8 −t −1 a 8 −3a 8 +4ta 7 +2t −1 a 7 +2a 7 −t 2 a 6 −4ta 6 +t −1 a 6 −4a 6 +t 2 a 5 +2ta 5 + a 5 + a 4 − t 3 a 3 − t 2 a 3 − 2ta 3 + t 3 a 2 + 2t 2 a 2 + ta 2 − t 3 a − t 2 a + t 3 + q 4 2t −2 a 17 − 2t −1 a 16 − t −3 a 16 + 2t −1 a 15 + t −2 a 15 + 2t −1 a 14 − t −2 a 14 − 2t −1 a 13 − 2t −2 a 13 − 3a 13 +ta 12 +3t −1 a 12 +6a 12 −3ta 11 −5t −1 a 11 +t −2 a 11 −4a 11 +2ta 10 −2t −1 a 10 + 2a 10 + t 2 a 9 + 2ta 9 + t −1 a 9 + 2a 9 − 4t 2 a 8 − 5ta 8 + t −1 a 8 − 6a 8 + t 3 a 7 + 4t 2 a 7 + 7ta 7 +t −1 a 7 −t 3 a 6 −4t 2 a 6 −2ta 6 +t −1 a 6 −ta 5 +t 4 a 4 +t 3 a 4 +3t 2 a 4 +ta 4 +a 4 − t 4 a 3 − 2t 3 a 3 − t 2 a 3 − ta 3 + t 4 a 2 + t 3 a 2 + t 2 a 2 + q 5 −t −2 a 21 + t −3 a 20 + t −2 a 19 − 3t −1 a 18 −t −3 a 18 +3t −1 a 17 +4t −2 a 17 −t −3 a 17 +2a 17 −2t −1 a 16 −t −2 a 16 −3a 16 + 2t −1 a 15 − 2t −2 a 15 + 3ta 14 + 5t −1 a 14 − t −2 a 14 + 4a 14 − t 2 a 13 − 6ta 13 − 4t −1 a 13 − 8a 13 + 3t 2 a 12 + 6ta 12 − 3t −1 a 12 + 9a 12 − 2t 2 a 11 − 4ta 11 − t −1 a 11 + 2t −2 a 11 + a 11 − t 3 a 10 − 2t 2 a 10 − 4ta 10 − 2t −1 a 10 − 3a 10 + 4t 3 a 9 + 5t 2 a 9 + 7ta 9 + t −1 a 9 + a 9 − t 4 a 8 − 4t 3 a 8 − 7t 2 a 8 − 2ta 8 + 2t −1 a 8 − 2a 8 + t 4 a 7 + 2t 3 a 7 + 2t 2 a 7 + ta 7 − 2a 7 + t 4 a 6 + t 2 a 6 + ta 6 + t −1 a 6 + a 6 − t 5 a 5 − t 4 a 5 − 2t 3 a 5 − t 2 a 5 − ta 5 + t 5 a 4 +3t −1 a 18 +5t −2 a 18 −t −3 a 18 −4a 18 −2t 2 a 17 +2ta 17 −t −1 a 17 −6t −2 a 17 +t −3 a 17 − 4a 17 + 3t 3 a 16 + 2t 2 a 16 + 5ta 16 + 5t −1 a 16 − 3t −2 a 16 + a 16 − t 4 a 15 − 3t 3 a 15 − 3t 2 a 15 − 4ta 15 + 2t −1 a 15 + t −2 a 15 + t 4 a 14 + 5t 2 a 14 − 3ta 14 − 7t −1 a 14 + t −2 a 14 +4.3. Specializations. For {r, s} ∈ {{3, 2}, {4, 3}}, the following specializations, which are special cases of (4.1), are easily verified: r,s (2ω 1 ; q, t). The DAHA-Jones polynomials for the first four specializations may be found in [Ch2] . The last two DAHA-Jones polynomials are specializations of the DAHA superpolynomials from Section 3.1.
In addition to these defining specializations, the expressions for H ad r,s possess two structures that resemble the "canceling differentials" from [DGR] and other papers. On the level of polynomials, these canceling differentials correspond to specializations of the parameters with respect to which H ad r,s becomes a single monomial. The simplest such specialization corresponds to the evaluation at t = 1 of DAHA-Jones polynomials. On the level of hyperpolynomials, we set a → −t ν = −1, which readily results in the relation H ad r,s (q, t = 1, a = −1) = 1. The following example of a "canceling differential" is more interesting. We set t = qa 6 . Then H ad 3,2 (q, t, a) = q 3 t −1 a 6 + (1 − qt −1 a 6 )Q 3,2 (q, t, a), H ad 4,3 (q, t, a) = q 7 t −1 a 6 + (1 − qt −1 a 6 )Q 4,3 (q, t, a)
for some polynomials Q r,s (q, t, a). Observe that qt −1 a 6 → −qt h ∨ −1 in the specialization a → −t ν . Upon this specialization, the above relations reflect the P SL ∧ 2 (Z)-invariance of the image of nonsymmetric Macdonald polynomials E ϑ in the quotient of the polynomial representation of the corresponding DAHA under the relation qt h ∨ −1 = −1 by its radical. However we did not check all details.
Let us also mention potential links of our hyperpolynomials evaluated at a = −t −1 and a = −1 to the root systems D 6 and respectively A 3 , which we are going to investigate elsewhere.
Finally, let us touch upon the root systems G 2 , F 4 in the DeligneGross series. For ν(G 2 ) = 3,2 (ω 1 ; q, r, t) from [Ch1] at r = t, but do not coincide with them. Hopefully, these specializations are connected with the untwisted variants of these two DAHA-Jones polynomials, but they are known so far only in the twisted setting.
Conclusion. Let us mention that we do not touch in this paper the physics aspects of the composite superpolynomials (and those for other root systems). See [GJKS] concerning the corresponding theory of resolved conifold ; we thank Masoud Soroush for a discussion. In the refined case (related to open Gromov-Witten invariants), this approach reached so far only the simplest examples (our composite DAHA-superpolynomials are well ahead), but this is an important motivation of what we did in this paper. In contrast to conventional Gromov-Witten invariants, a systematic theory of open Gromov-Witten invariants is not yet developed. See e.g. [Ma] for a comprehensive account of this field.
Finally, we note that the counterparts of the HOMFLY-PT polynomials for the classical series of root systems, for instance Kauffman polynomials, can be generally addressed via Chern-Simons theory. Recall that DAHA provide a uniform theory of (refined) DAHA-Jones polynomials for any root systems and arbitrary weights (for algebraic knots/links), including the hyperpolynomials for the classical series (conjecturally for B, C). The exceptional DAHA-hyperpolynomials are quite a challenge for us (see the last section).
