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Abstrakt
ACO se zaby´va´ rˇesˇenı´m kombinatoricky´ch proble´mu˚, pomocı´ chova´nı´ mravencu˚ v prˇı´-
rodeˇ. Prˇesneˇji na vyhleda´vanı´ nejkratsˇı´ cesty v grafu pomocı´ feromonu. ACO jsou heu-
risticke´ algoritmy. Nikdy se na´m nezarucˇı´, zˇe zı´ska´me nejlepsˇı´ mozˇny´ vy´sledek. Tato
technika se hodı´ naprˇı´klad pro rˇesˇenı´ proble´mu obchodnı´ho cestujı´cı´ho. Tato pra´ce se
zaby´va´ implementaci ACO algoritmu.
Klı´cˇova´ slova: ACO, TSP, optimalizace, bio-inspirovane´ vy´pocˇty
Abstract
ACO deals with solving the combinatorial problem by using ants behavior in nature.
More precisely, to search the shortest paths in graphs using pheromone. ACO algorithms
are heuristic ones.We have never any guarantee that we get the best possible result. This
technique is useful for example for solving the traveling-salesman problem. This work
considers with the implementation of the ACO algorithm.
Keywords: ACO,TSP,optimization, bio-inspired computing
Seznam pouzˇity´ch zkratek a symbolu˚
TSP – Travelling salesman problem
ACO – Ant colony optimalization
AS – Ant system
VRP – Vehicle routing problem
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51 U´vod
Ant colony optimalization (da´le jen ACO) je algoritmus, ktery´ rˇesˇı´ naprˇı´klad proble´m
obchodnı´ho cestujı´cı´ho. Tento algoritmus je zalozˇen na rea´lne´m chova´nı´ mravencu˚ v
prˇı´rodeˇ. Prˇesneˇji na jejich zpu˚sobu vyhleda´va´nı´ nejkratsˇı´ cesty. K vytycˇenı´ nejlepsˇı´ cesty
se zde pouzˇı´vajı´ feromony, ktere´ pokla´dajı´ na zem, po ktere´ mravenci putujı´. Mnozˇstvı´
jednotlivy´ch feromonu˚ na cesta´ch pote´ rozhodujı´ prˇi vy´beˇru cesty dalsˇı´ho mravence. Prˇi
dostatecˇne´m mnozˇstvı´ pru˚chodu mravencu˚ by nejkratsˇı´ mozˇna´ cesta meˇla mı´t nejveˇtsˇı´
mnozˇstvı´ feromonu˚. Algoritmus ACO vycha´zı´ z te´to mysˇlenky. Hleda´ v grafu nejlepsˇı´
cestu z boduAdo bodu B, za pomoci feromonu, ktery´ je ukla´da´n na hrany grafumravenci
prˇi jednotlivy´ch pru˚chodech grafu.
62 Za´kladnı´ mysˇlenka
2.1 Chova´nı´ rea´lny´ch mravencu˚
Mravenci jsou socia´lnı´ hmyz, ktery´ zˇije v koloniı´ch. Kolonie, cˇesky bychom mohly rˇı´ct
mravenisˇteˇ, obsahuje azˇ miliony mravencu˚ a nacha´zı´ se na veˇtsˇineˇ mı´st nasˇı´ Zemeˇ. Na
sveˇteˇ se vyvinuly mnohe´ druhy mravencu˚, jejı´zˇ chova´nı´ je specificke´ a prˇitahuje mnoho
veˇdcu˚ ke zkouma´nı´. Kazˇdy´ jednotlivy´ mravenec je zacˇleneˇn do strukturovane´ socia´lnı´
sı´teˇ a ma´ svou u´lohu. Dı´ky tomu mu˚zˇou mravenci prˇekona´vat slozˇite´ situace, ktere´ by
vyzˇadovaly logicke´ mysˇlenı´.
Mravenci k splneˇnı´ u´kolu mezi sebou vyuzˇı´vajı´ koordinaci, tı´m pa´dem neplnı´ jeden
u´kol jeden mravenec, ale podı´lı´ se na neˇm vice mravencu˚. Prˇı´kladem mu˚zˇe byt hleda´nı´
cesty k potraveˇ od mravenisˇteˇ a zpeˇt do mravenisˇteˇ. Jelikozˇ mravenci nemajı´ rozvinute´
neˇktere´ orga´ny k vnı´manı´ okolı´, tak k procha´zenı´ okolı´m pouzˇı´vajı´ feromony. Feromon je
chemika´lie, kterou mu˚zˇeme cha´pat jako mravencˇı´ pach, ktery´ doka´zˇou mravenci rozpo-
znat. Takovy´to prˇı´stup vnı´manı´ sveˇta mravenci byl experimenta´lneˇ doka´za´n.
Chova´ni rea´lny´chmravencu˚, prˇi hleda´ni potravy,mu˚zˇemezjednodusˇene´ popsat takto:
1. Mravenec vyjde z mravenisˇteˇ za potravou.
2. Prvnı´ mravenec si vybı´ra´ cestu naprosto na´hodneˇ, protozˇe se nema´ podle cˇeho rˇı´dit.
3. Cestou pokla´da´ na zem feromony.
4. Jakmile mravenec dorazı´ k potraveˇ vra´tı´ se do mravenisˇteˇ.
5. Dalsˇı´mravenci, co vyjdou zmravenisˇteˇ, se jizˇ rˇı´dı´ podle drˇı´ve polozˇeny´ch feromonu˚.
A i oni pokla´dajı´ feromony na cestu po ktere´ jdou. A prˇi vy´beˇru cesty majı´ tendenci
vybı´rat cestu s nejveˇtsˇı´m mnozˇstvı´m feromonu.
6. Feromony se s uplynuly´m cˇasem vyparˇujı´ a proto zu˚sta´vajı´ jen na cesta´ch, ktere´
jsou vytı´zˇene´.
Na obra´zku 1 mu˚zˇeme videˇt tento postup.
2.2 Experimenty s rea´lny´mi mravenci
Toto chova´nı´ bylo vyvozeno z rˇad experimentu˚, ktere´ byly s mravenci provedeny. Popis
neˇktere´ho takove´ho experimentu uvedu ted’. Meˇjme cestu jako je na obra´zku 2. Cesta se
deˇli na dveˇ cˇa´sti, ktere´ se na konci k sobeˇ zbı´hajı´ a spojuji. Jedno z teˇchto ramen bude
dvakra´t delsˇı´ nezˇ druhe´. Tudı´zˇ nejkratsˇı´ cesta je cesta po kratsˇı´m rameni.
Nynı´ budou na tuto cestu vypusˇteˇni mravenci. A jejich u´kolem bude dostat se z jed-
noho konce cesty na druhy´. Prvnı´ mravenec, jenzˇ se dostane na tuto cestu, se zastavı´
u prvnı´ krˇizˇovatky. Na krˇizˇovatce se bude rozhodovat, kterou cestu da´l zvolit. Jelikozˇ
je prvnı´ a prˇed nı´m po te´to cesteˇ nesˇel zˇa´dny´ mravenec, tak jeho rozhodnuti mu˚zˇeme
oznacˇit jako na´hodne´. Tudı´zˇ sˇance, zˇe si zvolı´ kratsˇı´ cestu, je stejna´ jako sˇance na delsˇı´
7Obra´zek 1: Chova´nı´ mravencu˚ prˇi hleda´ni potravy. A) Mravenec na´hodneˇ nacha´zı´ cestu
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feromonu˚.
Obra´zek 2: Cesta s dveˇma odbocˇkami
8Obra´zek 3: Obecny graf
cestu. U druhe´ krˇizˇovatky prˇedpokla´dejme pro jednoduchost, zˇe mravenec pu˚jde vzˇdy
spra´vny´ smeˇrem, tedy na konec cesty. Po pru˚chodu cesty , na druhe´ straneˇ mravence
z cesty vyjmeme. Cestou mravenec pokla´dal na zem feromony, ktere´ se tam po urcˇitou
dobu uchovajı´, nezˇ se vytratı´.
Na cestu budou nynı´ pokla´da´ni dalsˇı´ mravenci, kterˇı´, azˇ dojdou k prvnı´ krˇizˇovatce, se
budou rozhodovat, ale na cesteˇ se jizˇ nacha´zejı´ feromony, takzˇe jejich rozhodova´nı´ nynı´
neovlivnˇuje jen na´hoda, ale i jizˇ polozˇene´ feromony. Toto rozhodova´ni je prˇı´mo u´meˇrne´
velikosti feromonu na cesteˇ. Nutno vsˇak zdu˚raznit, zˇe jakkoliv velke´ mnozˇstvı´ feromonu
na´m nikdy nezarucˇı´, zˇe se dany´ mravenec touto cestou vyda´. I kdyzˇ mu˚zˇe byt sˇance
na vy´beˇr cesty s nejveˇtsˇı´m mnozˇstvı´m feromonu velmi vysoka´. Vzˇdy se mu˚zˇe neˇjaky´
mravenec odtrhnout a jı´t jinou cestou.
I dalsˇı´ mravenci procha´zejı´cı´ cestou pokla´dajı´ na zem feromony a zvysˇuji tak jejı´
koncentraci. Feromony z cesty se neusta´le odparˇujı´, z kratsˇı´ cesty pomalu jak z delsˇı´ cesty.
takzˇe se na´m na kratsˇı´ cesteˇ koncentrace feromonu zvysˇuje a na delsˇı´ cesteˇ zmensˇuje. Po
urcˇite´m mnozˇstvı´ pru˚chodu veˇtsˇina mravencu˚ uzˇ chodı´ kratsˇı´ cestou, ale jednou za cˇas
se i na delsˇı´ trase neˇjaky´ mravenec objevı´.
Tato technika nezarucˇı´, zˇe prvnı´ch par mravencu˚ se k potraveˇ dostane nejdrˇı´v, ale
zarucˇı´, zˇe od dostatecˇne´ho pru˚chodu cestou se mravenci budou pohybovat nejkratsˇı´
nalezenou cestou.
2.3 Od rea´lny´ch mravencu˚ k virtua´lnı´m
Kdyzˇ jsme pochopili, jak se rea´lnı´ mravenci chovajı´, tak nynı´ toto chova´nı´ musı´me prˇeve´st
na matematicky´ proble´m.
Cestu si prˇedstavı´me jako graf o hrana´ch (r,s), kde r je vy´chozı´ uzel a s je cı´lovy´ uzel,
ktere´ jsou spojeny hranou. Naprˇı´klad takovy´ jaky´ je na obra´zku 3. Graf bude pro jed-
9noduchost neorientovany´. Da´le kazˇda´ hrana (r,s) bude mı´t svou va´hu τ(r, s), tedy cˇı´slo
oznacˇujı´cı´ jejı´ cenu poprˇı´padeˇ velikost, bude to prvek, podle ktere´ho se bude vypocˇı´-
ta´vat nejkratsˇı´ cesta. V takove´mto grafu budeme hledat nejkratsˇı´ cestu ze startovnı´ho
uzlu do cı´love´ho uzlu. Prˇedpokla´dejme, zˇe mravenec mu˚zˇe projı´t dany´m uzlem pouze
jednou. Protozˇe prˇi putova´nı´ mravence jsou smycˇky v grafu proble´move´, majı´ tendenci
by´t atraktivneˇjsˇı´ cˇı´m vı´c mravencu˚ procha´zı´ dany´m grafem, a cely´ algoritmus se prˇesta´va´
chovat, tak jak bychomocˇeka´vali. Apro vy´slednounejkratsˇı´ cestu se v cesteˇ zˇa´dne´ smycˇky
vyskytovat nebudou.
Pravdeˇpodobnost vybeˇru cestynakrˇizˇovatce oznacˇı´me pk(r, s). Koncentraci feromonu
na dane´ hraneˇ oznacˇı´me η(r, s). Pak mu˚zˇeme pro mravence vytvorˇit vzorec:
pk(r, s) =

[τ(r,s)]·[η(r,s)]β∑
u∈Jk(r)
[τ(r,u)]·[η(r,u)]β jestlize ∈ Jk(r)
0 jinak
Kde β je parametr urcˇujı´cı´ va´hu mezi vzda´lenostı´ cesty a koncentraci feromonu na
cesteˇ. Hodnota β je vetsˇı´ nezˇ 0. δ(r, s) je prˇevra´cena hodnotaτ(r, s) ( 1δ(r,s) ). Hodnota δ(r, s)
velikost hrany.
Da´le je potrˇeba definovat prˇida´va´nı´ a vyparˇova´nı´ feromonu z hran:
τ(r, s)→ (1− α) · τ(r, s) +
m∑
k=1
∆τk(r, s)
kde
∆τk(r, s) =
{
1
Lk
jestlize (r, s) ∈ nejlepsi nalezena cesta
0 jinak
a k znacˇı´ mravence am je celkovy´ pocˇet mravencu˚.
Prˇida´va´nı´ a odparˇova´nı´ feromonu z hran prˇideˇlı´ vice feromonu na kratsˇı´ cesty na
vsˇech hrana´ch, ktere´ byly mravenci navsˇtı´veny, cozˇ vlastneˇ zpu˚sobuje, zˇe na kratsˇı´ch
hrana´ch je vetsˇı´ koncentrace feromonu a jsou atraktivneˇjsˇı´ pro mravence prˇi vy´beˇru cesty.
Vy´sledny´ algoritmus s pouzˇitı´m vy´sˇe zmı´neˇny´ch vzorcu˚ by vypadal takto:
1. Prˇichystanı´ mravence v startovnı´m uzlu.
2. Z uzlu aplikuj rozhodovacı´ pravidlo.
3. Prˇesunˇ se na vybrany´ uzel. Zapamatuj si cestu.
4. Jestlizˇe nejsi v cı´li, prˇesunˇ se na (2).
5. Aplikuj pravidlo o odparˇenı´ a prˇida´nı´ feromonu.
6. Opakuj 1.
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Smycˇka v algoritmu by se meˇla prove´st tolikra´t, kolikra´t uzna´me za vhodne´. Prˇi
male´m mnozˇstvı´ by ale algoritmus nemusel splnit u´cˇel.
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3 ACO model a jeho vyuzˇitı´
Informatika jako veˇda o informacı´ch a jejich zpracova´nı´ cha´pe heuristiku jako
postup zı´ska´nı´ rˇesˇenı´ proble´mu, ktere´ vsˇak nenı´ prˇesne´ a nemusı´ by´t nalezeno
v kra´tke´m cˇase. Slouzˇı´ vsˇak nejcˇasteˇji jako metoda rychle poskytujı´cı´ dosta-
tecˇne´ a dosti prˇesne´ rˇesˇenı´, ktere´ vsˇak nelze obecneˇ doka´zat.Nejcˇasteˇjsˇı´ pouzˇitı´
heuristicke´hoalgoritmunaleznemevprˇı´padech, kdenenı´mozˇne´ pouzˇı´t jine´ho
lepsˇı´ho algoritmu, poskytujı´cı´ho prˇesne´ rˇesˇenı´ s obecny´m du˚kazem.[10]
ACO algoritmy jsou heuristicke´ (Neˇkdy te´zˇ nazy´vane´ stochasticke´) algoritmy. Nikdy
se na´m nezarucˇı´, zˇe zı´ska´me nejlepsˇı´ mozˇny´ vy´sledek. V tom nejhorsˇı´m prˇı´pade, mu˚zˇe
vzˇdy dı´ky ’na´hodeˇ’ mravenec zvolit porˇa´d stejnou cestu jako prvnı´ mravenec. Ani vy-
sla´nı´m tisı´cu˚ mravencu˚ nema´me za´ruku, zˇe danı´ mravenci se nevydajı´ stejnou cestou.
Proto vy´sledkem mu˚zˇe byt i horsˇı´ vy´sledek, nezˇ je mozˇny´. Avsˇak zveˇtsˇova´nı´ mnozˇstvı´
vyslany´ch mravencu˚ se dane´ riziko zmensˇuje a mozˇnost nalezenı´ nejlepsˇı´ho vy´sledku
zveˇtsˇuje.
Mysˇlenkou vyuzˇitı´ modelu chova´nı´ mravencu˚ v diskre´tnı´ matematice se zaby´valo
jizˇ mnoho lidi, proto se ACO algoritmu vyvinulo mnoho. Kazˇdy´ algoritmus rˇesˇil neˇjaky´
zna´my´ proble´m, tabulka 1 na´m ukazuje algoritmy, ktere´ vycha´zı´ z ACO a byly pouzˇity
na neˇjaky´ proble´m.
Vznikly algoritmy, ktere´ doka´zaly vyhleda´vat v grafu cestu, rˇesˇit proble´m obchod-
nı´ho cestujı´cı´ho nebo obarvovat grafy. Prvnı´m ACO algoritmem byl Ant System (AS)
vytvorˇenı´m v roce 1991. Kdy se uka´zalo, zˇe takovy´to syste´m doka´zal vyrˇesˇit TSP. V roce
1997 pan Costa a pan Hertz navrhli AS-ATP algoritmus, ktery´ doka´zal obarvit graf.
3.1 Obarvovani grafu
V roce 1997 navrhl Costa a Hertz AS-ATP syste´m pro prˇirˇazovacı´ proble´my. Tento syste´m
se lisˇil od standartnı´ho tı´m, zˇe definoval na dveˇ feromonove´ cesty. Syste´m byl pouzˇı´t na
proble´m obarvova´nı´ grafu, kdy hleda´me nejmensˇı´ pocˇet barev, ktery´mi by se dal graf
obarvit. Prˇi testova´nı´ na 20 na´hodny´ch grafech o 100 uzlech se dosa´hlo vy´sledku 15.05,
nejlepsˇı´ dosazˇeny´ vy´sledek je 14.95.
3.2 Proble´m okruzˇnı´ch jı´zd
Proble´m okruzˇnı´ch jı´zd (VRP) je definova´n na grafu G=(U,H), U je mnozˇina uzlu˚ a H je
mnozˇina hran spojujı´cı´ tyto uzly. Prvnı´ uzel je oznacˇen za centra´lni uzel (skladisˇteˇ aut),
ostatnı´ uzly jsou uzly se za´kaznı´ky(mı´sto odbeˇru). Na uzlech se za´kazniky je pozˇadova´n
odbeˇr zbozˇı´. Zbozˇı´ rozva´zˇı´ auta z cetra´lnı´ho uzlu a po rozvozu jejich trat’koncˇı´ v cetra´lnı´m
uzlu. Vy´sledkem je sestavenı´ tras vozidel, tak aby byl kazˇdy´ za´kaznı´k pra´veˇ jednou
obslouzˇen.
V roce 1999na tentoproble´mnavrhliGambardella, Taillard aAgazzi systemHAS-VRP,
ktery´ vycha´zı´ z ACO.
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Obra´zek 4: Vy´sledek TSP proble´mu. [7]
Problem name Authors Year Algorithm name
Traveling salesman Dorigo, Maniezzo and Colorni 1991 AS
Gambardella Dorigo 1995 Ant-Q
Dorigo Gambardella 1996 ACS , ACS-3-opt
Stutzle , Hoos 1997 MMAS
Bullnheimer, Hartl and Strauss 1997 ASrank
Quadratic assignment Maniezzo, Colorni Dorigo 1994 AS-QAP
Gambardella, Taillard Dorigo 1997 HAS-QAPa
Stutzle , Hoos 1998 MMAS-QAP
Maniezzo , Colorni 1998 AS-QAPb
Maniezzo 1998 ANTS-QAP
Job-shop scheduling Colorni, Dorigo and Maniezzo 1994 AS-JSP
Vehicle routing Bullnheimer, Hartl and Strauss 1996 AS-VRP
Gambardella, Taillard and Agazzi 1999 HAS-VRP
Sequential ordering Gambardella and Dorigo 1997 HAS-SOP
Graph coloring Costa and Hertz 1997 ANTCOL
Shortest common Michel and Middendorf 1998 AS-SCS
Tabulka 1: List of applications of ACO algorithms to static combinatorial optimization
problems. Classification by application and chronologically ordered. [1]
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3.3 Proble´m rozvrhova´nı´ zaka´zkove´ vy´roby
Proble´m rozvrhova´nı´ zaka´zkove´ vy´roby mu˚zˇeme popsat takto: jsou zadane´ trˇi mnozˇiny.
Mnozˇina u´loh J, mnozˇina stroji M a mnozˇina operaci O. Kazˇda´ u´loha se skla´da´ z operacı´.
Cı´lem je vykonat vsechny operace vsˇech u´loh. Kazˇda´ operace prˇi prova´deˇnı´ musı´ mı´t
prˇirˇazen neˇjaky´ stroj. Operace jednotlivy´ch u´loh musı´ na´sledovat za sebou, tak jak jsou
definova´ny. Zˇa´dna´ u´loha nemu˚zˇe by´t prˇerusˇena.
Colorni, Dorigo a Maniezzo v roce 1994 navrhli pro tuto u´lohu Ant system (AS-JSP).
Testova´nı´ tohoto syste´mu prˇi zada´nı´ 15 stroju˚ a 15 u´loh vedlo k nalezenı´ rˇesˇenı´ do 10%
optima´lnı´ hodnoty. Vy´sledky tedy byly povzbudive´.
3.4 ACO a TSP
3.4.1 TSP
TSP je jeden z nejstarsˇı´ch NP-proble´mu˚. A jeho rˇesˇenı´m se zaby´valo jizˇ nespocˇet pracı´.
Pro ACO algoritmy je TSP skveˇly´ prostrˇedek pro testova´nı´ a uka´za´nı´, jak efektivnı´ je ACO
algoritmus.
Proble´m obchodnı´ho cestujı´cı´ho je obtı´zˇny´ diskre´tnı´ optimalizacˇnı´ pro-
ble´m, matematicky vyjadrˇujı´cı´ a zobecnˇujı´cı´ u´lohu nalezenı´ nejkratsˇı´ mozˇne´
cesty procha´zejı´cı´ vsˇemi zadany´mi body na mapeˇ.
Laicka´ formulace: Existuje n meˇst, mezi nimi silnice o zna´my´ch de´lka´ch.
U´kolem je najı´t nejkratsˇı´ mozˇnou trasu, procha´zejı´cı´ vsˇemi meˇsty a vracejı´cı´
se nazpeˇt do vy´chozı´ho meˇsta.
Matematicka´ formulace pouzˇı´vajı´cı´ pojmoslovı´ teorie grafu˚: Jak v dane´m
ohodnocene´m u´plne´m grafu efektivneˇ najı´t nejkratsˇı´ hamiltonovskou kruzˇ-
nici? [8]
3.4.2 ACO pro TSP
Abychom mohli pouzˇı´t ACO model na TSP, tak musı´me trochu poupravit algoritmus.
Vstupem zde ma´me u´plny´ graf, kde kazˇda´ hrana je ohodnocena. Uzly jsou jednotliva´
meˇsta, hrany jsou cesty mezi meˇsty a ohodnocenı´m hran se bude znacˇit cˇasova´ nebo
vzda´lenostnı´ na´rocˇnost jednotlivy´ch cest. Vy´sledkem musı´me dostat Hemiltonovu kruzˇ-
nici. Zmeˇna oproti za´kladnı´mu ACO, je takova´, zˇe dana´ trasa mravence, pro u´speˇsˇne´
zdola´nı´ musı´ zahrnovat vsˇechny meˇsta. Tedy musı´ projı´t kazˇdy´m meˇstem.
V teorii grafu˚ je hamiltonovska´ kruzˇnice (take´ hamiltonovsky´ cyklus)
grafu takova´ kruzˇnice v tomto grafu, ktera´ projde pra´veˇ jednou vsˇemi jeho
vrcholy.[9]
Za´kladnı´ konstrukce algoritmu:
1. Vlozˇı´me do startovnı´ho uzlu mravence
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2. Podle rozhodovacı´ho pravidla vybereme dalsˇı´ uzel (meˇsto), ktere´ musı´ mravenec
navsˇtı´vit.
3. Pokud zby´va´ neˇjaky´ nenavsˇtı´veny´ uzel (meˇsto), prˇesun na (2)
4. Mravenec se vra´tı´ do startovnı´ho uzlu.
Na dany´ graf budeme take´ pouzˇı´vat metodu vyparˇovanı´ a prˇida´vanı´ feromonu na
hrany, jako je v za´kladnı´m modelu ACO.
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4 Implementace
Pro konecˇnou implementaci ACO algoritmu jsem zvolil jazyk C++. V te´to kapitole roze-
beru podrobneˇji implementovany´ ko´d.
Byla vytvorˇena trˇı´da s na´zvem cACO, ktera´ v sobeˇ obsahuje algoritmus pro vy´pocˇet.
Jako vstup zde byl zvolen graf, jenzˇ se skla´da´ z hran, ktere´ jsou reprezentova´ny struk-
turou HRANA. Struktura Hrana je jesˇteˇ obalena trˇı´dou cHranyV2, v trˇı´deˇ cACO pro
lepsˇı´ manipulaci. Trˇı´deˇ se dajı´ nastavit, pro vy´pocˇet, startovnı´ a cı´lovy´ uzel, konstanty
alfa(pro vy´pocˇet odparˇovanı´ feromonu z hran) a beta(pro vy´pocˇet va´hy feromonu prˇi
vy´beˇru cesty), a taky pocˇet mravencu˚ vyslany´ch v jednom cyklu(generaci) a pocˇet teˇchto
cyklu(generacı´). Byly vytvorˇeny dveˇ metody pro vy´pocˇet. Jedna metoda na hleda´ni nej-
kratsˇı´ cesty v grafu a druha metoda na rˇesˇeni TSP proble´mu˚.
4.1 Struktura HRANY
Struktura vytvorˇena pro za´stup hran v grafu s pouzˇitı´m ACO. Tato struktura je navrzˇena
tak, aby byla co nejjednodusˇsˇı´ a aby odra´zˇela pozˇadavky na zpracova´nı´. Struktura ob-
sahuje pozici, tedy pocˇa´tecˇnı´ a koncovy´ bod hrany v grafu, ktera´ je reprezentova´na jako
dveˇ celocˇı´selne´ hodnoty v poli.
Prvnı´ hodnota je pocˇa´tek hrany a druha hodnota je konec hrany, pro pouzˇı´va´nı´ v ori-
entovane´mgrafu. Jako dalsˇı´ atribut je zde cena, ktera´ urcˇuje, jak je dana´ hrana ohodnocena
(atraktivnı´). Prˇı´klademmu˚zˇe byt de´lka hrany (vzda´lenosti), cˇasova´ na´rocˇnost a jine´. Cena
je reprezentova´na cely´m cˇı´slem (integer). Poslednı´m atributem je feromon. Atribut znacˇı´
mnozˇstvı´ koncentrace feromonu na dane´ hraneˇ. Je reprezentova´n jako cˇı´slo s pohyblivou
rˇadovou cˇa´rkou (double).
struct HRANA
{
int poz[2];
int cena;
double feromon;
};
Vy´pis 1: Struktura HRANY
4.2 Trˇı´da cHranyV2
Trˇı´da cHranyV2 obaluje strukturu HRANY pro lepsˇı´ pra´ci. Tato trˇı´da se chova´ jako
obycˇejne´ dynamicke´ pole. Ma´ metody pro prˇida´vanı´ hran a modifikova´ni hran. Navı´c
je v te´to trˇı´deˇ implementovana´ metoda pro odparˇovanı´ feromonu z hran podle vzorce z
kapitoly 2.3 , tatometoda je nazvana´ PrepocetFer a jakoparametr si bere cˇı´slo s pohyblivou
rˇadovou cˇa´rkou, ktere´ urcˇuje, jak rychle se majı´ feromony odparˇovat z hran. Da´le je
implementova´na metoda pro prˇida´vanı´ feromonu na vybrane´ hrany.
16
class cHranyV2
{
public:
HRANA ∗hrany;
int pocet;
cHranyV2();
void add(int a, int b, int c =1, double f = 1.0) ;
void addModify(int a[2], double fer);
void PrepocetFer(double fer);
void clear () ;
};
Vy´pis 2: Trˇı´da cHranyV2
4.3 Trˇı´da cACO
Trˇı´da cACO slouzˇı´ jako celek cele´ho proble´mu. Stara´ se o naplneˇnı´ vstupnı´mi hodnotami,
zpracova´nı´ teˇchto hodnot a navra´cenı´ vy´sledku.
Nastavenı´ te´to trˇı´dy se da´ udeˇlat pomoci teˇchto parametru:
1. start - Startovnı´ uzel pro vyhleda´vanı´
2. cil - cı´lovy´ uzel pro vyhleda´va´nı´
3. alfa - Mı´ra vyparˇova´nı´ feromonu z hran
4. beta - Va´ha feromonu na hrana´ch vzhledem k ohodnocenı´ hran
5. mapa - Graf, ve ktere´m budeme prova´deˇt vy´pocˇty
6. pocetGeneraci - pocˇet vln, ktere´ budou vysla´ny
7. pocetMravencu - pocˇet mravencu˚ v jedne´ generaci
Trˇı´da obsahuje tyto metody:
1. Vypocet - slouzˇı´ pro vyhleda´vanı´ v grafu
2. VypocetTSP - slouzˇı´ pro rˇesˇenı´ TSP proble´mu
3. NastavGraf - slouzˇı´ pro zada´ni grafu
4. Cesty - slouzˇı´ pro vy´beˇr cesty
5. SetPMravencu - nastavuje pocˇet mravencu˚
6. SetPGeneraci - nastavuje pocˇet generacı´
7. SetStart - nastavuje startovnı´ uzel
8. SetCil - nastavuje cı´lovy´ uzel
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9. GetPMravencu - vracı´ pocˇet mravencu˚
10. GetPGeneraci - vracı´ pocˇet generacı´
11. GetStart - vracı´ startovnı´ uzel
12. GetCil - vracı´ cı´lovy´ uzel
class cACO
{
private:
cHranyV2 mapa;
int start ;
int cil ;
double alfa;
double beta;
int pocetMravencu;
int pocetGeneraci;
int Cesty(int i , cHrany historie , int zaznam[255],double pr[255], int cena[255]);
public:
cACO();
void Vypocet();
void VypocetTSP();
void NastavGraf(int ∗∗uzly, int pocet);
void SetPMravencu(int i){pocetMravencu = i;};
void SetPGeneraci(int i){pocetGeneraci = i;};
void SetStart(int i ){start= i ;};
void SetCil( int i ){ cil = i ;};
int GetPMravencu(){return pocetMravencu;};
int GetPGeneraci(){return pocetGeneraci;};
int GetStart(){return start ;};
int GetCil(){return cil ;};
};
Vy´pis 3: Trˇı´da cACO
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4.3.1 konstrukce algoritmu pro vyhleda´va´nı´
Algoritmus pracuje s neorientovany´m grafem, slouzˇı´ pro vyhleda´nı´ nejlepsˇı´ cesty podle
ohodnoceni hran v grafu. Nedovoluje vı´cena´sobny´ pru˚chod jednı´m uzlem. To proto, zˇe
prˇi vyhleda´va´ni by to zpu˚sobovalo v cesteˇ smycˇky, ktere´ jsou nezˇa´doucı´. Tento algoritmus
se nehodı´ na rˇesˇeni proble´mu˚ s TSP.
Tedy konecˇny´ algoritmus vypada´ takto:
Cyklus generaci (vln)
Cyklus jednoho mravence
Nastaveni mravence do startovnı´ho uzlu
Cykluspro cestu mravence
Zjisˇteˇnı´ poctu volny´ch cest z uzlu
Jestlizˇe je pocˇet 0 zabit mravence
Vybrat cestu z uzlu
prˇesunout se do vybrane´ho uzlu
Zapamatovat si prˇedchozı´ uzel
Jestlizˇejsem v cı´li
Porovnatnejlepsˇı´ dosazene´ cesty s aktua´lnı´ cestou
Zapamatova´nı´ cesty
Odparˇit z hran feromony
Prˇidat na hrany nejlepsˇı´ cesty feromony
Rozhodovacı´ pravidlo
Pravidlo pro rozhodova´nı´ vycha´zı´ ze vzorce z kapitoly 2.3. Pomocı´ β ovlivnˇujeme
rozhodova´nı´, prˇesneˇji va´hu mezi mnozˇstvı´m feromonu na hraneˇ a cenou hrany.
double n = 1.0/CenaHrany;
m = feromon∗pow(n,beta);
sance = m/ vm;
Vy´pis 4: Rozhodovacı´ pravidlo
kde vm je soucˇet vsˇech m z mozˇny´ch cest pro vy´beˇr.
Aktualizacˇnı´ pravidlo
Pravidlo pro aktualizaci hran vycha´zı´ z vzorce z kapitoly 2.3. Nejprve vsˇechny hrany
vyna´sobı´me (1.0-α) kde α je konstanta pro urcˇeni rychlosti vyparˇovanı´ feromonu. A
na´sledneˇ prˇicˇteme k hrana´m nejlepsˇı´ cesty feromony.
for( int i=0; i< pocetHran; i++)
{
hrany[i ]. feromon = hrany[i ]. feromon ∗ fer;
}
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Vy´pis 5: algoritmus pro odparˇova´nı´ feromonu
for( int i = 0; i < nejCesta.pocet; i++)
{
double fer = 1.0/delkaNejT;
nejCesta.hrany[i ]. feromon += fer;
}
Vy´pis 6: algoritmus pro prˇida´vanı´ feromonu
Generace mravencu˚
Mravence vysı´la´me ve vlna´ch, abychom zefektivnili pra´ci. Je lepsˇı´ prova´deˇt aktuali-
zacˇnı´ pravidlo po urcˇite´m pocˇtu pru˚chodu, z ktery´ch si vybereme nejlepsˇı´ vy´sledek. Za
prˇedpokladu, zˇe bychom nechteˇli mravence posı´lat ve vlna´ch. Tak pocˇet mravencu˚ ve
vlneˇ nastavı´me na 1 a k parametru GeneraceMravencu se chova´me, jako kdyby to byl
pocˇet vyslany´ch mravencu˚.
4.3.2 Konstrukce algoritmu pro TSP
Konstrukce vycha´zı´ z algoritmu z kapitoly 4.3.1. Pouze upravuje cˇa´st, kdy se rozhoduje,
kdy ma´ dany´ mravenec ukoncˇit svou pout’. Prˇi TSP musı´ dany´ mravenec obejı´t vsˇechny
uzly. Tedy mravenec sˇt’astneˇ dorazil do cı´le, kdyzˇ uzˇ neexistuje zˇa´dny´ dalsˇı´ uzel, ktery´
nenavsˇtı´vil.
Tedy konecˇny´ algoritmus vypada´ takto:
Cyklus generaci (vln)
Cyklus jednoho mravence
Nastaveni mravence do startovnı´ho uzlu
Cykluspro cestu mravence
Zjisˇteˇnı´ poctu volny´ch cest z uzlu
Jestlizˇe je pocˇet 0 zabit mravence
Vybrat cestu z uzlu
Prˇesunout se do vybrane´ho uzlu
Zapamatovat si prˇedchozı´ uzel
Jestlizˇejsou vsˇechny uzly uzˇ navsˇtı´vene´
Porovnatnejlepsˇı´ dosazene´ cesty s aktua´lnı´ cestou
Zapamatova´nı´ cesty
Odparˇit z hran feromony
Prˇidat na hrany nejlepsˇı´ cesty feromony
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5 Testovanı´
Vytvorˇeny´ algoritmus na TSP proble´m byl otestova´n na trˇech prˇı´kladech. Tyto prˇı´klady
byly vzaty ze stra´nek *ref odkaz*odkaz. Kazˇdy´ prˇı´klad je symetricky TSP proble´m. Stejne´
nastavenı´ pro vsˇechny prˇı´klady bylo α(), β() a pocˇet mravencu˚ v jedne´ generaci(10).
Na´sledneˇ byla meˇrˇena pru˚meˇrna´ procentua´lnı´ odchylka od nejlepsˇı´ cesty, ktera´ byly na
tomto grafu nalezena. U kazˇde´ho prˇı´kladu uva´dı´m kolik meˇl dany´ graf uzlu˚ a nejkratsˇı´
nalezenou trasu, ktera´ byla v tomto grafu nalezena. Prˇi testova´nı´ na graf postupneˇ apliku-
jeme 1,10,50,100,150,200,250 a 300 generaci. Pro kazˇdy´ pocˇet generaci neˇkolikra´t najdeme
nejkratsˇı´ cestu a tu zpru˚meˇrujeme. Z vy´sledny´ch hodnot vytvorˇı´me graf.
Prˇı´klad 1 (eil51.tsp)
Graf ma´ 51 jedna uzlu.
Nejkratsˇı´ nalezena cesta ma´ de´lku 426.
Obra´zek 5 ukazuje pru˚beˇh testova´nı´ algoritmu. Prˇi vypusˇteˇnı´ jen jedne´ generace je
odchylka od nejkratsˇı´ nalezene´ cesty vı´c jak 225%. Prˇi vysla´nı´ 100 generaci uzˇ ale odchylka
ma´ 80%. Graf se od vysla´nı´ 50 azˇ 150 generaci la´me. A od 200 generaci je uzˇ odchylka od
nalezene´ cesty pod 50% a od 300 vyslany´ch generaci je odchylka 8%. Tedy ma´ nalezena´
cesta byla o 8% delsˇı´ nezˇ nejlepsˇı´ nalezena cesta v grafu.
Prˇı´klad 2 (eil76.tsp)
Graf ma´ 76 jedna uzlu.
Nejkratsˇı´ nalezena cesta ma´ de´lku 538.
Obra´zek 6 ukazuje pru˚beˇh testova´nı´ algoritmu. Prˇi vypusˇteˇni jen jedne´ generace je
odchylka od nejkratsˇı´ nalezene´ cesty vı´c jak 300%. Prˇi vysla´ni 100 generaci uzˇ ale odchylka
ma´ 150%. Graf se od vysla´nı´ 50 azˇ 200 generaci la´me. A od 200 generaci je uzˇ odchylka od
nalezene´ cesty pod 50% a od 300 vyslany´ch generaci je odchylka 47%. Tedy ma´ nalezena
cesta byla o 47% delsˇı´ nezˇ nejlepsˇı´ nalezena cesta v grafu.
Prˇı´klad 3 (eil101.tsp)
Graf ma´ 101 jedna uzlu.
Nejkratsˇı´ nalezena´ cesta ma´ de´lku 629.
Obra´zek 7 ukazuje pru˚beˇh testova´nı´ algoritmu. Prˇi vypusˇteˇnı´ jen jedne´ generace je
odchylka od nejkratsˇı´ nalezene´ cesty vı´c jak 350%. Prˇi vysla´ni 100 generaci uzˇ ale odchylka
ma´ 200%. Graf se od vysla´nı´ 50 azˇ 200 generaci la´me. A od 200 generaci je uzˇ odchylka od
nalezene´ cesty pod 75% a od 300 vyslany´ch generaci je odchylka 53%. Tedy ma´ nalezena
cesta byla o 53% delsˇı´ nezˇ nejlepsˇı´ nalezena cesta v grafu.
5.1 Souhrn
Otestovanı´ algoritmu na´m uka´zalo, zˇe i kdyzˇ vysˇleme minimum mravencu˚, dostaneme
vy´sledek, ktery´ je ale velice neprˇesny´. Zvysˇova´nı´m vyslany´ch mravencu˚ roste sˇance na
nalezenı´ kratsˇı´ cesty. Nejlepsˇı´ vy´sledky jsou zobrazeny v tabulce 2.
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Obra´zek 5: Graf pro eil51.tsp
soubor dat Nej. cesta pocˇet uzlu Nej. vy´sledek α β pocˇet generaci % odchylka
eil51 426 51 448 0.1 0.5 300 5.2
eil76 538 76 580 0.1 1 300 7.8
eil101 629 101 662 0.1 2 300 5.2
Tabulka 2: Porovnanı´ vy´sledku
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Obra´zek 6: Graf pro eil76.tsp
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Obra´zek 7: Graf pro eil101.tsp
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Obra´zek 8: Graf pro eil51.tsp prˇi alfa = 0.5
5.2 Za´vislost α,β
Jak za´visı´ α a β na vy´sledne´ permutaci, bylo zjisˇteˇno testova´nı´m. Nejprve bylo α pone-
cha´no konstantnı´m na 0.1 a β byla nastavena z 0.5 na 1. A podruhe´ zu˚stala β konstantnı´
na 0.5 a α byla nastavena z 0.1 na 0.5. Vy´sledne´ grafy si mu˚zˇete prohle´dnout na obra´zku
8 a 9. Test byl proveden prˇi poctu 10 mravencu˚ na generaci na souboru dat z eil76.tsp prˇi
prvnı´m pokusu a na eil51.tsp prˇi druhe´m pokusu.
Jak je videˇt, zvy´sˇenı´ β na 1 meˇlo za na´sledek zlepsˇenı´ vy´sledku testova´nı´. Uzˇ prˇi 300
generaci ma´me vynikajı´cı´ vy´sledek.
Nadruhou stranuzvy´sˇenı´αneprˇı´zniveˇ ovlivnilo pru˚beˇh grafu.Odparˇova´nı´ feromonu˚
z hran bylo natolik rychle´, zˇe se v dane´m grafu nemohly porˇa´dneˇ vytvorˇit cesty a tudı´zˇ
to zhorsˇilo vy´sledky.
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Obra´zek 9: Graf pro eil76.tsp prˇi beta = 1
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6 Za´veˇr
ACO je prˇı´rodnı´ inspirace, ktera´ funguje velmi dobrˇe. Heuristicke´ algoritmy se hodı´ pro
rˇesˇenı´ neˇktery´ch specificky´ch proble´mu, dı´ky sve´ flexibiliteˇ. I kdyzˇ nezarucˇujı´ prˇesny´ a
nejlepsˇı´ vy´sledek, doka´zˇı´ se k takove´mu vy´sledku prˇiblı´zˇit. Uzˇ dnes se tyto algoritmy
pouzˇı´vajı´ a i nada´le se pouzˇı´vat budou. Vy´sledny´ na implementovany´ ko´d se urcˇiteˇ
nebude pouzˇı´vat v praxi, prˇi hleda´nı´ rˇesˇenı´. Ale mohl by byt za´kladem pro ty, co by jej
tvorˇily.
FirmaAntOptima [11] je peˇknou uka´zkouACO algoritmu v praxi. Je to sˇve´dska´ firma,
ktera´ vyuzˇı´va´ ACO pro rea´lne´ u´koly. Na svy´ch stra´nka´ch nabı´zı´ rˇadu sluzˇeb (Vehicle
routing, Data Mining, aj.), jenzˇ rˇesˇı´ pra´veˇ pomocı´ ACO.
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