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57  Resumen:
Método para el control en tiempo real del enfoque
dinámico en sistemas de imagen ultrasónica y
dispositivo calculador de adelanto de muestreo
asociado al mismo.
La presente invención divulga un dispositivo y un
método que realizan la focalización dinámica en
sistemas de imagen ultrasónica, aplicables a
inspecciones con presencia de un medio de
acoplamiento entre el transductor y la parte
inspeccionada. Los sistemas de imagen ultrasónica
comprenden un array de N elementos transductores
que emiten pulsos ultrasónicos con tiempos de vuelo
característicos a puntos focales dentro del objeto a
inspeccionar. La presente invención calcula un array
virtual equivalente en tiempos de vuelo al array de N
elementos, donde cada elemento perteneciente al
array de N elementos virtual se calcula a partir de las
coordenadas de dos focos FA y FB,
ambos situados en un rayo principal, y de la ecuación:
tK = t CF + t FA – t BF - tFV donde t CF, t FA, t BF,
tFV son los tiempos de vuelo característicos, y
tK es una constante independiente de la
posición del punto focal.
2 
 
DESCRIPCIÓN 
 
Método para el control en tiempo real del enfoque dinámico en sistemas de imagen ultrasónica y dispositivo calculador 
de adelanto de muestreo asociado al mismo 
 5 
OBJETO DE LA INVENCIÓN 
 
Esta invención descubre un método y un dispositivo para controlar automáticamente y en tiempo real el enfoque a todas 
las profundidades en sistemas de imagen ultrasónica. La presente invención opera tanto con medios homogéneos como 
cuando hay un acoplamiento (cuña, agua, etc.) entre el transductor y el medio inspeccionado, es decir, medios 10 
heterogéneos. 
 
ANTECEDENTES DE LA INVENCIÓN 
 
Los sistemas de imagen ultrasónica se basan en un conjunto o array de N elementos transductores que, al ser excitados 15 
eléctricamente, emiten pulsos ultrasónicos en el medio que se desea inspeccionar. El instante de emisión de cada 
elemento está temporizado para enviar el pulso ultrasónico en una dirección determinada. Se denomina ley focal al 
conjunto de retardos que deflectan y enfocan dicho pulso en una dirección y rango determinados. Cambiando la ley 
focal de emisión se modifica la dirección del pulso ultrasónico emitido (deflexión) para realizar un barrido angular de la 
región de interés.  20 
 
En recepción, los ecos producidos por discontinuidades en el medio inspeccionado llegan al receptor, el cual, con 
frecuencia, coincide con el emisor. Las señales recibidas se amplifican y digitalizan. A estas señales también se les 
aplican leyes focales que hacen una recepción selectiva de los ecos generados por reflectores situados a cierta 
profundidad en la dirección del haz emitido. 25 
 
Para ello, hay que compensar las diferencias de tiempo de vuelo en ida y vuelta desde el instante de emisión (que se 
supone originado en el centro del array) a cada foco y a cada elemento. Esta operación, denominada focalización o 
enfoque dinámico, requiere modificar dinámicamente el conjunto de retardos aplicados para cada muestra o, 
alternativamente, capturar selectivamente los ecos en los instantes en que se supone que llegan desde cada foco a 30 
cada elemento. Al realizar la suma de las muestras así obtenidas se obtiene una traza enfocada a todas las 
profundidades. 
 
El proceso se repite para cada ángulo de deflexión del haz, realizando un barrido de la zona inspeccionada. Al visualizar 
la intensidad de las señales de eco recibidas y enfocadas, la imagen muestra la amplitud de los reflectores en las 35 
posiciones que ocupan.  
 
Existe una amplia bibliografía de métodos para realizar la focalización dinámica, como S. C. Miller et al., Method and 
apparatus for providing dynamically variable time delays for ultrasound beamformer, US Pat. 5.844.139, 1 Dic. 1998, y 
M. D. Poland, Ultrasonic diagnostic imaging with automatic adjustment of beamforming parameters, US2007/0088213 40 
A1, Apr. 19, 2007. 
 
Uno de los aspectos claves de este proceso es la determinación y gestión dinámica de los retardos de enfoque a aplicar 
a las señales recibidas por cada elemento y para cada muestra. Como es bien conocido, tales retardos han de 
programarse con una resolución del orden de 1/16 a 1/64 el periodo de la señal, y son diferentes para cada canal y para 45 
cada muestra de la señal recibida. Como la frecuencia de muestreo de las señales de eco es elevada (típicamente entre 
10 y 50 MHz), el volumen de información que supone el conjunto de los retardos de enfoque dinámico es considerable. 
 
En el pasado se han proporcionado métodos que permiten compactar la información requerida por el proceso de 
enfoque dinámico a un bit por foco y canal (C. Fritsch et al., Composición coherente de señales por corrección focal 50 
progresiva, Pat. 2004/00203, 30 Ene. 2004). Sin embargo, es preciso calcular todos los retardos de enfoque, codificarlos 
y almacenarlos en memorias del sistema de imagen como paso previo a su utilización en tiempo real. 
 
Para evitar este proceso, se han propuesto técnicas que calculan los retardos de enfoque en tiempo real o controladores 
de enfoque. En K. Jeon et al., An efficient real time focusing delay calculation in ultrasonic imaging systems, Ultrasonic 55 
Imaging, 16, pp. 231-248, 1994, se describe una técnica basada en el algoritmo del punto medio usado en funciones 
gráficas de computación que evalúa las leyes focales en tiempo real; en R. Beaudin, M. Anthony, Delay Generator for 
phased array ultrasound beamformer, US Pat. 5522391, 4 Jun. 1996, se describe una técnica similar para realizar un 
generador de retardos en tiempo real; en S. Park et al., Real-time digital reception focusing method and apparatus 
adopting the same, US Pat. 5669384, 23 Sept. 1997, se propone el método del punto medio para realizar un generador 60 
de reloj que determina el instante de muestreo en cada canal para realizar la focalización dinámica; en M. Bae, Focusing 
delay calculation method for real-time digital focusing and apparatus adopting the same, US Pat. 5836881, 17 Nov. 1998 
se modifica la patente anterior para obtener los retardos de enfoque; en H. T. Feldkämper et al., Low power delay 
calculation for digital beamforming in handheld ultrasound systems, Proc. IEEE Ultrason. Symp., 2, pp. 1763-1766, 2000 
se propone otra variante que calcula los retardos de enfoque en tiempo real con menor consumo energético; en R. 65 
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Alexandru, Delay controller for ultrasound receive beamformer, US Pat. 7804736 B2, 28 Sep. 2010 se propone otro 
circuito que evalúa los retardos de enfoque con un número limitado de recursos. 
 
Si bien estas técnicas son útiles para operar en medios homogéneos, ninguna de ellas es válida para calcular las leyes 
focales en tiempo real cuando hay varios medios de propagación, ya que los algoritmos y circuitos descritos en las 5 
referencias citadas consideran que el ultrasonido se propaga con velocidad constante por un único medio homogéneo. 
 
Sin embargo, una situación habitual en Ensayos No Destructivos, es la inserción de una “cuña” o una “suela” entre el 
transductor y la pieza a inspeccionar, o bien la inspección se realiza por inmersión de la pieza en agua. En estos casos 
existen dos medios de propagación: el del acoplamiento (material de la cuña, suela o agua) y el de la pieza, cada uno 10 
de ellos con su propia velocidad de propagación. Por tanto, no son aplicables las técnicas mencionadas, ya que en la 
interfaz entre ambos materiales han de aplicarse las leyes de refracción, aspecto no considerado por los métodos 
conocidos para calcular las leyes focales en tiempo real.  
 
En la actualidad, a falta de controladores de enfoque en tiempo real, los cálculos han de realizarse previamente 15 
mediante métodos numéricos. Las leyes focales resultantes deben ser programadas en memorias para su utilización 
posterior en tiempo real. Los requisitos de memoria son elevados y, además, en espacios separados para cada canal. 
 
Además, es bien conocido que, cuando existe una interfaz entre dos medios con velocidades de propagación diferentes, 
el cálculo de las leyes focales es costoso en tiempo. En primer lugar hay que determinar el punto de entrada en la pieza 20 
de un hipotético rayo para cada elemento y cada foco según las leyes de la refracción (aplicación de la ley de Snell o del 
principio de Fermat), lo cual requiere un proceso de aproximaciones sucesivas para cada foco y cada elemento. 
Posteriormente, se determinan los tiempos de vuelo en ida y vuelta del ultrasonido en ambos medios siguiendo el rayo 
así determinado. Finalmente, se obtienen las leyes focales de las diferencias en los tiempos de vuelo y, de éstas, los 
códigos de enfoque. El proceso requiere un tiempo considerable de cálculo cuando se quiere realizar la focalización 25 
dinámica de todas las muestras adquiridas. 
 
Por consiguiente, es muy deseable obtener un dispositivo que evite este proceso previo y facilite el cálculo de las leyes 
focales en tiempo real dentro del propio sistema de imagen con total generalidad, esto es, tanto para medios 
homogéneos como para aplicaciones con un medio de acoplamiento interpuesto entre transductor y pieza. Proporcionar 30 
tal método y dispositivo es el objeto de la presente invención. 
 
DESCRIPCIÓN DE LA INVENCIÓN 
 
La presente invención divulga un dispositivo calculador de adelanto de muestreo que controla en tiempo real el enfoque 35 
dinámico de todas las muestras adquiridas, operando indistintamente en medios homogéneos o en medios 
heterogéneos, es decir, en aplicaciones donde exista un medio de acoplamiento entre transductor y pieza. . Se entiende 
por tiempo real el intervalo de tiempo predefinido para que se produzca un acontecimiento. 
 
El problema se aborda en dos pasos: 40 
 
i) Una fase de preparación o método por el cual se obtiene un array virtual equivalente en tiempo de vuelo del 
ultrasonido que opera en un único medio, evitando las complicaciones asociadas al paso de una interfaz 
(refracción, etc.). 
ii) Un controlador o aparato que, a partir de parámetros derivados de las posiciones de los elementos del array 45 
virtual equivalente, mantiene el enfoque para cada muestra adquirida en cada canal. 
 
Por tanto, en un primer aspecto de la invención se divulga un método para el control en tiempo real del enfoque en 
sistemas de imagen ultrasónica que opera tanto en un medio homogéneo o cuando existe un acoplamiento interpuesto 
entre transductor y pieza. Los sistemas de imagen ultrasónica comprenden un array de N elementos transductores que 50 
emiten pulsos ultrasónicos con tiempos de vuelo característicos a una diversidad de puntos focales comprendidos 
dentro de  un objeto a inspeccionar.  El método para el control en tiempo real del enfoque en sistemas de imagen 
ultrasónica comprende calcular un array de N elementos virtual equivalente en tiempos de vuelo al array de N elementos 
comprendido en el sistema de imagen ultrasónica, donde las coordenadas (xv, zv) de cada elemento perteneciente al 
array de N elementos virtual se calculan a partir de las coordenadas de dos focos FA y FB, ambos situados en un rayo 55 
principal que parte del centro del array de N elementos transductores y el punto focal, y de la ecuación:    
FVBFFACFK ttttt   
donde los tCF, tFA, tBF, tFV son los tiempos de vuelo característicos entre cada dos puntos indicados en los subíndices, 
siendo “B” el centro del array de N elementos virtual, “A” el transductor del array de N elementos transductores que 
recibe el eco del rayo principal y “V” el punto del array de N elementos virtual correspondiente al punto “A”, y tK es una 60 
constante independiente de la posición del punto focal; y donde el array de N elementos virtual es independiente del tipo 
de objeto a inspeccionar y del medio de acoplamiento entre el array de N elementos transductores y el objeto 
inspeccionado. Uno de los focos FA se ubica en las proximidades de la interfaz que separa los dos medios, uno de los 
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medios alberga al array de N elementos transductores y el otro medio alberga al objeto a inspeccionar, y el otro foco FB 
se encuentra en el límite del campo cercano dado por el rango: 
4
2
A
B
DR   
donde DA es el tamaño de la apertura y λ=c2/f la longitud de onda en el segundo medio, siendo f la frecuencia 
fundamental del transductor. El tiempo de vuelo característico tn de los elementos del array de N elementos virtual a un 5 
punto focal n, el cual pertenece a la diversidad de puntos focales, se obtiene en tiempo real mediante el cálculo de una 
estimación ntˆ  tal que: 
vtt nn /1|ˆ|   
siendo v un valor arbitrario mayor que la unidad. El cálculo de la estimación ntˆ tiene asociado un error acotado 
obteniendo una variable binaria Qn, tal que incrementa la estimación ntˆ  en 1 o en 1-1/v para determinar la siguiente 10 
estimación 1ˆ nt , dependiendo de si la estimación actual es menor o mayor que el valor tn.  
 
En un segundo aspecto de la invención se divulga un dispositivo calculador de adelanto de muestreo que comprende 
dos registros, un contador, un multiplicador, cuatro sumadores y un multiplexor que calcula en tiempo real la variable 
binaria Qn de un 1 bit definida en el primer aspecto de la invención. Los dos registros son cargados con unos valores 15 
iniciales determinados por las posiciones de los elementos del array de N elementos virtual definido en el primer aspecto 
de la invención y de un tiempo resultado del cálculo de la estimación ntˆ  definido en el primer aspecto de la invención. 
 
Dada la naturaleza de la presente invención, es necesario para la comprensión de la misma su apoyo en las figuras 
adjuntas. Por tanto, los detalles relacionados con los aspectos de la presente invención se encuentran en el apartado de 20 
“forma de realización de la invención”. 
 
DESCRIPCIÓN DE LAS FIGURAS. 
 
Para complementar la descripción que se está realizando y con objeto de ayudar a una mejor comprensión de las 25 
características de la invención, de acuerdo con un ejemplo preferente de realización práctica de la misma, se acompaña 
como parte integrante de dicha descripción, un juego de dibujos en donde con carácter ilustrativo y no limitativo, se ha 
representado lo siguiente: 
 
La Fig. 1 muestra una discontinuidad de medios que produce efectos de refracción sobre el ultrasonido emitido por un 30 
array y sobre los ecos devueltos por un posible reflector en el foco. 
 
La Fig. 2 muestra la construcción de un array virtual que opera en un único medio y, por tanto, está libre de los 
problemas debidos a la refracción. 
 35 
La Fig. 3 muestra el centro del array virtual situado en el origen de coordenadas y los elementos necesarios para el 
cálculo de leyes focales. 
 
La Fig. 4 muestra una realización preferida de un controlador de enfoque que opera en tiempo real. 
 40 
La Fig. 5 muestra un esquema de aplicación del controlador de enfoque a un banco de filtros de retardo fraccional. 
 
La Fig. 6 muestra los errores en los tiempos de vuelo en ida y vuelta a todas las muestras de un ejemplo de aplicación 
del controlador de enfoque que opera sobre el array virtual. 
 45 
FORMA DE REALIZACIÓN DE LA INVENCIÓN 
 
Respecto del primer aspecto de la invención, la Figura 1 muestra un array (10) y una interfaz (12) que separa dos 
medios con velocidades de propagación c1 y c2 correspondientes al medio de acoplamiento y a la pieza a inspeccionar, 
respectivamente. Se considera que la emisión se realiza desde el centro C del array en la dirección (13) o rayo principal, 50 
en el que se ubican los focos en el interior de la pieza. El tiempo de vuelo de ida y vuelta a un foco en F y al elemento A 
está dado por: 
 
 


 


 
1221 c
GA
c
FG
c
EF
c
CEtt FACF  (1) 
 55 
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donde E y G son los puntos de cruce de la interfaz del rayo principal y del de retorno. 
 
El cálculo anterior requiere conocer la posición de los puntos E y G. Al no existir formulaciones cerradas generales, este 
cálculo se realiza por métodos numéricos buscando, para todos los puntos de entrada posibles, aquellos que minimizan 
tCF y tFA para E y G, respectivamente, por aplicación del conocido principio de Fermat. También puede aplicarse la 5 
conocida ley de Snell de la refracción para evaluar las posiciones de estos puntos, conociendo la normal a la interfaz en 
cada punto. En ambos casos el proceso de cálculo es costoso, pues hay que repetirlo para cada uno de los focos, para 
todos los elementos del array y para todos los ángulos de deflexión. 
 
Una simplificación, que es un primer objetivo de la presente invención, consiste en obtener un array virtual que, 10 
operando únicamente en el segundo medio, proporcione tiempos de vuelo a los focos prácticamente iguales a los del 
array real. La Figura 2 muestra el array virtual (11) en el que, para el elemento V que corresponde al A del array real, se 
verifica: 
 
 FACFKKFVBF tttc
FVBFttt 
2
 (2) 15 
 
donde tK es una constante independiente de la posición del foco. Para su aplicación, es preciso calcular las 
coordenadas de los elementos del array virtual equivalente y el valor de la constante tK. 
 
El array virtual evita las complicaciones del paso de la interfaz y, en particular, del cálculo de las posiciones de los 20 
puntos E y G para cada uno de los focos. Además, al operar en un único medio homogéneo con velocidad de 
propagación c2, se abre la posibilidad de operar con circuitos ya conocidos de cálculo de leyes focales en tiempo real y, 
preferiblemente, con los que se describen posteriormente en esta memoria. 
 
El centro B del array virtual (11) se sitúa sobre la prolongación del rayo principal, ya que la ecuación (2) se verifica para 25 
todos los elementos del array, incluido uno que estuviera ubicado en su centro. 
 
Utilizando la ecuación (2) con el signo de igualdad: 
 
 FVBFFACFK ttttt   (5) 30 
 
La diferencia de tiempo tCF-tBF es una constante independiente de la posición del foco, igual a la diferencia en los 
tiempos de vuelo desde los centros de ambos arrays al punto de entrada E del rayo principal: 
 
 EBECEBFCF ttttt   (6) 35 
Los otros términos son: 
 
 


 
2221221 c
GF
c
VG
c
GF
c
AG
c
FV
c
GF
c
AGtt FVFA  (7) 
donde se ha considerado que el rayo de retorno FV pasa, aproximadamente, por el punto G evaluado para un foco 
lejano. Sustituyendo (6) y (7) en (5): 40 
 
 
21 c
VG
c
AGtt EK   (8) 
 
En óptica geométrica el invariante de Abbe establece que, para una interfaz de radio de curvatura mucho mayor que la 
distancia de la fuente a su superficie S1 y en la región paraxial, la imagen se forma a una distancia S2 tal que c1S1≈c2S2. 45 
Su aplicación a la geometría actual proporciona:  
 
 VGcAGc ·· 21   (9) 
 
Sustituyendo en (8) se obtiene el valor de la constante tK: 50 
 
 


  2
2
2
1
1
1
c
c
c
AGtt EK  (10) 
Las coordenadas (xV, zV) de los elementos del array virtual se calculan a partir de dos focos FA y FB (Fig. 2) en el rayo 
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principal y resolviendo la ecuación (2) con el signo de igualdad. Preferentemente FA se ubica en las proximidades de la 
interfaz y FB en el límite del campo cercano, dado por el rango: 
 4
2
A
B
DR   (11) 
donde DA es el tamaño de la apertura y λ=c2/f la longitud de onda en el segundo medio, siendo f la frecuencia 
fundamental del transductor. No es crítica la posición de FB, por lo que puede utilizarse para DA el tamaño de la apertura 5 
real, ya que el de la virtual sólo será conocido tras obtener las posiciones de sus elementos. La ubicación de FA 
tampoco es crítica, pudiendo situarse dentro de la pieza a una distancia RA tal que 0.5DA ≤ RA ≤ 1.5 DA. En los focos FA 
y FB la ecuación (2) se cumplirá exactamente, mientras que en los focos intermedios lo hará de forma aproximada. 
 
Una vez fijadas las coordenadas (xFA, zFA) y (xFB, zFB) de los focos FA y FB, se evalúa la ecuación (1) mediante los 10 
métodos numéricos descritos anteriormente (aplicación del principio de Fermat o de la ley de Snell), obteniendo los 
tiempos de vuelo tA y tB, respectivamente. Su sustitución en (2) con el signo de igualdad proporciona el par de 
ecuaciones: 
 
 
BK
FBVFBV
AK
FAVFAV
tt
c
zzxx
tt
c
zzxx


2
22
2
22
)()(
)()(
 (12) 15 
 
con incógnitas xV, zV y tK dado por la ecuación (10). Elevando al cuadrado: 
 
 
22
2
22
22
2
22
)()()(
)()()(
KBFBVFBV
KAFAVFAV
ttczzxx
ttczzxx


 (13) 
 20 
Denominando: 
 
FBFA
FBFA
FBFA
BAFBFAFBFA
KBB
KAA
xx
zzb
xx
Ka
kkzzxxK
ttck
ttck






)(2
)(
)(
222222
2
2
 (14) 
 
se llega a la ecuación de 2º grado: 
 25 
 02  CBzAz VV  (15) 
en la que: 
 
 
2222
2
2
222
1
AFAFAFA
FAFA
kaxazxC
zabbxB
bA



 (16) 
 30 
Resolviendo (15) se obtienen las soluciones: 
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VV
V
V
bzax
Ni
A
ACBBz
Ni
A
ACBBz



2
elementospara
2
4
2
elementospara
2
4
2
2
 (17) 
 
siendo N el número de elementos del array e i el índice con el rango de variación expresado. 
 
Es importante destacar que los métodos numéricos se utilizan únicamente para dos focos (FA y FB) en lugar de los miles 5 
de focos que componen una señal. Por consiguiente, el cálculo es cientos de veces más rápido que la aplicación de 
técnicas convencionales. Además, una vez obtenidas las posiciones de los elementos del array virtual con la ecuación 
(17), pueden calcularse las leyes focales prescindiendo de la interfaz y, por tanto, de las complicaciones asociadas a la 
refracción. Esto es también más rápido pero, incluso, es innecesario con los circuitos que se presentan a continuación. 
 10 
Respecto del segundo aspecto de la invención, la Figura 3 muestra el array virtual calculado según el procedimiento 
descrito anteriormente, donde las coordenadas de cada elemento (xV, zV) se evalúan por medio de la ecuación (17) y el 
origen de coordenadas se ha situado en el centro del array virtual B en (xB, zB) mediante una mera traslación: 
 BVVBVV zzzxxx  ','  (18) 
El tiempo de vuelo en ida y vuelta de un elemento del array virtual a un foco F en estas coordenadas locales es: 15 
 
2c
rRt FFF
  (19) 
donde RF es la distancia del centro del array al foco (camino de ida) y rF es la distancia del foco al elemento (camino de 
vuelta), siendo: 
 
 )cos'sin'(2'' 222  VVFVVFF zxRzxRr   (20) 20 
El intervalo ∆R entre muestras está determinado por el periodo de muestreo TS que, en ida y vuelta y en la pieza es: 
 
2
2 STcR   (21) 
Tomando ∆R como unidad de medida, las distancias se corresponden con intervalos de tiempo expresados en periodos 
TS. En particular, los tiempos asociados a las distancias RF = {∆R, 2∆R, 3∆R, ...} quedan representados por la 
secuencia de números naturales n = {1, 2, 3, ...}. Escalando RF, rF, x’V y z’V por ∆R se obtienen los valores n, r, x y z, 25 
respectivamente, que representan dichas distancias por el tiempo de vuelo en ida y vuelta en periodos TS: 
 
 RzzRxxRrrRRn AAFF  ////  (22) 
 
Con esto, 30 
 )cossin(2222  zxnzxnrn   (23) 
Elevando al cuadrado y denominando  cossin zx  , 22 zx  , siendo ambas constantes 
independientes del foco, se obtiene: 
   nnrn 222  (24) 
De (19), el tiempo de vuelo i/v al foco n en intervalos TS es, 35 
 
2
n
n
rnt   (25) 
Esta expresión debe obtener rn de (23), lo que requeriría circuitos demasiado complicados para operar en tiempo real. 
Pero, en realidad, basta obtener estimaciones ntˆ de tn tales que el error sea pequeño, esto es, 
 vtt nn /1|ˆ|   (26) 
 40 
donde v es un valor arbitrario mayor que la unidad y, además, no es necesario que sea entero ni potencia de 2. 
Por ejemplo, eligiendo v=10, el error de la estimación ntˆ respecto al valor real tn será inferior a 1/10 del periodo de 
muestreo. Entonces, si la frecuencia de muestreo es 4 veces la del transductor, el error en la estimación del tiempo de 
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vuelo será inferior a 1/40 el periodo de la señal. Como es conocido por los especialistas, los errores comprendidos entre 
1/16 y 1/64 el periodo de la señal son aceptables por lo que, típicamente, 4 ≤ v ≤ 16. 
 
Para mantener el error acotado según (26), esta invención evalúa una variable binaria Qn (Qn = {0,1}) que incrementa la 
estimación actual ntˆ  en 1 o en 1-1/v para obtener la siguiente, 1ˆ nt , dependiendo de si la estimación es menor o mayor 5 
que el valor actual tn, esto es: 
 
 )ˆ( nnn ttQ   (27) 
 
 vQtt nnn /1ˆˆ 1   (28) 10 
 
La ecuación (27) determina que si la estimación es inferior al valor actual resulta Qn = 0, y la ecuación (28) indica que, 
en este caso, para la muestra n+1 se mantenga el intervalo de muestreo nominal, TS. Si, por el contrario, la estimación 
supera al valor actual, entonces Qn =1 y para la muestra n+1 el instante de muestreo se adelanta una cantidad TS /v. En 
definitiva es un sistema de control que procura mantener la estimación ntˆ  próxima al valor actual tn, con un error 15 
absoluto inferior a TS /v. 
 
Las ecuaciones (27) y (28) proporcionan estimaciones con un error inferior a 1/v respecto al tiempo de vuelo verdadero 
a partir de cierto rango R0 para el que la diferencia de tiempos de vuelo a muestras consecutivas verifica: 
 111 1   nn ttv  (29) 20 
En efecto, si vtt nn /1|ˆ|  , la aplicación de (28) producirá vtt nn /1|ˆ| 11    en todo el rango en que se verifique 
(29). El rango mínimo R0 depende de v y del tamaño de la apertura D y viene dado por:   
 
 
140  v
DvR  (30) 
Se comprueba que, para v=8, la mínima apertura numérica utilizable es F#min = R0/D = 0.76. Otros calculadores de leyes 25 
focales requieren F#min > 1 para operar con la misma precisión (v=8), por lo que el método descrito en esta patente 
opera en regiones más próximas al array con apertura completa. 
 
Un aspecto clave de la presente invención es obtener en tiempo real los valores sucesivos de Qn para todas las 
muestras n > n0 = [R0/∆R]↑ mediante un sencillo circuito. Así, el valor obtenido se utiliza para adelantar en TS/v (Qn = 1) 30 
o no adelantar (Qn = 0) el instante de muestreo de la muestra n para mantener enfocada la recepción. Para ello, de (25), 
 
 
2
1 1
1


 nn rnt  (31) 
 
 
2
11
1
  nnnnn rrttt  (32) 35 
Combinando este resultado con la expresión (29) se obtiene, 
 121 1   nnn rrvr  (33) 
Como en el caso de la ecuación (27), Qn puede obtenerse de la comparación del valor estimado nrˆ con el actual de nr : 
 )ˆ( nnn rrQ   (34a)  
 40 
 vQrr nnn /21ˆˆ 1   (35) 
 
Para evaluar (34a) podemos operar con los cuadrados ya que se trata de magnitudes positivas. Esto es, igualmente se 
puede decir que: 
 )ˆ( 22 nnn rrQ   (34b) 45 
Así, elevando (24) al cuadrado se obtiene: 
   221222 1 nnnrn  (36) 
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Llamando )cossin(2121  zxA  , constante para un elemento y una dirección de deflexión 
determinados, (36) queda: 
 Anrr nn  222 1 , (37) 
 
Por otra parte, elevando (35) al cuadrado y denominando Pn=1-2Qn /v, 5 
222
1 ˆ2ˆˆ nnnnn PrPrr   (38) 
 
Restando esta ecuación de la (37), 
 2222 1
2
1 ˆ22)ˆ(ˆ nnnnnnn PrPAnrrrr    (39) 
 10 
Denominando, 
 
22 ˆ
)ˆ2(
2
nnn
nnnn
n
rrD
PrPC
AnB



 (40) 
se obtienen de (35) y (39) las siguientes fórmulas de cálculo iterativo: 
 
nnn
nnnn
nn
Prr
CBDD
BB






ˆˆ
2
1
1
1
 (41) 
 15 
Por otra parte, teniendo en cuenta (34a) y (34b): 
 )0()ˆ()ˆ( 22  nnnnnn DrrrrQ  (42) 
esto es, el valor de Qn  es el bit de signo de Dn. Además, como Pn=1-2Qn /v:  
  
 Si Dn ≥ 0 es Qn =0 y Pn =1 20 
 Si Dn < 0 es Qn =1 y Pn =1-2/v 
 
El proceso de cálculo es aplicable a partir de un primer valor n=n0 para el cual se establecen los valores iniciales: 
 
AnBB
DD
nrrr
zxA
RRnn
n
n
n




 
00
0
00
00
2
0
)(ˆ
)cossin(21
]/[

 (43) 
 25 
donde “↑” en [x]↑ representa el redondeo por exceso del argumento x. 
 
Las variables Bn, Dn y nrˆ  se actualizan en tiempo real para cada muestra n > n0 tal y como indica las ecuaciones (41). 
Los restantes valores son: 
 
)ˆ2(
/21
)0(
nnnn
nn
nn
PrPC
vQP
DQ



 (44) 30 
 
Con esto se completa el cálculo de la variable binaria Qn para realizar el enfoque en tiempo real por aplicación de la 
ecuación (45). El método se basa en evaluar los valores Bn+1, Cn+1 y Dn+1 a partir de los anteriores Bn, Cn, Dn y Qn. 
 
La Figura 4 muestra un circuito que realiza los cálculos de las ecuaciones (41) y (44). La lógica evalúa las tres variables 35 
registradas Dn, Bn y nrˆ  (unidades 21, 22 y 23, respectivamente) mediante sumadores (unidades 24, 25, 26 y 27), un 
multiplicador (unidad 29) y un multiplexor (unidad 30). El multiplicador x2 (unidad 28) no requiere lógica, es un mero 
desplazamiento a la izquierda de los bits del registro R (unidad 23), añadiendo un 0 en el bit menos significativo. 
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Los registros R y D (unidades 21 y 23) actualizan en cada ciclo de reloj los valores nrˆ  y Dn con los valores presentes a 
sus entradas respectivas, que corresponden a los valores 1ˆ nr  y Dn+1 dados por (41). Por su parte, B (unidad 22) 
incrementa su valor en 2 unidades en cada ciclo de reloj, como indica la misma ecuación. El reloj para estas unidades 
es el de muestreo, de modo que la actualización de su contenido se produce en cada muestra, realizando por 
consiguiente el enfoque dinámico en cada muestra. Por claridad, en este esquema se ha omitido la lógica para la carga 5 
de los valores iniciales en estos registros aspecto que, por otra parte, es trivial. 
 
El valor de Qn está representado por el signo actual de Dn, que es el bit más significativo del registro D (23). Éste se 
utiliza para controlar el multiplexor (30), de forma que si Qn =0 se selecciona Pn =1 y si Qn =1 se obtiene Pn =1-2/v, de 
acuerdo con lo expresado por la teoría desarrollada. 10 
 
El valor de 1ˆ nr se obtiene a la entrada del registro R como la suma en la unidad (24) de su contenido actual nrˆ  con el 
valor Pn proporcionado por el multiplexor. El contenido de R será actualizado en el siguiente ciclo de reloj. 
 
El cálculo de Cn requiere el valor nrˆ2 , que se obtiene en (28) por un simple desplazamiento a la izquierda de la salida 15 
de R, operación que se realiza sin coste alguno de lógica. El sumador (25) obtiene nn Pr ˆ2 , que se proporciona como 
una de las entradas al multiplicador (29), cuya salida es el valor )ˆ2( nnnn PrPC  . 
 
Por su parte, el restador (26) obtiene a su salida Bn-Cn valor que, a su vez, constituye una de las entradas del sumador 
(27). Éste obtiene la suma final (Bn – Cn) + Dn que es el valor Dn+1 preparado a la entrada del registro D (23) para ser 20 
actualizado en el siguiente ciclo de reloj. 
 
Este circuito presenta diversas ventajas frente a otras realizaciones. En primer lugar, utiliza un multiplicador que le da la 
versatilidad de poder elegir arbitrariamente la fracción v que controla el error de enfoque. Hasta ahora, se ha tratado de 
evitar el uso de multiplicadores por el gran número de recursos lógicos que consume esta operación. Sin embargo, los 25 
actuales dispositivos de lógica programable contienen decenas a miles de multiplicadores realizados en silicio con alta 
precisión, velocidad y bajo consumo energético. Por tanto, usar un multiplicador no supone una desventaja en cuanto a 
consumo de recursos. 
 
Otra ventaja del circuito propuesto es la posibilidad de realizarlo con celdas dedicadas (celdas DSP) disponibles en los 30 
modernos dispositivos de lógica programable. Estas celdas no consumen recursos lógicos, tienen bajo consumo y 
elevada precisión, lo que dota de mayor versatilidad al diseño. Una particularidad del circuito propuesto es que se trata 
de un diseño en cadena, cuya segmentación es sencilla, lo que facilitaría compartir un único circuito de control de 
enfoque entre varios canales, con el consiguiente ahorro de recursos. 
 35 
Una ventaja adicional es que el circuito proporciona una única salida de un bit (la variable Qn) que marca el instante de 
muestreo en cada canal para mantener la recepción enfocada en todo el recorrido, evitando la transferencia de palabras 
multi-bit a otras unidades. En sí mismo el circuito descrito es un generador de reloj de muestreo para cada canal, que 
sólo requiere la carga de 2 parámetros iniciales (r0 y B0). Utilizando la salida Qn como reloj de muestreo se mantiene la 
imagen ultrasónica enfocada muestra a muestra. 40 
 
El circuito es útil también para calcular el tiempo de vuelo array-foco-elemento en tiempo real y, de este resultado, 
obtener los retardos de enfoque en periodos de muestreo, aunque este modo no sea el preferido por requerir una salida 
multi-bit. Para ello, basta sumar el contenido del registro R (unidad 21, nrˆ ) con el de un contador N (no mostrado) que 
cuenta el número de muestras n desde el disparo; dividiendo el resultado por 2, tal y como expresa la ecuación (25), se 45 
obtiene el tiempo de vuelo en ida y vuelta. 
 
En la realización preferida de este circuito, la única salida necesaria es el valor del bit Qn, siendo las restantes variables 
instrumentos para su cálculo. Para operar con conversores analógico-digitales que tienen un reloj común en todos los 
canales, la señal binaria Qn se utiliza para “adelantar” en 1/v la señal adquirida con un reloj de muestreo de frecuencia 50 
constante. Para ello se utiliza un banco de v filtros de retardo fraccional como indica la Figura 5 para v=4. 
 
En esta forma de aplicación de la presente invención la señal Q (32) acciona un contador de b bits (40) que selecciona 
la salida de uno de los v filtros de retardo fraccional mediante el multiplexor 45. Estos filtros interpolan las muestras de la 
señal de entrada xk = x(kTS), con k= entero, y proporcionan a la salida muestras yk = x(kTS +a/vTS), con a/v = 55 
fraccionario, esto es retrasadas una fracción a/vTS. Estos filtros son bien conocidos y su diseño está descrito, por 
ejemplo, en T. I. Laakso et al., Splitting the Unit Delay, IEEE Sig. Proc. Magazine, pp. 30-58, Jan. 1996. 
 
En el ejemplo mostrado en la figura 5, v =4 y cada filtro (unidades 41 a 44) proporciona el valor de la muestra de entrada 
(50) retrasada una cantidad (1+1)·TS, (1+1/4)·TS, (1+1/2)·TS y (1+3/4)·TS, respectivamente. Esto es, el intervalo 60 
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temporal entre las salidas es TS/v, en este caso TS/4. Para otros valores de v los retardos de los filtros y su número 
cambian de forma correspondiente. 
 
Cuando la entrada 32 indica Q = 1, el contador (40) avanza y hace que el multiplexor (45) seleccione la salida del 
siguiente filtro de retardo fraccional para producir en la salida (51) muestras con un retardo TS/v inferior, esto es, se 5 
adelanta la señal en TS/v. Justamente esta es la aplicación de la ecuación 28 que, como se ha demostrado, mantiene 
las muestras con un error en los retardos inferior a TS/v (ecuación 26). 
 
El consumo de recursos de los circuitos presentados (Figuras 4 y 5) es limitado, pudiendo integrarse fácilmente en los 
dispositivos de lógica programable actuales. Puesto que la frecuencia de operación es la de muestreo, no existen 10 
problemas críticos para el enrutamiento de las señales. 
 
Finalmente, aplicando la metodología descrita, estos circuitos realizan automáticamente el control del enfoque con 
independencia de que exista o no una interfaz interpuesta entre el transductor y la región de interés, aspecto que 
diferencia especialmente a esta invención de otras propuestas con anterioridad. 15 
 
Ejemplo de realización 
 
A continuación se especifica un ejemplo de realización de la presente invención con valores reales de una posible 
situación real. En este ejemplo se trata de realizar una imagen ultrasónica por inmersión de una pieza cilíndrica de 20 
acero. Las velocidades de propagación del ultrasonido en el agua y en la pieza son c1 = 1500 m/s y c2 = 6000 m/s, 
respectivamente. Se utiliza un array con N=32 elementos, de frecuencia central f =5 MHz y distancia entre elementos d 
= 0.6 mm. Todos estos valores son típicos en situaciones reales y la geometría es la mostrada en la Fig. 1, para un rayo 
con un ángulo de deflexión de 40º respecto a la normal en la superficie de la pieza. Este es uno de los múltiples rayos 
generados para realizar un barrido sectorial de la pieza. 25 
 
Se ha evaluado el array virtual para esta situación, obteniéndose el resultado mostrado en la Fig. 2. Con los parámetros 
calculados de este array virtual, se ha obtenido el rango mínimo R0 (ecuación 30) y, para este rango, los valores 
iniciales dados por la ecuación 43. 
 30 
Se ha simulado la operación del circuito mostrado en la Figura 4 para el elemento 32 en un rango entre 14 mm y 144 
mm de la interfaz, donde el valor inferior corresponde a R0. Se han anotado los tiempos de vuelo en ida y vuelta 
proporcionados por el circuito a los focos situados a intervalos ∆R =0.075 mm en dicho rango, utilizando un factor v=8 y 
una frecuencia de muestreo de 40 MHz (periodo TS = 25 ns). 
 35 
Por otro lado, para contrastar estos resultados, se han calculado los tiempos de vuelo a cada uno de los focos 
atravesando la interfaz utilizando métodos numéricos (aplicación del principio de Fermat), esto es, teniendo en cuenta la 
refracción como hacen los métodos convencionales. 
 
La Fig. 6 muestra el valor absoluto de las diferencias en los tiempos de vuelo entre uno y otro método, las cuales se 40 
consideran errores. Como puede observarse, estos son muy limitados (errores inferiores a 9 ns en todo el rango), lo que 
para este array representa 1/22 el periodo de la señal. Se ha repetido el proceso para todos los demás elementos, 
encontrándose que los errores son en todos los casos inferiores a los mostrados en la Figura 6. 
 
Se observa que estos errores tienen dos componentes: una única oscilación en todo el rango, responsable de la mayor 45 
amplitud del error, a la que se superponen múltiples oscilaciones de pequeña amplitud. La primera componente se debe 
a las aproximaciones de cálculo realizadas para obtener el array virtual equivalente en un único medio. La componente 
de menor amplitud y variación más rápida es debida al circuito de control de enfoque, cuyo error teórico es inferior a 
TS/v = 3.125 ns en este ejemplo. Se comprueba que, en efecto, las oscilaciones son inferiores a esta cantidad. 
 50 
El proceso se ha repetido también para otras configuraciones, geometrías, valores de v, ángulos de deflexión, etc., 
encontrando en todos los casos resultados similares: bajos errores en los tiempos de vuelo que mantendrán un correcto 
enfoque a todas las profundidades en tiempo real. 
 
Por otra parte, se ha verificado que si el medio es homogéneo (esto es, no existe interfaz), el array virtual coincide con 55 
el real y los únicos errores son los debidos al circuito de control del enfoque, que son inferiores a TS/v. 
 
Por consiguiente, se concluye que el método y circuitos descritos son válidos para mantener el enfoque controlado en 
toda la profundidad, tanto si se trata de un único medio homogéneo, como cuando existe un acoplamiento interpuesto 
entre el transductor y la pieza inspeccionada. 60 
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REIVINDICACIONES 
 
1. Método para el control en tiempo real del enfoque dinámico en sistemas de imagen ultrasónica, donde los 
sistemas de imagen ultrasónica comprenden un array de N elementos transductores que emiten pulsos ultrasónicos con 
tiempos de vuelo característicos a una diversidad de puntos focales comprendidos dentro de un objeto a inspeccionar;  5 
el método está caracterizado por que comprende:  
 calcular un array de N elementos virtual equivalente en tiempos de vuelo al array de N elementos transductores 
comprendido en el sistema de imagen ultrasónica, donde las coordenadas (xv, zv) de cada elemento 
perteneciente al array de N elementos virtual se calculan a partir de las coordenadas de dos focos FA y FB, 
ambos situados en un rayo principal que parte del centro “C” del array de N elementos transductores y el punto 10 
focal “F”, y de la ecuación:    
FVBFFACFK ttttt   
donde los tCF, tFA, tBF, tFV son los tiempos de vuelo característicos entre cada dos puntos indicados en los 
subíndices, siendo “B” el centro del array de N elementos virtual, “A” el transductor del array de N elementos 
transductores que recibe el eco del rayo principal y “V” el punto del array de N elementos virtual 15 
correspondiente al punto “A”, y tK es una constante independiente de la posición del punto focal; y, 
donde dicho array de N elementos virtual es independiente del tipo de objeto a inspeccionar y del medio de 
acoplamiento entre el array de N elementos transductores y el objeto inspeccionado. 
 
2. Método para el control en tiempo real del enfoque dinámico en sistemas de imagen ultrasónica según la 20 
reivindicación 1, caracterizado porque uno de los focos FA es ubicado en las proximidades de una interfaz que separa 
dos medios, uno de los medios alberga al array de N elementos transductores y el otro medio alberga al objeto a 
inspeccionar, y el otro foco FB es ubicado en el límite del campo cercano, dado por el rango: 
4
2
A
B
DR   
donde DA es el tamaño de la apertura y λ=c2/f la longitud de onda en el segundo medio, siendo f la frecuencia 25 
fundamental del transductor. 
 
3. Método para el control en tiempo real del enfoque dinámico en sistemas de imagen ultrasónica según la 
reivindicación 1, caracterizado por que el tiempo de vuelo característico tn de los elementos del array de N elementos 
virtual a un punto focal n, el cual pertenece a la diversidad de puntos focales, se calcula en tiempo real mediante el 30 
cálculo de una estimación ntˆ  tal que: 
vtt nn /1|ˆ|   
siendo v un valor arbitrario mayor que la unidad. 
 
4. Método para el control en tiempo real del enfoque dinámico en sistemas de imagen ultrasónica según la 35 
reivindicación 3, caracterizado por que el cálculo de la estimación ntˆ tiene asociado un error que se encuentra acotado 
mediante el cálculo de una variable binaria Qn que incrementa la estimación ntˆ  en 1 o en 1-1/v para obtener la siguiente 
estimación 1ˆ nt , dependiendo de si la estimación es menor o mayor que el valor actual tn. 
  
5. Dispositivo calculador de adelanto de muestreo adecuado para llevar a cabo el método definido en una 40 
cualquiera de las reivindicaciones anteriores, que comprende tres registros (21, 22, 23)  que cargan sendas variables 
iniciales, un contador, un primer multiplicador (29), cuatro sumadores (24, 25, 26, 27) y un multiplexor (30) que calcula 
en tiempo real la variable binaria Qn de un 1 bit definida en la reivindicación 4; donde un sumador (26) de los cuatro 
sumadores recibe la señal de un registro (22) a la que le resta la señal de otro registro (21) tras pasar, dicha señal, por 
un multiplicador (28), otro sumador (25) de los cuatro sumadores y el primer multiplicador (29); la salida de dicho un 45 
sumador (26)  se conecta a otro sumador (27) y la salida de este se conecta a un registro (23), cuya salida está 
conectada a la entrada del control del multiplexor (30) que conecta su salida con una de sus entradas de valor 1 y 1-2/v 
en función del valor de la entrada de control.  
 
6. Dispositivo calculador de adelanto de muestreo, según la reivindicación 5, caracterizado porque los dos registros 50 
son cargados con unos valores iniciales que están determinados por las posiciones de los elementos del array de N 
elementos virtual definido en una cualquiera de las reivindicaciones 1 a 4 y de un tiempo resultado del cálculo de la 
estimación ntˆ  definido en una cualquiera de las reivindicaciones 3 a 4. 
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