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Background: In model-based test generation, SMT solvers explore
the state-space of the model in search of violations of specified
properties. If the solver finds that a predicate can be violated, it
produces a partial test specification demonstrating the violation.
Aims: The choice of solvers is important, as each may produce
differing counterexamples. We aim to understand how solver choice
impacts the effectiveness of generated test suites at finding faults.
Method:We have performed experiments examining the impact
of solver choice across multiple dimensions, examining the ability
to attain goal satisfaction and fault detection when satisfaction is
achieved—varying the source of test goals, data types of model
input, and test oracle.
Results: The results of our experiment show that solvers vary in
their ability to produce counterexamples, and—for models where
all solvers achieve goal satisfaction—in the resulting fault detection
of the generated test suites. The choice of solver has an impact on
the resulting test suite, regardless of the oracle, model structure, or
source of testing goals.
Conclusions: The results of this study identify factors that impact
fault-detection effectiveness, and advice that could improve future
approaches to model-based test generation.
CCS CONCEPTS
• Software and its engineering→ Software testing and de-
bugging; System modeling languages.
KEYWORDS
Model-Based Test Generation, Model-Driven Development, Sat-
isfiability Modulo Theories
1 INTRODUCTION
Model-driven development is a practice where models of system
behavior are analyzed in order to improve the quality of the fi-
nal system. Such models [36], often expressed as state-transition
systems, represent the system specifications by prescribing the
behavior (the state) to be exhibited in response to input. Models
allow the analysis of system requirements and behavior, the debate
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of design decisions, and the construction of test cases before mis-
takes lead to expensive or life-threatening failures. Model-driven
development has been adopted in safety-critical domains such as
avionic [24], automotive [25], and medical systems [39].
Models allow testing activities to begin before the actual imple-
mentation is constructed, and models are suited to the application
of automated test generation techniques [24, 36]. Tests generated
from these models can be used either to test the model itself or to
test the real system, once constructed.
A common form of model-based test generation is based on
the use of bounded model checking [20, 43], where properties ex-
pected of the model are embedded as temporal logic formulae—
Boolean predicates describing states encountered during execu-
tion paths [30]. Model checking relies on the use of an SMT solver.
Solvers explore the state-space of the model—in search of states
that violate the specified properties—by casting property violation
as a Boolean satisfiability problem [30]. If the model checker finds
that a predicate can be violated, it produces a counterexample—a
partial test specification demonstrating the violation.
Often, rather than being used to search directly for violations of
properties, we instead embed properties that we want to show can
be met by the model. We then negate those properties, claiming that
they cannot be met. The model checker then attempts to produce
a counterexample illustrating how the property can be met. This
counterexample offers test input that can be applied to put the
model into the desired state. Often, this form of test generation
is used to achieve structural coverage over the model [21, 24]. By
repeating this process for each goal of the coverage criterion, we
can thoroughly explore the state-space of the model.
The choice of solvers is important, as each follows their own
algorithm, and each may produce differing counterexamples. Each
may be better suited to particular classes of problems, or types
of models. In many situations, multiple solvers could be used to
guide the test generation process. If only one is capable of achieving
goal satisfaction, the choice of solver is clear—use the one that can
solve your problem. However, with advances in both computing
power and algorithm design, we increasingly encounter situations
where multiple solvers can produce test cases for a given model.
Consider four common solvers: Z3 [14], MathSAT5 [10], CVC4 [7],
and Yices2 [15]. Each is able to handle similar model structures and
data types. In this situation, does it matter which solver is used?
Even in this situation, there may still be merit in choosing one
solver over another. Multiple input choices often lead to the same
state. The strategy used to sample the input space differs from one
solver to another, and the resulting test suites—while demonstrating
the same goals—may offer different paths or choices of input in
ESEM ’20, 2020, Bari, Italy Anonymous Authors
service of achieving that goal. This can, in turn, impact the fault-
detection potential of the test suite [24]. In practice, the choice of
solver could have an impact on the ability of the generated test suite
to detect failures in the model or the system. To help developers
choose the right solver for their task, we must understand the
differences in the test cases produced by those solvers.
To examine the fault-detection capabilities of suites produced by
Z3, Yices2, CVC4, and MathSAT5, we have performed test genera-
tion over 37 models. Tests were generated targeting four different
coverage criteria—Branch Coverage, Decision Coverage, Condition
Coverage, and Modified Condition/Decision Coverage (MC/DC).
We seeded up to 500 faults—mutations—in each model, and assess
the ability of the generated test suites to detect them using two
different test oracle strategies—oracles based on the output vari-
ables of the model and maximal oracles that assess the values of
all model variables [23]. This experiment allows us to examine the
impact of solver choice on multiple dimensions—the ability of a
solver to achieve goal satisfaction, and the impact on fault-detection
effectiveness of the solver algorithm, types of goals, data types of
the model variables, and the type of test oracle.
The results of our experiments demonstrate that:
• CVC4 and MathSAT5 fail to produce test cases for a subset
of the goals on seven models (18.92%), while Z3 and Yices2
achieve satisfaction over the full set.
• The solvers yield test suites that differ in fault-detection
capabilities for 18 models (48.65%). Performance differences
are seen for 13 of these models across all coverage criteria.
• When using a standard output-based oracle, suites generated
by CVC4 and MathSAT5 outperform suites generated by Z3
with significance. When using a maximal oracle, CVC4 and
MathSAT5 also outperform Yices2 with significance.
• Solvers and generation frameworks could improve fault de-
tection by factoring effect propagation of variables, like those
associated with testing goals, into input selection.
• Complex goals constrain the solver’s ability to choose input,
narrowing the performance gap. Simple testing goals can be
satisfied by a wider range of input, magnifying the difference
in search strategies employed by solvers.
• Solvers could improve fault-detection by applying a wider
variety of values, rather than favoring fixed values.
• Solvers, by design, omit unused input variables from the
counterexample. The strategy used by the test generation
framework to fill those gaps impacts fault detection.
• Solvers often offer parameters that can be used to control
the search. These parameters could be automatically tuned
by test generation frameworks.
We observe, from this study, that the choice of solver has a major
impact on the resulting test suite, regardless of the oracle, model
structure, or source of testing goals. The results of this study identify
factors that impact fault-detection effectiveness, and offer advice
that could be used to improve future solvers and future approaches
to model-based test generation as well as other test generation
methods that make use of solvers, like symbolic execution [49].
2 BACKGROUND
Bounded model checking is an automated approach to property ver-
ification where the state-space of a model is explored for a state that
violates user-specified properties [26, 30]. Bounded model check-
ing is based on logical propositions, often expressed in a temporal
language where a formula is not statically true or false in a model.
Instead, across the states of the model reached during execution,
a formula may be true in some states and false in others [30]. The
problem of identifying property-violating states can be expressed
as a Satisfiability Modulo Theories (SMT) instance, a generalization
of a boolean satisfiability instance in which atomic boolean vari-
ables are replaced by predicates expressed in classical first-order
logic [8]. An SMT problem can be thought of as a constraint sat-
isfaction problem—we seek values for the input variables of the
model that lead to a state violating the stated properties. Bounded
model checking is a specific form of model checking where, given
a transition-based model M , a set of logical formulae f , and a
user-supplied transition limit k , we can decide whether or not f
is satisfiable over all transition paths of length k . If the formulae
can be violated, the model checker produces a counter-example
showing a set of transitions that cause the violation.
Within the bounded model checking framework, the solver at-
tempts to falsify the user-specified properties by using a search
strategy to explore the state space of the model. A common search
strategy is the branch-and-bound algorithm [4]. This algorithm
is conceptually simple: set a literal in the property to a particular
value and see if the value satisfies all of the clauses that it appears
in. If so, assign a value to the next variable. However, if setting
a value unsatisfies a clause, then a backtracking step (a bound) is
initiated and another value is applied. This process prunes branches
of the formed Boolean decision tree. Another common approach,
the Davis-Putnam-Logemann-Loveland (DPLL) algorithm, is simi-
lar [13]. DPLL begins by selecting a variable and applying a value
to it. If this value satisfies the clause, then all clauses containing
that variable are removed from the formula. If the variable is made
false due to negation, the algorithm instead remove that variable
from only the clause that it is negated in. This process is repeated
recursively until a solution is found. This induces a domino effect—
as more variables are removed from clauses, more clauses turn into
unit clauses [41].
In this study, we have made use of the JKind [19, 26] model
checker and four common solvers:
Cooperating Validity Checker (CVC4) is based on the DPLL(T)
algorithm, an extension of DPLL designed to offer solutions for
not just Boolean variables, but also for rational and integer linear
aritmetic, tuples, records, inductive data types, bit-vectors, strings,
and uninterupted functions [7].
MathSAT5 is also based on the DPLL(T) algorithm, and offers its
own theories for arrays and floating point calculations [10]. It offers
sophisticated preprocessing of Boolean formulae, and support for
incremental solving.
Yices2 is based on the conflict-driven clause learning (CDCL) algo-
rithm [48], and is able to address formulae containing uninterpreted
functions, real and integer arithmetic, bit-vectors, scalar types, and
tuples [15]. It also supports both linear and non-linear arithmetic.
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Z3 is also based on the DPLL(T) algorithm, and supports linear and
non-linear real and integer arithmetic, bit-vectors, uninterpreted
functions, extensional arrays, and quantifiers [14].
While many of these solvers are based on similar algorithms,
i.e., DPLL(T), each may search the state-space differently, and each
offers their own theories for solving non-trivial formulae.
In counterexample-based test generation, we produce test cases
intended to put the system into a set of desired states. This could
be done to show that the final system conforms to the model’s
behavior, or to attain coverage over certain elements of the model
structure. In this form of test generation, we embed a set of one or
more properties into the model. These properties describe behavior
we want the model to demonstrate, or a state we want the model to
be in.We then negate these properties—we assert that the properties
can not be satisfied, and ask the search algorithm to find a set of
values for the input variables that do satisfy those properties.
For example, we have a model containing the expression: out =
(x and s). We then might formulate a testing goal stating that we
want variable x to be false, the expression out to evaluate to false,
and x to influence the outcome of out without being masked by
the value of s . This leads to the property ((not x) and s). We then
negate that to be (not ((not x) ands)). When a solver is able to
falsify a property, it returns a partial test specification outlining
how that violation can be replicated. For one ormore input variables,
this specification outlines a value for each specified variable. For
example, the specification m : f alse, f alse outlines a two-step
test case (a path with two transitions) where the value of false is
provided for input variablem in both steps. By providing that input,
we violate the negated property, demonstrating that the original
property can be met.
The test specification provided in the counterexample may not
specify values for all input variables. By design, the counterexample
only provides values for variables needed to reach the desired state.
The other input variables are unspecified, as they will not impact
the execution path. However, executing a test case still requires
providing some value for those “don’t care” variables. Generally,
default values (i.e., 0 for numeric variables or false for Boolean
variables) are used.
3 METHODOLOGY
We are interested in understanding the effect that solver choice
has on the test suites produced through bounded model checking.
We are especially interested in the impact of solver choice when
multiple solvers are able to produce tests for the full set of satis-
fiable testing goals. In this situation, each solver will produce an
identically-sized test suite—with one test per goal. However, as
each solver brings their own theories and applies their own search
strategy, the input used to address each goal may differ. Does this
difference matter? Do these variations have a practical, observable
impact on the ability of test suites to detect faults?
This question motivates our study. In particular, we wish to
address the following research questions:
(1) Does the choice of solver influence the number of test goals
that will be satisfied for a model?
(2) Does the choice of solver influence the resulting fault detec-
tion capabilities of the produced test suite?
(3) Does the source of test goals influence the capabilities of the
chosen solver?
(4) Does the choice of oracle strategy influence the capabilities
of the chosen solver?
(5) Do the data types of the model variables influence the capa-
bilities of the chosen solver?
(6) Are there additional factors that influence the capabilities of
the chosen solver?
To address these questions, we have:
(1) Gathered case examples: We have assembled a set of 37
software models written in the Lustre language (Section 3.1).
Some solversmay be better at addressing numeric constraints
than other solvers. Therefore, we study models with varying
mixtures of Boolean and numeric data types.
(2) Generated mutants: We generated up to 500 mutations
(faulty versions) of each model, each containing a single
fault (Section 3.2).
(3) Generated test suites: Different sources of testing goals
will impose different constraints on the produced test suites.
We focus in this study on testing based on structural cov-
erage criteria. Simple criteria, like Branch Coverage, often
have fewer goals and impose fewer constraints on input se-
lection than complex criteria like MC/DC. Some criteria may
expose differences between solvers more clearly than oth-
ers. Using each solver, we generated test suites intended to
satisfy Branch, Condition, Decision, and MC/DC Coverage
(Section 3.3).
(4) Computed effectiveness: We collect data on the number
of testing goals satisfied and compute the fault finding ef-
fectiveness of each test suite. A test oracle is required to
judge the correctness of system behavior. The oracle speci-
fies expected values for a set of variables. We vary the size
of that set, as one solver may be better at propagating faulty
state to the monitored variables than others. Therefore, we
assess fault detection using both a standard oracle based on
the output variables and an oracle considering all program
variables—a maximally powerful oracle (Section 3.4).
A replication package containing all models, mutants, test
suites, execution traces, and fault-detection results is
available from http://doi.org/10.5281/zenodo.3484641.
3.1 Case Examples
Increasingly, our society is powered by reactive systems—-embedded
systems that interact with physical processes. Reactive systems
operate in cycles—receiving new input from their environment, to
which they react by issuing output. In each step, input is received,
internal computations are performed sequentially, and output is
produced. Within a step, no iteration or recursion is done—each
internal variable is defined, and the value for it computed, exactly
once. The system itself operates as an large loop.
Such systems are commonly designed using modeling languages,
which are translated into C code that can be directly flashed to
hardware. Models can be developed using visual notations, such as
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Table 1: Benchmark example information. “i” = int, “b” =
bool. Systems in italics show difference in number of solv-
able test goals between solvers, systems in bold show differ-
ent fault-detection performance between solvers.
Model # Inputs # Internal Variables # Outputs
6counter 1 (b) 4 (b) 1 (b)
CarAll 2 (b) 8 (3 i, 5 b) 1 (b)
cd 1 (i) 6 (2 i, 4 b) 1 (b)
DockingApproach 13 (9 i, 4 b) 1410 (1211 i, 199 b) 11 (b)
DragonAll 13 (1 i, 12b) 22 (7 i, 15 b) 1 (b)
DragonAll2 13 (1 i, 12b) 27 (11 i, 16 b) 1 (b)
durationThm1 5 (2 i, 3 b) 7 (5 i, 2 b) 1 (b)
ex3 2 (b) 5 (2 i, 3 b) 1 (b)
ex8 2 (b) 5 (2 i, 3 b) 1 (b)
fast_1 14 (1 i, 13 b) 19 (b) 1 (b)
fast_2 14 (1 i, 13 b) 30 (b) 1 (b)
FireFly 9 (1 i, 8 b) 17 (7 i, 10b) 1 (b)
Gas 2 (b) 8 (5 i, 3 b) 1 (b)
HysteresisAll 2 (b) 5 (2 i, 3 b) 1 (b)
IllinoisAll 10 (1 i, 9b) 16 (5 i, 11b) 1 (b)
Infusion_Manager 20 (14 i, 6 b) 861 (797 i, 64 b) 5 (4 i, 1 b)
MesiAll 4 (b) 10 (4 i, 6 b) 1 (b)
Metros1 3 (b) 16 (7 i, 9 b) 1 (b)
MoesiAll 5 (1 i, 4 b) 12 (5 i, 7 b) 1 (b)
PetersonAll 12 (b) 28 (13 i, 15 b) 1 (b)
ProducerConsumerAll 4 (1 i, 3 b) 12 (6 i, 6 b) 1 (b)
ProductionCell 3 (b) 15 (b) 1 (b)
Readwrit 9 (b) 24 (12 i, 12 b) 1 (b)
RtpAll 12 (b) 24 (9 i, 15 b) 1 (b)
Speed2 2 (b) 5 (3 i, 2 b) 1 (b)
Stalmark 1 (b) 3 (b) 1 (b)
SteamBoilerNoArr2 19 (16 i, 3 b) 3 (2 i, 1 b) 1 (b)
Swimmingpool1 8 (2 i, 6 b) 21 (13 i, 8 b) 1 (b)
Switch 3 (b) 2 (b) 1 (b)
Switch2 3 (b) 2 (b) 1 (b)
SynapseAll 4 (1 i, 3 b) 10 (5 i, 5 b) 1 (b)
Ticket3iAll 13 (4 i, 9 b) 20 (8 i, 12 b) 1 (b)
Traffic 1 (i) 3 (2 i, 1 b) 1 (b)
Tramway 4 (b) 23 (b) 1 (b)
TwistedCounters 1 (b) 4 (1 i, 3 b) 1 (b)
Two Counters 1 (b) 3 (1 i, 2 b) 1 (b)
UMS 5 (b) 39 (b) 1 (b)
Simulink1, Stateflow2 and SCADE [17]. They can also be directly
expressed using dataflow languages. The models used in this ex-
periment were developed in the Lustre dataflow language [27], a
declarative programming language for manipulating streams of
variable values. Lustre offers an intermediate representation be-
tween behavioral model and traditional source code that is useful
for specification, design, and analysis purposes [26]. Lustre pro-
grams can be automatically generated from visual notations such
as Simulink, and can be automatically compiled to target languages
such as C/C++, VHDL, as well as to input models for verification
tools such as model checkers. This is a syntactic transformation,
and if applied to C, the results of this study would be identical.
In this study, we make use of 37 models from the open-source
Lustre Benchmarks dataset3. This dataset has been used in previous
test generation experiments [38], and includes complex models
such as Docking_Approach, a NASA-created example that describes
the behavior of a space shuttle as it docks with the International




the prescription management of an infusion pump device [22–24].
Information related to each system is provided in Table 1, where
we list the number and data types of of input, internal, and output
variables. The models in italics differ in terms of the number of
solvable testing goals for any of the criteria, and the models in bold
yielded differing fault-detection results.
3.2 Mutant Generation
The following mutation operators were used in this study: arith-
metic operator change (+, -, /, *, mod, exp), relational operator
change (=, ,, <, >, ≤, ≥), Boolean operator change (∨,∧, XOR),
Boolean negation, use the stored value of the variable from the
previous computational cycle rather than the newly computed
value, alter a constant, and variable substitution. The mutation
operators used in this study are discussed at length in [42]. These
mutations are similar to those used by Andrews et al., where the
authors found that generated mutants are a reasonable substitute
for actual failures in testing experiments [5]. Additionally, Just et
al. have found a significant correlation between mutant detection
and real fault detection [33].
The mutation method used is designed such that all mutants
produced are both syntactically and semantically valid. That is,
the mutants will compile, and no mutant will trivially “crash” the
system under test. In order to control experiment costs, we do not
use all possible mutants for each model. Instead, we employ the
following rule-of-thumb—if a model has fewer than 500 possible
mutations, we use all possible mutations. If over 500 mutations are
possible, we choose 500 of them for use in the experiment. In order
to select mutants, we first gather a list of all possible mutations.
Then, we use the proportions of each mutation type in the full set to
select the number of mutants for the reduced set of 500. Mutants of
each type are then chosen randomly until the determined number
are chosen for that type. This process prevents biasing towards
particular types of mutations. Instead, the proportion of each fault
type is maintained, despite not using the full set.
3.3 Test Input Generation
Structural coverage criteria serve as a means to determine that the
structure of system-under-test—the various elements making up
the model—have been thoroughly exercised by test cases. Many
structural coverage criteria, defined with respect to specific syn-
tactic elements of a program, have been proposed and studied [24].
These criteria are used both to measure suite adequacy—as a means
to assess the quality of existing test suites—and as goals for auto-
mated test generation. In this study, we are primarily concerned
with reactive systems. Such systems often have sophisticated log-
ical structures. Therefore, we focus on coverage criteria defined
over Boolean expressions:
Decision Coverage: A decision is a Boolean expression. Deci-
sions are composed of one or more conditions—atomic Boolean
subexpressions—connected by operators (and, or, xor, not). Deci-
sion Coverage requires that all decisions in the system under test
evaluate to both the true and false.
Branch Coverage: A branch is a type of decision that can cause
program execution to diverge down a particular control flow path,
such as that in if or case statements. Branch Coverage is defined in
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the samemanner as Decision Coverage, but is restricted to branches,
rather than all decision statements.
Condition Coverage: Condition Coverage requires that each con-
dition evaluate to true and false. Note that satisfying Condition
Coverage does not always imply that Decision Coverage is ful-
filled as well, as tests can vary condition values without the entire
expression changing value.
Modified Condition/Decision Coverage (MC/DC):MC/DC re-
quires that each decision evaluate to all outcomes, each condition
take on all outcomes, and that each condition be shown to inde-
pendently impact the outcome of the decision. Independent effect
is defined in terms of masking—a masked condition has no effect
on the value of the decision; for example, given a decision of the
form x and y, the truth value of x is irrelevant if y is false, so we
state that x is masked out. A condition that is not masked out has
independent effect for the decision. Showing independent impact
requires a pair of test cases where all other conditions hold fixed
values and our condition of interest flips values. If changing the
value of the condition of interest changes the value of the decision
as a whole, then the independent impact has been shown.
The MC/DC criterion is used as an exit criterion when testing
software for critical software in the avionics domain, and is required
for safety certification in that domain [44]. Several variations of
MC/DC exist. We use Masking MC/DC, as it is a common criterion
within the avionics community [9].
We use a counterexample-based test generation framework for
Lustre programs used in past research on test generation4 [21, 24,
38]. This framework generates counterexamples using the JKind
bounded model checker [19, 26], then fills in default values for any
variables not specified by the specification. The solver is invoked
for each goal, meaning that this form of test generation will produce
one test per testing goal. There may be overlap between tests in
terms of goals covered, and test suite reduction is often used to
narrow the size of the suite [38]. As suite reduction adds stochastic
noise to experiment results, we do not employ it in this study, and
instead examine the full suite.
3.4 Data Collection
In order to compute effectiveness of the generated test suites, we
produce traces of execution by executing each test case against
the original program and each mutant—recording the value of all
variables at each step.
We use expected value oracles as test oracles [23], where the tester
defines concrete, anticipated values for one or more variables in the
program. We employ two oracle formulations: an output-only oracle
strategy defines expected values for all outputs, and a maximum
oracle strategy that defines expected values for all variables. The
output-only strategy represents the oracle most likely to be used in
practice, while the maximum strategy allows examination of the
best possible fault-detection scenario for a generated suite [23].
To produce an oracle, we use the values of the monitored vari-
ables from the traces gathered by executing test cases on the original
program, and we compare those values to those recorded for each
mutant. The fault finding effectiveness of the test suite and oracle
pair is computed as the number of mutants detected. For all studied
4Available from https://github.com/MENG2010/lustre.
Table 2: Models where a solver was unable to achieve satis-
faction of all solvable goals for all criteria. In each case, the
percentage of satisfaction achieved is listed. Z3 and Yice2 at-
tain full satisfaction for all models.
Model Solver Branch Decision Condition MC/DC
DockingApproach CVC4 33.97% 25.29% 33.97% 15.08%MathSAT5 15.17%
Gas CVC4/MathSAT5 95.23% 75.76%
HysteresisAll CVC4/MathSAT5 41.02% 48.49%
Metros1 CVC4/MathSAT5 94.19%
PetersonAll CVC4/MathSAT5 97.12% 97.58%
Readwrit CVC4/MathSAT5 97.01% 95.44%
RtpAll CVC4 94.37% 94.95%MathSAT5 94.50%
systems, we assess the fault-finding effectiveness of each test suite
and oracle combination by calculating the ratio of mutants detected
to total number.
4 RESULTS & DISCUSSION
We divide our analysis of the experimental results as follows: (a)
the ability of solvers to satisfy testing goals, (b) the impact of solver
choice on fault-detection effectiveness, and (c) the factors that in-
fluence fault detection.
4.1 Ability to Satisfy Testing Goals
Our first research question differentiates the solvers in terms of their
basic ability to generate test cases. Are there models where certain
solvers cannot satisfy all solvable testing goals? For each model,
solver, and coverage criterion, we have measured the number of
cases where a solver returns an “unknown” verdict, indicating that
it cannot produce a counterexample or prove a property unsolvable.
Table 2 indicates the percentage of solvable testing goals covered
in situations where a solver could not achieve full satisfaction of all
solvable goals for that model and criterion. From this, we can see
that Z3 and Yices2 achieve full satisfaction over all 37 models, while
CVC4 and MathSat5 fall short for a subset of criteria on seven of
the models. For many of these models, the performance gap is not
major, with CVC4 and MathSAT5 achieving over 90% satisfaction.
However, for some models, like DockingApproach and HysteresisAll,
the gap is much larger. We also see that more goals are missed for
the more complex criteria, Condition Coverage and MC/DC.
An “unkown” verdict is generally returned for one of two reasons.
First, the model could contain features that the solvers lack theories
for, such as complex non-linear arithmetic operations. In this study,
none of the solvers fail for that reason. Instead, the reason for failure
is that the solver is unable to prove or disprove the property in the
specified time limit or path length.
In this experiment, we provided all solvers with the same timeout,
either 72000 seconds or a path with a length of over 500 transitions.
Both limits are well over what is generally required. In practice,
almost all test cases for these criteria have paths of fewer than five
transitions, and test goals can be satisfied in a matter of seconds.
A time out often indicates that the solver will never be able to
produce an answer for that obligation, regardless of the limit. This
is generally due to the model having a large and complex state
space that the solver is unable to explore. In such cases, it seems
that Z3 and Yices2 are better able to navigate the state spaces of
these seven models, while CVC4 and MathSAT5 become trapped.
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Table 3: Median percentage of mutants detected for all models where solvers achieved full goal satisfaction, and for a filtered
subset of models where there are performance differences. Results are shown for all oracle strategies and coverage criteria.
Output-Only Oracle (OO) Maximum Oracle (MX)
Criterion Num. Models Z3 Yices2 CVC4 MathSAT5 Z3 Yices2 CVC4 MathSAT5
All Models
Branch 28 46.34% 42.30% 56.85% 56.85% 76.77% 77.36% 93.41% 93.71%
Decision 30 77.15% 78.94% 78.14% 78.24% 100.00% 100.00% 100.00% 100.00%
Condition 30 65.55% 84.88% 66.93% 66.93% 93.67% 100.00% 94.95% 94.95%
MC/DC 30 75.43% 94.29% 77.88% 77.88% 95.37% 100.00% 96.37% 96.51%
Differences
Branch 16 25.00% 25.55% 27.90% 28.94% 66.72% 67.08% 73.03% 74.27%
Decision 15 14.57% 25.00% 25.00% 25.00% 66.95% 65.25% 76.81% 76.77%
Condition 16 21.77% 24.43% 29.62% 28.81% 71.51% 73.39% 78.75% 78.85%
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Figure 1: Boxplots of percentage of mutants detected for
each solver and oracle, separated by criterion. OO = output-
only, MX = maximum, Y2 = Yices2, MS5 = MathSAT5.
CVC4 and MathSAT5 fail to produce test cases for a subset of
the goals on seven models, while Z3 and Yices2 achieve
satisfaction over the full set.
From this, we can see that—for the majority of our models—a
tester could reasonably choose between all four solvers. However,
solvers are also not a “solved” problem. More research is clearly
needed before all solvers can handle all models equally well.
4.2 Fault-Detection Capabilities
Our remaining research questions examine the impact of solver
choice on the fault-detection capabilities of generated test suites.
To fairly assess such potential, we remove from consideration the
Table 4: Models where the generated test suites differ in per-
formance. “i” = int, “b” = bool. Bold indicates that perfor-
mance differed for all coverage criteria.
Model # Inputs # Internal Variables # Outputs
CarAll 2 (b) 8 (3 i, 5 b) 1 (b)
cd 1 (i) 6 (2 i, 4 b) 1 (b)
DragonAll 13 (1 i, 12b) 22 (7 i, 15 b) 1 (b)
DragonAll2 13 (1 i, 12b) 27 (11 i, 16 b) 1 (b)
durationThm1 5 (2 i, 3 b) 7 (5 i, 2 b) 1 (b)
ex3 2 (b) 5 (2 i, 3 b) 1 (b)
ex8 2 (b) 5 (2 i, 3 b) 1 (b)
fast_1 14 (1 i, 13 b) 19 (b) 1 (b)
FireFly 9 (1 i, 8 b) 17 (7 i, 10b) 1 (b)
IllinoisAll 10 (1 i, 9b) 16 (5 i, 11b) 1 (b)
Infusion_Manager 20 (14 i, 6 b) 861 (797 i, 64 b) 5 (4 i, 1 b)
MoesiAll 5 (1 i, 4 b) 12 (5 i, 7 b) 1 (b)
ProducerConsumerAll 4 (1 i, 3 b) 12 (6 i, 6 b) 1 (b)
Speed2 2 (b) 5 (3 i, 2 b) 1 (b)
SteamBoilerNoArr2 19 (16 i, 3 b) 3 (2 i, 1 b) 1 (b)
Swimmingpool1 8 (2 i, 6 b) 21 (13 i, 8 b) 1 (b)
SynapseAll 4 (1 i, 3 b) 10 (5 i, 5 b) 1 (b)
Traffic 1 (i) 3 (2 i, 1 b) 1 (b)
seven models where CVC4 and MathSat5 fail to achieve full sat-
isfaction. Failing to produce test cases will generally negatively
impact fault-detection and bias comparison. We instead compare
results for the remaining 30 models, where all four solvers achieve
full satisfaction5.
Table 3 lists the median percentage of mutants detected by gen-
erated test suites for each combination of solver, oracle strategy,
and criterion. First, we list the median for the full set of thirty mod-
els. From this, we can see that there are performance differences
between the solvers. In fact, the difference in median is often quite
pronounced—for example, in Branch, Condition, and MC/DC Cov-
erage with the OO oracle. From first glance, it seems that there are
substantive differences between solvers.
Looking at performance across the full set of models does not
paint a completely clear portrait of performance. For twelve of the
thirty models, every solver produces tests that perform identically
in fault detection. It is worth closely analyzing performance for the
models where the solvers differ in performance. Table 4 lists the
18 models where performance differed for at least one coverage
criterion. The models in bold differ in performance across all four
5We exclude two models, 6counter and UMS for Branch Coverage, as these two models
have no testing goals for that criterion.
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Table 5: P-Values for Mann-Whitney rank-sum tests.
OO Oracle
Z3 Yices2 CVC4 MathSAT5
Z3 - 0.83 0.99 0.98
Yices2 0.17 - 0.85 0.85
CVC4 0.01 0.15 - 0.49
MathSAT5 0.01 0.15 0.51 -
MX Oracle
Z3 Yices2 CVC4 MathSAT5
Z3 - 0.69 1.00 1.00
Yices2 0.31 - 0.99 0.99
CVC4 < 0.01 0.01 - 0.49
MathSAT5 < 0.01 0.01 0.52 -
coverage criteria. In Table 3, we also list the median performance
for the subset of models where performance differs between solvers
for that criteria, along with the number of models in that subset. In
Figure 1, we show fault detection for the filtered set of models.
The solvers yield test suites that differ in fault detection for
eighteen models. For thirteen models, performance
differences are seen across all coverage criteria.
From the filtered results in Table 3 and Figure 1, we can see
clear differences in performance between the test suites produced
by the four solvers. For Branch, Condition, and Decision Cover-
age, CVC4 and MathSAT5 have higher median performance—and
higher first and third quartile performance—than Yices2 and Z3. For
MC/DC, however, Yices2 ties on median performance with CVC4
and MathSAT5 for the OO oracle and pulls ahead in median on the
MX oracle. Across the board, Z3 yields the worst performance, with
lower medians and lower first quartiles.
For Branch, Decision, and Condition Coverage, when solvers
yield differing results, CVC4 and MathSAT5 outperform other
solvers in mutant detection by up to 71.58% overall, or up to
1270% per model.
For MC/DC, Yices2 ties on median performance with
CVC4/MathSAT5 for the OO oracle and yields up to a 4.6%
overall improvement for the MX oracle (up to 238.98%
improvement on a per-model basis).
We perform statistical analysis to assess our observations. For
each pair of solvers, we formulate hypothesis and null hypothesis:
• H : Test suites generated using solver A will have a different
distribution of fault detection results than suites generated
using solver B.
• H0: Observations of fault detection results for both solvers
are drawn from the same distribution.
Our observations are drawn from an unknown distribution; To
evaluate the null hypothesis without any assumptions on distribu-
tion, we use a one-sided (strictly greater) Mann-Whitney-Wilcoxon
rank-sum test [47], a non-parametric test for determining if one set
of observations is drawn from a different distribution that another
set. We apply the test for each pairing of techniques and baselines
with α = 0.05. Because of the limited number of samples per cov-
erage criterion, we combine observations for all four criteria. We
assess hypotheses for systems where solvers attain differing results.
P-values are listed in Table 5. The results add further weight
to our previous observations. For the OO oracle, we are able to
reject the null hypothesis for CVC4 and MathSAT5 versus Z3. For
the MX oracle, we are also able to reject the null hypothesis for
CVC4 and MathSAT5 versus Yices2. We are unable to reject the
null hypothesis in all other cases.
When using a standard output-based oracle, suites generated
by CVC4 and MathSAT5 outperform suites generated by Z3
with statistical significance. When using a maximal oracle,
CVC4 and MathSAT5 outperform Yices2 with significance.
4.3 Factors That Influence Fault Detection
Our goal is not necessarily to recommend one particular solver. We
would not use these results to suggest the universal application of
CVC4 or Yices2—particularly as these two solvers fail to achieve full
goal satisfaction over several models. Rather, wewant to understand
why performance differs, so that we can make recommendations
for solver improvement across the board. To that end, we have
examined the impact of test oracle employed, the source of testing
goals, and the data types of input variables.
Choice of Test Oracle:
In this experiment, we used two test oracle formulations. The
output-only oracle reflects standard practice, where we specify
expected values for the output variables of themodel. Themaximum
oracle reflects a situation where we specify expected values for all
model variables, internal or output. This is not a realistic oracle.
However, it is useful for looking at the “best-case” performance
of these test suites, where all triggered faults are also detected.
Therefore, the maximum oracle is a useful piece of information
for understanding a critical feature of solver performance—the
ability of the solver to choose input that both triggers faults and
propagates corrupted state to the model output.
The same overall trends—i.e., CVC4 and MathSAT5 outperform-
ing Z3—largely hold across both oracles. However, there are a few
observations we can make. First, there is a clear performance gap
between the two oracle types. This indicates that some faults are
triggered, but the corrupted state is not propagated to the output
level. Intermediate calculations mask out the corrupted state—for
example, a corrupted variable may be used in a Boolean expression,
but not impact the outcome of that expression. This does not mean
these faults are unimportant. Rather, it means that the chosen input
was not sufficient to reveal the fault [21, 24, 38].
We can see from the results in Figure 1 that the overall distribu-
tion of results is “narrower” for the MX oracle than the OO oracle
for each technique—there is less distance between the first and
third quartile. This suggests that there is more variance in whether
faults are propagated to the output than there is in whether faults
are triggered for all four solvers. No solver has a universally nar-
rower range of results, this varies by coverage criterion. Therefore,
rather than suggesting a difference between these four solvers, the
test oracle results identify an area of improvement for both future
solvers and test generators:
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Solvers and test generation frameworks could improve fault
detection by factoring effect propagation of important
variables into input selection.
To some extent, propagation is a factor that can be addressed
through the design of coverage criterion. For example, the criteria
used as testing goals in this study have been enhanced in the past
with “observability” requirements that add path conditions to their
existing goals [38, 46].
Ensuring propagation is clearly important, and could be ad-
dressed at one of two levels. Either the solver could ensure ef-
fect propagation by explicitly factoring path constraints into the
constraints being solved, or the test generation framework could
append path constraints to the test obligations being passed to
the solver. In either case, these path constraints would “protect”
variables referenced in the user-specified constraints from being
masked along the path between their assignment and the assign-
ment of output variables.
Choice of Coverage Criterion:
All four of the sources of testing goals used in this study are
related—they are structural coverage criteria based on Boolean ex-
pressions. Therefore, we would not expect major differences in fault
detection based solely on the choice of criterion. Indeed, Table 3
and Figure 1 indicate similar trends between Branch, Coverage, and
Decision Coverage in terms of relative solver performance. Cover-
age criterion does influence the resulting fault detection—MC/DC-
satisfying suites tend to detect more faults than Decision-satisfying
suites—but that rise occurs regardless of the chosen solver.
However, from the results for MC/DC, we can also see that
there is some relation between solver performance and source of
testing goals. For Branch, Condition, and Decision Coverage, there
are clear median and distribution differences between solvers. For
MC/DC, both the median performance and the overall distributions
(first/third quartiles in the boxplots) are quite similar across solvers.
MC/DC is the strictest of the studied criteria. It imposes the most
constraints on the test input used to satisfy its goals. It follows
that the solver would have less freedom to choose input that meets
the goals of MC/DC. In turn, this explains why the solvers yield
similar—albeit not identical—performance on models when MC/DC
is the goal. The other criteria place fewer constraints. A wider
variety of input will be able to attain satisfaction of those criteria.
In turn, this leads to more variance between solvers.
Complex goals constrain the solver’s ability to choose input,
narrowing the performance gap. Simple goals can be satisfied
by a wider range of input, magnifying solver differences.
The choice of testing goal is ultimately up to the developer. How-
ever, as solvers increase in efficiency and ability to solve complex
constraints, it becomes easier for developers to make use of stronger
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Figure 2: Values chosen for the integer input for DraдonAll2.
OO = output-only oracle,MX =maximumoracle, Y2 = Yices2,
MS5 = MathSAT5.
Input Data Types:
Like in standard programs, model variables have data types—
i.e., Boolean, integer, real valued, and enumerated types6. Solvers
have evolved over the years to better handle complex data types.
Some constraints remain challenging to solve—such as non-linear
numeric operations—and some will likely remain unsolvable. How-
ever, great strides have been made in handling complex properties.
How these data types are handled, however, differs greatly between
solvers, and much of the performance gap may come down to how
solvers explore the underlying structure of the studied models.
As indicated in Table 1, the studied models use a mixture of
Boolean and integer input. Table 4 lists the models where there
were performance differences between solvers. The models in bold
are particularly important, as these are themodels where differences
were encountered regardless of the choice of coverage criterion.
This indicates situations where the difference in search strategy
clearly impacted the results.
One factor we can see, comparing the full list of models in Table 1
to the filtered list in Table 4 is that the models where test suites
differ in performance tend to have numeric input variables. In
contrast, many of the models where there were no performance
differences only have Boolean input. This makes intuitive sense—
Boolean variables only have two choices, while numeric variables
can be assigned a far wider range of values. In situations where a
model has numeric input, the differences in search strategy could
be magnified.
To better understand the impact of the search strategy of each
solver, we examined the values chosen for these input variables. We
could see a recurring trend—in many cases, CVC4 and MathSAT5
choose a far wider range of values for the numeric variables.
An example of this is shown in Figure 2. The model visualized,
DragonAll2 has one integer input. All four solvers supply values for
this variable as part of the counterexample, but they have different
tendencies in how they set this value. All four have similarmedians—
Z3 and Yices2 have a median of 0, CVC4 and MathSAT5 have a
6Note—while other data types are supported by solvers, the models in the benchmark
we used only used integer and boolean variables.
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median of 1. However, as can be seen in the boxplot, CVC4 and
MathSAT5 apply a much larger range of values, and apply values
outside the median more often, than the other solvers.
Past research on test generation has shown that more faults tend
to be detected as either the test suite grows [31] or when random
assignment is used instead of a constant, default value [24]. In both
cases, the reason is the same. By applying a wider range of values,
the test suite is more likely to stumble on values that expose the
underlying fault. Because CVC4 and MathSAT5 try a wide range of
integer input, they produce suites that detect more faults—suites
produced by MathSAT5 for DragonAll2 outperform suites produced
by Z3 or Yices2 by up to 360.07%.
Not all of the models with differing performance have integer
input. For example, ex3 only has Boolean input. We examined the
test suites produced for this model, and observed a similar phe-
nomenon. This was one of the few models where Z3 outperforms
CVC4 and MathSAT5—albeit only by a small amount, 3.63% when
targeting Branch Coverage. When examining the suites, we saw
that Z3 sets Boolean variables to true more often than the other
solvers. The effect is more muted than with numeric variables, but
by trying a wider range of values, Z3 generates better test suites.
Solvers could improve fault-detection by applying a wider
variety of values to variables, rather than tending towards
fixed values.
In Section 2, we noted that the counterexamples produced by
solvers are a partial test specification. The solver will only provide
values for variables that directly impact the taken execution path.
In many situations, the solver will not include values for all input
variables. This is a deliberate design decision that offers benefits in
terms of both computational complexity—solvers can simplify the
state space by dropping unnecessary variables—and in terms of aid-
ing human understanding—counterexamples with fewer variables
are easier to read and comprehend.
If a value is not provided in the counterexample, the test genera-
tion framework itself must fill something in. This will often be a
default value, like “0” for numeric variables or false for Boolean
variables. As shown above, constantly using the same value tends to
decrease the probability of exposing faults. In practice, then, there
are two reasons why the tests might tend towards those values.
Either the solver deliberately uses those values, or by omitting a
variable, the test generation framework fills in those values.
Both of these reasons contribute to loss in fault-detection po-
tential. In the above example, DragonAll2, Z3 and Yices2 explicitly
set the value of the integer input. The solvers naturally tend to-
wards a limited range of integer input. However, in other cases
like durationThm1, Z3 and Yices2 ignore this variable—allowing
the test generation framework to fill in a default “0” value. CVC4
and MathSAT5 do apply values to the input, and they detect more
faults as a result.
Examining all of the produced counterexamples, we found that
Z3 and Yices2 assign values to an average of 68.67% of the input
variables, CVC4 assigns 70.75% of the variables on average, and
MathSAT5 sets 73.10% of the variables on average. The increase
for CVC4 and MathSAT5 may partially contribute to their superior
performance—they have more opportunities to vary the values of
those variables. Across the board, however, we can see from these
averages that no solver sets values to all of the inputs for many of
these models.
The reasons that solvers omit variables are valid, and we would
not suggest that solvers must change their design to explicitly as-
sign values to all variables to improve test generation—only one
of the many applications of solver technology. Instead, this is an
area where the test generation framework could step in to improve
performance. Better strategies than a simple application of a sin-
gle default value could be used to build on the gaps in the core
specification offered by the solver.
Solvers, by design, omit unused input variables from the
counterexample. The strategy used by the test generation
framework to fill those gaps impacts fault detection.
Parameter Tuning:
To avoid bias in our experiments, we used the same settings
for the JKind model checker, regardless of the solver employed.
However, each solver offers a number of parameters that can be
used to tune the search. As has been seen time and time again,
general solutions can be outperformed by solutions tuned to a
particular problem [32]. This is certainly true in this domain as
well. By tuning the parameters used by the solver to control it
search strategy, we may see vast improvements in performance.
However, a developer interested in generating test cases should
never have to spend extensive time tuning low-level parameters to
attain a reasonable set of test cases. It would be better to ensure
that test generation attempts yield “good enough” performance out
of the box. This does not, however, imply that we should just use
the default parameter values for a solver. Instead, we can propose
an improvement for the test case generation.
Automated approaches to parameter tuning have been proposed
in multiple domains, generally making use of some form of rein-
forcement learning [3, 32]. A model-based test generation frame-
work could perform a short parameter tuning experiment before
generating a test suite. During this experiment, it could generate a
set of mutants, formulate a small set of test obligations, and gener-
ate input satisfying those obligations. It could then assess success
using the set of mutants. After experimenting with various con-
figurations, the parameters that yield the most effective mutant
detection could be used to generate the final test suite. This process
would require a longer test generation period, but may help yield
more effective test suites.
Solvers often offer parameters that can be used to control the
search. These parameters could be automatically tuned by
test generation frameworks.
5 THREATS TO VALIDITY
External Validity: Our study has focused on a relatively small
number of models. Nevertheless, we believe the range of systems
chosen is appropriate. The models vary in size and have been used
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in prior research [22, 24, 38, 39]. Further, only models written in the
Lustre language have been used. Lustre is used as it is a common
intermediate language that visual models can be translated into,
often before further translation into C [23]. Lustre can be straight-
forwardly translated into other modeling languages. Only four
solvers have been used in this study. Others exist. However, these
are the only four compatible with the bounded model checking
framework used in this study. All four have been used extensively
in research, and represent a range of strategies and underlying
algorithms.
Construct Validity: In our study, we measure fault finding
over seeded faults, rather than real faults. However, Andrews et
al. showed that seeded faults lead to similar conclusions to those
obtained using real faults [5] for the purpose of measuring test
effectiveness and Just et al. found a positive correlation between
mutant detection and fault detection [33]. We have assumed these
conclusions hold true in our domain and language, where examples
of real faults are rare.
To control experiment costs, we limited the number of mutants
to 500 per model. When more than 500 mutations exist, a random
selection was used to avoid bias. While the selection of specific
mutants is randomized, the distribution is matched to the full dis-
tribution of possible mutants in the model. In our experience, sets
containing more than 100 mutants result in similar fault finding;
we generated up to 500 to further increase our confidence that no
bias was introduced.
Lau and Yu [35] and Kaminski et al. [34] have defined fault hier-
archies for Boolean expressions, outlining cases where detection
of one fault could guarantee detection of other, redundant faults.
The mutation operators we have employed could produce redun-
dant mutations. We do not identify and remove these. However,
we have performed a worst-case analysis, and found that there is a
low correlation between the percent of redundant faults and the
percent of detected faults. We do not believe that redundancies
have a significant impact on our results.
Conclusion Validity:When using statistical analyses, we have
attempted to ensure the base assumptions beyond these analyses
are met, and have favored non-parametric methods. In cases in
which the base assumptions are clearly not met, we have avoided
using statistical methods.
6 RELATEDWORK
Solvers are an integral part of model-based test generation [45],
particularly methods based on bounded model checking [29, 40]
and constraint solving [11, 12]. Solvers are also an important part
of test generation based on symbolic execution [49], where they
used to produce test input targeting structural elements. To our
knowledge, this is the first study to contrast the use of solvers in
terms of their ability to produce fault-exposing test suites.
This study is comparable to other studies on parameter tuning [1].
Many algorithms have a variety of configurable parameters—i.e., the
choice of solver. We may not know a priori which choice is best, and
configuration performance may depend on the problem or domain
being studied [18]. Parameter tuning studies attempt to identify,
either manually or automatically, the ideal settings for particular
tasks [1, 16, 18]. Parameter tuning is common in test generation,
particularly in search-based test generation—test generation us-
ing metaheuristic optimization techniques [37]—as evolutionary
algorithms have a large number of configurable parameters that
impact effectiveness [6]. Parameter tuning has also been used in
model-based test generation for choices other than the choice of
solver [2, 28]. Our study could be considered a manual exploration
of the parameter space for solver choice.
7 CONCLUSIONS
A common form of model-based test generation is based on the
use of bounded model checking, where properties expected of the
model are embedded as temporal logic formulae. In bounded model
checking, SMT solvers explore the state-space of themodel in search
of states that violate the specified properties. If the model checker
finds that a predicate can be violated, it produces a counterexample—
a partial test specification demonstrating the violation. The choice
of solvers is important, as each follows their own algorithm, and
each may produce differing counterexamples. In practice, the choice
of solver could have an impact on the ability of the generated test
suite to cause failures in themodel or the system. To help developers
choose the right solver, we must understand the differences in the
test cases produced by those solvers.
We have performed experiments examining the impact of solver
choice across multiple dimensions, examining the ability to attain
goal satisfaction and fault detection when satisfaction is achieved—
varying the source of test goals, data types of model input, and
test oracle. The results of our experiment show that solvers vary in
their ability to produce counterexamples, and—for models where
all solvers achieve goal satisfaction—in the resulting fault detection
of the generated test suites. The choice of solver has an impact on
the resulting test suite, regardless of the oracle, model structure, or
source of testing goals.
The results of this study identify factors that impact fault-detection
effectiveness. Solvers and generation frameworks could improve
fault detection by factoring effect propagation of important vari-
ables, like those associated with testing goals, into input selection.
Solvers can produce improve fault-detection by applying a wider
variety of values to variables, rather than tending towards fixed
values. Solvers, by design, omit unused input variables from the
counterexample. The strategy used by the test generation frame-
work to fill those gaps could improve fault detection. Finally, test
generation frameworks could perform short parameter tuning ex-
ercises to make more effective use of solvers. This advice could be
used to improve future solvers and future approaches to model-
based test generation as well as other test generation methods that
make use of solvers, like symbolic execution [49].
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