Abstract. The fundamental group of the complement of a hyperplane arrangement in a complex vector space is an important topological invariant. The third rank of successive quotients in the lower central series of the fundamental group was called Falk invariant of the arrangement since Falk gave the first formula and asked to give a combinatorial interpretation. In this article, we give a combinatorial formula for the Falk invariant of hyperplane arrangements attached to certain gain graphs.
Introduction
A hyperplane H in C ℓ is an affine subspace of dimension ℓ − 1. A finite collection A = {H 1 , . . . , H n } of hyperplanes is called a hyperplane arrangement. If n i=1 H i = ∅, then A is called central. In this paper, we only consider central arrangements and assume that all the hyperplanes contain the origin. For more details on hyperplane arrangements, see [6] .
Let M := C ℓ \ H∈A H be the complement of the arrangement A. It is known that the cohomology ring H * (M) is completely determined by L(A) the lattice of intersection of A. Similarly to this result, there are several conjectures concerning the relationship between M and L(A).
To study such problems, Falk introduced in [1] a multiplicative invariant, called global invariant, of the Orlik-Solomon algebra of A. The invariant is now known as the (3 rd ) Falk invariant and it is denoted by φ 3 . In [2] , Falk posed as an open problem to give a combinatorial interpretation of φ 3 .
Several authors already studied this invariant. In [7] , Schenck and Suciu studied the lower central series of arrangements and described a formula for the Falk invariant in the case of graphic arrangements. In [3] , the authors gave a formula for φ 3 in the case of simple signed graphic arrangements. In the preprint [4] , the authors extended the previous result for signed graphic arrangements coming from graphs without loops. In [5] , we described a combinatorial formula for the Falk invariant of a signed graphic arrangement that do not have a B 2 as sub-arrangement. In this paper, we will describe a combinatorial formula for the Falk invariant φ 3 for A(G), an arrangement associated to a gain graph G that do not have a subgraph isomorphic to B 2 , it has no loops adjacent to a θ-graph with only three edges and it has at most triple parallel edges. Since a signed graph is a special case of gain graphs, our result will be a generalization of all the previous known results.
The paper is organized as follows. In Section 2, we recall the notions of the Orlik-Solomon algebra and of the Falk invariant. In Section 3, we recall the definitions and basic properties of biased and gain graphs. In Section 4, we list all the gain graphs that will play a role in our main theorem. In Section 5, we state and prove our main theorem.
Preliminares on Orlik-Solomon algebras
Let A = {H 1 , . . . , H n } be an arrangement of hyperplanes in C ℓ . Let
Ce j be the free module generated by e 1 , e 2 , . . . , e n , where e i is a symbol corresponding to the hyperplane H i . Let E := E 1 be the exterior algebra over C. The algebra E is graded via E = n p=0 E p , where E p := p E 1 . The C-module E p is free and has the distinguished basis consisting of monomials e S := e i 1 ∧· · ·∧e ip , where S = {i 1 , . . . , i p } is running through all the subsets of {1, . . . , n} of cardinality p with i 1 < i 2 < · · · < i p . The graded algebra E is a commutative DGA with respect to the differential ∂ of degree −1 uniquely defined by the conditions ∂e i = 1 for all i = 1, . . . , n and the graded Leibniz formula. Then for every S ⊆ {1, . . . , n} of cardinality p, we have
where S j is the complement in S to its j-th element. For every S ⊆ {1, . . . , n}, put ∩S := i∈S H i (possibly ∩S = ∅). The set of all intersections L(A) := {∩S | S ⊆ {1, . . . , n}} is called the intersection poset of A. A subset S ⊆ {1, . . . , n} is called dependent if ∩S = ∅ and the set of linear polynomials {α i | i ∈ S} with H i = α −1 i (0), is linearly dependent. Definition 2.1. The Orlik-Solomon ideal of A is the ideal I = I(A) of E generated by (1) all e S with ∩S = ∅, (2) all ∂e S with S dependent.
The algebra
Clearly I is a homogeneous ideal of E and I p = I ∩ E p whence A is a graded algebra and we can write A = p≥0 A p , where A p = E p /I p . If A is central, then for any S ⊆ A, we have ∩S = ∅. Therefore, the Orlik-Solomon ideal is generated only by the elements of type (2) from Definition 2.1. In this case, the map ∂ induces a well-defined differential ∂ :
which is called k-adic Orlik-Solomon algebra by Falk [1] . In this set up, it is now easy to define the Falk invariant.
Definition 2.2. Consider the map d defined by
Then the Falk invariant is defined as
In [1] and [2] , Falk gave a beautiful formula to compute such invariant. Theorem 2.3 (Theorem 4.7, [2] ). Let A = {H 1 , . . . , H n } be an arrangement of hyperplanes in C ℓ . Then
, then we obtain
Recall that φ 3 can also be describe from the lower central series of the fundamental group π(M) of the complement M of the arrangement. In particular, if we consider the lower central series as a chain of normal subgroups N i , for k ≥ 1, where N 1 = π(M) and N k+1 = [N k , N 1 ], the subgroup generated by commutators of elements in N k and N 1 , then φ 3 is the rank of the finitely generated abelian group N 3 /N 4 . See [7] for more details.
Biased and gain graphs
In this section, we recall the basic notions of biased and gain graphs, and we describe the connection between hyperplane arrangements and gain graphs. See [8] , [9] and [10] for a thorough treatment of the subject.
3.1. Background on graph theory. Definition 3.1. A (ordinary) graph G is an ordered pair (V G , E G ), consisting of a set V G of vertices and a set E G , disjoint from V G , of edges, together with an incidence function ψ G that associates with each edge of G an unordered pair of (not necessarily distinct) vertices of G.
The ends of an edge are said to be incident with the edge, and vice versa. Two vertices which are incident with a common edge are adjacent, as are two edges which are incident with a common vertex.
An edge with identical ends is called a loop, and an edge with distinct ends a link. Two or more links with the same pair of ends are said to be parallel edges. A graph is simple if it has no loops or parallel edges.
A path is a simple graph whose vertices can be arranged in a linear sequence in such way that two vertices are adjacent if they are consecutive in the sequence and are nonadjacent otherwise. Similarly, a circle on three or more vertices is a simple graph whose vertices can be arranged in a cyclic sequence in such way that two vertices are adjacent if they are consecutive in the sequence and are nonadjacent otherwise. The length of a path or circle is the number of its edges. A path or circle of length k is called k-path or k-circle, respectively.
A θ-graph is a subdivision of a triple link, that is, three paths meeting only at their ends. A loose handcuff consists of a pair of disjoint circles together with a path that connects them. A tight handcuff consists of a pair of disjoint circles that intersect in precisely one vertex. See Figure 1 . In other words, in no θ-subgraph do exactly two circles belong to B. A subgraph or edge set of G is balanced if every circle in it is balanced. It is contrabalanced if it has no balanced circles.
The notion of isomorphic graphs extends naturally to the case of biased graphs. Definition 3.5. Two biased graphs graphs Theorem 3.6 (Theorem 2.1, [9] ). Let Γ be a biased graph. Then there is a matroid M(Γ), whose points are the edges of Γ and whose circuits consists of the edge sets of all balanced circles along with all unbalanced θ-graphs, all unbalanced loose handcuffs and all unbalanced tight handcuffs.
Definition 3.7. Let Γ be a biased graph. Then the matroid M(Γ) is called the bias matroid associated to Γ. Definition 3.8. A gain graph (also known as "voltage graph") G = (G, ϕ) consists of an underlying graph |G| = G = (V G , E G ) and a gain map ϕ : E G → G from the edges of G into a gain group G. To be precise we may call G a G-gain graph.
In the rest of the paper, we will describe G with multiplicative notation. It is understood that ϕ(e −1 ) = ϕ(e) −1 , where e −1 means e with its orientation reversed. (This applies to loops as well as links.) Thus ϕ(e) depends on the orientation of e but neither orientation is preferred.
Remark 3.9. Notice that every signed graph can be seen as a gain graph by taking G = {1, −1} and requiring that all 2-circles are unbalanced.
A subgraph of G is a subgraph of the underlying graph G with the same gain map, restricted to the subgraph's edges.
Formally, we may say that ϕ defines a homomorphism F(E G ) → G from the free group on E G , into the gain group. A path P = e 1 e 2 · · · e k thus has the gain value ϕ(P ) = ϕ(e 1 )ϕ(e 2 ) · · · ϕ(e k ) under ϕ. If P is a circle, its value depends on the starting point and direction, but whether or not the value equals the identity element 1 is an absolute. A circle whose value is 1 is called balanced. The class of balanced circles is denoted by B(G). We write So every gain graph is a biased graph. However, the converse is false, see Example 5.8 from [8] . Example 3.11. In Figure 2 we see a gain graph G of order n = 3 with gains in Q * , the multiplicative group of rational numbers. We adopt the simplified notation ge ij for an edge {v i , v j } with gain ϕ(ge ij ) = g.
(Then for instance 2e 12 = 2 −1 e 21 .) The balanced circles are C 1 := {1e 12 , 1e 23 , 1e 13 } and C 2 := {2e 12 , 2e 23 , 1e 13 }. In fact their gains are
Let λ : V G → G be any function. Switching G by λ means replacing ϕ(e) by ϕ λ (e) := λ(v) −1 ϕ(e)λ(w), where e is oriented from u to w. The switched graph, By the previous two lemmas, similarly as in the case of signed graph (see Proposition 3.9 in [5] ), we have the following Proposition 3.14. Two gain graphs with the same underlying graph are switching equivalent if and only if they have the same list of balanced circles, unbalanced θ-graphs and unbalanced (loose and tight) handcuffs.
By the previous proposition and Theorem 3.6, we have the following
Hyperplane arrangements realizations of gain graphs.
In this subsection, we will consider G = (G, ϕ) a gain graph with gain group G, V G = {1, . . . , ℓ} and K a field containing G as a multiplicative subgroup. Moreover, we will assume that all 2-circles and loops of G are unbalanced.
Definition 3.16. Let A(G) be the hyperplane arrangement in K ℓ consisting of the following hyperplanes
We will call A(G) the canonical linear hyperplane gain representation of G.
Notice that since we assume that every loop is unbalanced, then if e = {i} is a loop, we have ϕ(e) = 1, and hence we attach to it the hyperplane {x i = 0}.
Example 3.17. Consider the gain graph described in Example 3.11. Then we can consider the hyperplane arrangement A(G) ⊆ R 3 with defining equation Q := x(x − y)(x − 2y)(x − 3y)(y − z)(2y − z)(x − z).
Given a gain graph G, we can now associate to it two matroids: the bias matroid and the matroid of intersections of A(G). In [10] , Zaslavsky proved that these two matroids coincide. In particular, he proved the following Similarly as in the case of signed graph (see Corollary 3.11 in [5] 
List of distinguished biased graphs
In this section, we will describe all the gain graphs that we need to express our main theorem. Since we will consider G = Q * , we will describe them as biased graphs. Hence, we will describe the underlying graph, labeling only the edges, with the list of balanced circles. We adopt the simplified notation ijk for a circle e i e j e k . Moreover, we call a circle distinguish if it is a balanced circle or an unbalanced θ-graph, or an unbalanced (loose or tight) handcuff. We will take their names from the nomenclature used in [5] .
• The biased graph K 3 has as underlying graph the full simple graph on three vertices having the only 3-circle as balanced circle.
• The biased graph D • The biased graph G • has as underlying graph the one depicted in Figure 4 (a) and as distinguish circles B := {126, 145, 235, 346}.
• The biased graph D Furthermore, if G is a gain graph we denote but G a gain graph switching equivalent to G for some switching function λ.
Notice that by construction we have the following Lemma 4.1. The biased graphs G 1 and G 2 do not have any subgraphs isomorphic to a D 3 .
Main theorem
In this section, we will describe how to compute the Falk invariant φ 3 for A(G), an arrangement associated to a gain graph G that do not have a subgraph isomorphic to B 2 , it has no loops adjacent to a θ-graph with only three edges and it has at most triple parallel edges. Moreover, we will assume that all 2-circles and loops of G are unbalanced. In the remaining of the paper, to fix the notation, we will suppose G is a gain graph whose underlying graph G is on ℓ vertices having n edges, and we will label only the edges as elements of [n] := {1, . . . , n}. Furthermore, when we will discuss about isomorphic subgraphs, we intend isomorphic as biased graphs (see Definition 3.5).
The goal of this section is to prove the following theorem.
Theorem 5.1. For an arrangement associated to a gain graph G that do not have a subgraph isomorphic to B 2 , it has no loops adjacent to a θ-graph with only three edges and it has at most triple parallel edges, we have
where k l denotes the number of subgraphs of G isomorphic to a K l , d l denotes the number of subgraphs of G isomorphic to D l but not contained in D l , g 1 denotes the number of subgraphs of G isomorphic to a G 1 but not contained in G 2 , g 2 denotes the number of subgraphs of G isomorphic to a G 2 , and Θ denotes the number of subgraphs of G isomorphic to a contrabalanced θ-graph with only three edges.
In order to compute φ 3 , we will use Theorem 2.3, hence we need firstly to identify the ordered 3-tuple S in {1, . . . , n} that are dependent. Clearly, we have the following Lemma 5.2. S = (i 1 , i 2 , i 3 ) is dependent if and only if i 1 , i 2 , i 3 correspond to the edges of a subgraph of G that is isomorphic to a K 3 , or a D With an abuse of notation, we will call a dependent 3-tuple S a triangle. Moreover, we will write
which is a subset of E as a vector space over C.
Remark 5.3. Notice that the triangles are exactly the balanced 3-cycles, the unbalanced θ-graphs, the unbalanced loose handcuffs and the unbalanced tight handcuffs. In particular, If G 1 and G 2 are two switching equivalent gain graphs with the same underlying graph, then
Since e i e j e k = −e j e i e k , it is clear that the dimension of the vector space C 3 is k 3 + d 2,1 + k 2,2 + Θ. Moreover, we can consider C 
.
+ Θ, and the thesis follows. ⊓ ⊔ Using Theorem 2.3 and Remark 2.4, to prove Theorem 5.1 we just need to describe dim(I 3 2 ). To do so, consider C 3 := {e t ∂e ijk | e ijk ∈ C ′ 3 , t ∈ {i, j, k}}, and
}, and hence I 3 2 = span(C 3 ) + span(F 3 ). Lemma 5.5. For an arrangement associated to a gain graph G not containing a subgraph isomorphic to B 2 as subgraph, without loops adjacent to a θ-graph with only three edges and with at most triple parallel edges, we have I 3 2 = span(C 3 ) ⊕ span(F 3 ). Proof. Since G do not contain a B 2 as subgraph or loops adjacent to a θ-graph or quadruple parallel edges, any two triangles share at most one element. This then gives us that span(C 3 ) ∩ span(F 3 ) = ∅. ⊓ ⊔ Remark 5.6. Notice that if we allow G to have subgraphs isomorphic to B 2 or a loop adjacent to a θ-graph or quadruple parallel edges, then the previous lemma is not true anymore.
By the previous lemma, we can write
To prove our main result we need to be able to compute dim(span(F 3 )).
To do so, consider the following sets 3 := {e t ∂e ijk ∈ F 3 | t, i, j, k are in the same G 1 but not in the same G 2 }, F 8 3 := {e t ∂e ijk ∈ F 3 | t, i, j, k are in the same G 2 }. Lemma 5.7. For an arrangement associated to a gain graph G not containing a subgraph isomorphic to B 2 or loops adjacent to a θ-graph with only three edges and having at most triple edges, we have
Proof. Clearly, since G does not contain a subgraph isomorphic to B 2 or loops adjacent to a θ-graph with only three edges or quadruple parallel edges, and by Lemma 4.1, span(F
For any element e t ∂e ijk of F 1 3 , we assert that at least one of the terms e tjk , e tik , e tij appears only in the expression of e t ∂e ijk . So e t ∂e ijk can not be expressed linearly by the elements of F Since the edges t, i, j, k are not in the same
and we do not consider the graphs having subgraphs isomorphic to B 2 or loops adjacent to a θ-graph with only three edges or quadruple parallel edges, we should only consider three cases about the edge t: it can be adjacent to none of the edges i, j, k, to two of them, or to all of them.
Assume that the edge t is adjacent to none of the edges i, j, k. This implies that t and none of i, j, k can appear in the same triangle. Hence any element e t ∂e ijk of F Assume now that the edge t is adjacent to two of the edges i, j, k, then we should consider several possibilities. Suppose that in the set {t, i, j, k} there is no loop. If all the terms of the element e t ∂e ijk ∈ F , but this is impossible by construction. Finally, assume that the edge t is adjacent to all the edges i, j, k. Since the underlying graph has at most triple edges and no loops adjacent to a θ-graph with only three edges, then in this situation, there are just two cases we should consider. Suppose that in the set {t, i, j, k} there is no loop. If all the terms of the element e t ∂e ijk ∈ F , but this is impossible by construction. Therefore, for any element e t ∂e ijk ∈ F 1 3 , at least one of the terms e tjk , e tik , e tij appears only in the expression of e t ∂e ijk . This shows that
this concludes the proof. ⊓ ⊔ Example 5.8. We consider the dimension of span(F 3 ) for the arrangement A(G • ) associated to the gain graph G • (see Figure 4(a) ). In this situation we have as distinguish circles B := {126, 145, 235, 346}. Then the number of the elements in F 3 is 12, listed as follows. Then an easy computation shows that in this case dim(span(F 3 )) = 10.
Example 5.9. We consider the dimension of span(F 3 ) for the arrangement A(G 1 ) associated to the gain graph G 1 (see Figure 4(c) ). In this situation we have as distinguish circles B := {123, 456, 257, 147, 158, 268, 367}. Then the number of the elements in F 3 is 35, and they are all the elements of the form e t ∂e ijk = e tjk − e tik + e tij , where ijk ∈ B and t / ∈ {i, j, k}. Then an easy computation shows that in this case dim(span(F 3 )) = 34.
Remark 5.10. Similarly to the previous examples, we can directly compute dim(span(F 3 )) for all the distinguished gain graph graph of Section 4. In particular, if we consider D 3 , K 4 and K Proof. Assume that in the gain graph G there are exactly g 1 = p distinct subgraphs isomorphic to a G 1 , G 1 , . . . , G p , none of which is a subgraph of a graph isomorphic to G 2 . Consider F 7 3,i := {e t ∂e ijk | e ijk ∈ C ′ 3 , t ∈ [n] \ {i, j, k}, i, j, k ∈ G i }. Since four edges in the underlying graph of G can not appear in two distinct G 1 at the same time, then none of the terms of the element e t ∂e ijk ∈ F 7 3,i appear in the elements of F Using Remark 5.10, the same exact argument used in this case will prove the other equalities. ⊓ ⊔ Lemma 5.12. For an arrangement associated to a gain graph G that do not have a subgraph isomorphic to B 2 , it has no loops adjacent to a θ-graph with only three edges and it has at most triple parallel edges, we have dim(I 
⊓ ⊔
Let us see how our formula works on a non-trivial example.
Example 5.13. We want to compute φ 3 for the arrangement associated to the gain graph G of Figure 5 . Figure 5 . The gain graph G and its underlying graph.
In order to compute φ 3 with the formula (3), we need to compute the following:
• k 3 = |{{2, 5, 9}, {2, 8, 13}, {5, 8, 11}, {9, 11, 13}, {1, 6, 9}, {1, 5, 10}, {2, 4, 10}, {3, 4, 9}, {5, 7, 12}}| = 9;
