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Abstract: We propose a heuristic attribute reduction algorithm based on random selections of attributes.
Rough set theory proposed by Pawlak provides theoretical foundations of set-theoretical approximation of
concepts and logical reasoning from data, and attribute reduction is one of the most important research
topics in the aspect of reasoning from data. The computational complexity of computing all reducts from
the given data is NP-hard and there have been many heuristic attribute reduction algorithms; however,
almost proposals compute just one candidate of reducts from the given data. In this paper, we propose
a heuristic attribute reduction algorithm to compute reducts as many as possible, which is based on
construction of reduced decision tables from the given data by using random selection of attributes.
1 はじめに
近年，カテゴリカルなデータに対するデータマイニン
グ手法の一つとしてラフ集合 [6, 7]が注目されており，
特に，データを正しく分類するために最小限必要となる
項目の集合 (相対縮約)およびデータに含まれる if-then
形式のルール (決定ルール)の抽出について，理論と応
用の両面から幅広く研究が進められている (詳細は例え
ば [5])．すべての相対縮約を求める問題は NP困難で
あることが証明されているため [8]，大規模データに対
してすべての相対縮約を計算することは現実的ではな
い．そのため，相対縮約のヒューリスティックな計算手
法が多数提案されている [1, 2, 3, 4, 9, 11, 12, 13, 14].
しかし，これらの手法の大半は相対縮約の候補をごく
少数 (または 1個のみ) 生成する手法であるため，これ
らの手法を大規模データに対して用いた場合，条件属
性の大半は相対縮約の候補に含まれないため，それら
の属性に関する規則性を知ることができない．よって，
ラフ集合を用いたデータ分析の観点からは，ヒューリ
スティックな計算手法でできるだけ多くの相対縮約の
候補が得られることが望ましいと考えられる．
本研究では，できるだけ多くの相対縮約を得るヒュー
リスティックな計算手法として，大規模データに対す
る確率的選択を用いた縮約計算手法を提案し，計算機
実験によってその有効性を検証する．
2 ラフ集合
本研究の背景となるラフ集合の概要について述べる．
なお，本節の内容は文献 [5]に基づく.
2.1 決定表と識別不能関係
ラフ集合で扱うデータは一般的に，以下で定義され
る決定表で表される:
(U;C [D;V; ½):
ここで，U は対象の空でない有限集合，C は条件属性
の空でない有限集合，Dは決定属性の空でない有限集
合であり，C \D = ;とする．すべての属性の集合を
AT
def= C [Dと表す．V は各属性 a 2 AT の値の集合，
½ : U £AT ! V は対象 xの属性 aでの値 ½(x; a) 2 V
を表す関数である.
属性の任意の部分集合A µ AT に対して，U 上の識
別不能関係 RA を次式で定義する:
xRAy
def() ½(x; a) = ½(y; a); 8a 2 A: (1)
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表 1: 決定表の例
U c1 c2 c3 c4 c5 c6 d
x1 1 0 0 0 0 1 1
x2 0 1 0 0 0 1 1
x3 0 2 1 0 1 0 2
x4 0 1 1 1 0 0 2
x5 0 1 2 0 0 1 1
x6 0 1 0 0 1 1 3
関係RAが同値関係となることは容易に確かめられる.
特に，決定属性集合Dに基づく識別不能関係は対象の
全体集合の分割 D = fD1; ¢ ¢ ¢ ; Dmgを与え，各Di は
決定クラスと呼ばれる．
各決定クラス Di に対して，識別不能関係 RA によ
る下近似 A(Di)を次式で定義する:
A(Di)
def= fx 2 U j [x]A µ Dig: (2)
RA の定義より，Di の下近似 A(Di)は A内の属性の
値により確実にDi に分類される対象の集合となる．
決定表の例を表 1 に示す．表 1 は議論の対象とな
る要素の集合 U = fx1; ¢ ¢ ¢ ; x6g, 条件属性集合 C =
fc1; ¢ ¢ ¢ ; c6g，決定属性集合 D = fdg などで構成さ
れ，½(xi; d) = iとなる要素の集合を決定クラスDiと
すると，3 個の決定クラス D1 = fx1; x2; x5g および
D2 = fx3; x4g，D3 = fx6g が得られる．
2.2 相対縮約
データから規則性を見出す観点から，できるだけ少
ない属性数で，条件属性 Cをすべて用いた識別不能関
係 RC による分類と同等な分類を与え，すべての決定
クラスを近似できることが望ましい．そのような性質
を満たす条件属性の集合A µ Cを相対縮約と呼ぶ．形
式的には，分割DのCに関する相対縮約とは，すべて
の決定クラスの集合D = fD1; ¢ ¢ ¢ ; Dmgに対して以下
の 2条件を満たす条件属性の部分集合 A µ C である:
1. POSA(D) = POSC(D).
2.任意の真部分集合 B ½ Aに対して POSB(D) 6=
POSC(D).
ここで，条件属性の任意の部分集合 X µ C に対して
次式で定義される集合 POSX(D)は，X による D の
正領域である:
POSX(D) =
[
Di2D
X (Di): (3)
正領域に含まれる対象 x 2 POSX(D)は，属性集合
X に含まれるすべての条件属性における値を調べるこ
とで，正しい決定クラスに分類される．特に，すべて
の条件属性の集合Cによる正領域 POSC(D)は，与え
られた決定表DT における識別可能なすべての対象の
集合である．なお，相対縮約は複数個存在することが
あり，例として，表 1には以下の 3個の相対縮約が存
在する: fc3; c5g, fc5; c6g, fc2; c4; c5g．
2.3 識別行列による相対縮約の計算
相対縮約を具体的に計算する手法として，識別行
列 [8] を用いた手法が知られている．決定表 (U;C [
D;V; ½)が与えられたとき，決定属性集合Dに関する
識別行列は，以下で定義する i行 j列目の成分 ±ij を持
つ jU j £ jU j行列である:
±ij =
8><>:
fa 2 C j ½(xi; a) 6= ½(xj ; a)g;
9d 2 D; ½(xi; d) 6= ½(xj ; d);
;; その他:
(4)
ここで，jU jは集合 U の要素数を表す．
±ij 6= ; である i 行 j 列の成分 ±ij は，決定クラス
が異なる対象 xi と xj に対して，±ij に含まれるいず
れかの属性を比較することで xi と xj を区別できる
ことを表している. よって，すべての ±ij に対して，
±ij 6= ;ならば±ij \ A 6= ; となり，かつ包含関係につ
いて極小となるような条件属性の部分集合 A µ C が
相対縮約となる．識別行列を用いることで，与えられ
た決定表におけるすべての相対縮約を求めることが可
能である．しかし，すべての相対縮約を求める計算は
NP困難であることが証明されている．
3 確率的選択を用いた縮約抽出手法
本節では，確率的選択を用いることで大規模データか
らできるだけ多くの相対縮約を抽出するアルゴリズム
を提案する．提案手法は，大規模データに対してヒュー
リスティックな計算手法を直接用いるのではなく，確
率的選択を用いることで，大規模データにおける条件
属性による対象の分類能力を保存しつつ，できるだけ
条件属性の個数が少ない小規模決定表を生成し，得ら
れた小規模決定表におけるすべての相対縮約を抽出す
ることで，元の大規模データからできるだけ多くの相
対縮約を抽出することを試みる手法である．
まず，与えられた決定表から生成する小規模決定表
を以下のように定義する．
定義 1 DT = (U;C [ D;V; ½)を決定表とする．DT
から生成された小規模決定表 RDT は以下の 4項組で
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ある:
RDT = (U;C 0 [D;V; ½): (5)
ここで，対象の集合 U および決定属性の集合D，値の
集合 V，関数 ½はDT と同一である. 条件属性の集合
C 0 は以下の 2条件を満たす集合である:
1. C 0 µ C.
2.異なる決定クラスに属する任意の対象 x 2 Di お
よび y 2 Dj (i 6= j)について，(x; y) 62 RC なら
ば (x; y) 62 RC0 である．
小規模決定表の条件属性集合に関する条件 2は，元
の決定表において決定クラスが異なり，かつ識別可能
である対象は，小規模決定表でも識別可能であること
を意味する．よって，与えられた決定表DT から生成
された小規模決定表 RDT は，DT において決定クラ
スが異なる対象間の識別能力を保存しつつ条件属性の
個数を削減した決定表となる．一般的に，決定表から
生成される小規模決定表は複数存在する．
与えられた決定表から小規模決定表を 1個生成する
アルゴリズムを以下に示す．
Algorithm 1 dtr: 小規模決定表生成アルゴリズム
入力: 決定表DT = (U;C [D;V; ½)，
DT の識別行列DM , 属性数の最小値 b
出力: 小規模決定表 (U;C 0 [D;V; ½)
1: 非復元抽出を用いて C からランダムに b個の条件
属性 a1; ¢ ¢ ¢ ; ab を選択する
2: C 0 = fa1; ¢ ¢ ¢ ; abg
3: for all ±ij 2 DM such that i > j do
4: if ±ij 6= ; and ±ij \ C 0 = ; then
5: 属性 c 2 ±ij をランダムに選択する
6: C 0 = C 0 [ fcg
7: end if
8: end for
9: return (U;C 0 [D;V; ½)
以下の命題は，与えられた決定表から生成された小
規模決定表の相対縮約が，元の決定表の相対縮約とな
ることを保証する．証明は容易であるため省略する．
命題 1 DT = (U;C [ D;V; ½) を決定表，RDT =
(U;C 0 [ D;V; ½)を Algorithm 1によって DT から生
成された小規模決定表とする．条件属性の部分集合
A µ C 0 が RDT の相対縮約となる必要十分条件は，
AがDT の相対縮約となることである．
命題 1を踏まえ，小規模決定表を用いて縮約抽出を
行うアルゴリズムを以下に示す．
Algorithm 2 小規模決定表を用いた縮約抽出アルゴ
リズム
入力: 決定表DT = (U;C [D;V; ½),
小規模決定表での条件属性の最小個数 b,
繰り返し回数 I
出力: DT の相対縮約の集合 RED
1: RED = ;
2: DM Ã DT の識別行列
3: for i = 1 to I do
4: RDT = dtr(DT;DM; b)
5: DM 0 Ã RDT の識別行列
6: S Ã DM 0 による RDT のすべての相対縮約
7: RED = RED [ S
8: end for
9: return RED
このアルゴリズムでは，小規模決定表生成アルゴリ
ズムを用いて小規模決定表を生成し，その相対縮約を
すべて求めることを繰り返すことにより，与えられた
決定表の相対縮約をできるだけ多く抽出する．ラフ集
合を用いたデータ分析の観点からは，抽出される相対
縮約にはできるだけ多くの条件属性が出現することが
望ましいため，小規模決定表生成アルゴリズムで生成
される小規模決定表では，各条件属性が偏りなく出現
することが求められる．そのため，小規模決定表生成
アルゴリズムにおいて，用いる条件属性の選択に関す
るランダムネスは非常に重要である．
4 実験および考察
提案手法の有効性を検証するために，UCI Machine
Learning Repository [10]の 10種類のデータ (Anneal-
ing, Arrhythmia, Cylinder Bands, Communities and
Crime, Dermatology, Flags, Internet Advertisements,
Lung Cancer, Sponge, Zoo) に対して提案手法を用い
て相対縮約を抽出する実験を行った．実験では，小規
模決定表での条件属性の最小個数は b = 10，繰り返し
回数は I = 10とした．
実験結果を表 2 に示す．表 2 において，項目「属
性」および「対象」，「縮約」はそれぞれ，各データの
条件属性の個数および対象の個数，抽出された相対縮
約の個数を表す．提案手法を用いることで，Internet
Advertisements以外のデータでは多数の相対縮約を抽
出することができた．しかし，提案手法は与えられた
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表 2: 実験結果
データ名 属性 対象 縮約
Annealing 38 798 51
Arrhythmia 278 452 67
Cylinder Bands 38 540 61
Communities 128 1994 67
Dermatology 34 166 161
Flags 29 194 17
Internet 1558 3279 -
Lung Cancer 57 32 104
Sponge 45 76 78
Zoo 17 101 20
データが小規模であってもすべての相対縮約を抽出で
きるとは限らないため，Zooデータなどの，すべての相
対縮約を求めることが現実的に可能なデータに対して
提案手法を用いることは適切ではない．また，Internet
Advertisementsデータについては，識別行列による小
規模決定表からの縮約抽出を完了することができなかっ
たため，相対縮約を抽出することができなかった．こ
れは，生成した小規模決定表には 100個以上の条件属
性が存在し，小規模決定表からすべての相対縮約を抽
出する計算が現実的には不可能だったためである．そ
のため，生成した小規模決定表の属性数などに応じて，
すべての相対縮約を抽出する手法と，少数個の相対縮
約を求めるヒューリスティックな手法との使い分けを
検討する必要がある．更に，今回の実験ではパラメー
タ bおよび I を固定したが，パラメータ設定による影
響についても検証する必要がある．
5 まとめ
本研究では，できるだけ多くの相対縮約を得るヒュー
リスティックな計算手法として，与えられた決定表か
ら確率的選択により生成した小規模決定表を用いる縮
約計算手法を提案した．今後の課題として，提案手法
で用いるパラメータ (小規模決定表の最小属性数およ
び繰り返し回数) の影響の検証およびパラメータの動
的な決定，提案手法と既存のヒューリスティックな縮約
計算手法との融合などによる提案手法の改良，より規
模の大きいデータを用いた検証実験などが挙げられる．
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