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In this paper we prove two versions of Ekeland Variational Principle in asymmetric locally
convex spaces. The ﬁrst one is based on a version of Ekeland Variational Principle in
asymmetric normed spaces proved in S. Cobzas¸, Topology Appl. 158 (8) (2011) 1073–
1084. For the proof we need to study the completeness with respect to the asymmetric
norm pA (the Minkowski functional) of the subspace XA of an asymmetric locally convex
space X generated by a convex subset A of X (the analog of Banach disk). The second one
is based on the existence of minimal elements (with respect to an appropriate order) in
quasi-uniform spaces satisfying some completeness conditions, obtained as a consequence
of Brezis–Browder maximality principle.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The variational principle discovered by Ivar Ekeland in 1972 [5] (see also [6]), turned out to be a powerful and versatile
tool in many branches of mathematics – Banach space geometry, optimization, economics, etc. This was masterly illustrated
by Ekeland in the survey paper [7], and proved by subsequent developments. In fact, Ekeland Variational Principle (EkVP) is
a paradigm of a maximality principle used by E. Bishop and R. Phelps in the proof of their famous result on the density of
support functionals and is also related to the Brezis–Browder maximality principle. Nowadays there are a lot of variational
principles originating from EkVP: smooth variational principles, vector variational principles, perturbed variational principles,
a good presentation of various hypostases of Ekeland Variational Principle being given in the recent book by Meghea [14].
At the same time, EkVP is equivalent to several strong results in mathematics such as: Caristi’s ﬁxed point theorem,
Daneš drop property, petal ﬂower theorem, see [17] for the classical EkVP and [8] for a stronger variant.
Extensions of these results to locally convex spaces were given by Hamel [9] and Qiu [19–21]. The main idea in these
papers is to reduce the proof of Ekeland Variational Principle in a locally convex space X to the normed case by considering
Banach disks. A Banach disk is a bounded absolutely convex subset A of X such that its linear hull XA is a Banach space
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principle is given in [16].
The EkVP holds in complete metric spaces and its validity in a metric space implies the completeness of the space,
a result proved by Weston [27] in 1977 and rediscovered by Sullivan [24] in 1981. The fact that the validity of Caristi’s ﬁxed
point theorem (a result equivalent to Ekeland Variational Principle) implies completeness was proved by Kirk [11]. The more
general case of partial metric spaces was considered by Romaguera [23].
In [4] it was proved that EkVP holds in right K -complete T1 quasi-metric spaces. The equivalence with Caristi’s ﬁxed
point theorem was also proved and the relevance of the validity of EkVP in a quasi-metric space to its completeness
properties was studied. Note that a variant of EkVP for a class of left K -complete quasi-metric spaces was proved by Ume
[26] (see Remark 1.4 in [4]).
The aim of the present paper is to prove two versions of EkVP in asymmetric locally convex spaces (see [2]). The ﬁrst
one is based on the reduction to the case of asymmetric normed spaces (using asymmetric analogs of the Banach disks),
while the second one is based on a consequence of Brezis–Browder principle, asserting the existence of minimal elements
in quasi-uniform spaces satisfying some completeness hypotheses.
Quasi-metric spaces. A quasi-semimetric on an arbitrary set X is a mapping ρ : X × X → [0;∞) satisfying the following
conditions:
(QM1) ρ(x, y) 0, and ρ(x, x) = 0;
(QM2) ρ(x, z) ρ(x, y) + ρ(y, z),
for all x, y, z ∈ X . If, further,
(QM3) ρ(x, y) = ρ(y, x) = 0 ⇒ x = y,
for all x, y ∈ X , then ρ is called a quasi-metric. The pair (X,ρ) is called a quasi-semimetric space, respectively a quasi-
metric space. The conjugate of the quasi-semimetric ρ is the quasi-semimetric ρ(x, y) = ρ(y, x), x, y ∈ X . The mapping
ρs(x, y) = max{ρ(x, y),ρ(x, y)}, x, y ∈ X , is a semimetric on X which is a metric if and only if ρ is a quasi-metric. If (X,ρ)
is a quasi-semimetric space, then for x ∈ X and r > 0 we deﬁne the balls in X by the formulae
Bρ(x, r) =
{
y ∈ X: ρ(x, y) < r} – the open ball, and
Bρ [x, r] =
{
y ∈ X: ρ(x, y) r} – the closed ball.
The topology τρ of a quasi-semimetric (X,ρ) can be deﬁned starting from the family Vρ(x) of neighborhoods of an
arbitrary point x ∈ X :
V ∈ Vρ(x) ⇔ ∃r > 0 such that Bρ(x, r) ⊂ V
⇔ ∃r′ > 0 such that Bρ
[
x, r′
]⊂ V .
The topology τρ is T1 if and only if ρ(x, y) > 0 whenever x 
= y (see [3] for the topological properties of quasi-metric
spaces).
The convergence of a sequence (xn) to x with respect to τρ , called ρ-convergence and denoted by xn
ρ−→ x, can be
characterized in the following way
xn
ρ−→ x ⇔ ρ(x, xn) → 0. (1.1)
Also
xn
ρ−→ x ⇔ ρ(x, xn) → 0 ⇔ ρ(xn, x) → 0. (1.2)
The lack of symmetry in the deﬁnition of quasi-metric spaces causes a lot of troubles, mainly concerning completeness,
compactness and total boundedness in such spaces. There are a lot of completeness notions in quasi-metric spaces, all
agreeing with the usual notion of completeness in the case of metric spaces, each of them having its advantages and
weaknesses.
As in what follows we shall work only with one of these notions, we shall present only it, referring to [22] (see also [3])
for the others and for their properties.
A sequence (xn) in (X,ρ) is called left ρ-K -Cauchy if
∀ε > 0, ∃nε ∈N, ∀n,m, with nε  n <m, ρ(xn, xm) < ε
(⇔ ∀n nε, ∀k ∈N, ρ(xn, xn+k) < ε). (1.3)
Similarly, a sequence (xn) in (X,ρ) is called right ρ-K -Cauchy if
∀ε > 0, ∃nε ∈N, ∀n,m, with nε  n <m, ρ(xm, xn) < ε
(⇔ ∀n nε, ∀k ∈N, ρ(xn+k, xn) < ε). (1.4)
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1. It is obvious that a sequence is left ρ-K -Cauchy if and only if it is right ρ-K -Cauchy.
2. There are examples showing that a ρ-convergent sequence need not be left ρ-K -Cauchy, showing that in the asymmet-
ric case the situation is far more complicated than in the symmetric one (see [22]).
3. If each convergent sequence in a regular quasi-metric space (X,ρ) admits a left K -Cauchy subsequence, then X is
metrizable [13].
A quasi-metric space (X,ρ) is called left ρ-K -complete if every left ρ-K -Cauchy is ρ-convergent, with the corresponding
deﬁnition of the right ρ-K -completeness.
In spite of the obvious fact that left ρ-K -Cauchy is equivalent to right ρ-K -Cauchy, left ρ-K - and right ρ-K -completeness
do not agree, due to the fact that right ρ-completeness means that every left ρ-Cauchy sequence converges in (X,ρ), while
left ρ-completeness means the convergence of such sequences in the space (X,ρ). For concrete examples and counterex-
amples, see [22]. In fact, as remarked Mennucci [15, §3.ii.2], starting from the 7 notions of Cauchy sequence considered in
[22], one can obtain (taking into account the symmetry between ρ and ρ) 14 different notions of completeness, by asking
that every sequence which is Cauchy in some sense for ρ converges with respect to one of the topologies τρ, τρ or τ (ρs).
An asymmetric norm on a real vector space X is a functional p : X → [0,∞) satisfying the conditions
(AN1) p(x) = p(−x) = 0 ⇒ x = 0;
(AN2) p(αx) = αp(x);
(AN3) p(x+ y) p(x) + p(y),
for all x, y ∈ X and α  0. If p satisﬁes only the conditions (AN2) and (AN3), then it is called an asymmetric seminorm.
The conjugate of p is the seminorm p : X → [0,∞) deﬁned by p(x) = p(−x), x ∈ X . The functional ps(x) =
max{p(x), p(x)}, x ∈ X , is a (symmetric) seminorm on X . If p is an asymmetric norm, then ps is a norm. The following
inequalities hold for every x, y ∈ X ,
∣∣p(x) − p(y)∣∣ ps(x− y) and ∣∣p(x) − p(y)∣∣ ps(x− y).
With an asymmetric seminorm p on a vector space X one associates a quasi-semimetric ρp deﬁned by
ρp(x, y) = p(y − x), x, y ∈ X . (1.5)
It follows that
ρ p = ρp and ρsp = ρps .
Example 1.2. A typical example is the asymmetric norm u(α) = α+ , α ∈ R. Its conjugate is u¯(α) = α− and us(α) =
max{u(α), u¯(α)}, is equivalent to |α| = u(α) + u¯(α), so that it generates the usual topology on R. The topology gener-
ated by u is called the upper topology of R, while that generated by u¯ is called the lower topology of R.
All the topological and metric notions relative to an asymmetric seminorm p will be those corresponding to the quasi-
semimetric (1.5). In this case the corresponding balls are
Bp(x, r) =
{
y ∈ X: p(y − x) < r} and Bp[x, r] = {y ∈ X: p(y − x) r}.
Denoting by Bp = Bp[0,1] and B ′p = Bp(0,1) the unit balls, it follows
Bp[x, r] = x+ rBp and Bp(x, r) = x+ rB ′p .
The convergence of sequences is characterized by the conditions
xn
p−→ x ⇔ p(xn − x) → 0, and
xn
p−→ x ⇔ p(xn − x) → 0 ⇔ p(x− xn) → 0. (1.6)
Also, the Cauchy type conditions (1.3) and (1.4) take the form
∀ε > 0, ∃nε ∈N, ∀n nε, ∀k ∈N, p(xn+k − xn) < ε (left K -Cauchy), (1.7)
respectively
∀ε > 0, ∃nε ∈N, ∀n nε, ∀k ∈N, p(xn − xn+k) < ε (right K -Cauchy). (1.8)
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asymmetric seminorms on a real vector space X . Without restricting the generality we can suppose that the family P is
directed, that is for every p1, p2 ∈ P there is p ∈ P such that pi  p, i = 1,2, the order being the pointwise order. One
deﬁnes a topology τ (P ) on X by:
V ∈ V(x) ⇔ ∃p ∈ P , ∃r > 0, Bp(x, r) ⊂ V ,
where V(x) (or VP (x)) denotes the family of neighborhoods of the point x ∈ X . Asking that Bp[x, r] ⊂ V for some p ∈ P and
r > 0 one obtains the same topology.
It follows that τ (P ) is a translation invariant topology on X , that is
V ∈ V(x) ⇔ ∃U ∈ V(0), V = x+ U .
This implies that the addition + : X × X → X is continuous, but the multiplication by scalars · :R× X → X need not be
continuous.
Asymmetric locally convex spaces were deﬁned in [2] where some of their basic properties were proved: continuity of
linear mapping in terms of a semi-Lipschitz condition, linear functionals and weak topologies, the dual space, separation of
convex sets, extreme points and a Krein–Milman type theorem.
For a family P of asymmetric seminorms on a vector space X put
P = {p: p ∈ P } and P s = {ps: p ∈ P}. (1.9)
The topology τP is T1 if and only if for every x ∈ X \ {0} there exists p ∈ P such that p(x) > 0 (see [2]).
In particular, the topology of an asymmetric seminormed space (X, p) is T1 if and only if p(x) > 0 for every x 
= 0.
The following result will be used in the proof of Ekeland Variational Principle in locally convex spaces. We use the
standard abbreviations lsc for lower semi-continuous and usc for upper semi-continuous.
Proposition 1.3. If (X, P ) is an asymmetric LCS, then for every p ∈ P and every x0 ∈ X the function p(x0 − ·) : (X, P ) → (R, | · |) is
τP -lsc and the function p(· − x0) : (X, P ) → (R, | · |) is τP -usc.
Proof. To prove that p(x0 − ·) is τP -lsc we have to show that for every α ∈R the set
Cα :=
{
x ∈ X: p(x0 − x) > α
}
is τP -open. For x ∈ Cα let r := p(x0 − x) − α > 0. If p(y − x) < r, then
p(x0 − x) p(x0 − y) + p(y − x) < p(x0 − y) + r,
which implies
p(x0 − y) > p(x0 − x) − r = α.
Consequently the open ball Bp(x0, r) is contained in Cα , showing that Cα is τP -open.
Similarly, to prove that p(· − x0) is τP -usc we have to show that for every α ∈R the set
Dα :=
{
x ∈ X: p(x− x0) < α
}
is τP -open.
For x ∈ Dα let r := α − p(x− x0) > 0. If y ∈ X satisﬁes p(y − x) < r, then
p(y − x0) p(y − x) + p(x− x0) < r + p(x− x0) = α,
showing that the open ball Bp(x0, r) is contained in Dα , so that Dα is open. 
Note. Along this paper P = {pi: i ∈ I} will stand for a directed family of asymmetric seminorms on a vector space.
Quasi-uniform spaces. Quasi-semimetric spaces are particular cases of quasi-uniform spaces. A quasi-uniformity on a set X
is a ﬁlter U on X × X such that
(QU1) (X) ⊂ U , ∀U ∈ U;
(QU1) ∀U ∈ U, ∃V ∈ U, such that V ◦ V ⊂ U ,
where (X) = {(x, x): x ∈ X} denotes the diagonal of X and, for M,N ⊂ X × X ,
M ◦ N = {(x, z) ∈ X × X: ∃y ∈ X, (x, y) ∈ M and (y, z) ∈ N}.
The composition V ◦V is denoted sometimes simply by V 2. Since every V in U contains the diagonal (X), the inclusion
V 2 ⊂ U implies V ⊂ U .
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(U3) ∀U , U ∈ U ⇒ U−1 ∈ U,
where
U−1 = {(y, x) ∈ X × X: (x, y) ∈ U},
then U is called a uniformity on X . The sets in U are called entourages and the pair (X,U) is called a quasi-uniform space.
For U ∈ U , x ∈ X and Z ⊂ X put
U (x) = {y ∈ X: (x, y) ∈ U} and U [Z ] =⋃{U (z): z ∈ Z}.
A quasi-uniformity U generates a topology τ (U) (denoted also by τU ) on X for which the family of sets{
U (x): U ∈ U}
is a base of neighborhoods of the point x ∈ X . A mapping f between two quasi-uniform spaces (X,U), (Y ,W) is called
quasi-uniformly continuous if for every W ∈W there exists U ∈ U such that ( f (x), f (y)) ∈ W for all (x, y) ∈ U . By the deﬁ-
nition of the topology generated by a quasi-uniformity, it is clear that a quasi-uniformly continuous mapping is continuous
with respect to the topologies τ (U), τ (W).
The family of sets
U−1 = {U−1: U ∈ U} (1.10)
is another quasi-uniformity on X called the conjugate quasi-uniformity, denoted by U , and U s = U ∨U is a uniformity on X .
If (X,ρ) is a quasi-semimetric space, then
Vε =
{
(x, y) ∈ X × X: ρ(x, y) < ε}, ε > 0,
is a basis for a quasi-uniformity Uρ on X . The family
V−ε =
{
(x, y) ∈ X × X: ρ(x, y) ε}, ε > 0,
generates the same quasi-uniformity. Since Vε(x) = Bρ(x, ε) and V−ε (x) = Bρ [x, ε], it follows that the topologies generated
by the quasi-semimetric ρ and by the quasi-uniformity Uρ agree, i.e., τρ = τ (Uρ).
If D is a family of quasi-semimetrics on a set X , then the family of sets
Vd,ε =
{
(x, y) ∈ X × X: d(x, y) < ε}, ε > 0, d ∈ D,
is a base for a quasi-uniformity UD on X and each quasi-semimetric d ∈ D is quasi-uniformly continuous from (X × X,
UD × UD) to (R,Uu). Due to the fact that the product quasi-uniformity U × U is generated by the family of entourages
{U × U : U ∈ U}, it follows that a quasi-semimetric d on a quasi-uniform space (X,U) is quasi-uniformly continuous if and
only if for every ε > 0 there exists U ∈ U such that∣∣d(x, y) − d(x′, y′)∣∣< ε,
for all (x, y), (x′, y′) ∈ U .
The topological space (X, τ (U)) associated to a quasi-uniform space is T1 if and only if⋂
U = (X).
If D = {di: i ∈ I} is a family of quasi-uniformly continuous quasi-semimetrics on X generating the quasi-uniformity U ,
then the topology τ (U) is T1 if and only if
∀x, y ∈ X, x 
= y ⇒ ∃i ∈ I, di(x, y) > 0.
Theorem 15 from Chapter 6 of [10] can be adapted to quasi-uniform spaces.
Theorem 1.4. Any quasi-uniform space is generated, in the way described above, by the family of all quasi-semimetrics which are
quasi-uniformly continuous from (X × X,UD ×UD) to (R,Uu).
An asymmetric LCS (X, P ) is a quasi-uniform space, a base of the quasi-uniformity UP being given by the sets
V p,ε =
{
(x, y) ∈ X × X: p(y − x) < ε}, ε > 0, p ∈ P .
It follows that the quasi-uniformity UP is generated by the quasi-semimetrics ρp , p ∈ P , where
ρp(x, y) = p(y − x), x, y ∈ X .
S. Cobzas¸ / Topology and its Applications 159 (2012) 2558–2569 25632. Brezis–Browder’s maximality principle and some consequences
The Brezis–Browder maximality principle (see [1]) ensures the existence of maximal elements in some partially ordered
sets. It has many applications, being related to Bishop–Phelps theorem on the denseness of support functionals, to Ekeland
Variational Principle, and to ﬁxed point theorems. Recall that another condition guaranteeing the existence of maximal
elements in a partially ordered set Z is given by Zorn’s lemma. As it is known Zorn’s lemma is equivalent to the Choice
Axiom, while Brezis–Browder’s Maximality Principle, as well as EkVP, are based on (in fact equivalent to) an essentially
weaker form of this axiom, namely the Dependent Choice Axiom (for a discussion see [25]).
Let (Z ,) be a partially ordered set. For x ∈ Z put S+(x) = {z ∈ Z : x z} and S−(x) = {z ∈ Z : z  x}. We shall use the
notation x< y to designate the situation x y and x 
= y. Note that any assertion concerning maximal elements has a dual
formulation in terms of minimal elements, which can be obtained by reversing the order: x 1 y ⇔ y  x, so only one of
the assertions has to be proven.
Theorem 2.1. (H. Brezis and F. Browder (1976) [1]) Let (Z ,) be a partially ordered set.
1. Suppose that ψ : Z →R is a function satisfying the conditions
(a) the function ψ is strictly increasing, i.e., x< y ⇒ ψ(x) < ψ(y);
(b) for each x ∈ Z , ψ(S−(x)) is bounded below;
(c) for any decreasing sequence (xn) in Z there exists y ∈ Z such that y  xn, n ∈N.
Then for each x ∈ Z there exists a minimal element z in Z such that z x.
2. Dually, let ϕ : Z →R be a function satisfying the conditions
(a′) the function ϕ is strictly increasing, i.e., x< y ⇒ ϕ(x) < ϕ(y);
(b′) for each x ∈ Z , ϕ(S+(x)) is bounded above;
(c′) for any increasing sequence (xn) in Z there exists y ∈ Z such that xn  y, n ∈N.
Then for each x ∈ Z there exists a maximal element z in Z such that x z.
A typical situation when the Brezis–Browder principle applies is contained in the following proposition. Let (X,U) be a
quasi-uniform space and D = {di: i ∈ I} the family of all quasi-uniformly continuous quasi-semimetrics on X that generates
the quasi-uniformity U . A sequence (xn) in X is called left U -K -Cauchy (right U -K -Cauchy) if the condition (1.3) (respectively
(1.4)) holds for every ρ = di , i ∈ I .
The quasi-uniform space (X,U) is called left(right) U -K -complete if every left(right) U -K -Cauchy sequence in X is τ (U)-
convergent to some x ∈ X .
Proposition 2.2. Let (X,U) be a quasi-uniform space with the uniformity generated by the family {di: i ∈ I} of all quasi-uniformly
continuous quasi-semimetrics on X. Suppose that the induced topology τU is T1 and ψ : X →R is a function on X.
Deﬁne an order relation on X by
x y ⇔ ∀i ∈ I, di(x, y)ψ(y) − ψ(x), (2.1)
for x, y ∈ X.
1. If the space X is sequentially right U -K -complete and the functionψ is bounded below and sequentially τ (U)-lsc on X, then every
element of X is minorized by a minimal element.
2. If the space X is sequentially right U -K -complete and the function ψ is bounded above and τ (U)-usc on X, then every element of
X is majorized by a maximal element.
Proof. 1. Recall that the topology τ (U) generated by the quasi-uniformity U is T1 if and only if for every pair x, y of distinct
points in X there exists i ∈ I such that di(x, y) > 0.
It is easy to check that (2.1) deﬁnes a partial order on X which satisﬁes the condition
x y ∧ y  x ⇔ x = y.
Indeed,
x y ⇔ ∀i ∈ I, 0 di(x, y)ψ(y) − ψ(x)
and
y  y ⇔ ∀i ∈ I, 0 di(y, x)ψ(x) − ψ(y),
so that
∀i ∈ I, 0 di(x, y) + di(y, x) 0,
implying di(x, y) = 0 for all i ∈ I . Since the topology τU is T1, this implies x = y.
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y ∧ x 
= y, then, using again the fact that τU is T1, there exists i0 ∈ I such that di0(x, y) > 0, implying ψ(y) − ψ(x) 
di0(x, y) > 0. Consequently, ψ is strictly increasing, i.e. the condition (a) holds.
Since ψ is bounded below, (b) holds too.
To prove that (c) is also veriﬁed, suppose that x1  x2  . . . is a decreasing sequence in (X,). Then ∀n, α ψ(xn+1)
ψ(xn), where α := infψ(X) > −∞, implying the convergence of the sequence (ψ(xn)). Consequently it is a Cauchy sequence,
so that, for given ε > 0, there exists nε ∈N such that 0ψ(xn) − ψ(xn+k) < ε, for every n nε and k ∈N. Since
xn+k  xn ⇔ ∀i ∈ I, di(xn+k, xn)ψ(xn) − ψ(xn+k),
it follows
∀i ∈ I, ∀n nε, ∀k ∈N, ρ(xn+k, xn) < ε,
that is the sequence (xn) is right U -K -Cauchy. By hypothesis it is τ (U)-convergent to some y ∈ X , which is equivalent to
lim
n
di(y, xn) = 0, (2.2)
for every i ∈ I .
The inequality xn+k  xn implies
∀i ∈ I, di(y, xn) di(y, xn+k) + di(xn+k, xn) di(y, xn+k) + ψ(xn) − ψ(xn+k),
so that
∀i ∈ I, ∀n ∈N, ∀k ∈N, di(y, xn) di(y, xn+k) + ψ(xn) − ψ(xn+k). (2.3)
Since the function ψ is sequentially τ (U)-lsc, ψ(y) lim infk ψ(xn+k), so that
limsup
k
(−ψ(xn+k))= − lim inf
k
ψ(xn+k)−ψ(y).
Considering i ∈ I and n ∈N ﬁxed and passing to limsup with respect to k in the inequality (2.3), one obtains
∀n ∈N, ∀i ∈ I, di(y, xn)ψ(xn) + limsup
k
(−ψ(xn+k))ψ(xn) − ψ(y),
which shows that y  xn for all n ∈N.
The conclusion follows now from Theorem 2.1.1.
2. The second assertion follows from the ﬁrst one applied to (X,U) and −ψ . Note that the quasi-uniformity U is
generated by the conjugate family of quasi-semimetrics {d¯i: i ∈ I} deﬁned for every i ∈ I by
di(x, y) = di(y, x), x, y ∈ X .
Denoting by (U ,ψ) the order deﬁned by (2.1), it follows
x(U,ψ) y ⇔ ∀i ∈ I, di(x, y)ψ(y) − ψ(x)
⇔ ∀i ∈ I, d¯i(y, x)
(−ψ(x))− (−ψ(y))
⇔ y (U,−ψ) x, (2.4)
for all x, y ∈ X . The space (X,U) and the function −ψ satisfy the hypotheses of the ﬁrst assertion of the proposition, so
that for every x ∈ X there is a minimal element z in (X,
(U ,−ψ)) with z (U ,−ψ) x. By (2.4) z is a maximal element in
(X,(U ,ψ)) and x(U ,ψ) z. 
3. Locally complete subsets of asymmetric LCS
Some properties of the Minkowski functional. Let A be a convex subset of a real vector space X such that 0 ∈ A. The
Minkowski functional corresponding to the set A is the functional pA : X → [0;∞] deﬁned by
pA(x) = inf{t > 0: x ∈ t A}, x ∈ X . (3.1)
It is obvious that the domain of pA , dom(pA) := {x ∈ X: pA(x) < ∞} is
XA =
⋃
t>0
t A, (3.2)
i.e., the convex cone generated by A.
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relative algebraic interior point of A if for every x ∈ aff(A)\{0} there exists γ > 0 such that [x0−γ (x−x0); x0+γ (x−x0)] ⊂ A,
where for y, z ∈ X , [y; z] denotes the algebraic segment generated by z, y, [z; y] = co{z, y} = {z + t(y − z): 0  t  1}. In
particular, 0 is a relative algebraic interior point of A if for every x ∈ XA \ {0} there exists γ > 0 such that [−γ x;γ x] ⊂ A. It
is clear that in this case 0 ∈ A and aff(A) is a vector subspace of X . A subset A of X is called absorbing in a subspace Y of
X if for every y ∈ Y there exists t > 0 such that y ∈ t A. The subset A is called absorbing if it is absorbing in X .
Let (X, P ) be an asymmetric locally convex space (LCS for short), where P = {pi: i ∈ I} is a directed family of asymmetric
seminorms generating the topology τP of X . A subset A of X is called upper P -bounded if sup pi(A) < ∞ for every i ∈ I .
In the following proposition we collect some simple, but useful, properties of the Minkowski functional.
Proposition 3.1. Let X be a real vector space and A a convex subset of X such that 0 ∈ A.
1. The set A is absorbing in XA and 0 is a relative algebraic interior point of A if and only if XA is a vector subspace of X .
2. The following relations hold true.
(i) {x ∈ X: pA(x) < 1} ⊂ A ⊂ {x ∈ X: pA(x) 1}.
(ii) ∀x, y ∈ dom pA,∀α  0, pA(x+ y) pA(x) + pA(y), pA(x) − pA(y) pA(x− y) and pA(αx) = αpA(x).
3. If A is an upper P -bounded closed convex subset of a T1 asymmetric locally convex space (X, P ) such that 0 ∈ A, then pA(x) = 0
if and only if x = 0.
4. If A is a sequentially closed convex subset of an asymmetric LCS (X, P ) such that 0 ∈ A, then
A = {x ∈ X: pA(x) 1}. (3.3)
5. If A is an upper P -bounded, sequentially closed, convex subset of an asymmetric T1 LCS (X, P ) such that 0 ∈ A, then pA is
sequentially lsc in (X, P ).
Proof. 1. If XA = ⋃t>0 t A is a vector subspace of X , then x ∈ XA \ {0} implies the existence of some α1 > 0 such that
x ∈ α1A ⇔ α−11 x ∈ A. Also, −x ∈ XA implies the existence of some α2 > 0 such that −x ∈ α2A ⇔ α−12 x ∈ A. By the convexity
of A, [−γ x;γ x] ⊂ A, where γ = min{α−11 ,α−12 }.
Conversely, if 0 is a relative algebraic interior point of A, then for x ∈ XA there exists γ > 0 such that [−γ x;γ x] ⊂ A,
implying −x ∈ γ−1A ⊂ XA , showing that XA is a subspace of X .
2. The properties from 2 are well known, see, for instance, [12].
3. Suppose that there exists x ∈ XA \{0} such that pA(x) = 0. Then there exists a sequence tn > 0 such that tn → 0 and x ∈
tn A ⇔ t−1n x ∈ A, n ∈N. Since τP is T1 there exists p ∈ P with p(x) > 0. Because A is upper P -bounded α := sup p(A) < ∞,
implying t−1n p(x) = p(t−1n x) α, for all n ∈N, which for n → ∞ yields the contradiction ∞ α.
4. Suppose that A is sequentially closed, convex, upper P -bounded and contains 0. By 2(i) it is suﬃcient to show that
x ∈ X and pA(x) = 1 implies x ∈ A. By the deﬁnition of the functional pA there exist αn > 0 with αn → 1 and yn ∈ A such
that x = αn yn , n ∈N. But then α−1n x ∈ A for all n ∈N, so that, by the sequential closedness of A, x = limn α−1n x ∈ A.
5. The functional pA is sequentially lsc if and only if for every α ∈ R the set [pA  α] := {x ∈ X: pA(x) α} is sequen-
tially closed.
If α < 0, then [pA  α] = ∅, and, by 3, [pA  0] = {x ∈ X: pA(x) = 0} = {0}, which is closed because the topology τP
is T1.
Finally, if α > 0, then, by (3.3),{
x ∈ X: pA(x) α
}= {x ∈ X: pA(α−1x) α} =
(x′=α−1x)
α
{
x′ ∈ X: pA
(
x′
)= 1}= αA,
so that [pA  α] is sequentially closed, because A is sequentially closed. 
If A is a convex subset of a real vector space X , then we call pA an extended asymmetric seminorm on X . As usual to pA
one associates its conjugate extended asymmetric seminorm pA given by
pA(x) = pA(−x), x ∈ X .
Observe that, in this case,
pA(x) = p−A(x), (3.4)
for every x ∈ X .
Indeed
p−A(x) = inf{t > 0: x ∈ −t A} = inf{t > 0: −x ∈ t A} = pA(−x).
The following proposition contains a simple property that will be used in the sequel.
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sup p(A) < ∞, then
p(x) αpA(x), (3.5)
for all x ∈ X.
Proof. Let x 
= 0 be an arbitrary point in X . If x /∈ XA , the pA(x) = ∞, so that the inequality (3.5) is trivially true. If x ∈ XA
and t > 0 is such that x = ta for some a ∈ A (i.e., x ∈ t A), then p(x) = tp(a)  αt . Taking the inﬁmum with respect to all
these numbers t , one obtains p(x) αpA(x). 
Locally complete subsets of asymmetric LCS. The idea to use the normed space (XB , pB), for an absolutely convex and
bounded subset B of a Hausdorff locally convex space (X, τ ), to study the properties of the space X and to construct new
spaces (LB- and LF -spaces) belongs to Grothendieck (see [18, Ch. 3]). The set B is called complete in itself if every pB -Cauchy
sequence in B is pB -convergent to some x ∈ B , so that, in this case, (XB , pB) is a Banach space. In particular, if the space X
is sequentially quasi-complete (i.e., every closed bounded subset of X is sequentially complete), then every closed bounded
absolutely convex subset of X is complete in itself. For convenience, if (XB , pB) is a Banach space, then B is called relatively
complete, or a Banach disk. Consequently, any complete in itself bounded absolutely convex subset B of a Hausdorff locally
convex space X is a Banach disk (see [12, §20.11] or [18, Ch. 3]). A Hausdorff locally convex space (X, τ ) is called locally
complete if every closed bounded absolutely convex subset of it is a Banach disk.
Let (X, P ) be an asymmetric LCS. A sequence (xn) in X is called left(right) P -K -Cauchy if it is left(right) p-K -Cauchy for
every p ∈ P (see (1.7) and (1.8)). A subset B of an asymmetric LCS (X, P ) is called sequentially left(right) P -K -complete if
every left(right) P -K -Cauchy sequence in B is P -convergent to some x ∈ B .
Theorem 3.3. Let (X, P ) be an asymmetric LCS and A be a convex upper P -bounded subset of X such that 0 is a relative algebraic
interior point of A.
1. The Minkowski functional pA is an asymmetric seminorm on XA and the topology generated by pA on XA is T1 and ﬁner than
that induced by τP .
2. If Y is a sequentially P -closed subset of X , then Y ∩ XA is closed in (XA, pA).
3. If, in addition, A is sequentially left P -K -complete and sequentially P -closed, then the space XA is sequentially right pA-K -
complete and sequentially right pA-K -complete.
Proof. 1. The fact that the Minkowski functional is positive and sublinear is well known. To prove that the topology gener-
ated by pA is ﬁner than that induced by τP , let V ∈ VP (0). It follows that there exist p ∈ P and r > 0 such that Bp(0, r) ⊂ V .
Let α := sup p(A) < ∞ (A is upper P -bounded). If α > 0, then, putting r′ = r/α, and taking into account Proposition 3.2, it
follows {x ∈ XA: pA(x) < r′} ⊂ Bp(0, r), which shows that V ∩ XA is a 0-neighborhood in (XA, pA). If α = 0, then p(A) = {0}
and so XA ⊂ V , implying XA = V ∩ XA .
2. Let (xn) be a sequence in Y ∩ XA which is pA-convergent to some x ∈ XA , that is pA(xn − x) → 0. By Proposition 3.2,
for every p ∈ P , p(y) αp pA(y), y ∈ XA , where αp := sup p(A) < ∞, implying p(xn − x) → 0 for every p ∈ P , which means
that (xn) converges to x in (X, P ). Since the set Y is sequentially τP -closed, it follows x ∈ Y , so that Y ∩ XA is closed in
(XA, pA).
3. Suppose that A is sequentially left P -K -complete. Since A is upper P -bounded, αi := sup pi(A) < ∞ for every i ∈ I ,
so that, by Proposition 3.2,
∀i ∈ I, ∀x ∈ XA, pi(x) αi pA(x). (3.6)
Let (xn) be a right pA-K -Cauchy sequence in XA , that is
∀ε > 0, ∃nε, ∀n > nε, ∀k ∈N, pA(xn − xn+k) < ε. (3.7)
By (3.6) (xn) is right pi-K -Cauchy for every i ∈ I , meaning that (xn) is right P -K -Cauchy.
Applying (3.7) for ε = 1, there exists n1 ∈ N such that pA(xn1 − xn1+k)  1 for all k ∈ N. By (3.4), this is equivalent to
p−A(xn1+k − xn1 ) 1, implying
p−A(xn1+k) p−A(xn1+k − xn1) + p−A(xn1) 1+ p−A(xn1),
for all k ∈N. It follows that there exists α > 0 such that
∀n ∈N, p−A(xn) < α,
and so
yn := α−1xn ∈ −A ⇔ −yn = −α−1xn ∈ A,
for all n ∈N.
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contained in A. By hypothesis (−yn) is P -convergent to some −y ∈ A, implying that −xn = α(−yn) is P -convergent to
−x = α(−y) ∈ XA .
To end the proof we have to show that the sequence (xn) is pA-convergent to x. For ε > 0 let nε be chosen according to
(3.7), that is
∀n > nε, ∀k ∈N, pA(xn − xn+k) < ε.
It follows that for every ﬁxed n > nε , xn − xn+k ∈ εA for all k ∈ N. Since the sequence (xn − xn+k)k∈N is P -convergent to
xn − x for k → ∞ and the set εA is sequentially P -closed, xn − x ∈ εA for all n > nε . But this implies pA(xn − x) ε for all
n > nε , proving that (xn) is pA-convergent to x.
The proof that XA is right pA-K -complete proceeds similarly. Let (xn) be a right pA-K -Cauchy sequence in XA , that is
∀ε > 0, ∃nε, ∀n > nε, ∀k ∈N, pA(xn − xn+k) < ε
(⇔ pA(xn+k − xn) < ε). (3.8)
Taking ε = 1 it follows the existence of n1 ∈N such that pA(xn1+k − xn1 ) 1 for all k ∈N, implying
pA(xn1+k) pA(xn1+k − xn1) + pA(xn1) 1+ pA(xn1),
for all k ∈N. Consequently, there exists α > 0 such that pA(xn) < α and so
yn := α−1xn ∈ A,
for all n ∈N. Since the sequence (xn) is left pA-K -Cauchy, the sequence (yn) is also left pA-K -Cauchy. By (3.6) the sequence
(yn) is left P -K -Cauchy, so that, by hypothesis, it is P -convergent to some y ∈ A. It follows that xn = αyn , n ∈ N, is P -
convergent to x = αy ∈ XA .
It remains to show that (xn) is pA-convergent to x. Given ε > 0 let nε be chosen according to (3.8), that is
∀n > nε, ∀k ∈N, pA(xn+k − xn) < ε.
It follows that for every ﬁxed n > nε , xn+k − xn ∈ εA for all k ∈ N. Since (xn+k − xn)k∈N is P -convergent to x − xn and
εA is sequentially P -closed, it follows x − xn ∈ εA for all n > nε . But this implies that pA(x − xn)  ε, or, equivalently,
pA(xn − x) ε, for all n > nε , proving that (xn) is pA-convergent to x. 
Remark 3.4. If 0 is a relative algebraic interior point of A and both the sets A and −A are upper P -bounded, then the
topology induced by τP on XA is ﬁner that the topology τpsA generated by the seminorm p
s
A = pA ∨ pA .
Indeed, in this case the set −A has the same properties as A, so the topology τP is also ﬁner than the topology generated
by p−A = pA .
4. Versions of Ekeland’s Variational Principle in LCS
The following version of Ekeland Variational Principle in asymmetric normed spaces was proved in [4].
Theorem 4.1 (Ekeland Variational Principle – the normed case). Suppose that (X, p) is a T1 asymmetric normed space and f : X →
R∪ {∞} is a proper bounded below function. For a given ε > 0 let xε ∈ X be such that
f (xε) inf f (X) + ε. (4.1)
1. If (X, p) is right p-K -complete and f is p-lsc, then for every λ > 0 there exists z = zε,λ ∈ X such that
(a) f (z) + ε
λ
p(xε − z) f (xε);
(b) p(xε − z) λ;
(c) ∀x ∈ X \ {z}, f (z) < f (x) + ε
λ
p(z − x).
2. If (X, p) is right p-K -complete and f is p-lsc, then for every λ > 0 there exists z = zε,λ ∈ X such that
(a′) f (z) + ε
λ
p(z − xε) f (xε);
(b′) p(z − xε) λ;
(c′) ∀x ∈ X \ {z}, f (z) < f (x) + ε
λ
p(x− z).
Recall that a function f : X →R∪ {∞} is called proper if dom f := {x ∈ X: f (x) < ∞} 
= ∅.
Based on this result one can prove the following LCS version of EkVP.
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relative algebraic interior point. For ε > 0 let xε ∈ XA be such that
f (xε) inf f (X) + ε.
If (X, P ) is sequentially left P -K -complete and f is sequentially P -lsc, then for every λ > 0 there exists z = zε,λ ∈ XA such that
(a) f (z) + ε
λ
pA(xε − z) f (xε);
(b) pA(xε − z) λ;
(c) ∀x ∈ X \ {z}, f (z) < f (x) + ε
λ
pA(z − x).
Proof. Denote by g the restriction of the function f to XA . Since f is sequentially P -lsc, the set {x ∈ X: f (x)  γ } is
sequentially P -closed for every γ ∈R. By Theorem 3.3.2, the set{
y ∈ XA: g(y) γ
}= {x ∈ X: f (x) γ }∩ XA
is pA-closed in XA , proving that the function g is pA-lsc on XA . By Theorem 3.3.3 the asymmetric normed space (X, pA) is
right pA-K -complete, so that Theorem 4.1 can be applied to conclude. 
Appealing to Proposition 2.2 one can prove the following variant of Ekeland Variational Principle.
Theorem 4.3. Let (X, P ) be a T1 asymmetric LCS where P = {pi: i ∈ I} is a directed family of asymmetric quasi-norms generating the
topology τP of X . If (X, P ) is sequentially right P -K -complete and f : X →R ∪ {∞} is a bounded below sequentially P -lsc function,
then for every x0 ∈ X such that f (x0) inf f (X) + ε and every family γi > 0, i ∈ I of positive numbers, there exists z ∈ X such that
(i) ∀i ∈ I , f (z) + εγi pi(x0 − z) f (x0);
(ii) ∀i ∈ I , pi(x0 − z) γi ;
(iii) ∀x ∈ X \ {z}, ∃i ∈ I , f (z) < f (x) + εγi pi(x− z).
Proof. Consider the set
C =
{
x ∈ X: ∀i ∈ I, f (x) f (x0) + ε
γi
pi(x− x0)
}
.
By Proposition 1.3 the function pi(· − x0) is τP -usc, implying that f (·) − εγi pi(· − x0) is sequentially τP -lsc, so that the
set C is sequentially τP -closed.
The set C is nonempty, because x0 ∈ C . Since the space (X, P ) was supposed sequentially right P -K -complete, it follows
that C is also sequentially right P -K -complete. As a quasi-uniform space C will be also sequentially right D-K -complete
with respect to the family D = {di: i ∈ I} of equivalent quasi-semimetrics, where di(u, v) = /γi p(v − u), u, v ∈ C , i ∈ I .
Deﬁne an order  on C by
u  v ⇔ ∀i ∈ I, di(u, v) f (v) − f (u)
⇔ ∀i ∈ I, ε
γi
pi(v − u) f (v) − f (u). (4.2)
Since the topology τP is T1,
u  v ∧ v  u ⇔ u = v (4.3)
(see the proof of Proposition 2.2).
It follows that the hypotheses of Proposition 2.2 are satisﬁed by the quasi-uniform space (C,UD) and the function
ψ = f |C , so that there exists a minimal element z ∈ C with z x0. Since
z x0 ⇔ ∀i ∈ I, ε
γi
pi(x0 − z) f (x0) − f (z),
it follows that the condition (i) is satisﬁed by z. Taking into account the choice of x0 and (i), one obtains
f (z) + ε
γi
pi(x0 − z) f (x0) inf f (X) + ε  f (z) + ε,
implying that (ii) holds too.
It remains to prove (iii). Suppose ﬁrst that x ∈ C \ {z}. By the minimality of z and (4.3), the inequality x  z does not
hold, implying
∃i ∈ I, ε
γi
pi(z − x) > f (z) − f (x),
showing that (iii) is satisﬁed by such an x.
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f (x) > f (x0) + ε
γi
pi(x− x0).
Supposing that
f (z) f (x) + ε
γi
pi(z − x),
it follows that f (x) is ﬁnite and the addition of these two inequalities yields
f (z) > f (x0) + ε
γi
[
pi(z − x) + pi(x− x0)
]
 f (x0) + ε
γi
pi(z − x0),
in contradiction to the fact that z ∈ C . 
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