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Since ancient times the availability of energy, and the corresponding possibility of producing
various forms of work, has been a crucial factor for the development and the wellness of
society. Almost all human activity, from food production, to transportation and com-
munication relies on the existence of some sort of energy source. Before the industrial
revolution the vast majority of energy derived from human and animal activity. However
in the last few centuries more and more power is produced by using other sources (e.g.,
carbon, oil, uranium, wind, sun), which has had the consequence of greatly reducing the
human labor and greatly increasing the quantity of energy at our disposal. On the other
hand, the dependence of states and economies on new resources and raw materials was, and
still is, the cause of new friction among them. Moreover the large exploitation of natural
resources has great effect on the world climate (e.g., greenhouse effect) and pollution,
raising increased concerns in public opinion.
Trends in energy consumption also show that the availability of energy will be a central
problem in the decades to come. In 2003 the world’s energy consumption stood at 4.43
1020 J and is expected to double in a few years, largely due to the rising energy demands
of fast developing counties, such as China and India. In addition, the combustion of fossil
fuel (oil, coal and natural gas), which currently accounts for 85% of the global energy
supply, produces an enormous amount of carbon dioxide, one of the major greenhouse
gases responsible for global warming, as well as other polluting combustion byproducts.
Contrary to animal work, which inherits the efficiency of biological processes refined in
millions years of evolution, other power sources are far from optimal and have much room
for improvement in all the aspects related to production, transformation and storage of
energy. It is therefore of no surprise that these topics are so central in research, due to
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their political, social and technological repercussions.
In this general picture, the availability of a device that can store power in a very efficient
way and deliver it with high efficiency, with a very limited impact on the environment, is
of extreme interest. Fuel cells (FC) offer many of these advantages and are therefore the
most likely candidate for energy devices of the next few decades.
1.1 Fuel cells
FCs comprise a wide variety of systems, with greatly different characteristics, properties
and applications. Despite the huge overall differences, FCs can be described as galvanic cells
that produce electricity by electrochemical conversion of fuels (e.g., hydrogen, methanol) in
heat and steam. The energy is stored as a chemical bond and is converted with extremely
high efficiency (from 40% up to 90% if co-generation is used), because no mechanical work
is involved. This allows theoretical thermodynamic efficiencies that can be greater than
one, as well as longer lifetime of the devices. FCs also have the advantage of a very good
scalability (minimal efficiency loss when increasing the size of the device), while having
negligible noise and low chemical emissions.
A few examples of the most common kind of FCs, with some properties are summarized
in Table 1.1.
Schematically, the basic components of a fuel cell are the anode, the anodic catalyst
layer, an electrolyte, the cathodic catalyst layer and the cathode, all stacked and sealed to
prevent direct leakage of gases and liquids between the anodic and cathodic compartments.
Table 1.1: Data for different types of fuel cells. The carrier column lists the main mobile
ion present in the electrolyte. Data taken from [1, 2, 3, 4].
FC Carrier Twork (℃) Electrolyte Power (MW)
Alkaline OH – 50-200 Alkaline solution 0.01-0.1
Direct methanol H+ 20-80 Polymeric membrane up to 1
Molten carbonate CO 2 –3 600-700 Alkaline carbonate 10 - 100
Phosphoric acid H+ 150-220 Phosphoric acid up to 10
Proton exchange
H+ 30-100 Polymeric membrane 0.5
membrane
Solid oxide O 2 – 700-1000 Ceramic 100
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The anode and cathode consist of porous gas diffusion layers, usually made of highly
electron and very low proton conductivity materials, such as thin layers of porous graphite.
This layer ensures a homogeneous distribution of the reactants and a fast removal of the
products, while supporting the electrodes. One of the most common catalysts is platinum
for low temperature fuel cells and nickel for high temperature fuel cell, albeit to increase the
kinetic efficiency or reduce poisoning of the electrodes, various alloys (e.g., Pt-Ru, Pt-Mo,
Ni oxides) are usually employed. Finally an electrolyte made of a material that provides
high proton and extremely low electron conductivity is placed between the two electrodes.
The invention of fuel cells dates back from 1839 by Sir William Robert Grove who
developed the Grove cell [5] and few years later the first hydrogen fuel cell [6]. The
principle however was discovered by Christian Friedrich Schönbein [7] a professor at the
University of Basel, who was in mail contact with Sir Grove, making FCs one of the oldest
electrical conversion technologies known. However, due to a lack of driving need the FCs
were not subject to extended investigation until the Gemini and Apollo space programs.
Despite the huge improvements over the last thirty years, still many of the mechanisms
in FCs are poorly understood and different limitations still need to be overcome to make
these kind of devices widely applicable.
1.1.1 Direct methanol fuel cell
Considering only the low-temperature region (30 - 100℃), proton exchange membrane FC
(PEMFC) and direct methanol FC (DMFC) are the most attractive power sources for
a wide range of applications. In DMFCs and PEMFCs, sometimes called solid polymer
electrolyte FCs, the electrolyte is a proton exchange membrane, like Nafion, a sulfonated
tetrafluoroethylene based fluoropolymer, discovered in the late 1960s [8].
The key difference between DMFCs and PEMFCs is the fuel: in the DMFC the power
is produced by direct conversion of liquid methanol, instead of hydrogen, without any
reforming step. The overall mechanism for the methanol oxidation is:
CH3OH + H2O −→ CO2 + 6 H+ + 6 e−
where the oxidation of methanol proceeds by several deprotonation steps, which produce
different stable and unstable intermediates [9].
Methanol is an attractive fuel option because it can be produced by renewable biomass
resources and has a high energy density, since it is a liquid at standard operating conditions.
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Moreover, the higher safety and easier handling and storage of methanol with respect to
H2 make DMFCs more suitable for common small mobile devices, such as cellphones and
laptops.
However the usage of methanol introduces a new series of problems [10]. On one hand,
the catalytic activity for methanol oxidation, compared to hydrogen oxidation, is not very
efficient. This is worsened by the fact that choice of possible catalysts is much narrower
compared to PEMFCs: in fact only Pt and Pt-based alloys can be used. Moreover carbon
monoxide, an intermediate product of methanol oxidation, can poison Pt by blocking the
metallic surface and therefore hindering any further reaction. On the other hand the
membranes used in DMFCs were developed for PEMFCs, thus optimized to maximize the
proton conduction but neglecting methanol blocking. The permeation of methanol from
the anode compartment to the cathode catalyst through the membrane, i.e., methanol
crossover, leads to mixed electrochemical potential (methanol oxidation interferes with the
oxygen reduction at the cathode), which causes a decrease in the overall cell performance.
Methanol crossover, which happens mainly due to diffusion and electro-osmotic drag,
depends on a number of factors such as the anode performance, the concentration of
methanol in the fuel feed and the working temperature. The most important, however, is
the membrane methanol permeability and thickness. Considering the fact that almost two
thirds of the voltage loss in a DMFCs is due to methanol crossover, it is clear why most of
the research is focused on the improvement of the membrane performance.
However, trying to understand the physical and chemical processes that occur in the
electrolyte is intricate. Experimental approaches are hampered by the structural and
thermal anisotropy of the membranes, and the results depend on many other variables
(e.g., catalytic layer contact, reagent diffusion) giving contradictory outcomes [11]. Another
problem arises from the difficulty of obtaining truly reproducible measurements, due to the
fact that many of the properties of the membrane (and of the polymer in general) strongly
depend on the thermal and mechanical history of the sample and, as shown recently [12],
often the standardization procedures are not effective. The experimental difficulties and
the poor understanding of the exact details of many underlying mechanisms (e.g., ionic
and parasitic transport), force one to use only empirical models, thereby making the effects
of any membrane modification difficult, if not impossible to predict.
These are the reasons why even the most studied FC membrane, i.e., Nafion, about
which more than 33000 papers have been published to date, continues to elude a consistent
description. Specifically a detailed understanding of the morphology of the membrane,
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especially when hydrated, and of the transport mechanisms is still incomplete, despite the
huge research effort.
1.2 Modeling
Since DMFC’s membranes have a low degree of spatial order, which makes it difficult to
deduce unambiguous information from experiments alone, many computational modeling
studies have been used.
There are different global methodologies for modeling fuel cells. The easiest classifica-
tion is into macroscopic and microscopic models. The microscopic models seek to model
transport on an individual pore level, whereas the macroscopic ones are continuum models
and average over this level. The microscopic models provide more realistic conditions, but
they require much more knowledge of the micro-structure and are much more expensive in
terms of computation time.
Macroscopic models are therefore more common for fuel cells and although some mi-
croscopic details should be incorporated into them, in such approaches, the exact micro-
structural details of the modeled domain are neglected. Instead, the domain is treated as a
randomly arranged porous structure that can be described by a small number of parameters
such as porosity and surface area per unit volume. Transport properties within the domain
are averaged over the electrode volume, so that averaging is performed over a region that
is small compared to the size of the electrode but large compared to the micro-structure.
Starting from the 70s, several macroscopic fuel cell models were produced [13], and
for membranes they can be grouped as diffusive models [14, 15] (where the membrane is
modeled as a single phase), hydraulic models [16, 17] (two-phase membrane) and various
combinations of the two (hydraulic-diffusive models [18, 19] and combination models [20,
21]).
However, the success of these approaches is largely limited to Nafion and its various
chemical homologues (e.g., Flemion, Aciplex and Haflon), and even in the best cases they
can only relate some measurable macroscopic properties to other macroscopic properties
and still fail in relating the molecular scale with the final properties of the membrane. To
bridge this gap and to connect the the chemical and topological structure of the polymer
to the properties of the membranes, a less phenomenological approach should be used and




In recent years, impressive advances have been made in molecular modeling and numerical
simulations. Some of these can be ascribed to the increase in computational power, but
of fundamental importance was the development of a wide variety of methods, each of
them optimized to analyze problems in a restricted region of the time and length scales.
Computer simulations, such as those using Monte Carlo (MC) or molecular dynamics
(MD) methods, are important tools and are routinely used to study molecular systems
in condensed phase or solution. This is because these methods can provide numerical
solutions to many problems of statistical mechanics by calculating ensemble averages for
experimental observables.
Polymers, with their large variety of important length and time scales, pose a formidable
challenge for computational simulations. From the spatial point of view the relevant scales
range from bond length, on the order of Å, to at least the length of the chain, which
can easily reach the order of the micrometers. Moreover, polymers also suffer from the
detailed treatment of the fast modes, because time propagation of the system is limited by
the frequency of the stiffest mode. Consequently, slow modes and structural reorganization
(e.g., end-to-end distance, reptation movements, phase transitions), which happen in much
longer time scales, can hardly be equilibrated or correctly sampled.
Coarse-graining
Polymers are by no means an exception: soft materials, biomolecular systems and also
many process that occur in liquids, occur over length and time scales that are beyond the
current capabilities of atomic-level simulations. Therefore different approaches continue to
be developed or improved to overcome these limitations.
A common strategy employed by many of these methods is to cluster groups of atoms
into new coarse-grained (CG) sites. The reduction in the total number of degrees of freedom
of the system as well as a choice of computationally efficient interaction between the CG
sites, allows for a significant improvement in the accessible spatial and temporal scales.
As such the idea of the CG approach is to simplify the representation of the molecules
by reducing the molecular-scale information while retaining as much of the key physical
information about the system as possible.
There are numerous different CG models that vary enormously depending on the choice
made during modeling of the target system. CG models can be either on-lattice, which
are faster (e.g., lattice Boltzmann methods [22]) or off-lattice, which are more versatile
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and realistic [23, 24]. Also the decisions pertaining the nature of the dynamics, which
can be conservative or dissipative, generated different models, like the dissipative particle
dynamics (DPD) [25, 26, 27, 28] where, in general, [29, 30] energy conservation is sacrificed
to efficiently simulate suspension of particles of millions or billions of atoms. The methods
differ widely also on the level of coarse-graining, ranging from almost all-atom (AA)
representations, as in the united atom model, to colloidal modeling (e.g., the hybrid
molecular dynamics of Malevanets and Kapral [31]), passing through the one-bead CG
models for proteins, which use a single interaction center to represent a whole amino
acid [32]. Recently, also mixed or multiple resolution models were used, such as the multi-
scale methods used by Goddard [33]. Finally, even for the same level of coarse-graining
and same dynamics, many different method arise from the choice of the functional form
and the parametrization procedure of the potential, such as the force matching method
of Izvekov [34], the symplex optimization techniques of Reith [35] or the MARTINI force
field [36].
Although CG models may provide a highly efficient computational tool for rapidly
investigating the relevant configuration space, the conclusions drawn with such methods
can be misleading unless the CG model is consistent with a higher-resolution representa-
tion. The challenge in the development of the CG model is therefore the parametrization
of the interaction force field, which effectively bridges a realistic AA model with the




This thesis is about the parametrization of a CG force field and its applications to a novel
polymeric membrane, called SNOVA. This is a very promising electrolyte for DMFCs, due
to its high proton conductivity and low methanol permeation. The chemical structure of
the polymer and some of its characteristics are presented in Figure 1.1.
While very promising as an electrolyte, there is no information regarding the morphol-
ogy of the hydrated polymer and the transport mechanisms occurring in the membrane.
Therefore any future improvement as well as macroscopic modeling is seriously hampered
by the lack of understanding of the behavior of the electrolyte under working conditions.
As noted earlier, the AA simulations of such systems are computationally too expensive.
Thus, the aim of this work is to build a CG model of the polymer, where only the essential
parts of the macromolecule are included. The interaction potentials between the resulting









Water uptake 60 - 70%
P(CH3OH) 8.5 10−7 mol/s · cm2
(b) Properties
Figure 1.1: Some properties and average chemical formula of structure of the chain
composing the SNOVA membrane. The methanol permeability of the membrane P was
obtained at 30 ℃, using a 6 M methanol solution as anodic fuel [37].
With this task in mind, in the second chapter the parametrization techniques and the
result of the modeling procedure will be presented. In particular, a) the choice of the CG
grouping, b) the fitting procedure for the bonded potentials and c) the different techniques
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used to determine the non-bonded potentials (i.e., iterative Boltzmann inversion, fitting
to thermodynamic properties and electrostatic interaction modeling).
As previously discussed, there is still no universal solution to the CG problem. There-
fore, no matter how careful the planning and the modeling of the CG force fields are, there is
no guarantee that they will reproduce the properties of interest. Hence in the third chapter
the obtained force field is tested by considering increasingly complex systems. Firstly the
behavior of polyethylene chains in vacuum is considered to test the bonded potentials.
Secondly macroscopic properties of simple CG homogeneous solutions are compared with
the values obtained from experiments and AA simulations, with a particular focus on
temperature dependence. Finally the non-ideal behavior of the methanol-water solutions
in the CG representation with respect to the experiments is discussed.
After these validations, the force field can be applied to more interesting applications,
and therefore in the fourth chapter the applications to real systems of interest are presented.
Firstly, the aggregation properties of a very common surfactant, sodium dodecylbenzene
sulfonate (SDBS) are shown, and secondly, preliminary results on the topology of the
SNOVA membrane are presented.
Following this, a detailed summary of the obtained results and the appendices, which







As mentioned previously (see Section 1.2.1) the CG procedure consists in building a low-
resolution description of the system under study by representing groups of many atoms
with single beads. This dimensional reduction is reflected on the properties of the simulated
system, and limits the information that can be extracted. Therefore the choice of the subset
of the degrees of freedom that are integrated out and the parametrization of the interactions
in the new representation are of fundamental importance. There is no unique or preferred
way to determine the mapping between an AA to a CG representation, however, previous
work [38] shows that taking into account the chemical structure and the functionality of
the molecules is a sensible strategy to capture the relevant properties of the system. In this
work the target macromolecule is a sodium polyethylene-g-polystyrene sulfonate membrane
(see Figure 1.1) swollen by a methanol-water mixture. The PE backbone of the polymer
was coarse-grained by lumping 3 carbons and their hydrogen together into one bead to
have a relevant computational gain but also preserve some structural information. On the
other hand, for the grafted chains more chemical diversity was retained by using three
beads to model the different functional groups of the PS repeating units: one bead for the
sulfonic group, one for the benzene ring and one for the aliphatic part. Finally, both the
solvent and counterion molecules were treated as one CG molecule each (see Table 2.1).
Akin to an atomistic force field, the CG units interact through a CG force field consisting
of bonded and non-bonded interactions. Here, the potential acting on each bead was
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Table 2.1: Mapping between the chemical fragments in atomistic representation and
the coarse-grained units.








described as the sum of the following terms:
Utot = Ubonded + Unon−bonded
= (Ubond + Uangle) + (Uvdw + Uel)
where Ubond is the potential describing the bond stretching, Uangle represents the angle
bending energy, Uvdw accounts for van der Waals interactions and Uel for the electrostatic.
Contrary to AA force fields, the term related to the torsional energy was neglected because
in the CG resolution the characteristic lengths become large enough to make torsional
contribution quite small, and therefore more appropriately included in the non-bonded
interactions.
All these contributions to the potential energy are correlated to some extent, and
as such the order of the parametrization is relevant [39]. The most direct solution is
the simultaneous optimization of all the terms composing the potential energy. While
possible [35, 40, 41], this will greatly reduce the transferability of the obtained CG force
field. An alternative solution to minimize the inevitable correlation introduced by the FF
parametrization is to sequentially obtain the terms in the order of relative strength [35]:
Ubond −→ Uangle −→ Unon−bonded
In the rest of this chapter, the fitting procedures used to obtain the CG force field
parameters is presented. After some general operative details concerning the simulations,
the method used for the bonded interactions is described, followed by the approaches used
for non-bonded potentials. The latter can be subdivided in three groups: fit pair corre-
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lation functions against reference radial distribution functions, i.e., iterative Boltzmann
inversion (Section 2.3), fitting against experimental density and surface/interface tension
data (Section 2.4), and methods to model charged species (Section 2.5). The list of all the
obtained parameters can be found in the Appendix B.
2.1.1 Simulation details
All the AA simulations of this chapter, were carried out with the NAMD code [42] using
the AMBER force fields (GAFF [43] and FF03 [44]). The r-RESPA [45] algorithm was
used to speed up the simulations by evaluating the long-ranged electrostatic interactions
every 2 fs while all other interactions were computed every fs; the particle mesh Ewald
method [46] was used to evaluate the electrostatic interactions. Constant temperature was
maintained at 325 K, which is a typical working condition of the membrane in the fuel
cell, by using a Langevin thermostat with a frequency constant of 1 ps−1 while constant
pressure was obtained by using the Langevin piston method [47, 48].
The coarse-grained molecular dynamics simulations were carried out using the CM3D
code [49]. Constant temperature simulations were performed at 325 K using a Nose-Hoover
chain [50, 51] of length three with a frequency constant of 0.5 ps−1. All the potentials were
truncated at a cutoff radius of 1.8 nm and tail corrections to the pressure were added
when appropriate. A multiple time step scheme (r-RESPA) was also used to improve
the computational efficiency: long range forces were evaluated every 10 fs while all other
interactions were evaluated every 2 fs. It should be stressed that a conservative choice of
the CG time step was chosen; however at the price of a slight increasing energy drift, the
time step can be pushed to 30 fs for long range interactions and to 2.5 fs for the short one.
2.2 Bonded interactions
The bonded interactions between connected sites are described by harmonic bond stretch-








ka(θ − θ0)2 (2.2)
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in which r0 and θ0 are parameters that set the equilibrium distance and angle respectively,
and kb and ka are the corresponding force constants. To obtain the reference distributions
of structural observables AA MD simulations were performed. To avoid the inclusion of
terms coming from AA intermolecular forces in the CG bonded potentials, the distance,
P (r), and angle, P (θ), distributions were obtained from runs of single molecules in vacuum
(100 ns with a long range forces cutoff of 1.8 nm). Details about the alkane used to model
the potentials can be found in Tables B.1 and B.2.
The relation between the structural distributions and the effective potential depends
on the ensemble. In the canonical ensemble the probability distributions to have a given










drdθdφ r2 sin(θ) δ(θ − θ′) exp(−βUangle(θ)) (2.4)
where δ is the Dirac’s delta and N the normalization factor.
The fitting procedure of the AA distribution can be carried out in many different ways,
because equations (2.3) and (2.4) can be rearranged differently, e.g., by fitting P (r) with
c0r
2e−βUbond(r) or P (r)/r2 with c0e
−βUbond(r). In the limiting case of a perfect fit all the
procedures give equivalent results, but in general each procedure weights the points of
the distributions in different ways. An a priori choice of the best method can be made
if the error function for each distribution is known. However, this is often unfeasible,
therefore in this work the method that gives parameters that best reproduce the original
AA distribution was chosen. This a posteriori approach involves some extra simulations
because the result of each fitting has to be tested, but the procedure can be done for just
one molecule, so the overall cost is negligible.
The case of the angular potential for C2 beads is now presented, in order to show how
much the fitting procedure influences the results. After obtaining the target distribution
P (θ) from an AA simulation of one hexane molecule, three procedures were used to analyze
it:
1. Fit P (θ) with y(x) = a2 · sin(x) · exp(−a1 · (x− a0)2)
2. Fit P (θ)/ sin(θ) with y(x) = a2 · exp(−a1 · (x− a0)2)
3. Fit P (cos(θ)) with y(x) = a2 · exp(−a1 · (arccos(x)− a0)2)
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where a0, a1, a2 are the free parameters that will determine the potential. The three
methods are not equivalent because each of them has different residuals and as such the
minimization of χ2 gives different results. Another reason for the difference is the numerical
error, which is not the same for all the functions and that can become extremely big near
singularity points, like π. As shown in Table 2.2, different results are obtained depending
on the method and, to some extent, on the size of the bins.
Table 2.2: Results of different fitting methods of the C2–C2–C2 distribution obtained
from an AA simulation of hexane in vacuum. The details for each procedure are written
in the text. θ0 is expressed in degrees, ka in K/rad2 and the unit for the distribution
bin depends on the method: rad for the first two, dimensionless for the last.
Method 1 Method 2 Method 3
Bin size θ0 ka θ0 ka θ0 ka
0.02 180 3470 177 102000 180 12800
0.01 180 3480 177 80000 180 24600
0.005 180 3480 180 35300 180 27500
0.001 180 3480 180 32700 180 28600
0.0001 180 3480 180 33600 180 28700
To choose the best fitting procedure among these three, the same number of CG hexane
simulations were done using the set of parameters obtained with each method. All the
resulting angle distributions were then again analyzed with all the methods; the results
are reported in Table 2.3.
Table 2.3: Consistency test of the CG parameters obtained with different procedures.
Each line of the table corresponds to a different P (θ) obtained from a CG simulation
done using the parameter listed in the first column. θ0 is expressed in degrees and ka
in K/rad2.
Input Method 1 Method 2 Method 3
θ0 ka θ0 ka θ0 ka θ0 ka
180 3500 179 3600 178 3800 178 3800
180 33600 176 6.5 108 178 6.5 108 180 2.2 105
180 28700 177 2.6 108 178 6.5 108 177 3.5 106
From the results it is clear that the first method is the only one which is working properly
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in this case. Moreover, by choosing this method there is no need for further refinement
because the potential is self consistent: the small discrepancy between the input and the
obtained ka is within the error.
The most likely reason for these results is that the numerical convergence is ill condi-
tioned, and the last two methods start too far from the solution. In fact when starting
from a better value also method two and three give almost the same solution, as shown in
the first line of Table 2.3.
Similar tests were carried for the distance distribution, although the differences were not
so marked. Following the results of these tests the parameters for the bonded interactions
were generated by least square fitting of
• P (r) with y(x) = a2 · r2 · exp(−a1 · (x− a0)2)
• P (θ) with y(x) = a2 · sin(x) · exp(−a1 · (x− a0)2)
The parameters of all the fittings are collected the Appendix A. As an example typical































































Figure 2.1: Dodecane bond distribution and its fit for different CG grouping.
From these plots it is evident that the harmonic potential can give a good approximation
yet still fail to completely reproduce all the features present in the AA distributions.
The biggest deviation is represented by the C2 angle potential (Figure 2.2a) where the
configurations with an angle smaller than 2.3 rad (about 130◦) are not reproduced in the
CG model. Despite these limitations however, this model is still able to capture important






























































Figure 2.2: Dodecane angle distribution and its fit for different CG grouping.
It is interesting to note that, contrary to common practice, in this force field there is
no distinction between terminal and central alkane beads, e.g., between CH3−CH2− and
−CH2−CH2−. The reason is that the analysis of the bond and bend distribution do not
show any systematic discrepancy between the end and the rest of the chain. This is likely to
be related to the simple functional form of the interaction, although the minor differences
present in the AA distributions are likely to be caught with a more detailed model, e.g.,
tabulated potentials.
2.3 Iterative Boltzmann Inversion
The choice of the model for non-bonded interaction is very important in the parametrization
of systems that shows a complex phase behavior. Therefore, in the effort to correctly
reproduce the key properties of the swollen membrane, different approaches were used to
account for non-bonded interactions. It has been already stressed that in the process of
building a CG force field, a crucial point is to incorporate into the CG model as much of
the neglected atomistic and electronic degrees of freedom as possible. On the other hand,
classical simulations cannot fully reproduce the physical properties of a system, due to
the simplification in the treatment of multi-body interactions and due to the dimensional
reduction [52]. However, as long as only a limited set of properties is of interest, good
approximation is obtained by using effective site-site pair-potentials, which average out
many-body interactions. It is therefore crucial to find a balance between these two opposing
factors. This is accomplished by carefully selecting the properties that should be correctly
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reproduced in the new representation.
A widely used option is to reproduce experimental or computed values of macroscopic
properties that are considered relevant for the case under study. In general however, this
approach is limited by the fact that many details about the local structure are lost and that
only simple analytical functions can be used to model the interactions, so that a limited set
of parameters has to be optimized. While in general a simple analytic potential can give a
good representation of the underlying interaction, it is unable to fully capture many details
of the original system. Therefore in the present work many interactions were modeled by
using an iterative Boltzmann inversion (IBI) [53] method, which has been widely proven
to work extremely well [39, 54] .
2.3.1 Theory
In the IBI method an effective two-body potential is obtained by iteratively modifying
a tentative potential until it is able to reproduce a target radial distribution function
(rdf), gtar. While in principle experimentally obtained rdfs should be used, the structural
distributions of interest are often not available or hard and expensive to measure with
sufficient accuracy. Therefore it is a common practice to obtain them from ab-initio or
classical simulations.
Once gtar and the initial potential (u0) are chosen a series of simulations are carried
out, where after the potential is modified in a stepwise fashion by adding a correction term
∆ui. The most common expression for the iterative correction is






It is important to note that this approach is simply a convenient numerical algo-
rithm [55] useful to find the unique [56] potential associated with gtar, which is also a
stationary point of Equation 2.5. Moreover, the Henderson theorem, which uniquely links
a rdf with a two-body potential, is not valid when modeling bonded beads, because the
spherical symmetry of the potential is broken by the orientational correlation introduced
by bonded interactions. Therefore in this work when dealing with such cases, the effective
potential was considered reliable if obtained from two different initial guesses, normally
the potential of mean force (PMF) and a LJ function (see below for details).
The main limitation of this method is often identified as the number of iterations
needed to reach the final potential, i.e., convergence speed, which is not easily predicted
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or controlled. Also the numerical stability of the method is non-trivial due to potentially
diverging quantities (e.g., the logarithm of the ratio of rdfs at short range) and the statis-
tical and numerical errors. A systematic solution of these problems was never published,
although many different partial efforts can be found in the literature.
Starting potential
The most common choice for u0 is the PMF of the system, which is simply related to the
target rdf, u0 = −kBT ln(gtar). It should be noted that this potential is not a stationary
solution of equation (2.5), except for infinitely diluted systems, because −kBT ln(g) is
effectively a free energy and not a potential.
However, many other choices are possible. As an alternative a simple analytical function
(e.g., LJ-like) which resembles the shape and the position of the first well of the PMF, was
used here. This choice does not suffer from numerical noise that derives from the statistical
error accumulated when computing the rdfs, and can converge faster due to the absence
of density related multiple peaks present in the PMF.
Convergence
In an attempt to accelerate the convergence of the IBI method and obtain smooth pressure-
corrected potentials, the original procedure introduced by Soper [53] was slightly modified
by summing at each iteration an additional term. The new term is built starting from
the consideration that at each iteration the exact and unknown interaction potential, u(r),
can be rewritten as the sum of three terms: the potential of the i-th iteration, ui(r), the
potential correction computed after that iteration, ∆ui(r), and an extra term, εi(r), which
contains all the other contributions. Therefore Equation (2.5) becomes:
ui+1 = ui + ∆ui + εi (2.6)
The extra term can be added as long as it becomes negligible for gi → gtar, as in that limit
Equation (2.6) still can have a stationary solution.
To evaluate εi(r) an extra constraint was added by forcing the CG system to have the
experimental density. In the IBI procedure the correct density can be imposed in different
ways, e.g., using alternating steps of potential and pressure correction [57] or changed a
posteriori [58] by taking advantage of the fact that Equation (2.5) can be satisfied by
different potential within the numerical and statistical error of the exact potential. Here
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instead, at each step a pressure P of 1 atm was imposed to the system. The goal of this
additional constraint is to remove the post-processing step and also to reduce the number
of iterations needed by improving the convergence of the attractive part of the potential.
In a classical simulations P can be written as the sum of two terms P = Pideal +
P (u(r)), i.e., the pressure of an ideal gas (Pideal = ρkBT ) plus the pressure due to two
body interactions:









where ρ is the density of the system. By substituting Equation (2.6), Equation (2.7)
becomes
P (u) ' P (ui+1) = Pideal + P (ui) + P (∆ui) + P (εi) (2.8)
Therefore, if the system is constrained to a certain pressure, it is possible to calculate
P (εi) at each iteration and from this the extra correction to the potential, εi. In order to
do so, εi(r) has to be defined. There is a lot of freedom in this choice, and the limitations
arise mainly from the integrability of the function in [0,∞), but supplementary properties
are desirable, such as
• εi(r) is at least C2 in [0, rc]
• εi(r) and at least its first and second derivative, are zero at rc. This avoids any
discontinuities at the cutoff and also justifies the absence of contribution to tail
corrections.
• εi(r) has a simple multiplicative dependence on at least one parameter to simplify
the evaluation of εi from P (εi).













(rm − c)(x− rc)
]
if r ≤ rc
0 if r > rc
(2.9)
This function resembles a LJ function, but its extremal point (ε′(rm) = 0) and node
(ε(c) = 0) are independent, allowing more flexibility; it is C∞ and is zero at rc with all its
derivatives. By applying equation (2.7) and (2.9) in equation (2.8), εi(r) is obtained from
a =





where Pi ( = Pideal + P (ui(r)) ) is the average equilibrium pressure of the system at
the i-th iteration and ε = a ε̃. It is worth nothing that g(r) is approximated with gi(r)
for the purpose of computing both the pressure corrections P (∆u) and P (ε̃). However,
besides the fact that the pressure of the next iteration is not exactly the target value,
this approximation has no consequence on the procedure, because the difference becomes
smaller with the convergence of the potential.
To evaluate the effectiveness of any modification to the standard IBI procedure, a
measure of the convergence is needed, i.e., a way to determine the “distance” to the exact








where i denotes the iteration, and n denotes the number of bins of the rdf. χ2s however
is not always a good measure of the convergence because in the calculation of the rdf
the accuracy of each bin can vary considerably. Therefore, to ensure that regions of high
uncertainty are not over-influencing the convergence, a second parameter is defined, which









Numerical and statistical errors
As already noted by Soper [53], the numerical noise can be problematic both at short range,
when the rdf approaches zero, and near rc. The reason for short range error is twofold.
First, the statistical uncertainty of the rdf is of the order of 1/
√
4πρNr2∆r, where N
is the number of the particles in the simulation and ∆r is the bin width. Second, the
potential correction depends on ln(gi/gtar), which is a numerically ill conditioned quantity
(it oscillates rapidly if the two rdfs do not go to zero at exactly the same speed). On
the other hand, at long range the statistical and numerical error has heavy impact on the
pressure correction term, which depends on r3du(r)/dr, making the procedure extremely
sensitive to numerical noise of u(r).
Hence it is clear that steps have to be taken to avoid that the error grows in amplitude
with each iteration of the algorithm, eventually making the estimated potential useless.
The treatment of the error, however, is not simple, because any procedure is equivalent to
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introduction in Equation (2.5) of a weighting factor for ∆ui that depends both on r and i,
potentially hindering the convergence. Particular care should be taken in the modification
of the potential at short distance, as long range convergence can only be achieved after
the repulsive part has already converged. On the other hand, the short range interaction
changes fast and has bigger errors, making this part of the curve more sensitive to simple
smoothing techniques such as running averages, which should therefore be avoided.
After trying different approaches, three were extensively tested in this work:
Smoothing with Akima cubic splines [60]. With this technique ∆u is interpolated
with a piecewise curve built from polynomials of degree three or less. It differs with
respect to the standard cubic spline by the conditions imposed at the data points; the
result is that it guarantees a better stability of the curve near the outliers, removing
artificial oscillation typical of cubic splines in these conditions.
Smoothing with Bézier cubic splines. [61] This technique consists in a splining algo-
rithm that uses Bézier curves, i.e., linear combination of Bernstein basis polynomials.
With respect to the Akima cubic splines, this procedure gives much smoother curves
at the price of losing more details, as the curve is not forced to pass through the data
points.
Windowing. The correction terms are multiplied by two Fermi-like functions (1/(1 +
ec0(x−c1))), so that it smoothly goes to zero at the border of the interval of interest.
This technique was used in conjunction with the previous ones and is particularly
important to avoid discontinuities at the cutoff.
2.3.2 Results
In principle both the pressure correction and the smoothing procedures can seriously limit
the converging speed to the exact solution. Therefore before applying the procedure to
compute the CG interactions needed for the force field, some tests were conducted to check
and optimize the algorithm.
Methodology optimization
Preliminary tests were carried on benzene and hexane (C3 grouping) boxes. The parame-
ters of some of the systems used to test the methods are listed in Table 2.4.
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The target rdfs were obtained from AA MD NVT simulations of 4 ns at the experimental
density. Each iteration involved 1 ns long simulation of the equivalent CG system in a
canonical ensemble. The values of the average pressure, χ2s and χ
2 after 30 iterations
are reported in Table 2.5, together with the total energy drift associated with the actual
potential. This was measured by doing a 1 ns CG microcanonical simulation and by doing
a linear fit of the total energy. For comparison a system with analytical LJ potential for
the intermolecular interaction was also simulated.
Table 2.4: Details on the different systems used to test the effect of different corrections
and error treatments on the convergence of the IBI method. In the first three columns
information about the species, the total number of molecules and the size of the
simulation box are given. After that is listed if the pressure correction was used and
the shape of the starting potential: LJ or mean force potential (MFP). The smoothing
column lists the techniques used to reduce numerical and statistical error of ∆ui: ACS
refers to Akima cubic spline fitting, BS to Bézier spline fitting, W to the windowing
procedure. blj and hlj are not actual IBI system but reference NVE runs done with
analytical LJ potential to set a reference energy drift.
Label Species Molecules L(Å) Pcorr ∆u0 Smoothing
b1 B 1293 58.26 no MFP ACS
b2 B 1293 58.26 yes MFP W + ACS
b3 B 1293 58.26 yes LJ W + ACS
b4 B 1293 58.26 no MFP BS
b5 B 1293 58.26 no MFP W + BS
b6 B 1293 58.26 yes MFP W + BS
b7 B 1293 58.26 no LJ W + BS
blj B 1293 58.26 - - -
h1 C3-C3 1169 64.24 no MFP W + BS
h2 C3-C3 1169 64.24 yes MFP W + BS
h3 C3-C3 1169 64.24 no LJ W + BS
h4 C3-C3 1169 64.24 yes LJ W + BS
h5 C3-C3 1169 64.24 no MFP W + ACS
hlj C3-C3 1169 64.24 - - -
From the table the first evident result is that adding the pressure correction term does
not impact the convergence speed, while on the other side it guarantees the pressure to be
correct.
To better understand this behavior, the evolution of the pressure was analyzed (Fig-
ure 2.3), showing that the pressure converges after a few iterations, despite the fact that
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Table 2.5: Pressure, convergence and energy drift for different iterative corrections
and error treatments for the IBI procedure. The values reported refer to the potential
and radial distribution function after 30 iterations. Details on the systems are reported
in Table 2.4
Simulation P (atm) χ2s(10
−5) χ2(10−3) Drift (K/atom ns)
b1 1300 1.43 1.66 15.0 ± 0.2
b2 16 1.40 3.60 57.7 ± 0.2
b3 6 0.22 1.60 23.7 ± 0.2
b4 1300 0.35 0.33 4.6 ± 0.2
b5 1460 0.36 0.51 2.7 ± 0.2
b6 1 0.37 0.51 5.7 ± 0.2
b7 500 6.53 2.84 0.08 ± 0.2
blj - - - 10−4 ± 0.5 10−4
h1 1550 0.04 0.2 1.6 ± 0.1
h2 3 0.06 0.2 3.6 ± 0.1
h3 800 0.15 3.6 0.2 ± 0.1
h4 1 0.13 2.1 -0.3 ± 0.1
h5 820 0.06 0.4 10.0 ± 0.1





























































Figure 2.3: Evolution of the average pressure of a box of CG benzene hexane (system
h2 in Table 2.4) with the iterations. The arrows show the direction and the magnitude
of the pressure modifications due to the different correction terms, while the red line
corresponds to 1 atm.
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the system was started far from equilibrium (about 1200 atm). After 10 iterations the
pressure oscillates around the target value and the pressure correction changes the potential
less than 1 K at each iteration, which is at least one order of magnitude less that the
correction due to ∆ui. Therefore is not surprising that after 30 iterations the convergence
is completely dominated by the choice of the smoothing functions of ∆ui and not by the
pressure correction. Furthermore the fact that after a few iterations εi(r) becomes of the
same order of magnitude of the error, allows casting the algorithm again in the form of
equation 2.5. Hence, considering the advantages and the negligible computational cost of
the pressure correction term, it was concluded to include it in the parametrization of the
CG force field.
The influence on convergence of the other parameters, like the starting potential or
the smoothing techniques, is not trivial. The tests show that Bézier splining gives smaller











Figure 2.4: Plot of χ2s for different optimization methods of the IBI applied to B∼B
intramolecular interaction. The details of the systems are explained in Table 2.4.
On the other hand the choice of u0 gives different results depending on the smoothing
techniques. In particular, Bézier splining does not work very well when starting from LJ
potentials, resulting in an order of magnitude bigger values of χ2s and χ
2 after 30 iterations,
even though smoother functions are obtained, which reflects in a smaller drift. It should
be noted that the exact values for the drift need to be taken only as an indication of trend
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because they depend on many other parameters (e.g., the time step), and on details of the
practical implementations of MD algorithms as well.
Force field modeling
The results collected in the previous section reveal that a careful treatment of the numerical
problems and the introduction of an extra pressure correction term, leads to a procedure
which gives good potential with a few dozens iterations. Therefore for the purpose of
modeling the force field interactions, the correction at each iteration was smoothed with
Bézier curves and windowing techniques and the additional pressure correction term was
used.
The general computational details are the same mentioned in the previous section: the
target rdfs were obtained trough AA NVT MD simulations 4 to 6 ns long, while the CG
system was simulated on the same ensemble for 1 ns at each iteration. Further details on
the systems can be found in Table 2.6.
Table 2.6: System used to model non-bonded interactions with the IBI method.
The χ2s, χ
2 and total energy drift refer to the final potential. The drift is expressed
in K/(atom ns).
Interaction Species Molecules L(Å) χ2s(10
−6) χ2(10−4) Drift
B∼B B 1293 58.26 1.0 3.2 0.024
B∼C2 B-C2 1197 63.08 1.1 2.6 -0.312
B∼C3 B 209 40.0 7.2 16.0 0.171
C3 141
B∼M B 209 40.0 21.7 9.8 1.79
M 455
C2∼C2 C2-C2-C2 1169 64.24 0.22 2.3 -0.35
C2∼C3 C2-C2-C2 584 64.22 2.2 2.4 0.007
C3-C3 584
C3∼C3 C3-C3 1169 64.24 2.1 14.3 0.130
As shown in this table, IBI method was not only used for pure systems, but also for
miscible solvents. In this case the mixtures were built by mixing the same volume of the
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Figure 2.5: C3∼C3 intermolecular potential for CG hexane for different iterations. In
the inset the trend of the χ2 corresponding to each iteration is plotted.
The main problem when dealing with mixture is that a certain degree of inhomogeneity
is always present. Even in perfectly miscible solvents, such as water and methanol, at
the atomic level some degree of clustering between molecules of the same specie can be
observed. However, as long as these clusters are small and evenly distributed in the solvent,
the rdf is still meaningful and the IBI method converges to a potential, which on average
reproduces the same level of aggregation. Even so the applicability of IBI method to
such types of systems is not obvious, and although the convergence for benzene-methanol
and benzene-hexane mixture was good, for other systems which form larger clusters (e.g.,
methanol-hexane) other methods had to be used (see Section 2.4).
As an example the convergence of C3∼C3 potential is reported in Figure 2.5. From
the analysis of the potential plots is clear that already after a few iterations the potential
is near to the final function. However the χ2 plot suggests that a few more iterations are
needed to achieve a better agreement.
The final converged potentials used in this thesis are shown in Figures 2.6 and 2.7.
In particular is extremely interesting to note that the C2∼C3 interaction is very similar
to the arithmetic average of the potential for C2∼C2 and C3∼C3, as shown in the inset
of Figure 2.6. The small relative difference suggests that, at least in a few cases, mixing
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rules for the IBI potentials are possible. However it is not known at this time if this is a

























































Figure 2.6: Effective potentials for the interaction between CG beads composing
alkane molecules. In the inset the difference between the C2∼C3 potential and the
arithmetic average of C3∼C3 and C2∼C2 is plotted.
2.4 Fit of macroscopic properties
While the application of the IBI method gives very good results and it is useful to keep some
information of local atomistic configurations in the CG representation, its applicability
relies on the possibility of computing the rdf for the species of interest. It is therefore
problematic to model segregated or anisotropic systems in this way, e.g., like liquid hexane-
water mixtures which phase separate. Also, the lack [62] of a systematic way to combine
the tabulated potentials obtained through IBI can be a serious limitation. These type of
rules are very useful when studying a system in different mixture of solvents, because they
remove the need of recomputing solvent interactions for each concentration.
Therefore when dealing with such cases, following the example of Nielsen et al. [63]
and Shinoda et al. [64], the density and surface or interfacial tension data (either from
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Figure 2.7: Effective potentials that model the CG interaction of benzene beads with
other CG beads.
interactions. The functional form of the effective pair-potential used in these fitting was:

















where σ and ε are defined such that U(σ) = 0 and Umin = −ε. For the parameters n
and m, the pairs 9-6 (LJ9-6), 12-4 (LJ12-4) and 12-6 (LJ12-6) were used. The choice of
both density and surface/interface tension is of key importance in correctly reproducing
aggregation and morphology of polyelectrolytes and surfactants. Moreover these properties
form a complementary target in the optimization of the LJ parameters, since the density
mostly depends on σ, which determines the size of the particles, while the interfacial tension
is more dependent on ε, which sets the potential energy scale.
The density (ρ) is straightforwardly computed from the isothermal-isobaric ensemble
(NPT) simulations. The isothermal compressibility (βT ) is obtained from the volume fluc-






2.4. Fit of macroscopic properties
where kB is the Boltzmann constant, T is the temperature, V the average volume and 〈δV 2〉
is ensemble average of the mean square deviation of the volume fluctuations. Surface and
interfacial tension (γ) are computed from canonical simulations of two-dimensional slabs










where Lz is the size of the periodic box along the z direction and Pii (with i = x, y, z) are
the diagonal terms of the stress tensor. To obtain the interfacial tension in the periodic
box two slabs of different liquids were placed in contact, while for surface tension the slab
was simulated in vacuum.
The details of the fitting slightly differ for pure solvents, namely water and methanol,
and non-miscible species as explained in the next paragraphs.
2.4.1 Pure liquids
The simultaneous optimization of two (or more) correlated parameters can be very complex
and time consuming. Hence to simplify the search of the parameters first ρ, βT and γ were
computed on a wide range of different values of ε and σ. In order to compute ρ and βT ,
a box containing 1000 LJ particles with periodic boundary conditions was run for 4 ns in
an NPT ensemble. For γ, slabs generated by replicating z-elongated box containing 2000
units, were simulated for 10 ns in a canonical ensemble.
From these surfaces (see Figures 2.8, 2.9 and 2.10) the isolines corresponding to the
experimental values of each thermodynamic properties were interpolated, and the point of
intersection between the isolines corresponding to the target ρ and γ was taken as starting
point for further refinement. One advantage of this procedure is that once the surfaces
corresponding to a macroscopic properties are built, they can be used for any solvent and
for any choice of target properties.
2.4.2 Non-miscible species
The methods outlined above cannot be readily applied to obtain the interaction parameters
of non-miscible species. As mention before, the IBI method has to be excluded because
the rdfs cannot be computed, while thermodynamic fitting, as applied to pure water and






















Figure 2.8: Average volume of a box of 1000 Lennard-Jones particles (NPT ensemble:
T = 325 K, P = 1 atm, LJ9-6 potential) as function of ε and σ.
the impossibility to use density as a target property.
Therefore to compute the interactions between alkanes and water, or alkanes and
methanol, a slightly different approach was used. In particular the interfacial tension
and interfacial separation derived from AA simulations were used as target properties.
The systems were built as described before, by simulating alternate slabs of the same
thickness (about 40 Å) of two non-miscible species in an NVT ensemble for 5 ns. From
these simulations the value of σ parameter of the CG LJ potential, was determined by
taking the average distance between the two species at the interface.1 Once determined
σ, ε was obtained by imposing to the CG system to reproduce the value of AA γ. In
Figure 2.11 some examples of the optimization of ε are presented.
1Due to the lack of a generally accepted definition of interface, to the purpose of the average, only the
atoms that are nearer than the first inflection point after the first maximum in the rdf, were considered.
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Figure 2.9: Isothermal compressibility of a box of 1000 Lennard-Jones particles (NPT


























Figure 2.10: Surface tension of a slab of 2000 Lennard-Jones particles (canonical





















































































































































































(e) B ∼ W
Figure 2.11: Plot of the interfacial tensions for CG species as function of ε (fixed σ).




The previous sections presented several methods to parametrize the CG interactions of
neutral molecules and fragments. However many interesting systems (e.g., protein, sur-
factant, membranes) also contain charged species, which need to be treated in a different
way. This is because lumping different atoms together into a single site gives to the CG
bead a partial charge, which is the sum of all its constituent atomic charges removing the
effect of multipole interactions. For some non-bonded interactions this can be satisfactory,
or the issue can be avoided by choosing a different mapping between the AA and the
CG representations. For the membrane, however, this is not a viable options and other
methods must be used to take into account the electrostatic effects.
2.5.1 Charge-charge interactions
The interaction between charged groups can be split in two contributions: electrostatic and
van der Waals interactions. Electrostatic interactions need a special treatment with respect
to the AA system because the dimensional reduction removes the effect of shielding due to
partial charges present in neutral molecules. Thus here it is assumed that the interacting
ions, of charge q1 and q2, are dispersed in medium with an isotropic uniform dielectric










where in the rightmost member of the equation the effective charge is defined as qeffi ≡
qiε
−1/2
r . In other words, the charges are scaled according to the square root of an estimate of
the average dielectric constant of the medium, which depends on its composition, structure
and temperature.
This approximation can appears quite drastic. However, it was successfully employed
in other works [36, 41, 64]. This can be understood considering that the quality of this
approximation strongly depends both on the homogeneity with respect to εr, and on
the ionic strength of the system, which is related to the Debye length (the length over
which mobile charge carriers screen out the electric field). Therefore in systems with high
ionic charge (e.g., sulfonated membranes, polyelectrolytes and surfactants) the scale of the
inhomogeneity is larger than the Debye length. Hence under such conditions (which are
common in the system studied in this thesis) this approximation is justified.
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The VdW interactions between charged groups, i.e., Na∼Na, Na∼S and S∼S, were not
parametrized but obtained either from the literature or using standard mixing rules. The
rationale behind this choice is the fact that even approximate potentials are satisfactory
because their contribution is small compared to the Coulombic forces acting on the beads.
Therefore, to model Na∼Na a LJ potential was chosen using the parameters of Smith and
Dang [67], while the other interactions were obtained using the Lorentz (σ12 = (σ1 +σ2)/2)
Berthelot (ε12 = (ε1ε2)
1/2 ) combining rules [68] (S∼S, from S∼W and W∼W potentials,
and Na∼S from Na∼Na and S∼S potentials).
2.5.2 Free energy perturbation
The last group that has to be parametrized is the set of interactions between charged and
overall neutral molecules. These potentials have to be modeled in a solvated environment
and not in bulk because the electrostatic interactions between the charged groups and the
neutral molecules of the solvent have to be recovered. To correctly capture these effects,
and therefore include them in the force field, the first attempt was to model the CG
interactions using the excess free energy of solvation ∆Asolv as a target property.
Here ∆Asolv is defined as the excess Helmholtz free energy needed to move a charged
group or atom from vacuum into the solvent (hexane, benzene, methanol or water). To
estimate ∆Asolv the thermodynamic cycle depicted in Figure 2.12 was used, computing each
transition with a multistage free energy perturbation method (MFEP) in a dual topology
paradigm, as explained in the following sections.
Theory
Free energy perturbation (FEP) is one of the most commonly used methods for calculating
free energy differences in molecular simulations. The Helmholtz free energy associated with
the generic transition from an initial (I) to a final (F ) state is obtained from the Zwanzig
equation [69]:









where H is the Hamiltonian and the angle bracket represents a canonical ensemble average
performed on the initial state I. Being interested only in the excess free energy, the
kinetic component of the Hamiltonian can be ignored. Therefore the replacement of the
∆H = HF − HI with the potential energy difference, ∆U = UF − UI is allowed. This
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substitution greatly simplifies the practical implementation of this method when U has a
linear dependence from one of it is parameter, like LJ potential with respect to ε.
In practice, the right side of equation (2.17) is obtained by running a regular MD
simulation with HI . Then at each step, the positions are used to compute the potential
energy of both the unperturbed (I) and the perturbed (F ) system, thus giving ∆U , which
is then averaged over the full trajectory to give the free energy.
Considering that the free energy is a state function, the application of the method in the
two opposite direction (I → F or F → I) should produce identical free energy estimate,
except for the sign. However in real simulations these estimates usually differ and have
different convergence speed and error. Different techniques were developed to overcome
this problem and to reliably compute the free energy [70]. In this work a multistage FEP
approach in conjunction with simple overlap sampling (SOS) method was chosen.
The idea behind MFEP is to split a (very) large perturbation into a series of smaller
ones, which are suitable to be conducted by single-stage FEP calculation. This is often
achieved with a linear parameter scaling approach, so that the Hamiltonian becomes
H(λ) = (1− λ)HI + λHF (2.18)
where λ has a value between 0 and 1. By choosing a set of intermediate states, each one
corresponding to a single λi, the potential perturbation between two subsequent states can
be rewritten as:
∆U = U(λi+i)− U(λi) (2.19)
In other words, in MFEP the intermediate states are chosen so that at each step there
is a good overlap between the initial (Γi) and final (Γi+1) important phase space
2. The
optimal choice of the intermediate states is usually not straightforward because the overlap
between each important phase space is not known. Moreover adding a posteriori new
intermediate states to the set requires expensive recalculation of the point of the old set
and is best avoided. However, for the LJ potential for each i-th state the potential energy
can be written as Ui(r) = ε
(i)Ũ(r) + c, where c is a constant. In this case (2.17) simplifies
to








Hence for the CG system the need of recomputing ∆U upon the insertion of new point in
2The important phase space is intuitively defined as the portion of configurations in phase space which
give a significant contribution to the partition function.
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the intermediate states set, is substituted by a simple scalar product, making it computa-
tionally inexpensive.
Once the proper chain of intermediate states connecting I to F is chosen, the ∆A of
each interval is computed with the FEP method. For obvious efficiency reasons the overlap
between Γi and Γi+1 is not complete. Therefore overlap sampling techniques have been
developed to improve the precision and accuracy of the calculated free energy. All these
methods make use of an intermediate state M , whose important phase space is a subset of
both Γi and Γi+1.
The simplest choice, called simple overlap sampling (SOS), is to select M as the middle
point between i and i+ 1, which leads to a free energy given as:
∆A(i→ i+ 1) = (∆A(i→M)−∆A(i+ 1→M) (2.21)
Because no sampling on the intermediate sampling M is required, the calculation effort
involved in SOS is identical to the direct averaging (∆A(i → i + 1) = (∆A(i → i + 1) −
∆A(i+ 1→ i)/2), but the reliability of the result can differ substantially [71, 72].
The system
To compute ∆Asolv the hypothetical (in the sense that some transformations can be carried







Figure 2.12: Thermodynamic cycle used to compute ∆Asolv.
Instead of using the direct route, i.e., directly move the ion (Na+ or the SO –3 fragment)
into the solvent, the alternative route was chosen. It consists in annihilating (or creating)
the ion both in vacuum and in the solvent, which corresponds to the vertical lines of the
cycle. Using the fact that ∆A′solv = 0, the sum of these two contributions gives the desired
quantity. Moreover, for all the cases where the ion is a single particle (all the CG simulation
and Na+ in AA), the calculation of the excess free energy is further simplified by the fact
that the creation in vacuum gives no contribution to the total energy.

2.5. Charged species
The calculations were performed in a dual-topology paradigm, i.e., the topology of the
initial and final states coexist throughout the simulation, without interacting with each
other. While this approach overcomes several complications inherent to the single-topology
paradigm (where a common topology is describes all the states), it unfortunately suffers
from the “end-point catastrophes”. This refers to numerical instabilities near the end of the
transformation, in this case when the ion interactions are so weak that, in some sampled
configurations, the surrounding solvent clashes with the vanishing species.
The simpler method to avoid the consequent large fluctuations in 〈∆U〉, without doing
extremely extensive sampling or small time stepping, is to use a non uniform spacing be-
tween the different states i and using a large number of narrow windows when approaching
the critical points. In fact, this is equivalent to adopting a nonlinear dependence of the
potential on the coupling parameter λ.
Results
The target free energy was computed by dividing the transformation in 16 intervals, 7
of which are in the λ interval [0.9 - 1] (where λ = 1 correspond to the annihilated ion).
In each interval 〈∆U〉 was computed by doing a 1 ns AA simulation in the canonical
ensemble. The resulting free energy was then corrected to properly account for the fact that
periodic boundary condition and Ewald summation were employed during the simulations.
To compensate for the various artifacts [73] introduced by using these methods (e.g.,
solvent reorganization, spurious interaction and finite size effects) the formula proposed








where ∆∆A is the free energy correction, L is the size of the periodic box, εr is the dielectric
constant of the solvent, qA and qB are the total system charge of the initial and final state
and ξEW is equal to -2.8327297, i.e., the self-energy of a point charge in a cubic Wigner
lattice. The size of the box for this simulation was about 40 Å so the low molality limit is
justified because the volume of the ion is lot smaller than the total volume (R L). The
final values are presented in Table 2.7.
Two steps were performed to make the LJ interaction potential reproduce the same
free energy in the CG system. First σ was fixed by taking the shortest distance that makes
the ion-solvent mean force potential of an AA simulation equal to 0. This is equivalent to
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Table 2.7: Target ∆Asolv (in Kcal/mol) of Na+ and SO –3 in different solvent from
AA simulations corrected for the periodic boundary conditions and Ewald summation
artifacts. The last line lists the dielectric constant values used in equation (2.22) [75,
76, 77, 78]
Ion Hexane Benzene Methanol Water
Na+ -11.5 -33.4 -75.8 -88.3
SO –3 -4.2 -28.2 -87.4 -82.9
εr 2.0 2.2 31.0 70.0
considering the shortest distance for which the ion-solvent pair radial distribution function
is equal to 1 (for the purpose of computing the rdf a 4 ns AA NVT simulation was
performed). Once σ is fixed in this way, ε was obtained by computing the free energy
of solvation associated to increasingly large ε until the target ∆Asolv was matched. The
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Figure 2.13: ∆Asolv of SO –3 CG bead in benzene, hexane, methanol and water as
a function of the Lennard-Jones ε parameter. Every point on the plot corresponds to
a different simulation. On the right the target values are reported. In the inset it is
visible that for small ε the ion insertion in the solvent is disfavored by the free energy
cost of cavity formation.














































































































 0  50  100  150  200
Figure 2.14: ∆Asolv of Na+ CG bead in CG benzene, hexane, methanol and water as
a function of the Lennard-Jones ε parameter. Every point on the plot corresponds to a
different simulation. On the right target values are reported. From the inset it is clear
that for small ε the ion solvation is disfavored, but the effect is smaller than for SO –3 ,
due to the smaller size of the ion.
water and methanol, are quite strong, being one order of magnitude bigger than other
van der Waals interactions and on the same range of values of some bonded potentials.
While this is not unexpected, due to the inclusion in the potential of Coulombic forces, it
is not obvious that the system will behave correctly, and therefore a few simple tests were
performed.
All the systems analyzed, which included methanol-water solutions containing a low
concentration of NaHSO3, showed markedly unphysical behavior, e.g., phase separation or
vitrification of one solvent. The most likely reason for these results is the fact that the
dipole interaction and the reorientation of the solvent around the charged group give an
important contribution to the solvation energy in the AA system, but are not reproduced
in our CG model.
Therefore, as an alternative approach the example of Bhargava and Klein [79] was
followed, by refining the LJ9-6 parameters so that CG rdf reproduce as much as possible
the AA rdfs. In order to do so, the values of σ were obtained in the same way used for the
free energy of solvation, and then the ε was changed in order to optimize the agreement
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between AA and CG rdf. A few representative examples of the obtained rdfs are plotted
in Figure 2.15: although the agreement is not always excellent, the overall accordance is
















































































































































(f) S ∼ M




In this chapter the details regarding the mapping between the atomic and the CG model,
and the modeling of the interactions in the new low-resolution representation were pre-
sented. The forces acting on each bead were divided in four contributions, two from bonded
interaction (bonds and angles) and two from non-bonded potentials (van der Waals and
electrostatic). All the bonded potentials were fitted with harmonic functions, while for
van der Waals interactions different approaches were used: a modified IBI method, that
gives smooth and pressure-corrected potentials, was used together with the fitting of key
macroscopic properties, like density and surface tension.
The standard IBI was improved by constraining the system to the target pressure at
each iteration. This modification has a negligible computational cost and, together with
the reduction of the numerical and statistical noise obtained by using Bézier cubic splines
to fit the correction terms, gives a faster and smoother convergence. For those interaction
which cannot be modeled through IBI, a LJ potential was parametrized to reproduce
experimental surface tension and density, or in case of non-miscible species for which the
density cannot be used information from the AA rdfs were used.
Interactions between charged groups were modeled by scaling the charge according to
the square root of an estimate of the average dielectric constant. To model the interaction
between charged site and overall neutral molecules, which however have a dipole or a higher
order electrostatic interactions, first an approach based on the free energy of solvation
was tried. It this attempt the non-bonded potential was modeled in order to reproduce
the free energy of solvation of an equivalent AA system, computed with the free energy
perturbation method. However, due to some inherent limitations of the CG models, like
the absence of dipole-dipole interactions and solvent reorientation, the obtained potentials
gave unphysical behaviors. Therefore as alternative solution LJ potentials were refined so
that the CG rdfs of the ions in different solvent match as close as possible the corresponding
AA rdfs.
The resulting tabulated potential are reported in Figures 2.6 and 2.7, while the param-




In the previous chapter, a systematic procedure for developing a CG FF, that reproduce
desired experimental or computed properties of the system under investigation was pre-
sented. However, the dimensionality reduction and the simplification inherent to the use
of two body potentials implies that the model can correctly represent only a subset of the
properties of the real system [52]. While the choice of the target properties used for the
force field parametrization guarantees that the key features of the system are correctly
reproduced, it is important to verify its behavior with respect to other observables, so as
to understand the limits of the application of the force field. Therefore, before moving to
the study of more complex systems, a series of tests were performed with these potentials.
In the first series of tests, the validity of the choice of a simple harmonic potential
to model bonded interactions is verified by examining the radius of gyration of linear
polyethylene chains. This test is also important to check if the interactions modeled using
short alkanes work properly on much longer chains (Section 3.1).
After this, IBI-obtained potentials are tested by comparing some simple properties of
CG systems with experimental and AA simulated values. In particular, even if for the
parametrization of the force field and all its applications the average temperature of the
systems is kept at 325 K, it is interesting to examine the temperature dependence of these
potentials to asses their transferability (Section 3.2).
The third series of tests concerns the behavior of methanol-water binary mixtures,
which is very important due to the dependence of many membrane structural properties
on the swelling solution. Albeit the interactions were modeled to reproduce some key
properties of pure water and methanol, no information about their mixture, which shows
a strong non-ideal behavior, was directly included in the force field. Therefore, different

3.1. Polyethylene chains
experimental observables of methanol-water solution along the full composition range are
compared with the ones obtained in the CG reduced representation (Section 3.3).
Finally, the last section is dedicated to some considerations about the general compu-
tational gain obtained with CG respect to AA simulations, with particular attention to
the energy conservation during the dynamics (Section 3.4).
3.1 Polyethylene chains
As detailed in Section 2.2, the bonded interactions were modeled using the harmonic
approximation. Moreover, the force field vales were parametrized over bond and bend
distributions of small molecules and short alkanes. This is generally needed in order to
minimize the inclusion in the CG potential of AA intramolecular non-bonded interactions,
which become increasingly relevant for bigger molecules, and which reduce the transfer-
ability of the obtained potential.
Therefore, to verify the applicability of these potentials to more general cases, simula-
tions of long linear polyethylene (PE) chains in vacuum were compared to corresponding
AA runs. To this end, PE chains of different length (see Figure 3.1) were simulated for
100 ns in vacuum at three different levels of detail: first AA, second by grouping two
carbon atoms (and their respective hydrogens) in one bead (C2) and third by grouping
three carbon atoms in one bead (C3). All the simulations were kept at 325 K with a
Nose-Hoover chain of length five; the other details of the simulation are similar to the one
used in the parametrization of the force field (see Subsection 2.1.1 for further information).
The resulting trajectories were analyzed after discarding the first nanosecond, by mea-
suring the radius of gyration (Rg) of each chain, i.e., the mass weighted root mean square









where mi and ~ri are, respectively, the mass and position of each atom or bead, ~rCM is the
position of the center of mass of the whole molecule or chain and the angular brackets are
the ensemble average.
The results are presented in Figure 3.1. The plot clearly shows that the agreement


























AA   
CG1 
CG2 AA CG1 CG2
120 8.0 8.1 8.4
180 8.9 8.8 9.2
240 9.6 9.5 9.9
300 10.3 10.1 10.5
450 11.9 11.4 11.8
Figure 3.1: Plot and table of the radius of gyration of AA and CG (two different
grouping) representation of linear polyethylene chains. The error on each point,
obtained with the blocking analysis is smaller than 0.05 Å. 1 C2 grouping 2 C3 grouping.
is always less than 5 % of the AA value. Therefore, despite the inability of the harmonic
potential to reproduce all the features of the AA distributions, it still proves to be a good
approximation.
Despite the small difference however, the curves are not identical. In particular, the
trend of the AA curve suggests that for very long chains the discrepancy with the CG
representations is likely to increase. Nonetheless the problem has a limited impact in
real applications for at least two reasons. First, the extrapolation of the curves, suggests
that even for longer chains (1000 carbons) the discrepancy between AA and C3 is likely
to remain small (less than 5 %). Second, in complex systems where other species are
present, the chain shape is determined by the interaction with the environment, especially
if electrostatic or other long range forces are involved, and therefore a small error in the
intramolecular forces can be neglected. As such, considering the target applications, the
obtained level of accuracy can be considered very good, and a more detailed potential is
only needed for specific studies, e.g., PE chain crystallization.
Finally, it is interesting to note that the increase in the level of CG causes a solid shift
of the Rg curve by about 0.4 Å. While this effect is not general and likely related only to
the functional form of the potential, this effect can be taken into account in the choice of
the coarse-graining in order to better reproduce the AA behavior. Therefore, for shorter
chains a more refined representation is better suited to reproduce the general shape of the

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chain; on the other hand longer chains are better represented with a coarser representation.
3.2 Solvents
Many interactions were modeled using the IBI method, but due to the fact that the IBI
procedure aims at reproducing the rdf there is no guarantee that other observables are
correctly described.
Hence, to verify the properties of these potentials a series of simulations were performed
to compute the density, the isothermal compressibility and the surface tensions of liquids
interacting through IBI-obtained potentials. The values obtained for the CG systems are
then compared with the equivalent AA system and experimental values. The comparison
with the AA force field is in this case of particular interest because the target rdfs used in
the IBI method were obtained from AA runs.
A box containing the molecules under study (1293 for benzene, 1169 for hexane and
1179 for ethylbenzene) was equilibrated for 5 ns in an NPT ensemble to obtain ρ and
βT , while γ was obtained by simulating two-dimensional slabs of liquid in vacuum in a
canonical ensemble for 10 ns, as reported in the force field parametrization. The other
details about the simulation settings are similar to the one used to fit potential against
experimental data (see Subsection 2.1.1 and Section 2.4).
Table 3.1: Comparison of ρ, βT and γ of CG systems with AA and experimental
values [75, 80, 81, 82, 83] at 325 K and 1 atm.
ρ [g/cm3] γ [10−3N/m] βT [GPa
−1]
Species AA CG Exp. AA CG Exp. AA CG Exp.
Benzene (B) 0.798 0.848 0.848 19.6 40.5 25.00 1.87 3.52 1.13
Hexane (C2) 0.606 0.631 0.631 14.1 23.0 15.33 2.67 2.35 2.03
Hexane (C3) 0.606 0.637 0.631 14.1 18.0 15.33 2.67 3.21 2.03
Methanol (M)1 - 0.756 0.756 - 20.0 20.21 - 0.96 1.42
Methanol (M)2 - 0.754 0.756 - 20.2 20.21 - 2.06 1.42
Ethylbenzene (C2-B) 0.793 0.842 0.841 20.0 50.7 26.01 1.55 2.10 ∼1
Water (W) - 0.990 0.988 - 67.3 67.92 - 0.37 0.442
1 Coarse-grained interaction M∼M modeled with LJ12-4 potential.
2 Coarse-grained interaction M∼M modeled with LJ9-6 potential.
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The results of these tests are presented in Table 3.1. The analysis of the values shows
the excellent agreement between the experimental and the CG density. Moreover is worth
noticing the systematic improvement of the CG values over the AA calculations, despite the
fact that the CG interactions were modeled over the AA force field. The most likely reason
for these results is the additional pressure constraint imposed during the IBI procedure
(Section 2.3), because the modified IBI method used in this work can be regarded as a
simultaneous optimization of the potential against both local structure (AA) and global
density (experimental).
The situation is different for βT and γ. As expected, the agreement between AA and
experimental values is better than that of the CG model. However, the difference between
CG simulations and experiment is generally acceptable and in some cases the CG results
are comparable with the values obtained from AA simulations, as for instance in the case of
hexane. Benzene and ethylbenzene have the worst agreement, but this is likely related to
the shape of the aromatic ring and of its orbitals: modeling such an anisotropic interaction
with an isotropic potential, which averages out the angular dependencies, is bound to have
some impact on the quality of the results.
3.2.1 Temperature dependence
Considering the fact that all the simulations in this work were performed at 325 K, the
temperature dependence of the potentials will not impact the result of this work. However,
one of the factors limiting of the applicability of CG to a wider range of systems is the
reduced transferability of the used force field. Therefore, it is useful to study the influence
of the temperature on the results.
The data presented in Table 3.1 showed an excellent agreement of the CG density
with the experimental values at the modeling temperature. Therefore to understand the
temperature dependence of IBI-potentials, the correlation between ρ and T was analyzed
for benzene and hexane (C2 grouping).
The density of benzene and hexane is presented in Figures 3.2 and 3.3 for a range of
60-70 K around 325 K. From these plots it is possible to see that the CG potentials give the
right linear T dependence, but differ in slope. This limits the applicability of the CG force
field to a quite narrow range of temperatures. For benzene, the fit of the experimental data
gives −1.03 · 10−3 g/cm3·K and −0.727 · 10−3 g/cm3·K for the CG model; for hexane the






























































































Figure 3.3: Experimental [75] and CG scaled-CG density of hexane (C2 grouping) as
a function of temperature.
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In case where a greater temperature range or an higher accuracy is desired, the param-
etrization has to be repeated at different temperatures so that the resulting CG potentials
can be fitted to include the right dependence [23].
Alternatively, Qian et al. [59] recently proposed for similar species (but different CG
reduction) a scaling factor for the potential equal to
√
T/T0, where T0 is the temperature at
which the force field was modeled. Test performed with our model however show that this
factor increases the slope of the temperature dependence of the species under investigation
(for benzene it becomes −0.357·10−3 g/cm3·K, while for C2-hexane −0.353·10−3 g/cm3·K),
markedly increasing the discrepancy with the experimental values.
3.3 Methanol and water mixtures
As discussed earlier (Section 2.4.1), due to the lack of general mixing rules for tabulated
potentials, methanol and water interactions were modeled by optimizing LJ potentials
so that the CG system matches the experimental density and surface tension under the
same conditions (325 K and 1 atm). The results listed in Table 3.1 confirm that this can
be done with an excellent accuracy (the difference is below 1%) but also show that this
choice of target properties also gives obtaining a good approximation for the isothermal
compressibility, which was not used as a target property in the FF parametrization.
During the modeling procedure nothing was assumed about the properties of methanol-
water mixtures, however such solutions show a marked non-ideal behavior, since many
thermodynamic properties differ significantly from the values that might be expected from
the linear combination of the pure fluids [84, 85, 86, 87]. This aspect is of particular
interest not only for the simulation of DMFC’s membranes, also more in general because
such mixtures have application in many different fields, ranging from a variety of separation
processes [88, 89] to hydrogen production in solar thermal systems [90].
To asses to which extent the model and the LB combining rules are able to reproduce
the non-ideal behavior of the methanol-water mixtures, a series of simulations was run to
sample ρ, γ and βT along the whole composition range. The simulation settings are the
same used in the parametrization of the force field, see Section 2.4 and Subsection 2.1.1,
for the details.
In the parametrization of the FF the M∼M interaction was modeled with two different
potential: a LJ9-6 as recommended by Shinoda et al. [64] and a LJ12-4 in order to apply the
LB mixing rules with the water potential. However, contrary to the findings of Shinoda,
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it was found that the LJ12-4 is able to reproduce methanol properties (including the
isothermal compressibility, see 3.1) as well as the LJ9-6 potential. This is likely due to
the inclusion of a pressure tail correction in the present work. As the two potentials are
almost equivalent, their behavior with respect to mixing properties was examined in order









































Figure 3.4: Comparison between CG and experimental [80] density of methanol-water
solutions along the full composition range. The two plots differ in how the the M∼M
interactions are modeled: a LJ9-6 potential is used on the left, a LJ12-4 on the right.
The error bar is smaller than the symbol used to represent each point. The details
about the parameters used are given in Table B.3
From Figure 3.4 is clear that both potentials are able to give a very good agreement
with experimental density along the full composition range. A more sensitive test to check
the non-ideal behavior of the CG mixture is the measure of the deviation of the volume
from ideality with the excess volume of mixing (∆V E):
∆V E = VM − Vid = VM − (x1V1 + x2V2) (3.2)
where VM is the effective molar volume and Vid is the ideal molar volume of the mixture.
In case of a binary liquid Vid can be expressed as the sum of the ideal molar volume of the
pure (V1 and V2) weighted by the respective molar fractions.
The results are presented in Figure 3.5. The plot magnifies the difference between the





































Figure 3.5: Excess volume for methanol-water solutions. Data obtained with different
M∼M interactions for CG beads (325 K, 1 atm) compared with experiment [80]
(323.15 K, 0.1 MPa). The error bar is smaller than the symbol used to represent
each point.
experimental values.
Figures 3.6 and 3.7 show the plots for the surface tension and the isothermal compress-
ibility. The computed surface tension shows a general agreement with the experimental
values, with the LJ12-4 potential performing better. On the other hand, for the isothermal
compressibility the agreement is worse because βT was not used as a fitting property.
The result is however still good, in particular for the LJ9-6 potential and for water molar
fractions bigger than 0.3.
In general, these results show that despite the loss of atomistic details, which is a
key factor for the structural properties of such solutions where the complex hydrogen
bond network plays an important role, the CG representation is able to reproduce with
a good approximation even non-ideal properties that were not directly used in the FF
parametrization. Moreover the differences between LJ12-4 and LJ9-6 potentials suggest
that a suitable choice of exponents of the LJ potential can give even better agreements and
likely improve also the accordance of βT at low values of xW . However the ultimate goal is
fuel cell applications, where the main interest is in water rich solutions. Therefore, it was
chosen not to increase the number of parameters, which implies additional computational
costs and modeling complexity.




















































Figure 3.6: Comparison between CG and experimental [83] surface tension of
methanol-water solutions along the full composition range. The two plots differ in
how the the M∼M interactions are modeled: a LJ9-6 potential is used on the left, a
LJ12-4 on the right. The error bar is smaller than the symbol used to represent each
























































Figure 3.7: Comparison between CG and experimental [80] isothermal compressibility
of methanol-water solutions along the full composition range. The two plots differ in
how the the M∼M interactions are modeled: a LJ9-6 potential is used on the left, a




The efficiency gain of a CG model is related to many factors. The softer potential, the
lower frequency of the fastest modes and smoother free energy surface allow bigger time
steps in the integration of the equation of motion, while the reduced number of interacting
sites decreases both the computational cost of the forces and the one associated with
various optimizations, e.g., the rebuilding of neighbor lists. However many other factors
both related to the simulation, i.e., neighbor skin or thermostat settings, and unrelated to
it, i.e., the code implementation and hardware settings, influence the speed gain. In this
thesis, no real systematic work was performed to measure the influence of all these factors
and therefore the results reported in this paragraph should be extended with caution.
Before comparing performance obtained in the CG representation with AA runs, dif-
ferent time step settings were tested to verify the performance of the integrator. To this
end, a series of 1 ns microcanonical simulation of 4680 beads representing sodium dodecyl
benzenesulfonate in water (see Section 4.1 for further details) was performed using a simple
two region RESPA configuration, with a separation distance of 12 Å. The influence of the
different time step settings on the total energy drift is shown in Table 3.2.
Table 3.2: Absolute and relative total energy drift for the CG FF simulated with
CM3D. The two values of the time step refer to the long range and short range evaluation
times.
Time step (fs) Drift (K/atom ns) % Drift (ns−1)
1 - 1 0.08 ± 0.01 2 10−3
4 - 2 0.08 ± 0.01 2 10−3
8 - 4 0.69 ± 0.01 10 10−3
10 - 2.5 0.32 ± 0.01 6 10−3
20 - 2 0.36 ± 0.01 7 10−3
20 - 2.5 0.89 ± 0.01 15 10−3
30 - 2.5 3.71 ± 0.01 70 10−3
The table shows that the inner region of the algorithm should not be updated less
frequently than 2.5 fs likely due to intramolecular motions, while the outer region can
be updated every 20 fs. With these settings the energy drift is still small, increasing
the average temperature of the system during a microcanonical simulation of less than
4 K every 10 ns. This value is only four time bigger than the one given by updating all
the system every femtosecond, but guarantees almost twenty-fold speed up, because the
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computational cost of the single step is about the same. Although bigger time steps cause
an increasingly large energy drift, more complex multiple time step schemes can be devised,
for example by separating intramolecular interactions from short range intermolecular ones,
which can be evaluated less frequently.
Once the time step scheme was decided, the performance of different systems were
compared as reported in Table 3.3. It should be stressed that the result reported for
simulations performed on more than one processor were not optimized with respect to the
number of CPUs, because the simulation program are very different, and are indicative.
Table 3.3: Performance comparison of MD simulation in the AA and CG represen-
tations, using NAMD and CM3D code respectively. The simulation is described by a
letter for the system (A refers to the simulation of the S bead in methanol; B refers to
S bead in water ; C refers to ten unit PSSA oligomer in a 1:3 methanol-water solution)
and a number for the hardware (1 refers to an Athlon 64 x2; 2 refers to Opteron 2220
with InfiniBand QDR network connection).
Model System Atoms Processors time·cpu/step ns/day
AA A - 1 5480 1 0.44 0.19
AA A - 2 5480 16 0.73 1.89
CG A - 1 910 1 0.03 51.4
AA B - 1 7516 1 0.56 0.15
AA B - 2 7516 16 1.10 1.26
CG B - 1 2505 1 0.34 5.15
AA C - 1 13084 1 0.57 0.13
AA C - 2 13084 16 0.76 1.82
CG C - 1 3462 1 0.58 2.96
The reported values show that the main limiting factor in the performance of the CG
simulations is related to the scalability of the CM3D code with respect to the number of
atoms in the simulation box. Yet the gain is still relevant with two order of magnitude
increase in the accessible time scale, which is not obtainable even with the parallelization




In this chapter the force field parametrized in the previous chapter was tested to ver-
ify its behavior with respect to physical quantities that were not considered during the
parametrization.
To test the bonded interactions, the comparison of the radius of gyration of long linear
PE chains in vacuum in different CG representations, showed that despite the absence in
the force field of torsional terms and the simple form of the harmonic potential, the CG is
able to provide a good approximation of the AA systems.
The second series of tests was designed to check the behavior of tabulated potentials
obtained with IBI with respect to macroscopic observables like density, surface tension and
isothermal compressibility. The results show a generally good agreement with experimental
values, with higher discrepancy for molecules with high anisotropic shapes, like the benzene.
Moreover the comparison with the density of AA simulations, suggests that the additional
term added in the IBI procedure greatly improves the ability of the CG model to reproduce
experimental density, with a systematic and consistent gain with respect to AA FF. The
temperature dependence of the IBI potential was only briefly tested and showed that
the optimal agreement is possible only in a limited range of temperatures (about 20 K),
although outside this interval the accuracy is still good compared for example to the
AMBER force field.
Another crucial point for the simulation of the membrane in methanol-water solution is
the ability of the CG model to correctly capture the non-ideal behavior of such mixtures.
Therefore, in the third part of the chapter some properties (ρ, γ and βT ) were analyzed
along the whole composition range, showing a very good agreement with experimental
values, with the only exception for isothermal compressibility at high methanol content
(xW < 0.3), likely related to the choice of the LJ exponent used for methanol.
Finally the benchmark simulation show that generally a two order of magnitude speedup
gain can be achieved although it is largely related to the code used for the simulations.
In conclusion the tests show that the force field gives a good overall reduced represen-
tation of the atomic system, being able to correctly reproduce different properties and at






Surfactants have long been of importance in a wide range of fields like detergents, paints,
paper coatings, food and pharmaceutical. The reason for such wide usage is the tendency of
surfactants, an abbreviation for surface active agent, to adsorb at interfaces. This behavior
is driven by the corresponding reduction of the interfacial tension and is strictly related to
their amphiphilic structure. Generally speaking, amphiphiles are composed of two parts,
one that is soluble in water, i.e., hydrophilic part or head, and one that is insoluble, i.e.,
hydrophobic part or tail.
Due to this structure, when the interface is saturated they tend to aggregate in the
bulk in order to reduce the contact area between hydrophobic and hydrophilic components,
resulting in different aggregation structures. This critical concentration and the bulk phase
behavior depend on many factors besides the composition of the phases and the nature of
the surfactant itself, e.g., temperature and salt concentration.
Despite their relatively simple chemical structure, surfactants are still actively re-
searched due to the big variety of possible amphiphilic molecules and the wide range
of applications. Moreover, in recent years environmental and health concerns due to the
suspected toxicity, low biodegradability and high bioaccumulation, which seem to be related
to allergies and skin irritation, have been the driving force towards a better understanding
of the interaction between such molecules and biological systems.
Surfactants have been extensively studied [91] using different techniques, like NMR [92],
fluorescence, EPR [93], light scattering, resonance Raman scattering, SANS [94] and second
harmonic generation, but many atomic-scale details are still elusive. On the other hand,
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this kind of information is difficult to produce with AA MD [95] or MC [96] because of the
time-scales involved in the equilibration and reorganization dynamics, thus making this a
perfect subject to by studied with CG models.
In this section a preliminary study of the aggregation behavior of one anionic surfactant,
namely sodium dodecylbenzene sulfonate, is presented in order to strengthen the confidence
in the proposed CG model but a thorough investigation of its phase diagram was not
performed.
4.1.1 Sodium dodecylbenzene sulfonate
Dodecylbenzene sulfonate displays a very rich phase behavior [97] as a function of tem-
perature, concentration, counterions isomer composition and salt concentration [98]. In
particular, its sodium salt (SDBS) at 50 ℃ aggregates in bulk in three different structures
and with increasing concentration of surfactant one finds micellar, lamellar and hydrated
crystal phases [98].
In this thesis, only two isomer compositions were studied. One which is among those
experimentally investigated [99], composed by 17% DBS-1, 33% DBS-2 and 50% DBS-3
(see 4.1b for details) and one for comparison purpose composed only by the linear isomer
DBS-1. These mixtures were solvated in water at three different concentrations, so to have
a 20% w/w, a 50% w/w and a 70% w/w concentration of surfactant, for a total of four
systems, as detailed in Figure 4.1.
Label SDBS Isomers Water
l20 60 100% DBS-1 4260
m20 60








17% DBS-1 33% DBS-2
1440
50% DBS-3
(a) SDBS systems composition (b) DBS isomers
Figure 4.1: (a) Details about composition and name of the SDBS system studied in
this section. (b) The three CG isomers of DBS: from left DBS-1, DBS-2 and DBS0-3.
C2 beads are shown in cyan, benzene in green and S group in yellow; the graphics were
generated using VMD [100].
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Each simulation began from a random distribution of molecules in a cubic box and the
fixed angle variant of the Parrinello-Rahman constraint pressure algorithm [101] was used to
equilibrate the cell. Each system was relaxed for 10 ns and the averages were accumulated
during the successive 15 ns of simulation performed in the canonical ensemble. Other
details are the same as the one presented in Section 2.1.1, with the exception of the time
step (here a 2.5 - 20 fs RESPA scheme was used: see the results presented in Section 3.4).
Finally, it should be mentioned that the times reported for CG models are just a measure
of computational effort since the time scale in CG simulations is not precisely defined.
In all systems, aggregation occurred in less than 500 ps, but the full relaxation (eval-
uated from the total energy evolution) required longer time and especially for the two
more concentrated systems, several nanoseconds were needed. In agreement with the
experimental findings, the two more concentrated systems form a slightly irregular lamellar
phase (Figures 4.2 and 4.3) and the 20% systems aggregates as micelles (Figures 4.4a
and 4.4b).
Figure 4.2: Equilibrium configuration for the m50 system (about 50% w/w of
surfactant in water). The color convention is the same of Figure 4.1 with the addition
of blue Na ions; water is shown only as a semi-transparent box. The graphics were
generated using VMD [100].
Interestingly, for the bilayers a partial swelling of the surfactant region was observed
with the increase of the water content: the thickness of the bilayer increased from 19.5 Å
(in the m70 system) to 22 Å (in m50). This change of the phase properties is expected
for SDBS systems only above 40 ℃ [99] and, although the measure of the thickness both
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Figure 4.3: Equilibrium configuration for the m70 system (about 69% w/w of
surfactant in water). The color convention is the same of 4.2; the graphics were
generated using VMD [100].
experimentally and computationally is complicated and therefore no direct comparison is
possible, the CG simulations reproduce the correct trend.
4.1.2 Micelles
(a) l20 system (b) m20 system
Figure 4.4: Section of a typical equilibrium configuration for the l20 and m20 system
(see Figure 4.1a). The color convention is the same of 4.2; the graphics were generated
using VMD [100].
A detailed analysis of the micelle shapes reveals that for both systems they are not
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spherical but assume a shape that more closely resembles an oblate spheroid, which is an
ellipsoid with the polar axis shorter than the equatorial diameter. This is quantitatively
































































Figure 4.6: Eccentricity of the micelles during the simulations.
The eccentricity (e) is defined as:





where Imin is the smallest momentum of inertia of the micelle and Iavg represent the average
of the three momenta of inertia. From the plot is visible that the value of e is stable during
the simulation and that it only slightly deviates (e = 0.1) from the perfect sphere case
(e = 0) in both systems. This hints that the isomer composition does not influence the
shape, even if it reflects on the size of the micelle, as one can see by comparing the scales


















Figure 4.7: Radius of gyration of the micelles during the simulations.
Moreover, from the plot of e it can be seen that the micelle is not a rigid structure
but undergoes continuous fluctuations and rotations. This is more clearly confirmed by
the analysis of the time evolution of the principal axis (see Figure 4.8 for the typical plot
of the component of the versor of a principal axis of the micelle), which shows that the
vectors corresponding to the axes of inertia continuously change in direction and in length.
The dynamics of the micelle shape are important because they should be taken into
account when analyzing other average structural properties, like the rdfs of the DBS sites
with respect to the center of mass of the micelle (COM), shown in Figure 4.9. From these
plots it can be seen that the internal region is composed only by the hydrophobic part
whereas the charged head of DBS is external, interacting with the water and the Stern
layer of Na counterions, which is shifted about 3 Å outwards. However, the 10 Å region
of overlap between the C2 and the W beads does not indicate an extended contact region
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Figure 4.8: Evolution of the components of the versor of the second eigenvector of
the stress tensor for the micelle formed in the m20 system. The plots for the other axes
and for the l20 system are qualitatively similar.
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Figure 4.9: Radial distribution functions of different beads with respect to the micelle
COM for the l20 and m20 systems.
In order to find the possible correlation between the micelle shape and the spatial isomer
distribution, the average density of the S beads was analyzed. In order to do so, first the
micelles were rotated so that the principal axes were aligned with the Cartesian axes and
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then the section of average density along the Cartesian planes containing the COM of the




Figure 4.10: Sections of the average density of the S beads. Each section is taken on
the plane which contains the COM of the micelle and lies perpendicular to the principal
axes, after aligning them to the Cartesian axes. To darker color corresponds an higher
density; the side of each box measures 54 Å.
From this data it is clear that, whereas for the m20 system the distribution of the
heads of SDBS is homogeneous, in the l20 system there is an evident depletion near the
polar regions, suggesting that the length and shape of the alkyl chain can influence the
preferred position of the isomer in the micelle. This idea is further confirmed by the
radial distribution function of the S of different isomer with respect to micelle COM (see
Figure 4.11), where it is clear that on average the longer the tail the farther from the COM
the head prefers to stay. However, this phenomenon seems to be slightly influenced by the
isomer composition, as indicated by the shift at shorter distance of the DBS-1 curve in the
m20 micelle with respect to the same curve in the l20 micelle.
The mixture’s effect is more clearly visible in Figure 4.12 where the average density
sections of the S beads done with respect to the various isomer in the m20 system are
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Figure 4.11: Radial distribution functions of S beads by isomer type with respect to
the COM of the micelle.
a minimal depletion of DBS-3 in the equatorial positions.
This apparent contradiction can be explained with the different size and organization
of the hydrophobic core of the micelles. In the l20 system the linear chains tend to pack
more regularly (see Figure 4.4a) making difficult for the surfactant to uniformly arrange
at the polar position and also giving a slightly bigger cell. On the other hand in the m20
system the different shape and length of the tails causes less steric hindrance and therefore
an easier internal reorganization is possible.
4.1.3 Conclusions
In this section an application of the proposed CG model to a common surfactant was
presented. In particular, the aggregation behavior at three different concentrations of
sodium dodecylbenzene sulfonate in water was studied and the obtained results are in
accordance with experimental findings. Moreover, the predicting capability of the model is
not limited only to the ability to reproduce the correct phase at the different concentrations,
but also to reproduce more subtle effects like bilayer swelling. Therefore, although some
experimentally observed effects, like coalescence or surfactant exchange between micelles
or layers were not observed in these simulations due to periodic boundary conditions and
limited cell size, the proposed model proves to reproduce with good accuracy the delicate






Figure 4.12: Sections of the average density of the S beads by isomer type in the m20
system. Each section is taken on the plane which contains the COM of the micelle and
lies perpendicular to the principal axes, after aligning them to the Cartesian axes. To




As mentioned in the introduction, the goal of this work is to provide a CG FF to study
the morphology of SNOVA membranes (see Section 1.3) under different working conditions
in order to understand and to eventually improve their performance as an electrolyte for
DMFC. After the parametrization details (Chapter 2) and the tests (Chapter 3) shown
previously, the model was considered reliable and was applied to the simulation of the
membrane. In this section the initial results of this study are presented, specifically those
related to its behavior with respect to solvent uptake and methanol concentration.
Contrary to Nafion, for which a huge literature of experimental data and computer
simulations is available, for the PE-g-PSSA membranes only a limited amount of ex-
perimental work [11, 103, 104, 105], mainly concerning the polymer preparation, was
published [106, 107, 108]. This information on PE-g-PSSA is however useful to build a
meaningful model for the SNOVA chain. Firstly, IR spectra confirm that the benzene ring
of PS is mono-substituted and secondly it was shown that the crystalline part of the PE is
almost completely destroyed in the preparation, resulting in an amorphous polymer [109].
This simplifies the planning of the simulations because no special assumption is required
to take into account the non amorphous part.
Specific information for the topology of the SNOVA polymer was lacking, and therefore
simulation results and proposed models for other sulfonated membranes were considered.
Taking into account the wide variety of chemical structures and properties of the poly-
mers used as electrolytes for PEMFC and the experimental limitations in obtaining clear
morphologies, it is not surprising that there are several different models.
Many of them [20], however, are based on the popular early proposal of Yeager and
Steck [110] and, later, of Hsu and Gierke [111]. In this model, starting from a dry
membrane, first the water clusters around the acid groups then, at increasing hydration
levels, inverted micelles appear in the polymer and finally the water pocket grow enough
to have transitory or even stable interconnection between them. The size of these water
aggregates are difficult to infer but an approximate radius of 2 nm for the clusters and a
1 nm diameter for the cylindrical channels was considered reasonable for Nafion [8].
Although this cluster-channel model (as almost all other models) was built for Nafion
membranes, and despite the fact that it was also challenged by new experimental in-
terpretations [112], it still provides a clear general picture. In particular, this model
distinguishes two regimes for the membrane processes and morphology: a low hydration
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state, corresponding to 2 or less water molecules per sulfonic group (λ < 2), where the
solvent clusters are not interconnected, and high hydration state (λ ∼ 15) where the
channels connecting the clusters are quite stable and build a continuous network.
4.2.1 System setup
In the light of these data, the membrane morphology and the effect of different hydration
levels and of the methanol concentration for chosen for the initial studies. To this end
four systems were simulated, all consisting in eight SNOVA chains solvated in different
methanol-water mixtures. Each SNOVA chain (see also Figure 1.1) consists in a main
chain of linear PE, modeled by 2224 C3 beads, which is grafted by four roughly equidistant
PSSA side chains, which are composed of 125 C2-B-S repeating units each. Finally due
the −e charge present on the S sites, each SNOVA chain was neutralized by 500 Na atoms.
The chains were solvated in four solvent mixtures two of them consisting of pure water
and the other two of a methanol-water mixture with a 2:5 ratio, corresponding to a 12 M
solution. For each type of solvent two mixtures were near the maximum solvent uptake of
the membrane and the other two were near the percolation limit [113].
A summary of the details for these systems is presented in Table 4.1.
Table 4.1: Label and composition details of the membranes studied in this section.
The structure of each chain is described in the text (see also Figure 1.1). The uptake
is defined as the percentile ratio between the solvent weight and weight of the dry
membrane; λ refers to the number of solvent molecule per acid groups (S beads).
Label # chains W beads M beads Uptake λ
8c70m3 8 33728 13504 70 11.8
8c70m0 8 47232 0 57 11.8
8c07m3 8 4288 1712 9 1.5
8c07m0 8 6000 0 7 1.5
The preparation and relaxation of such kind of systems is problematic, because long
flexible polymeric chains tend to have extremely long relaxation times. Therefore, the
exploration of all the conformation and structures is not possible and the sample should
be prepared so that its starting configuration satisfies some constraint, e.g., has a given
number of entanglements or crystalline structures. It is important to note that this problem
does not affect not only the simulations, although the short time scale that can be explored
makes it more acute, but also the preparation of experimental samples.
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Due to the lack of structural information or experimental data to replicate, the samples
were prepared in the following way. Starting from the 8c70m3 system and after cutting
each SNOVA chain in four equivalent pieces, the box was equilibrated at a low pressure
(0.5 atm) in an NPT ensemble for 1 ns to ease chain reorganization. At this point the
number of chain fragments were halved by joining the nearest two ends of different chains
and then the system was relaxed for another 2 ns under the same conditions. After these
steps, the final chain topology was built by repeating the last step and relaxing at 1 atm
for 5 ns.
The other systems were prepared starting from this configuration by removing the
excess solvent or by converting the solvent beads. The four systems were first heated to
500 K for 5 ns and then annealed by reducing the temperature to 325 K in 10 ns in an
NVT ensemble. Finally the four boxes were relaxed for further 20 ns at 1 atm at 325 K
and then the production simulations were run in a canonical ensemble for 25 ns.
Figure 4.13: Details of a crystalline region of the PE main chain in the 8c70m3
system, present during the relaxation; the lammellae formed by the chain are only
partially visible because are not planar. The green spheres represent the C3 groups; the
black bar has a length of 10 Å. The graphics were generated using VMD [100].
It should be stressed that the main goal of this procedure is to allow some local reor-
ganization and minimize the correlation between the configurations and not to guarantee
completely different initial structures. The latter goal is not only very difficult to achieve,
but also not interesting in this analysis because somewhat similar structures are needed,
in order to compare structural change related to the solvent. Therefore, by starting from
a low-density and low-viscosity system and building the chain by steps a low degree of
entanglement was possible, while the heating and annealing guaranteed a low crystalline
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content of the PE main chain, which before this procedure was quite higher (see Figure 4.13)
than expected (here a 50% side chains grafting was assumed, which corresponds to a 5%
of crystalline content [109]).
4.2.2 Results
As expected from the relaxation procedure and the slow relaxation times typical of these
systems, the four membranes formed similar structures. In particular, the main chain,
separates into an hydrophobic phase organized in layers with roughly cylindrical holes (see
Figure 4.14). These holes, or channels, which are only loosely aligned between layers, are
stable during the simulation and do not appreciably change or fluctuate at any solvent
concentration or composition.
(a) Top view (b) Side view
Figure 4.14: Top and side view of the C3 beads of the relaxed 8c70m3 system. The
darker green represents the actual cell, whereas the pale green represents the near
periodic images; the black bar on bottom has a length of 100 Å. The graphics were
generated using VMD [100].
The PSSA side chain, as well as the solvent and the counterion mix together quite
uniformly forming the other phase which fills the rest of the space. The PSSA side chains
tend to be coiled in the interlayer phase but are almost completely stretched inside the
channels as shown in Figure 4.15.
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Figure 4.15: Section of the 8c70m3 system highlighting the position of the side PSSA
chains. In red the C2 groups and in yellow the S groups; B, W, M and Na groups were
hidden for clarity. As for Figure 4.14 in C3 beads are shown in green, while periodic
images are reproduced in paler colors; the black bar on bottom has a length of 100 Å.
The graphics were generated using VMD [100].
From the analysis of the trajectories of the four systems, it is clear that the changes in
hydration level or in the solvent composition do not qualitatively change the aggregation
structure, although the distance between the layers and the channel diameter are influenced
by these factors.
To measure these quantities the average distribution of the C3 groups along the Carte-
sian axis were computed: the projection on the z-axis, which is perpendicular to the layers,
is useful to measure their distance, while the other two distributions can be used to estimate














































Figure 4.16: Trajectory average of the C3 group distribution along perpendicular and
parallel axes with respect to the membrane plane for the 8c70m3 system.
The distances, which are listed in Table 4.2, were computed by averaging the separation
at half height between two successive peaks. Despite the fact that thermal fluctuations
and the partial alignment of the holes in the two layers tends to flatten the histogram,
therefore making the measure of the pore diameter only partially accurate, the results are
still interesting.
Table 4.2: Channel diameter and layer distances for the SNOVA systems. All the
values have an uncertainty of 1 Å.
System 8c70m3 8c70m0 8c07m3 8c07m0
Layer distance (Å) 38 33 24 22
Channel diameter (Å) 36 31 25 22
First, the numbers show an expected decrease in the layer distance and in the channel
size at lower hydration level, but surprisingly the two quantities decrease in a similar way.
This suggests that there is no substantial difference between these structures and they likely
form in the same way, but can end up in layer or channel just due to the local surroundings
giving a model that resembles more the one proposed by Kreuer for Nafion [114] rather
than the channel-cluster model.
More surprising is the contraction associated with the substitution of methanol with
water at high hydration level (8c70m3 and 8c70m0 systems), because such a marked
decrease in the hydrophilic phase volume cannot be ascribed to the change of volume
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of solvent. The reason for this phenomena is not clear at the moment, albeit an improved
packing of the liquid phase seems to be the most likely explanation.
4.2.3 Conclusions
In this last section, some results from the simulation of the SNOVA membrane using
the proposed CG model were presented. The systems were prepared and relaxed with a
long procedure in order to have comparable but independent systems swollen by different
methanol-water solutions. All the systems tend to give the same kind of aggregate: the
hydrophilic phase, which includes the PSSA side chains as well as the solvent and the
sodium ions, separates in layers that are connected by stable channels. Although the
channel diameter and interlayer distance decreases at lower hydration level the channels
are always stable and the general structure does not change even for λ = 1.5. Therefore,
besides the details of these configurations, which do not likely represent all the relevant
possible aggregates present in the membrane, the results suggest that the systems do not
follow the cluster-channel model, but build a more uniform and continuous phase even at





Computational techniques are becoming increasingly mature as scientific tools that support
and complement experimental investigations. The development and refinement of new pro-
cedures, the increase of computational power and, ultimately, their widespread successful
application are the main reasons for the gradual transition of these methods from a scientific
niche to an accepted general investigation tool. Already many research fields benefit from
computational techniques, but still a big effort is dedicated to widen the range of their
applications and to shed light on phenomena that are otherwise difficult to interpret. For
example, there is a wide variety of systems that are difficult to study experimentally simply
because the direct observation of phenomena in highly inhomogeneous samples at the
relevant scale is very difficult or expensive, if at all possible. These systems include proteins,
polymers and membranes, which are of extreme scientific and technological interest but
that are in many respects still not completely understood.
On the other hand, such kinds of systems are difficult to simulate because several of the
important phenomena they exhibit entail large length- and time-scales. However, many
details on the atomistic scale are often irrelevant because their behavior is often determined
by a small number of key properties, e.g., hydrophobicity or flexibility of chains. This
combination of factors makes these kinds of systems one of the preferred subject for the
application of coarse-grained (CG) models in the soft matter field.
For these reasons, we decided to use coarse-grain techniques to study the behavior of a
PE-g-PSSA membrane called SNOVA, which is one of the possible candidates to substitute
Nafion in direct methanol fuel cells. Thus, first we built and tested the force field (FF) for
a new reduced representation of the system and then we applied it to the study of these
membranes.
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Due to the impossibility of a CG model to fully reproduce all the properties of a fully
atomistic representations, particular care is needed in the choice of both the degrees of
freedom that are removed and in the FF building. Therefore, we kept a more detailed
description of the hydrophilic parts of the polymer, because they more likely form complex
structures with the solvent, and selected different parametrization methodologies in order
to better capture the key properties of the real membrane (Section 2.1).
Bonded interactions were approximated with harmonic potentials, with particular at-
tention to reduce the inclusion in these interaction of spurious terms and to obtain a fast
and reproducible convergence (Section 2.2). Despite the simple analytical form of these
potentials and the fact that only small molecules were used during the parametrization,
the comparison with AA predictions of the radius of gyration of very long PE chains shows
that the interactions are modeled with good accuracy (Section 3.1).
Non-bonded interactions between neutral species were modeled in two different ways:
for all the species that give homogeneous phases, we used a modified iterative Boltzmann
inversion (IBI) method (Section 2.3), whereas for the other system, as well as for water
and methanol, we fitted LJ potentials to match macroscopic properties, like density and
surface tension (Section 2.4).
The standard IBI procedure was improved by constraining the system to a target
pressure at every iteration and by reducing the statistical and numerical noise of the
tabulated potentials by using Bézier cubic splines to fit all the correction terms. These
modifications have a negligible computational cost but are shown to give a faster and
smoother convergence. Moreover, when testing the ability of these potentials to correctly
reproduce other observables, like density, isothermal compressibility and surface tension, we
obtained a very good general agreement with experimental values. The higher discrepancies
are found in molecules with highly anisotropic interactions, e.g., benzene or styrene, but
the differences are not very large and therefore the CG potentials are useful. Our tests show
that the modified IBI procedure builds interactions that have a systematic and consistently
improved agreement with experimental densities with respect to the AA FF, which were
used to compute the target pair radial distribution functions, likely due to the additional
pressure constraint.
For water and methanol we choose not to use IBI procedure, because tabulated po-
tentials cannot be combined to give cross-interaction potentials. This fact, added to
the density dependence of the tabulated potential, would have forced us to recompute
methanol-water interactions for each concentration. We instead opted to build a correla-

THESIS SUMMARY
tion map between some experimental properties (density, surface tension and isothermal
compressibility) and the parameter of LJ potentials, making it very easy to parametrize
not only these liquids but also to extend this procedure to any liquid without any fur-
ther calculation. This approach guarantees a reduced computational effort in computing
methanol-water interactions and an excellent agreement between CG and experimental
properties of the pure solvents. However, an even more important point for the simulation
of the membrane in methanol-water solutions is the ability of the CG FF to reproduce
the non-ideal behavior of such mixtures along the whole composition range. Despite not
having been directly considered in the parametrization procedure, the tests show that
different key properties of these solutions are correctly reproduced, with the only exception
of isothermal compressibility at high methanol content (xW < 0.3). The comparison of
different potentials shows also that these discrepancies can likely be reduced with a different
choice of LJ exponents. However, considering the good agreement achieved at high water
molar fraction, which represent the normal conditions for the fuel cell membranes, we did
not further refine these interactions.
Charge-charge interactions were simply scaled by the estimate of the average dielectric
constant, whereas to model the interactions between charged groups and overall neutral
beads that have dipole or higher order electrostatic interactions, we tried different proce-
dures (Section 2.5). At first, we tuned the LJ potentials parameter in order to reproduce
the free energy of solvation of the charged species in various solvents obtained in the AA
representation. However, the interactions obtained in this manner result in incorrect or
unphysical behaviors, like solvent vitrification or water methanol separation. This possibly
happens due to long range phenomena that give crucial contribution to the free energy
of solvation, e.g., dipole-dipole interactions and solvent reorganization, that cannot be
reproduced because of the inherent limitations of the CG model. Therefore as an alternative
solution, we refined the potentials so that the CG rdfs of the ions in different solvents match
the corresponding AA rdfs as closely as possible.
After parameterizing and testing single parts of the CG interactions, we tested the
global behavior of our CG model by studying the aggregation behavior of sodium do-
decylbenzene sulfonate, a common surfactant, in water (Section 4.1). The simulations
showed the ability of the FF to reproduce not only the experimental aggregation phase
at different concentrations, but also more complex phenomena like the swelling of the
bilayers at lower SDBS content. Moreover, the model is accurate enough to reveal the
effect of different isomer surfactant compositions, which are reflected for example in the
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shape the internal morphologies of the micelles, potentially giving important insights to
structures and dynamics that are extremely difficult to study experimentally.
Finally, we applied our model to the study of the SNOVA membrane and to the effect of
different hydration levels and methanol content on its morphology (Section 4.2). In these
simulations, we observe the formation of a two phase system, where the solvent phase build
layers connected by stable channels, which have a diameter of 2-4 nm depending on the
solvent uptake. The fact that this structure does not substantially change even at very
low hydration levels, i.e., 1.5 solvent molecules per acid group, and that the contraction
in the hydrophilic phase is the same between layers and channels, strongly suggests that
the solvent does not build a cluster-channel structure but a more uniform phase which is
continuous even at low hydration levels.
In conclusion, we present a modeling method that allows fast parametrization and easy
customization of CG FF, by combining different methodologies so as to better tune the
reproduced properties. The model obtained not only gives a two orders of magnitude com-
putational gain with respect to AA simulations, but is also able to reproduce key aspects
of complex systems, like non-ideal mixtures, polyelectrolytes and polymeric membranes,
therefore proving to be a useful tool to predict and to shed light on aspects that are outside
the reach of the actual experimental techniques.
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Bond and bend fitting tables
The following tables show all the fitting parameters of AA distance and angle distributions
of single molecules in vacuum (more details in section 2.2). Note that some of the values
are reported for comparison only and were not actually used to determine the force field.
Table A.1: Gaussian fitting parameters of angle distributions generated from AA MD
simulations of single molecules in vacuum.
Interaction Molecule ka (K rad
−2) θ0 (deg)
B–C2–C2 n-butylbenzene 4(.5) 102 180(.5)
C2–B–S 4-ethyl-benzenesulfonate 4.22(5) 104 170(.5)
C2–C2–C2 n-hexane 3.5(5) 103 180(.5)
C2–C2–C2 n-octane 3.8(5) 103 180(.5)
C2–C2–C2 n-decane 3.7(5) 103 180(.5)
C2–C2–C2 n-dodecane 3.8(5) 103 180(.5)
C2–C2–C2 C60H122 2.3(5) 10
3 180(.5)
C2–C2–C2 C120H242 2.4(5) 10
3 180(.5)
C2–C2–C2 C300H602 2.4(5) 10
3 180(.5)
C2–C2–C3 2-propyl-1-butylether 4.0(5) 103 142(.5)
C2–C3–C3 ethyl-5-n-nonylether 1.13(5) 103 95(.5)
C3–C3–C3 n-nonane 1.2(5) 103 180(.5)
C3–C3–C3 n-dodcane 1.2(5) 103 180(.5)
C3–C3–C3 n-pentadecane 1.1(5) 103 180(.5)
C3–C3–C3 ethyl-5-n-nonylether 3.4(5) 103 144(.5)
C3–C3–C3 C60H122 1.6(5) 10
3 152(.5)
C3–C3–C3 C120H242 1.9(5) 10
3 153(.5)
C3–C3–C3 C300H602 1.1(5) 10
3 180(.5)

Table A.2: Gaussian fitting parameters of distance distributions generated from AA
MD simulations of single molecules in vacuum.
Interaction Molecule kb (K Å
−2) r0 (Å)
B–C2 ethylbenzene 8.31(5) 104 3.41(5)
B–C2 n-butylbenzene 8.28(5) 104 3.38(5)
B–C2 4-ethylbenzenesulfonate 6.97(5) 104 3.38(5)
B–S benzenesulfonate 1.47(5) 105 3.44(5)
B–S 4-ethylbenzenesulfonate 1.47(5) 105 3.41(5)
C2–C2 n-butane 1.16(5) 104 2.56(5)
C2–C2 n-hexane 1.31(5) 104 2.53(5)
C2–C2 n-octane 1.32(5) 104 2.52(5)
C2–C2 n-decane 1.19(5) 104 2.50(5)
C2–C2 n-dodecane 1.58(5) 104 2.54(5)
C2–C2 n-butylbenzene 1.49(5) 104 2.55(5)
C2–C2 C60H122 1.01(5) 10
4 2.46(5)
C2–C2 C120H242 1.20(5) 10
4 2.49(5)
C2–C2 C300H602 1.20(5) 10
4 2.50(5)
C2–C3 ethyl-2-propylether 9.27(5) 104 3.01(5)
C2–C3 2-propyl-1-n-butylether 9.17(5) 104 2.98(5)
C2–C3 ethyl-5-n-nonylether 7.00(5) 104 3.01(5)
C3–C3 n-hexane 5.5(5) 103 3.68(5)
C3–C3 n-nonane 6.0(5) 103 3.64(5)
C3–C3 n-dodcane 5.6(5) 103 3.63(5)
C3–C3 n-pentadecane 5.9(5) 103 3.62(5)
C3–C3 ethyl-5-n-nonylether 6.2(5) 103 3.59(5)
C3–C3 C60H122 5.1(5) 10
3 3.55(5)
C3–C3 C120H242 6.4(5) 10
3 3.57(5)




Force field summary tables
Table B.1: Bonding potential parameters.
Bond System kb (K Å−2) r0 (Å)
B–C2 ethylbenzene, n-butylbenzene, 4-ethylbenzene sulfonate 8.33(5) 104 3.41(5)
B–S benzene sulfonate, 4-ethylbenzene sulfonate 1.47(5) 105 3.42(5)





C3–C3 n-hexane, n-nonane, n-dodecane, n-pentadecane 5.7(5) 103 3.60(5)
Table B.2: Bending potential parameters.
Angle System ka (K rad−2) θ0 (deg)
B–C2–C2 n-butylbenzene 4.(5) 102 180(.5)
C2–B–S 4-ethylbenzene sulfonate 4.22(5) 104 170(.5)
C2–C2–C2 n-hexane, n-octane, n-decane, n-dodecane 3.8(5) 103 180(.5)
C2–C2–C3 2-propyl-1-butylether 4.0(5) 103 142(.5)
C2–C3–C3 ethyl-5-n-nonylether 1.13(5) 104 95(.5)
C3–C3–C3 n-nonane, n-dodecane, n-pentadecane 1.1(5) 103 180(.5)

Table B.3: Non-bonded potential parameters
Species Method Pot. σ (Å) ε (K)
B B IBI Tabulated
B C2 IBI Tabulated
B C3 IBI Tabulated
B M IBI Tabulated
B Na Rdf comparison LJ9-6 2.38(5) 325(.5)
B S Rdf comparison LJ9-6 5.62(5) 180(.5)
B W Interfacial tension LJ12-4 3.25(5) 199(.5)
C2 C2 IBI Tabulated
C2 C3 IBI Tabulated
C2 M Interfacial tension LJ9-6 4.88(5) 140(.5)
C2 Na Rdf comparison LJ9-6 4.65(5) 5(.5)
C2 S Rdf comparison LJ9-6 4.53(5) 140(.5)
C2 W Interfacial tension LJ9-6 4.22(5) 145(.5)
C3 C3 IBI Tabulated
C3 M Interfacial tension LJ9-6 5.03(5) 174(.5)
C3 Na Rdf comparison LJ9-6 4.40(5) 40(.5)
C3 S Rdf comparison LJ9-6 4.70(5) 185(.5)
C3 W Interfacial tension LJ9-6 4.58(5) 162(.5)
M M Density, surface tension LJ12-4 4.012(5) 207(.5)
M M Density, surface tension LJ9-6 3.720(5) 292(.5)
M Na Rdf comparison LJ9-6 2.75(5) 675(.5)
M S Rdf comparison LJ9-6 3.68(5) 585(.5)
M W LB rules LJ12-4 3.52 212
Na Na see ref [67] LJ12-4 2.35 65
Na S LB rules LJ12-4 2.96 57
Na W Rdf comparison LJ12-4 2.75(5) 675(.5)
S S LB rules LJ 12-4 3.56 52
S W Rdf comparison LJ 9-6 3.55(5) 660(.5)





COM Center of mass
DMFC Direct methanol fuel cell
DPD Dissipative particle dynamics
FEP Free energy perturbation
FC Fuel cell
IBI Iterative Boltzmann inversion
IEC Ion exchange capacity








PAFC Phosphoric acid fuel cell
PE Polyethylene
PEMFC Proton exchange membrane fuel cell
PMF Potential of mean force
PS Polystyrene
PSSA Polystyrene sulfonic acid
rdf Radial distribution function
RESPA Reversible reference system propagator algorithms
SDBS Sodium dodecylbenzene sulfonate

SDS Sodium dodecyl sulfate, also know as sodium lauryl sulfate
VdW Van der Waals
∆Asolv Excess free energy
H Hamiltonian of the system
L Side length of the simulation box (Å)
kB Boltzmann constant (1.3806504 J/K)
ka Harmonic constant for the angle potential
kb Harmonic constant for the bond potential
P Pressure (atm)
P Membrane permeability (mol/s · cm2)
P (r), P (θ) Distance and angle distributions
q Electric charge of the atom or bead
r0, θ0 Equilibrium distance and angle for harmonic potential
Rg Radius of gyration; compact form for
√
〈R2gyr〉
T Temperature (K or ℃)
U Potential energy
V Volume
∆V E Excess volume of mixing
β 1/kBT , inverse of the thermal energy
βT Isothermal compressibility (1/GPa)
γ Surface tension (10−3N/m)
Γ Important phase space
ε Parameter of LJ potentials related to the interaction strength (K)
εr Relative dielectric constant
ξEW Self-energy of a point charge in a cubic Wigner lattice
ρ Numeral or volumetric density
σ Parameter of LJ potentials related to the average distance (Å)
σH Proton conductivity (S/cm)
χ2 Chi square distribution
χ2s Average of the residuals
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