Abstract. This paper develops the Liapunov-Schmidt procedure for systems with additional constraints such as having a first integral, being Hamiltonian, or being a gradient system. Similar developments for systems with symmetry, including reversibility, are well known, and the method of this paper augments and is consistent with that approach. One of the results states that the bifurcation equation for Hamiltonian systems is actually a Hamiltonian vector field. In general, we use "implicit constraints" to encode the information constraining the system. The method is applied to the Liapunov center theorem for reversible systems and systems with 'in integral, as well as to the Hamiltonian Hopf bifurcation and resonance bifurcations for Hamiltonian and reversible systems. The Liapunov-Schmidt procedure is widely used to reduce bifurcation problems that satisfy appropriate hypotheses to the solution of equations defined on finite-dimensional spaces. This procedure has been adapted to systems with symmetry (see Golubitsky and Schaeffer [1985J Chapter 7 Section 2). As observed in Hale [1969J, the Liapunov-Schmidt procedure is especially effective for finding periodic orbits arising through Hopf bifurcation and may be adapted to Hopf bifurcation with symmetry (see Golubitsky, Stewart and Schaeffer [1988J and references therein).
Introduction
The Liapunov-Schmidt procedure is widely used to reduce bifurcation problems that satisfy appropriate hypotheses to the solution of equations defined on finite-dimensional spaces. This procedure has been adapted to systems with symmetry (see Golubitsky and Schaeffer [1985J Chapter 7 Section 2) . As observed in Hale [1969J, the Liapunov-Schmidt procedure is especially effective for finding periodic orbits arising through Hopf bifurcation and may be adapted to Hopf bifurcation with symmetry (see Golubitsky, Stewart and Schaeffer [1988J and references therein) .
In this paper we observe that the Liapunov-Schmidt procedure preserves additional structure, of a kind that we call an "implicit constraint". We show that this observation can be used to derive several known results (listed below) in a uniform and simple manner. The constraint is implicit in the sense that it becomes an implicit condition on the Liapunov-Schmidt reduced bifurcation equation. However, it may be an explicit "system constraint" to begin with, such as the conditions of having a first integral, being Hamiltonian, or being a gradient.
Implicit constraints can greatly simplify the solution of the Liapunov-Schmidt reduced equations because of the restrictions they impose on their form. The Hamiltonian case is especially well behaved because, under appropriate hypotheses, the reduced bifurcation equation defines a Hamiltonian vector field. In this sense the Liapunov-Schmidt procedure performs a Hamiltonian reduction analogous to the well known "orbit space" reduction method for Hamiltonians with a symmetry group; see for example Abraham and Marsden [1978J. The paper divides into three main parts:
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• In Part I, we set the stage by adding the extra ingredient of a constraint to the Liapunov-Schmidt procedure for systems with symmetry. We illustrate how to use this extra ingredient by giving a new proof of the Liapunov .::enter theorem for systems with a first integral and extending it to an equivariant context.
• In Part II, we apply the constrained Liapunov-Schmidt procedure to give a simple and direct determination of the periodic orbit structure of the Harrojltonian-Hopf bifurcation.
• In Part III, we apply this method to study the bifurcation structure of periodic orbits near a k: f resonance for both reversible and Hamiltonian systems.
We will give a more detailed introduction to each of the applications and discuss some of the relevant literature throughout the text.
occurs in cI». We show below that an implicit constraint on F imposes a related implicit constraint on the reduced map g, so that cp(k, T, g(k, r) ) = 0 for a function cp derived from q>. Our first illustration of the method is an application to the Liapunov center theorem. Here the extra structure that leads to an implicit constraint is given by a first integral. The kernel is two-dimensional and is identified with the complex numbers C; the circle group Sl may be viewed as the unit modulus complex numbers with its usual action on C; and Sl-equivariance implies that 9 : C x lR ....... C has the form (1.1) for real-valued flIDctions p and q. The first integral condition implies that p and q are related in such a way that p vanishes if q vanishes. Therefore, to find solutions, it is enough to solve the equation q = O. As in Hopf bifurcation, it can be shown that qT is nonzero at the origin, so we can solve for zeros by the implicit. function theorem. We remark that this met.hod using the Liapunov-Schmidt. procedure together with symmetries and an implicit constraint avoids the procedure of blowing up the singularity.
If we make the stronger assumption that the system is Hamiltonian or reversible, then it can be proved directly that the function p in (1.1) is identically zero. In the reversible case, this is seen directly from the fact that the map 9 inherits the reversible symmetry structure. In the Hamiltonian case, the implicit constraint states that the map 9 is a Hamiltonian vector field (depending parametrically on 7"), using the usual symplectic struct.ure on C with the real and imaginary parts of z as conjugate variables. We use this Hamiltonian structure in place of having a first integral. In fact, it is easy to see that the map 9 in (1.1) is Hamiltonian if and only if p = o. Vanderbauwhede and van der I\leer [1994] have also proved, independently and by a different method, that the reduced bifurcation equation inherits a Hamiltonian structure.
Implicit constraints
This section develops the constrained Liapunov-Schmidt procedure. In practice, a key step is to translate conditions such as having a first integral. being ~ vdl"iational, or being Hamiltonian, into constraints and to pass these constraints to the bifurcation equation. We illustrate this procedure in various applications, but for the moment we concentrate on the abstract formulat.ion.
Let X and Y be Banach spaces and let F: X -Y be a Coo map whose zeros we seek. Assume that F(O} = o. Let dF denote the (Fhkhet) derivative of F and assume that dF(O) is Fredholm. Let r be a compact Lie group acting linearly on both X and Y and suppose that F is r-equivariant. We say that. there is an implicit constraint if there is another Banach space W on which r also acts, and a Coo equivariant map <I>:XxY-W such that <I>(X, F(X)) = 0 (2.1) for all X E X (or in a neighborhood of zero, since the constructions here are local).
For a system of ODEs, the possession of a first integral can be phrased as an implicit constraint, as we now explain. Consider a system of ODEs on JR.n of the form
and assume that it has a first integral; t.hat is, there exists a function H: JR.n -JR.
that is constant along trajectories:
H(X(s)) = H(X(O))
for all solutions X(s}. Differentiation with respect to s shows that this condition is equivalent to dH(X) • f(X) = 0 for all X. Suppose that we are looking for equilibria of this system; that is, looking for zeros of f. Then we can choose X = Y = JR." and define
<I>(X, Y) = dH(X)
. Y and so the condition that H be an integral is equivalent to !J>(X, f(X)) = 0, which is an implicit constraint. Looking for equilibria, while conceptually simple, is an important problem in Hamiltonian bifurcation theory, and this remark lets us investigate the basic bifurcations (Hamiltonian pitchfork, Hamiltonian saddle node, etc.). The problem of finding periodic orbits is a bit. more subtle, but the basic idea is similar, as we shall see in the next section.
We now investigate the condition imposed on the bifurcation equation by an implicit constraint. Since dF(O) is assumed to be Fredholm, K, := ker dF(O) has a r-invariant closed complement. M so that X = K,$M. Similarly'R:= rangedF (O) is closed and has a r-invariant closed complement N, so t.hat Y = n $ N. Let P : y -n denote the projection with kernel N and (locally) define a ex map for w as a function of k using the implicit function theorem. Uniqueness of the solution w(k) and invariance of the splitting under r imply that w is r-equivariant. l 'v[oreover, dw(O) = O. (2.3) Higher derivatives of w at zero are determined, as usual, by implicit differentiation.
Clearly, solutions of the equation F(X) = 0 are given by X = k + w(k), where k is a solution of the bifurcation equation
To see how the extra structure (2.1) affects the bifurcation equation, define 'P : KxN-Wby
(2.5)
Observe that I{) is r-equivariant because wand cI> are. The derivatives of I{) at (0, 0) can be calculated in terms of the derivatives of cI> and w. From (2.2) and (2.4), we get
encodes the implications for the bifurcation equation (2.4) of the extra structur(! in the original problem. This imposes conditions on the bifurcation equation similar to those imposed by equivariance. We will see how to deal with such conditions and how to sometimes make them explicit (for example in the Hamiltonian case) in the following sections. We begin by showing that this technique gives an easy and natural proof of the Liapunov center theorem.
The Liapunov center theorem
The Liapunov center theorem is one of the classical periodic orbit theorems for Hamiltonian systems. We give a proof of it that illustrates the method of the preceding section. \Ve prove it for systems with a first integral, which includes the Hamiltonian case. In the'Hamiltonian case there is additional structure in the bifurcation equation, but it leads to the same conclusion. As we have indicated, this extra structure states that the map 9 is a Hamiltonian vector field, a met.hodology we shall deal with shortly. Expositions of the Liapunov center theorem are found in, for example, Kelley [1967] and Abraham and :\'[arsden \1978, pages 496-499] ; the latter giving a proof based on blowing up the singularity due to Duistermaat. We also note the approach of Alexander and Yorke [1978] (see also Schmidt [1976a,b] ) which links the Liapunov center theorem with the Hopf bifurcation. See also the proof in Vanderbauwhede [1982b] . In addition, Liapunov center theorems for reversible systems can be found in Vanderballwhede [1982a] , Sevryuk [1986] and Golubitsky, Krupa and Lim [1991 
The map F is Coc by the 'O-lemma': see, for example, Abraham, Marsden and Ratiu [1988] , Section 2.4.
The,group SI acts on Y = C~1r by (0· v)(s) = v(s + 0) and similarly on C~".. Further, SI acts on X = C~". x IR with trivial action on lR. With these actions, F is SI-equivariant.
The derivative of Fat u == Xo is L, where
where Aovo = ivo. Thus we can identify the kernel of dF(Xo,O} with C via the map z 1--+ Re(zeisvo}.
Choose orthonormal coordinates on an so that the first two coordinates, when complexified, span the eigenspace corresponding to eigenvalues ±i and that on this space we have
The components of the (complex) vector Vo are (1, i, 0, ... ,0). Differentiating the conservation condition dH(X)· f(X) = 0 twice with respect to X and evaluating at X = Xo shows that the matrices representing 
It is important to be careful with this splitting, because Land L' are differential operators and a derivative is lost. However these operators are in fact elliptic, so this causes no difficulties: see Golubitsky and Schaeffer [19851, p. 332 for details.
The Liapunov-Schmidt procedure with constraints, as described in the preceding section, may be applied. This procedure gives a bifurcation equation
Being S l-equivariant, 9 has the form In the case of Hamiltonian systems, our general results below will show that the map 9 is a Hamiltonian vector field on C. Since any Hamiltonian vector field on C has the form I(z) = -2ifJH/{}z for some real valued function H(z, i), it follows that 9 is purely imaginary, and hence p = 0 identically (see Bridges [19901 for another argument along these lines). In this respect, the Hamiltonian and reversible cases are similar, as is well known. Th(! resemblance is less close in other situations; see Roberts and Quispel [1992] .
The calculation in Golubitsky and Schaeffer [1985] , pp. 344-349, shows that qT(O, 0) = -1. Thus, we can solve q = 0 for 'T = 'T(lzI2). We claim that this automatically defines the required manifold of periodic orbits. To prove this, we must show that 'T = 'T(lzI2) implies p = 0 for z small. To do this we use the implicit constraint afforded hy the first integral. Define dH(u(s)· I(u(,o;) ds.
The first term in (3.5) vanishes since H (u(27T» -H(u(O) ) = 0 by the periodicit.y of r-" tt, while tlw integrand in thEl second term vanishes pointwise because H is a first integral of f as in (H3). Thus (2.1) holds, so the bifurcation equation satisfies (2.6).
In other words, <p ( (z, r), g(z, r» = 0, so that ~(z + w(z, r), r,g(z, r» = 0, whence [21T 10 dH(u;:(s»· g(z, r) We show that the second factor (that is, the integral term) is nonzero for smalllzl. To do so let z = r be real and let
Note that \It(O) = 0 and that Re(e'·vo) , Re(eisvo»ds. By the choice of inner product,
and so \It(r) ::I 0 for r > 0 and small. Identity (3.7) now implies that p(lzI2, r(lzI2» = o for z small.
The smoothness of the manifold of periodic orbits follows from the smoothness of r(lzI2), which is guaranteed by the implicit function theorem. 0
An equivariant Liapunov center theorem
The proof of the Liapunov center theorem given in the previous section automatically produces an analogous equivariant theorem, whose hypotheses we now explain.
Let r c O(n) be a group acting in the usual way on lR". Assume that the vector field f: lR n -+ lR n is r -equi variant and that (EI) !(X u ) = 0 where Xo is fixed by r. Let V denote the generalized eigenspace associated to the eigenvalues ±Woi. We replace the previous assumption that the eigenvalues ±woi are simple by requiring V to be r-simple. This notion is the r-equivariant version of simple eigenvalues (see Golubitsky, Stewart and Schaeffer [1988] ) and is defined HS follows: Our next assumption is the following:
There is an action of Sl on V induced by the one-parameter group exp(sA6).
Since Ao commut.es with r, so does this action of Sl. Thus, we have a well defined action of f x Sl on V. We now determine families of periodic solutions by looking for their symmetries. This involves t.wo more conditions, as follows: Proof Usc thc salllc Liapunov-Schmidt reduction techniquc 118 in the preceding section, and observe that the reduced map 9 is r x Sl-equivariant, where the Sl-action induced by phase shift is identical to the Sl-action induced by Ao. Equivariance implies that g: Fixv(E) x JR -; Fix\'(E) has the form (3.3). Using (E3a) we can identify Fix\' (E) with C. Now proceed as in the proof of Theorem 3.1. 0 Remark 4.3 It is also possible to prove this equivariant version of the Liapunov center theorem by using the trick of adding dissipation to the Hopf theorem; fP"'" see Golubitsky, Stewart and Schaeffer [1988] , Exercise 4.4, p. 283.
Remarks and generalizations
(a) The entire machinery of finding two-dimensional fixed-point subspaces in requivariant Hopf bifurcation can now be applied to finding periodic solutions in systems with first integrals. For example, in O(2)-equivariant systems with dim V = 4, Theorem 4.2 produces both rotating and st.anding waves.
(b) As notcd in Golubitsky and Stewart [1993] , there arc surprising grouptheoretic conditions restricting those r that can produce two-dimensional fixed-point. subspaces. Let 7fI' : r x SI -> r be the projection and let Marsden [1992] for t.he general set-up. The case of a singular value of the momentum map is very interesting and the above ideas would need to be modified to cover it. It. is probable that. a syrnplectie slice theorem will be useful for this situa1.ioll.) Aft.er reduction by the continuous group, one is in general left with a discrete symmetry group, which can be lL'>ed for t.he group r in the above result. The application of the Liapullov center theorem to the reduced problem will produce relative equilibria, so that one will get relative periodic orbits (oft('n tori) in the original space. (e) First integrals coupled with Liapunov-Schmidt reduction can be used to recover •. lll' periodic solutions found in the zero eigenvalue bifurcat.ions studit'd ill Golubitsky and Stewart [19871. The advantage of the approach of the present paper is that these families of periodic solutions will exist even when the Hamiltonian has many degrees of freedom. A similar conclusion can be obtairwd using the splitt.ing lemma. (g) As mentioned, possession of a first integral is just one kind of extra structure that a system may have. Of course, symmetry provides extra structure, but this can be exploited directly: the symmetry of the system transfers to the bifurcation equation. In Remark (i) we show how to formulate the condition of being Hamiltonian as an implicit constraint. In the next section we show how, in some cases, this implicit constraint can be recast into the condition that 9 is Hamiltonian and use this observation to lay the foundation for an approach to finding periodic solutions of Hamiltonian systems.
(h) The condition of being a gradient system can also be formulated as an implicit constraint. Suppose that we seek equilibria of a gradient system on JR" (or more generally on a Riemannian manifold), say
We use the standard inner product on JRn denoted ( , ), and use it to identify JR" with its dual space. We seek zeros of the map
is self-adjoint, so the splitting in the domain and range space are identical,
The implicit. constraint
holds. The condition imposed on the bifurcation equation is
However, bydefinition-of the implicit funct.ion lV, we have
O.
Therefore, t.he implicit constraint can be written as
By t.he chain rule, we can rewrite this as
, so that 9 is a gradient field, which recovers a result of Rabinowitz [19771. (i) We can modify the above example to find equilibria of a Hamiltonian system, by replacing the inner product by the symplectic structure. By definition a Hamiltonian vector field X H on a symplectic vector space (V, n) satisfies
, and choose X = V, Y = V and W = V·, the dual space.
Define the map
Again the bifurcation equation inherits an implicit constraint reflecting the Hamiltonian condition. In fact, as we shall see in the next section, under appropriate hypotheses that play the role of the self-adjoint ness in the preceding example, the map 9 will be a Hamiltonian vector field. This way of phrasing the implicit constraint will play an important role in what follows.
The Hamiltonian constraint
We begin this section by amplifying the remark at the end of the last section and then we consider the problem of the existence of periodic orbits for Hamiltonian systems (possibly with symmetry) near equilibria. is Hamiltonian is to say that L is n-skew:
Assume that
where J: V -V is a complex structure and where (( ,)) is a real inner product on V. This is the standard relation between complex and symplectic structures (see, for example, Abraham and Marsden [1978] .) In these terms, the skew symmetry of
A check of the definitions shows that J(ker L) = ker L·. That is, the complex structure maps the kernel of L to that of L". To show this, let 1t E ker L. To show that Ju E ker £+ we write, for
Thus, L' Ju = 0, as we claimed.
Consistent with the notat.ion in the general Liapunov-Schmidt procedure, let
A main hypotheses that will be appropriate for the Liapunov center theorem and resonance bifurcations is as follows:
The formula relating nand J shows that if a subspace W c V is invariant under J, then it is automatically symplectic. Conversely, if it is symplectic, then writing V = W $ Wn where l-I'rl is the n orthogonal complement of W! and choosing an associated inner product and complex structure on each summand, one sees that it is possible to choose the inner product and complex structure on V so that H' is invariant under J. Because of this remark, we see that the above assumption is automatic if the kernel of L equals the generalized kernel (and, if necessary, the inner product and the complex struct.ure are adjusted). In this sense, the assumption is akin to a semisimplicity assumption. 
since, by hypothesis, Jy is in t.he kernel of L, that is, in the kernel of L·. The proposition now follows. 0 (8) implies that the mapping 9 maps /C --;. /C. With the above assumption, it therefore makes sense to think of g as a vector field on the symplectic vector space /C. We now make a simple but crucial observation:
Hypothesis

Theorem 6.2 Under assumption (S), the map 9 is a Hamiltonian vector field with Hamiltonian h(k) = H(k + w(k». Moreover, 9 and the function h have the same invariartce properties as the given Hamiltonian II.
Proof Let kl E /C and recall that g(k) = (J -P)F(k + w(k». Use the fact that Dw(k) . kl EM and the fact that. PF(k + w(k» = 0 is the defining property of the implicit function w and Proposition 6.1 to verify
Since F is Hamiltonian, we can Ilse the chain rule to write the last expression as
Thus, 9 is a Hamiltonian vector field with Hamiltonian function h. Invariance properties follow in the usual way from uniqueness, assuming that the group action preserves the symplectic form and the complex structure. 0
In particular, in this case we have reformulated the problem to one of searching ~ for equilibria of a Hamiltonian vector field defined on the kernel. In what follows, we will show how to also Ilse this result for finding periodic orbits by casting the problem into one of finding the equilibria of an infinite-dimensional Hamiltonian system on loop space. See Vanderbauwhede and van der 1·leer [19941 for an alternative discussion of the Hamiltonian structure of the bifurcation equations.
6.2 Periodic orbits and the loop space We start with a Hamiltonian system i = X//(z) on a symplectic vector space (E,w). As we have noted before, eventually H will also depend on a bifurcation parameter. (We will be assuming that the space E is finite-dimensional for simplicity, but in principle the methods that we outline here will apply to infinite-dimensional problems too; however, as is known, the resonance assumptions that are necessary in the infinite-dimensional case are severe using these methods.) We will be applying the above theorem not to this Hamiltonian system, but to an associated Hamiltonian system on loop space, to be described below. The point of view of using the loop space was used by Weinstein in one approach to the Weinstein-Moser theorem (see Weinstein [19781) and it is also related to t.he method used by Bridges [19901. We may assume that E = en and that w is in canonical form, that is, w is the skew-symmetric bilinear form given by (6.1) The factor of -2 is of course conventional and corresponds to the standard choice of symplectic structure. Also, the inner product here st.ands for the standard Her· mitian inner product.
i~ Introduce the loop space c~" of C 1 maps 8 1 -+ E and let C~7r be the corre-) sponding space of Co maps. As in Section 3, define
where f = Xli. The Liapunov-Schmidt procedure is now applied to the map F. Since the vector field f = XII is Hamiltonian, the identity
holds for all 11 E )R211. Define the map
The implicit constraint cfJ (u,r,F(u.r) 
is a restatement of the condition that the vector field f is Hamiltonian with Hamiltonian function I/. This condition can also be rephrased as saying that the map ""'l We can also put a real inner product and a complex structure on loop space by averaging the corresponding objects on E around loops, as we did with the symplectic structure.
In this approach, we take the symplectic vector space to which the general theory is to be applied to be the loop space V = cg 1r . Of course, there is the usual derivative loss, so the vector field F is really only defined on the dense subspace CJIr' Moreover, the real inner product with respect to which adjoints are taken is an L2 inner product and so V is not complete. In addition, the symplectic form is only a weak symplectic form. However, as in Weinstein [1978] and Chernoff and Marsden [1974] , while these are important technicalities, they are easily taken care of using ellipticity; they are similar to the technicalities that occur in this approach to the Hopf bifurcation (as we mentioned before, the reader can consult Golubitsky and Schaeffer [1985] , p. 332 for additional information).
Theorem 6.2 shows that if the kernel of the linearized equations is symplectic and arranged to be invariant under the complex structure, then the bifurcation equation will be a Hamiltonian vector field. To be able to apply this, we need to do two things. First, we need to calculate the linearized equations and second, we need to calculate the induced symplectic structure on the kernel of the linearization and check that it is nondegenerate. In the remainder of this section we shall show how to do this for the Liapunov center theorem and later we shall show how to implement it for the case of resonance bifurcations.
6.3 The Hamiltonian Liapunov center theorem Now we apply the Hamiltonian version of the Liapllnov-Schmidt procedure developed above to the case of the Hamiltonian Liapunov center theorem. As in (3.2) the linearization M. Golubitsky. J.E. Marsden, 1. Stewart and M. Dellnltz the frequency set equal to one, as before) is of real dimension two and is coincident wit.h the generalized eigenspace since the eigenvalm,'S are assumed to be simple. Thus, this space is symplectic. (As before, see, for example, Golubitsky and Stewart [19871 for a discussion of this Williamson type of result.) We can choose t.he complex structure on E so that this eigenspace is the one complex dimensional space corresponding to the eigenvalue i and that the operator Au is given by multiplication by i on this space. We can also assume that the other eigenspaces are w-orthogonal to it. We can now realize E as C n wit.h this eigenspace given by the first factor. Thus, in this complex representation, the complex eigenspace with eigenvalue i (i.e., the two-dimensional real eigenspace corresponding to eigenvalues ±i) is given by the first component. Let Vo = (1,0,. " ,0) denote this eigenvector.
The kernel of L was given previously in real terms, but in complex terms, it is simply the two-dimensional subspace of the loop space given by the set of all loops of the form for arbitrary complex z. This space is clearly invariant under the complex structure on loop space that was described earlier. Also, we see explicitly that this space is symplectic by noting that. its symplectic structure is given, using self explanatory notation, by = = In other words, the symplectic structure on the kernel of L, after identification with C, is the standard Oll(~. Thus, the general theory applies to show that the map 9 t.hat occurs in the bifurcation equation 9 = 0 is indeed a Hamiltonian vector field.
Recall from (3.3) that. due to Sl-equivariance, the bifurcation map has the form g:Cx:R-.C wl)('rC' (6.6) and fJ and q arc real valued functions of Izl2 and T. In Section 3 we used (3..1) to
show that ]J vanishes whenev~r q vanishes. However, in the present case, knowing that 9 is Hamilt.onian implies that it has the form
fOI" a 1"(,,,1 valued function H of (z. z). In particular, 9 is purely imaginary, and so WI' havC' the identity p = o. 6.4 Conditions imposed on the bifurcation equation In this subsection we consider the sit.uation when the hypothesis (S) might fail for the linearization. This will be needed in the next section when we search for periodic orbits in the Hamiltonian Hopf bifurcation. In this case, we still have an implicit constraint as is guaranteed by the general theory described earlier. To do this, we return to the implicit constraint on loop space, condition (6.3), but we do not necessarily assume hypothesis (S).
As in (3.2) the linearization
where Ao = dj (O) . Since the linear map L is Fredholm of index zero (we showed above that in general the kernel and the cokernel of L are isomorphic, and so have the same dimension), we may use the splittings
We use (6.3) to determine a condition that is independent of the implicit function w used to define g. For this purpose we choose the function U in (6.3) to be du/ds. With this choice it is clear that the last term in (6.3) vanishes, since it is the s-derivative of H (u( s» and u is periodic. It is also obvious that the term
is zero. Thus,
from the induced implicit constraint on g.
for all v, \i E C~"..
Proof Recall that
(6.7)
Since v and V are periodic, integration by parts yields
Earlier we showed that both Ao and An are Hamiltonian vector fields. This implies in particular that:
This shows that
as desired. 0
Since dw / ds E range L* and 9 E ker L *, this lemma establishes the symplectic orthogonality condition
[2" (dW )
This proves the following: A Hamiltonian-Hopf bifurcation occurs in a Hamiltonian system of ODEs when, as a parameter ,\ in the Hamiltonian is varied, two pairs of simple purely imaginary eigenvalues of the Jacobian at an equilibrium collide and form a quadruplet of complex eigenvalues. The splitting of eigenvalues into the complex plane forces the critical purely imaginary eigenvalues to be geometrically simple (though algebraically double). The Hamiltonian Hopf bifurcation has a long history that we shall not attempt to survey here. We refer to Meyer and Schmidt [1971] , Abraham and Marsden [1978] and Arnol 'd [1988] for discussions and some references. We discuss some of the relevant literature in the introduction to Part III. Van der Meer [1985] studied this bifurcation and, through the application of normal form theory and singularity theory developed for the purpose, was able to classify the periodic solutions that are spawned by this resonance. Bridges [1990] showed that the periodic solutions in a Hamiltonian-Hopf bifurcation can be obtained using Z2 singularity theory with a distinguished parameter as developed in Golubitsky and Langford [1981] . In this Part we show that Bridges's results can be recovered as an example of the use of implicit constraints. We summarize the advantages of this approach.
• No discussion of the effects of the tails of Taylor series --such as occurs in all normal form analyses -need be given.
• The proof works equally easily for 2n-dimensional systems as for four-dimensional systems. This fact may allow eventually the derivation of a formula describing the alternatives in the Hamiltonian-Hopf bifurcation such as now exists for Hopf bifurcation.
The disadvantages of this approach are summarized by:
• The issue of the linearized stability of the periodic solutions is not addressed (though a strengthening of the reduction technique such as occurs in the analysis of Hopf bifurcation, see Golubitsky, Stewart and Schaeffer [19881 Chapter XVI Section 6, might be able to recover this information).
• Dynamics other than periodic solutions -such as the existence of invariant tori -are not discussed. Again, we feel that this can be achieved with additional effort.
After rescaling we can assume that the critical eigenvalues are at ±i. We use the LiapuilOv-Schmidt procedure for finding periodic solutions that are approximately 27T-periodic. As we will show. the assumption that the eigenvalues are geometrically simple permits a reduction of the problem of finding 27T-periodic solutions to one of solving an equation of the form g(z, A, r) = 0, where g:CxRxR~C.
As in the proof of the Liapunov center theorem, SI phase-shift symmetry on 27T-periodic functions implies that 9 is SI-equivariant. Equivariance in turn guarantees that
where p and q are real-valued functions. Solving 9 = 0 for nonzero solutions reduces to solving the pair of equations P = q = O. As in Bridges [1990] we will show that the SI-invariant function q vanishes identically. (Note the difference with the Liapunov center theorem where p vanishes identically.) Thus the problem of finding periodic solutions in the original system of ODEs reduces, near a point where a HamiltonianHopf bifurcation occurs, to finding solutions of
As van der Meer notes, the solutions to (i.I) are most easily found by swapping the roles of ..\ and Tj that is, think of the perturbed period parameter T as the bifurcation parameter and the system parameter ..\ as the unfolding parameter.
The main technical result of this Part is the verification of the following:
Theorem 7.1 shows that solving (7.1) is equivalent to solving the (singularity theory) normal form equation:
The bifurcation diagrams a.'lsociated with these solutions an! given in Figures 1 and   2 . Note that when>. < 0 -which corresponds to the eigenvalues of the Jacobian being purely imaginary -there are two branches of periodic solutions emanating from the trivial equilibrium. These solutions are just the ones guaranteed by the Liapunov center theorem.
We end this introduction by discussing the structure of Part II. In the next. section we discuss the linear algebra associated with a Hamiltonian-Hopf bifurcation. In Section 9 we introduce the generalities of the Liapunov-Schmidt reduction while in Section 10 we show how the Hamiltonian implicit constraint allow us to conclude that the function q is a multiple of p and that it even has to vanish identically. In Section 11 we prove Theorem 7.1 and in the last section we use singularity theory to derive (7.2). In a Hamiltonian-Hopf bifurcation two pairs of simple purely imaginary eigenvalues collide on the imaginary axis as oX is varied. Generically, after the collision, the crit.ical eigenvalues form a quadruplet of eigenvalues in the complex plane. Indeed, generically at criticality, the generalized eigenspace V corresponding to the critical eigenvalues is a four-dimensional subspace of Jl{2n on which
is nilpotent and has double purely imaginary eigenvalues ±iw. We rescale time in (8.1) and assume that Wo = 1. At a generic Hamiltonian-Hopf bifurcation we assume nonresonance of the critical eigenvalues; that is, we assume that ki is not an eigenvalue of dl(O, 0) when k = 0, ±2, ±3, . . .. Since 0 is not an eigenvalue, the implicit function theorem implies that there is a smooth branch of equilibria for (8.1); that is, f( uo().),).) = 0, where uo(O) = O. We may change coordinates in u so that this family of equilibria is at OJ that is, uo(>') == O. Thus, we may assume 1(0, >.) = 0 for all >.. By the standard technique (implicit function theorem and Sl-equivariance) we can reduce the problem of finding zeros of F to the solution of
Nilpotency implies that
where x E JR. Here we can identify x with the 2rr-periodic function
5;(s) = xRe(e-iSvo).
10 Dependence of p and q (9.3) In the case of the Liapunov center theorem we have seen that the function p vanishes identically. and hence the solutions of the reduced system are determined by the equation q = 0 (see Sections 3 and 6). As we will show in this section, in t.he case of the Hamiltonian Hopf bifurcation q vanishes identically, and the st.ructure of the set of periodic solutions is defined by p = O.
We proceed in a way analogous to our treatment of the Liapunov center theorem. First we Ilse the implicit constraint induced by cI> in (3.4) to show that q is a multiple of p. Then -Ilsing the implicit constraint of Section 6 -we prove that q vanishes identically.
Define
<fl(u, v) = Jo dH(u(s»· v(s)ds.
As in Section 3, but with parameters suppressed, 
(O,O)(Re(e-i8v o), Re(ie-iSvo))ds
= 27r.
This proves (10.1).
We end this section by using the methods of Section 6 to show that q == O.
First observe that all the considerations in that section leading to (6.8) are still valid if the operator F additionally depends on a parameter. Hence, for elements
(10.2) Substituting 9 and using the Sl-invariance of p and q we obtain
We claim that the first integral is zero whereas the second integral is nonzero, which shows that q vanishes identically. By the definitions of c and d in (9.1) we have Jd;:: c, where J is the matrbc associated with the underlying symplectic form w. 
Derivatives in the reduced system
By the results of t.he previous section we know that the set of periodic solutions is locally given by solut.ions of the equation p(x2,A,T)X = 0. Theorem 7.1, which allows us to recognize the structure of the solution set of this equation in a neighborhood of (0.0.0), follows directly from the next four lemmas.
Lemma 11.1
Proof Observe that
Using the formulas in Golubitsky and Schaeffer [1985, p. 331 . and the fact that
= (Re(e-tSvo), ds (Re(e-tSvo)))
= ° (by (9.2». 
Hence, by the definition of Vo and U o (9.1) and the action of Ao on V:I and V.j (8.2), we conclude that b l = ivo which yields (v, v) = ([l f(u, v) .
It also follows that we may assume Bridges [1990] in solving p = 0 by using Z2-eqllivariant singularity theory. Setting A = 0 in (7.1) and using the facts proved in Theorem 7.1, we can apply the determinacy results from Z2-equivariant singularity t.heory with a distinguished parameter (Proposition 3.4(b) Golubitsky and Schaeffer [1985] , p. 259} to show that (7.1) with A = 0 is Z2-equivalent to
Next we use the Z2 universal unfolding theorem (Theorem 3.3 of Golubitsky and Schaeffer [1985] , p. 259) and the fact that p,,(O) f 0 to proV<' that the reduced bifurcation equation (7.1) is Z2-equivalent to the normal form (7.2).
Part III Periodic Orbits near Resonances
In this part, we study two qUestions: how to find periodic solutions in reversible systems near equilibria in I.: : C resonance and hO\ ... to find periodic solutions in r-' Hamiltonian systems near equilibria with k: l resonances. The answer to thl' first lOll question relies on using symmetry -both the SJ-symmetry of phase shift and the reversible symmetry -and (a slightly nonstandard) singularity theory to solve the reduced equations obtained through Liapunov-Schmidt reduction. We use implicit constraints and symmetry to reduce the answer for the second quest.ion to the answer for the first question.
These subjects have been well studied and we now describe the relation of the present approach to k: £ resonances in reversible and Hamiltonian systems with that of other authors. The survey in Arnol 'd [1988] applies directly only to systems that are in Birkhoff normal form. Although, as is remarked there, a great deal can subsequently be deduced for systems that are subject to higher order perturbations, these deductions are not made explicit. Duistermaat [1983] , whose work is largely based on Schmidt [1974] , obtains similar results to ours but the singularity-theoretic calculations are more delicate because he works in a different context with a different equivalence relation. Consequently, his normal forms have one extra modal parameter for k: 1 resonances with k ~ 3. In compensation, he obtains more delicate information, such as stabilities. A reference for the reversible case is Sevryuk [1988] , but again the singularity theory is treated differently.
There are many earlier papers, including Palmore [1969] , Meyer and Palmore [1970] , Meyer and Schmidt [1971] , Roels [1971a, b] , Henrard [19731, Schmidt and Sweet [1973] , Sweet [1973] and Schmidt [1973 Schmidt [ , 1978 . They differ from the present work in method -most of them use perturbation expansions and prove convergence, although Schmidt and Sweet [1973] and Sweet [1973] use the 'alternative method' -which is essentially the same as Liapunov-Schmidt reduction. Moreover, the results of Sweet [1973] apply to any system with a first integral, not just ~ a Hamiltonian system. A good general source for the related method of averaging and further references, is Sanders and Verhulst [1985] .
The most important difference with other works and the present one, is t!lat in this paper we obtain normal forms that include the effect of a 'detuning parameter'. Of the references cited, only Schmidt [1973] , Duistermaat [1983] , and Arnol 'd [1988] do this: all others consider only the dynamics at resonance. Moreover, we find all k, e, and I-families of periodic solutions near equilibrium, and our results apply to reversible systems as well as to Hamiltonian ones. Our singularity-theoretic methods differ considerably from those of all authors except Duistermaat [1983] and Arnol'd 11988]. The latter gives no details about this method, but it is clear that singularity t.heory is involved.
Another more technical difference is that most of the above aut.hors assume that the Hamiltonian is real analytic -a property that is essential for the series methods they employ. The exceptions are Arnol 'd [1988] , Duistermaat [1983] and Roels [1971a] ; the latter assumes that the Hamiltonian is kinet.ic plus potential where the potential is C l and has locally Lipschitz gradient. Most authors identify which coefficients in the Hamiltonian are relevant and which nondegeneracy conditions must hold. Some obtain stability information, which we do not attempt here, though the methods of Montaldi, Roberts, and Stewart [1990b] could in principle be used and the calculations would be very similar to those of Duistermaat [1983] .
For examples of reversible systems in mechanics that mayor may not be Hamiltonian, and their stability and bifurcation properties, we refer to O'Reilly, 1Ialhotra and Namachchivaya [1993] and references therein.
Another useful tool in the study of resonances is that of pinched spheres and invariants. When a resonant system is put into normal form, the Hamiltonian acquires an 8 1 symmetry, which can be used to perform reduction, leading to an analysis of the normal form. The reduced spaces are spheres for the 1: 1 resonance and are 'pinched spheres' for higher order resonances. These spheres carry an interesting Lie-Poisson type of Poisson structure. The 'pinches' come about because of the isotropy of special points that occurs for higher order resonances. The syst.ems on these spheres can often be analyzed rather effectively. References for this approach are Kummer Knobloch, Mahalov, and ?vlarsden (1993] contains an exposition of the Poisson structure of this problem.
Of course, the methods above often can be extended to multiple resonances. \Ve do not discuss this aspect here, except for the obvious remark that our methods are not restricted to simple resonances. Some of the relevant literature is Duistermaat [19841, Sanders and Verhulst [1985] (and references therein), Hoveijn and Verhulst [1990] ' Haller and Wiggins 11992] , and Haller 11993] (and references therein).
Preliminaries
We assume that the state space is lR?n. Many different 'time-reversal' symmetries are possible in a general system of ODEs; here we consider only the timereversal symmetry that takes the form where X = (x, Y) E 1R 2n and>' E JR. We assume that (13.2) has an equilibrium at >. = 0 which is R-invariant in the time-reversible case, and which without loss of generality we take to be the origin; that is,
Let Au = dJu.u be the Jacobian matrix of this equilibrium and let 0 < k < t be coprime integers. Assume (Rl) ±ki and ±ti are simple eigenvalues of Au and ±mi is not an eigenvalue of Au where m :f: k, f is any nonnegative integer.
Hypothesis CRl) implies that Au is invertible, so by the implicit function theorem there is a unique branch of equilibria X(>.) with X(O) = O. Therefore
For Hamiltonian systems we can change coordinates directly in X to assume X(>.) == o and
Slightly more care is needed to arrive at the same result in the time-reversible case. Recall that time-reversibility implies
(13.4) (13.5) and uniqueness of solutions obtained by the implicit function theorem implies that
Now a change of coordinates that preserves time-reversibility leads to (13.3). At resonance we may always factor out common denominators and rescale time so that the resonant eigenvalues are integer multiples of i, and we assume from now on that this has been done. In Hamiltonian systems it is well known that generically purely imaginary eigenvalues can pass through resonances as a parameter is varied. To verify the corresponding statement for time-reversible systems, we must show that eigenvalues in these systems are also locked onto the imaginary a.xis. This is also well known -but less well known -so we now give details.
In so doing, we discuss the reasonableness of the assumption (13.1) as well as its consequences. Let V+ = {(x,O)} be the +1 eigenspace of R and let V-= {(O, y)} be the -1 eigenspace of R. The identity (13.5) implies that
Ao:V+ -V-and Ao:V--V+.
Observe that V+ and V-are invariant subspaces under A5. Hypothesis (Rl) implies that Ao is invertible, so that. A61V+ and AfilV-are similar matrices, that is,
Hence these restrictions have the same eigenvalues. It follows that the eigenvalues of An are precisely the square roots of the eigenvalues of AfiIV+, and the eigenvalues of Ao fall into three classes: Generically these eigenvalues are simple. By rescaling time we can assume that the appropriate eigenvalues of A", for all >. near zero, are ±ki and ±w(>.)i where w is smooth in >. and w(O) = l. We assume that Au has no other resonant eigenvalues ±mi. where m f. k.l is a non-negative int.eger; and t.hat t.he critical eigenvalues pass through resonance with nonzero speed, that is.
It is well known that S I has two families of nontrivial symplectic represent ations, in which or O·z=e-£iO z where f ~ 1, z E IC, and C carries its standard symplectic structure. Call these representations Pi and P-f. The map Z I-> z shows that Pi and p_( are isomorphic as abstract representations. However, this isomorphism does not preserve the symplectic structure -see lVlontaldi, Roberts and Stewart [1988] and Dellnitz and :Melbourne [1993] . It is usual to distinguish between these two representations by referring to a k : I' . resonance or a k : -I. resonance. l\'Iore precisely, let (zJ, Z2) be complex coordinates on C 2 • Without loss of generality the S I-action on ZI is by Pk where k ~ 1. Then the Sl-action on Z2 is either Pl or p_( where e 2:: 1. The first case is a k: ( resonance and the second a k: -e resonance.
14 Normal forms with Sl-Symmetry
We now find periodic solutions to (13.2) with period approximately 2rr using a Liapunov-Schmidt reduction. Let
be defined by du
and solve F = 0 by Liapunov-Schmidt reduction in the standard way. The resonance hypothesis (Rl) implies that the kernel of dFo.o,o is four-dimensional. Thus we can write the reduced equation as 9: C 2 x IR x IR -+ C 2 and solving 9{Z.A.T) = 0 yields all small-amplitude periodic solutions of {13.2} with period near 2rr. The Sl phase shift symmetry that acts on periodiC functions in C 2 r. restricts the form of 9 considerably. Our eigenvalue assumptions imply that on the above kernel, (J E S I acts by
where k ~ 1 and e (which may be positive or negative) are coprime and 9 commutes with this action. A calculation from invariant theory determines the general form of 9. We state the result for the k: I! resonance in the following lemma, and discuss the k: -i resonance afterwards. Write the Taylor series for 91 as and use the invariance condition to show that the only terms that survive are the ones for which
Collect terms in the Taylor expansion of gl that have a common factor of ZI ZT or Z2Z2 to write 91 in the form
where two of the indices a, b, c, d are zero. Since k and ( are coprime and nonnegative we conclude that
We now assert that 91 can be put into the form
To verify this nssertion observe that
Similarly,
Then note that, when j > 0,
A double induction completes the proof of the assertion.
To complete the proof of the lemma we verify that the invariant functions PI, P 2 , QI, Q2 art' unique. To see this assume that
Using S 1 sYlIIlIl('try w(' can assuIIle t,hat ZI = Xl is real and obtain
Since PI and QI are clearly invariant under the action Z''! 1--+ Z2 it follows that Subtracting (14.3) from (14.2) yields Qlx~-IIm(z~) == 0, so that QI == 0, and hence PI == 0 as desired. 0 (14.3) For the k: -( resonance the results are similar, but Z2 must be replaced by Z2 and conversely. Clearly zeros of (14.1) arc in one-to-one correspondence with zeros of the corresponding mapping with Z2 and Z2 interchanged, so the zeros for the k: -t resonance can be reacl off from those for the corresponding k : t resonance.
When seeking periodic orbit.s of t.he original Hamiltonian system, determined by these zeros, we may therefore confine att.ention to the k : t resonance. We do so from now on.
Reduced equations in the time-reversible case
The form of 9 is furtll('r restricted by time-reversibility. It can be checked that the time-reversal symmetry R preserves the kernel and cokernel of dF and hence anticommutes with g, that is, This anticommutativity allows us prove a stronger version of Lemma 14.1. It follows that IZ212 = x~ and z~ = fX~ where f = ±1.
l
We divide our analysis into two cases: k > 1 and k = 1. However, note that when k is odd, we could have used the discrete symmetries to conjugate Z2 to X2 E IR; that is, we can permit X2 to be negative as well as positive. This hAS the advantage of eliminating the parameter f = ±1 from the problem. We will use this observation when considering the case k = 1.
The case k > 1 When k > 1 we can set Z2 = 0 to obtain a family of solutions directly, because (15.4) is automatically satisfied. Equation (15.3) (which we solved previously for r) now reduces to pI = O. We call this the k-family of solutions.
It consists of solutions wit.h period near 21T / k and is given by the nonresonant eigenvalues ±ki in the Liapunov center theorem.
Next we assume that Z2 i= 0 and multiply (15.4) by Z2 t.o get
The imaginary part of ( 15.7) is just Q~Im(z~) = 0 which holds by (15.5) . Indeed, (15.7) may be rewritten as
Since X2 i" 0 and k 2: 2 we may divide by x~ to obtain where [2: 3.
(15.8) The case k = 1 When k = 1 the previous discussion implies that we must solve (15.10)
(2 2 £-2 \) S· wlere 2' 2 are unctlOnso Xt,X:i,X\X2,/\,T,an T=T X\,X 2 'X\ X2,/\. 1I1ce k = 1 is odd, we may assume X2 E JR, X2 =I 0 rather than considering the two cases f = ±l. Also, note that generically (when Q2(0) =I 0) there is no l-family when X2 = 0 (since X2 = 0 then implies that x\ = 0). However, we will find I-families of solutions when X2 =I O.
As in the case k > 1 we can rewrite (15.10) uniquely as In this section we show that at a point of k : f. resonance in a Hamiltonian system we can also find time-periodic solutions by solving a system analogous to the one used to find time-periodic solutions ill the reversible case. To establish this, we control the Liapunov-Schmidt reduced equations by using t.he extra structure imposed by the Hamiltonian character instead of llsing the time-reversal symmetry, as in Lemma 15.1.
We consider the equation it = f(u) = XH(U) on a symplectic vector space isomorphic to 1R 2n = en, as before (later we will add parameters) and make assumptions similar to the reversible case:
(RH1) Xu is a fixed point: f(xu) = O. Let AI) = df(xu) be the linearization at Xu and let k and ( be coprime positive integers.
(RH2) ±kwoi and ±twui are simple eigenvalues of Au and p..J"i is not an eigenvalue for p a nonnegative integer other than k or C. Let Vk and Vi be the eigenvectors of Au for the eigenvalues kWoi and £woi respectively.
By (RH1) the function H has a critical point at the point Xo. By (RH2) the second derivative is nondegenerate on the four-dimensional eigenspace.
We call assume that 0 < k < l, as in the reversible case, and that. WI) = 1 by rescaling time. Now apply the Liapunov-Schmidt procedure to the map F. Let. X = CJII' X IR and Y = C~1T (together with bifurcation parameters to be included later). Let 8\ act on the first two components of X by (0· u)(s) = 11(,., + 0) and similarly on y. Note that F is Sl-equivariant.
The derivative of Fat (u,r) 
The kernel of dF(xo, 0) coincides in this case (unlike Hamiltonian Hopf) with the eigenspace of the four eigenvalues and therefore is symplectic and is even the symplectic sum of two two-dimensional symplectic subspaces. Thus, we will proceed by using the condition (8). By (RH2), kerdF(xo, 0) is spanned by the four periodic functions Re(eikSvk), Im(eiksvd, Re(eiEsvt}, Im(eil"vt) .
Exactly as in our treatment of the Liapunov center theorem, we can use the complex structure already on phase space to rephrase this as the space spanned by the loops e,h zvk and e'(szv(. Thus we can identify the kernel of dF with C 2 ; explicitly,
The same calculation as in the case of the Liapunov center theorem shows that the symplectic structure on the kernel coincides with the standard symplectic structure on (:2. We may choose coordinates on (:2 so that the matrix Ao has the block form 
~
Of course, the bifurcation equations will be 9 = O. By Theorem 6.2, the mapping 9 is a Hamiltonian vector field with an Sl-invariant Hamiltonian H. Being invariant, the function H can be written as a function of the invariants which we shall denote -b Putting these facts together, we find that depending on whether k = lor k > 1, yields equations of the form (15.9) or (1;'.11).
(""'"
Once (16.3) is solved for IZ21. the phase of Z2 is found using (16.1).
17 The case k > 1
We find solutions to (15.9) by using singularity theory to determine all small amplitude solutions. The singularity-theoretic results required in this contextsuch as the 'tangent space constant' theorem and the universal unfolding theorem -are a consequence of general singularity theory results proved in Damon [1984] .
The singularity theory calculations are most easily handled using the 'invariant' functions rand s. (We omit the superscript £ in (15.9) in this discussion.) The changes of coordinates that we consider arc given as follows. First, let U = xI and (17.1 ) and consider changes of coordinates in the domain of p of the form (17.2) where XI (0, 0) > 0 and X 2 (0,0) > O. These changes of coordinates preserve the Xl and X2 axes and the positive quadrant. We also allow multiplication of p by functions of the form
It is a simple exercise to check t.hat. t.hese transformations preserve t.he form of p and thus can be thought of as operations on the pair (r{u, v) , .~(u, v)), as is done for invariant functions in equivariant singularity theory.
In the context of the theory developed in Golubitsky and Schaeffer [1985] , it
.~ is straightforward to compute the tangent space T(p) for these coordinate changes. One finds that T(p) is a module of function pairs in (EIl,v, MIl,v) 18 The case k = 1
Using singularity theory we determine all small amplitude solutions of (15.11). Since we do not need to preserve t.he first quadrant, we can allow a more general system of coordinate changes t.han we did in the previous section. The coordinate changes that we allow are: Proof Using normal form (18.13) we can show that, independent of higher order terms, The case e = 3 In this case normal form (18.14) is where 111 E IR is a modal parameter. The pict urps are essent.ially t.he same as in the ease { ~ -1. ., ') \ f 1 Xi + Xii + " = 0
where fJ = ±J. The case fl == +1 and>' < 0 is graphed in Figure 6 .
\Ve conclude with a remark about the relat.ion between the reversible and the Hamiltonian cases. Our analysis shows that the result.ing bifurcations for the reversible and the Hamiltonian k : l resonant cases are closely related. Arnol'd and others have raised the issue of why it. is t.hat the reversible and Hamiltonian cases so often lead to the same bifurcation diagrams? When the Hamiltonian problem satisfies condition (S), our results show that we end up with a Hamiltonian system with a Hamiltonian that is Sl-invariant, and that in these cases, one has similar bifurcation diagrams. However, as we saw, the nonsemisimple Hamiltonian-Hopf case was rather different in the reversible and Hamiltonian cases. Anot.her int.eresting link that might be useful for this general question is that, subject to some mild conditions, any Hamiltonian system can be realized as the S 1 reduction of a reversible Hamiltonian one. The proof of this, whose det.ails we do not give here, uses the Kaluza-Klein t.rick along wit.h the t.heory of reduction of Lagrangian systems (see :\Iarsden 11992J and Marsden and Scheurle 11993]). Thus. for example. the bifurcation of an equilibrium of a Hamiltonian system can he directly realized as the reduction of the bifurcation of a relative equilibrium in a reversible Hamiltonian system with Sl-symmetry.
Conclusions
In this paper we have shown how singularity theory and the Liapunov-Schmidt procedure for systems with implicit constraints leads directly and simply to specific results for the bifurcation of periodic orbits. This method was applied to the Liapunov center theorem in the cases of systems with an integral, Hamiltonian systems and rcvcrsibl<! ones. It was also applied to t.he Hamiltonian Hopf bifurcation, and to resonance bifurcations in hoth the Hamiltonian and reversible cas(~s. In this way. r-" we were able to recover the corresponding bifurcation results of Duistermaat {198:3J.
2-family
I-family Sevryuk 11986] and Bridges [1990] . The method here, which looks for periodic orbits by applying the Liapunov-Schmidt procedure directly on loop spaces, has a number of technical advantages over normal form methods. We showed that the mapping that occurs in the procedure is a Hamiltonian vector field if a semisimple type of condition (S) is satisfied, and this is used to show that the bifurcation analysis of the reversible and Hamiltonian resonances are closely related. This condition holds for the Hamiltonian Liapunov center theorem and resonance bifurcations, but not for the Hamiltonian Hopr bifurcation, which is analyzed directly using the implicit constraint. In addition to analyzing stability, which we believe can be done by enhancing the present context using the techniques used for the Hopf bifurcation (see Golubitsky, Stewart and Schaeffer (1988!) combined with those of Montaldi, Roberts and Stewart [1988] , there arc many other problems to which the methods of this paper could in principle, be applied. For example, it would be interesting to analyze the case of passing resonances for Hamiltonian systems with symmetry, as in Dellnitz, Melbourne and Marsden [1992] .
