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Given matrices Ai , Bi and Ci (i ∈ I) of corresponding dimensions
over a fieldF, we prove that: (i) if
⎛
⎝ Ai Ci
O Bi
⎞
⎠ are simultaneously sim-
ilar to
⎛
⎝ Ai O
O Bi
⎞
⎠ , then there exists a simultaneous solution X to the
matrix Sylvester equations AiX − XBi = Ci; and (ii) if
⎛
⎝ Ai Ci
O Bi
⎞
⎠ are
simultaneously equivalent to
⎛
⎝ Ai O
O Bi
⎞
⎠ , then there exist simulta-
neous solutions X, Y to the matrix equations AiX − YBi = Ci .
We also show that analogous results hold formixed pairs ofmatrix
Sylvester equations A1X1 − YB1 = C1, A2X2 − YB2 = C2 and for
generalized Stein equations X − AYB = C.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
It is a classical result of Sylvester [10] that if A and B are square matrices of order m × m and
n × n, respectively, then σ(A) ∩ σ(B) = ∅ if and only if for every m × n matrix C there exists a
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unique solution X of the matrix equation AX − XB = C. Note that if AX − XB = C, then the matrices⎛
⎝ A C
O B
⎞
⎠ and
⎛
⎝ A O
O B
⎞
⎠ are similar, with the similarity transformation given by
⎛
⎝ Im X
0 In
⎞
⎠.
Roth [9] proved that the converse also is true, i.e. if the above matrices are similar, then the matrix
Sylvester equation AX − XB = C has a solution. Furthermore, he has shown that if the above matrices
are equivalent, then there exist matrices X and Y which satisfy the matrix equations AX − YB = C. In
the sequel these results are called the first and the second theorem of Roth, respectively.
Note that while the former result of Sylvester has been extended to bounded linear operators by
Krein [3] and Rosenblum [7], Roth’s theorems are not valid for the infinite dimensional case (see
[8]).
Simultaneous solutions of systems of matrix equations and simultaneous similarity are tradi-
tional and popular topics in linear algebra. Recently, the authors [6] proved that if {A1, . . . , Ak}
and {B1, . . . , Bk} are commuting k-tuples of matrices of order m × m and n × n, respectively, then
σ(A1, . . . , Ak) ∩ σ(B1, . . . , Bk) = ∅ (where σ(A1, . . . , Ak) denotes the joint spectrum) if and only
if for every family {C1, . . . , Ck} of m × n matrices, which satisfy a natural compatibility condition,
there exists a unique simultaneous solution of the matrix equations AiX − XBi = Ci (1 ≤ i ≤ k). In
particular, the condition σ(A1, . . . , Ak) ∩ σ(B1, . . . , Bk) = ∅ is sufficient for simultaneous similarity
of the k-tuple
⎛
⎝ Ai Ci
O Bi
⎞
⎠ to the k-tuple
⎛
⎝ Ai O
O Bi
⎞
⎠.
In Section 2 of this paper, we give a natural extension of Roth’s theorems to simultaneous solutions
and similarity. Namely, we prove that if the matrices
⎛
⎝ Ai Ci
O Bi
⎞
⎠ are simultaneously similar to the
matrices
⎛
⎝ Ai O
O Bi
⎞
⎠ , where i belongs to an arbitrary index set I , then there exists a simultaneous
solution X to the Sylvester equations AiX − XBi = Ci (i ∈ I). Analogously, if the above families of
matrices are simultaneously equivalent, then there exist simultaneous solutions X , Y to the matrix
equations AiX − YBi = Ci. In Section 3, we apply our approach to show that the system of matrix
equations AiX−DXBi = Ci (i ∈ I) has a simultaneous solution X if and only if the linearmatrix pencils⎛
⎝ Ai Ci
O Bi
⎞
⎠−z
⎛
⎝ D O
O I
⎞
⎠ and
⎛
⎝ Ai O
O Bi
⎞
⎠−z
⎛
⎝ D O
O I
⎞
⎠ are simultaneously strictly equivalent (Theorem3.1).
Wimmer extended the first theorem of Roth to the matrix Stein equation X − AXB = C (see [12]).
In light of the result of Wimmer, it is natural to ask whether an analogue of the second theorem
of Roth for the generalized Stein equation X − AYB = C holds. In Section 5 of this paper we give an
affirmative answer to this question. As an intermediate stepwhichhas an independent interest,wealso
extended, in Section 4, Roth’s results to mixed pairs of generalized Sylvester equations A1X1 − YB1 =
C1, A2X2 − YB2 = C2.
In the sequel, we denote byMm,n the set of all matrices of orderm× n, over a field F, and we write
Mn instead of Mn,n. The group of invertible matrices of order n × n is denoted by GL(n). The identity
matrix in Mn is denoted by In, the zero matrix (in Mm,Mm,n, . . .) is denoted by O. Sometimes, when
we find that it is convenient for the reader to follow the notations, we will write
(n p
m A B
q C D
)
to indicate that the block A has dimensionm × n, the block B has dimensionm × p, etc.
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2. Simultaneous similarity and simultaneous solutions of Sylvester equations
Let us start by recalling some well known terminology.
Definition 2.1.
(i) The square matrices T and V are called similar, if there exists an invertible matrix S such that
STS−1 = V .
(ii) The matrices of the same dimensions T, V ∈ Mm,n are called equivalent, if there exist invertible
matrices P ∈ Mm and Q ∈ Mn such that PTQ−1 = V .
(iii) The families of square matrices (Ti) ⊂ Mm and (Vi) ⊂ Mm (i ∈ I) are called simultaneously
similar, if there exists an invertible matrix S ∈ Mm such that STiS−1 = Vi for all i ∈ I .
(iv) The families of matrices of the same dimensions (Ti) ⊂ Mm,n and (Vi) ⊂ Mm,n (i ∈ I) are
called simultaneously equivalent, if there exist invertible matrices P ∈ Mm,Q ∈ Mn such that
PTiQ
−1 = Vi for all i ∈ I .
(v) Thematrix pencils of the same dimensions T − zV and T ′ − zV ′ (T, T ′, V, V ′ ∈ Mm,n) are called
strictly equivalent if there exist invertiblematrices P ∈ Mm,Q ∈ Mn such that P(T−zV)Q−1 =
T ′ − zV ′ for all z ∈ F.
Roth proved the following theorems (see [2, 5, p. 279]).
Theorem 2.2. Let A ∈ Mm, B ∈ Mn and C ∈ Mm,n. Then there exists X ∈ Mm,n such that AX − XB = C
if and only if the matrices
⎛
⎝ A C
O B
⎞
⎠ ,
⎛
⎝ A O
O B
⎞
⎠ are similar.
Theorem 2.3. Let A ∈ Mm,n, B ∈ Mp,q and C ∈ Mm,q. Then there exist X ∈ Mn,q, Y ∈ Mm,p such that
AX − YB = C if and only if the matrices
⎛
⎝ A C
O B
⎞
⎠ ,
⎛
⎝ A O
O B
⎞
⎠ are equivalent.
Below we prove the following extensions of Roth’s theorem to the case of arbitrary families of
matrices.
Theorem 2.4. Let I be an index set and for each i ∈ I , let Ai ∈ Mm, Bi ∈ Mn and Ci ∈ Mm,n. Then there
exists X ∈ Mm,n such that
AiX − XBi = Ci, for all i ∈ I, (2.1)
if and only if the families of matrices
⎛
⎝ Ai Ci
O Bi
⎞
⎠ and
⎛
⎝ Ai O
O Bi
⎞
⎠ (i ∈ I) are simultaneously similar.
Theorem 2.5. Let I be an index set and for each i ∈ I , let Ai, Bi and Ci be in Mm,n,Mp,q and Mm,q,
respectively. Then there exist X ∈ Mn,q and Y ∈ Mm,p such that
AiX − YBi = Ci, for all i ∈ I, (2.2)
if and only if the families of matrices
⎛
⎝ Ai Ci
O Bi
⎞
⎠ and
⎛
⎝ Ai O
O Bi
⎞
⎠ are simultaneously equivalent.
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The proof of Theorems 2.4 and 2.5 uses the argument in [4] (see also [5]), with somemodifications.
Proof of Theorem 2.4. It is clear that if X ∈ Mm,n is a simultaneous solution of the Sylvester equations
(2.1), then the matrix S =
⎛
⎝ Im −X
0 In
⎞
⎠ is invertible and satisfies
⎛
⎝ Ai Ci
O Bi
⎞
⎠ S = S
⎛
⎝ Ai O
O Bi
⎞
⎠ , for all i ∈ I. (2.3)
Conversely, assume that S is an invertible matrix inMn+m such that (2.3) holds. For every i ∈ I , we
define Ti, Vi : Mn+m → Mn+m by
TiE =
⎛
⎝ Ai O
O Bi
⎞
⎠ E − E
⎛
⎝ Ai O
O Bi
⎞
⎠ ,
and
ViE =
⎛
⎝ Ai Ci
O Bi
⎞
⎠ E − E
⎛
⎝ Ai O
O Bi
⎞
⎠ , E ∈ Mn+m.
Let the matrix E ∈ Mm+n have the following block-matrix form
E =
⎛
⎝ X11 X12
X21 X22
⎞
⎠ , with X11 ∈ Mm, X12 ∈ Mm,n, X21 ∈ Mn,m, X22 ∈ Mn.
Then
TiE =
⎛
⎝ Ai O
O Bi
⎞
⎠
⎛
⎝ X11 X12
X21 X22
⎞
⎠−
⎛
⎝ X11 X12
X21 X22
⎞
⎠
⎛
⎝ Ai O
O Bi
⎞
⎠
=
⎛
⎝ AiX11 − X11Ai AiX12 − X12Bi
BiX21 − X21Ai BiX22 − X22Bi
⎞
⎠ , (2.4)
ViE =
⎛
⎝ Ai Ci
O Bi
⎞
⎠
⎛
⎝ X11 X12
X21 X22
⎞
⎠−
⎛
⎝ X11 X12
X21 X22
⎞
⎠
⎛
⎝ Ai O
O Bi
⎞
⎠
=
⎛
⎝ AiX11 + CiX21 − X11Ai AiX12 + CiX22 − X12Bi
BiX21 − X21Ai BiX22 − X22Bi
⎞
⎠ . (2.5)
Let K = ∩i∈Iker(Ti), L = ∩i∈Iker(Vi). From (2.3) we have
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ViSE =
⎛
⎝ Ai Ci
O Bi
⎞
⎠ SE − SE
⎛
⎝ Ai O
O Bi
⎞
⎠
= S
⎛
⎝ Ai O
O Bi
⎞
⎠ E − SE
⎛
⎝ Ai O
O Bi
⎞
⎠ = STiE,
which implies that ViE = STiS−1E, (∀E ∈ Mn+m, i ∈ I) so that Smaps K onto L. Therefore, dim(K) =
dim(L).
Consider operator T : K → Mn,m+n defined by
T
⎛
⎝ X11 X12
X21 X22
⎞
⎠ = (X21, X22), (2.6)
and operator V : L → Mn,m+n defined by
V
⎛
⎝ X11 X12
X21 X22
⎞
⎠ = (X21, X22). (2.7)
It is easy to see that ker(T ) = ker(V). Indeed, by (2.4) and (2.5), each of the conditions E ∈ ker(T )
and E ∈ ker(V) is equivalent to X21 = O, X22 = O, AiX11 = X11Ai and AiX12 = X12Bi for all i ∈ I .
Furthermore, from (2.6)-(2.7) we have
ranT = {(X21, X22) : BiX21 − X21Ai = O, BiX22 − X22Bi = O, (i ∈ I)}
ranV = {(X21, X22) : BiX21 − X21Ai = O, BiX22 − X22Bi = O, there exist X11, X12
such that CiX21 = X11Ai − AiX11, CiX22 = X12Bi − AiX12, (i ∈ I)},
hence ran(V) ⊂ ran(T ). From the rank-nullity theorem we have dim(ker(T )) + dim( ran(T )) =
dim(K), dim(ker(V))+dim( ran(V)) = dim(L) = dim(K), so that indeedwehave ran(V) = ran(T ).
Note that
⎛
⎝ O O
O −In
⎞
⎠ ∈ K , and T
⎛
⎝ O O
O −In
⎞
⎠ = (O,−In). Therefore, there exists E ∈ L of the form
E =
⎛
⎝ X11 X12
O −In
⎞
⎠. From
Vi
⎛
⎝ X11 X12
O −In
⎞
⎠ =
⎛
⎝ AiX11 − X11Ai AiX12 − Ci − X12Bi
O O
⎞
⎠ = O,
it follows that AiX12 − Ci − X12Bi = O or X12 is a simultaneous solution of the Sylvester equations
AiX − XBi = Ci, i ∈ I . 
Proof of Theorem 2.5. It is clear that if X ∈ Mn,q, Y ∈ Mm,p satisfy the Eq. (2.2) for all i ∈ I , then the
above matrices are simultaneously equivalent. Namely, let
P =
⎛
⎝ Im −Y
O Ip
⎞
⎠ , Q =
⎛
⎝ In −X
O Iq
⎞
⎠ .
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Then P and Q are invertible matrices in ∈ Mm+p and Q ∈ Mn+q, resp., and satisfy
⎛
⎝ Ai Ci
O Bi
⎞
⎠Q = P
⎛
⎝ Ai O
O Bi
⎞
⎠ for all i ∈ I. (2.8)
It remains to show that if the matrices
⎛
⎝ Ai Ci
O Bi
⎞
⎠ and
⎛
⎝ Ai O
O Bi
⎞
⎠ are simultaneously equivalent, then
there exist X ∈ Mn,q, Y ∈ Mm,p which satisfy Eq. (2.2) (for all i ∈ I).
Assume that P in an invertible matrix in Mm+p and Q an invertible matrix in Mn+q such that (2.8)
holds.
For every i ∈ I , we define linear transformations Ti and Vi fromMn+q × Mm+p toMm+p,n+q by
Ti(E, F) =
⎛
⎝ Ai O
O Bi
⎞
⎠ E − F
⎛
⎝ Ai O
O Bi
⎞
⎠ , E ∈ Mn+q, F ∈ Mm+p
and
Vi(E, F) =
⎛
⎝ Ai Ci
O Bi
⎞
⎠ E − F
⎛
⎝ Ai O
O Bi
⎞
⎠ , E ∈ Mn+q, F ∈ Mm+p.
Let
E =
⎛
⎝ X11 X12
X21 X22
⎞
⎠ , F =
⎛
⎝ Y11 Y12
Y21 Y22
⎞
⎠ ,
(note that X11 ∈ Mn, X12 ∈ Mn,q, X21 ∈ Mq,n, X22 ∈ Mq, Y11 ∈ Mm, Y12 ∈ Mm,p, Y21 ∈ Mp,m, Y22 ∈
Mp).
Then
Ti(E, F) =
⎛
⎝ Ai 0
0 Bi
⎞
⎠
⎛
⎝ X11 X12
X21 X22
⎞
⎠−
⎛
⎝ Y11 Y12
Y21 Y22
⎞
⎠
⎛
⎝ Ai O
O Bi
⎞
⎠
=
⎛
⎝ AiX11 − Y11Ai AiX12 − Y12Bi
BiX21 − Y21Ai BiX22 − Y22Bi
⎞
⎠ , (2.9)
Vi(E, F) =
⎛
⎝ Ai Ci
0 Bi
⎞
⎠
⎛
⎝ X11 X12
X21 X22
⎞
⎠−
⎛
⎝ Y11 Y12
Y21 Y22
⎞
⎠
⎛
⎝ Ai O
O Bi
⎞
⎠
=
⎛
⎝ AiX11 + CiX21 − Y11Ai AiX12 + CiX22 − Y12Bi
BiX21 − Y21Ai BiX22 − Y22Bi
⎞
⎠ . (2.10)
Let K = ∩i∈Iker(Ti), L = ∩i∈Iker(Vi).
We have, for every E ∈ Mn+q, F ∈ Mm+p,
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Vi(QE, PF) =
⎛
⎝ Ai Ci
O Bi
⎞
⎠QE − PF
⎛
⎝ Ai O
O Bi
⎞
⎠
= P
⎛
⎝ Ai O
O Bi
⎞
⎠ E − PF
⎛
⎝ Ai O
O Bi
⎞
⎠ = PTi(E, F).
Thus, the linear transformations Ti and Vi are simultaneously equivalent, which implies dim(K) =
dim(L).
Consider operator T : K → Mp,n+q defined by
T
⎛
⎝
⎛
⎝ X11 X12
X21 X22
⎞
⎠ ,
⎛
⎝ Y11 Y12
Y21 Y22
⎞
⎠
⎞
⎠ = (X21, X22, Y21, Y22), (2.11)
and operator V : L → Mp,n+q defined by
V
⎛
⎝
⎛
⎝ X11 X12
X21 X22
⎞
⎠ ,
⎛
⎝ Y11 Y12
Y21 Y22
⎞
⎠
⎞
⎠ = (X21, X22, Y21, Y22). (2.12)
It is easy to see that ker(T ) = ker(V). Indeed, from (2.9) and (2.10) it follows that each of the
conditions (E, F) ∈ ker(T ) and (E, F) ∈ ker(V) is equivalent to X21 = O, X22 = O, Y21 = O, Y22 =
O, AiX11 = Y11Bi and AiX12 = Y12Bi for all i ∈ I . Furthermore, from (2.9)–(2.12) we have
ranT = {(X21, X22, Y21, Y22) : BiX21 − Y21Ai = O, BiY22 − X22Bi = O, (i ∈ I)}
ranV = {(X21, X22) : BiX21 − Y21Ai = O, BiY22 − X22Bi = O, there exist X11, X12, Y11, Y12
such that CiX21 = Y11Ai − AiX11, CiX22 = Y12Bi − AiX12 (i ∈ I)},
hence ran(V) ⊂ ran(T ). From the rank-nullity theorem we have dim(ker(T )) + dim( ran(T )) =
dim(K), dim(ker(V))+dim( ran(V)) = dim(L) = dim(K), so that indeedwehave ran(V) = ran(T ).
Note that
⎛
⎝
⎛
⎝ O O
O −Iq
⎞
⎠ ,
⎛
⎝ O O
O −Ip
⎞
⎠
⎞
⎠ ∈ K,
and
T
⎛
⎝
⎛
⎝ O O
O −Iq
⎞
⎠ ,
⎛
⎝ O O
O −Ip
⎞
⎠
⎞
⎠ = (O,−Iq,O,−Ip).
Therefore, there exists (E, F) ∈ L of the form E =
⎛
⎝ X11 X12
O −Iq
⎞
⎠, F =
⎛
⎝ Y11 Y12
O −Ip
⎞
⎠. From
Vi
⎛
⎝
⎛
⎝ X11 X12
O −Iq
⎞
⎠ ,
⎛
⎝ Y11 Y12
O −Ip
⎞
⎠
⎞
⎠ =
⎛
⎝ AiX11 − Y11Ai AiX12 − Ci − Y12Bi
O O
⎞
⎠ = 0,
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it follows that AiX12 − Ci − Y12Bi = O or X = X12, Y = Y12 simultaneously satisfy the equations
AiX − YBi = Ci. 
Note that Theorem 2.5 for the case of two equations (i.e. card I = 2) was obtained by Wimmer
[13] and independently by Syrmos and Lewis [11, Theorem 2.3] and Beitia and Gracia [1, Theorem 5.1],
who formulated it in terms of strict equivalence of the matrix pencils
⎛
⎝ A1 C1
O B1
⎞
⎠ − z
⎛
⎝ A2 C2
O B2
⎞
⎠ and
⎛
⎝ A1 O
O B1
⎞
⎠− z
⎛
⎝ A2 O
O B2
⎞
⎠.
3. Simultaneous solutions of generalized Sylvester equations
In this section, we apply Theorem 2.5 to obtain results on the equivalence of simultaneous con-
sistency of some systems of generalized Sylvester equations and simultaneous equivalence of the
corresponding matrix pencils (or matrices) associated with these systems.
Theorem 3.1. Let J be an index set and for each i ∈ J , let Ai, D,Di ∈ Mm, Bi, B, Ei ∈ Mn, Ci ∈ Mm,n.
The following statements hold.
(i) There exists a simultaneous solution X ∈ Mm,n of the matrix equations
AiX − DXBi = Ci for all i ∈ J , (3.1)
if and only if the matrix pencils
⎛
⎝ Ai Ci
O Bi
⎞
⎠− z
⎛
⎝ D O
O In
⎞
⎠ and
⎛
⎝ Ai O
O Bi
⎞
⎠− z
⎛
⎝ D O
O In
⎞
⎠ , i ∈ J ,
(3.2)
are simultaneously strictly equivalent.
(ii) There exists a simultaneous solution X ∈ Mm,n of the matrix equations
XEi − DiXB = Ci for all i ∈ J , (3.3)
if and only if the matrix pencils
⎛
⎝ Di −Ci
O Ei
⎞
⎠− z
⎛
⎝ Im O
O B
⎞
⎠ and
⎛
⎝ Di O
O Ei
⎞
⎠− z
⎛
⎝ Im O
O B
⎞
⎠ , i ∈ J ,
(3.4)
are simultaneously strictly equivalent.
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Proof.
(i) Suppose that X satisfies Eq. (3.1) for all i ∈ J . Put Y = DX . Then we have
(Ai − zD)X − Y(Bi − zIn) = Ci, (for all z ∈ F, i ∈ J ). (3.5)
By Theorem 2.5, there exist invertible matrices R, S ∈ Mm+n such that
S
⎛
⎝ Ai − zD Ci
O Bi − zIn
⎞
⎠ R =
⎛
⎝ Ai − zD O
O Bi − zIn
⎞
⎠ , (3.6)
which implies
S
⎡
⎣
⎛
⎝ Ai Ci
O Bi
⎞
⎠− z
⎛
⎝ D O
O In
⎞
⎠
⎤
⎦ R =
⎛
⎝ Ai O
O Bi
⎞
⎠− z
⎛
⎝ D O
O In
⎞
⎠ , i ∈ J , z ∈ F, (3.7)
i.e. the matrix pencils (3.2) are simultaneously strictly equivalent.
Conversely, suppose that thematrix pencils (3.2) are simultaneously strictly equivalent, i.e. there
exist invertible matrices R, S ∈ Mm+n such that (3.7), and hence (3.6), holds. Then by Theorem
2.5, there exist X, Y ∈ Mm,n such that (3.5) holds. Thus, Y = DX, AiX − YBi = Ci for all i ∈ J ,
which implies AiX − DXBi = Ci for all i ∈ J .
(ii) Suppose that X satisfies Eq. (3.3) for all i ∈ J . Put Y = XB. Then we have
(Di − zIm)Y − X(Ei − zB) = −Ci, (for all z ∈ F, i ∈ J ). (3.8)
By Theorem 2.5, there exist invertible matrices R, S ∈ Mm+n such that
S
⎛
⎝ Di − zIm −Ci
O Ei − zB
⎞
⎠ R =
⎛
⎝ Di − zIm O
O Ei − zB
⎞
⎠ , (3.9)
which implies
S
⎡
⎣
⎛
⎝ Di −Ci
O Ei
⎞
⎠− z
⎛
⎝ Im O
O B
⎞
⎠
⎤
⎦ R =
⎛
⎝ Di O
O Ei
⎞
⎠− z
⎛
⎝ Im O
O B
⎞
⎠ , i ∈ J , z ∈ F, (3.10)
i.e. the matrix pencils (3.4) are simultaneously strictly equivalent.
Conversely, suppose that thematrix pencils (3.4) are simultaneously strictly equivalent, i.e. there
exist invertible matrices R, S ∈ Mm+n such that (3.10), and hence (3.9), holds. Then by Theorem
2.5, there exist X, Y ∈ Mm,n such that (3.8) holds. Thus, Y = XB, −XEi + DiY = −Ci for all
i ∈ J , which implies XEi − DiXB = Ci for all i ∈ J . 
Remark 3.2.
(i) It is easy to see that if D = Im, and the matrix pencils in (3.2) are simultaneously strictly
equivalent, then they are, in fact, simultaneously similar (since RS = I) and, analogously, if
B = In, and the matrix pencils in (3.4) are simultaneously strictly equivalent, then they are
simultaneously similar. Thus, Theorem 3.1 is a generalization of Theorem 2.4.
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(ii) In general, a family of matrix pencils zA + Bi is simultaneously strictly equivalent to a family
of matrix pencils zA′ + B′i, (i ∈ J ), if and only if the family of matrices {A, Bi, i ∈ I} is
simultaneously equivalent to the family of matrices {A′, B′i, i ∈ I}. Thus, the condition (3.2)
(resp., 3.4) can be reformulated to state that the families of matrices
⎧⎨
⎩
⎛
⎝ D O
O In
⎞
⎠ ,
⎛
⎝ Ai Ci
O Bi
⎞
⎠ , i ∈ J
⎫⎬
⎭ and
⎧⎨
⎩
⎛
⎝ D O
O In
⎞
⎠ ,
⎛
⎝ Ai O
O Bi
⎞
⎠ , i ∈ J
⎫⎬
⎭
are simultaneously equivalent (resp., the families of matrices
⎧⎨
⎩
⎛
⎝ Im O
O B
⎞
⎠ ,
⎛
⎝ Di −Ci
O Ei
⎞
⎠ , i ∈ J
⎫⎬
⎭ and
⎧⎨
⎩
⎛
⎝ Im O
O B
⎞
⎠ ,
⎛
⎝ Di O
O Ei
⎞
⎠ , i ∈ J
⎫⎬
⎭
are simultaneously equivalent).
Note that, to our knowledge, Theorem 3.1 is new even for the single equations (i.e. cardJ = 1). The
particular case of a single equation with A1 = Im (resp. E1 = In), is the statement about consistency of
the matrix Stein equation X − DXB = C, which was obtained by Wimmer [12] (by a slightly different
method). Since the case of two equations occurs often in applications in systems and control theory,
below let us formulate this particular case as a corollary.
Corollary 3.3.
(i) Let A1, A2,D ∈ Mm, B1, B2 ∈ Mn, C1, C2,∈ Mm,n. The system of matrix equations
A1X − DXB1 = C1, A2X − DXB2 = C2
has a simultaneous solution X ∈ Mm,n if and only there exist invertible matrices R, S ∈ Mm+n such
that
R
⎛
⎝ A1 C1
O B1
⎞
⎠ S =
⎛
⎝ A1 O
O B1
⎞
⎠ , R
⎛
⎝ A2 C2
O B2
⎞
⎠ S =
⎛
⎝ A2 O
O B2
⎞
⎠ , R
⎛
⎝ D O
O In
⎞
⎠ S =
⎛
⎝ D O
O In
⎞
⎠ .
(ii) Let E1, E2, B ∈ Mn,D1,D2 ∈ Mm, C1, C2,∈ Mm,n. The system of matrix equations
XE1 − D1XB = C1, XE2 − D2XB = C2
has a simultaneous solution X ∈ Mm,n if and only there exist invertible matrices R, S ∈ Mm+n such
that
R
⎛
⎝ D1 −C1
O E1
⎞
⎠ S =
⎛
⎝ D1 O
O E1
⎞
⎠ , R
⎛
⎝ D2 −C2
O E2
⎞
⎠ S =
⎛
⎝ D2 O
O E2
⎞
⎠ ,
R
⎛
⎝ Im O
O B
⎞
⎠ S =
⎛
⎝ Im O
O B
⎞
⎠ .
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4. Roth’s theorem for mixed pairs of Sylvester equations
Consider the following mixed pair of Sylvester equations
A1X1 − YB1 = C1, A2X2 − YB2 = C2, (4.1)
where C1 ∈ Mm,q, C2 ∈ Mm,q′ , B1 ∈ Mp,q, B2 ∈ Mp,q′ , A1 ∈ Mm,n, A2 ∈ Mm,n′ , and the matrix
solutions X1, X2 and Y belong to Mn,q,Mn′,q′ and Mm,p, respectively. Let M10,M11 ∈ Mm+p,n+q and
M20,M21 ∈ Mm+p,n′+q′ be defined by
M11 =
⎛
⎝ A1 C1
O B1
⎞
⎠ , M21 =
⎛
⎝ A2 C2
O B2
⎞
⎠ ,
M10 =
⎛
⎝ A1 O
O B1
⎞
⎠ , M20 =
⎛
⎝ A2 O
O B2
⎞
⎠ .
The following presents an extension of Roth’s theorem to the mixed pairs of Sylvester equations.
Theorem 4.1. There exist solutions X1, X2 and Y (X1 ∈ Mn,q, X2 ∈ Mn′,q′ , y ∈ Mm,p) of the mixed
pair of Sylvester equations (4.1) if and only if there exist matrices R1 ∈ GL(n + q), R2 ∈ GL(n′ + q′),
S ∈ GL(m + p) such that
M11R1 = SM10, M21R2 = SM20, (4.2)
Proof. Suppose there exist X1 ∈ Mn,q, X2 ∈ Mn′,q′ , Y ∈ Mm,p which satisfy Eq. (4.1). Let R1 =⎛
⎝ In −X1
O Iq
⎞
⎠ , R2 =
⎛
⎝ In′ −X2
O Iq′
⎞
⎠ , S =
⎛
⎝ Im −Y
O Ip
⎞
⎠. Then R1 ∈ GL(n + q), R2 ∈ GL(n′ + q′), S ∈
GL(m + p) and one can directly verify that (4.2) holds.
Conversely, suppose that there exist invertible matrices R1 ∈ GL(n + q), R2 ∈ GL(n′ + q′) and
S ∈ GL(m + p) such that (4.2) holds. Let
R1 =
⎛
⎝
n q
n R11 R12
q R21 R22
⎞
⎠, R2 =
⎛
⎝
n′ q′
n′ R′11 R′12
q′ R′21 R′22
⎞
⎠, S =
⎛
⎝
m p
m S11 S12
p S21 S22
⎞
⎠,
and
R˜ =
⎛
⎜⎜⎜⎜⎜⎜⎝
R11 O R12 O
O R′11 O R′12
R21 O R22 O
O R′21 O R′22
⎞
⎟⎟⎟⎟⎟⎟⎠
, S˜ =
⎛
⎜⎜⎜⎜⎜⎜⎝
S11 O S12 O
O S11 O S12
S21 O S22 O
O S21 O S22
⎞
⎟⎟⎟⎟⎟⎟⎠
.
We write R˜ and S˜ as
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R˜ =
⎛
⎝ R˜11 R˜12
R˜21 R˜22
⎞
⎠ , with R˜ij =
⎛
⎝ Rij O
O R′ij
⎞
⎠ , and
S˜ =
⎛
⎝ S˜11 S˜12
S˜21 S˜22
⎞
⎠ , with S˜ij =
⎛
⎝ Sij O
O Sij
⎞
⎠ , (i = 1, 2; j = 1, 2).
Furthermore, let
A˜ =
⎛
⎝ A1 O
O A2
⎞
⎠ , B˜ =
⎛
⎝ B1 O
O B2
⎞
⎠ , C˜ =
⎛
⎝ C1 O
O C2
⎞
⎠
and
M˜1 =
⎛
⎝ A˜ C˜
O B˜
⎞
⎠ , M˜0 =
⎛
⎝ A˜ O
O B˜
⎞
⎠ .
From (4.2) it follows that
S˜M˜0 = M˜1R˜. (4.3)
Let J1 ∈ GL(n + n′), J2 ∈ GL(q + q′), J3 ∈ GL(2m), J4 ∈ GL(2p), J5 ∈ GL(2m) and J6 ∈ GL(2p) be
defined as follows:
J1 =
⎛
⎝ In O
O −In′
⎞
⎠ , J2 =
⎛
⎝ Iq O
O −Iq′
⎞
⎠ , J3 =
⎛
⎝ Im O
O −Im
⎞
⎠ ,
J4 =
⎛
⎝ Ip O
O −Ip
⎞
⎠ , J5 =
⎛
⎝ O Im
−Im O
⎞
⎠ , J6 =
⎛
⎝ O Ip
−Ip O
⎞
⎠ .
Then we have
R˜12J2 = J1R˜12, S˜12J4 = J3S˜12, S˜12J6 = J5S˜12. (4.4)
Let
E =
⎛
⎝ X˜11 X˜12
X˜21 X˜22
⎞
⎠ , F =
⎛
⎝ Y˜11 Y˜12
Y˜21 Y˜22
⎞
⎠ ,
where X˜ij have the same dimensions as of R˜ij and Y˜ij have the same dimensions as of S˜ij, (i, j = 1, 2),
and consider the linear spaceM defined by
M = {(E, F) : X˜12J2 = J1X˜12, Y˜12J4 = J3Y˜12, Y˜12J6 = J5Y˜12 } (4.5)
Note that the conditions (4.5) are the same as the conditions (4.4) for R˜12 and S˜12.
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Define linear transforms T, V : Mn+n′+q+q′ × M2m+2p → M2m+2p,n+n′+q+q′ by
T(E, F) = M˜0E − FM˜0, V(E, F) = M˜1E − FM˜0.
Let K = {(E, F) ∈ M : T(E, F) = 0}, L = {(E, F) ∈ M : V(E, F) = 0}.
We show that (E, F) ∈ K if and only if (˜RE, S˜F) ∈ L. Indeed, it is directly verified that (E, F) ∈ M if
and only if (˜RE, S˜F) ∈ M. Further, in light of (4.3), T(E, F) = 0 if and only if
V (˜RE, S˜F) = M˜1R˜E − S˜FM˜0 = S˜M˜0E − S˜FM˜0 = S˜(M˜0E − FM˜0) = S˜T(E, F) = 0.
Therefore, dim(K) = dim(L). Consider the linear transforms T : K → M2p,2(n+q) and V : L →
M2p,2(n+q), defined by
T (E, F) = (X˜21, X˜22, Y˜21, Y˜22), (E, F) ∈ K,
V(E, F) = (X˜21, X˜22, Y˜21, Y˜22), (E, F) ∈ L.
We show that ker(T ) = ker(V). In fact, if (E, F) ∈ ker(T ), then X˜21 = O, X˜22 = O, Y˜21 = O, Y˜22 =
O and the condition (E, F) ∈ K means that (E, F) ∈ M and
T(E, F) = M˜0E − FM˜0 =
⎛
⎝ A˜ O
O B˜
⎞
⎠
⎛
⎝ X˜11 X˜12
O O
⎞
⎠−
⎛
⎝ Y˜11 Y˜12
O O
⎞
⎠
⎛
⎝ A˜ O
O B˜
⎞
⎠ = 0,
i.e. A˜X˜11 = Y˜11A˜, A˜X˜12 = Y˜12B˜.
Analogously, condition (E, F) ∈ L means (E, F) ∈ M and
V(E, F) = M˜1E − FM˜0 =
⎛
⎝ A˜ C˜
O B˜
⎞
⎠
⎛
⎝ X˜11 X˜12
O O
⎞
⎠−
⎛
⎝ Y˜11 Y˜12
O O
⎞
⎠
⎛
⎝ A˜ 0
0 B˜
⎞
⎠ = 0,
i.e. A˜X˜11 = Y˜11A˜, A˜X˜12 = Y˜12B˜.
Thus, ker(T ) = ker(V). Next, we show that range(V) ⊂ range(T ). In fact, if (X˜(0)21 , X˜(0)22 , Y˜ (0)21 , Y˜ (0)21 )
∈ range(V), then there exists (E, F) ∈ L, such that E =
⎛
⎝ X˜11 X˜12
X˜
(0)
21 X˜
(0)
22
⎞
⎠ , F =
⎛
⎝ Y˜11 Y˜12
Y˜
(0)
21 Y˜
(0)
22
⎞
⎠ and
V(E, F) = M˜1E − FM˜0 =
⎛
⎝ A˜ C˜
O B˜
⎞
⎠
⎛
⎝ X˜11 X˜12
X˜
(0)
21 X˜
(0)
22
⎞
⎠−
⎛
⎝ Y˜11 Y˜12
Y˜
(0)
21 Y˜
(0)
22
⎞
⎠
⎛
⎝ A˜ O
O B˜
⎞
⎠ = 0,
i.e. A˜X˜11 + C˜X˜(0)21 = Y˜11A˜, A˜X˜12 + C˜X˜(0)22 = Y˜12B˜, B˜X˜(0)21 = Y˜ (0)21 A˜, B˜X˜(0)22 = Y˜ (0)22 B˜.
From the above identities it follows that if we put E′ =
⎛
⎝ O O
X˜
(0)
21 X˜
(0)
22
⎞
⎠ , F ′ =
⎛
⎝ O O
Y˜
(0)
21 Y˜
(0)
22
⎞
⎠, then
(E′, F ′) ∈ K , and T (E′, F ′) = (X˜(0)21 , X˜(0)22 , Y˜ (0)21 , Y˜ (0)21 ), i.e. range(V) ⊂ range(T ). By the rank-nullity
theorem, we have range(V) = range(T ).
Let
E0 =
⎛
⎝ O O
O −Iq+q′
⎞
⎠ , F0 =
⎛
⎝ O O
O −I2p
⎞
⎠ .
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Then (E0, F0) ∈ K and T (E0, F0) = (O,−Iq+q′ ,O,−I2p). Therefore, there exists (E, F) ∈ L such that
V(E, F) = (O,−Iq+q′ ,O,−I2p). Thus, E =
⎛
⎝ X˜11 X˜12
O −Iq+q′
⎞
⎠ , F =
⎛
⎝ Y˜11 Y˜12
O −I2p
⎞
⎠ , and the condition
(E, F) ∈ L implies
V(E, F) = M˜1E − FM˜0 =
⎛
⎝ A˜ C˜
0 B˜
⎞
⎠
⎛
⎝ X˜11 X˜12
O −I
⎞
⎠−
⎛
⎝ Y˜11 Y˜12
O −I
⎞
⎠
⎛
⎝ A˜ O
O B˜
⎞
⎠ = 0,
so that, in particular, A˜X˜12 − C˜ = Y˜12B˜. From the condition (E, F) ∈ M it follows that X˜12 and Y˜12 must
have the following form
X˜12 =
⎛
⎝ X1 O
O X2
⎞
⎠ , Y˜12 =
⎛
⎝ Y O
O Y
⎞
⎠ ,
and A1X1 − YB1 = C1, A2X2 − YB2 = C2. The proof is complete. 
5. Roth’s theorem for generalized Stein equations
Wimmer [12] proved the following analogue of the first theorem of Roth for Stein equations.
Theorem 5.1. The equation
X − AXB = C
is consistent if and only if there exist invertible matrices R and S such that
S
⎡
⎣z
⎛
⎝ I O
O B
⎞
⎠+
⎛
⎝ A C
O I
⎞
⎠
⎤
⎦ R =
⎡
⎣z
⎛
⎝ I O
O B
⎞
⎠+
⎛
⎝ A O
O I
⎞
⎠
⎤
⎦ . (5.1)
Note that the condition (5.1) is equivalent to
S
⎛
⎝ I O
O B
⎞
⎠ R =
⎛
⎝ I O
O B
⎞
⎠ , S
⎛
⎝ A C
O I
⎞
⎠ R =
⎛
⎝ A O
O I
⎞
⎠ .
In this section, we prove the following analogue of the second theorem of Roth for Stein equations.
Theorem 5.2. Let A ∈ Mm,n, B ∈ Mp,q, C ∈ Mm,q. The equation
X − AYB = C (5.2)
is consistent if and only if there exist matrices S ∈ GL(m + p), R1 ∈ GL(m + q) and R2 ∈ GL(n + q) such
that
S
⎛
⎝ Im O
O B
⎞
⎠ =
⎛
⎝ Im C
O B
⎞
⎠ R1, S
⎛
⎝ A O
O Iq
⎞
⎠ =
⎛
⎝ A O
O Iq
⎞
⎠ R2. (5.3)
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Proof. The “only if” part is straightforward, since if X, Y are solutions of Eq. (5.2), then (5.3) holdswith
R1 =
⎛
⎝ Im −X
O Iq
⎞
⎠ , R2 =
⎛
⎝ In −Y
O Iq
⎞
⎠ , S =
⎛
⎝ Im −AY
O Ip
⎞
⎠ .
Suppose now that there exist invertible matrices S ∈ GL(m+ p), R1 ∈ GL(m+ q) and R2 ∈ GL(n+ q)
such that (5.3) holds. Consider the pair of mixed Sylvester equations
X − ZB = C, AY − Z = 0. (5.4)
Applying Theorem 4.1 for A1 = Im, A2 = A, B1 = B, B2 = Iq, C1 = C, C2 = O, we see that condition
(5.3) has form
S
⎛
⎝ A1 O
O B1
⎞
⎠ =
⎛
⎝ A1 C1
O B1
⎞
⎠ R1, S
⎛
⎝ A2 O
O B2
⎞
⎠ =
⎛
⎝ A2 C2
O B2
⎞
⎠ R2.
Therefore, by Theorem 5.2, there exists a solution (X, Y, Z) of (5.4), which implies that (X, Y) is a
solution of (5.2). 
An analogous argument also proves the following more general statement.
Theorem 5.3. Let A1 ∈ Mm,n, A2 ∈ Mm,n′ , B ∈ Mp,q, C ∈ Mm,q. The equation
A1X − A2YB = C
is consistent if and only if there exist matrices S ∈ GL(m+ p), R1 ∈ GL(n+ q) and R2 ∈ GL(n′ + q) such
that
S
⎛
⎝ A1 O
O B
⎞
⎠ =
⎛
⎝ A1 C1
O B
⎞
⎠ R1, S
⎛
⎝ A2 O
O Ip
⎞
⎠ =
⎛
⎝ A2 O
O Ip
⎞
⎠ R2.
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