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Introdution
Les problèmes de Cauhy faiblement bien posés sont des problèmes hyperbo-
liques pour lesquels l'existene et l'uniité d'une solution est assurée mais tels que
la solution est moins régulière que la donnée initiale. Plus préisément, il s'agit de
problèmes tels qu'il y ait une perte de régularité, au sens des espaes de Sobolev,
onstante entre la donnée initiale et la solution du problème à un instant t quel-
onque. Ils ont été introduits par Gårding [18℄ et sont évoqués brièvement dans
[15℄ et [27℄. La grande majorité des équations fondamentales issues de la physique
onduisent à un problème fortement bien posé, 'est à dire sans perte de régularité
par rapport à la donnée initiale. C'est pourquoi les problèmes faiblement bien posés
n'ont été qu'extrêmement peu étudiés jusqu'à présent.
Cependant, des problèmes faiblement bien posés sont apparus lors de l'étude des
ouhes parfaitement adaptées de Bérenger [12℄ ou ouhes PML (Perfetly Mathed
Layers). Les ouhes PML ont été réées an d'étudier la propagation d'ondes éle-
tromagnétiques en domaine non borné. C'est d'abord le mode transverse életrique
des équations de Maxwell bidimensionnelles qui a été étudié. Le prinipe de ette
méthode est d'entourer le domaine d'intérêt par une ouhe. Les équations véri-
ées dans la ouhe sont obtenues en eetuant un déoupage en deux omposantes
du hamp magnétique, es deux omposantes n'ayant pas de signiation physique,
et en introduisant un oeient d'absorption. L'intérêt de ette manipulation est
qu'entre deux ouhes, les ondes sont parfaitement transmises pour toute fréquene
et tout angle d'inidene. Il n'y a auun problème de réexion entre deux ouhes
PML. Cependant, les ouhes PML présentent un inonvénient théorique majeur [1℄ :
elles ne sont plus fortement bien posées, omme l'étaient les équations de Maxwell,
mais uniquement faiblement bien posées.
Nous allons maintenant nous intéresser à la disrétisation des équations PML.
Comme les équations de Maxwell sont disrétisées habituellement dans l'industrie
par un shéma de Yee [41℄, les équations PML issues des équations Maxwell devront
l'être naturellement aussi. L'appliation du shéma de Yee aux équations PML donne
des résultats numériques très satisfaisants. Toutefois, il a été montré [1℄ que le shéma
de Yee pour les équations PML n'est pas stable. La motivation de ette thèse est
d'expliquer pourquoi un shéma qui n'est pas stable au sens lassique peut tout de
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même être onvergent quand il est utilisé pour un problème faiblement bien posé.
La première partie de ette thèse est l'étude des shémas numériques
pour les problèmes faiblement bien posés. En eet, le problème du shéma
de Yee est que la dénition d'un shéma stable n'est pas adaptée aux problèmes
faiblement bien posés. Nous allons don reprendre la théorie de la disrétisation par
diérenes nies des problèmes fortement bien posés pour l'adapter aux problèmes
faiblement bien posés.
La théorie des shémas numériques pour les problèmes fortement bien posés est
assez anienne et elle a été étudiée par de nombreux auteurs [37℄, [29℄ et reprise
dans [19℄, [38℄. Le résultat fondamental dans ette théorie est le théorème de Lax-
Rihtmyer qui donne une ondition néessaire et susante de onvergene pour un
shéma numérique. De plus, la onvergene peut être préisée grâe au taux de
onvergene. Le taux de onvergene se mesure sur l'erreur entre la solution exate
du problème de Cauhy et la solution disrète obtenue par un shéma. Cette erreur
diminue lorsque les pas d'espae et de temps diminuent et ette diminution est,
asymptotiquement, polynomiale. Le taux de onvergene est le degré du polynme
en les pas d'espae et de temps qui majore l'erreur. Un autre résultat fondamental
de la théorie de la disrétisation des problèmes fortement bien posés est que, pour
une donnée initiale susamment régulière, le taux de onvergene est égal à l'ordre
de onvergene du shéma, donné par l'erreur de tronature. De nombreux shémas
ont pu être étudiés grâe à ette théorie, les plus lassiques étant le shéma déentré
qui est d'ordre 1, le shéma de Lax-Wendro qui est d'ordre 2, le shéma de Crank-
Niolson qui est aussi d'ordre 2 mais est impliite et le shéma saute-mouton,d'ordre
2, qui est à deux pas en temps.
Le but de ette thèse est d'étendre les résultats onnus dans le as des problèmes
fortement bien posés aux problèmes faiblement bien posés. Nous ommenerons don
par donner des nouvelles dénitions qui vont être adaptées aux problèmes faiblement
bien posés. En eet, la perte de régularité par rapport à la donnée initiale qui
apparaît dans le problème ontinu doit aussi apparaître dans le problème disret.
Nous allons don dénir une nouvelle notion de stabilité que nous appellerons la
stabilité faible et qui autorisera une perte de régularité de la solution disrète par
rapport à la donnée initiale du shéma. Nous ferons de même pour les notions de
onvergene et de onsistane.
Grâe à es dénitions qui sont bien adaptées aux problèmes faiblement bien
posés, nous étendrons le théorème de Lax-Rihtmyer. Le résultat démontré a une
struture identique au as fortement bien posé, à savoir : une ondition susante de
onvergene est que le shéma soit stable et onsistant et une ondition néessaire de
onvergene est que le shéma soit stable. Toutefois, dans le as des problèmes fai-
blement bien posés, nous allons devoir relier entre elles toute les pertes de régularité
intervenant dans les diérentes dénitions.
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Nous nous intéresserons ensuite au as partiulier des shémas à oeients
onstants. Nous donnerons alors une interprétation matriielle des diérentes notions
introduites. Nous prouverons en partiulier que la ondition néessaire mais non
susante de stabilité portant sur les valeurs propres de la matrie d'ampliation
du shéma est en fait une ondition néessaire et susante de stabilité faible. Puis,
nous donnerons une minoration du taux de onvergene simple à aluler qui aura
pour onséquene fondamentale de montrer que, même pour un problème faiblement
bien posé, pour une donnée initiale susamment régulière, le taux de onvergene
est égal à l'ordre de onvergene. Nous verrons que, toutefois, la donnée initiale doit
être plus régulière que dans le as d'un problème fortement bien posé.
Nous nous intéresserons alors au alul d'un taux de onvergene optimal, 'est-
à-dire, tel que le taux de onvergene observé numériquement ne soit pas seulement
minoré par le taux de onvergene théorique mais en soit prohe. Cette étude est
beauoup plus diile que pour les problèmes fortement bien posés. La diulté
provient du fait que la perte de régularité est onstante. En eet, si la perte de
régularité à l'instant t est de q1, la perte de régularité à l'instant 2t est aussi de q1,
don le raisonnement qui onduit à manipuler la solution à l'instant t pour ensuite
passer à l'instant 2t peut onduire à une perte de régularité 2q1. Les démonstrations
utilisant e type de raisonnement vont don donner des résultats non optimaux. De
plus, les équations salaires ne peuvent être faiblement bien posées, nous n'étudierons
don dans ette thèse que des problèmes matriiels e qui va poser des problèmes
de non ommutativité. Nous avons résolu es problèmes dans le as de problèmes
de Cauhy étudiés sur la droite réelle. Notre étude est basée sur la théorie des
perturbations et les développements en série de Puiseux [24℄ et elle onerne une
lasse partiulière de shémas que nous avons dénie. Cette étude onduit au alul
d'un taux de onvergene optimal. La majorité des shémas lassiques est dans ette
lasse, à ondition de bien dénir la disrétisation du terme d'ordre 0. Nous avons
étudié plus partiulièrement es shémas d'un point de vue théorique et numérique.
Le seul shéma qui néessite un traitement partiulier et plus poussé est le shéma
déentré.
Cette première partie onduit don à une théorie pour la disrétisation des pro-
blèmes faiblement bien posés qui est validée numériquement en onsidérant des
shémas lassiques.
La seonde partie de ette thèse est l'étude de la stabilité des PML. En
eet, les ouhes PML, qui étaient initialement destinées aux équations de Maxwell
ont été étendues à d'autres équations omme les équations d'Euler par exemple [21℄.
De plus, de nombreuses études numériques ont été eetuées et es études ont relevé
deux types d'instabilité. Le premier type est une instabilité à temps long, qui a été
observée dans [4℄ et le seond, observé dans [9℄, est une instabilité qui s'installe plus
rapidement dans la ouhe PML. L'observation de es instabilités se traduit par une
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roissane anormale en temps de la solution. Le premier type d'instabilité orrespond
à une roissane polynomiale en temps. En eet, les problèmes PML ne sont que
faiblement bien posés don, omme nous l'avons dit préédemment, il y a une perte
de régularité par rapport à la donnée initiale. Toutefois ette perte de régularité
est toujours assoiée à une roissane polynomiale en temps, son degré étant égal
à la perte de régularité. Or, ela n'est pas le as pour les problèmes fortement bien
posés, d'où l'observation de ette roissane anormale dans la ouhe. Le seond type
d'instabilité, qui apparaît plus rapidement, est dû à une roissane exponentielle en
temps. En eet, alors que les équations onsidérées initialement étaient homogènes,
les équations PML ne le sont plus ar l'introdution de l'absorption donne un terme
d'ordre 0 non nul. Or, pour un problème ave terme d'ordre 0, qu'il soit faiblement
ou fortement bien posé, il peut y avoir une roissane exponentielle en temps. Cette
roissane qui va apparaître pour ertains problèmes PML n'est pas en aord ave
les équations étudiées initialement.
De nombreuses solutions ont été proposées pour remédier à e type d'instabilités.
Les premiers résultats [2℄, [20℄ sont une modiation des équations PML qui rend
le problème fortement bien posé. L'inonvénient de es méthodes est la perte du
aratère parfaitement adapté des ouhes. D'autres méthodes ont alors été propo-
sées [3℄, [34℄ mais elles ne prennent pas en ompte le seond type de stabilité. Enn,
plus réemment, les deux types de stabilité ont été traités dans [22℄ et [11℄. Notre
but dans ette thèse est d'étudier les équations proposées initialement par Bérenger
et d'expliquer pourquoi, malgré tous les problèmes théoriques, les résultats numé-
riques demeurent satisfaisants. Nous ne nous intéresserons don pas aux nouvelles
formulations PML qui sont fortement bien posées et stables.
Nous ommenerons par donner des estimations d'énergie pour les équations
PML de Maxwell. Des estimations avaient déjà été obtenues dans [32℄. Nous al-
lons reprendre et étendre es résultats. Nous donnerons, dans le hapitre 7, deux
méthodes de démonstration rigoureuses pour e type d'estimation. L'une est basée
sur une approximation par semi-disrétisation des équations, l'autre sur l'étude du
symbole. Elle permet de traiter le as d'une absorption dans les deux diretions et a
l'avantage de se généraliser simplement au as des équations de Maxwell tridimen-
sionnelles. De plus, une version disrète de ette méthode va s'appliquer au shéma
de Yee. Une onséquene des estimations d'énergie obtenues pour le shéma de Yee
est la preuve de sa stabilité faible. Grâe aux résultats de la première partie de
ette thèse nous serons don en mesure de justier les observations numériques de
Bérenger, à savoir que, même si le shéma de Yee est instable au sens lassique, il
est onvergent. De plus, nous minorerons le taux de onvergene du shéma.
Dans le dernier hapitre de ette thèse, nous nous intéresserons à la stabilité des
PML au sens déni par [9℄, 'est-à-dire savoir si la roissane en temps de la solution
est polynomiale ou exponentielle. Une ondition néessaire de stabilité a été donnée
par Hu dans [22℄ puis démontrée rigoureusement par Béahe et al dans [9℄. Cette
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ondition porte sur la diretion de la vitesse de phase et de la vitesse de groupe.
Nous utilisons l'approximation WKB de l'optique géométrique an d'obtenir une
ondition néessaire de stabilité plus générale. En eet, ette ondition s'appliquera
aux équations de Maxwell tridimensionnelles qui étaient exlues auparavant et sera
valable pour un oeient d'absorption dans les deux diretions et qui pourra être
variable. Nous appliquerons e résultat aux équations de Maxwell et d'Euler.
La seonde partie de ette thèse n'est don pas uniquement une appliation de la
première partie qui onernait les shémas numériques. Elle ontient des estimations
d'énergie plus préises que elles néessaires pour le alul de la perte de régularité
des problèmes ontinus et disrets. En eet, nous montrons des estimations sans
perte de régularité mais uniquement pour une ertaine norme. De plus, nous nous
intéressons aussi au omportement asymptotique en temps des équations PML.
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Première partie
Shémas pour les problèmes
faiblement bien posés
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Chapitre 1
Le problème de Cauhy
Dans e hapitre, nous allons donner des résultats généraux sur les problèmes
fortement et faiblement bien posés. En utilisant la théorie des perturbations, nous
établirons une nouvelle aratérisation des problèmes faiblement bien posés dans le
as de la dimension 1. Nous étudierons alors quelques exemples, en partiulier, nous
étudierons le as des équations PML sans terme d'absorption.
Lorsque ela n'est pas préisé, la norme par défaut ‖.‖ sera la norme eulidienne
‖.‖2.
1.1 Caratérisation des problèmes faiblement bien
posés
Nous onsidérons le problème de Cauhy général, sous la forme :{
∂tU = P (t, x, ∂x)U,
U(0, .) = U0,
(1.1)
ave t > 0, x ∈ Rd, U ∈ RN .
Dénition 1.1 Le problème de Cauhy est faiblement bien posé s'il existe q1 > 0,
K > 0, α ∈ R tels que pour toute donnée initiale U0 ∈ Hq(Rd) ave q ≥ q1, le
problème a une unique solution U ∈ C0(R+, Hq−q1(Rd)), vériant, ∀t ≥ 0 :
‖U(t, .)‖Hq−q1 (Rd) ≤ Keαt‖U0‖Hq(Rd).
Si q1 est le plus petit entier vériant ette propriété, on dit alors que le problème de
Cauhy est faiblement bien posé de défaut q1.
Dans le as où q1 = 0 le problème est dit fortement bien posé.
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Un problème faiblement bien posé orrespond don au as où l'on observe une
perte de régularité par rapport à la donnée initiale mais où la norme L2 de la solution
est quand même ontrlée par une ertaine norme de la donnée initiale. Cette notion
à été introduite par Gårding dans [18℄.
Les problèmes fortement bien posés à oeients onstants ont été beauoup
étudiés notament dans [27℄ et [26℄. Nous présentons ii les résultats prinipaux de
ette étude.
On onsidère ii que P (∂x) =
∑d
j=1Aj∂xj + B où Aj, B ∈MN(R).
1.1.1 Quelques résultats importants sur les problèmes forte-
ment bien posés
Le prinipe de ette théorie est de se ramener, grâe à un passage à la transformée
de Fourier, à une étude matriielle du symbole qui est déni par :
P (iξ) =
d∑
j=1
iξjAj +B.
En eet, en variables de Fourier, le problème de Cauhy devient :{
∂tÛ(t, ξ) = P (iξ)Û(t, ξ),
Û(0, ξ) = Û0.
La transformée de Fourier de la solution est don :
Û(t, ξ) = exp(tP (iξ))Û0(ξ).
Nous avons alors la aratérisation suivante des problèmes fortement bien posés :
Théorème 1.1 Le problème (1.1) est fortement bien posé si et seulement si :
∃K > 0, ∃α ∈ R, ∀t > 0, ∀ξ ∈ Rd, ‖ exp(tP (iξ))‖ ≤ Keαt
Dans le as des problèmes fortement bien posés, l'étude du symbole prinipal :
P0(iξ) =
∑s
j=1 iξjAj est primordiale. En eet, nous avons le résultat suivant qui est
une onséquene du théorème matriiel de Kreiss [27℄ :
Théorème 1.2 Le problème de Cauhy (1.1) est fortement bien posé si et seulement
si le problème ∂tU = P0(∂x)U l'est aussi.
Dans le as des problèmes fortement bien posés, nous pouvons don toujours
onsidérer des problèmes homogènes, 'est à dire, où B = 0. Nous avons alors la
aratérisation suivante :
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Théorème 1.3 Le problème (1.1) est fortement bien posé si et seulement si les deux
onditions suivantes sont vériées :
1. Pour tout ξ ∈ Rd, ‖ξ‖ = 1, les valeurs propres de P0(iξ) sont imaginaires
pures.
2. Il existe une onstante C, telle que pour tout ξ ∈ Rd, ‖ξ‖ = 1, il existe une
matrie inversible S(ξ) vériant :
‖S(ξ)‖+ ‖S−1(ξ)‖ ≤ C,
et telle que la matrie S(ξ)−1P0(iξ)S(ξ) est diagonale.
Les as partiuliers suivants sont fortement bien posés :
Proposition 1.1 1. Si ∀j ∈ {1, . . . , d}, Aj = A∗j , le problème de Cauhy est dit
symétrique hyperbolique.
Un problème symétrique hyperbolique est fortement bien posé.
2. Si ∀ξ ∈ Rd \ {0}, les valeurs propres de P0(iξ) sont imaginaires pures et
distintes, le problème de Cauhy est dit stritement hyperbolique.
Un problème stritement hyperbolique est fortement bien posé.
1.1.2 Etude des problèmes faiblement bien posés
Contrairement au as fortement bien posé, l'étude du aratère faiblement bien
posé ne peut pas se faire sur le symbole prinipal. En eet, il existe toujours une
perturbation d'ordre 0 qui rend le problème mal posé 'est à dire tel que la norme
du symbole ‖ exp(tP (iξ))‖ roît plus vite que tout polynme en ‖ξ‖ (voir [27℄).
Toutefois, la aratérisation matriielle sur le symbole reste valable :
Proposition 1.2 Le problème (1.1) est faiblement bien posé de défaut q1 si et seule-
ment si :
∃K > 0, ∃α ∈ R, ∀t > 0, ∀ξ ∈ Rd, ‖ exp(tP (iξ))‖ ≤ Keαt(1 + ‖ξ‖)q1.
De plus, on a la aratérisation suivante qui donne une borne supérieure sur le
défaut mais qui ne permet pas de le aluler :
Proposition 1.3 Le problème (1.1) est faiblement bien posé si et seulement si il
existe α > 0 tel que pour tout ξ, les valeurs propres λ(ξ) de P (iξ) vérient :
Re (λ(ξ)) ≤ α.
De plus, le défaut est majoré par N − 1.
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Preuve : Nous reprenons ii la preuve de Kreiss [26℄.
• Supposons le problème faiblement bien posé. Soit λ(ξ) une valeur propre
de P (iξ). Soit X(ξ) un veteur propre qui lui est assoié. Alors Û(t, ξ) =
eλ(ξ)tX(ξ) est la solution du problème dont la transformée de Fourier de la
ondition initiale est X(ξ). Puisque le problème est faiblement bien posé :
‖Û(t, ξ)‖ ≤ Keαt(1 + ‖ξ‖)q1‖X(ξ)‖. Ainsi, eRe (λ(ξ))t ≤ Keαt(1 + ‖ξ‖)q1, d'où
la onlusion en faisant tendre t vers +∞.
• Supposons la partie réelle des valeurs propres du symbole majorée. Nous ef-
fetuons la déomposition de Shur de P (iξ) [28℄ :
S∗(ξ)P (iξ)S(ξ) =

λ1(ξ) a12(ξ) . . . a1,N(ξ)
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. aN−1,N(ξ)
0 . . . 0 λN(ξ)
 = T (ξ) = D(ξ) +B(ξ),
ave S(ξ) unitaire, D(ξ) la partie diagonale de T (ξ) et B(ξ) la partie triangu-
laire supérieure de T (ξ). Nous supposons, quitte à eetuer une permutation,
que les valeurs propres sont numérotées de telle sorte que, pour ξ xé :
Re (λ1(ξ)) ≥ · · · ≥ Re (λN(ξ)).
Soit V̂ (t, ξ) = exp(−tD(ξ))S∗(ξ)Û(t, ξ). Alors, V̂ vérie l'équation : ∂tV̂ (t, ξ) =
exp(−tD(ξ))B(ξ) exp(tD(ξ))V̂ (t, ξ), ave :
(exp(−tD(ξ))B(ξ) exp(tD(ξ)))m,n =
{
am,ne
(λn(ξ)−λm(ξ))t
si m < n
0 sinon.
De plus, nous avons ‖P (iξ)‖ = ‖T (ξ)‖ = O(ξ) don, pour m < n, am,n(ξ) =
O(ξ). Ainsi, d'après l'ordre hoisi sur les valeurs propres, am,n(ξ)e
(λn(ξ)−λm(ξ))t =
O(ξ). Nous obtenons alors, en résolvant le système triangulaire préédent :
‖V̂ (t, ξ)‖ ≤ K(1 + ‖ξ‖)N−1(1 + t)N−1‖V̂ (0, ξ)‖.
Or ‖Û(t, ξ)‖ = ‖ exp(tD(ξ))V̂ (t, ξ)‖ ≤ eαt‖V̂ (t, ξ)‖, don :
‖Û(t, ξ)‖ ≤ Keαt(1 + ‖ξ‖)N−1(1 + t)N−1‖Û0(ξ)‖.
Ce qui prouve que le problème est faiblement bien posé de défaut majoré par
N − 1.
Corollaire 1.1 Une ondition néessaire pour qu'un problème soit faiblement bien
posé est que les valeurs propres des matries Aj, j ∈ {1, . . . , d} soient réelles.
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Preuve : Supposons le problème faiblement bien posé. Soit j ∈ {1, . . . , d}, mon-
trons, que les valeurs propres de Aj sont réelles. Soit µ0 une valeur propre de Aj .
Par ontinuité des valeurs propres, il existe µ(τ) valeur propre de A − iτB telle
que limτ→0 µ(τ) = µ0. Considérons le veteur ξ dont la jème omposante est 1τ et les
autres omposantes sont nulles. Alors P (iξ) = i
τ
Aj+B =
i
τ
(A−iτB) et λ(ξ) = i
τ
µ(τ)
est une valeur propre de P (iξ). Don, omme le problème est faiblement bien posé,
Re ( i
τ
µ(τ)) ≤ α. Don − 1
τ
Imµ(τ) ≤ α. En faisant tendre τ vers zéro par valeurs
positives puis par valeurs négatives, nous obtenons Im (µ0) = 0 e qui est bien le
résultat voulu.
Remarque 1.1 Cependant, ette ondition n'est pas susante. En eet, en di-
mension 1, si A =
(
1 1
0 1
)
et B =
(
0 0
1 0
)
, les valeurs propres de iξA + B
sont iξ ± √iξ qui ne sont pas de partie réelle majorée don le problème n'est pas
faiblement bien posé.
Les résultats préédents sont des résultats lassiques exposé dans [27℄.
Le orollaire suivant, est dû à Rauh et Taylor [40℄. Il permet de se ramener à
un problème sans perte de régularité.
Corollaire 1.2 Supposons le problème faiblement bien posé. Alors, pour tout ξ ∈
Rd, il existeM(ξ) ∈MN(C) mesurable et inversible telle que si Wˆ (t, ξ) = M(ξ)Uˆ(t, ξ),
on a :
∃K > 0, ∀s ∈ R, ∀t > 0 ‖W (t, .)‖Hs ≤ K(1 + t)N−1‖W 0‖Hs .
Preuve : Nous utilisons les notations de la preuve de la proposition préédente.
Nous onsidérons R(ξ) = diag(1, 1 + ‖ξ‖, . . . , (1 + ‖ξ‖)N−1) et nous posons M(ξ) =
R(ξ) exp(−tD(ξ))S∗(ξ). Alors, l'équation vériée par Ŵ est :
∂tŴ (t, ξ) = R(ξ) exp(−tD(ξ))B(ξ) exp(tD(ξ))R−1(ξ)Ŵ (t, ξ),
ave :
(R(ξ) exp(−tD(ξ))B(ξ) exp(tD(ξ))R−1(ξ))m,n
=
{
am,ne
(λn(ξ)−λm(ξ))t(1 + ‖ξ‖)m−n si m < n
0 sinon.
Or, omme la matrie est stritement triangulaire supérieure, m − n ≤ −1, don
am,n(ξ)e
(λn(ξ)−λm(ξ))t(1 + ‖ξ‖)m−n = O(1). En résolvant l'équation, nous trouvons :
‖Ŵ (t, ξ)‖ ≤ K(1 + t)N−1‖Ŵ (0, ξ)‖,
e qui donne la onlusion.
Ce orollaire signie que, pour une ertaine norme, les problèmes faiblement bien
posés sont fortement bien posés.
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1.2 Rappels sur le développement en séries de Pui-
seux
Nous allons donner, dans e paragraphe, les résultats sur le développement des
fontions en séries de Puiseux qui seront utiles pour le paragraphe suivant mais
aussi pour le alul de taux de onvergene optimal pour une lasse partiulière de
shémas.
Tous les résultats ités sont extraits du livre de Kato [24℄.
Nous onsidérons ii une matrie arrée T , que nous allons perturber linéaire-
ment. Nous notons T ′ la perturbation. La matrie étudiée est alors :
T (x) = T + xT ′,
ave x ∈ D0 ⊂ C, où D0 est un ouvert ontenant 0.
Remarque 1.2 Les résultats présentés par Kato sont, en fait, valables pour des
perturbations analytiques. Nous ne les appliquerons ii que pour des perturbations
linéaires.
Nous nous intéresserons ii à l'étude des valeurs propres et de la déomposition
de Dunford de la matrie T (x) en fontion de la matrie T .
Proposition 1.4
• Il existe Dex ⊂ D0, et s ∈ N∗ tels que pour tout x ∈ D0 \ Dex, le nombre de
valeurs propres distintes de T (x) est égal à s.
• Dex est ni.
Dénition 1.2 Les éléments de Dex sont appelés des points exeptionnels.
Dans le as des points qui ne sont pas exeptionnels, l'étude des valeurs propres
ne néessite pas de développement en série de Puiseux.
Théorème 1.4 Si D est un sous-ensemble simplement onnexe de D0 ne ontenant
pas de point exeptionnel, alors les valeurs propres distintes de T (x), x ∈ D peuvent
se mettre sous la forme de fontions λ1(x), . . . λs(x) holomorphes sur D.
Nous allons maintenant étudier le as d'un domaine ontenant un point exep-
tionnel. Pour simplier les notations, nous supposerons que x = 0 est un point
exeptionnel, x ∈ Dex , et nous onsidérons un disque D entré en 0 tel que D \ {0}
ne ontienne pas de point exeptionnel. Dans e as, les séries de Puiseux vont
remplaer les séries entières.
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Théorème 1.5 Nous pouvons numéroter les s valeurs propres distintes de T (x),
pour x ∈ D \ {0} de la manière suivante : (λmk (x)){0≤k≤pm−1,1≤m≤m0}, ave m0 ∈ N∗
et pm ∈ N∗ et tel que pour j ∈ N∗ et m ∈ {1, . . . , m0}, il existe des oeients
αj,m ∈ C, tels que λmk (x) admette le développement en série de Puiseux suivant :
λmk (x) = λm +
+∞∑
j=1
αj,me
2ikjpi/pmxj/pm,
où λm est une valeur propre de T .
Remarque 1.3 La valeur de pm est toujours inférieure à la multipliité de λm
omme valeur propre de T . De plus, quitte à remplaer pm par ppcm(pm, 1 ≤ m ≤
m0) et à introduire des termes nuls dans le développement en série de Puiseux, nous
pouvons onsidérer que pm = p est indépendant de l'indie m.
Ce résultat est une appliation de la théorie des fontions algébriques, exposée
dans [25℄, dans le as partiulier où le polynme étudié est un polynme aratéris-
tique.
Nous allons maintenant étudier le omportement de la déomposition de Dun-
ford, 'est à dire la déomposition en somme d'une matrie diagonalisable et d'une
matrie nilpotente qui ommutent. Nous nous intéressons à ette déomposition ar
elle permet de aluler aisément les exponentielles de matries. En eet, si nous
onsidérons la déomposition de Dunford de T (x) : T (x) = N(x) + D(x) où N(x)
est nilpotente d'indie k, D(x) est diagonalisable et N(x) et D(x) ommutent, alors :
exp(T (x)) = exp(D(x)) exp(N(x)) = exp(D(x))
k−1∑
j=0
1
j!
N(x)j .
Nous allons ommener par exprimer les parties diagonalisables et nilpotentes de la
déomposition de Dunford en fontion des valeurs propres et des projetions sur les
sous espaes-aratéristiques.
Posons I = {(m, k), 1 ≤ m ≤ m0, 0 ≤ k ≤ pm − 1}. Pour (m, k) ∈ I, nous
notons Mmk (x), le sous espae-aratéristique de T (x) pour la valeur propre λ
m
k (x).
Nous avons alors, pour x /∈ Dex :
CN =
⊕
(m,k)∈I
Mmk (x).
Si Pmk (x) désigne la projetion sur M
m
k (x) orrespondant à ette déomposition,
alors, nous avons :
N(x) =
∑
(m,k)∈I
(T (x)− λmk (x))Pmk (x) et D(x) =
∑
(m,k)∈I
λmk (x)P
m
k (x).
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Pour développer les parties nilpotentes et diagonalisables, il sut don de déve-
lopper les projetions sur les sous-espaes aratéristiques. Pour ela, nous pouvons
utiliser le théorème suivant [24℄ :
Théorème 1.6 Les notations sont les mêmes que dans le théorème 1.5.
Il existe un voisinage de 0, un entier r ∈ N et une suite de matries Aj,m ∈ MN(C)
tels que, pour tout (m, k) ∈ I, on ait :
Pmk (x) =
∞∑
j=−r
Aj,me
2ipijk/pmxj/pm .
Remarque 1.4 Contrairement aux valeurs propres, les projetions sur les sous-
espaes aratéristiques ne sont pas, en général, analytiques mais seulement méro-
morphes.
En ombinant les deux derniers théorèmes, nous voyons que les deux parties de
la déomposition de Dunford sont développables en série de Puiseux au voisinage
d'un point exeptionnel.
Remarque 1.5 Ces résultats ne se généralisent pas, a priori, à des perturbations
dans Cn ave n ≥ 2. La théorie des perturbations pour des opérateurs dépendant de
plusieurs variables omplexes a été traitée dans [8℄. Une diérene notable entre la
dimension n > 1 et la dimension 1 est que l'ensemble des points exeptionnels est
une variété analytique de dimension stritement inférieure à n. Nous ne pouvons
don plus onstruire de voisinage de point exeptionnel ne ontenant pas d'autres
points exeptionnels.
1.3 Caratérisation dans le as unidimensionnel
Nous étudions dans ette partie le as où d = 1 et alors P (iξ) = iξA + B.
Nous donnons, dans e as partiulier une nouvelle aratérisation des problèmes
faiblement bien posés portant sur les valeurs propres, qui sera utile pour étudier la
stabilité des shémas numériques. Ii, la théorie des singularités de Kato permet de
préiser les valeurs propres. Nous noterons σ(P ) le spetre de P .
Proposition 1.5 Une ondition néessaire et susante pour que le problème soit
faiblement bien posé est que les deux propriétés suivantes soient vériées :
(i) les valeurs propres de A sont réelles,
(ii) il existe C > 0 tel que ∀z ∈ C, |z| > C, ∀λ(z) ∈ σ(P (z)), λ(z) issue de la
branhe λ0 ∈ σ(A), il existe une fontion f bornée sur |z| > C telle que :
λ(z) = λ0z + f(z).
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Preuve :
• Supposons les propriétés (i) et (ii) vériées. Alors, en appliquant (ii) à z = iξ,
nous avons :
∀ξ ∈ R, |ξ| > C, ∀λ(ξ) ∈ σ(P (iξ))Re (λ(ξ)) ≤ Im (λ0)ξ + ‖f‖∞.
Et omme, d'après (i) λ0 est réel, alors Re (λ(ξ)) est majoré pour |ξ| > C.
Comme sur le ompat |ξ| ≥ C, Re (λ(ξ)) est majoré par ontinuité, le pro-
blème est faiblement bien posé.
• Supposons le problème faiblement bien posé. Alors :
∃α ∈ R, ∀ξ ∈ R, ∀λ(ξ) ∈ σ(P (iξ)), Re (λ(ξ)) ≤ α.
Soit µ(τ) une valeur propre de A + τB. Nous eetuons le développement de
µ(τ) en série de Puiseux au voisinage de τ = 0. Nous supposons que µ(0) =
λ0 ∈ σ(A). nous savons alors, d'après [24℄ et d'après le théorème 1.5, qu'il
existe c > 0 et p ∈ N∗, tels que si |τ | ≤ c :
µ(τ) = λ0 +
+∞∑
k=1
αkω
khτk/p
où ω = exp
(
2pii
p
)
, h ∈ {0, . . . , p− 1}.
Si τ = 0 n'est pas un point exeptionnel, la relation préédente est vraie ave
p = 1 et (ii) est vériée. Nous onsidérerons don désormais que τ = 0 est un
point exeptionnel.
Alors, en prenant z = 1
τ
, si |z| > 1
c
, nous avons :
λ(z) = λ0z +
p−1∑
k=1
αkω
khz1−k/p +
+∞∑
k=p
αkω
khz1−k/p.
Si z = iξ = |ξ| exp (±ipi
2
)
, alors :
Re (λ(iξ)) =
p−1∑
k=1
Re (αkω
kh exp(±ipi/2(1− k/p))|ξ|1−k/p
+
+∞∑
k=p
Re (αkω
kh exp(±ipi/2(1− k/p))|ξ|1−k/p.
Comme la deuxième somme est bornée pour |τ | ≤ c, et que Re (λ(iξ)) ≤ α
et ei doit être vrai pour toutes les branhes, 'est-à-dire pour tous les h ∈
{0, . . . , p− 1}, nous devons don avoir :
Re (αkω
kh exp(±ipi/2(1− k/p)) ≤ 0, ∀h ∈ {0, . . . , p− 1}, ∀k ∈ {1, . . . , p− 1}.
23
Cei implique alors que ∀k ∈ {1, . . . , p− 1}, αk = 0.
Don :
λ(z) = λ0z +
+∞∑
k=p
αkω
khz1−k/p, (1.2)
d'où la onlusion.
Remarque 1.6 Une formulation équivalente de (ii) est que les valeurs propres de
µ(τ) de A + τB sont dérivables en 0.
Corollaire 1.3 Si ∂tU = A∂xU + BU est faiblement bien posé, alors ∀s ∈ R,
∀µ ∈ R∗, ∂tU = A∂xU + µ(B + sA)U est faiblement bien posé.
Preuve :
• Si µ = 1 :
Le symbole assoié à ∂tU = A∂xU + µ(B + sA)U est (iξ + s)A + B. Nous
prenons z = iξ + s dans le lemme préédent, alors si λ(ξ) ∈ σ((iξ + s)A+B),
λ(ξ) = λ0(iξ + s) + f(iξ + s),
où f est bornée. Ainsi Re (λ(ξ)) ≤ λ0s− α et le problème est faiblement bien
posé.
• Si µ 6= 1 :
Il sut de remplaer ξ par ξ/µ et t par t/µ pour avoir la onlusion.
1.4 Exemples
Dans ette partie nous étudierons quelques exemples. Les exemples hoisis seront
ou bien issus de la physique ou bien purement théoriques.
1.4.1 En dimension 1
Ii nous allons étudier le as où P (iξ) = iξA + B ∈ M2(C) ou M3(C). Ces
exemples sont eux qui vont être étudiés dans les résultats numériques. Nous onsi-
dérerons toujours, quitte à eetuer un hangement de base, que A est sous forme
de Jordan.
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Problèmes homogènes
Le as d'un problème homogène, 'est-à-dire, le as où B = 0 est très simple à
traiter. En eet, le simple alul de l'exponentielle d'une matrie de Jordan permet
de montrer le résultat suivant :
Proposition 1.6 Le problème de Cauhy ∂tU = A∂xU est faiblement bien posé de
défaut q1 = J − 1 où J désigne la taille maximale des blos de Jordan de A.
Matries de taille 2
Le as où A est diagonalisable onduisant à un problème fortement bien posé, le
seul as intéressant est le as où :
A =
(
λ 1
0 λ
)
.
Proposition 1.7 Le problème de Cauhy ∂tU = A∂xU + BU est faiblement bien
posé si et seulement si b2,1 = 0. Dans e as, le défaut est 1.
Preuve : Le symbole est :
P (iξ) =
(
iξλ+ b1,1 iξ + b1,2
b2,1 iξλ+ b2,2
)
La partie réelle de ses valeurs propres vaut :
b1,1 + b2,2 ±X
2
,
ave :
X2 =
1
2
(
(b1,1 − b2,2)2 + 4b1,2b2,1 +
√
[(b1,1 − b2,2)2 + 4b1,2b2,1]2 + 16b22,1ξ2
)
.
Or le problème est faiblement bien posé si et seulement si la partie réelle des valeurs
propres du symbole est majorée don si et seulement si X2 est borné e qui n'est le
as que lorsque b2,1 = 0.
Don le problème est faiblement bien posé si et seulement si b2,1 = 0.
De plus, on a, lorsque b2,1 = 0 :
exp(Pt) =
(
et(b1,1+iξλ) (iξ + b1,2)
et(b2,2+iξλ)−et(b1,1+iξλ)
b1,1−b2,2
0 et(iξλ+b2,2)
)
,
(en prolongeant par ontinuité quand b1,1 = b2,2). Don :
‖ exp(Pt)‖ ≤ Cetmin (b1,1,b2,2)(1 + |ξ|).
Ainsi, le défaut vaut 1.
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Matries de taille 3
Pour ette étude, nous utilisons la proposition 1.5 et nous alulons le début des
développements en séries de Puiseux en utilisant Maple.
Proposition 1.8
1. Cas A =
 λ 1 00 λ 1
0 0 λ

:
Le problème est faiblement bien posé si et seulement si une des deux onditions
suivantes est vériée :
• B3,1 = 0, B3,2 +B2,1 = 0 et B1,1 = B3,3
• B3,1 = B3,2 = B2,1 = 0
Dans e as, le défaut est q1 = 2.
2. Cas A =
 λ1 1 00 λ1 0
0 0 λ2

ave λ1 6= λ2 :
Le problème est faiblement bien posé si et seulement si B2,1 = 0.
Dans e as, le défaut est q1 = 1.
3. Cas A =
 λ 1 00 λ 0
0 0 λ

:
Le problème est faiblement bien posé si et seulement si B2,1 = 0 et B3,1B2,3 = 0.
Dans e as, le défaut est q1 = 1.
Preuve :
• Nous ommençons par étudier le aratère faiblement bien posé.
Nous alulons le développement en série de Puiseux des valeurs propres de
iA+ τB. Nous savons qu'il existe p ∈ {1, 2, 3} tel que µ(τ 1/p) soit analytique.
Il existe don j tel que les valeurs propres µ(t) de iA + tjB sont analytiques
au voisinage de 0 et admettent don le développement suivant :
µ(t) =
+∞∑
n=0
αnt
n
Nous avons alors :
λ(ξ) =
+∞∑
n=0
αnξ
1−n/j
et, d'après la aratérisation prouvée dans la proposition 1.5 le problème est
faiblement bien posé si et seulement si Re (α1) = Re (α2) = · · · = Re (αj−1) =
0.
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Pour aluler es premiers oeients, en utilisant Maple, nous alulons
QN(t) = det(iA+ t
jB−∑Nn=0 αntn) où N est bien hoisi, et nous annulons les
oeients polynomiaux en t.
1. Pour le premier as, nous prenons j = 6 ar dans e as, nous n'avons
auune indiation sur la valeur de p ∈ {1, 2, 3}. En prenant le plus petit
multiple ommun de es trois valeurs, on aura bien une fontion ana-
lytique mais nous aurons rajouté ertains oeients nuls. Nous avons
alors :
• pour N = 0, le oeient d'ordre 0 de Q0 est : (α0 − iλ)3.
Nous prenons don pour la suite α0 = iλ.
• pour N = 1, les oeients d'ordre 0, 1 et 2 sont nuls et le oeient
d'ordre 3 de Q1 est : α
3
1.
Nous prenons don pour la suite α1 = 0.
• pour N = 2, les oeients d'ordre 0 à 5 sont nuls et le oeient
d'ordre 6 de Q2 est : −α32 −B3,1.
Nous prenons don pour la suite α2 = B3,1 = 0.
• pour N = 3, les oeients d'ordre 0 à 8 sont nuls et le oeient
d'ordre 9 de Q3 est :−α3(α23 − i(B3,2 +B2,1).
Nous prenons don pour la suite α3 = B3,2 +B2,1 = 0.
• pour N = 4, les oeients d'ordre 0 à 11 sont nuls et le oeient
d'ordre 12 de Q4 est :−α34 − iB2,1(B3,3 − B1,1).
Nous avons don deux as à étudier : α4 = B2,1 = 0 ou (α4 = 0 et
B3,3 = B1,1).
• pour N = 5, dans les deux as, les oeients d'ordre 0 à 14 sont nuls
et le oeient d'ordre 15 de Q5 est :−α35.
Don α5 = 0.
2. Pour le deuxième as, nous prenons j = 2 ar dans e as, omme A n'a
pas de valeur propre de multipliité 3, alors p = 1 ou 2. Nous eetuons
le même raisonnement que préédemment :
• pour N = 0, le oeient d'ordre 0 de Q0 est : (α0 − iλ1)2(α0 − iλ2).
Nous avons don deux as à étudier :α0 = iλ1 ou α0 = iλ2.
• dans le as où α0 = iλ1, pour N = 1, les oeients d'ordre 0 et 1 sont
nuls et le oeient d'ordre 2 de Q1 est : −i(λ1−λ2)α21− (λ1−λ2)B2,1.
Nous prenons don pour la suite α1 = B2,1 = 0.
• dans le as où α0 = iλ2, pour N = 1, le oeient d'ordre 0 est nul et
le oeient d'ordre 1 de Q1 est : −α1(λ1 − λ2)2 = 0.
Nous prenons don pour la suite α1 = 0.
3. Pour le troisième as, de même que dans le premier as, nous prenons
j = 6. Nous avons alors :
• pour N = 0, le oeient d'ordre 0 de Q0 est : (α0 − iλ)3.
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Nous prenons don pour la suite α0 = iλ.
• pour N = 1, les oeients d'ordre 0, 1 et 2 sont nuls et le oeient
d'ordre 3 de Q1 est : α
3
1.
Nous prenons don pour la suite α1 = 0.
• pour N = 2, les oeients d'ordre 0 à 5 sont nuls et le oeient
d'ordre 6 de Q2 est : α
3
2.
Nous prenons don pour la suite α2 = 0.
• pour N = 3, les oeients d'ordre 0 à 8 sont nuls et le oeient
d'ordre 9 de Q3 est :−α3(α23 − iB2,1).
Nous prenons don pour la suite α3 = B2,1 = 0.
• pour N = 4, les oeients d'ordre 0 à 11 sont nuls et le oeient
d'ordre 12 de Q4 est :α
3
4 − iB3,1B2,3.
Nous prenons don pour la suite : α4 = B3,1B2,3 = 0 ou (α4 = 0 et
B3,3 = B1,1).
• pour N = 5, les oeients d'ordre 0 à 14 sont nuls et le oeient
d'ordre 15 de Q5 est :−α35.
Don α5 = 0.
Nous avons bien les résultats voulus en annulant toutes les branhes.
• Nous allons maintenant aluler le défaut.
Nous ommençons par aluler l'exponentielle d'une matrie P ∈ M3(C) de
polynme aratéristique χP (X) = (X−λ1)(X−λ2)(X−λ3). Nous supposons
d'abord que les trois valeurs propres sont distintes. Nous prolongerons ensuite
les formules par ontinuité. Nous eetuons la division eulidienne de Xn par
χP (X) :
Xn = χPQ+ aX
2 + bX + c.
Nous obtenons alors le système :
λn1 = aλ
2
1 + bλ1 + c
λn2 = aλ
2
2 + bλ2 + c.
λn3 = aλ
2
3 + bλ3 + c
La solution de e système est alors :
a =
(λ2 − λ3)λn1 + (λ3 − λ1)λn2 + (λ1 − λ2)λn3
(λ2 − λ1)(λ3 − λ1)(λ2 − λ3) ,
b =
(λ23 − λ22)λn1 + (λ21 − λ23)λn2 + (λ22 − λ21)λn3
(λ2 − λ1)(λ3 − λ1)(λ2 − λ3) ,
c =
λ2λ3(λ2 − λ3)λn1 + λ1λ3(λ3 − λ1)λn2 + λ1λ2(λ1 − λ2)λn3
(λ2 − λ1)(λ3 − λ1)(λ2 − λ3) .
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Don :
exp(tP ) =
1
(λ2 − λ1)(λ3 − λ1)(λ2 − λ3)
× ([(λ2 − λ3)eλ1t + (λ3 − λ1)eλ2t + (λ1 − λ2)eλ3t]P 2
+[(λ23 − λ22)eλ1t + (λ21 − λ23)eλ2t + (λ22 − λ21)eλ3t]P
+[λ2λ3(λ2 − λ3)eλ1t + λ1λ3(λ3 − λ1)eλ2t + λ1λ2(λ1 − λ2)eλ3t]I
)
= f2(t, λ1, λ2, λ3)P
2 + f1(t, λ1, λ2, λ3)P + f0(t, λ1, λ2, λ3)I.
Si λ2 = λ1 et si λ3 6= λ1, nous prolongeons la formule par ontinuité :
exp(tP ) =
1
(λ3 − λ1)2
(
[(1 + t(λ3 − λ1))eλ1t − eλ3t]P 2
+[(−2λ1 + t(λ21 − λ23))eλ1t + 2λ1teλ3t]P
+[λ3(2λ1 − λ3 + tλ1(λ3 − λ1))eλ1t − λ21eλ3t]I
)
= g2(t, λ1, λ3)P
2 + g1(t, λ1, λ3)P + g0(t, λ1, λ3)I,
ave, pour j ∈ {1, 2, 3}, limλ2→λ1 fj(t, λ1, λ3, λ3) = gj(t, λ1, λ3).
Si λ3 = λ2 = λ1, nous obtenons :
exp(tP ) =
t2
2
eλ1tP 2 + (t− λ1t2)eλ1tP + (1− λ1t+ λ
2
1t
2
2
eλ1tI
= h2(t, λ1)P
2 + h1(t, λ1)P + h0(t, λ1)I,
ave, pour j ∈ {1, 2, 3}, limλ3→λ1 gj(t, λ1, λ3) = hj(t, λ1).
Nous appliquons maintenant es résultats à P (iξ) = iξA+ B. Si nous notons
λ1(ξ), λ2(ξ) et λ3(ξ) ses valeurs propres, nous savons qu'il existe C > 0 tel
que pour |ξ| > C , leur nombre est onstant et, d'après la proposition 1.5,
λj(ξ) = iξλ
0
j + φj(ξ), où λ
0
j valeur propre de A et φj bornée pour |ξ| > C.
(i) λ1(ξ) = λ2(ξ) = λ3(ξ).
Alors λ01 = λ
0
2 = λ
0
3 = λ don nous sommes dans le premier ou le troisième
as de la proposition. Nous avons, en eetuant le développement limité
pour |ξ| → +∞ de l'expression trouvée pour le alul de l'exponentielle :
exp(tP (iξ) = −t
2
2
ξ2eλ1(ξ)t(A− λI)2 +O(ξ).
Comme dans le premier as, (A−λI)2 6= 0, q1 = 2. Et pour le troisième as,
(A− λI)2 = 0 don q1 = 1.
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(ii) λ2(ξ) = λ1(ξ) et λ3(ξ) 6= λ1(ξ).
Alors λ01 = λ
0
2.
 Si λ3(ξ)− λ1(ξ)→ 0, alors λ01 = λ03 et don λ01 = λ02 = λ03 = λ. Et omme
exp(tP (iξ)− (h2(t, λ1(ξ))P 2(iξ) + h1(t, λ1(ξ))P (iξ) + h0(t, λ1(ξ))I) → 0,
nous pouvons nous ramener au as préédent.
 Si λ3(ξ)− λ1(ξ) ne tend pas vers 0.
 Si λ01 6= λ03, nous sommes dans le deuxième as de la proposition et
nous avons, en eetuant le développement limité pour |ξ| → +∞ de
l'expression trouvé pour le alul de l'exponentielle :
exp(tP (iξ) = −iξteλ1(ξ)t(A− λ01I)(A− λ03I) +O(1).
Or, omme A n'est pas diagonalisable (A − λ01I)(A − λ03I) 6= 0 don
q1 = 1.
 Si λ01 = λ
0
3, l'exponentielle vaut :
exp(tP (iξ) = − 1
(λ3(ξ)− λ1(ξ))2 ([−ξ
2(1− t(λ3(ξ)− λ1(ξ))]eλ1(ξ)t
+ξ2eλ3(ξ)t](A− λ01)2 +O(ξ)).
De plus, par hypothèse
1
(λ3(ξ)−λ1(ξ))2 = O(1), don, si (A − λ01) 6= 0,
e qui orrespond au premier as, q1 = 2 et si (A − λ01) = 0, e qui
orrespond au troisième as, q1 = 1.
(iii) λ1(ξ) 6= λ2(ξ) 6= λ3(ξ).
 Si λ3(ξ)− λ1(ξ)→ 0 et si λ2(ξ)− λ1(ξ)→ 0, nous nous ramenons au (i).
 Si λ2(ξ) − λ1(ξ) → 0 et si λ3(ξ) − λ2(ξ) ne tend pas vers 0, nous nous
ramenons au (ii).
 Si λ2(ξ)−λ1(ξ), λ3(ξ)−λ2(ξ) et λ3(ξ)−λ1(ξ) ne tendent pas vers 0. Nous
avons alors le développement limité suivant :
exp(tP (iξ)) =
−iξ3
(λ2(ξ)− λ1(ξ))(λ3(ξ)− λ1(ξ))(λ2(ξ)− λ3(ξ))
×((eλ1(ξ)t(λ02 − λ03)(A− λ02I)(A− λ03I)
+(eλ2(ξ)t(λ03 − λ01)(A− λ03I)(A− λ01I)
+(eλ3(ξ)t(λ01 − λ02)(A− λ01I)(A− λ02I) +O(1/ξ)).
 Si λ01 = λ
0
2 6= λ03, nous sommes dans le seond as , et nous avons alors
1
λ2(ξ)−λ1(ξ) = O(1) et
1
(λ3(ξ)−λ1(ξ))(λ3(ξ)−λ1(ξ)) = O(1/ξ
2). De plus, omme
(λ02 − λ03)(A− λ02I)(A− λ03I)neq0, nous avons q2 = 1.
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 Si λ01 = λ
0
2 = λ
0
3 = λ, alors omme dans le premier as (A − λI)2 6= 0,
nous avons q1 = 2 et dans le troisième as (A − λI)2 = 0, nous avons
q1 = 1.
Nous avons bien étudié tous les as, nous avons don démontré le alul du
défaut pour un problème faiblement bien posé de taille 3.
Remarque 1.7 Pour aluler exp(tP (iξ)), nous aurions pu aussi utiliser la for-
mule de Newton [17℄. En eet, si nous onsidérons la fontion f(z) = ez, et si M
est une matrie de taille 3, alors f(M) est un polynme de degré 2 don est égal à
son polynme d'interpolation de degré 2 passant par 3 points. Don, si λ1, λ2 et λ3
sont les valeurs propres de M , la formule de Newton donne :
exp(M) = f(λ1)Id+ f [λ1, λ2](M − λ1Id) + f [λ1, λ2, λ3](M − λ1Id)(M − λ2Id),
où les diérenes divisées de f sont dénies par la formule de réurrene suivante :
f [λ1] = f(λ1),
∀k ≥ 1, f [λ1, . . . , λk+1] = f [λ2, . . . , λk+1]− f [λ1, . . . , λk]
λk+1 − λ1 .
Remarque 1.8 Dans le as de matries de taille 2 ou 3, le défaut est égal à la
dimension maximale des blos de Jordan de A moins 1 et est indépendant du hoix
de B. Cei n'est pas vrai dans le as général. En eet, si nous hoisissons :
A =

1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1
 .
Alors, la taille des blos de Jordan moins 1 (qui orrespond au défaut pour le pro-
blème sans terme d'ordre 0) est 1. Alors que si nous hoisissons :
B =

0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
 ,
le défaut est q1 = 2. En eet, en érivant A = I + E, nous avons :
exp(tP (iξ)) = exp(iξt) exp(t(iξ)E +B).
Et omme E2 = B2 = BEB = 0 et EBE 6= 0, nous obtenons :
exp(tP (iξ)) = exp(iξt)(Id+ t(iξE +B) +
t2
2
iξ(EB +BE)− t
3
6
ξ2EBE).
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1.4.2 Equations d'Euler pour un modèle diphasique
Les équations d'Euler linéarisées s'érivent sous la forme :
∂t

u
v
w
ρ
+ A1∂x

u
v
w
ρ
+ A2∂y

u
v
w
ρ
 + A3∂z

u
v
w
ρ
 = 0
ave :
A1 =

U 0 0 κ/R
0 U 0 0
0 0 U 0
R 0 0 U
 , A2 =

V 0 0 κ/R
0 V 0 0
0 0 V 0
0 R 0 V

et A3 =

W 0 0 κ/R
0 W 0 0
0 0 W 0
0 0 R W

où (u, v, w) représente le déplaement du uide au voisinage de l'état onstant
(U, V,W ), ρ la densité du uide au voisinage de R et κ = dr
dρ
(R) où la pression
pour le système non linéarisé est p = r(ρ).
Si nous onsidérons un modèle diphasique liquide-vapeur, entre le passage liquide-
vapeur, nous introduisons une zone de mélange dans laquelle l'entropie est l'enve-
loppe onave de l'entropie des deux phases. Nous obtenons alors une entropie qui
est linéaire dans la phase de mélange.
Or nous avons p = T ∂s
∂τ
où T est la température, s l'entropie et τ = 1/ρ le
volume. Don, dans le mélange, la pression est onstante ainsi κ = 0. Dans e as le
symbole est :
P (iξ) = −

iξ.U 0 0 0
0 iξ.U 0 0
0 0 iξ.U 0
iξ1R iξ2R iξ3R iξ.U

ave iξ.U = iξ1U + iξ2V + iξ3W , et nous avons :
exp(tP (iξ)) = exp(−(iξ1U + iξ2V + iξ3W )t)

1 0 0 0
0 1 0 0
0 0 1 0
−iξ1Rt −iξ2Rt −iξ3Rt 1

En onlusion, nous avons démontré le résultat suivant :
Proposition 1.9 Dans la zone de mélange, les équations d'Euler linéarisées sont
faiblement bien posées de défaut q1 = 1.
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1.4.3 Equation PML pour les équations de Maxwell 2D TE
Les équations de Maxwell TE en deux dimensions s'érivent sous la forme :
∂t
 ExEy
Hz
+ A1∂x
 ExEy
Hz
 + A2∂y
 ExEy
Hz
+B
 ExEy
Hz
 = 0
ave :
A1 =
 0 0 00 0 1/ε0
0 1/µ0 0
 , A2 =
 0 0 −1/ε00 0 0
−1/µ0 0 0

et B =
 σ/ε0 0 00 σ/ε0 0
0 0 σ∗/µ0

où (Ex, Ey) représente le hamp életrique, Hz le hamp magnétique, ε0 la permiti-
vité du milieu, µ0 sa perméabilité et σ, σ
∗
les pertes életriques et magnétiques.
An d'étudier la propagation des ondes életromagnétiques en domaine non
borné, Bérenger [12℄ a introduit les ouhes parfaitement adaptées (PML). Pour
es équations il s'agit de splitter le hamp magnétique en deux omposantes non
physiques et d'introduire une absorption. Il obtient alors le système suivant :
∂t

Ex
Ey
Hzx
Hzy
+ A˜1∂x

Ex
Ey
Hzx
Hzy
 + A˜2∂y

Ex
Ey
Hzx
Hzy
 + B˜

Ex
Ey
Hzx
Hzy
 = 0
ave :
A˜1 =

0 0 0 0
0 0 1/ε0 1/ε0
0 1/µ0 0 0
0 0 0 0
 , A˜2 =

0 0 −1/ε0 −1/ε0
0 0 0 0
0 0 0 0
−1/µ0 0 0 0

B˜ =

σy/ε0 0 0 0
0 σx/ε0 0 0
0 0 σ∗x/µ0 0
0 0 0 σ∗y/µ0

Pour plus de détails sur les équations PML, on pourra onsulter la deuxième
partie de ette thèse.
Dans [1℄, Abarbanel et Gottlieb montrent que, même si les équations de Maxwell
sont fortement bien posées, le résultat suivant est vrai pour les équations PML :
Proposition 1.10 Les équations PML ave absorption nulle ne sont que faiblement
bien posées de défaut q1 = 1.
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La preuve proposée dans [1℄ est basée sur le alul expliite de la transformée de
Fourier du hamp életromagnétique pour les PML. Toutefois e résultat est plus
général. En eet, nous verrons dans la partie 9.2.1, que le symbole prinipal du
problème PML assoié à ∂tU − A1∂xU −A2∂yU = 0 est :
P (iξ) =
(
iξ1A1 iξ1A1
iξ2A2 iξ2A2
)
,
e qui orrespond au symbole des équations PML ave absorption nulle.
Nous avons alors le résultat général suivant :
Proposition 1.11 Si le problème ∂tU − A1∂xU − A2∂yU = 0 est fortement bien
posé, alors le problème PML ave absorption nulle i.e. le problème de symbole P (iξ)
est faiblement bien posé de défaut 1.
Preuve : Nous allons aluler exp(tP (iξ)). Pour ela nous allons résoudre l'équa-
tion diérentielle Y ′(t) = P (iξ)Y (t). Nous notons Y (t) =
(
Y1(t)
Y2(t)
)
et Z(t) =
Y1(t) + Y2(t). Nous avons alors :
Y ′(t) = P (iξ)Y (t)⇒ Z ′(t) = (iξ1A1 + iξ2A2)Z(t).
Don Z(t) = exp((iξ1A1 + iξ2A2)t)Z(0). Or Y
′
1(t) = iξ1A1Z(t) = iξ1A1exp((iξ1A1 +
iξ2A2)t)Z(0). Nous avons don, en faisant de même pour Y2 :{
Y1(t) = Y1(0) +
∫ t
0
iξ1A1exp((iξ1A1 + iξ2A2)τ)Z(0)dτ
Y2(t) = Y2(0) +
∫ t
0
iξ2A2exp((iξ1A1 + iξ2A2)τ)Z(0)dτ
.
D'où :
Y (t) = Y (0) +
∫ t
0
(
iξ1A1
iξ2A2
)
exp((iξ1A1 + iξ2A2)τ)(IdN IdN)dτY (0),
soit :
exp(tP (iξ)) = Id2N +
∫ t
0
(
iξ1A1
iξ2A2
)
exp((iξ1A1 + iξ2A2)τ)(IdN IdN)dτ.
Or, le problème ∂tU−A1∂xU−A2∂yU = 0 est fortement bien posé, don ‖exp((iξ1A1+
iξ2A2)τ)‖ ≤ KCeαC t. Ainsi,
‖ exp(tP (iξ))‖ ≤ 1 +
∫ t
0
∥∥∥∥( iξ1A1iξ2A2
)∥∥∥∥KCeαCτdτ.
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Don, il existe des onstantes K ′C et α
′
C telles que ‖ exp(tP (iξ))‖ ≤ K ′Ceα′C t(1+‖ξ‖).
Ce qui prouve que le problème de symbole P (iξ) est faiblement bien posé de défaut
1.
Dans le as des équations de Maxwell, le splitting ne onerne pas toutes les
variables (par exemple, dans le as de Maxwell TE, le hamp életrique n'est pas
splitté) don le symbole du problème PML sans absorption n'est pas de la forme
préédente. Nous allons toutefois prouver un résultat similaire pour le modèle PML
lassique sans absorption assoié aux équations de Maxwell tridimensionnelles. Nous
allons étudier les équations sous la forme suivante :
∂tExy − ∂y(Hzx +Hzy) = 0
∂tEyz − ∂z(Hxy +Hxz) = 0
∂tEzx − ∂x(Hyz +Hyx) = 0
∂tExz + ∂z(Hyz +Hyx) = 0
∂tEyx + ∂x(Hzx +Hzy) = 0
∂tEzy + ∂y(Hxy +Hxz) = 0
∂tHxy + ∂y(Ezx + Ezy) = 0
∂tHyz + ∂z(Exy + Exz) = 0
∂tHzx + ∂x(Eyz + Eyx) = 0
∂tHxz − ∂z(Eyz + Eyx) = 0
∂tHyx − ∂x(Ezx + Ezy) = 0
∂tHzy − ∂y(Exy + Exz) = 0
(1.3)
Nous donnerons plus de détails sur es équations dans la partie 7.2.3.
Proposition 1.12 Le modèle PML lassique sans absorption assoié aux équations
de Maxwell tridimensionnelles 1.3 est faiblement bien posé de défaut 1.
Preuve : Notons P (iξ) le symbole des équations 1.3. Il est de la forme : P (iξ) =(
0 M(iξ)
−M(iξ) 0
)
oùM(iξ) est de la formeM(iξ) =
(
B1(iξ) B1(iξ)
B2(iξ) B2(iξ)
)
, ave :
B1(iξ) +B2(iξ) =
 0 −iξ3 iξ2iξ3 0 −iξ1
−iξ2 iξ1 0
 .
Or nous savons que :
exp(tP (iξ)) =
(
exp(iM(iξ)t)+exp(−iM(iξ)t)
2
exp(iM(iξ)t)−exp(−iM(iξ)t)
2i
− exp(iM(iξ)t)−exp(−iM(iξ)t)
2i
exp(iM(iξ)t)+exp(−iM(iξ)t)
2
)
.
Il sut don de prouver qu'il existe K ′C et α
′
C tels que ‖ exp(iM(iξ)t)‖ ≤ K ′Ceα′C t(1+
‖ξ‖) pour avoir le résultat. Or si nous remplaçons, dans la preuve de la proposition
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préédente iξ1A1 (resp. iξ2A2) par iB1(iξ) (resp. iB2(iξ)), il sut de prouver qu'il
existe KC et αC tels que ‖ exp(i(B1(iξ)+B2(iξ))t)‖ ≤ KCeαC t e qui orrespond au
aratère fortement bien posé du problème initial. Or la matrie i(B1(iξ) +B2(iξ))
est anti-symétrique réelle don elle est diagonalisable dans une base orthonormée
et ses valeurs propres sont imaginaires pures. Nous avons don bien l'estimation
‖ exp(i(B1(iξ) +B2(iξ))t)‖ ≤ KCeαC t e qui ahève la preuve.
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Chapitre 2
Théorèmes généraux sur les shémas
Nous allons maintenant nous intéresser à la disrétisation par des shémas aux
diérenes nies des problèmes de Cauhy faiblement bien posés. Pour ela, nous
devons modier les dénitions usuelles utilisées dans la théorie des shémas aux
diérenes nies pour les problèmes fortement bien posés. En eet, les dénitions de
stabilité, onvergene et onsistane ne prennent pas en ompte la perte de régularité.
Nous allons don les élargir an de nous adapter aux problèmes faiblement bien
posés.
Une fois que nous aurons donné des dénitions satisfaisantes, nous étudierons la
onvergene des shémas. Pour ela, nous prouverons une extension du théorème de
Lax-Rihtmyer qui s'applique aux problèmes faiblement bien posés.
2.1 Préliminaires : les outils
Nous utilisons les notations introduites par Strikwerda dans [38℄.
Nous allons onsidérer une grille de Rd de pas d'espae h1, . . . , hd, notée G =
h1Z × · · · × hdZ. Nous notons h = (h1, . . . , hd) et dans le as de la dimension 1, le
pas h1 sera noté h. Nous allons dénir les diérents outils utiles pour la suite.
2.1.1 Transformée de Fourier disrète
Nous dénissons l'espae L2 disret sur la grille par :
L2(G) = {V ∈ (RN )Zd, H
∑
m=(m1,...,md)∈Zd
‖Vm‖2 < +∞}
muni de la norme :
‖V ‖2h = H
∑
m∈Zd
‖Vm‖2
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ave H =
(∏d
j=1 hj
)
et où ‖Vm‖ désigne la norme eulidienne de Vm dans RN .
La transformée de Fourier disrète de V ∈ L2(G) est, pour ξ ∈ Dd, où nous
posons Dd =
∏d
j=1[− pihj , pihj ] :
Fh(V )(ξ) = H
(2pi)d/2
∑
m∈Zd
e−i
Pd
j=1mjhjξjVm.
Nous notons F la transformée de Fourier ontinue.
Lorsqu'il n'y a pas d'ambiguïté, nous noterons .̂ les transformées de Fourier disrète
et ontinue.
Nous avons la formule d'inversion suivante :
Vm =
1
(2pi)d/2
∫
Dd
ei
Pd
j=1mjhjξjFh(V )(ξ)dξ
ainsi que l'identité de Parseval, pour V ∈ L2(G) :
‖V ‖h = ‖Fh(V )‖L2(Dd)
2.1.2 Interpolation
Si V ∈ L2(G), nous dénissons son interpolée SV ∈ L2(Rd) par :
SV (x) =
1
(2pi)d/2
∫
Dd
eix.ξFh(v)(ξ)dξ.
Nous avons alors :
ŜV (ξ) =
{ Fh(V )(ξ) si ξ ∈ Dd,
0 sinon.
2.1.3 Espaes de Sobolev disrets
Si V ∈ (RN)Zd, nous dénissons la dérivée d'ordre q1 par rapport à la pre-
mière variable, . . . , qd par rapport à la d
ième
variable de V de pas h1, . . . , hd par
Dq11 . . . D
qd
d V = ((D
q1
1 . . .D
qd
d V )m)m∈Zd où :
Dj(V )m =
Vm − Vm1,...,mj−1,...,md
hj
.
Calulons la transformée de Fourier des dérivées :
Lemme 2.1
Fh(Dq11 . . . Dqdd V )(ξ) = ei
Pd
j=1(hjξjqj)/2
d∏
j=1
(
sin(hjξj/2)
hj
)qj
Fh(V )(ξ).
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Preuve : Il sut de montrer le résultat pour Fh(DjV )(ξ). Nous avons :
Fh(DjV )(ξ) = 1− e
−ihjξj
hj
Fh(V )(ξ) = eihjξj/2
(
sin(hjξj/2)
hj
)
Fh(V )(ξ).
En utilisant Fh(Dq11 . . .Dqdd ) = Fh(D1)q1 . . .Fh(Dd)qd, nous avons prouvé le résultat.
Nous dénissons alors l'espae de Sobolev disret :
Hq(G) = {V ∈ (RN )Zd,
∑
q1+...qd≤q
‖Dq11 . . .Dqdd V ‖2h} <∞,
muni de la norme :
|||V |||2h,q =
∑
q1+...qd≤q
‖Dq11 . . .Dqdd V ‖2h.
L'interpolation permet de faire le lien entre les normes disrètes et les normes
ontinues. En eet, nous dénissons l'espae suivant :
H˜q(G) = {V ∈ L2(G),
∫
Dd
(1 + ‖ξ‖q)2‖Fh(V )(ξ)‖2dξ < +∞},
muni de la norme :
‖V ‖2h,q =
1
(2pi)d
∫
Dd
(1 + ‖ξ‖q)2‖Fh(V )(ξ)‖2dξ.
Remarque 2.1 Nous avons l'habitude de onsidérer des normes de Sobolev ave
(1 + ‖ξ‖2)q, ii, nous onsidérerons plutt (1 + ‖ξ‖q)2 an de simplier les aluls.
Nous avons alors :
• ‖V ‖h,q = ‖SV ‖Hq(Rd)
• H˜q(G) = {V ∈ L2(G), SV ∈ Hq(Rd)}.
De plus, les normes ‖.‖h,q et |||.|||h,q sont équivalentes, en eet, d'après le lemme
préédent :
Fh(Dq11 . . .Dqdd V )(ξ) = ei
Pd
j=1(hjξjqj)/2
d∏
j=1
(
sin(hjξj/2)
hj
)qj
Fh(V )(ξ)
Don :
‖Dq11 . . .Dqdd V ‖2h =
1∏d
j=1 h
2qj
j
∫
Dd
d∏
l=1
(
sin
hlξl
2
)2ql
‖Fh(V )(ξ)‖2dξ.
39
Or, pour x ∈ [−pi
2
, pi
2
]
,
2
pi
≤ | sinx|
x
≤ 1. Ainsi :∫
Dd
d∏
l=1
1
pi2ql
‖ξ‖2ql‖Fh(V )(ξ)‖2dξ ≤ ‖Dq11 . . .Dqdd V ‖2h ≤
∫
Dd
d∏
l=1
‖ξ‖2ql‖Fh(V )(ξ)‖2dξ,
d'où l'équivalene des deux normes.
Nous avons aussi le lemme suivant :
Lemme 2.2 Soit hm = min1≤j≤d hj et hM = max1≤j≤d hj, alors si q1 ≤ q2, si
0 < hM ≤ h0, nous avons :
‖V ‖h,q1 ≤ ‖V ‖h,q2 ≤ Cq1,q2(h0)
(
d∑
j=1
1
hj
)q2−q1
‖V ‖h,q1 ≤
C ′q1,q2(h0)
hq2−q1m
‖V ‖h,q1.
En partiulier, pour q1 = 0 et q ≥ 0 :
‖V ‖h ≤ ‖V ‖h,q ≤ C0,q(h0)
(
d∑
j=1
1
hj
)q
‖V ‖h ≤
C ′0,q(h0)
hqm
‖V ‖h.
Ce lemme montre qu'à h xé, les espaes Hq1(G) et Hq2(G) sont identiques.
Toutefois lorsque les pas tendent vers 0, es espaes sont diérents.
2.1.4 Tronature
Si U ∈ L2(Rd), nous dénissons sa tronature TU ∈ L2(G) par :
(TU)m =
1
(2pi)d/2
∫
Dd
ei
Pd
j=1mjhjξjFU(ξ)dξ.
On a alors :
Fh(TU)(ξ) = FU(ξ) pour ξ ∈ Dd.
2.1.5 Evaluation
Si U ∈ C0(Rd), nous dénissons son évaluée par :
(EU)m = U(m1h1, . . . , mdhd).
On montre dans [38℄ l'identité :
Fh(EU)(ξ) =
∑
l∈Zd
FU(ξ1 + 2pil1
h1
, . . . , ξd +
2pild
hd
).
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Lemme 2.3 Si U ∈ Hq+α(Rd), q + α > d
2
alors :
‖EU − TU‖h,q ≤ Cq,αh
q+α
M
hqm
‖U‖Hq+α(Rd).
Preuve : La preuve est une extension à Hq de elle de [38℄. Posons Zd∗ = Z
d \
(0, . . . , 0) et ξl/h = ξ +
2pil
h
.
‖EU − TU‖2h,q =
∫
Dd
(1 + ‖ξ‖q)2‖Fh(EU)(ξ)− Fh(TU)(ξ)‖2dξ
=
∫
Dd
(1 + ‖ξ‖q)2
∥∥∥∥∥∥
∑
l∈Zd∗
Uˆ(ξl/h)
∥∥∥∥∥∥
2
dξ
En majorant (1 + ‖ξ‖q)2 par Ch−2qm , puis en utilisant l'inégalité de Cauhy-
Shwartz, nous obtenons :
‖EU − TU‖2h,q ≤
C
h2qm
∫
Dd
∑
l∈Zd∗
‖ξl/h‖−2(q+α)
∑
l∈Zd∗
‖Uˆ(ξl/h)‖2‖ξl/h‖2(q+α)
 dξ
≤ C
h2qm
max
ξ∈Dd
∑
l∈Zd∗
‖ξl/h‖−2(q+α)
∫
Dd
∑
l∈Zd∗
‖Uˆ(ξl/h)‖2‖ξl/h‖2(q+α)dξ
≤ C
h2qm
max
ξ∈Dd
∑
l∈Zd∗
‖ξl/h‖−2(q+α)
∑
l∈Zd∗
∫
Dd
‖Uˆ(ξl/h)‖2‖ξl/h‖2(q+α)dξ.
Nous remarquons maintenant que :∑
l∈Zd∗
∫
Dd
‖Uˆ(ξl/h)‖2‖ξl/h‖2(q+α)dξ =
∑
l∈Zd∗
∫
Dd+ 2pilh
‖Uˆ(ξ)‖2‖ξ‖2(q+α)dξ
=
∫
Rd\Dd
‖Uˆ(ξ)‖2‖ξ‖2(q+α)dξ
≤ ‖U‖Hq+α(Rd).
Pour ahever la démonstration, il sut de prouver que
∑
l∈Zd∗ ‖ξl/h‖−2(q+α) ≤
Chq+αM . Pour ela, nous allons utiliser le lemme suivant :
Lemme 2.4 Pour tous l = (l1, . . . , ld) ∈ Nd, ξ ∈ Dd, nous avons :∥∥ξl/h∥∥ ≥ pi‖l‖
hM
.
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Preuve : Nous avons, si ξ ∈ Dd :
(2lj − 1)pi
hj
≤ ξj + 2pilj
hj
≤ (2lj + 1)pi
hj
.
Don, si lj 6= 0,
|ξj + 2pilj
hj
| ≥ pi
2
h2j
min((2lj − 1), (2lj + 1))
≥ pi
2
h2j
(2|lj| − 1)2
≥ pi
2
h2j
|lj|2.
Cette inégalité étant aussi vraie pour lj = 0, on a don :
∥∥ξl/h∥∥2 ≥ pi2 d∑
j=1
|lj|2
h2j
≥ pi
2
h2M
‖l‖2.
Nous reprenons la démonstration du lemme 2.3. Nous avons alors :∑
l∈Zd∗
‖ξl/h‖−2(q+α) ≤
∑
l∈Zd∗
(
hM
pi‖l‖
)2(q+α)
≤ Ch2(q+α)M ,
ar q + α > d
2
. Don :
‖EU − TU‖2h,q ≤ C
h
2(q+α)
M
h2qm
‖U‖Hq+α .
Lemme 2.5 Si u ∈ Hq+α(Rd), q + α > d
2
alors :
‖Eu‖h,q ≤
(
1 + Cq,α
hα+qM
hqm
)
‖u‖Hq+α(Rd).
Preuve : Nous érivons
‖Tu‖2h,q =
∫
Dd
(1 + ‖ξ‖q)2‖uˆ‖2dξ ≤ ‖u‖2Hq+α(Rd),
et nous onluons en utilisant le lemme préédent.
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2.1.6 Normes d'appliations linéaires
Nous dénissons, pour T un opérateur linéaire, les normes d'opérateurs linéaires
suivantes :
• Si T : L2(h1Z× · · · × hdZ)→ L2(h1Z× · · · × hdZ), on pose :
‖T‖h = sup
v 6=0
‖Tv‖h
‖v‖h .
• Si T : Hq(h1Z× · · · × hdZ)→ L2(h1Z× · · · × hdZ), on pose :
‖T‖h,q = sup
v 6=0
‖Tv‖h
‖v‖h,q .
• Si T : Hq(h1Z× · · · × hdZ)→ Hq(h1Z× · · · × hdZ), on pose :
‖T‖h,qq = sup
v 6=0
‖Tv‖h,q
‖v‖h,q .
2.2 Dénitions
Nous onsidérons le problème de Cauhy :{
∂tU = P (t, x, ∂x)U,
U(0, .) = U0,
(2.1)
ave t > 0, x ∈ Rs, U ∈ RN . Nous onsidérons le shéma à q + 1 pas en temps :
Q−1V n+1 =
q∑
σ=0
QσV
n−σ, (2.2)
où Q−1 est inversible et pour tout σ ∈ {−1, . . . , q}, Qσ est à oeients réguliers et
bornés par rapport aux variables x et t :
(QσV )j =
∑
−r≤νj≤p
Aν,σ(xj−ν , tn−σ, h, k)Vj−ν pour σ ∈ {−1, . . . , q}.
Dans le as où le problème de Cauhy est fortement bien posé, le théorème de
Lax-Rihtmyer arme que si le shéma est stable et onsistant alors il est onvergent
et que si le shéma est onvergent, alors il est stable.
Nous allons montrer l'analogue de e théorème dans le as des problèmes faible-
ment bien posés. Pour ela, nous allons introduire des nouvelles notions de stabilité,
onsistane et onvergene qui feront intervenir un défaut.
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Nous noterons k le pas de temps, h = (h1, . . . , hd) les pas d'espae et hM =
max1≤j≤d hj , hm = min1≤j≤d hj .
Nous rappelons la dénition d'un problème faiblement bien posé :
Dénition 2.1 Le problème de Cauhy est faiblement bien posé s'il existe q1 > 0,
K > 0, α ∈ R tels que pour toute donnée initiale U0 ∈ Hq(Rd) ave q ≥ q1, le
problème a une unique solution U ∈ C0(R+, Hq−q1(Rd)), vériant, ∀t ≥ 0 :
‖U(t, .)‖Hq−q1 (Rd) ≤ KCeαC t‖U0‖Hq(Rd).
Nous dénissons l'opérateur Sh par :
t(V n+q, . . . , V n) = Sh(tn, tν)
t(V ν+q, . . . , V ν).
Nous avons alors :
Sh(tn, tν) =
n−ν∏
µ=1

M0 M1 . . . Mq−1 Mq
1 0 . . . . . . 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 1 0
 ,
où Mσ = Q
−1
−1(tn+q+1−µ)Qσ(tn+q+1−µ).
2.2.1 Stabilité
Nous donnons une dénition de la stabilité qui, de manière analogue à la dé-
nition des problèmes faiblement bien posés, prend en ompte la perte de régularité
mais, ette fois, au sens de la norme de Sobolev disrète.
Dénition 2.2 Le shéma est dit faiblement stable s'il existe q2 > 0, h0, k0 > 0,
αS, KS, CS ∈ R tels que, ∀h, 0 < hM ≤ h0, ∀k, 0 < k ≤ k0, ∀n, 0 ≤ nk ≤ T ,
∀ν ≤ n, on a :
‖Q−1−1‖h,q2q2 ≤ CS et ‖Sh(tn, tν)‖h,q2 ≤ KSeαS(tn−tν).
Si q2 est le plus petit entier vériant ette propriété, nous dirons alors que le shéma
est faiblement stable de défaut q2.
Si le shéma est faiblement stable de défaut q2, nous avons, par utilisation de la
dénition :
‖V n‖h ≤ KSeαStn‖(V q, . . . , V 0)‖h,q2.
Dans le as où q2 = 0, on retrouve la dénition de la stabilité.
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2.2.2 Consistane
Pour les problèmes faiblement bien posés, la régularité de la donnée initiale est
fondamentale. La dénition de la onsistane que nous proposons en tiendra don
ompte.
Dénition 2.3 Si U est la solution ontinue de (2.1), nous dénissons l'erreur de
tronature τn(U0), pour n ≥ q, par :
kτnj (U
0) = Q−1U(tn+1, xj)−
q∑
σ=0
QσU(tn−σ, xj).
Le shéma est dit onsistant s'il existe q3 > 0 et θ ∈ R tels que, pour tout U0 ∈
Hθ(Rs) et pour tout n ≥ 0 :
‖τn(U0)‖h,q3 ≤ L(tn)ε(hM , k),
où L(tn) est borné sur tout intervalle ni et limhM ,k→0 ε(hM , k) = 0.
On dit alors que le shéma est q3-onsistant de régularité θ.
Remarque 2.2 Nous pouvons dénir de même τn pour n ≤ q − 1 en utilisant le
shéma d'initialisation.
Remarque 2.3 Dans tout le texte, (αC , KC) et (CS, KS, αS) sont des noms de
onstantes aetés aux dénitions de faiblement bien posé et de stabilité. Toutes
les autres onstantes interviennent au ours de aluls et sont, sans autre mention,
données par la phrase il existe une onstante telle que.
2.2.3 Convergene
La notion de onvergene d'un shéma pour un problème faiblement bien posé
ne peut pas avoir omme seule hypothèse la onvergene en norme L2 de la donnée
initiale du shéma vers la ondition initiale du problème ontinu ar, pour prendre
en ompte la perte de régularité, il fait une onvergene plus forte, 'est-à-dire, en
une ertaine norme de Sobolev.
Dénition 2.4 Le shéma est dit onvergent s'il existe q4 tel que pour tout U
0 ∈
Hq4(Rd), pour tout V σ, 0 ≤ σ ≤ q tel que limhM ,k→0 ‖SV σ − U(σk, .)‖Hq4 (Rd) = 0,
on a :
lim
(hM ,k)→0
‖U(tn, .)− SV n‖L2(Rd) = 0.
On dit alors que le shéma est q4-onvergent.
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2.3 Extension du théorème de Lax Rihtmyer
Nous allons, dans ette partie, étendre les démonstrations de Kreiss du théorème
de Lax-Rihtmyer au as des problèmes faiblement bien posés.
Dans le as des problèmes faiblement bien posés, nous voulons onnaître la régu-
larité des onditions initiales qui onduisent à un shéma onvergent. C'est pourquoi,
dans l'extension du théorème de Lax-Rihtmyer, nous allons faite intervenir les dif-
férents défauts que nous avons dénis préédemment.
Etant donné la omplexité des notations et des preuves, nous séparons les énonés
en ondition néessaire et ondition susante.
2.3.1 Condition susante de onvergene
Théorème 2.1 Si le problème de Cauhy est faiblement bien posé de défaut q1, si
le shéma est faiblement stable de défaut q2 et q3-onsistant de régularité θ ave
q3 ≥ q2 > d2 , si de plus (hMhm ) est borné et si, dans le as q 6= 0, q4 ≥ q1 + q2, alors le
shéma est q4- onvergent ave q4 > max(
d
2
+ q1, q2) et q4 ≥ θ.
Preuve : Soit U0 ∈ Hq4(Rd) et V n solution du shéma de ondition initiale
(V 0, . . . , V q) qui est telle que limhM ,k→0 ‖SV σ − U(σk, .)‖Hq4 (Rd) = 0. Nous allons
étudier U(tn, .)− SV n.
Nous ommençons par évaluer W n = EU(tn, .) − V n qui a un sens ar U(t, .) ∈
Hq4−q1(R). En eet, le problème est faiblement bien posé de défaut q1 et omme
q4 − q1 > d2 , U(t, .) ∈ C0(Rd). Posons :
W
n =t (W n+q, . . . ,W n)
et Tn =
t (Q−1−1(tn+q)τ
n+q, . . . , Q−1−1(tn)τ
n),
où, pour alléger les notations, τn = τn(U0). Nous avons alors :
W
n+1 = Sh(tn+1, tn)W
n + kTn,
d'où :
W
n = Sh(tn, 0)W
0 + k
n−1∑
ν=0
Sh(tn, tν+1)Tν .
Nous allons d'abord montrer que W n tend vers 0.
• Comme le shéma est q3-onsistant, τn ∈ Hq3(G) don τn ∈ Hq2(G). Nous
avons alors, par dénition de la stabilité :
‖Sh(tn, tν+1)Tν‖h ≤ CSKSeαS(tn−tν+1)‖t(τ ν+q, . . . , τ ν)‖h,q2.
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• Pour 0 ≤ σ ≤ q, nous avons W σ = EU(tσ, .)− V σ, or V σ ∈ L2(G), U0 ∈ Hq4,
q4 − q1 > d2 don W 0 ∈ L2(G) = Hq2(G) (à h xé). Don, par dénition de la
stabilité :
‖Sh(tn, 0)W0‖h ≤ KSeαStn‖W0‖h,q2.
Ainsi :
‖Wn‖h ≤ KSeαStn‖W0‖h,q2 + kCKS
n−1∑
ν=0
eαS(tn−tν+1)‖t(τ ν+q, . . . , τ ν)‖h,q2.
(2.3)
Pour montrer que ‖W n‖h tend vers 0, nous allons analyser suessivement les
deux termes.
• Montrons que limhM→0 ‖W0‖h,q2 = 0.
On a, pour 0 ≤ σ ≤ q :
‖W σ‖h,q2 = ‖EU(tσ, .)− V σ‖h,q2
= ‖SEU(tσ, .)− SV σ‖Hq2
≤ ‖SEU(tσ, .)− U(tσ, .)‖Hq2 + ‖U(tσ, .)− SV σ‖Hq2 .
Comme q2 ≤ q4, nous avons, par hypothèse, limhM→0 ‖U(tσ, .)−SV σ‖Hq2 = 0.
D'autre part :
‖SEU(tσ, .)− U(tσ, .)‖Hq2 =
∫
Dd
‖(ÊU(tσ)− Û(tσ, .))(ξ)‖2(1 + ‖ξ‖2)q2dξ
+
∫
R\Dd
‖Û(tσ, .)(ξ)‖2(1 + ‖ξ‖2)q2dξ.
Comme q4 ≥ q1 + q2 par hypothèse, U(tσ) ∈ Hq4−q1 ⊂ Hq2 (si q = 0 U(tσ) ∈
Hq4 ), nous avons, par dénition de l'intégrale de Lebesgue :
lim
hM→0
∫
R\Dd
‖Û(tσ, .)(ξ)‖2(1 + ‖ξ‖2)q2dξ = 0,
et, nous avons aussi :(∫
Dd
∥∥∥(ÊU(tσ)− Uˆ(tσ))(ξ)∥∥∥2 (1 + ‖ξ‖2)q2dξ)12
≤ ‖EU(tσ)− TU(tσ)‖Hq2
≤ Cq2,αhα‖U(tσ)‖Hq2+α si q2 + α >
d
2
.
Nous prenons α > 0 tel que d
2
< q2 + α < q4, alors, nous avons la onvergene
de l'estimation préédente vers 0. Don :
lim
hM→0
‖W0‖h,q2 = 0.
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• Montrons que limh→0 ‖Wn‖h,q2 = 0.
D'après l'équation (2.3), il sut de montrer maintenant que :
lim
hM→0
k
n−1∑
ν=0
eαS(tn−tν+1)‖t(τ ν+q, . . . , τ ν)‖h,q2 = 0,
or, omme q2 ≤ q3, nous avons :
k
n−1∑
ν=0
eαS(tn−tν+1)‖t(τ ν+q, . . . , τ ν)‖h,q2 ≤ tneαStn sup
ν=0,..,n+q−1
‖τ ν‖h,q3.
Et omme U0 ∈ Hq4(Rd) ⊂ Hθ(Rd), nous avons, par dénition :
sup
ν=0,..,n+q−1
‖τ ν‖h,q3 ≤ L(tn+q−1)ε(hM , k).
Don
lim
hM→0
sup
ν=0,..,n+q−1
‖τ ν‖h,q3 = 0.
Ainsi :
lim
hM→0
‖Wn‖h,q2 = 0.
Nous allons maintenant montrer que U(tn, .)− SV n tend vers 0.
• Nous avons :
‖U(tn, .)−SV n‖L2(Rd) ≤ ‖U(tn, .)−SEU(tn, .)‖L2(Rd)+‖SEu(tn, .)−SV n‖L2(Rd),
or :
‖SEU(tn, .)− SV n‖L2(Rd) = ‖EU(tn, .)− V n‖h = ‖W n‖h ≤ ‖Wn‖h → 0,
et :
‖U(tn, .)− SEU(tn, .)‖2L2(Rd) ≤ ‖TU(tn, .)−EUu(tn, .)‖2h
+‖Uˆ(tn, .)‖2L2(Rd\Dd)
≤ (C0,d/2+εhd/2+εM ‖U(tn, .)‖Hd/2+ε)2
+‖Uˆ(tn, .)‖2L2(Rd\Dd),
pour ε > 0, en utilisant le lemme 2.3. Cette dernière quantité tend vers 0 ar
U(tn, .) ∈ Hq4−q1 et q4 − q1 > d2 . Ainsi :
lim
h→0
‖U(tn, .)− SV n‖L2(Rd) = 0,
et nous avons prouvé le théorème.
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2.3.2 Condition néessaire de onvergene
Théorème 2.2 Si le problème est faiblement bien posé de défaut q1 et si le shéma
est q4-onvergent, et si, de plus, ‖Q−1−1‖h,q2q2 est borné, alors, il est stable de défaut
q2 ≥ max(q1, q4) (q2 ≥ q1 si q = 0).
Preuve : Nous allons raisonner par l'absurde. Supposons le shéma q4-onvergent
et non stable de défaut q2 ≥ max(q1, q4), 'est-à-dire :
∀q2 ≥ max(q1, q2), ∀h0, k0 > 0, ∀α,K ∈ R,
∃h ≤ h0, ∃k ≤ k0, ∃n, ∃ν, ‖Sh(tn, tν)‖h,q2 > Keα(tn−tν).
Don, nous pouvons onstruire les suites suivantes : hm → 0, km → 0, Km → +∞,
nm, νm, telles que nmkm, νmkm ∈ [0, T ], et Fm dans Hq2 tel que ‖Fm‖h,q2 = 1
vériant :
‖Sh(tnm, tνm)Fm‖h >
1
2
Kme
αS(tnm−tνm ).
Quitte à démarrer le shéma au pas νm, nous pouvons supposer νm = 0, on a alors :
‖Sh(tnm , 0)Fm‖h >
1
2
Km.
Soit V nm la solution du shéma de ondition initiale V
0
m =
Fm
Km
, alors :
‖Vnmm ‖h =
∥∥∥∥Sh(tnm , 0)FmKm
∥∥∥∥
h
>
1
2
.
Soit Um la solution du problème de Cauhy de ondition initiale
(SFm)q+1
Km
, alors, par
dénition du défaut, nous avons pour 0 ≤ k ≤ q1 :
‖Um(t, .)‖Hk ≤ KCeαC t
∥∥∥∥SFmKm
∥∥∥∥
Hq1−k
≤ KCe
αC t
Km
‖Fm‖h,q1−k
≤ KCe
αC t
Km
‖Fm‖h,q2 si q2 ≥ q1 − k
≤ KCe
αC t
Km
,
don, en prenant k = 0 :
lim
m→+∞
‖Um(t, .)‖L2 = 0.
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Or nous avons, pour 0 ≤ σ ≤ q :
‖SV σm − Um(tσ, .)‖Hq4 ≤ ‖SV σm‖Hq4 + ‖Um(tσ, .)‖Hq4 ,
(dans le as où q = 0, nous avons ‖SV σm − Um(tσ, .)‖Hq4 = 0) or si q 6= 0, omme
q2 ≥ q1 − q4, nous avons, d'après e qui préède ‖Um(tσ, .)‖Hq4 → 0. De plus,
‖SV σm‖Hq4 ≤
∥∥SV0m∥∥Hq2 → 0,
don, par q4-onvergene :
lim
h→0
‖Um(tnm , .)− SV nmm ‖L2 = 0,
or nous avons aussi :
‖Um(tnm , .)− SV nmm ‖L2 ≥ ‖SV nmm ‖L2 − ‖Um(tnm , .)‖L2
>
1
2
− ‖Um(tn, .)‖L2
>
1
4
pour m assez grand ,
d'où une ontradition et la preuve du théorème.
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Chapitre 3
Etude des shémas à un pas pour des
équations à oeients
onstants
Dans e hapitre, nous étudions le as partiulier des shémas pour des équations
à oeients onstants. Les shémas onsidérés sont alors, eux aussi, à oeients
onstants. Dans e as, l'utilisation de la transformée de Fourier disrète permet de
se ramener à une étude matriielle. En eet, nous pouvons étudier les notions de
stabilité, onsistane et onvergene grâe à la matrie d'ampliation du shéma. De
plus, nous préiserons la notion de onvergene en évaluant le taux de onvergene.
Les tehniques utilisées ii sont prohes de elles de [38℄ et [27℄, mais le fait
que le problème ne soit plus fortement bien posé mais uniquement faiblement bien
posé pose de nombreuses diultés supplémentaires. En eet, la perte de régularité
entraîne l'introdution d'un fateur polynomial en ξ qui pose problème lorsque l'on
étudie des puissanes nièmes. De plus, nous étudions des systèmes matriiels, nous
devons don gérer la non ommutativité du symbole prinipal et du terme d'ordre
0.
Nous onsidérons le shéma à un pas, à oeients onstants, suivant, où pour
σ = 0,−1, on érit :
Q−1V n+1 = Q0V n, (3.1)
ave :
Qσ =
∑
−r≤νj≤p
Aσ,νF
ν ,
où Aσ,ν est indépendant de xj et de tn et F
ν
est déni par :
F νV = (Vm+ν)m∈Zd .
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Le symbole de Qσ est donné par :
Q̂σ(ξ) =
∑
−r≤νj≤p
Aσ,νe
iνξ.h.
Nous pouvons alors eetuer la transformation de Fourier disrète de 3.1 :
Q̂−1V̂ n+1(ξ) = Q̂0V̂ n(ξ).
Nous poserons toujours :
Q̂ = Q̂−1
−1
Q̂0.
3.1 Interprétation des dénitions en termes matri-
iels
3.1.1 Caratérisations de la stabilité
Nous étudierons deux aratérisations de la stabilité. La première portera sur la
matrie d'ampliation et la seonde sur ses valeurs propres.
La première aratérisation est l'étude des puissanes nièmes de la matrie d'am-
pliation. Il s'agit de l'analogue disret de l'étude de ‖eP (iξ)t‖ utilisé pour détermi-
ner si un problème ontinu est faiblement bien posé ou non.
Proposition 3.1 Le shéma est faiblement stable de défaut q2 si et seulement si on
a les deux propriétés suivantes :
∀ξ ∈ Dd, ‖Q̂−1
−1
(ξ)‖2 ≤ CS (3.2)
et
∀n, tn = nk ∈ [0, T ], ∀ξ ∈ Dd, ‖Q̂n(ξ)‖ ≤ KSeαStn(1 + ‖ξ‖q2). (3.3)
Preuve :
• Supposons que les propriétés (3.2) et (3.3) sont vériées, et estimons la norme
de V n solution du problème disret 3.1 :
‖V n‖2h =
∫
Dd
‖Q̂n(ξ)V̂ 0(ξ)‖2dξ
≤ K2Se2αStn
∫
Dd
(1 + ‖ξ‖q2)2‖V̂ 0(ξ)‖2dξ.
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Don :
‖V n‖h ≤ KSeαStn‖V 0‖h,q2.
De plus, nous avons, pour tout v ∈ Hq2(G) :
‖Q−1−1v‖2h,q2 =
∫
Dd
(1 + ‖ξ‖q2)2‖Q̂−1
−1
(ξ)vˆ(ξ)‖2dξ
≤ C2S‖v‖2h,q2.
Don :
‖Q−1−1‖h,q2q2 ≤ CS.
Ainsi, le shéma est faiblement stable de défaut q2.
• Réiproquement, supposons le shéma faiblement stable de défaut q2.
En utilisant la dénition 2.2 de la stabilité, appliquée pour ν = 0 et en remar-
quant que dans le as des shémas à un pas Sh(tn, t0) = Q
n
, en appliquant
une transformation de Fourier disrète, nous avons, pour toute donnée initiale
V 0 : ∫
Dd
‖Q̂nV̂ 0‖2dξ ≤ K2Se2αStn
∫
Dd
(1 + ‖ξ‖q2)2‖V̂ 0(ξ)‖2dξ. (3.4)
 Montrons d'abord (3.3) par l'absurde.
Supposons qu'il existe h0, ξ0 ∈
∏d
j=1[− pi(h0)j , pi(h0)j ], n0, tels que :
‖Q̂n0(ξ0)‖2 > KSeαStn0 (1 + ‖ξ0‖q2). (3.5)
Pour tout ε > 0, il existe W0 ∈ CN de norme 1 tel que :
‖Q̂n0(ξ0)‖ ≤ ‖Q̂n0(ξ0)W0‖+ ε. (3.6)
Pour tout µ > 0, nous hoisissons, omme ondition initiale du shéma, V 0
tel que :
V̂ 0(ξ) = W01‖ξ−ξ0‖≤µ.
Nous avons alors, d'après 3.4 :
1
2µ
∫
‖ξ−ξ0‖≤µ
‖Q̂n(ξ)W0‖2dξ ≤ K2Se2αStn
1
2µ
∫
‖ξ−ξ0‖≤µ
(1 + ‖ξ‖q2)‖W0‖2dξ.
Nous faisons tendre µ vers 0, nous obtenons alors :
‖Q̂n(ξ0)W0‖2 ≤ K2Se2αStn(1 + ‖ξ0‖q2).
Alors :
‖Q̂n(ξ0)‖ − ε ≤ KSeαStn(1 + ‖ξ0‖q2).
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Nous hoisissons :
ε =
1
2
(‖Q̂n0(ξ0)‖ −KSeαS tn0(1 + ‖ξ0‖q2)).
Don :
‖Q̂n(ξ0)‖ ≤ KSeαStn(1 + ‖ξ0‖q2).
Ce qui ontredit 3.5, don (3.3) est vériée.
 Montrons ensuite (3.2) par l'absurde.
Supposons qu'il existe h0, ξ0 ∈
∏d
j=1[− pi(h0)j , pi(h0)j ] tels que : ‖Q̂−1
−1
(ξ0)‖2 >
CS.
Soit W0 ∈ CN de norme 1 tel que :
‖Q̂−1
−1
(ξ0)W0‖ > CS.
Pour tout µ > 0, nous hoisissons, omme ondition initiale du shéma, V 0
tel que : V̂0(ξ) = W01‖ξ−ξ0‖≤µ.
Alors, omme ‖Q̂−1
−1‖h,q2q2 ≤ CS, nous avons :
1
2µ
∫
‖ξ−ξ0‖≤µ
(1+‖ξ‖q2)2‖Q̂−1
−1
(ξ)W0‖2dξ ≤ CS
2µ
∫
‖ξ−ξ0‖≤µ
(1+‖ξ‖q2)2‖W0‖2dξ,
et µ tend vers 0 donne :
‖Q̂−1
−1
(ξ0)W0‖ ≤ CS.
Ce qui est absurde don (3.2) est vériée.
Remarque 3.1 Lorsque q2 désigne le défaut le meilleur possible, alors la dépen-
dane polynomiale en ξ de ‖Q̂n(ξ)‖ ne peut pas être de degré inférieur à q2 et réi-
proquement. La proposition préédente permet don de aluler le défaut de manière
optimale.
L'avantage de la proposition préédente est qu'elle permet d'évaluer le défaut de
stabilité q2, toutefois elle est diilement appliable. En eet, elle néessite le alul
des puissanes nièmes qui est en général déliat. La seonde aratérisation que l'on
donne n'apporte auune indiation sur la valeur de q2 mais elle a l'avantage de ne
porter que sur les valeurs propres.
Proposition 3.2 On suppose que :
∃K0 > 0, ∃θ ∈ N, ∀ξ ∈ Dd, ‖Q̂− Id‖ ≤ K0k(1 + ‖ξ‖)θ.
Alors le shéma est faiblement stable si et seulement si pour tout ξ ∈ Dd, pour toute
valeur propre λ(ξ) de Q̂, on a |λ(ξ)| ≤ eαSk.
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Remarque 3.2 Dans le as des problèmes fortement bien posés, la ondition sur
les valeurs propres n'est qu'une ondition néessaire de stabilité. Ii, dans le as des
problèmes faiblement bien posés, nous prouvons qu'elle est néessaire et susante.
Preuve :
• Supposons le shéma faiblement stable. Alors :
∀ξ ∈ Dd, ‖Q̂n(ξ)‖2 ≤ KSeαStn(1 + ‖ξ‖q2).
Soit λ(ξ) une valeur propre de Q̂(ξ), alors :
|λ(ξ)|n ≤ ‖Q̂n(ξ)‖2 ≤ KSeαStn(1 + ‖ξ‖q2).
Don
|λ(ξ)| ≤ K1/nS eαSk(1 + ‖ξ‖q2)1/n.
Or, pour ξ xé, limn→+∞K
1/n
S = 1 et limn→+∞(1 + ‖ξ‖q2)1/n = 1 .
Don, en passant à la limite quand n tend vers l'inni, nous obtenons, pour
tout ξ ∈ Dd :
|λ(ξ)| ≤ eαSk.
• Réiproquement, supposons que pour tout ξ ∈ Dd, |λ| ≤ eαSk. Nous eetuons
la déomposition de Shur de Q̂ (voir [28℄) :
Q̂ = S∗(ξ)(Λ(ξ) + T (ξ))S(ξ),
où Λ(ξ) =
 λ1(ξ) . . . 0..
.
.
.
.
.
.
.
0 . . . λN(ξ)
 et T =
 0 . . . ti,j(ξ)..
.
.
.
.
.
.
.
0 . . . 0
 ,
ave S unitaire.
Posons V n(ξ) = S(ξ)Ûn(ξ), alors V n+1(ξ) = (Λ(ξ) + T (ξ))V n(ξ). Nous avons
alors :
∀i, 1 ≤ i ≤ N, V n+1i (ξ) = λi(ξ)V ni (ξ) +
N∑
j=i+1
ti,j(ξ)V
n
j (ξ),
don
V ni (ξ) = λ
n
i (ξ)V
0
i (ξ) +
n−1∑
l=0
λn−l−1i (ξ)
N∑
j=i+1
ti,j(ξ)V
l
j (ξ).
Nous allons montrer le lemme alulatoire suivant :
Lemme 3.1
∀i, 1 ≤ i ≤ N, ∀ξ ∈ Dd, |V ni (ξ)| ≤ Ci(1 + ‖ξ‖)(N−i)θtN−in eαStn max
r≥i
|V 0r (ξ)|.
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Preuve : Nous utilisons la struture triangulaire de T et nous proédons par
réurrene desendante sur i :
 Pour i = N , nous avons V nN (ξ) = λ
n
N(ξ)V
0
N(ξ), don d'après l'hypothèse
|V nN (ξ)| ≤ eαStn |V 0N(ξ)|, et CN = 1 onvient.
 Soit i tel que 1 ≤ i ≤ N − 1, supposons le résultat vrai pour tout j ≥ i+ 1,
nous avons alors :
|V ni (ξ)| ≤ |λi(ξ)|n|V 0i (ξ)|+
n−1∑
l=0
|λi(ξ)|n−l−1
N∑
j=i+1
|ti,j(ξ)||V lj (ξ)|
≤ eαStn |V 0i (ξ)|
+
n−1∑
l=0
eαStn−l−1
N∑
j=i+1
|ti,j(ξ)|Cj(1 + ‖ξ‖)(N−j)θtN−jl eαStr max
r≥j
|V 0r (ξ)|.
Nous allons évaluer |ti,j(ξ)| grâe à l'hypothèse sur ‖Q̂(ξ)−Id‖. Comme sur
RN , toutes les normes sont équivalentes, il existe K1 > 0 telle que :
|ti,j(ξ)| ≤ K1‖Λ(ξ) + T (ξ)− Id‖ = K1‖Q̂(ξ)− Id‖ ≤ K1K0k(1 + ‖ξ‖)θ.
Ainsi :
|V ni (ξ)| ≤ eαStn |V 0i (ξ)|
+
n−1∑
l=0
eαStn−1
N∑
j=i+1
K0K1kCj(1 + ‖ξ‖)(N−j+1)θtN−jl maxr≥j |V
0
r (ξ)|
Nous notons K ′i = K0K1maxj, i+1≤j≤N Cj. Nous obtenons alors.
|V ni (ξ)| ≤ eαStn |V 0i (ξ)|
+eαStn−1K ′ik
(
n−1∑
l=0
(
N∑
j=i+1
tN−jl
))
(1 + ‖ξ‖)(N−i)θ max
r≥i+1
|V 0r (ξ)|
Or, omme,
∑N
j=i+1 t
N−j
k ≤
∑N
j=i+1 t
N−(i+1)
n ≤ (N − i)tN−(i+1)n , nous avons :
|V ni (ξ)| ≤ eαStn |V 0i (ξ)|
+eαStn−1K ′ik
(
n−1∑
l=0
(N − i)tN−i−1n
)
(1 + ‖ξ‖)(N−i)θ max
r≥i+1
|V 0r (ξ)|
≤ eαStn |V 0i (ξ)|+ eαStn−1K ′itn(N − i)tN−i−1n (1 + ‖ξ‖)(N−i)θ max
r≥i+1
|V 0r (ξ)|
≤ eαStn |V 0i (ξ)|+ CieαStn−1tN−in (1 + ‖ξ‖)(N−i)θ max
r≥i+1
|V 0r (ξ)|.
Ce qui prouve le lemme, en prenant Ci = K
′
i(N − i).
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Nous avons, en partiulier, l'existene d'une onstante K1 > 0 telle que
∀i, 1 ≤ i ≤ N, ∀ξ ∈ Dd, |V ni (ξ)| ≤ K1(1 + ‖ξ‖)(N−1)θtNn eαStn max
r≥i
|V 0r (ξ)|.
Cei étant vrai pour toute les omposantes de V n, nous obtenons alors :
‖V n(ξ)‖ ≤ K2(1 + ‖ξ‖)(N−1)θtNn eαStn‖V 0(ξ)‖.
Ainsi :
‖Un(ξ)‖ = ‖V n(ξ)‖ ≤ K2(1 + ‖ξ‖)(N−1)θtNn eαStn‖V 0(ξ)‖
≤ K2(1 + ‖ξ‖)(N−1)θtNn eαStn‖U0(ξ)‖.
Don
‖Q̂n(ξ)‖ ≤ K2(1 + ‖ξ‖)(N−1)θtNn eαStn ,
et ela prouve la stabilité du shéma.
Remarque 3.3 Nous remarquons que la preuve de ette proposition donne une
majoration de q2 : q2 ≤ (N − 1)θ.
Remarque 3.4 Dans le as des problèmes fortement bien posés en dimension d =
1, une lasse partiulière de shémas est étudiée : les shémas dissipatifs (voir [19℄).
Nous rappelons qu'un shéma est dit dissipatif d'ordre 2r s'il existe une onstante
δ > 0 telle que toutes les valeurs propres λ(ξ) de Q̂(ξ) vérient |λ(ξ)| ≤ (1 −
δ(|ξ|h)2r)eαSk. Dans e as, nous savons [19℄ qu'un shéma d'ordre 2r − 1 qui est
dissipatif d'ordre 2r est stable.
Dans le as d'un problème faiblement bien posé, il est faile de voir que si un
shéma est onsistant et dissipatif, alors il est faiblement stable. En eet si nous
onsidérons un shéma dissipatif alors la proposition préédente 3.2 implique que
le shéma est faiblement stable à ondition de prouver la majoration de ‖Q̂ − Id‖.
Or, si nous supposons
k
h
= γ est onstant et, omme le shéma est onsistant, nous
avons ‖Q̂− exp(kP (iξ))‖ ≤ Kk(1 + |ξ|ρ), don :
‖Q̂− Id‖ ≤ ‖Q̂− exp(kP (iξ))‖+ ‖ exp(kP (iξ))− Id)‖
≤ Kk(1 + |ξ|ρ) +
+∞∑
n=1
‖P (iξ)‖nkn
n!
≤ Kk(1 + |ξ|ρ) + exp(k‖P (iξ)‖)− 1
≤ Kk(1 + |ξ|ρ) + ‖P (iξ)‖k exp(k‖P (iξ)‖).
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Or ette étude se fait pour |ξ|k ≤ γpi, et k ≤ k0, don exp(k‖P (iξ)‖) est borné.
Nous avons ainsi :
‖Q̂− Id‖ ≤ Kkr(1 + |ξ|ρ) +K ′(1 + |ξ|)k.
Les hypothèses de la proposition 3.2 sont vériées don le shéma est faiblement
stable.
3.1.2 Remarques sur l'étude de la onsistane
Dans le as des shémas à oeients onstants, nous n'allons pas étudier l'er-
reur de tronature τn. En eet, nous préférerons étudier les diérenes de matries
suivantes :
exp(kP (iξ))− Q̂(ξ)
k
et exp(tnP (iξ))− Q̂n(ξ).
Nous allons donner le lien entre es deux diérenes et τn.
La transformée de Fourier de τn est :
kτ̂n(U0)(ξ) = Q̂−1(ξ) exp(tn+1P (iξ))Û0(ξ)− Q̂0(ξ) exp(tnP (iξ))Û0(ξ).
Ainsi, nous faisons le lien suivant entre τn et la première diérene :
τ̂n(U0)(ξ) = Q̂−1(ξ)
exp(kP (iξ))− Q̂(ξ)
k
exp(tnP (iξ))Û0(ξ). (3.7)
De plus, si nous notons en = (exp(tnP (iξ))− Q̂n(ξ))Û0(ξ), nous avons :
en+1 = Q̂(ξ)en − kQ̂−1
−1
(ξ)τ̂n(U0)(ξ).
Ainsi,
en = Q̂(ξ)
ne0 − k
n−1∑
j=0
Q̂(ξ)n−j−1Q̂−1
−1
(ξ)τ̂k(U0)(ξ).
D'où le lien suivant entre τn et la seonde diérene :
(exp(tnP (iξ))− Q̂n(ξ))Û0(ξ) = −k
n−1∑
j=0
Q̂(ξ)n−j−1Q̂−1
−1
(ξ)τ̂k(U0)(ξ). (3.8)
Dans le as des problèmes faiblement bien posés, les formules (3.7) et (3.8) ne
susent pas pour le alul de l'erreur. En eet, la matrie d'ampliation qui inter-
vient dans la formule (3.8) donne une perte de régularité q2 à laquelle va s'ajouter
la perte de régularité q1 provenant de l'exponentielle du symbole dans la formule
(3.7). Cela va onduire à des aluls d'erreur non optimaux e qui n'était pas le as
pour les problèmes fortement bien posés ar omme, dans e as, q1 = q2 = 0, il n'y
avait pas de problème de umul des pertes de régularité provenant du problème de
Cauhy et du shéma.
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3.2 Taux de onvergene
3.2.1 Estimation générale du taux de onvergene
Nous ommençons par étudier de façon générale le taux de onvergene i.e. β
tel que ‖U(tn, .) − SV n‖L2 ≤ Chβ. Les estimations que nous allons obtenir ont
l'avantage d'être vraies pour tout type de shéma quelle que soit la dimension mais
elles ne sont pas optimales.
Nous supposerons, pour simplier les notations que le pas de la grille est le même
dans toutes les diretions : h1 = h2 = · · · = hd = h.
Théorème 3.1 Nous onsidérons que le problème de Cauhy est faiblement bien
posé de défaut q1 et que le shéma a pour ondition initiale V
0 = TU0 et est stable
de défaut q2.
Nous supposons de plus qu'il existe une onstante C > 0 et δ ∈ [0, 1] tels que pour
tout ξ vériant ‖ξ‖ ≤ pi
hδ
:∥∥∥etnP (iξ) − Q̂n(ξ)∥∥∥
2
≤ Ctnhs(1 + ‖ξ‖2)σ/2. (3.9)
Soit q4 tel que :
max(q1, q2) ≤ q4 et s ≤ δ(max(q4, σ)−max(q1, q2)). (3.10)
Alors : ∃K ′, α′, ∀f ∈ Hq4(Rd),
‖U(tn, .)− SV n‖L2 ≤ K ′eα′tntnhβ1‖f‖Hq4 ,
où :
β1 =
s(q4 −max(q1, q2))
max(q4, σ)−max(q1, q2) .
Preuve :
‖U(tn, .)− SV n‖2L2 =
∫
Rd
∥∥∥etnP (iξ)U0(ξ)− ŜV n(ξ)∥∥∥2 dξ.
Or, d'après le paragraphe 2.1.2, nous avons :
ŜV n(ξ) =
{
Fh(V n)(ξ) = Q̂n(ξ)Û0(ξ) si ‖ξ‖ ≤ pih ,
0 sinon.
Don :
‖U(tn, .)− SV n‖2L2 =
∫
‖ξ‖≤pi
h
∥∥∥(etnP (iξ) − Q̂n(ξ)) Uˆ0(ξ)∥∥∥2 dξ
+
∫
‖ξ‖>pi
h
∥∥∥etnP (iξ)Uˆ0(ξ)∥∥∥2 dξ.
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• Puisque le problème est faiblement bien posé de défaut q1, nous avons :∫
‖ξ‖>pi
h
∥∥∥etnP (iξ)fˆ(ξ)∥∥∥2 dξ ≤ K2Ce2αC tn ∫
‖ξ‖>pi
h
(
1 + ‖ξ2‖)q1 ‖fˆ(ξ)‖2dξ.
• Pour η ∈ [0, pi
h
], nous avons :∫
‖ξ‖≤pi
h
∥∥∥(etnP (iξ) − Q̂n(ξ)) Uˆ0(ξ)∥∥∥2 dξ
=
∫
‖ξ‖≤η
∥∥∥(etnP (iξ) − Q̂n(ξ)) Uˆ0(ξ)∥∥∥2 dξ
+
∫
η≤‖ξ‖≤pi
h
∥∥∥(etnP (iξ) − Q̂n(ξ)) Uˆ0(ξ)∥∥∥2 dξ.
Or, par stabilité, nous avons :∥∥∥(etnP (iξ) − Q̂n(ξ)) Uˆ0(ξ)∥∥∥
≤
(∥∥etnP (iξ)∥∥+ ∥∥∥Q̂n(ξ)∥∥∥) ∥∥∥Uˆ0(ξ)∥∥∥
≤ 2max(KC , KS)emax(αC ,αS)tn
(
1 + ‖ξ‖2)max(q1,q2)/2 ∥∥∥Uˆ0(ξ)∥∥∥ .
Don :∫
η≤‖ξ‖≤pi
h
∥∥∥(etnP (iξ) − Q̂n(ξ)) Uˆ0(ξ)∥∥∥2 dξ
≤ 4C21e2α
′tn
∫
η≤‖ξ‖≤pi
h
(
1 + ‖ξ‖2)max(q1,q2) ∥∥∥fˆ(ξ)∥∥∥2 dξ, (3.11)
ave C1 = max(KC , KS) et α
′ = max(αC , αS). Et, si nous hoisissons η ≤ pihδ ,
nous pouvons borner la première intégrale (3.11) au moyen de la majoration :∫
‖ξ‖≤η
‖(etnP (iξ) − Q̂n(ξ))Uˆ0(ξ)‖2dξ ≤ C2t2nh2s
∫
‖ξ‖≤η
(1 + ‖ξ‖2)σ‖Uˆ0(ξ)‖2dξ.
Or, si ‖ξ‖ ≤ η et si ρ est tel que 0 ≤ ρ ≤ σ, nous avons :
(1 + ‖ξ‖2)σ ≤ (1 + η2)σ−ρ(1 + ‖ξ‖2)ρ.
Don :∫
‖ξ‖≤η
‖(etnP (iξ)−Q̂n(ξ))Uˆ0(ξ)‖2dξ ≤ C2t2nh2s(1+η2)σ−ρ
∫
‖ξ‖≤η
(1+‖ξ‖2)ρ‖Uˆ0(ξ)‖2dξ.
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• Nous avons alors alors, en sommant les inégalités obtenues :
‖U(tn, .)− SV n‖2L2
≤ 4C21e2α
′tn
∫
η≤‖ξ‖
(
1 + ‖ξ‖2)max(q1,q2) ∥∥∥Uˆ0(ξ)∥∥∥2 dξ
+C2t2nh
2s(1 + η2)σ−ρ
∫
‖ξ‖≤η
(
1 + ‖ξ‖2)ρ ∥∥∥Uˆ0(ξ)∥∥∥2 dξ
≤ C2e2α′tnt2n
(
1
η2θ
∫
η≤‖ξ‖
‖ξ‖2θ (1 + ‖ξ‖2)max(q1,q2) ∥∥∥Uˆ0(ξ)∥∥∥2 dξ
+h2s(1 + η2)σ−ρ
∫
‖ξ‖≤η
(
1 + ‖ξ‖2)ρ ∥∥∥Uˆ0(ξ)∥∥∥2 dξ) ,
où θ ≥ 0.
Si η = pi
hδ′
, 0 ≤ δ′ ≤ δ ≤ 1, alors :
‖U(tn, .)− SV n‖2L2
≤ C3e2α′tnt2n
(
h2δ
′θ
∫
‖ξ‖≥ pi
hδ
′
(
1 + ‖ξ‖2)max(q1,q2)+θ ∥∥∥Uˆ0(ξ)∥∥∥2 dξ
+h2(s−δ
′(σ−ρ))
∫
‖ξ‖≤ pi
hδ
′
(
1 + ‖ξ‖2)ρ ∥∥∥Uˆ0(ξ)∥∥∥2 dξ) .
Nous avons maintenant trois paramètres à ajuster, δ′, θ et ρ. An que l'in-
tégrale sur ‖ξ‖ ≥ pi
hδ′
existe, nous prenons q4 ≥ max(q1, q2) + θ. De plus,
si on veut ne faire intervenir que la norme de f dans Hq4, il faut prendre
ρ ≤ q4. Pour avoir une estimation d'erreur optimale, nous devons maximiser
min(δ′θ, s− δ′(σ − ρ)) sous les ontraintes :
0 ≤ δ′ ≤ δ ≤ 1, 0 ≤ ρ ≤ min(σ, q4), 0 ≤ θ ≤ q4 −max(q1, q2)
L'ensemble des ontraintes est non vide ar max(q1, q2) ≤ q4.
Comme θ n'intervient que dans δ′θ, on prend θ = q4−max(q1, q2). De plus, à δ′
onstant, le maximum de min(δ′θ, s−δ′(σ−ρ)) est atteint pour ρ = min(σ, q4).
Comme σ − ρ ≥ 0, on prend δ′ tel que :
δ′θ = s− δ′(σ − ρ)
'est-à-dire :
δ′ =
s
θ + σ − ρ =
s
q4 −max(q1, q2) + σ −min(σ, q4) =
s
max(σ, q4)−max(q1, q2) .
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Et nous avons alors :
‖U(tn, .)− SV n‖2L2 ≤ Ke2α
′tnt2nh
2β1‖f‖2Hq4 ,
où :
β1 = δ
′θ = s− δ′(σ − ρ).
Mais il faut que 0 ≤ δ′ ≤ δ 'est-à-dire s ≤ δ(max(σ, q4)−max(q1, q2)) e qui
donne la ondition (3.10).
On a alors le résultat voulu.
Si la ondition (3.10) n'est pas vériée, nous pouvons quand même estimer le
taux de onvergene grâe à la proposition suivante :
Proposition 3.3 Si les hypothèses du théorème 3.1 sont vériées à l'exeption de
la ondition (3.10) qui est remplaée par l'hypothèse moins restritive q1 ≤ q4, alors
nous obtenons le même résultat ave :
β ′1 = min(δ(q4 − q1), s− (σ − q4)+).
Preuve : Dans la preuve du théorème 3.1, nous prenons δ′ = δ, nous avons alors
η = pi
hδ
et l'estimation :
‖U(tn, .)− SV n‖2L2 ≤ C3e2α
′tnt2n
(
h2δθ
∫
‖ξ‖≥ pi
hδ
(1 + ‖ξ‖2)q1+θ‖Uˆ0(ξ)‖2dξ
+h2(s−δ(σ−ρ))
∫
‖ξ‖≤ pi
hδ
(1 + ‖ξ‖2)ρ‖Uˆ0(ξ)‖2dξ
)
.
Nous prenons alors : θ = q4 − q1 et ρ = min(σ, q4). Nous obtenons alors :
β ′1 = min(δ(q4 − q1), s− (σ − q4)+).
Il n'est pas toujours faile d'évaluer s et σ dans (3.9). La proposition suivante
va donner un hoix de s et σ qui ne néessite pas le alul de puissanes nie`mes.
Proposition 3.4 Si il existe δ ∈ [0, 1] tel que pour tout ξ vériant ‖ξ‖ ≤ pi
hδ
,∥∥∥∥∥ekP (iξ) − Qˆ(ξ)k
∥∥∥∥∥ ≤ Chr(1 + ‖ξ‖2)ρ/2,
alors, nous avons (3.9) ave s = r et σ = ρ + q1 + q2. Nous obtenons alors le taux
de onvergene :
β2 =
r(q4 −max(q1, q2))
max(q4, ρ+ q1 + q2)−max(q1, q2) .
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Remarque 3.5 L'intérêt majeur de e résultat est qu'il montre que, omme dans
le as des problèmes fortement bien posés, le taux de onvergene est égal à l'ordre
du shéma pour une donnée initiale susamment régulière. Par ontre, nous verrons
dans la partie suivante que es valeurs ne onduisent pas à un taux de onvergene
optimal.
Preuve : Il sut de développer etnP (iξ) − Q̂n(ξ) :
etnP (iξ) − Q̂n(ξ) =
n−1∑
j=0
ek(n−1−j)P (iξ)
(
ekP (iξ) − Qˆ(ξ)
)
Q̂j(ξ)
Nous utilisons alors la stabilité des problèmes ontinu et disret ainsi que l'hypothèse
de la proposition.
‖etnP (iξ) − Q̂n(ξ)‖ ≤
n−1∑
j=0
KCe
αC tn−1−jKSe
αStj (1 + ‖ξ‖2)(q1+q2+ρ)/2khr
≤ Ceα′tntnhr(1 + ‖ξ‖2)(q1+q2+ρ)/2.
Remarque 3.6 Dans le as d'un problème fortement bien posé la ondition (3.10)
donne r ≤ max(q4, ρ) et on a :
• β2 = r si ρ ≤ q4
• β2 = rq4ρ si ρ ≥ q4
On retrouve don le résultat de [38℄.
En pratique, lorsque l'on fait des estimations numériques d'erreur, on n'utilise
pas ‖U(tn, .) − SV n‖, qui ne se lit pas diretement sur le traé, mais on estime
‖EU(tn, .)−V n‖. La proposition suivante donne la vitesse de onvergene théorique
pour ette erreur :
Proposition 3.5 On onsidère que le problème de Cauhy est faiblement bien posé
de défaut q1 et que le shéma a pour ondition initiale V
0 = EU0 ∈ L2((hZ)d) et
est stable de défaut q2.
On suppose de plus que (3.9) est vériée.
Soit q4 tel que :
max(q1, q2) < q4 − d
2
et s ≤ δ(max(q4, σ)−max(q1, q2)). (3.12)
Alors : ∃K2, α2, ∀U0 ∈ Hq4(Rd),
‖EU(tn, .)− V n‖L2(G) ≤ K2eα−2tntnhβ1‖U0‖Hq4 ,
63
où :
β1 =
s(q4 −max(q1, q2))
max(q4, σ)−max(q1, q2) .
Preuve : Soit W n la solution du shéma de ondition initiale W 0 = TU0. On a
alors :
‖EU(tn, .)−W n‖L2(G) ≤ ‖EU(tn, .)− TU(tn, .)‖L2(G) + ‖TU(tn, .)−W n‖L2(G).
Puisque q4 − q1 > d2 , nous majorons la première intégrale grâe au lemme 2.3.
‖EU(tn, .)−W n‖L2(G)
≤ C0,q4−q1hq4−q1‖U(tn, .)‖Hq4−q1 (Rd) +
∥∥∥T̂U(tn, .)− Ŵ n∥∥∥
L2(Dd)
.
Puisque le problème de Cauhy est faiblement bien posé de défaut q1, nous avons :
‖EU(tn, .)−W n‖L2(G)
≤ C0,q4−q1hq4−q1KCeαC tn‖U0‖Hq4−q1 (Rd) +
∥∥∥T̂U(tn, .)− Ŵ n∥∥∥
L2(Dd)
.
On majore la seonde intégrale en utilisant les dénitions de T et S.
‖EU(tn, .)−W n‖L2(G)
≤ C0,q4−q1hq4−q1KCeαC tn‖U0‖Hq4−q1 (Rd) +
∥∥∥Û(tn, .)− ŜW n∥∥∥
L2(Dd)
.
Nous appliquons alors le théorème 3.1 à W n.
‖EU(tn, .)−W n‖L2(G) ≤ C1tneα1tnhmin(q4−q1,β1)‖U0‖Hq4−q1 (Rd).
En utilisant la ondition (3.10), on voit que β1 ≤ q4 − q1, il ne reste don plus
qu'à évaluer ‖W n − V n‖L2(G). Nous avons par dénition :
‖W n − V n‖2L2(G) =
∫
Dd
∥∥∥Q̂n(ξ)(ÊU0(ξ)− T̂U0(ξ))∥∥∥2 dξ.
Par la ondition de stabilité,
‖W n − V n‖2L2(G) ≤ K2Se2αStn
∫
Dd
(1 + ‖ξ‖2)q2
∥∥∥ÊU0(ξ)− T̂U0(ξ)∥∥∥2 dξ.
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Soit, en revenant en variables physiques :
‖W n − V n‖2L2(G) ≤ K2Se2αStn‖EU0 − TU0‖2h,q2.
Puisque q4 − q1 > s2 , nous utilisons le lemme 2.3.
‖W n − V n‖2L2(G) ≤ K2Se2αStnC2q2,q4−q2h2(q4−q2)‖U0‖2Hq4 (Rd).
Et omme, d'après (3.12), nous avons β1 ≤ q4−q2, nous avons prouvé la proposition.
3.2.2 Un exemple
Nous allons étudier le problème monodimensionnel ∂tU = A∂xU +BU ave :
A =
 1 1 00 1 1
0 0 1

et B =
 0 0 01 0 0
0 −1 0
 .
Dans e as, nous avons, d'après la proposition 1.8, q1 = 2. Nous utilisons un shéma
de Lax-Wendro, que l'on préisera ultérieurement, pour disrétiser ette équation.
Nous pouvons alors montrer que q2 = 2. De plus, les paramètres r et σ intervenant
dans la proposition 3.4 valent r = 2 et σ = 3. Don, si nous appliquons le shéma à
une donnée initiale H11/2, le taux de onvergene alulé dans la proposition 3.4 est
de 7/5.
Nous allons maintenant omparer ette valeur ave les résultats numériques.
10−3 10−2 10−1
10−5
10−4
10−3
10−2
10−1
100
101
Pas d’espace ∆ x
Er
re
ur
 e
n 
no
rm
e 
L2
Valeurs numériques
Pente 7/5
Pente 2
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Nous remarquons alors que le taux de onvergene n'est pas 7/5 mais plutt 2.
Dans la partie suivante, nous allons améliorer le résultat de la proposition 3.4 pour
arriver à un taux de onvergene qui sera en aord ave les résultats numériques.
3.2.3 Calul optimal du taux de onvergene dans le as mo-
nodimensionnel
Nous allons étudier dans ette partie le as partiulier de la dimension 1 qui
permet d'obtenir une estimation optimale du taux de onvergene. Nous supposerons
don ii que d = 1. Nous noterons ∆x = h et ∆t = k.
Le alul optimal du taux de onvergene ne s'applique qu'à une lasse par-
tiulière de shémas. Toutefois, lorsque nous hoisissons bien la disrétisation du
terme d'ordre 0, la plupart des shémas lassiques font partie de ette lasse. Nous
appellerons "shémas développables en P" les shémas de ette lasse.
Dénition 3.1 Un shéma est dit développable en P à l'ordre N0 s'il existe deux
fontions z = z(∆t,∆x, ξ) ∈ C et RN0(∆t,∆x, ξ) tels que la matrie d'ampliation
du shéma soit de la forme :
Q̂(∆t,∆x, ξ) =
N0∑
k=0
P (z)k∆tk
k!
+ ∆tN0+1RN0(∆t,∆x, ξ),
où : RN0(∆t,∆x, ξ) ainsi que toutes ses dérivées par rapport à ∆t ommutent ave
P (z) et ∃h0 > 0, ∃k0 > 0, ∃δ ∈ [0, 1[, ∃ε > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ,
|ξ| ≤ pi
∆xδ
, ∀z, |z| ≤ pi
∆xδ
, ‖Q̂(ξ)− Id‖ ≤ 1− ε.
Nous allons aluler une nouvelle valeur de s et σ qui interviennent dans le
théorème 3.1. Nous séparerons le alul en deux estimations : la première porte sur
‖Q̂n − exp(tnP (z))‖ et la seonde sur la diérene d'exponentielles ‖ exp(tnP (z))−
exp(tnP (iξ))‖.
Première estimation
Proposition 3.6 Nous supposons qu'il existe h0 > 0 et k0 > 0 tels que :
• le shéma est développable en P à l'ordre N0,
• ∀k ≥ 0, ∃Bk > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ ,∥∥∥∥∂kRN0(∆t,∆x, ξ)∂∆tk
∥∥∥∥ ≤ Bk(1 + |ξ|N0+k+1), (3.13)
• ∃C > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ ,
|z| ≤ C|ξ|, (3.14)
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• le quotient ∆t
∆x
= γ est onstant et le shéma est faiblement stable de défaut q2.
Alors, nous avons :
∃K > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi
∆xδ
, ∀z, |z| ≤ pi
∆xδ
,
‖Q̂n − exp(tnP (z))‖ ≤ KtneαStn∆tN0(1 + |ξ|)N0+1+q2
Preuve : Nous allons exprimer Q̂n − exp(tnP (z)tn) au moyen de l'inégalité des
aroissements nis.
Nous notons M(s) =
∑N0
k=1
P (z)ksk
k!
+ sN0+1RN0(s,∆x, ξ). Nous avons alors Q̂ =
Id+M(∆t).
• D'après les hypothèses, ‖M(∆t)‖ < 1 don nous pouvons érire :
Q̂n = exp
(
n log(Id−M(∆t))) = exp(tn × 1
∆t
log(Id−M(∆t))
)
,
et omme M(∆t) et P (z) ommutent, par hypothèse, nous avons :
Q̂n = exp(tnP (z)) exp
(
tn(
1
∆t
log(Id+M(∆t))− P (z)
)
.
Posons :
f(t) =
1
t
log(Id+M(t))− P (z).
Puisque :
f(0) = P (z)− P (z) = 0 par hypothèse,
nous avons :
Q̂n − exp(tnP (z)) = exp(tnP (z)) (exp(tnf(∆t))− exp(tnf(0))) .
Par l'inégalité des aroissements nis,
‖Q̂n − exp(tnP (z))‖ ≤ ∆t.tn sup
t∈[0,∆t]
‖ exp(tnP (z))f ′(t) exp(tnf(t))‖.
Or f ′ ommute ave P (z), ainsi :
‖Q̂n − exp(tnP (z))‖ ≤ ∆t.tn sup
t∈[0,∆t]
‖f ′(t) exp(tnP (z)) exp(tnf(t))‖.
De plus, par dénition de f ,
exp(tnP (z)) exp(tnf(t)) = Q̂
n.
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Don, omme le shéma est stable de défaut q2,
sup
t∈[0,∆t]
‖ exp(tnP (z)) exp(tnf(t))‖ ≤ sup
t∈[0,∆t]
‖Q̂n‖ ≤ KSeαStn(1 + |ξ|)q2.
Nous avons alors :
‖Q̂n − exp(tnP (z))‖ ≤ ∆t.tnKSeαStn(1 + |ξ|)q2 sup
t∈[0,∆t]
‖f ′(t)‖. (3.15)
Nous allons maintenant exprimer f ′.
• Nous avons
f ′(t) = − 1
t2
log(Id+M(t)) +
1
t
M ′(t)(Id+M(t))−1.
Posons g(t) = M ′(t)(Id+M(t))−1. Alors, nous pouvons exprimer f ′ en fontion
de g :
f ′(t) = − 1
t2
∫ t
0
g(s)ds+
1
t
g(t).
Lemme 3.2
g(0) = P (z) et ∀n, 1 ≤ n ≤ N0 − 1, g(n)(0) = 0.
Preuve :
 Commençons par aluler g(0). D'après la dénition d'un shéma dévelop-
pable en P , nous avons M(0) = 0 et M ′(0) = P (z) don g(0) = P (z).
 Calulons g(n)(0) pour n ≥ 1 :
Nous avons : g(s)(Id+M(s)) = M ′(s) don :
n∑
k=0
Ckng
(k)(s)
d(n−k)
ds(n−k)
(Id+M(s)) = M (n+1)(s).
Don :
g(n)(s)(Id+M(s)) = M (n+1)(s)−
n−1∑
k=0
Ckng
(k)(s)M (n−k)(s),
et omme M(0) = 0 :
g(n)(0) = M (n+1)(0)−
n−1∑
k=0
Ckng
(k)(0)M (n−k)(0).
De plus, d'après la dénition d'un shéma développable en P , si 1 ≤ k ≤ N0,
M (k)(0) = k!
P (z)k
k!
= P (z)k.
Montrons alors le lemme par réurrene sur n.
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 Pour n = 1 :
g′(0) = M ′′(0)− g(0)M ′(0) = P (z)2 − P (z)× P (z) = 0.
 Soit 1 ≤ n ≤ N0 − 1, supposons que ∀1 ≤ k ≤ n− 1, g(k)(0) = 0, alors :
g(n)(0) = M (n+1)(0)− g(0)M (n)(0) = P (z)n+1 − P (z)× P (z)n = 0.
Nous avons don bien ∀1 ≤ n ≤ N0 − 1, g(n)(0) = 0.
• Nous pouvons alors érire :
f ′(t) = − 1
t2
∫ t
0
(
g(s)−
N0−1∑
k=0
g(k)(0)
k!
sk
)
ds+
1
t
(
g(t)−
N0−1∑
k=0
g(k)(0)
k!
tk
)
.
(3.16)
Or, par la formule de Taylor ave reste intégral, nous avons :
g(t)−
N0−1∑
k=0
g(k)(0)
k!
tk =
tN
(N − 1)!
∫ 1
0
(1− s)(N0−1)g(N0)(st)ds. (3.17)
Exprimons maintenant M (n).
Lemme 3.3
∀n ≥ 0, ∃Kn > 0, ∀s ∈ [0,∆t], ‖M (n)(s)‖ ≤ Kn(1 + |ξ|n).
Preuve : Nous avons :
M (n)(s) =
N0∑
k=n
P (z)k
(k − n)!s
k−n +
min(n,N0+1)∑
j=0
(N0 + 1)!
(N0 + 1− j)!s
N0+1−j ∂
n−jRN0(s, ξ)
∂sn−j
.
Don, d'après les hypothèses et (3.13) et (3.14) :
‖M (n)(s)‖ ≤
N0∑
k=n
(1 + |ξ|k)
(k − n)! s
k−n
+
min(n,N0+1)∑
j=0
(N0 + 1)!
(N0 + 1− j)!s
N0+1−jBn−j(1 + |ξ|N0+n−j+1).
Comme s ∈ [0,∆t],
‖M (n)(s)‖ ≤
N0∑
k=n
(1 + |ξ|k)
(k − n)! ∆t
k−n
+
min(n,N0+1)∑
j=0
(N0 + 1)!
(N0 + 1− j)!∆t
N0+1−jBn−j(1 + |ξ|N0+n−j+1).
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De plus, nous avons supposé que
∆t
∆x
= γ, don :
‖M (n)(s)‖ ≤
N0∑
k=n
(1 + |ξ|k)γk−n
(k − n)! ∆x
k−n
+
min(n,N0+1)∑
j=0
(N0 + 1)!γ
N0+1−j
(N0 + 1− j)! ∆x
N0+1−jBn−j(1 + |ξ|N0+n−j+1)
≤
N0∑
k=n
γk−n
(k − n)!∆x
k−n + |ξn|
N0∑
k=n
|ξ|k−nγk−n
(k − n)! ∆x
k−n
+
min(n,N0+1)∑
j=0
(N0 + 1)!γ
N0+1−j
(N0 + 1− j)! ∆x
N0+1−jBn−j
|ξn|+
min(n,N0+1)∑
j=0
(N0 + 1)!γ
N0+1−j
(N0 + 1− j)! ∆x
N0+1−jBn−j |ξ|N0−j+1
Or, nous avons |ξ| ≤ pi
∆xδ
, don :
‖M (n)(s)‖ ≤
N0∑
k=n
γk−n
(k − n)!∆x
k−n + |ξ|n
N0∑
k=n
pik−nγk−n
(k − n)! ∆x
(k−n)(1−δ)
+
min(n,N0+1)∑
j=0
(N0 + 1)!γ
N0+1−j
(N0 + 1− j)! ∆x
N0+1−jBn−j
+|ξ|n
min(n,N0+1)∑
j=0
(N0 + 1)!γ
N0+1−j
(N0 + 1− j)! ∆x
(N0+1−j)(1−δ)Bn−jpiN0−j+1
Don, il existe h0 assez petit et il existe une onstante Kn tels que si ∆x < h0,
nous avons :
‖M (n)(s)‖ ≤ Kn(1 + |ξ|n).
Montrons que ∀n ≥ 0, ∃Cn > 0, ∀s ∈ [0,∆t], ‖g(n)(s)‖ ≤ Cn(1 + |ξ|)n+1 :
 Pour n = 0 :
‖g(s)‖ = ‖M ′(s)(Id+M(s))−1‖.
Or, omme ‖Qˆ(ξ)− Id‖ ≤ 1− ε d'après la dénition des shémas dévelop-
pables en P .
‖(Id+M(s))−1‖ ≤ 1
1− ‖M(s)‖ ≤
1
ε
.
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Ainsi, grâe au lemme préédent :
‖g(s)‖ ≤ K1
ε
(1 + |ξ|).
 Soit n ≥ 0, supposons que ∀k ≤ n, ‖g(n)(s)‖ ≤ Cn(1 + |ξ|n+1). Nous avons :
‖g(n)(s)‖ = ∥∥M (n+1)(s)(Id+M(s))−1
−
n−1∑
k=0
Ckng
(k)(s)M (n−k)(s)(Id+M(s))−1‖
Et, d'après le lemme préédent et l'hypothèse de réurrene,
‖g(n)(s)‖ ≤
(
Kn+1(1 + |ξ|n+1) +
n−1∑
k=0
CknCk(1 + |ξ|k+1)Kn−k(1 + |ξ|n−k)
)
1
ε
≤ Cn(1 + |ξ|)n+1.
Nous avons don :
‖g(N0)(s)‖ ≤ CN0(1 + |ξ|N0+1).
D'où, d'après (3.17) :
‖g(t)−
N0−1∑
k=0
g(k)(0)
k!
tk‖ ≤ K ′tN0(1 + |ξ|N0+1).
Ainsi, en remplaçant dans (3.16) :
‖f ′(t)‖ ≤ K ′′tN0−1(1 + |ξ|N0+1).
• Nous pouvons maintenant remplaer l'estimation de f ′ dans (3.15), nous ob-
tenons alors :
‖Q̂n − exp(tnP (z))‖ ≤ ∆t.tnKSeαStn(1 + |ξ|)q2K ′′tN0−1(1 + |ξ|N0+1).
Don :
‖Q̂n − exp(tnP (z))‖ ≤ KtneαStn∆tN0(1 + |ξ|)N0+1+q2 .
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Seonde estimation
Le but de ette partie est d'estimer la diérene d'exponentielles ‖ exp(tnP (z))−
exp(tnP (iξ))‖. Nous allons étudier, de manière plus générale, la diérene ‖ exp(tnP (z1))−
exp(tnP (z2))‖ en utilisant la théorie des perturbations exposée dans [24℄.
Nous ommençons par développer en série de Puiseux exp(tP (z)).
Proposition 3.7 Il existe C > 0, r ∈ N et Ak,j,n ∈ MN(C) tels que pour tout
|z| ≥ C, pour tout t ≥ 0, P (z) = zA+B a s valeurs propres distintes notées λk(z)
et on a :
exp(tP (z)) =
s∑
k=1
((
N∑
j=0
tj
(
+∞∑
n=−r
Ak,j,nz
−n/p
))
exp(λk(z)t)
)
, (3.18)
où le développement est normalement onvergent.
Preuve :
• Soit M(τ) = A + τB. Nous étudions M(τ) au voisinage de τ = 0. Nous nous
plaçons sur un voisinage de 0 ne ontenant pas de point exeptionnel à part,
éventuellement, 0.
Nous érivons la déomposition de Dunford de M(τ) : M(τ) = N(τ) +D(τ)
où N est nilpotente, D est diagonalisable et N et D ommutent.
Soient µk(τ) les s valeurs propres distintes de M(τ) et Pk(τ) la projetion
sur le sous-espae aratéristique assoié à µk(τ).
Alors D(τ) =
∑s
k=1 µk(τ)Pk(τ) et N(τ) =
∑s
k=1Nk(τ) ,où la somme orres-
pond à la déomposition de l'espae en somme direte de sous-espaes ara-
téristiques.
On a alors, d'après [24℄ (voir partie 1.2), un développement de la forme :
Pk(τ) =
+∞∑
n=−r
αn,kτ
n/p
et Nk(τ) =
+∞∑
n=−r
βn,kτ
n/p.
• Posons τ = 1
z
, alors P (z) = zA + B = zM(τ) = 1
τ
N(τ) + 1
τ
D(τ). Nous avons
don :
exp(tP (z)) = exp
(
t
τ
N(τ)
)
exp
(
t
τ
D(τ)
)
=
(
s∑
k=1
exp
(
t
τ
Nk(τ)
))( s∑
k=1
exp
(
t
τ
µk(τ)
)
Pk(τ)
)
=
(
s∑
k=1
N∑
j=0
tj
τ jj!
Nk(τ)
j
)(
s∑
k=1
exp
(
t
τ
µk(τ)
)
Pk(τ)
)
.
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En introduisant les développements deNk et Pk, et en réarrangeant les sommes,
nous obtenons une expression de la forme :
exp(tP (z)) =
s∑
k=1
((
N∑
j=0
tj(
+∞∑
n=−r
Ak,j,nτ
n/p)
)
exp(
t
τ
µk(τ))
)
.
Si λk(z) est valeur propre de P (z), alors λk(z) =
1
z
µk(
1
z
), d'où la onlusion.
A partir de e développement en série de Puiseux, on va déterminer le défaut q1
du problème de Cauhy.
Proposition 3.8 Si le problème de Cauhy est faiblement bien posé et si on a (3.18)
ave z = iξ, alors le défaut est exatement q1 =
r0
p
, où r0 = inf{r ≥ 0, ∃k ∈
{1, . . . , s}, ∃j ∈ {1, . . . , N}, Ak,j,−r 6= 0} .
Preuve :
• Montrons d'abord que q1 ≤ r0p .
Pour |ξ| ≥ C, nous avons :
exp(tP (iξ)) =
s∑
k=1
((
N∑
j=0
tj
(
+∞∑
n=−r0
Ak,j,n(iξ)
−n/p
))
exp(λk(iξ)t)
)
.
Don :
‖ exp(tP (iξ))‖ ≤
s∑
k=1
((
N∑
j=0
tj
(
+∞∑
n=−r0
‖Ak,j,n‖|ξ|−n/p
))
exp(Re (λk(iξ))t)
)
.
Or, omme le problème est faiblement bien posé, il existe un α > 0 tel que
Re (λk(iξ)) ≤ α et ainsi, omme la série est normalement onvergente :
‖ exp(tP (iξ))‖ ≤ |ξ|r/peαt
s∑
k=1
N∑
j=0
tj
(
+∞∑
n=−r0
‖Ak,j,n‖|ξ|−
n+r
p
)
≤ K|ξ|r/peαt(1 + tN ) pour |ξ| ≥ C.
On a don :
q1 ≤ r0
p
.
• Proédons maintenant par l'absurde et supposons que q1 < r0p .
Comme exp(tP (iξ)) s'érit :
exp(tP (iξ)) = (iξ)r/p
s∑
k=1
((
N∑
j=0
tj
(
+∞∑
n=−r0
Ak,j,n(iξ)
−n+r0
p
))
exp(λk(iξ)t)
)
,
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et que le problème est faiblement bien posé de défaut q1, nous avons :∥∥∥∥∥
s∑
k=1
((
N∑
j=0
tj
(
+∞∑
n=−r0
Ak,j,n(iξ)
−n+r0
p
))
exp(λk(iξ)t)
)∥∥∥∥∥ ≤ Keαt|ξ|q1−r0/p,
e qui entraîne que :
lim
|ξ|→+∞
s∑
k=1
((
N∑
j=0
tj
(
+∞∑
n=−r0
Ak,j,n(iξ)
−n+r0
p
))
exp(λk(iξ)t)
)
= 0.
Or, d'après la onvergene normale de la série,
s∑
k=1
((
N∑
j=0
tj
(
+∞∑
n=−r0
Ak,j,n(iξ)
−n+r0
p
))
exp(λk(iξ)t)
)
=
s∑
k=1
((
N∑
j=0
tjAk,j,−r0)
)
exp(λk(iξ)t)
)
+ o(1).
Don, pour tout t ≥ 0,
lim
|ξ|→+∞
s∑
k=1
((
N∑
j=0
tjAk,j,−r0)
)
exp(λk(iξ)t)
)
= 0.
Ainsi, à t xé, on a une ombinaison linéaire d'exponentielles bornées qui
tend vers 0, don ∀t ≥ 0, ∑Nj=0 tjAk,j,−r0 = 0. Et ainsi ∀k, j, Ak,j,−r0 = 0 e
qui ontredit la dénition de r0. Nous avons don q1 ≥ r0p , e qui onlut la
démonstration de la proposition.
Pour évaluer la diérene d'exponentielles, nous allons utiliser une formule de
Taylor. Nous ommençons don par évaluer la dérivée de l'exponentielle.
Proposition 3.9 Si le problème de Cauhy est faiblement bien posé de défaut q1,
alors il existe C > 0 tel que si |z| ≥ C, alors, il existe K > 0 tel que :∥∥∥∥ ddz exp(tP (z))
∥∥∥∥ ≤ K|z|q1(1 + tN+1)eαt.
Preuve : Nous utilisons les notations des propositions préédentes.
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• Le développement en série de Puiseux des valeurs propres et la proposition 1.5
donnent, pour |z| ≥ C :
λk(z) = zλ
0
k +
+∞∑
j=0
αjz
−j/p
Don λk est dérivable pour |z| ≥ C, et :
d
dz
λk(z) = λ
0
k +
+∞∑
j=0
(
−j
p
)
αjz
−j/p−1.
Don, pour |z| ≥ C, d
dz
λk(z) ≤ K. Ainsi :∣∣∣∣ ddz exp(λk(z)t)
∣∣∣∣ = ∣∣∣∣ ddzλk(z).t. exp(λk(z)t)
∣∣∣∣
≤ Kteαt
• Nous avons, en utilisant la formule (3.18) :
d
dz
exp(tP (z)) = −
s∑
k=1
N∑
j=0
tj
[(
+∞∑
n=−r0
Ak,j,n
n
p
z−n/p−1
)
exp(λk(z)t)
+
(
+∞∑
n=−r0
Ak,j,nz
−n/p
)
d
dz
exp(λk(z)t)
]
D'où :∥∥∥∥ ddz exp(tP (z))
∥∥∥∥ ≤ s∑
k=1
N∑
j=0
tj
[(
+∞∑
n=−r0
‖Ak,j,n‖n
p
|z|−n/p−1
)
eαt
+
(
+∞∑
n=−r0
‖Ak,j,n‖|z|−n/p
)
Kteαt
]
≤ |z|r0/p−1
s∑
k=1
N∑
j=0
tj
[(
+∞∑
n=−r0
‖Ak,j,n‖n
p
|z|(r0−n)/p−1
)
eαt
+|z|r0/p−1
(
+∞∑
n=−r0
‖Ak,j,n‖|z|(r0−n)/p
)
Kteαt
]
Or d'après la onvergene normale de la série (3.18), les deux séries sont bor-
nées pour |z| ≥ C. Nous avons alors :∥∥∥∥ ddz exp(tP (z))
∥∥∥∥ ≤ K1(1 + tN)|z|r0/p−1eαt +K2(1 + tN)|z|r/pteαt,
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or q1 =
r0
p
, don, si |z| ≥ C :∥∥∥∥ ddz exp(tP (z))
∥∥∥∥ ≤ K(1 + tN+1)|z|q1eαt.
Nous arrivons maintenant à l'estimation de la diérene d'exponentielles :
Proposition 3.10 Si le problème de Cauhy est faiblement bien posé de défaut q1,
alors il existe C > 0 tel que, pour tous |z1|, |z2| ≥ C, tels que pour tout z ∈ [z1, z2],
|z| ≥ C, alors :
‖ exp(tP (z1))− exp(tP (z2))‖ ≤ K(1 + tN+1)eαt(|z1|+ |z2|)q1|z1 − z2|.
Preuve : Nous pouvons utiliser l'inégalité des aroissements nis :
‖ exp(tP (z1))− exp(tP (z2))‖ ≤ ‖z1 − z2‖ sup
z∈[z1,z2]
‖ d
dz
exp(tP (z))‖
En utilisant la proposition préédente, nous obtenons :
‖ exp(tP (z1))− exp(tP (z2))‖ ≤ K(1 + tN+1)‖z1 − z2‖eαt sup
z∈[z1,z2]
|z|q1
≤ K(1 + tN+1)‖z1 − z2‖eαt(|z|1 + |z2|)q1
Remarque 3.7 Soit ε > 0 alors si |z1 − z2| ≤ ε et si |z1| ≥ C et |z2| ≥ C + ε,
alors |sz1+(1− s)z2| ≥ |z2| − s|z1− z2| ≥ C + ε− sε ≥ C et l'hypothèse est vériée.
Conlusion
En utilisant les propositions 3.6 et 3.10, on montre que les valeurs suivantes de
s et de σ onviennent pour l'utilisation du théorème 3.1.
Théorème 3.2 On suppose que :
• le problème de Cauhy est faiblement bien posé de défaut q1,
• le quotient ∆t
∆x
= γ est onstant et le shéma est faiblement stable de défaut q2,
• le shéma est développable en P à l'ordre N0,
• ∀k ≥ 0, ∃Bk > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ ,
∥∥∥∂kRN0 (∆t,∆x,ξ)∂∆tk ∥∥∥ ≤
Bk(1 + |ξ|N0+k+1),
• ∃C > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ , |z| ≤ C|ξ|,
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• ∀|ξ| ≤ pi
∆xδ
, |z − iξ| ≤ K∆xr|ξ|ρ.
Alors, il existe K > 0 tel que :
‖Q̂n − exp(tnP (iξ))‖ ≤ Keαtn(∆tN0 +∆xr)(1 + |ξ|)max(N0+1+q2,ρ+q1).
Preuve : Nous érivons :
‖Q̂n − exp(tnP (z))‖ ≤ ‖Q̂n − exp(tnP (z))‖+ ‖ exp(tnP (z))− exp(tnP (iξ))‖.
Or, d'après la proposition 3.6, nous avons :
‖Q̂n − exp(tnP (z))‖ ≤ KtneαStn∆tN0(1 + |ξ|)N0+1+q2 .
Nous appliquons alors la proposition 3.10 en prenant z1 = iξ et z2 = z. Nous
obtenons :
‖ exp(tP (z1))− exp(tP (z2))‖ ≤ K ′(1 + tN+1)eαt(|ξ|)q1∆xr|ξ|ρ.
D'où :
‖Q̂n − exp(tnP (z))‖ ≤ K ′′eαt(∆tN0 +∆xr)(1 + |ξ|)max(N0+1+q2,ρ+q1).
L'estimation obtenue dans le théorème préédent est plus ne que elle obtenue
à la proposition 3.4. En utilisant ette estimation dans le théorème 3.1, nous obtien-
drons un taux de onvergene plus grand. Nous verrons dans le hapitre suivant que,
sur les exemples lassiques de shémas, les onditions d'appliation du théorème 3.2
ne sont pas restritives, à ondition de bien hoisir la disrétisation du terme d'ordre
0 et que de plus, le taux de onvergene obtenu est optimal.
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Chapitre 4
Appliation à divers shémas et
résultats numériques
Dans e hapitre, nous allons appliquer les résultats préédents aux shémas à
un pas lassiques. Pour haque shéma, nous allons étudier la stabilité et le taux
de onvergene. Nous omparerons alors les résultats obtenus ave des résultats
numériques.
An de pouvoir appliquer le théorème 3.2, nous hoisirons une disrétisation du
terme d'ordre 0 qui rende le shéma étudié développable en P , e qui n'est pas
toujours le as pour la disrétisation standard.
Nous posons :
γ =
∆t
∆x
Dans tout e hapitre, on supposera que γ est une onstante.
4.1 Shéma de Lax-Wendro
Le shéma de Lax Wendro homogène (sans terme d'ordre 0) est obtenu par
"équation équivalente"'. En revanhe, la disrétisation du terme d'ordre 0 n'est pas
intrinsèque, et nous verrons qu'un hoix astuieux permet d'obtenir un shéma dé-
veloppable en P .
4.1.1 Eriture d'un shéma de Lax-Wendro
Nous ommençons par appliquer la méthode qui onduit à l'obtention d'un
shéma de Lax-Wendro usuel.
Un+1j − Unj
∆t
= ∂tU(tn, xj) +
∆t
2
∂ttU(tn, xj) +O(∆t
2)
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Unj+1 − Unj−1
2∆x
= ∂xU(tn, xj) +O(∆x
2).
Don :
Un+1j − Unj
∆t
− AU
n
j+1 − Unj−1
2∆x
= BU(tn, xj) +
∆t
2
∂ttU(tn, xj) +O(∆t
2) +O(∆x2).
Or en dérivant l'équation en temps et en espae, nous obtenons :
∂ttU = A∂txU +B∂tU et ∂txU = A∂xxU +B∂xU.
Don :
∂ttU = A
2∂xxU + AB∂xU +B∂tU
= A2∂xxU + (AB +BA)∂xU +B
2U.
D'où :
Un+1j − Unj
∆t
− AU
n
j+1 − Unj−1
2∆x
= BU(tn, xj)
+
∆t
2
(
A2∂xxU + (AB +BA)∂xU +B
2U
)
+O(∆t2) +O(∆x2)
= BU(tn, xj) +
∆t
2
A2
Unj+1 − 2Unj + Unj−1
∆x2
+
∆t
2
(AB +BA)
Unj+1 − Unj−1
2∆x
+
∆t
2
B2U(tn, xj)
+O(∆t2) +O(∆x2).
Nous n'expliitons pas, pour le moment le terme d'ordre 0, nous obtenons alors
le shéma suivant :
Un+1j − Unj
∆t
=
(
A+
∆t
2
(AB +BA)
)
Unj+1 − Unj−1
2∆x
+
∆t
2
A2
Unj+1 − 2Unj + Unj−1
∆x2
+f(Un),
où f(Un) est une dirétisation du terme d'ordre 0 telle que f(U(tn, xj)) = BU(tn, xj)+
∆t
2
B2U(tn, xj) +O(∆t
2) +O(∆x2).
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Le symbole du shéma est alors, en posant γ = ∆t
∆x
:
Q̂(ξ) = Id+ iγ
(
A+
∆t
2
(AB +BA)
)
sin(ξ∆x)
−2γ2A2(sin(ξ∆x/2))2 +∆tf̂
= Id+∆t
(
i
sin(ξ∆x)
∆x
A
)
+ 2∆t2
(
i
sin(ξ∆x/2)
∆x
A+
sin(ξ∆x)
4 sin(ξ∆x/2)
B
)2
− ∆t
2 sin(ξ∆x)2
8(sin(ξ∆x/2))2
B2 +∆tf̂
= Id+∆t
(
i
sin(ξ∆x)
∆x
A
)
+ 2∆t2
(
i
sin(ξ∆x/2)
∆x
A+
cos(ξ∆x/2)
2
B
)2
−∆t
2 cos(ξ∆x/2)2
2
B2 +∆tf̂
= Id+∆t
(
i
sin(ξ∆x)
∆x
A
)
+
∆t2 cos(ξ∆x/2)2
2
(
2i
tan(ξ∆x/2)
∆x
A+B
)2
−∆t
2 cos(ξ∆x/2)2
2
B2 +∆tf̂ .
Pour que le terme d'ordre 2 soit développable en P , nous posons : z = 2i tan(ξ∆x/2)
∆x
,
on a alors :
Q̂(ξ) = Id+∆t(cos(ξ∆x/2))2(zA +B) +
∆t2 cos(ξ∆x/2)2
2
(zA +B)2
−∆t
2 cos(ξ∆x/2)2
2
B2 −∆t(cos(ξ∆x/2))2B +∆tf̂ .
Nous hoisissons alors :
f̂ = (cos(ξ∆x/2))2B +
∆t cos(ξ∆x/2)2
2
B2,
e qui donne :
f(Un) =
(
Id+
∆t
2
B
)
B
Unj+1 + U
n
j + U
n
j−1
4
.
Nous montrons alors le résultat suivant :
Proposition 4.1 Le shéma de Lax-Wendro suivant :
Un+1j −Unj
∆t
=
(
A+ ∆t
2
(AB +BA)
) Unj+1−Unj−1
∆x
+ ∆t
2
A2
Unj+1−2Unj +Unj−1
∆x2
+
(
Id+ ∆t
2
B
)
B
Unj+1+U
n
j +U
n
j−1
4
(4.1)
est développable en P .
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Preuve : Nous avons déjà montré que :
Q̂(∆t,∆x, ξ) = Id+∆t(cos(ξ∆x/2))2P (z) +
∆t2 cos(ξ∆x/2)2
2
P (z)2,
où :
z = 2i
tan(ξ∆x/2)
∆x
.
Don :
Q̂(∆t,∆x, ξ) = Id+∆tP (z) +
∆t2
2
P (z)2 +∆t3R2((∆t,∆x, ξ),
ave :
R2((∆t,∆x, ξ) =
1
∆t
(1− cos(ξ∆x/2)2)
(
P (z) +
1
2
P (z)2
)
=
1
∆t
(
−
+∞∑
k=1
(−1)kξ2k∆t2k
γ2k22kk!
)(
P (z) +
1
2
P (z)2
)
= −
(
+∞∑
k=1
(−1)kξ2k∆t2k−1
γ2k22kk!
)(
P (z) +
1
2
P (z)2
)
.
Don R2 est bien déni et il est lair que R2 et ses dérivées ommutent ave P (z).
De plus,
‖Q̂(ξ)− Id‖ ≤ ∆t‖P (z)‖ + ∆t
2
2
‖P (z)‖2.
Or |ξ∆x| ≤ pi∆x1−δ ≤ pih1−δ0 si δ < 1. Don, pour h0 assez petit :
|z| = 2 | tan(ξ∆x/2)|
∆x
≤ C∆xδ.
Don :
‖Q̂(ξ)− Id‖ ≤ C(∆t(1 + ∆xδ) + ∆t2(1 + ∆xδ)2) ≤ 1− ε,
e qui ahève la démonstration.
4.1.2 Etude de la stabilité
Proposition 4.2 Si le problème de Cauhy est faiblement bien posé, le shéma de
Lax-Wendro (4.1) est faiblement stable sous la ondition CFL :
∀λ ∈ σ(A), |λγ| ≤ 1.
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L'intérêt de e résultat est que la ondition de stabilité ne fait intervenir que les
valeurs propres de A qui sont aisément alulables.
Preuve : Nous allons montrer la stabilité en utilisant la aratérisation de la
proposition 3.2.
En eet, nous avons bien ‖Q̂ − Id‖ ≤ K∆t(1 + ‖ξ‖)θ ave θ = 1. Il sut don de
montrer que pour toute valeur propre µ(ξ) de Q̂(ξ), nous avons |µ(ξ)| ≤ eαS∆t.
Nous allons utiliser la proposition 1.5 qui permet d'avoir des renseignements sur
les valeurs propres de P (z).
Soit µ(ξ) une valeur propre de Q̂, elle s'érit :
µ(ξ) = 1 + ∆t(cos(ξ∆x/2))2λ(z) +
∆t2 cos(ξ∆x/2)2
2
λ(z)2,
où λ(z) est une valeur propre de P (z). D'après la proposition 1.5 et omme le
problème est faiblement bien posé, nous savons qu'il existe C > 0 tel que, si |z| ≥ C :
λ(z) = λ0z + f(z),
ave f bornée.
µ(ξ) = 1 + ∆t(cos(ξ∆x/2))2λ(z) +
∆t2 cos(ξ∆x/2)2
2
λ(z)2
= 1 +∆t(cos(ξ∆x/2))2λ0z +
∆t2 cos(ξ∆x/2)2
2
λ20z
2
+∆t(cos(ξ∆x/2))2f(z) +
∆t2 cos(ξ∆x/2)2
2
f(z)2
+∆t2 cos(ξ∆x/2)2λ0zf(z)
= 1 + iγ sin(ξ∆x)λ0 − 2γ2 sin(ξ∆x/2)2λ20
+∆t
(
(cos(ξ∆x/2))2 +
∆t cos(ξ∆x/2)2
2
f(z) + iγ sin(ξ∆x)λ0
)
f(z).
Comme, pour |z| ≥ C, f(z) ≤M , nous avons :
|µ(ξ)| ≤ |1 + iγ sin(ξ∆x)λ0 − 2γ2 sin(ξ∆x/2)2λ20|+∆t
(
1 +
∆t
2
M + γ|λ0|
)
M
≤ |1 + iγ sin(ξ∆x)λ0 − 2γ2 sin(ξ∆x/2)2λ20|+K∆t.
Or sous la ondition CFL, nous avons |1 + iγ sin(ξ∆x)λ0 − 2γ2 sin(ξ∆x/2)2λ20| ≤ 1
ar e terme orrespond à un shéma de Lax-Wendro lassique pour l'équation
∂tu = λ0∂xu. Nous avons don montré que pour |z| ≥ C :
|µ(ξ)| ≤ 1 +K∆t ≤ eKt.
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Lorsque |z| ≤ C, le résultat est lair ar alors λ(z) est bornée.
Nous avons don bien la stabilité du shéma de Lax-Wendro.
4.1.3 Taux de onvergene
Théorème 4.1 Si le problème de Cauhy est faiblement bien posé de défaut q1, et si
le shéma de Lax-Wendro (4.1) est faiblement stable de défaut q2 sous la ondition
CFL ∀λ ∈ σ(A), |λγ| ≤ 1, alors, pour une donnée initiale dans Hq4, le taux de
onvergene pour le shéma de Lax-Wendro (4.1) est :
β =
2(q4 −max(q1, q2))
max(q4, 3 + max(q1, q2))−max(q1, q2) .
Preuve : Nous allons appliquer le théorème 3.1. Il sut don de montrer la relation
(3.9) : ∥∥∥eP (iξ)tn − Q̂n(ξ)∥∥∥ ≤ Ctnhs(1 + ‖ξ‖2)σ/2,
ave s = 2 et σ = 3 +max(q1, q2).
Pour ela,nous allons appliquer le théorème 3.2 et montrer que N0 = r = 2 et ρ = 3
e qui permettra de onlure.
• Montrons que : ∀j ≥ 0, ∃Bk > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ ,∥∥∥∂jRN0 (∆t,∆x,ξ)∂∆tj ∥∥∥ ≤ Bk(1 + |ξ|3+j).
Nous avons :∥∥∥∥∂jR2(∆t,∆x, ξ)∂∆tj
∥∥∥∥ =
∥∥∥∥∥∥−
 ∑
k≥(j+1)/2
(−1)kξ2k(2k − 1)!∆t2k−1−j
γ2k22kk!(2k − 1− j)!

×
(
P (z) +
1
2
P (z)2
)∥∥∥∥
≤ |ξ|j+1
 ∑
k≥(j+1)/2
(2k − 1)!(|ξ|∆t)2k−1−j
γ2k22kk!(2k − 1− j)!

×C(1 + |ξ|2)
≤ Bj(1 + |ξ|3+j).
• Montrons que ∃C > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ , |z| ≤ C|ξ|.
Nous avons |z| = 2 | tan(ξ∆x/2)|
∆x
. Or pour x assez petit, | tan(x)| ≤ 2|x|. En
prenant alors x = ξ∆x/2 et en remarquant que |x| ≤ pi∆x1−δ/2 ≤ pih1−δ0 /2,
nous avons, pour h0 assez petit |z| ≤ 2|ξ|.
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• Montrons que ∀|ξ| ≤ pi
∆xδ
, |z − iξ| ≤ K∆x2|ξ|3 e qui montrera que r = 2 et
ρ = 3.
z = 2i
tan(ξ∆x/2)
∆x
= iξ +O(ξ3∆x2),
e qui donne la onlusion.
Remarque 4.1 Le taux que l'on a obtenu ii est meilleur que elui du théorème
3.4 qui prenait s = 2 et σ = 3+ q1 + q2. Les résultats numériques vont montrer que
e taux est optimal.
4.1.4 Résultats numériques
Les expliations sur les aluls numériques onernent tous les shémas étudiés.
Nous allons eetuer des aluls numériques sur trois exemples :
• Exemple 1 : q1 = 2
A =
 1 1 0
0 1 1
0 0 1
 B =
 0 0 0
1 0 0
0 -1 0

• Exemple 2 : q1 = 1
A =
 1 1 0
0 1 0
0 0 1
 B =
 0 0 0
0 0 0
0 1 0

• Exemple 3 : q1 = 2
A =
 1 1 0
0 1 1
0 0 1
 B =
 1 1 0
-2 1 -1
0 2 1

Nous allons eetuer toutes les simulations numériques sur des matries de taille
3. Nous allons don avoir besoin de la valeur de q2 pour pouvoir omparer les résultats
numériques et théoriques.
Proposition 4.3 Si A, B ∈ M3(R) sont de la forme donnée dans la proposition
1.8, et si nous onsidérons un shéma faiblement stable de matrie d'ampliation
telle que Q̂(ξ)− µ(ξ)Id = iξ∆t(A− λId) +O(∆t) pour toute valeur propre µ(ξ) de
Q̂(ξ) et où λ est une valeur propre de A, alors le shéma est faiblement stable de
défaut q2 = q1.
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Preuve : De même que dans la proposition 1.8, si µ1, µ2, µ3, désignent les valeurs
propres de Q̂, nous avons :
• si µ1 6= µ2 6= µ3,
Q̂n =
µn1
(µ2 − µ1)(µ3 − µ1)(Q̂− µ2Id)(Q̂− µ3Id)
+
µn2
(µ2 − µ1)(µ2 − µ3)(Q̂− µ3Id)(Q̂− µ1Id)
+
µn3
(µ3 − µ1)(µ3 − µ2)(Q̂− µ1Id)(Q̂− µ2Id),
• si µ1 = µ2 6= µ3,
Q̂n = −n µ
n−1
1
(µ3 − µ1)(Q̂− µ1Id)(Q̂− µ3Id) +
µn3
(µ3 − µ1)2 (Q̂− µ1Id)
2,
• si µ1 = µ2 = µ3,
Q̂n =
n(n− 1)
2
µn−21 (Q̂− µ1Id)2.
Nous alulons alors, omme dans la proposition 1.8 le développement limité
de Q̂n, en remplaçant P (iξ) − λ(ξ) par bQ(ξ)−µ(ξ)
∆t
qui vérient bien les mêmes
propriétés par hypothèse. En utilisant n∆t = tn, nous obtenons alors un ré-
sultat analogue à elui de la proposition 1.8.
Proposition 4.4 Sous ondition CFL, le shéma de Lax-Wendro (4.1) vérie les
hypothèses de la proposition préédente.
Preuve : Nous avons :
Q̂(ξ)− µ(ξ)Id = ∆t(cos(ξ∆x/2))2(P (z)− λ(z)Id) + ∆t
2(cos(ξ∆x/2))2
2
(P (z)2 − λ(z)2Id)
Or, d'après la ondition CFL, (cos(ξ∆x/2))2 = 1+O(ξ2∆t2), de plus P (z) = iξA+
O(1) par dénition, et λ(z) = iξλ + O(1), don Q̂(ξ)− µ(ξ)Id = iξ∆t(A − λId) +
O(∆t).
Nous allons maintenant eetuer les aluls numériques.
Sur haun de es exemples, nous allons aluler le taux de onvergene nu-
mérique. Pour ela, nous allons utiliser diérentes données initiales. Ces données
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initiales sont toutes à support ompat dans [0, 1] et elles ont pour régularités res-
petives 3/2, 5/2, 7/2, 9/2 et 11/2.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
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Fig. 4.1  Conditions initiales
Pour haque donnée initiale, nous alulons l'erreur à l'instant t = 0, 9 sous la
ondition CFL γ = 0, 9 pour des pas d'espae variant entre 10−3,5 et 10−2. Ces
valeurs sont susamment petites pour représenter le omportement asymptotique
de l'erreur. Le taux de onvergene numérique est alors la pente de ette droite.
Nous omparerons les résultats numériques ave le taux général β2 du théorème
3.4 et ave le taux optimisé β alulé dans les exemples de shémas traités.
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Fig. 4.4  Shéma de Lax-Wendro, exemple 3 : q2 = 2
Nous remarquons que le taux alulé au théorème 4.1 est bien optimal alors que
elui alulé au théorème 3.4 n'est que minimal.
4.1.5 Remarque sur le shéma de Lax-Wendro usuel
Si nous disrétisons les termes U(tn, xj) par la disrétisation standard U
n
j , nous
obtenons le shéma de Lax-Wendro usuel :
Un+1j − Unj
∆t
=
(
A +
∆t
2
(AB +BA)
)
Unj+1 − Unj−1
2∆x
+
∆t
2
A2
Unj+1 − 2Unj + Unj−1
∆x2
+BUnj +
∆t
2
B2Unj .
Ce shéma n'est pas développable en P toutefois, le taux de onvergene observé
numériquement est égal à elui alulé dans le théorème 3.2. Il semble don que
la ondition d'être développable en P ne soit pas néessaire pour que le taux de
onvergene soit elui alulé dans le théorème 3.2 mais uniquement susante.
4.2 Shéma de Crank-Niolson
4.2.1 Eriture d'un shéma de Crank-Niolson
Nous utilisons ii la disrétisation standard du terme d'ordre 0. Le shéma de
Crank-Niolson est don le suivant :
Un+1j − Unj
∆t
= A
Unj+1 − Unj−1 + Un+1j+1 − Un+1j−1
4∆x
+B
Unj + U
n+1
j
2
(4.2)
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La matrie d'ampliation du shéma est alors :
Q̂(ξ) =
(
Id− ∆t
2
(i
sin(ξ∆x)
∆x
A +B)
)−1(
Id+
∆t
2
(i
sin(ξ∆x)
∆x
A +B)
)
.
Posons z = i sin(ξ∆x)
∆x
, alors Q̂(ξ) s'érit :
Q̂(ξ) =
(
Id− ∆t
2
P (z)
)−1(
Id+
∆t
2
P (z)
)
.
Proposition 4.5 Le shéma de Crank-Niolson (4.2) est développable en P .
Preuve :
Nous développons
(
Id− ∆t
2
P (z)
)−1
en série de Neumann e qui est liite ar
∆t
2
‖P (z)‖ ≤ ∆t
2
(|ξ|‖A‖+ ‖B‖) ≤ 1
2
(γpih1−δ0 ‖A‖+ γh0‖B‖) < 1 pour h0 assez petit.
Q̂(ξ) =
(
Id− ∆t
2
P (z)
)−1(
Id+
∆t
2
P (z)
)
=
(
+∞∑
k=0
∆tk
2k
P (z)k
)(
Id+
∆t
2
P (z)
)
= Id+
+∞∑
k=1
∆tk
2k−1
P (z)k
= Id+ P (z) +
∆t
2
P (z)2 +∆t3R2,
ave :
R2 =
+∞∑
k=3
∆tk−3
2k−1
P (z)k =
+∞∑
k=0
∆tk
2k+2
P (z)k−3.
Et R2 et ses dérivées ommutent bien ave P (z). De plus, nous avons :
‖Q̂(ξ)− Id‖ ≤
+∞∑
k=1
∆tk
2k−1
‖P (z)‖k
= ∆t‖P (z)‖
(
1− ∆t
2
‖P (z)‖
)−1
.
Or, pour tout η > 0, il existe h0 > 0 tel que
∆t
2
‖P (z)‖ ≤ η, ainsi
‖Q̂(ξ)− Id‖ ≤ 2η
1− η .
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Don, il existe ε > 0 tel que pour h0 assez petit nous avons :
‖Q̂(ξ)− Id‖ < 1− ε,
e qui ahève la démonstration.
4.2.2 Etude de la stabilité
Proposition 4.6 Si le problème de Cauhy est faiblement bien posé, le shéma de
Crank-Niolson (4.2) est stable.
Preuve : Nous utilisons la même méthode de démonstration et les mêmes notations
que pour le shéma de Lax-Wendro. Soit µ(ξ) une valeur propre de Q̂, elle s'érit :
µ(ξ) =
1 + ∆t
2
λ(z)
1− ∆t
2
λ(z)
où λ(z) est une valeur propre de P (z). En utilisant la proposition 1.5, nous avons :
µ(ξ) =
1 + ∆t
2
λ0z +
∆t
2
f(z)
1− ∆t
2
λ0z − ∆t2 f(z)
=
1 + iγ
2
λ0 sin(ξ∆x) +
∆t
2
f(z)
1− iγ
2
λ0 sin(ξ∆x)− ∆t2 f(z)
.
Don :
|µ(ξ)| =
|1 + ∆t
2
f(z)
1+i γ
2
λ0 sin(ξ∆x)
|
|1− ∆t
2
f(z)
1−i γ
2
λ0 sin(ξ∆x)
|
.
Or, nous avons, pour |z| ≥ C :∣∣∣∣∆t2 f(z)1 + iγ
2
λ0 sin(ξ∆x)
∣∣∣∣ ≤ ∆t2 M et
∣∣∣∣∆t2 f(z)1− iγ
2
λ0 sin(ξ∆x)
∣∣∣∣ ≤ ∆t2 M,
où M = sup|z|≥C |f(z)|. Ainsi, si ∆t < 2M :
|µ(ξ)| ≤ 1 +
∆t
2
M
1− ∆t
2
M
≤ exp(3M∆t
2
).
Et, de même que pour Lax-Wendro, lorsque |z| ≤ C, omme λ(z) est bornée, le
résultat est vrai.
Nous avons don bien montré la stabilité du shéma de Crank-Niolson.
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4.2.3 Taux de onvergene
Théorème 4.2 Si le problème de Cauhy est faiblement bien posé de défaut q1, et si
le shéma de Crank-Niolson (4.2) est faiblement stable de défaut q2, alors, pour une
donnée initiale dans Hq4, le taux de onvergene pour le shéma de Crank-Niolson
(4.2) est :
β =
2(q4 −max(q1, q2))
max(q4, 3 + max(q1, q2))−max(q1, q2) .
Preuve : De même que pour le shéma de Lax-Wendro, il sut de montrer que
N0 = r = 2 et ρ = 3.
• Montrons que ∃C > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ , |z| ≤ C|ξ|.
Par dénition, |z| = | sin(ξ∆x|
∆x
≤ |ξ|. Don C = 1 onvient.
• Montrons que : ∀j ≥ 0, ∃Bk > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ ,∥∥∥∂jRN0 (∆t,∆x,ξ)∂∆tj ∥∥∥ ≤ Bk(1 + |ξ|3+j).
Nous avons :∥∥∥∥∂jRN0(∆t,∆x, ξ)∂∆tj
∥∥∥∥ =
∥∥∥∥∥
+∞∑
k=j
k!∆tk−j
2k+2(k − j)!P (z)
k−3
∥∥∥∥∥
≤
+∞∑
k=j
k!∆tk−j
2k+2(k − j)!C(1 + |ξ|
k−3)
≤ C ′(1 + |ξ|j+3)
+∞∑
k=j
k!(|ξ|∆t)k−j
2k+2(k − j)!
≤ Bj(1 + |ξ|j+3).
• Montrons que ∀|ξ| ≤ pi
∆xδ
, |z − iξ| ≤ K∆x2|ξ|3 e qui montrera que r = 2 et
ρ = 3.
z = i
sin(ξ∆x)
∆x
= iξ +O(ξ3∆x2),
e qui donne la onlusion.
4.2.4 Résultats numériques
Nous eetuons les mêmes aluls que pour le shéma de Lax-Wendro.
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héma de Crank-Ni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Fig. 4.7  Shéma de Crank-Niolson, exemple 3 : q2 = 2
4.2.5 Présentation rapide d'un autre exemple : le shéma
Box-Sheme
Nous allons étudier le shéma Box-Sheme suivant :
(V n+1j +V
n+1
j+1 )−(V nj +V nj+1)
2∆t
= A
(V n+1j+1 −V n+1j )+(V nj+1−V nj )
2∆x
+ B
(V n+1j +V
n+1
j+1 )+(V
n
j +V
n
j+1)
4
.
(4.3)
Nous avons alors :(
Id−∆t e
iξ∆x − 1
∆x(1 + eiξ∆x)
A− ∆t
2
B
)
V̂ n+1 =
(
Id+∆t
eiξ∆x − 1
∆x(1 + eiξ∆x)
A +
∆t
2
B
)
V̂ n.
D'où :
Q̂(ξ) =
(
Id+
∆t
2
P (z)
)−1(
Id− ∆t
2
P (z)
)
,
ave ii :
z =
2(eiξ∆x − 1)
∆x(1 + eiξ∆x)
.
Ce shéma a une forme analogue au shéma de Crank-Niolson, et nous pouvons
don montrer les résultats suivants :
Proposition 4.7 Si le problème de Cauhy est faiblement bien posé, le shéma
Box-Sheme (4.3) est stable.
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Théorème 4.3 Si le problème de Cauhy est faiblement bien posé de défaut q1, et
si le shéma Box-Sheme (4.3) est faiblement stable de défaut q2, alors, pour une
donnée initiale dans Hq4, le taux de onvergene pour le shéma Box-Sheme (4.3)
est :
β =
2(q4 −max(q1, q2))
max(q4, 3 + max(q1, q2))−max(q1, q2) .
4.3 Shéma de Lax-Friedrihs
Nous allons étudier dans ette partie un shéma de Lax-Friedrihs sous la ondi-
tion
∆t
∆x
= γ onstant, alors le shéma de Lax-Friedrihs est d'ordre 1. La disréti-
sation lassique du terme d'ordre 0 va donner un shéma développable en P . Nous
avons le shéma de Lax-Friedrihs suivant :
V n+1j − 12(V nj+1 + V nj−1)
∆t
= A
V nj+1 − V nj−1
2∆x
+BV nj . (4.4)
Nous avons alors :
Q̂(ξ) = cos(ξ∆x)Id+∆tP (z),
ave z = i sin(ξ∆x)
∆x
.
Proposition 4.8 Le shéma de Lax-Friedrihs (4.4) est développable en P .
Preuve : Nous érivons le shéma sous la forme :
Q̂(∆t,∆x, ξ) = cos(ξ∆x)Id+∆tP (z)
= Id+∆tP (z) + ∆t2R1.
ave :
R1 =
1
∆t2
(1− cos(ξ∆x))Id
=
+∞∑
k=0
ξ2(k+1)(2k)!
γ2(k+1)(2(k + 1))!
∆t2k,
qui a bien les propriétés voulues. De plus, nous avons :
‖Q̂(ξ)− Id‖ ≤ | cos(ξ∆x)− 1|+∆t‖P (z)‖.
Or |ξ∆x| ≤ pi∆x1−δ ≤ pih1−δ0 si δ < 1.
Don, pour h0 assez petit, nous avons la onlusion.
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4.3.1 Etude de la stabilité
Proposition 4.9 Si le problème de Cauhy est faiblement bien posé, le shéma de
Lax-Friedrihs (4.4) est stable sous la ondition CFL :
∀λ ∈ σ(A), |λγ| ≤ 1.
Preuve : De même que pour les shémas préédents :
µ(ξ) = cos(ξ∆x) + ∆t(λ0z + f(z)).
Don, pour |z| ≥ C :
‖µ(ξ)‖ ≤ | cos(ξ∆x) + iγλ0 sin(ξ∆x)|+M∆t.
Don, sous ondition CFL, nous avons bien :
‖µ(ξ)‖ ≤ 1 +M∆t ≤ eM∆t,
e qui prouve la stabilité.
4.3.2 Taux de onvergene
Théorème 4.4 Si le problème de Cauhy est faiblement bien posé de défaut q1,
et si le shéma de Lax-Friedrihs (4.4) est faiblement stable de défaut q2 sous la
ondition CFL ∀λ ∈ σ(A), |λγ| ≤ 1, alors, pour une donnée initiale dans Hq4, le
taux de onvergene pour le shéma de Lax-Friedrihs (4.4) est :
β =
(q4 −max(q1, q2))
max(q4, 2 + max(q1, q2))−max(q1, q2) .
Preuve : De même que pour le shéma de Lax-Wendro, il sut de montrer que
N0 = r = 1 et ρ = 2.
• Evaluons les dérivées de R1 :∥∥∥∥∂jR1(∆t,∆x, ξ)∂∆tj
∥∥∥∥ =
∥∥∥∥∥
+∞∑
k=j
ξ2(k+1)(2k)!
γ2(k+1)(2(k + 1))!(2k − j)!∆t
2k−j
∥∥∥∥∥
≤ Bj(1 + |ξ|j+2).
• Montrons que ∀|ξ| ≤ pi
∆xδ
, |z − iξ| ≤ K∆x2|ξ|3 e qui montrera que r = 1 et
ρ = 2.
z = i
sin(ξ∆x)
∆x
= iξ +O(ξ3∆x2) = iξ +O(ξ2∆x) si δ < 1,
e qui donne la onlusion.
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4.4 Shéma déentré
Supposons que nous avons érit la matrie A sous forme de blos :
A =
(
A+ 0
0 A−
)
,
où A+ de dimension N+ × N+ (resp. A− de dimension N− × N−) est onstitué des
blos de Jordan de valeurs propres positives (resp. stritement négatives).
Nous déentrons les dérivées en x selon les aratéristiques, et disrétisons de
façon standard le terme d'ordre 0. Le shéma déentré s'érit alors :
V n+1j − V nj
∆t
=
(
A+ 0
0 0
)
V nj+1 − V nj
∆x
+
(
0 0
0 A−
)
V nj − V nj−1
∆x
+BV nj . (4.5)
Sa matrie d'ampliation est don :
Q̂(ξ) = Id+∆t
(
eiξ∆x−1
∆x
A+ 0
0 1−e
−iξ∆x
∆x
A−
)
+∆tB.
Nous ne pouvons pas ii utiliser les résultats du hapitre préédent, ar Q̂ n'est
pas développable en P . Il dépend en fait de deux paramètres, omme nous allons le
voir maintenant. Pour étudier les valeurs propres de Q̂, nous posons
P(ξ, u) = ξ
(
eiu−1
u
A+ 0
0 1−e
−iu
u
A−
)
+B,
ave u = ξ∆x. Nous avons alors Q̂(ξ) = Id + ∆tP(ξ, ξ∆x), et nous étudions les
valeurs propres de P(ξ, u), où nous supposerons ξ ≥ 0 et u ≥ 0 (quitte à éhanger
les signes). Nous faisons le hangement de variables
x =
u
sin u
1
ξ
, y =
1− cosu
u
,
et dénissons la matrie
M(x, y) =
(
(i− y)A+ 0
0 (i+ y)A−
)
+ xB.
Alors P(ξ, ξ∆x) = 1
x
M(x, y). Lorsque ξ → +∞ et ξ∆x → 0, e qui est le as qui
nous intéresse, x ∼ 1
ξ
→ 0 et y ∼ ξ∆x
2
→ 0. La matrieM est don une perturbation
de iA mais, omme ette perturbation dépend de deux variables, la théorie des
séries de Puiseux appliquée préédemment n'est plus valable. Nous allons obtenir
un résultat asymptotique à l'aide du théorème de Seidenberg-Tarski. La matrie B
est déomposée par blos suivant les blos A+ et A−, B =
(
B11 B12
B21 B22
)
.
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Lemme 4.1 Il existe une transformation analytique S˜ dans les variables (x, y) telle
que :
S˜−1(x, y)M(x, y)S˜(x, y) =
(
M˜11(x, y) 0
0 M˜22(x, y)
)
= M˜(x, y),
ave S˜(x, y) =
(
Id xS(x, y)
0 Id
)(
Id 0
xT (x, y) Id
)
.
Preuve : L'analytiité de la transformation résulte de théorèmes généraux, puisque
la matrieM est elle-même analytique [14℄. Nous allons érire expliitement la trans-
formation, ar nous aurons besoin de onnaître les premiers termes du développe-
ment. Nous éliminons d'abord le blo supérieur droit. Remarquons d'abord que(
I xS
0 I
)−1
=
(
I −xS
0 I
)
. Nous alulons pour toute matrie S,(
Id −xS(x, y)
0 Id
)
M(x, y)
(
Id xS(x, y)
0 Id
)
=
(
R11 R12
R21 R22
)
.
Ave :
R11 = (i− y)A+ + xB11 − x2S(x, y)B21,
R12 = [(i− y)A+ + xB11 − x2S(x, y)B21]xS(x, y) + xB12 − xS(x, y)[(i+ y)A− + xB22],
R21 = xB21,
R22 = x
2S(x, y)B21 + (i+ y)A− + xB22.
Nous herhons S sous la forme S =
∑+∞
k=0 Sk(y)x
k
, de façon que R12 = 0. Nous
dénissons sur l'espae vetoriel omplexe des matries N+ × N−, l'opérateur ∆
par ∆X = (i − y)A+X − (i + y)XA−. Puisque (i− y)A+ et −(i + y)A− n'ont pas
les mêmes valeurs propres, ∆ est un isomorphisme. Nous obtenons les relations de
réurrene suivantes :
∆S0(y) +B12 = 0,
∆S1(y) +B21S0(y)− S0(y)B22 = 0,
∆Sk(y) + B11Sk−1(y)−
∑
i+j=k−2
Sj(y)B21Sj(y)− Sk−1(y)B22, k ≥ 2,
qui dénissent la suite Sk de façon unique. Nous dénissons maintenant les opéra-
teurs ∆+X = A+X −XA− et ∆−X = A+X +XA−, et nous déomposons S0 sous
la forme
∑+∞
j=0 S
j
0y
j
. Nous obtenons la relation de réurrene suivante :
∆+S00 = iB12,
∆+Sj0 = i∆
−Sj−10 , j ≥ 1.
(4.6)
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ei nous détermine le développement en série de S dans les variables x et y. En
eetuant le même alul pour T , nous obtenons(
Id 0
−xT (x, y) Id
)
M(x, y)
(
Id 0
xT (x, y) Id
)
=
(
R′11 0
R′21 R
′
22
)
.
Ave :
R′11 = R11,
R′21 = x(−TR11 +B21 +R22TR22),
R′22 = x(B21 +R22TR22).
La première ligne de blos n'est don pas aetée par ette opération, et nous ne
travaillons que sur la deuxième ligne, ou nous devons dénir T de façon à annuler
R′21, e qui se fait omme préédemment.
M˜11(x, y) est donnée par R11, et si nous regardons les premiers termes du déve-
loppement en séries, nous obtenons
M˜11(x, y) = (i− y)A+ + xB11 − x2S00B21 − x2yS10B21 + · · · (4.7)
Nous notons µ˜1(x, y) les valeurs propres de M˜11(x, y) et λ0(A+) est une valeur
propre de A+. Nous avons alors :
• µ˜1(0, y) = (i− y)λ0(A+) don Re (µ˜1(0, y)) = −yλ0(A+) ≥ 0,
• µ˜1(x, 0) est une valeur propre de iA+ + xB ainsi, omme le problème est
faiblement bien posé, Re (µ˜1(x, 0)) ≤ αx.
Nous avons le même résultat pour les valeurs propres µ˜2 de M˜22(x, y). Don, toute
valeur propre µ˜(x, y) de M(x, y), vérie :
• Re (µ˜(0, y)) ≥ 0,
• Re (µ˜(x, 0)) ≤ αx.
Théorème 4.5 Il existe ε > 0, β > 0 et δ > 0 tels que pour tout (x, y) tel que
‖(x, y)‖ < ε, pour toute valeur propre µ˜(x, y) de M(x, y),
Re (µ˜(x, y)) ≤ αx+ β(xy)δ.
Preuve : Elle repose sur le théorème de Seidenberg-Tarski sur les ensembles al-
gébriques [14℄ que nous rappelons ii, ar son énoné est très simple. Un ensemble
semi-algébrique de R est une union nie d'ensembles dénis par des égalités ou in-
égalités polynmiales. S'il n'y a pas d'inégalités, on parle d'ensembles algébriques.
Théorème de Seidenberg-Tarski L'image d'un ensemble semi-algébrique par une
appliation polynmiale est semi-algébrique.
Nous utiliserons ii une forme équivalente : la projetion d'un ensemble semi-
algébrique sur un sous-espae est semi-algébrique. Nous nous plaçons dans R4 =
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{(x, y, Re (µ˜), Im (µ˜)}. Le polynme aratéristique de M y dénit une surfae al-
gébrique de dimension 2. Soit
G = {(x, y, µ˜1), ∃µ˜2 ave µ˜1 + iµ˜2 valeur propre de M}
G est semi-algébrique dans R4 par le théorème de Seidenberg-Tarski. Dénissons
maintenant
H = {(ε, η, x, y, µ˜1) ∈ R+ ×R+ × G, µ˜1 ≥ αx+ η, x ≥ 0, y ≥ 0, xy ≤ ε}.
H est un sous-ensemble semi-algébrique de R5. Supposons H non vide, et regardons
sa projetion Hε,η dans le plan ε, η. Elle est aussi semi-algébrique. Par dénition,
H ne renontre la droite ε = 0 qu'en 0. Puisqu'il est donné par un nombre ni
d'équations algébriques et d'inéquations de la forme Pi(ε, η) ≤ 0, on peut faire un
développement de Puiseux dans haune des inégalités, et obtenir une olletion
d'inégalités du type η ≤ βiεδi. On a don
∃β > 0, δ > 0, ∀(ε, η) ∈ Hε,η, η ≤ βεδ. (4.8)
Montrons maintenant que pour tout (x, y, µ˜1) dans G, µ˜1 ≤ 2β(xy)δ. Proédons par
l'absurde et supposons qu'il existe (x, y, µ˜1) dans G, ave µ˜1 > 2β(xy)δ. Choisissons
dans (4.8) η = µ˜1 et ε = xy. On a alors µ˜1 ≤ β(xy)δ, e qui ontredit l'hypothèse.
Ii, nous avons xy = 1−cos(ξ∆x)
sin(ξ∆x)ξ
∼ ∆x
2
et x ∼ 1
ξ
, don :
Re (µ˜(x, y)) ≤ α′1
ξ
+ β ′∆xδ.
Don si µ est une valeur propre de P, alors :
Re (µ(x, y)) ≤ α′′ + β ′′ξ∆xδ ≤ C.
Les parties réelles des valeurs propres de P sont bornées.
Théorème 4.6 Si le problème de Cauhy est faiblement bien posé, si les pas de
temps et d'espae sont tels que pour toute valeur propre λ de A, |γλ| ≤ 1, le shéma
déentré est faiblement stable.
Preuve : La même démonstration que dans le théorème 4.5 montre que pour toute
valeur propre deM orrespondant à une valeur propre positive de A, il existe α > 0,
β > 0, et δ > 0 tels que, pour x et y assez petits, on ait
|µ˜(x, y)− (i− y)λ0(A+)| ≤ αx+ β(xy)δ (4.9)
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En eet si nous posons Φ(x, y) = µ˜(x, y) − (i − y)λ0(A+), nous avons Φ(0, y) = 0,
Φ(x, 0) = µ˜(x, 0)− iλ0(A+). Puisque Φ est ontinue et que Φ(0, 0) = 0, il existe un
α positif tel que pour x et y susamment petits, on ait
Re (Φ(0, y)) = 0, −αx ≤ Re (Φ(x, 0)) ≤ αx,
Im (Φ(0, y)) = 0, −αx ≤ Im (Φ(x, 0)) ≤ αx.
On en déduit (4.9) omme dans la preuve du théorème (4.5). Pour démontrer la
stabilité, nous utilisons maintenant la proposition 3.2. D'abord nous avons ‖Q̂ −
Id‖ ≤ K∆t(1 + ‖ξ‖)θ ave θ = 1. Il sut don de montrer que toute valeur propre
µ(ξ) de Qˆ vérie bien
|µ(ξ)| ≤ eα∆t.
pour un ertain α. Or µ(ξ) = 1 + ∆t
x
µ˜(x, y), et si µ˜ orrespond à une valeur propre
positive de A, nous pouvons érire par (4.9)
µ˜(x, y) = (i− y)λ0(A+) +R(x, y),
où le reste R(x, y) est majoré en module par αx+β(xy)δ. Nous pouvons érire alors
µ(ξ) = 1 +
∆t
x
((i− y)λ0(A+) +R(x, y)),
= 1− γ(1− cos ξ∆x)λ0(A+) + iγ sin ξ∆x+∆tR(x, y)
x
Nous reonnaissons à droite de l'égalité le oeient d'ampliation du shéma
déentré pour l'équation salaire, et don sous la ondition γλ0(A
+) ≤ 1, on a
|µ(ξ)| ≤ 1 + ∆t(α + β (xy)
δ
x
)
et
(xy)δ
x
∼ ξ(∆x
2
)δ qui est borné si on a hoisi ξ∆xδ ≤ pi. Nous avons don prouvé
que toute valeur propre µ(ξ) de Qˆ orrespondant à une valeur propre positive de A
vérie bien
|µ(ξ)| ≤ eα∆t.
Le résultat est le même pour les autres valeurs propres.
Corollaire 4.1 Si le problème de Cauhy est faiblement bien posé, si les pas de
temps et d'espae sont tels que pour toute valeur propre λ de A, |γλ| ≤ 1, le shéma
déentré est onvergent pour une donnée initiale de régularité q4 ≥ max(q1, q2) et le
taux de onvergene du shéma est minoré par :
β2 =
q4 −max(q1, q2)
max(q4, 2 + q1 + q2)−max(q1, q2) .
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Preuve : Nous allons appliquer la proposition 3.4. Comme nous avons prouvé que
le shéma est stable, il sut de montrer que r = 1 et ρ = 2. Or, nous avons :
Q̂(ξ) = Id+∆t(ξA+ 0(ξ2∆x)) + ∆tB
= Id+∆tP (iξ) +O(ξ2∆x2)
= exp(∆tP (iξ)) +O(ξ2∆x2).
Nous avons don bien r = 1 et ρ = 2 e qui ahève la preuve.
Si dans la dénition 3.1, nous remplaçons P (z) par P(ξ, ξ∆x), alors le shéma
déentré vérie les hypothèses de la proposition 3.6 ave N0 = 1. Nous obtenons
don l'estimation analogue à elle obtenue dans le as des shémas développables en
P :
‖Q̂n(ξ)− exp(tnP(ξ, ξ∆x))‖ ≤ KeαStn∆t(1 + |ξ|)2+q2.
Par ontre, la seonde estimation 3.10 ne s'obtient plus omme dans le as des
shémas développables en P . Nous avons même une forte présomption qu'il existe
des as où elle n'est pas valable. Considérons en eet les matries
A+ =
(
1 1
0 1
)
, A− = −A+, B11 = B22 = 0, B21 =
(
0 0
1 0
)
, B12 =
(
1 0
2 0
)
.
Alors on peut aluler les valeurs propres µ˜(x, y) omme plus haut, et une au moins
d'entre elles est de la forme
µ˜(x, y) = i+ y +
1− i
2
x
√
y + · · · ,
et n'est pas dérivable en 0 dans la variable y. C'est pourquoi la diérene
‖ exp(tn
x
M(x, y))− exp(tn
x
M(x, 0))‖
ne pourra pas être bornée de manière analogue au as des shémas développables
en P . Le shéma déentré a don un omportement inattendu. Le traitement de e
omportement est en ours.
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Chapitre 5
Etude de shémas multipas pour des
équations à oeients
onstants
Dans ette partie, nous allons onsidérer des shémas à q + 1 pas en temps ave
q ≥ 1 à oeients onstants :
Q−1V n+1 =
q∑
σ=0
QσV
n−σ.
Nous nous ramenons à un shéma à un pas en notant : :
V
n =t (V n+q, . . . , V n) et V̂n =t (V̂ n+q, . . . , V̂ n).
Nous avons alors :
V̂
n+1 = Q̂V̂n,
ave :
Q̂ =

(Q̂−1)−1Q̂0 (Q̂−1)−1Q̂1 . . . . . . (Q̂−1)−1Q̂q
Id 0 . . . . . . 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 Id 0
 .
Nous allons adapter les résultats du hapitre 3 aux shémas multipas et les
appliquer au shéma saute-mouton.
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5.1 Un résultat de stabilité
Nous montrons ii un résultat de stabilité qui n'utilise plus, ontrairement à la
proposition 3.2, l'hypothèse ‖Q̂−Id‖ ≤ K∆t(1+‖ξ‖)θ qui n'est pas vériée pour le
shéma de saute-mouton par exemple. Le résultat suivant s'appliquera aux shémas
multipas de type point milieu pour la disrétisation en temps.
Proposition 5.1 Nous onsidérons un shéma de la forme :
V n+1 − V n−1
∆t
= RV n,
où R est un opérateur en espae R = R(D+, D−). On suppose qu'il existe h0, k0 > 0
tels que :
• ∃K > 0, ∀hj ≤ h0, ∀ξ ∈ Dd, ‖R̂‖ ≤ K(1 + ‖ξ‖),
• il existe αS tel que pour tout ∆t ≤ k0 et pour toute valeur propre µ de Q̂,
|µ| ≤ eαS∆t,
• le shéma de démarrage vérie : ∀hj ≤ h0, ∀ξ ∈ Dd, ‖V̂ 1‖ ≤ K(1+‖ξ‖)‖V̂ 0‖.
Alors le shéma est faiblement stable.
Preuve : Ii Qˆ(ξ) =
(
∆tRˆ(ξ) Id
Id 0
)
. Nous eetuons la déomposition de Shur
de R̂ :
R̂ = S∗(Λ + T )S,
où Λ =
 λ1 . . . 0..
.
.
.
.
.
.
.
0 . . . λN
 et T =

0 t1,2 . . . t1,N
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. tN−1,N
0 . . . . . . 0
 , ave S unitaire. Posons
Ŵ n = SV̂ n, alors Ŵ n+1 = Ŵ n−1 +∆t(Λ + T )Ŵ n. Nous avons alors :
∀1 ≤ i ≤ N − 1, Ŵ n+1i = Ŵ n−1i +∆tλiŴ ni +∆t
N∑
j=i+1
ti,jŴ nj ,
Ŵ n+1N = Ŵ
n−1
N +∆tλNŴ
n
N .
Nous montrons le lemme suivant :
Lemme 5.1 Si pour tout n ≥ 1, Un+1 = MUn + NUn−1 + Fn, alors, pour tout
n ≥ 1, nous avons :(
Un
Un−1
)
=
(
M N
Id 0
)n−1(
U1
U0
)
+
n−2∑
k=0
(
M N
Id 0
)n−k−2(
Fk+1
0
)
.
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Preuve : Nous proédons par réurrene sur n :
• Pour n = 1, le résultat est lairement vrai.
• Supposons le résultat vrai au rang n ∈ N∗. Nous avons :(
Un+1
Un
)
=
(
MUn +NUn−1 + Fn
Un
)
=
(
M N
Id 0
)(
Un
Un−1
)
+
(
Fn
0
)
=
(
M N
Id 0
)n(
U1
U0
)
+
n−2∑
k=0
(
M N
Id 0
)n−k−1(
Fk+1
0
)
+
(
Fn
0
)
=
(
M N
Id 0
)n(
U1
U0
)
+
n−1∑
k=0
(
M N
Id 0
)n−k−1(
Fk+1
0
)
.
Nous avons ainsi prouvé le lemme.
En utilisant le lemme préédent, nous avons :(
Ŵ ni
Ŵ n−1i
)
=
(
∆tλi 1
1 0
)n−1(
Ŵ 1i
Ŵ 0i
)
+
n−2∑
k=0
(
∆λi 1
1 0
)n−k−2(
∆t
∑N
j=i+1 ti,jŴ
k+1
j
0
)
.
Or, en diagonalisant, nous obtenons :(
α 1
1 0
)n
=
1
µ1 − µ2
(
µn+11 − µn+12 µ1µ2(µn1 − µn2 )
µn1 − µn2 µ1µ2(µn−11 − µn−12 )
)
.
Ave : µ1,2 =
α±√α2+4
2
.
Nous avons don :
Ŵ ni =
µn1 − µn2
µ1 − µ2W
1
i + µ1µ2(µ
n−1
1 − µn−12 )Ŵ 0i
+
n−2∑
k=0
µn−k−11 − µn−k−12
µ1 − µ2
(
∆t
N∑
j=i+1
ti,jŴ
k+1
j
)
=
µn1 − µn2
µ1 − µ2 (Ŵ
1
i + µ2Ŵ
0
i )− µn2Ŵ 0i +
n−2∑
k=0
µn−k−11 − µn−k−12
µ1 − µ2
(
∆t
N∑
j=i+1
ti,jŴ
k+1
j
)
,
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où µ1,2 =
α±√α2+4
2
ave α = ∆tλi.
Or Q̂ =
(
∆tR̂ Id
Id 0
)
, don les µ1,2 sont les valeurs propres de Q̂, don par
hypothèse :
|µ1,2| ≤ eαS∆t.
Ainsi, si nous onsidérons ‖ξ‖∆t < ε, alors :
∆t|λi| ≤ ∆t‖R̂‖ ≤ K∆t(1 + ‖ξ‖) ≤ K(h0 + ε).
Don, pour h0 et ε assez petit, il existe C > 0 tel que :
|µ1 − µ2| = |
√
∆t2λ2i + 4| ≥
√
C.
Don : ∣∣∣∣µn1 − µn2µ1 − µ2
∣∣∣∣ ≤ 2eαStn√C .
Si nous onsidérons maintenant ε > 0, pour ‖ξ‖∆t ≥ ε :∣∣∣∣µn1 − µn2µ1 − µ2
∣∣∣∣ =
∣∣∣∣∣
n−1∑
k=0
µk1µ
n−1−k
2
∣∣∣∣∣ ≤ neαStn ≤ tn∆teαStn ≤ tn‖ξ‖ε eαStn .
Nous avons don prouvé l'existene d'une onstante C ′ telle que :∣∣∣∣µn1 − µn2µ1 − µ2
∣∣∣∣ ≤ C ′(1 + ‖ξ‖)eαStn .
Nous pouvons alors montrer le lemme suivant :
Lemme 5.2 ∀i ∈ {1, . . . , N},
|Ŵ ni | ≤ Ci(1 + ‖ξ‖)N−i+1tN−in eαStn max
r≥i
(|Ŵ 0r |+ |Ŵ 1r |).
Preuve : Nous proédons par réurrene desendante sur i :
• Pour i = N ,
Ŵ ni =
µn1 − µn2
µ1 − µ2 Ŵ
1
i + µ1µ2(µ
n−1
1 − µn−12 )Ŵ 0i .
Don :
|Ŵ ni | = C ′(1 + |ξ|)eαStn |Ŵ 1i |+ 2eαStn+1 |Ŵ 0i |
≤ CN(1 + |ξ|)eαStn max
r≥i
(|Ŵ 0r |+ |Ŵ 1r |).
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• Soit 1 ≤ i ≤ N − 1, supposons le résultat vrai pour tout j ≥ i+1, nous avons
alors :
|Ŵ ni | = C ′(1 + |ξ|)eαStn(|Ŵ 1i |+ eαS∆t|Ŵ 0i |) + eαS∆t|Ŵ 0i |+
(
n−2∑
k=0
C ′(1 + ‖ξ‖)eαStn−k−1
×
(
∆t
N∑
j=i+1
ti,jCj(1 + ‖ξ‖)N−j+1tN−jn eαStn max
r≥j
(|Ŵ 0r |+ |Ŵ 1r |)
))
≤ Ci+1(1 + ‖ξ‖)N−i+1tN−in eαStn max
r≥i
(|Ŵ 0r |+ |Ŵ 1r |).
Don :
‖Ŵ n‖ ≤ C(1 + ‖ξ‖)N+1tNn eαStn(‖Ŵ 1‖+ ‖Ŵ 0‖).
Or ∀k, ‖Ŵ k‖ = ‖V̂ k‖ et omme ‖V̂ 1‖ ≤ K(1 + ‖ξ‖)‖V̂ 0‖, nous avons :
‖V̂ n‖ ≤ C(1 + ‖ξ‖)N+2tNn eαStn‖V̂ 0‖.
Ce qui ahève la preuve.
5.2 Taux de onvergene
Le théorème 3.1 ainsi que toutes les propositions qui en déoulent restent valables
mais, ontrairement aux shémas à un pas, le problème n'est plus d'évaluer :∥∥∥etnP (iξ) − Q̂n(ξ)∥∥∥ ,
mais : ∥∥∥∥∥∥∥
 e
tn+qP (iξ)Û0
.
.
.
etnP (iξ)Û0
− Q̂n(ξ)
 V̂ q..
.
V̂ 0

∥∥∥∥∥∥∥ .
L'analogue du théorème 3.1 est alors :
Théorème 5.1 On onsidère que le problème de Cauhy est faiblement bien posé
de défaut q1 et que le shéma est faiblement stable de défaut q2.
On suppose de plus que :
∃0 ≤ δ ≤ 1, ∀‖ξ‖ ≤ pi
hδ
,
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∥∥∥∥∥∥∥
 e
tn+qP (iξ)Û0
.
.
.
etnP (iξ)Û0
− Q̂n(ξ)
 V̂ q..
.
V̂ 0

∥∥∥∥∥∥∥ ≤ Ctnhs(1 + ‖ξ‖2)σ/2‖Û0‖.
Soit q4 tel que :
max(q1, q2) ≤ q4 et s ≤ δ(max(q4, σ)−max(q1, q2)). (5.1)
Alors : ∃K,α′, ∀f ∈ Hq4(R),
‖U(tn, .)− SV n‖L2 ≤ Keα′tntnhβ1‖U0‖Hq4 ,
où :
β1 =
s(q4 −max(q1, q2))
max(q4, σ)−max(q1, q2) .
Nous herhons maintenant, omme dans le as des shémas à un pas, à aluler
une valeur de σ qui donne un taux de onvergene optimal.
Nous onsidérons à partir de maintenant que d = 1. Comme dans le hapitre 3,
nous notons ∆x = h.
Dénition 5.1 Un shéma multipas est dit développable en P s'il existe Q˜ tel que :
q∑
σ=0
(Q̂−1)
−1Q̂σQ˜
q−σ = Q˜q+1
et Q˜ est développable en P au sens de la dénition 3.1 .
Nous allons alors prouver le théorème, analogue au théorème 3.2, suivant :
Théorème 5.2 On suppose que :
• le problème de Cauhy est faiblement bien posé de défaut q1,
• γ = ∆t
∆x
est onstant et le shéma est faiblement stable de défaut q2,
• le shéma multipas est développable en P et on note RN0 le reste du dévelop-
pement de Q˜,
• ∀k ≥ 0, ∃Bk > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ ,
∥∥∥∂kRN0 (∆t,∆x,ξ)∂∆tk ∥∥∥ ≤
Bk(1 + |ξ|N0+k+1),
• ∃C > 0, ∀∆x, ∆x ≤ h0, ∀∆t, ∆t ≤ k0, ∀ξ, |ξ| ≤ pi∆xδ , |z| ≤ C|ξ|,• ∀|ξ| ≤ pi
∆xδ
, |z − iξ| ≤ K∆xr|ξ|ρ, où z = z(∆t,∆x, ξ) est introduit dans la
dénition 3.1.
• les shémas d'initialisation sont tels que : ∀σ ∈ {0, . . . , q},
‖Q˜σÛ0 − V̂ σ‖ ≤ C∆tN0(1 + |ξ|)N0+1.
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Alors :∥∥∥∥∥∥∥
 e
tn+qP (iξ)Û0
.
.
.
etnP (iξ)Û0
− Q̂n(ξ)
 V̂ q..
.
V̂ 0

∥∥∥∥∥∥∥ ≤ Ketnα(∆tN0+∆xr)(1+|ξ|)max(N0+1+q2,ρ+q1)‖Û0‖.
Preuve :
• Nous avons :
Q̂
 Q˜
n+q
.
.
.
Q˜n
 =
 Q˜
n+q+1
.
.
.
Q˜n+1
 .
Don :
Q̂n
 Q˜q..
.
Id
 =
 Q˜
n+q
.
.
.
Q˜n
 .
Nous avons alors, en utilisant les hypothèses portant sur Q˜ :∥∥∥∥∥∥∥
 e
tn+qP (iξ)Û0
.
.
.
etnP (iξ)Û0
− Q̂n(ξ)
 Q˜q..
.
Id
 Û0
∥∥∥∥∥∥∥ =
∥∥∥∥∥∥∥
 (e
tn+qP (iξ) − Q˜n+q)Û0
.
.
.
(etnP (iξ) − Q˜n)Û0

∥∥∥∥∥∥∥
≤ Keαtn+q(∆tN0 +∆xr)(1 + |ξ|)max(N0+1+q2,ρ+q1)‖Û0‖.
• Il reste don à évaluer :∥∥∥∥∥∥∥Q̂n(ξ)
 V̂ q..
.
V̂ 0
− Q̂n(ξ)
 Q˜q..
.
Id
 Û0
∥∥∥∥∥∥∥ .
Or, omme le shéma est faiblement stable de défaut q2, nous avons :∥∥∥∥∥∥∥Q̂n(ξ)
 V̂ q..
.
V̂ 0
− Q̂n(ξ)
 Q˜q..
.
Id
 Û0
∥∥∥∥∥∥∥
≤ KSeαStn(1 + |ξ|)q2
∥∥∥∥∥∥∥
 V̂ q..
.
V̂ 0
−
 Q˜q..
.
Id
 Û0
∥∥∥∥∥∥∥
≤ KSeαStn(1 + |ξ|)q2 max0≤σ≤q ‖V̂ σ − Q˜σÛ0‖
≤ KSeαStn(1 + |ξ|)q2∆tN0(1 + |ξ|)N0+1,
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en utilisant l'hypothèse sur le shéma d'initialisation.
Nous avons don la onlusion.
5.3 Etude d'un exemple : le shéma de saute-mouton
5.3.1 Eriture d'un shéma de saute-mouton
Nous utilisons la disrétisation lassique du terme d'ordre 0. Nous obtenons le
shéma suivant :
V n+1j − V n−1j
2∆t
= A
V nj+1 − V nj−1
2∆x
+BV nj . (5.2)
Nous avons alors :(
V̂ n+1
V̂ n
)
=
(
2∆t
(
i sin(ξ∆x)
∆x
A+B
)
Id
Id 0
)(
V̂ n
V̂ n−1
)
.
Don, la matrie d'ampliation du shéma est :
Q̂(ξ) =
(
2∆tP (z) Id
Id 0
)
,
ave :
z = i
sin(ξ∆x)
∆x
.
5.3.2 Etude de la stabilité
Pour étudier la stabilité du shéma de saute-mouton, nous allons appliquer la
proposition 5.1.
Proposition 5.2 Sous la ondition CFL :
∀λ ∈ σ(A), γ|λ| ≤ 1
et pour tout shéma d'initialisation tel que :
‖V̂ 1‖ ≤ K(1 + |ξ|)‖V̂ 0‖,
le shéma de saute-mouton est faiblement stable.
Preuve : Ave les notations de la proposition 5.1, on a R̂ = 2P (z). Montrons que
les quatre hypothèses sont vériées.
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• Nous avons :
‖R̂‖ ≤ 2(|z|‖A‖+ ‖B‖) ≤ 2(|ξ|‖A‖+ ‖B‖) ≤ K(1 + |ξ|).
• Soit µ une valeur propre de Q̂. Alors, il existe λ(z) valeur propre de P (z) telle
que :
µ2 − 2λ(z)∆tµ − 1 = 0.
Don :
µ = λ(z)∆t±
√
λ(z)2∆t2 + 1.
Or, nous savons qu'il existe C tel que si |z| ≥ C, λ(z) = λ0z + f(z) ave f
bornée. Nous avons don :
µ = (λ0z + f(z))∆t±
√
(λ0z + f(z))2∆t2 + 1
= iλ0γ sin(ξ∆x) + ∆tf(z)
±
√
−λ20γ2 sin(ξ∆x)2 + 2iλ0γ sin(ξ∆x)∆tf(z) + f(z)2∆t2 + 1.
Or, nous avons :
λ20γ
2 sin(ξ∆x)2 + 2λ0γ sin(ξ∆x)∆tf(z) + f(z)
2∆t2 + 1
= 1− λ20γ2 sin(ξ∆x)2 +O(∆t) uniformément en ξ.
Don :
µ = iλ0γ sin(ξ∆x)±
√
1− λ20γ2 sin(ξ∆x)2 +O(∆t).
Or, |iλ0γ sin(ξ∆x)±
√
1− λ20γ2 sin(ξ∆x)2| = 1, don :
|µ| ≤ 1 +M∆t ≤ eM∆t,
e qui prouve bien le deuxième point.
• Enn le dernier point est vérié par hypothèse.
La proposition 5.1 montre don que le shéma de saute-mouton est faiblement
stable.
Remarque 5.1 Dans le as de problèmes fortement bien posés, la ondition CFL
doit être strite pour obtenir la stabilité du shéma. Toutefois le omportement n'est
pas le même pour γ|λ| > 1 et pour γ|λ| = 1. En eet, l'instabilité provenant de
γ|λ| > 1 est une roissane exponentielle de ‖Q̂n‖ en fontion de n, qui est toujours
une instabilité au sens de la stabilité faible. Cependant, dans le as γ|λ| = 1, la
roissane observée est linéaire en n, e qui peut se ramener à une roissane linéaire
en ξ, qui n'est pas exlue dans la dénition de la stabilité faible. Le graphique suivant
111
donne l'erreur en norme L2 en fontion du pas d'espae. Le shéma d'initialisation
est un shéma de Lax-Wendro, l'équation traitée est elle de l'exemple 1 et la donnée
initiale est H11/2. Nous avons pris γ = 1 et nous observons que le shéma est bien
onvergent.
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Fig. 5.1  Shéma de saute-mouton pour γ|λ| = 1
5.3.3 Taux de onvergene
Nous allons aluler un taux de onvergene optimal en utilisant le théorème 5.2.
Théorème 5.3 Si les hypothèses suivantes sont vériées :
• le problème de Cauhy est faiblement bien posé de défaut q1,
• le shéma de saute-mouton (5.2) est faiblement stable de défaut q2 sous la
ondition CFL strite ∀λ ∈ σ(A), γ|λ| < 1,
• le shéma d'initialisation est tel que :
‖ exp(∆tP (iξ))Û0 − V̂ 1‖ ≤ C∆t2(1 + |ξ|)3.
Alors, pour une donnée initiale dans Hq4, le taux de onvergene pour le shéma de
saute-mouton (5.2) est :
β =
2(q4 −max(q1, q2))
max(q4, 3 + max(q1, q2))−max(q1, q2) .
Remarque 5.2 L'hypothèse sur le shéma d'initialisation néessite uniquement
que le shéma soit d'ordre 1. En eet, si 'est le as et si nous notons Q̂init la
transformée de Fourier du shéma d'initialisation, nous avons : ‖ exp(∆tP (iξ))− bQinit
∆t
‖ ≤
K∆t(1 + |ξ|)2.
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Preuve :
• Nous herhons Q˜ vériant l'équation :
Q˜2 − 2∆tP (z)Q˜− Id = 0.
Nous herhons un développement en P de Q˜ ave ak,j = δk,jak, 'est à dire :
Q˜ = Id+
+∞∑
k=1
akP (z)
k∆tk.
Nous posons a0 = 1, nous avons alors :
Q˜2 =
+∞∑
k=0
(∑
i+j=k
aiaj
)
P (z)k∆tk.
En ré-injetant dans l'équation vériée par Q˜, nous obtenons :
+∞∑
k=0
(
∑
i+j=k
aiaj)P (z)
k∆tk − 2
+∞∑
k=1
ak−1P (z)
k∆tk − Id = 0.
Ce qui donne la relation de réurrene suivante :{
a20 − 1 = 0∑
i+j=k aiaj − 2ak−1 = 0 pour k ≥ 1.
Don pour k ≥ 1, 2ak = 2ak−1 −
∑
i+j=k, i,j 6=k aiaj ainsi les oeients sont
bien dénis.
De plus, la relation de réurrene est indépendante de la dimension, don,
si nous posons x = ∆tP (z), les ak sont les oeients de la déomposition
en série entière de x +
√
x2 + 1 qui a pour rayon de onvergene 1. Don le
développement de Q˜ onverge normalement pour ‖∆tP (z)‖ < 1 e qui est le
as lorsque δ < 1.
• Comme les ak sont les oeients de la déomposition en série entière de
x+
√
x2 + 1, nous avons a1 = 1 et a2 =
1
2
, don Q˜ = Id+∆tP (z)+ ∆t
2
2
P (z)2+
∆t3R2, ave R2 =
∑+∞
k=0 ak+3P (z)
k+3∆tk. Cela prouve que N0 = 2.
De plus,
∂jR2
∂∆tj
=
∑+∞
k=j ak+3P (z)
k+3 k!
(k−j)!∆t
k−j
. En faisant le même raisonne-
ment que pour les shémas étudiés préédemment, nous trouvons :
∥∥∥∂jR2∂∆tj ∥∥∥Bj(1+
|ξ|j+3).
• Nous avons : z = i sin(ξ∆x)
∆x
= iξ +O(ξ3∆x2), don r = 2 et ρ = 3.
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• Pour étudier le shéma d'initialisation, nous ommençons par remarquer que :
‖Q˜− exp(∆tP (z))‖‖ ≤ C∆t3(1 + |ξ|)3.
Don :
‖Q˜Û0 − V̂ 1‖ ≤ ‖Q˜Û0 − exp(∆tP (z))Û0‖
+‖ exp(∆tP (z))Û0 − exp(∆tP (iξ))Û0‖
+‖ exp(∆tP (iξ))Û0 − V̂ 1‖
≤ C∆t2(1 + |ξ|)3‖Û0‖.
Ce qui ahève la preuve.
5.3.4 Résultats numériques
Nous eetuons les mêmes aluls que préédemment. Le shéma d'initialisation
est un shéma de Lax-Wendro. Nous obtenons alors les résultats suivants :
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Fig. 5.2  Shéma de saute-mouton, exemple 1 : q2 = 2
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Fig. 5.3  Shéma de saute-mouton, exemple 2 : q2 = 1
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Fig. 5.4  Shéma de saute-mouton, exemple 3 : q2 = 2
Remarque 5.3 Le taux de onvergene est analogue lorsque le shéma d'initiali-
sation est un shéma de Crank-Niolson ou un shéma déentré.
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Conlusion
Dans ette partie, nous avons donné des dénitions de stabilité, onsistane et
onvergene qui sont adaptées à la perte de régularité observée lorsque nous étu-
dions des problèmes faiblement bien posés. Ave es dénitions nous obtenons une
ondition néessaire et susante de onvergene qui est une extension du théorème
de Lax-Rihtmyer. Ce théorème est valable sous des hypothèses très larges : pro-
blème à oeients variables, espae de dimension quelonque et shéma à un pas
ou multipas.
Nous nous sommes ensuite intéressés au as partiulier des problèmes à oe-
ients onstants. Nous avons obtenu une minoration du taux de onvergene pour
des shémas quelonques. Grâe à ette minoration, nous avons retrouvé un résultat
essentiel de la théorie des shémas pour les problèmes fortement bien posés : pour
une donnée initiale susamment régulière, le taux de onvergene du shéma est
égal à son ordre de onvergene. Toutefois, e résultat peut être amélioré. En eet,
le taux de onvergene obtenu dans le as d'une donnée initiale peu régulière n'est
pas prohe de elui observé numériquement.
An de aluler de manière optimale le taux de onvergene, nous avons déni
une nouvelle lasse de shémas pour laquelle nous avons démontré une nouvelle
expression du taux de onvergene valable dans le as de la dimension 1. Cette
nouvelle valeur est très satisfaisante. En eet, on retrouve le taux de onvergene
observé numériquement. De plus, la lasse de shémas étudiée est susamment large
pour que, lorsque nous hoisissons orretement la disrétisation du terme d'ordre
0, les shémas lassiques en fassent partie. Seul le shéma déentré néessite un
traitement partiulier.
Nous avons don atteint notre objetif, à savoir, donner une nouvelle théorie des
shémas numériques pour les problèmes faiblement bien posés qui explique pour-
quoi des shémas instables au sens de la dénition usuelle peuvent onverger quand
même. Il nous reste à améliorer le alul du taux de onvergene. En eet, il serait
intéressant de pouvoir aluler le taux de onvergene de manière optimale dans le
as multidimensionnel et d'étendre la lasse de shémas pour lequel le résultat est
valable. Une piste intéressante serait d'utiliser la théorie des déréments [7℄.
De plus, dans ette thèse, nous n'avons étudié que le problème de Cauhy. Une
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autre perspetive est don d'étendre la théorie développée ii dans le as de pro-
blèmes aux limites et de voir si une extension de la théorie GKS au as des problèmes
faiblement bien posés est possible.
Dans la seonde partie de ette thèse nous allons étudier plus partiulièrement les
problèmes PML qui étaient la motivation de la première partie. Nous allons étudier
diérentes auses d'instabilité de es problèmes et l'une d'entre elles sera le aratère
faiblement bien posé. Sur l'exemple des équations de Maxwell, nous alulerons le
défaut du problème ontinu et le défaut de stabilité faible du shéma de Yee. Nous
avons don un as onret d'appliation des résultats obtenus dans ette partie.
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Deuxième partie
Stabilité des PML
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Chapitre 6
Généralités
6.1 Les premières PML de Bérenger
Les ouhes parfaitement adaptées (Perfetly Mathed Layers) ont été introduites
par Bérenger dans [12℄. Le but de ette méthode est d'étudier la propagation d'ondes
életromagnétiques en domaine non borné. Le problème étant que, lorsque l'on se
restreint au domaine d'intérêt, des onditions aux limites sont néessaires.
Le prinipe de la tehnique de Bérenger est d'introduire une ouhe autour du
domaine d'intérêt dans laquelle les équations sont modiées. Cette ouhe ne va pas
inuer sur les équations à l'intérieur du domaine d'intérêt.
Cette méthode a aquis une énorme popularité ar elle ne pose pas de problème
de ondition aux limites, elle traite le problème des oins et elle est simple à mettre
en oeuvre.
6.1.1 Eriture des équations
Nous onsidèrons les équations de Maxwell transverses életriques (TE) dans un
milieu de permittivité ε0, de perméabilité µ0 et de pertes életriques et magnétiques
σ et σ∗. Si (Ex, Ey) représente le hamp életrique et Hz le hamp magnétique, les
équations sont alors les suivantes :
ε0∂tEx − ∂yHz + σEx = 0
ε0∂tEy + ∂xHz + σEy = 0
µ0∂tHz − ∂yEx + ∂xEy + σ∗Hz = 0.
Pour obtenir les équations PML, nous eetuons deux opérations. La première
est le splitting. Il s'agit de séparer le hamp magnétique en deux omposantes non
physiques an de n'avoir qu'une dérivée partielle en espae dans haque équation.
Nous avons alors les équations :
121

ε0∂tEx − ∂y(Hzx +Hzy) + σEx = 0
ε0∂tEy + ∂x(Hzx +Hzy) + σEy = 0
µ0∂tHzx + ∂xEy + σ
∗Hzx = 0
µ0∂tHzy − ∂yEx + σ∗Hzy = 0.
Nous remarquons que si Hz = Hzx +Hzy, en sommant les deux dernières équa-
tions, nous retrouvons la solution des équations de Maxwell.
La deuxième manipulation est une modiation de l'absorption (ou une intro-
dution de l'absorption dans le as du vide). Nous obtenons alors les équations
PML : 
ε0∂tEx − ∂y(Hzx +Hzy) + σyEx = 0
ε0∂tEy + ∂x(Hzx +Hzy) + σxEy = 0
µ0∂tHzx + ∂xEy + σ
∗
xHzx = 0
µ0∂tHzy − ∂yEx + σ∗yHzy = 0.
(6.1)
6.1.2 Etude de la réexion
L'étude de la réexion se fait en étudiant la propagation des ondes planes entre
deux milieux PML de oeients d'absorption diérents séparés par l'interfae x =
0 :
PML(σx1, σ
∗
x1, σy1, σ
∗
y1) PML(σx2, σ
∗
x2, σy2, σ
∗
y2)
Nous supposons que l'on a :
σx1
ε0
=
σ∗x1
µ0
,
σx2
ε0
=
σ∗x2
µ0
,
σy1
ε0
=
σ∗y1
µ0
,
σy2
ε0
=
σ∗y2
µ0
.
Ces relations sont analogues à
σ
ε0
= σ
∗
µ0
, e qui pour les équations de Maxwell, signie
que l'impédane du milieu est égale à elle du vide et qu'il n'y a pas de réexion entre
le vide et le milieu pour une onde se propageant perpendiulairement à l'interfae.
Nous supposons de plus :
σy1 = σy2, σ
∗
y1 = σ
∗
y2.
Alors, il n'y pas de réexion à l'interfae x = 0 et ela est vrai pour toute onde
plane, quelles que soient sa fréquene et son inidene.
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Si nous voulons étudier les équations PML dans le vide, le shéma i-dessous
donne don des ouhes sans auune réexion aux interfaes.
PSfrag replaements
PML(0, 0, σ2
y
, σ2∗
y
)
PML(σ2
x
, σ2∗
x
, σ2
y
, σ2∗
y
)
PML(σ2
x
, σ2∗
x
, 0, 0)
PML(σ2
x
, σ2∗
x
, σ1
y
, σ1∗
y
)
PML(0, 0, σ1
y
, σ1∗
y
)
PML(σ1
x
, σ1∗
x
, σ1
y
, σ1∗
y
)
PML(σ1
x
, σ1∗
x
, 0, 0)
PML(σ1
x
, σ1∗
x
, σ2
y
, σ2∗
y
)
vide
PML(0, 0, 0, 0)
6.1.3 Etude de l'absorption
L'étude par ondes planes eetuée dans le as préédent où l'interfae est x = 0,
montre que les ondes sont absorbées exponentiellement lorsque σx 6= 0 et σ∗x 6= 0
e qui est bien le as dans la onguration préédente. Le problème de la ondition
aux limites au bord extérieur de la ouhe va don être de moindre importane.
6.1.4 Un exemple pratique
Pour mettre en oeuvre la méthode des PML de manière onrète, il reste à déter-
miner la taille de la ouhe absorbante ainsi que la forme du oeient d'absorption.
Dans [4℄, la propagation des ondes életromagnétiques est étudiée dans une bande
de diretion, l'axe des x. Le domaine d'intérêt est pour x ∈ [−50, 50]. Dans e
domaine, les équations onsidérées sont les équations PML ave absorption nulle.
Pour 50 < |x| < 60, nous onsidérons les équations PML ave une absorption σx
non nulle. Il s'agit de la partie ouhe absorbante du domaine.
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−60 −50 50 60
Fig. 6.1  Domaine d'étude
Le oeient d'absorption doit être ontinu. La forme standard [4℄ du oeient
d'absorption dans la ouhe absorbante est un polynme de degré ompris entre 2
et 4. Ii, nous représentons le as d'un polynme de degré 3.
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Fig. 6.2  Absorption σx
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6.2 Appliation à d'autres équations
6.2.1 Equations de Maxwell tridimensionnelles
Bérenger a très rapidement étendu les résultats obtenus pour les as des équations
de Maxwell TE en dimension 2 aux équations de Maxwell tridimensionnelles [13℄.
La tehnique utilisée reste analogue au as de la dimension deux, à savoir une étude
par ondes planes.
6.2.2 Equations d'Euler linéarisées
Les tehniques utilisées pour l'életromagnétisme ont alors été étendues par Hu
[21℄ aux équations d'Euler linéarisées ave ot uniforme. Dans et artile, Hu montre,
toujours en manipulant les ondes planes, qu'une transformation identique à elle de
Bérenger, à savoir splitting puis absorption, onduit bien, dans le as des équations
d'Euler à des ouhes parfaitement adaptées.
6.2.3 Les PML omme hangement omplexe de variable
Si les PML se généralisent failement à d'autres équations que elles de l'éle-
tromagnétisme pour lesquelles elles ont été rées, 'est pare que la transformation
eetuée ne dépend pas des équations. En eet, nous pouvons obtenir les équations
PML à partir d'un hangement omplexe de variables [16℄.
En eet si nous onsidérons le système général hyperbolique dans R2 suivant :
∂tU −A1∂xU − A2∂yU = 0,
où A1, A2 ∈MN(R).
Les équations PML assoiées à e problème ave absorption dans la diretion des
x sont alors : {
∂tU
1 −A1∂x(U1 + U2) + σxU1 = 0
∂tU
2 −A2∂y(U1 + U2) = 0,
où σx = σx(x) > 0 désigne l'absorption dans la diretion des x.
Nous appliquons alors au système préédent une transformation de Laplae en
temps. Les équations fréquentielles en la variable duale du temps notée ω sont alors :
−iωL(U1)−A1∂x(L(U1) + L(U2)) + σxL(U1) = 0 (6.2)
−iωL(U2)−A2∂y(L(U1) + L(U2)) = 0. (6.3)
En multipliant (6.2) par −iω et (6.3) par −iω + σx, et en ajoutant les deux
équations, nous obtenons l'équation suivante :
−iω(−iω + σx)L(U1 + U2) + iωA1∂xL(U1 + U2)− (−iω + σx)A2∂yL(U1 + U2) = 0.
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En divisant ette équation par −iω+σx et en posant U = U1+U2, nous avons :
−iωL(U)− iω
iω − σxA1∂xL(U)−A2∂yL(U) = 0.
Nous retrouvons don la transformée de Laplae de l'équation de départ où seule
la dérivée partielle par rapport à la variable x a été remplaée par iω
iω−σx∂x. Cette
transformation orrespond au hangement de variable :
x→ x− 1
iω
∫ x
0
σx(u)du. (6.4)
L'utilisation de e hangement de variable permet de onstruire des PML pour des
équations diverses et de les étudier de façon assez générale.
6.3 Les problèmes renontrés
6.3.1 La régularité
La transformée de Fourier des solutions des équations PML pour les équations
de Maxwell TE sans absorption a été alulée de manière exate par Abarbanel
et Gottlieb [1℄. En eetuant e alul, ils ont observé que le problème n'était que
faiblement bien posé de défaut 1. Ainsi, il existe une perturbation d'ordre 0 tel que le
problème devienne mal posé e qui pose, a priori, beauoup de diultés. Toutefois,
la perturbation d'ordre 0 orrespondant à l'absorption dans les équations PML a
une forme préise et dans e as le problème PML reste faiblement bien posé. Dans
[9℄, un résultat général prouve que, sous ertaines hypothèses, le problème PML est
faiblement bien posé. Nous énonerons e résultat ultérieurement dans le hapitre
9. Toutefois, e résultat ne permet pas le alul du défaut. Nous rappelons que nous
avons montré dans la proposition 1.11, que, de manière générale, le défaut assoié
à un problème PML sans absorption valait 1. Nous alulerons dans la partie 7 le
défaut assoié aux équations de Maxwell PML ave absorption.
La perte de régularité entraîne obligatoirement une roissane polynomiale en
temps. En eet, lorsque nous alulons la transformée de Fourier de la solution, des
termes en ξt apparaissent. La partie polynomiale en ξ va donner la perte de régularité
et la partie en t la roissane polynomiale en temps. Ce type d'instabilité s'observe
numériquement à temps long. En eet, Abarbanel, Gottlieb et Hesthaven ont étudié
numériquement les équations PML assoiées aux équations de Maxwell dans [4℄. Ils
observent que, longtemps après que l'onde soit totalement sortie du domaine, une
onde se réée à l'intérieur des ouhes absorbantes et ette onde va être propagée
dans le domaine d'intérêt. Ce type de omportement est dû au aratère faiblement
bien posé des équations. Nous expliquerons au début de la partie 7, les diérentes
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méthodes pour y remédier, puis nous donnerons des estimations d'énergie sans perte
de régularité pour les équations de Maxwell PML proposées par Bérenger.
6.3.2 L'instabilité asymptotique
Les équations fortement hyperboliques traitées sont homogènes : il n'y a don
pas de roissane exponentielle en temps dans les estimations d'énergie qui sont don
de la forme : ‖U(t, .)‖L2 ≤ K‖U0‖L2 . Dans les équations PML, le terme d'ordre 0
rée a priori une roissane exponentielle en temps, orrespondant à une instabilité
asymptotique. Nous parlerons de stabilité, au sens de [9℄, lorsque la roissane ne sera
que polynomiale en temps. Nous ne pouvons pas exlure la roissane polynomiale
en temps, ar, omme nous l'avons expliqué préédemment, elle est liée à la perte
de régularité. Ces questions de stabilité ont été étudiées dans [9℄, [11℄ et [6℄.
Ce type d'instabilité a été observé numériquement dans [22℄ et [9℄. Il ne s'agit
plus d'instabilités à temps long mais toujours d'une roissane en temps anormale
provenant de la ouhe absorbante. La ause de ette instabilité est liée à la diretion
de la vitesse de groupe et de la vitesse de phase. Nous expliquerons de manière plus
détaillée e type de problèmes dans le hapitre 9. De plus, nous généraliserons l'étude
faite dans [9℄ au as de problèmes ayant une absorption à oeients variables.
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Chapitre 7
Estimations d'énergie pour les
équations de Maxwell PML
Le but de e hapitre est de donner des estimations d'énergie sur les solutions
des équations de Maxwell PML. Ces estimations d'énergie sont indispensables pour
pouvoir appliquer la théorie des shémas exposée dans la première partie de ette
thèse. En eet, elles vont permettre de aluler le défaut q1 du problème PML.
Nous allons ommener par dérire les diérentes méthodes proposées par les
auteurs pour éviter e problème. En eet, il existe des tehniques permettant de
modier les équations PML an de les rendre fortement bien posées. Toutefois, es
méthodes peuvent présenter des inonvénients.
Nous présenterons ensuite les estimations d'énergie déjà onnues et expliquerons
quels sont les avantages des méthodes présentées dans ette thèse.
7.1 Motivations
7.1.1 Des équations PML fortement bien posées
Nous allons nous intéresser ii aux modiations des équations PML onduisant à
un problème fortement bien posé mais pour lesquelles le omportement en temps de
la solution n'a pas été partiulièrement étudié. Nous présentons les résultats obtenus
pour les équations de Maxwell et d'Euler.
La première méthode a été proposée dans [2℄. Elle onerne les équations de
Maxwell dans un milieu ave pertes. Les nouvelles équations PML proposées dans
et artile sont onstituées d'une perturbation d'ordre 0 des équations de Max-
well ainsi que de deux variables auxiliaires vériant des équations diérentielles (au
lieu d'équations aux dérivées partielles). Comme les équations diérentielles ne font
qu'ajouter des termes nuls dans le symbole et qu'une perturbation d'ordre 0 d'un
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problème fortement bien posé est toujours fortement bien posée, les nouvelles équa-
tions obtenues sont fortement bien posées.
La même méthode a été utilisée dans [20℄ pour les équations d'Euler. Le modèle
PML de départ est elui qui a été proposé par Hu [21℄. Hesthaven montre que e
problème n'est que faiblement bien posé et le modie ensuite.
L'inonvénient majeur de ette méthode est que le aratère parfaitement adapté
est perdu. Toutefois, les résultats numériques restent satisfaisants.
Pour résoudre e problème, une méthode prohe de elle proposée dans [20℄ a été
étudiée dans [3℄ pour les équations d'Euler linéarisées à ot onstant. Les nouvelles
équations sont onstituées des équations initiales auxquelles un terme d'ordre 0 a
été ajouté, ainsi que de deux nouvelles variables intervenant dans des équations
diérentielles ordinaires et d'une autre variable intervenant dans une équation aux
dérivées partielles.
Une méthode plus algébrique a été proposée par Rahmouni dans [34℄ et [35℄
pour les équations d'Euler linéarisées. Le prinipe de ette méthode est d'utiliser
des transformations algébriques pour obtenir un modèle fortement bien posé qui est
non loal et ensuite de le loaliser en introduisant une nouvelle inonnue. Le système
obtenu alors est symétrique hyperbolique, e qui était une propriété importante
du système initialement étudié. De plus, ette méthode présente l'avantage d'être
généralisable à d'autres systèmes hyperboliques. Enn, e modèle est parfaitement
adapté lorsque le oeient d'absorption n'est pas onstant.
7.1.2 Revue des estimations d'énergie onnues
Des estimations d'énergie ont été prouvées dans [32℄, [31℄ et [10℄ pour des équa-
tions PML assoiées aux équations de Maxwell.
Dans [32℄, les équations PML onsidérées sont elles de Bérenger pour une ab-
sorption uniquement dans la diretion de l'axe des x, mais les variables sont :
(Ex, Ey, Hz, σxHzx). La norme H
1
de la solution à l'instant t est alors ontrlée
par la norme H1 de la donnée initiale, une roissane en temps étant autorisée.
Les PML onsidérés dans [31℄ sont les PML proposées par Bérenger dans le as
des équations de Maxwell tridimensionnelles mais le terme d'ordre 0 a été régula-
risé par onvolution. Cette manipulation permet d'avoir des estimations d'énergie
sans pertes pour la norme (L2(R3))6 × (H−1(R3))6, les six premières variables re-
présentant les trois omposantes du hamp életrique qui sont haune splittées en
deux omposantes non physiques, et de même pour les six dernières ave le hamp
magnétique. Des estimations similaires ont été obtenues pour les équations d'Euler
linéarisées.
Enn, des estimations d'énergie ont été proposées dans [10℄ pour la formulation
de Zhao-Cangellaris [33℄ des équations PML pour les équations de Maxwell bidi-
mensionnelles. Cette formulation a été réée dans le but d'obtenir une formulation
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varitionnelle des équations PML qui pourra permettre d'appliquer une méthode
d'éléments nis pour l'étude numérique. Cette formulation est une perturbation
d'ordre 0 des équations de Maxwell, elle est don fortement bien posée. Des estima-
tions d'énergie dans lesquelles toutes les onstantes sont expliitées sont données.
Une autre étude est faite pour le modèle initial proposé par Bérenger dans le as
d'une absorption onstante dans la diretion de l'axe x. Deux estimations sont alors
obtenues, elles sont de la forme : ‖(Ex, Ey, Hz)(t, .)‖L2 ≤ C1‖(E0x, E0y , H0zx, H0zy)‖L2
et ‖(Hzx, Hzy)(t, .)‖H−1 ≤ C2t‖(E0x, E0y , H0zx, H0zy)‖L2.
7.1.3 Méthodes proposées
Dans ette thèse, nous allons présenter deux méthodes diérentes qui onduisent
à des estimations d'énergie. Notre but est d'étudier les équations PML proposées ini-
tialement par Bérenger et non pas les problèmes fortement bien posés proposés par la
suite. En eet, la question à laquelle nous souhaitons répondre est : pourquoi, malgré
les problèmes théoriquement renontrés, les équations de Bérenger onduisent-elles à
des résultats numériques satisfaisants ? Toutefois, même si nous ne modions pas les
équations, nous n'allons pas étudier les variables standards (Ex, Ey, Hzx, Hzy) mais
des variables qui en déoulent.
La première méthode est basée sur le symbole prinipal des équations PML. Son
avantage sur la méthode proposée dans [10℄ est qu'elle permet d'étudier le as d'une
absorption variable et qui est dans les deux diretions d'espae. De plus, par rapport
à la méthode de [32℄, qui n'avait pas non plus traité le problème d'une absorption
dans les deux diretions, ette méthode se généralise aux équations de Maxwell
tridimentionnelles et sera aussi appliquable au shéma de Yee (voir hapitre 8).
La seonde méthode permet de redémontrer le résultat obtenu dans [32℄ de ma-
nière plus rigoureuse et plus détaillée. Cette méthode est basée sur une version
semi-disrétisée des équations qui vont approher le problème ontinu.
7.2 Etude du symbole
Dans ette partie, nous allons donner des estimations d'énergie formelles sans
perte pour les équations de Maxwell PML à oeients variables. Nous étudierons
le symbole d'un problème prenant en ompte les variables issues du hamp életro-
magnétique ainsi que ertaines de leurs dérivées. Nous hoisirons es variables de
manière à obtenir un problème fortement bien posé.
Pour justier l'étude sur le symbole alors que l'absorption est à oeients va-
riables, nous aurons besoin d'un théorème de Kreiss.
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7.2.1 Théorème de Kreiss
Nous allons utiliser un as partiulier du théorème suivant issu de [27℄. Ce théo-
rème est l'analogue du théorème 1.2 dans le as de oeients variables.
Théorème 7.1 Nous onsidérons un système hyperbolique du premier ordre :
∂tU = P (x, t, ∂x)U + C(x, t)U
où x ∈ Rs, t ≥ 0 et C régulière et bornée. Nous supposons que le problème est
fortement hyperbolique, 'est-à-dire qu'il existe une matrie hermitienne régulière
H(x, t, k) dénie positive telle que :
H(x, t, k)P (x, t, ik) + P ∗(x, t, ik)H(x, t, k) = 0
Alors le problème de Cauhy est fortement bien posé.
Remarque 7.1 Cette dénition d'un problème fortement hyperbolique est ohé-
rente ave elle donnée dans la première partie pour les problèmes à oeients
onstants. En eet, dans e as, l'existene d'une telle matrie hermitienne araté-
rise le fait d'être fortement bien posé.
Ii, nous n'allons appliquer e théorème que dans le as où P est à oeients
onstants et seul C sera à oeients variables. Dans e as partiulier, un problème
fortement hyperbolique au sens préédent est un problème dont la partie prinipale
est fortement hyperbolique.
De plus, nous pouvons préiser l'estimation d'énergie en regardant la dépendane
par rapport à C. En appliquant la démonstration de [27℄, nous avons :
‖U(t)‖L2 ≤ Ke(K ′+‖C‖∞)t‖‖U0‖L2.
7.2.2 Equations de Maxwell PML en dimension 2
Nous onsidérons ii, pour simplier les aluls, des équations PML adimension-
nées : ε0 = µ0 = 1. Les absorptions vérient alors : σx = σ
∗
x et σy = σ
∗
y .
Dans [32℄, Métral et Vaus montrent, dans le as d'une absorption suivant l'axe
Ox i.e. σy = 0, des estimations d'énergie sans perte pour les variables (Ex, Ey, Hz, G =
σxHzx), provenant des équations PML de Bérenger, en norme (H
1(R2))
3 × L2(R3).
Nous allons montrer ii es estimations de manière formelle en utilisant le symbole.
L'intérêt de ette méthode est qu'elle se généralise au as de la dimension 3.
132
Proposition 7.1 Supposons que σx, σy ∈W 1,∞(R2), nous avons l'estimation d'éner-
gie suivante pour les solutions de (6.1) homogénéisées :
∃C1, C2 > 0, ∀t ≥ 0, ∀(E0x, E0y , H0z , H0zx) ∈
(
H1(R2)
)3 × L2(R3),
∀σx(x, y), σy(x, y) ∈ C∞C (R2),
‖(Ex, Ey, Hz)(t, .)‖2H1 + ‖(σyEx, σxEy, σxHzx + σyHzy)(t, .)‖2L2
≤ C1e(C2+2(‖σx‖W1,∞+‖σy‖W1,∞+‖σx‖W1,∞‖σy‖W1,∞ ))t
× (‖(E0x, E0y , H0z )‖2H1 + ‖(σyE0x, σxE0y , σxH0zx + σyH0zy)‖2L2) .
Preuve : La méthode onsiste à érire les systèmes vériés par les hamps et leurs
dérivées et à se ramener à un problème fortement bien posé. Plus préisément, nous
posons :
U1 = t(Ex, Ey, Hz), U
2 = ∂xU
1, U3 = ∂yU
1, et V = t(σyEx, σxEy, σxHzx + σyHzy),
ave Hz = Hzx +Hzy. Soit P˜ (∂), l'opérateur orrespondant aux équations de Max-
well :
P˜ (∂) =
 0 0 −∂y0 0 ∂x
−∂y ∂x 0
 .
Nous onsidérons les matries B et C(x, y) :
B =
 0 0 00 0 0
0 0 1

et C =
 σx(x, y) 0 00 σy(x, y) 0
0 0 0
 .
Alors, nous avons les équations suivantes :
∂tU
1 + P˜ (∂)U1 + C(x, y)U1 +BV = 0
∂tU
2 + P˜ (∂)U2 + ∂xC(x, y)U
1 + C(x, y)U2 +B∂xV = 0
∂tU
3 + P˜ (∂)U3 + ∂yC(x, y)U
1 + C(x, y)U3 +B∂yV = 0
et nous ajoutons une équation sur V :
∂tV +
 0 0 00 0 0
0 0 −σx(x, y)σy(x, y)
U1 +
 0 0 00 0 σx(x, y)
0 σx(x, y) 0
U2
+
 0 0 −σy(x, y)0 0 0
−σy(x, y) 0 0
U3
+
 σy(x, y) 0 00 σx(x, y) 0
0 0 σx(x, y) + σy(x, y)
V = 0.
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Montrons que le système onstitué de es quatre équations est fortement bien
posé.
La partie prinipale de e système d'équations en la variable (U1, U2, U3, V ) est
bien à oeients onstants et son symbole est P (iξ) :
P (iξ) =

P˜ (iξ) 0 0 0
0 P˜ (iξ) 0 iξ1B
0 0 P˜ (iξ) iξ2B
0 0 0 0
 .
Comme P˜ (iξ) est le symbole des équations de Maxwell, nous savons qu'il existe
S˜(ξ) telle que D˜(ξ) = S˜(ξ)P˜ (iξ)S˜(ξ)−1 est diagonale de valeurs propres imaginaires
pures et ‖S˜(ξ)‖+ ‖S˜(ξ)−1‖ est borné.
Remarque 7.2 Nous pouvons aluler expliitement D˜ et S˜. Nous obtenons :
D˜ =
 0 0 00 i‖ξ‖ 0
0 0 i‖ξ‖

et S˜ =
1
‖ξ‖
 ξ1 −ξ2 ξ2ξ2 ξ1 −ξ1
0 ‖ξ‖ ‖ξ‖
 .
Posons :
M1 =
 0 0 00 0 1
0 0 0

et M2 =
 0 0 −10 0 0
0 0 0
 .
Alors, nous avons :
P˜ (iξ)M1 = iξ1B et P˜ (iξ)M2 = iξ2B.
Nous onsidérons la matrie de passage :
S(ξ) =

S˜(ξ) 0 0 0
0 S˜(ξ) 0 S˜(ξ)M1
0 0 S˜(ξ) S˜(ξ)M2
0 0 0 Id
 .
Son inverse est :
S(ξ)−1 =

S˜(ξ)−1 0 0 0
0 S˜(ξ)−1 0 −M1
0 0 S˜(ξ)−1 −M2
0 0 0 Id
 .
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et nous avons :
S(ξ)P (iξ)S(ξ)−1
=

D˜(ξ) 0 0 0
0 D˜(ξ) 0 −S˜(ξ)P˜ (iξ)M1 + iξ1S˜(ξ)B
0 0 D˜(ξ) −S˜(ξ)P˜ (iξ)M2 + iξ2S˜(ξ)B
0 0 0 0

=

D˜(ξ) 0 0 0
0 D˜(ξ) 0 0
0 0 D˜(ξ) 0
0 0 0 0
 .
Don S(ξ)P (iξ)S(ξ)−1 est diagonale à oeients imaginaires pures et ‖S(ξ)‖ +
‖S(ξ)−1‖ est borné. Ainsi le problème en les variables (U1, U2, U3, V ) est fortement
bien posé et omme la norme innie du oeient du terme d'ordre 0 est majorée
par ‖σx‖W 1,∞ + ‖σy‖W 1,∞ + ‖σx‖W 1,∞‖σy‖W 1,∞, en utilisant le théorème de Kreiss,
nous obtenons le résultat voulu.
7.2.3 Equations de Maxwell PML en dimension 3
Nous onsidérons ii les équations PML pour les équations de Maxwell en di-
mension 3 ave une absorption dans la diretion de l'axe Ox :
∂tExy − ∂y(Hzx +Hzy) = 0
∂tExz + ∂z(Hyz +Hyx) = 0
∂tEyz − ∂z(Hxy +Hxz) = 0
∂tEyx + ∂x(Hzx +Hzy) + σEyx = 0
∂tEzx − ∂x(Hyz +Hyx) + σEzx = 0
∂tEzy + ∂y(Hxy +Hxz) = 0
∂tHxy + ∂y(Ezx + Ezy) = 0
∂tHxz − ∂z(Eyz + Eyx) = 0
∂tHyz + ∂z(Exy + Exz) = 0
∂tHyx − ∂x(Ezx + Ezy) + σHyx = 0
∂tHzx + ∂x(Eyz + Eyx) + σHzx = 0
∂tHzy − ∂y(Exy + Exz) = 0.
(7.1)
Nous avons alors l'estimation suivante :
Théorème 7.2
∃C1, C2 > 0, ∀t ≥ 0, ∀σ(x, y, z) ∈ C∞C (R3),
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∀(E0x, E0y , E0z , H0x, H0y , H0z , E0yx, E0zx, H0zx, H0yx) ∈
(
H2(R3)
)10
,
‖(Ex, Ey, Ez, Hx, Hy, Hz)(t, .)‖(H2)6 + ‖σ(Ex, Eyx, Ezx, Hx, Hzx, Hyx)(t, .)‖(H2)6
≤ C1e(C2+2‖σ‖W1,∞ )t
× (‖(E0x, E0y , E0z , H0x, H0y , H0z )‖(H2)6 + ‖σ(E0x, E0yx, E0zx, H0x, H0zx, H0yx)‖(H2)6) .
Remarque 7.3 Nous avons hoisi de prendre l'absorption dans une seule diretion
an de simplier l'ériture et de réduire le nombre d'équations à étudier. Toutefois,
ette méthode se généralise au as d'une absorption dans les trois diretions.
Preuve : Nous posons :
U1 = (Ex, Ey, Ez, Hx, Hy, Hz),
U2 = ∂xU
1, U3 = ∂yU
1, U4 = ∂zU
1, U5 = ∂xxU
1, U6 = ∂xyU
1, U7 = ∂xzU
1,
V 1 = t(0, σEyx, σEzx, 0, σHyx, σHzx), V
2 = ∂xV
1, V 3 = ∂yV
1, V 4 = ∂zV
1,
V 5 = t(∂xx(σEx) + ∂xy(σEyx) + ∂xz(σEzx), 0, 0, ∂xx(σHx) + ∂xy(σHyx) + ∂xz(σHzx)) ,
V 6 = t(∂xy(σEx) + ∂yy(σEyx) + ∂yz(σEzx), 0, 0, ∂xy(σHx) + ∂yy(σHyx) + ∂yz(σHzx)) ,
V 7 = t(∂xz(σEx) + ∂yz(σEyx) + ∂zz(σEzx), 0, 0, ∂xz(σHx) + ∂yz(σHyx) + ∂zz(σHzx)) .
Soit P˜ (∂), l'opérateur orrespondant aux équations de Maxwell :
P˜ (∂) =

0 0 0 0 ∂z −∂y
0 0 0 −∂z 0 ∂x
0 0 0 ∂y −∂x 0
0 −∂z ∂y 0 0 0
∂z 0 −∂x 0 0 0
−∂y ∂x 0 0 0 0
 .
• Nous avons les équations suivantes :
∂tU
1 + P˜ (∂)U1 + V 1 = 0
∂tU
2 + P˜ (∂)U2 + V 2 = 0
∂tU
3 + P˜ (∂)U3 + V 3 = 0
∂tU
4 + P˜ (∂)U4 + V 4 = 0.
• Pour les omposantes (U5, U6, U7), nous avons :
∂tU
5 + P˜ (∂)U5 + ∂xV
2 = 0
∂tU
6 + P˜ (∂)U6 + ∂yV
2 = 0
∂tU
7 + P˜ (∂)U7 + ∂zV
2 = 0.
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Il faut don exprimer les dérivées premières de V 2 en fontion des (U j , V j)j∈{1..7}.
Or, nous avons :
∂xV
2 = ∂xx

0
σEyx
σEzx
0
σHyx
σHzx

= Q˜(∂)∂x

0
σEyx
σEzx
0
σHyx
σHzx
+

∂xy(σEyx) + ∂xz(σEzx)
0
0
∂xy(σHyx) + ∂xz(σHzx)
0
0

= Q˜(∂)V 2 + V 5 −

∂xx(σEx)
0
0
∂xx(σHx)
0
0
 ,
où l'on a posé :
Q˜(∂) =

0 −∂y −∂z 0 0 0
0 ∂x 0 0 0 0
0 0 ∂x 0 0 0
0 0 0 0 −∂y −∂z
0 0 0 0 ∂x 0
0 0 0 0 0 ∂x
 .
Or : 
∂xx(σEx)
0
0
∂xx(σHx)
0
0
 = ∂xxσ

Ex
0
0
Hx
0
0
+ 2∂xσ

∂xEx
0
0
∂xHx
0
0
+ σ

∂xxEx
0
0
∂xxHx
0
0

= ∂xxσTU
1 + 2∂xσTU
2 + σTU5,
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où :
T =

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 .
Don :
∂xV
2 = M˜(∂)V 2 + V 5 − ∂xxσTU1 − 2∂xσTU2 − σTU5.
En faisant de même pour les autres dérivées, nous obtenons les équations :

∂tU
5 + P˜ (∂)U5 + Q˜(∂)V 2 + V 5 − ∂xxσTU1 − 2∂xσTU2 − σTU5 = 0
∂tU
6 + P˜ (∂)U6 + Q˜(∂)V 3 + V 6 − ∂xyσTU1 − ∂xσTU3 − ∂yσTU2 − σTU6 = 0
∂tU
7 + P˜ (∂)U7 + Q˜(∂)V 4 + V 7 − ∂xzσTU1 − ∂xσTU4 − ∂zσTU2 − σTU7 = 0.
• Nous posons :
A =

0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0
0 0 0 0 0 0
0 0 −1 0 0 0
0 1 0 0 0 0
 .
Nous avons alors :

∂tV
1 + σAU2 + σV 1 = 0
∂tV
2 + σAU5 + ∂xσAU
2 + σV 2 + ∂xσV
1 = 0
∂tV
3 + σAU6 + ∂yσAU
2 + σV 3 + ∂yσV
1 = 0
∂tV
4 + σAU7 + ∂zσAU
2 + σV 4 + ∂zσV
1 = 0
.
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• Nous alulons maintenant ∂tV 5 :
∂tV
5 =

∂xx(σ∂tEx) + ∂xy(σ∂tEyx) + ∂xz(σ∂tEzx)
0
0
∂xx(σ∂tHx) + ∂xy(σ∂tHyx) + ∂xz(σ∂tHzx)
0
0

=

∂xx(σ(∂yHz − ∂zHy)) + ∂xy(σ(−∂xHz − σEyx)) + ∂xz(σ(∂xHy − σEzx))
0
0
∂xx(σ(∂zEy − ∂yEz)) + ∂xy(σ(∂xEz − σHyx)) + ∂xz(σ(−∂xEy − σHzx))
0
0

=

a5
0
0
b5
0
0
 .
Nous alulons a5 :
a5 = ∂xxσ.∂yHz + ∂xσ.∂xyHz − ∂xxσ.∂zHy − ∂xσ.∂xzHy − ∂xyσ.∂xHz − ∂yσ.∂xxHz
−∂xyσ.σEyx − ∂xσ.∂y(σEyx)− ∂yσ.∂x(σEyx)− σ.∂xy(σEyx) + ∂xzσ.∂xHy
+∂zσ.∂xxHy − ∂xzσ.σEzx − ∂xσ.∂z(σEzx)− ∂zσ.∂x(σEzx)− σ.∂xz(σEzx),
et nous faisons de même pour b5. Nous obtenons alors :
∂tV
5 = C1U
2 + C2U
3 + C3U
4 + C4U
5 + C5U
6 + C6U
7 + C7V
1 + C8V
2
+C9V
3 + C10V
4 − σ

∂xy(σEyx) + ∂xz(σEzx)
0
0
∂xy(σHyx) + ∂xz(σHzx)
0
0
 .
Ave :
C1 =

0 0 0 0 ∂xzσ −∂xyσ
0 0 0 0 0 0
0 0 0 0 0 0
0 −∂xzσ ∂xyσ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , C2 =

0 0 0 0 0 ∂xxσ
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −∂xxσ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
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C3 =

0 0 0 0 −∂xxσ 0
0 0 0 0 0 0
0 0 0 0 0 0
0 ∂xxσ 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , C4 =

0 0 0 0 ∂zσ −∂yσ
0 0 0 0 0 0
0 0 0 0 0 0
0 −∂zσ ∂yσ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
C5 =

0 0 0 0 0 ∂xσ
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −∂xσ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , C6 =

0 0 0 0 −∂xσ 0
0 0 0 0 0 0
0 0 0 0 0 0
0 ∂xσ 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

C7 =

0 −∂xyσ −∂xzσ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −∂xyσ −∂xzσ
0 0 0 0 0 0
0 0 0 0 0 0
 ,
C8 =

0 −∂yσ −∂zσ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −∂yσ −∂zσ
0 0 0 0 0 0
0 0 0 0 0 0
 ,
C9 =

0 −∂xσ 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −∂xσ 0
0 0 0 0 0 0
0 0 0 0 0 0
 , C10 =

0 0 −∂xσ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 −∂xσ
0 0 0 0 0 0
0 0 0 0 0 0
 .
Nous obtenons alors un système de la forme :
∂tV
5 − C1U2 − C2U3 − C3U4 − C4U5 − C5U6 − C6U7 − C7V 1 − C8V 2
− C9V 3 − C10V 4 + σV 5 − σ∂xxσTU1 − 2σ∂xσTU2 − σ2TU5 = 0
∂tV
6 − D1U2 −D2U3 −D3U4 −D4U5 −D5U6 −D6U7 −D7V 1 −D8V 2
− D9V 3 −D10V 4 + σV 6 − σ∂xyσTU1 − σ∂xσTU3 − σ∂yσTU2 − σ2TU6 = 0
∂tV
7 − E1U2 − E2U3 − E3U4 −E4U5 − E5U6 −E6U7 − E7V 1 − E8V 2
− E9V 3 − E10V 4 + σV 7 − σ∂xzσTU1 − σ∂xσTU4 − σ∂zσTU2 − σ2TU7 = 0.
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• La partie prinipale de e système est à oeients onstants et son symbole
P (iξ) est :
P˜ (iξ) 0 0 0 0 0 0 0 0 0 0 0 0 0
0 P˜ (iξ) 0 0 0 0 0 0 0 0 0 0 0 0
0 0 P˜ (iξ) 0 0 0 0 0 0 0 0 0 0 0
0 0 0 P˜ (iξ) 0 0 0 0 0 0 0 0 0 0
0 0 0 0 P˜ (iξ) 0 0 0 Q˜(iξ) 0 0 0 0 0
0 0 0 0 0 P˜ (iξ) 0 0 0 Q˜(iξ) 0 0 0 0
0 0 0 0 0 0 P˜ (iξ) 0 0 0 Q˜(iξ) 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0

.
De même que pour la dimension 2, omme P˜ (iξ) est le symbole des équa-
tions de Maxwell tridimensionnelles, nous savons qu'il existe S˜(ξ) telle que D˜(ξ) =
S˜(ξ)P˜ (iξ)S˜(ξ)−1 soit diagonale de valeurs propres imaginaires pures et ‖S˜(ξ)‖ +
‖S˜(ξ)−1‖ soit borné.
Nous onsidèrons alors la matrie de passage :
S(ξ) =

.
.
.
S˜(ξ)
.
.
.
.
.
.
.
.
.
.
.
.
S˜(ξ) S˜(ξ)A
.
.
.
.
.
.
Id
.
.
.
Id
.
.
.
.
.
.
Id
.
.
.

.
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Son inverse est alors :
S−1(ξ) =

S˜−1(ξ)
S˜−1(ξ) −A
Id
Id
Id
 ,
et nous avons alors, en remarquant que −P˜ (iξ)A+ Q˜(iξ) = 0 :
S(ξ)P (iξ)S(ξ)−1
=

S˜(ξ)P˜ (iξ)S˜−1(ξ)
S˜(ξ)P˜ (iξ)S˜−1(ξ) −S˜(ξ)P˜ (iξ)M + S˜(ξ)Q˜(iξ)
0
0
0

=

S˜(ξ)P˜ (iξ)S˜−1(ξ)
S˜(ξ)P˜ (iξ)S˜−1(ξ) 0
0
0
0
 .
Et nous onluons omme dans le as de la dimension 2 que le problème en les
variables (U j , V j)j∈{1...7} est fortement bien posé e qui prouve le théorème.
Remarque 7.4 Dans le as d'une absorption dans les trois diretions, il n'y a plus
de termes nuls dans V 1 mais des termes analogues à eux onsidérés dans V pour
le as de Maxwell en dimension 2. Il en est de même pour V 5, V 6 et V 7. De plus,
les six dérivées seondes doivent être étudiées et plus seulement les trois qui font
intervenir la variable x.
7.3 Etude par semi-disrétisation
Le but de ette partie est d'établir une autre preuve des estimations d'énergie en
onstruisant une approximation de la solution ontinue par une semi-disrétisation.
142
7.3.1 Disrétisation des équations PML
Notations
Nous onsidèrons une grille arrée sur R2 de pas h > 0.
Nous dénissons les dérivées disrètes et les opérateurs de translation :
Dénition 7.1 Si ν = (ν1, ν2) ∈ Z2 et U ∈ RZ2 alors :
(D+x U)ν =
Uν1+1,ν2 − Uν
h
(D−x U)ν =
Uν − Uν1−1,ν2
h
(D+y U)ν =
Uν1,ν2+1 − Uν
h
(D−y U)ν =
Uν − Uν1,ν2−1
h
(TxU)ν = Uν1+1,ν2
(TyU)ν = Uν1,ν2+1.
Nous dénissons ensuite les espaes suivants :
Dénition 7.2 Nous appelons espae mixte disret sur la grille G = (hZ)2, l'espae
Vq(G), q ∈ N∗, déni par :
Vq(G) = (Hq(G))3 ×Hq−1(G),
où les espaes de Sobolev disrets sont dénis dans la partie 2.1. Cet espae est muni
de la norme :
‖(U1, U2, U3, U4)‖2h,Vq = ‖U1‖2h,Hq + ‖U2‖2h,Hq + ‖U3‖2h,Hq + ‖U4‖2h,Hq−1.
Nous notons V(G) = V1(G).
Remarque 7.5 Les espaes mixtes orrespondent à la disrétisation de l'espae
introduit dans [32℄.
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Equations disrétisées
Nous onsidèrons l'opérateur A(σ) : L2(G)→ L2(G) déni pour σ susamment
régulier, tel que si u ∈ L2(G),
Fh(A(σ).U) = σˆ ∗ Fh(U).
Nous onsidérons alors le problème disret suivant :
dEx
dt
−D+y Hz = F1, (7.2)
dEy
dt
+D+xHz + A(σ).Ey = F2, (7.3)
dHz
dt
+D−x Ey −D−y Ex +G = F3, (7.4)
dG
dt
+ A(σ).D+x Ey + A(σ).G+ A(ϕ).Ey = F4, (7.5)
où F1,F2, F3, F4, σ et ϕ sont données et susament régulières.
7.3.2 Lemmes alulatoires
Lemme 7.1 Pour tout σ ∈ L∞(R2), pour tout U ∈ L2(G), nous avons :
‖A(σ).U‖h ≤ ‖σ‖∞‖U‖h.
Preuve : D'après le théorème de Parseval ité dans la partie 2.1, nous avons
‖A(σ).U‖2h = ‖Fh(A(σ).U)‖L2
=
∫
[−pi
h
,pi
h
]2
|σˆ ∗ Fh(U)(ξ)|2dξ
=
∫
[−pi
h
,pi
h
]2
|σ̂.SU(ξ)|2dξ,
où S désigne l'interpolée dénie dans la partie 2.1.2. Nous avons alors :
‖A(σ).U‖2h ≤ ‖σ.SU‖2L2
≤ ‖σ‖2∞‖SU‖2L2
≤ ‖σ‖2∞‖U‖2h.
144
Lemme 7.2 Pour tout σ ∈ L∞(R2), pour tout U ∈ L2(G),
‖D+x A(σ).U‖2h ≤ C(‖∂xσ‖2∞‖U‖2h + ‖σ‖2∞‖D+x U‖2h)
Preuve :
‖D+xA(σ).U‖2h = ‖Fh(D+xA(σ).U)‖L2
=
∫
[−pi
h
,pi
h
]
∣∣∣∣eiξ1h − 1h
∣∣∣∣2 |σ̂.SU(ξ)|2dξ.
Or |eiξ1h − 1| = 2| sin ξ1h/2| ≤ |ξ1|h, ainsi :
‖D+xA(σ).U‖2h ≤
∫
[−pi
h
,pi
h
]
|ξ1|2|σ̂.SU(ξ)|2dξ
≤
∫
[−pi
h
,pi
h
]
| ̂∂x(σ.SU)(ξ)|2dξ
≤ ‖∂x(σ.SU)‖2L2
≤ 2(‖(∂xσ).SU)‖2L2 + ‖σ∂x(SU)‖2L2)
≤ 2(‖∂xσ‖2∞‖U‖2h + ‖σ‖2∞
∫
[−pi
h
,pi
h
]
|ξ1|2|Fh(U)(ξ)|2dξ).
Or, omme nous l'avons déjà utilisé dans le hapitre 2.1, si x ∈ [−pi
2
, pi
2
], | sinx||x| ≥ 2pi ,
‖D+x U‖2h =
∫
[−pi
h
,pi
h
]
(
sin(hξ1/2)
h/2
)2
|Fh(U)(ξ)|2dξ
≥ 4
pi2
∫
[−pi
h
,pi
h
]
|ξ1|2|Fh(U)(ξ)|2dξ.
Don
‖D+xA(σ).U‖2h ≤ C(‖∂xσ‖2∞‖U‖2h + ‖σ‖2∞‖D+x U‖2h). (7.6)
Montrons également l'analogue de la formule de Leibnitz suivant :
Lemme 7.3
(D+x )
nA(σ).U =
n∑
k=0
CknT
n−k
x A(d
n−k
x− σ).(D
+
x )
kU,
où :
dx−σ(x, y) =
σ(x, y)− σ(x− h, y)
h
.
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Preuve : Montrons ette formule par réurrene sur n.
• Pour n = 0 la formule est vraie.
• Pour n = 1, nous avons :
Fh(D+x A(σ).U)(ξ) =
(
eiξ1h − 1
h
)
Fh(A(σ).U)(ξ)
=
(
eiξ1h − 1
h
)
σˆ ∗ Fh(U)(ξ)
=
∫
[−pi
h
,pi
h
]2
(
eiξ1h − eiτ1h + eiτ1h − 1
h
)
σˆ(ξ − τ)Fh(U)(τ)dτ
= eiξ1h
∫
[−pi
h
,pi
h
]2
(
1− e
−i(ξ1−τ1)h
h
)
σˆ(ξ − τ)Fh(U)(τ)dτ
+
∫
[−pi
h
,pi
h
]2
(
eiτ1h − 1
h
)
σˆ(ξ − τ)Fh(U)(τ)dτ
= eiξ1h
∫
[−pi
h
,pi
h
]2
d̂x−σ(ξ − τ)Fh(U)(τ)dτ
+
∫
[−pi
h
,pi
h
]2
σˆ(ξ − τ)Fh(D+x U)(τ)dτ
= eiξ1hd̂x−σ ∗ Fh(U)(ξ) + σˆ ∗ Fh(D+x U)(ξ)
= eiξ1hFh(A(dx−σ).U)(ξ) + Fh(A(σ).D+x U)(ξ)
= Fh
(
TxA(dx−σ).U + A(σ).D+x U
)
(ξ).
D'où :
D+x A(σ).U = TxA(dx−σ).U + A(σ).D
+
x U,
e qui est la formule voulue.
• Soit n ∈ N∗, supposons la formule vraie au rang n. En appliquant l'opérateur D+x
ainsi que la formule au rang 1, nous obtenons :
(D+x )
n+1A(σ).U =
n∑
k=0
CknT
n−k
x D
+
x (A(d
n−k
x− σ).(D
+
x )
kU)
=
n∑
k=0
CknT
n−k+1
x A(d
n−k+1
x− σ).(D
+
x )
kU) +
n∑
k=0
CknT
n−k
x A(d
n−k
x− σ).(D
+
x )
k+1U)
=
n+1∑
k=0
Ckn+1T
n+1−k
x D
+
x (A(d
n+1−k
x− σ).(D
+
x )
kU).
D'où le lemme.
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7.3.3 Existene d'une solution
D'après le théorème de Cauhy-Lipshitz linéaire appliqué sur L2(G)4, il sut
de montrer que l'appliation linéaire :
L :

U1
U2
U3
U4
 7→

−D+y U3
D+x U3 + A(σ).U2
D−x U2 −D−y U1 + U4
A(σ).D+x U2 + A(σ).U4 + A(ϕ).U2
 ,
est ontinue sur L2(G)4.
Or nous avons :
 ‖D+y U3‖h ≤ 2h‖U3‖h,
 d'après le lemme 7.1, ‖D+x U3 + A(σ).U2‖h ≤ 2h‖U3‖h + ‖σ‖L∞‖U2‖h,
 ‖D−x U2 −D−y U1 + U4‖h ≤ 2h(‖U2‖h + ‖U1‖h) + ‖U4‖h,
 ‖A(σ).D+x U2+A(σ).U4+A(ϕ).U2‖h ≤ 2h‖σ‖L∞‖U2‖h+‖σ‖L∞‖U4‖h+‖ϕ‖L2‖U2‖h,
en utilisant le lemme 7.1.
Nous avons don :
‖LU‖h ≤ C(h)‖U‖h.
Don, d'après le théorème de Cauhy-Lipshitz :
Proposition 7.2 Le système formé des équations (7.2), (7.3), (7.4), (7.5), admet
une unique solution :
(Ex, Ey, Hz, G) ∈ C1([0,+∞[, L2(G)4).
7.3.4 Estimations d'énergie
Première estimation d'énergie
Nous utilisons la même méthode que elle de [32℄ pour le problème ontinu.
Montrons le résultat suivant :
Théorème 7.3 Soient σ, ϕ ∈ C∞c , alors il existe C1 = C1(‖σ‖1,∞, ‖ϕ‖∞), C2 et
C3 onstantes tels que :
quelles que soient F1, F2, F3, F4 ∈ C([0,+∞[,V(G)), (E0x, E0y , H0z , G0) ∈ V(G),
si (Ex, Ey, Hz, G) est la solution du système (7.2) à (7.5) de ondition initiale
(E0x, E
0
y , H
0
z , G
0), alors pour tout t ∈ R :
‖(Ex, Ey, Hz, G)‖2h,V ≤
C2‖(E0x, E0y , H0z , G0)‖2h,VeC1t + C3
∫ t
0
‖(F1, F2, F3, F4)‖2h,V(s)eC1(t−s)ds.
Preuve : Nous ommençons par faire apparaître une énergie :
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 Ex× (7.2) donne :
1
2
d
dt
E2x − Ex.D+y Hz = Ex.F1, (7.7)
 Ey× (7.3) donne :
1
2
d
dt
E2y + Ey.D
+
xHz + Ey.A(σ).Ey = Ey.F2, (7.8)
 Hz× (7.4) donne :
1
2
d
dt
H2z +Hz.D
−
x Ey −Hz.D−y Ex +Hz.G = Hz.F3, (7.9)
 λG× (7.5) donne :
λ
2
d
dt
G2 + λG.A(σ).D+x Ey + λG.A(σ).G+ λG.A(ϕ).Ey = λG.F4, (7.10)
 D+x Ex ×D+x (7.2) donne :
1
2
d
dt
(D+x Ex)
2 −D+x Ex.D+xD+y Hz = D+x Ex.D+x F1 (7.11)
 D+x Ey ×D+x (7.3) donne :
1
2
d
dt
(D+x Ey)
2 +D+x Ey.D
+
xD
+
xHz +D
+
x Ey.D
+
x A(σ).Ey = D
+
xEy.D
+
x F2, (7.12)
 D−xHz ×D−x (7.4) donne :
1
2
d
dt
(D−xHz)
2 +D−xHz.D
−
xD
−
x Ey −D−xHz.D−xD−y Ex +D−xHz.D−xG
= D−xHz.D
−
x F3,
(7.13)
 D+y Ex ×D+y (7.2) donne :
1
2
d
dt
(D+y Ex)
2 −D+y Ex.D+y D+y Hz = D+y Ex.D+y F1, (7.14)
 D+y Ey ×D+y (7.3) donne :
1
2
d
dt
(D+y Ey)
2 +D+y Ey.D
+
xD
+
y Hz +D
+
y Ey.D
+
y A(σ).Ey = D
+
y Ey.D
+
y F2, (7.15)
 D−y Hz ×D−y (7.4) donne :
1
2
d
dt
(D−y Hz)
2 +D−y Hz.D
−
xD
−
y Ey −D−y Hz.D−y D−y Ex +D−y Hz.D−y G
= D−y Hz.D
−
y F3,
(7.16)
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Soit E(t) = 1
2
(‖Ex‖2h,H1 + ‖Ey‖2h,H1 + ‖Hz‖2h,H1 + λ‖G‖2h).
En sommant les équations (7.7) à (7.16) sur tout l'espae et en utilisant
< A,D+B >h= − < D−A,B >,
nous obtenons :
d
dt
E(t)+ < Ey, A(σ).Ey >h + < Hz, G >h +λ < G,A(σ).D+xEy >h
+λ < G,A(σ).G >h +λ < G,A(ϕ).Ey >h + < D
+
x Ey, D
+
xA(σ).Ey >h
+ < D−xHz, D
−
xG >h + < D
+
y Ey, D
+
y A(σ).Ey >h + < D
−
y Hz, D
−
y G >h
=< Ex, F1 >h + < Ey, F2 >h + < Hz, F3 >h +λ < G, F4 >h
+ < D+x Ex, D
+
x F1 >h + < D
+
x Ey, D
+
x F2 >h + < D
−
xHz, D
−
x F3 >h
+ < D+y Ex, D
+
y F1 >h + < D
+
y Ey, D
+
y F2 >h + < D
−
y Hz, D
−
y F3 >h .
Or, nous avons :
< D−xHz, D
−
xG >h + < D
−
y Hz, D
−
y G >h= − < (D+xD−x +D+y D−y )Hz, G >h,
mais, d'après (7.2) :
D+y Hz =
d
dt
Ex − F1 don D+y D−y Hz =
d
dt
D−y Ex −D−y F1.
Et, d'après (7.3) :
D+xHz = F2 −
d
dt
Ey − A(σ).Ey,
don
D+xD
−
xHz = D
−
x F2 −
d
dt
D−x Ey −D−x A(σ).Ey.
Ainsi :
< D−xHz, D
−
xG >h + < D
−
y Hz, D
−
y G >h
=< d
dt
(D−x Ey −D−y Ex) +D−x A(σ).Ey, G >h
+ < D−y F1 −D−x F2, G >h .
Et omme, d'après (7.5) nous avons :
< d
dt
G,D−xEy −D−y Ex >h
+ < A(σ).D+x Ey + A(σ).G + A(ϕ).Ey, D
−
x Ey −D−y Ex >h
=< F4, D
−
xEy −D−y Ex >h,
nous avons :
d
dt
E(t)+ < Ey, A(σ).Ey >h + < Hz, G >h +λ < G,A(σ).D+x Ey >h
+λ < G,A(σ).G >h +λ < G,A(ϕ).Ey >h + < D
+
x Ey, D
+
xA(σ).Ey >h
+ < D+y Ey, D
+
y A(σ).Ey >h +
d
dt
< G,D−xEy −D−y Ex >h + < D−xA(σ).Ey, G >h
+ < A(σ).D+x Ey + A(σ).G+ A(ϕ).Ey, D
−
xEy −D−y Ex >h
=< Ex, F1 >h + < Ey, F2 >h + < Hz, F3 >h +λ < G, F4 >h + < D
+
xEx, D
+
x F1 >h
+ < D+x Ey, D
+
x F2 >h + < D
−
xHz, D
−
x F3 >h + < D
+
y Ex, D
+
y F1 >h
+ < D+y Ey, D
+
y F2 >h + < D
−
y Hz, D
−
y F3 >h + < F4, D
−
xEy −D−y Ex >h
+ < D−x F2 −D−y F1, G >h .
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Posons :
U(t) = ‖Ex, Ey, Hz, G‖2h,V et F (t) = ‖F1, F2, F3, F4‖2h,V .
Alors en utilisant les lemmes (7.1) et (7.2) ainsi que :
| < A,B >h | ≤ 1
2
(‖A‖2h + ‖B‖2h),
nous obtenons une inégalité de la forme :
E(t) ≤ K1(1 + λ)U(t) +K2(1 + λ)F (t)− d
dt
< G,D−x Ey −D−y Ex >h,
où K1 = K1(‖σ‖1,∞, ‖φ‖∞) et K2 onstante.
Nous intégrons alors en temps :
E(t)+ < G,D−x Ey −D−y Ex >h (t) ≤ E(0)+ < G,D−xEy −D−y Ex >h (0)
+K1(1 + λ)
∫ t
0
U(s)ds
+K2(1 + λ)
∫ t
0
F (s)ds. (7.17)
De plus, nous avons :
E(t)+ < G,D−xEy −D−y Ex >h (t) ≤
1
2
‖Ex, Ey, Hz‖2h,H1 +
λ
2
‖G‖2h
+
1
2
(‖G‖2h + ‖D−xEy‖2h) +
1
2
(‖G‖2h + ‖D−y Ex‖2h)
≤ ‖Ex, Ey, Hz‖2h,1 +
λ+ 2
2
‖G‖2h
≤ λ+ 2
2
U(t). (7.18)
Et nous avons aussi, en prenant µ > 0 :
E(t)+ < G,D−xEy −D−y Ex >h (t) ≥
1
2
‖Ex, Ey, Hz‖2h,1 +
λ
2
‖G‖2h
−1
2
(
1
µ
‖G‖2h + µ‖D−xEy‖2h
)
−1
2
(
1
µ
‖G‖2h + µ‖D−y Ex‖2h
)
≥ 1− µ
2
‖Ex, Ey, Hz‖2h,1 + (
λ
2
− 1
µ
)‖G‖2h. (7.19)
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Nous hoisissons :
µ =
1− λ+√(λ− 1)2 + 8
2
.
Nous avons alors :
1− µ
2
=
λ
2
− 1
µ
,
et si nous hoisissons λ > 2, on a alors 0 < µ < 1. Posons :
K3 =
λ+ 2
2
et K4 =
1− µ
2
> 0.
Nous avons alors d'après (7.18) et (7.19) :
K4U(t) ≤ E(t)+ < G,D−x Ey −D−y Ex >h (t) ≤ K3U(t).
Et, en réinjetant dans (7.17) nous obtenons :
K4U(t) ≤ K3U(0) +K ′1
∫ t
0
U(s)ds+K ′2
∫ t
0
F (s)ds.
Et par le lemme de Gronwall :
U(t) ≤ 1
K4
(K3U(0) +K
′
2
∫ t
0
F (s)ds)
+
∫ t
0
K ′1
K24
(
K3U(0) +K
′
2
∫ s
0
F (τ)dτ
)
exp
(
K ′1
K4
(t− s)
)
ds
≤ K3
K4
U(0) exp
(
K ′1
K4
t
)
+
K ′2
K4
∫ t
0
F (s) exp
(
K ′1
K4
(t− s)
)
ds.
D'où l'estimation voulue.
Estimation d'énergie des dérivées
Dans ette partie nous onsidérerons que F1 = F2 = F3 = F4 = 0 et que ϕ = 0.
Nous avons alors le résultat suivant :
Théorème 7.4 Soient σ ∈ C∞c , p ∈ N, q ∈ N∗, alors il existe Ap,q = Ap,q(‖σ‖q,∞)
et Bp,q = Bp,q(‖σ‖1,∞) tels que :
quels que soient (E0x, E
0
y , H
0
z , G
0) ∈ Vq+p(G),
si (Ex, Ey, Hz, G) est la solution du système (7.2) à (7.5) ave F1 = F2 = F3 = F4 =
0 et ϕ = 0 de ondition initiale (E0x, E
0
y , H
0
z , G
0), alors pour tout t ∈ R :
‖ d
p
dtp
(Ex, Ey, Hz, G)‖2h,Vq ≤ Ap,q‖(E0x, E0y , H0z , G0)‖2h,Vp+q exp(Bp,qt).
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Preuve :
 Nous ommençons par montrer le résultat pour p = 0 en eetuant une réur-
rene sur q.
 Pour q = 1, il sut d'appliquer le résultat préédent et de prendre : A0,1 =
C2 et B0,1 = C1.
 Soit q ∈ N∗, supposons l'estimation vraie au rang q.
Soient q1, q2 tels que q1+ q2 = q. Nous appliquons (D
+
x )
q1(D+y )
q2
au système
formé des équations (7.2) à (7.5) ainsi que le lemme (7.3).Nous avons alors
les résultats suivants :
L'équation (7.2) devient :
d
dt
(D+x )
q1(D+y )
q2Ex −D+y (D+x )q1(D+y )q2Hz = 0.
L'équation (7.3) devient :
d
dt
(D+x )
q1(D+y )
q2Ey +D
+
x (D
+
x )
q1(D+y )
q2Hz + A(σ).(D
+
x )
q1(D+y )
q2Ey
= −∑0≤k≤q1,0≤l≤q2,(k,l)6=(q1,q2)Ckq1C lq2T q1−kx T q2−ly A(dq1−kx− dq2−ly− σ)(D+x )k(D+y )lEy.
L'équation (7.4) devient :
d
dt
(D+x )
q1(D+y )
q2Hz+D
−
x (D
+
x )
q1(D+y )
q2Ey−D−y (D+x )q1(D+y )q2Ex+(D+x )q1(D+y )q2G = 0.
L'équation (7.5) devient :
d
dt
(D+x )
q1(D+y )
q2G+ A(σ).D+x (D
+
x )
q1(D+y )
q2Ey
+q1TxA(dx−σ)(D+x )
q1(D+y )
q2Ey + A(σ).(D
+
x )
q1(D+y )
q2G
= −∑(k,l)∈I (Ckq1C lq2T q1−kx T q2−ly A(dq1−kx− dq2−ly− σ)(D+x )k+1(D+y )lEy)
−∑(k,l)∈I (Ckq1C lq2T q1−kx T q2−ly A(dq1−kx− dq2−ly− σ)(D+x )k(D+y )lG) ,
où I = {(k, l), 0 ≤ k ≤ q1, 0 ≤ l ≤ q2, (k, l) 6= (q1, q2), (q1 − 1, q2)}.
Nous utilisons alors l'équation initiale de variables (D+x )
q1(D+y )
q2(Ex, Ey, Hz, G)
ave ϕ = q1dx−σ (l'opérateur de translation Tx ne modie rien) et ave le
seond membre apparaissant dans les équations préédentes.
Le théorème 7.3 donne alors :
‖(D+x )q1(D+y )q2(Ex, Ey, Hz, G)‖2h,V ≤ C2‖(D+x )q1(D+y )q2(E0x, E0y , H0z , G0)‖2h,VeC1t
+C3
∫ t
0
‖(F1, F2, F3, F4)‖2h,V(s)eC1(t−s)ds,
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où C1 = C1(‖σ‖1,∞, ‖ϕ‖∞). Or :
dx−σ(x, y) =
1
h
∫ x
x−h
∂xσ(ξ, y)dξ.
Don :
‖ϕ‖∞ ≤ C‖σ‖1,∞.
D'après la forme de C1, nous avons : C1 = C1(‖σ‖1,∞). De plus, d'après le
lemme (7.1), nous avons :
‖A(dq1−kx− dq2−ly− σ)(D+x )k(D+y )lU‖h ≤ dq1−kx− dq2−ly− σ‖∞‖(D+x )k(D+y )lU‖h
≤ ‖σ‖q1−k+q2−l,∞‖U‖h,k+l.
Nous avons alors :
‖F2‖h ≤ K1‖σ‖q,∞‖Ey‖h,q−1,
‖D+x F2‖h ≤ K2‖σ‖q+1,∞‖Ey‖h,q,
‖D+y F2‖h ≤ K3‖σ‖q+1,∞‖Ey‖h,q,
don
‖F2‖h,H1 ≤ K4‖σ‖q+1,∞‖Ey‖h,q,
et
‖F4‖h ≤ K5‖σ‖q,∞(‖Ey‖h,Hq + ‖G‖h,q−1),
d'où, omme F1 = F3 = 0 :
‖(F1, F2, F3, F4)‖h,V ≤ K‖σ‖q+1,∞‖(Ex, Ey, Hz, G)‖h,Vq ,
et par hypothèse de réurrene :
‖(F1, F2, F3, F4)‖2h,V ≤ K2‖σ‖2q+1,∞A0,q‖(E0x, E0y , H0z , G0)‖2h,Vq exp(B0,qt).
Ainsi, nous obtenons :
‖(D+x )q1(D+y )q2(Ex, Ey, Hz, G)‖2h,V ≤ C2‖(D+x )q1(D+y )q2(E0x, E0y , H0z , G0)‖2h,VeC1t
+C3
∫ t
0
(
K2A0,q‖σ‖2q+1,∞
× ‖(E0x, E0y , H0z , G0)‖2h,VqeB0,qs+C1(t−s)
)
ds
≤ A′0,q+1‖(E0x, E0y , H0z , G0)‖2h,Vq+1 exp(B′0,qt).
Cei étant vrai pour tout q1, q2 tels que q1 + q2 = q, nous avons bien le
résultat au rang q + 1.
Nous avons alors le théorème pour p = 0.
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 Soit p ∈ N, nous supposons le résultat vrai au rang p pour tous les q. Comme
σ ne dépend pas du temps, appliquer l'opérateur d
p+1
dtp+1
aux équations ne pose
pas de problème. Il reste à étudier les onditions initiales.
D'après l'équation (7.2), nous avons :
dp+1
dtp+1
Ex = D
+
y
dp
dtp
Hz,
don :
‖ d
p+1
dtp+1
Ex‖h,q(t) ≤ ‖ d
p
dtp
Hz‖h,q+1(t).
Ainsi, en faisant de même ave les autres équations :
‖ d
p+1
dtp+1
(Ex, Ey, Hz, G)‖h,Vq(0) ≤ C(‖σ‖1,∞)‖ d
p
dtp
(Ex, Ey, Hz, G)‖h,Vq+1(0),
et par hypothèse de réurrene :
‖ d
p+1
dtp+1
(Ex, Ey, Hz, G)‖h,Vq(0) ≤ C(‖σ‖1,∞)Ap,q‖(E0x, E0y , H0z , G0)‖2h,Vp+qeBp,qt.
d'où la onlusion.
7.3.5 Solution régulière du problème ontinu
Interpolation de la solution disrète
Dans ette partie, nous onsidérons des onditions initiales du problème ontinu
E0x, E
0
y , H
0
z , G
0 ∈ C∞c . Les données initiales du problème disret notées aussi
E0x, E
0
y , H
0
z , G
0
sont les évaluées des données ontinues aux points de la grille.
Nous notons :
W h1 = SEx, W
h
2 = SEy, W
h
3 = SHz et W
h
4 = SG.
Nous avons alors :
Proposition 7.3
1. limh→0(∂tW h1 − ∂yW h3 ) = 0,
2. limh→0 ∂t(W h2 + ∂xW
h
3 + σW
h
4 ) = 0,
3. limh→0 ∂t(W h3 + ∂xW
h
2 − ∂yW h1 +W h4 ) = 0,
4. limh→0 ∂t(W h4 + σ∂xW
h
2 + σW
h
4 ) = 0.
Toutes es limites étant uniformes en espae.
Preuve :
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1.
(∂tW
h
1 − ∂yW h3 ))(x, y) =
1
2pi
∫
[−pi
h
,pi
h
]
ei(xξ1+yξ2)(∂tFh(Ex)(ξ)− iξ2Fh(Hz)(ξ)dξ,
or :
0 = Fh(dEx
dt
−D+y Hz)(ξ) = ∂tFh(Ex)(ξ)−
eihξ2 − 1
h
Fh(Hz)(ξ),
don :
(∂tW
h
1 − ∂yW h3 ))(x, y) =
1
2pi
∫
[−pi
h
,pi
h
]
ei(xξ1+yξ2)
(
eihξ2 − 1
h
− iξ2
)
Fh(Hz)(ξ)dξ,
or : ∣∣∣∣eihξ2 − 1h − iξ2
∣∣∣∣ ≤ ξ22h,
don :
|(∂tW h1 − ∂yW h3 ))(x, y)| ≤
h
2pi
∫
[−pi
h
,pi
h
]
ξ22 |Fh(Hz)(ξ)|dξ
≤ h
2pi
(
2pi
h
∫ pi
h
−pi
h
ξ42
(1 + ξ2)3
dξ2
)1/2
×
(∫
[−pi
h
,pi
h
]
(1 + ξ32)
2|Fh(Hz)(ξ)|2dξ
)1/2
≤ C
√
h‖Hz‖h,3
≤ C ′(t)
√
h‖(E0x, E0y ,H0z , G0)‖h,V3.
Nous utilisons alors un as partiulier du lemme 2.5 :
Lemme 7.4 Si U ∈ C∞c et si EU est l'évaluée de U aux points de la grille
alors :
‖EU‖h,q ≤ C‖U‖Hq+2
Don :
|(∂tW h1 − ∂yW h3 ))(x, y)| ≤ K(t)
√
h,
où la onstante K dépend des données initiales du problème ontinu mais pas
de h.
Nous avons alors la onlusion.
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2. De même que pour le point préédent, nous avons :
(∂tW
h
2 + ∂xW
h
3 + σW
h
2 ))(x, y) =
1
2pi
∫
[−pi
h
,pi
h
]
ei(xξ1+yξ2)
(
−ξ1 − eihξ1−1h
)
Fh(Hz)(ξ)dξ
+ 1
2pi
∫
[−pi
h
,pi
h
]
ei(xξ1+yξ2) [σ(x, y)Fh(Ey)(ξ)− σˆ ∗ Fh(Ey)(ξ)] dξ.
Le premier terme se traite omme préédemment, il reste à étudier le seond
terme :
I =
∣∣∣∣∣ 12pi
∫
[−pi
h
,pi
h
]
ei(xξ1+yξ2) [σ(x, y)Fh(Ey)(ξ)− σˆ ∗ Fh(Ey)(ξ)] dξ
∣∣∣∣∣ .
Nous avons alors :
I =
1
2pi
∣∣∣∣∣σ(x, y)
∫
[−pi
h
,pi
h
]
ei(xξ1+yξ2)ŜEy(ξ)dξ −
∫
[−pi
h
,pi
h
]
ei(xξ1+yξ2)σ̂.SEydξ
∣∣∣∣∣
=
1
2pi
∣∣∣∣σ(x, y) ∗ 2piSEy(x, y)− ∫
R2
ei(xξ1+yξ2)σ̂.SEy(ξ)dξ
+
∫
R2\[−pi
h
,pi
h
]
ei(xξ1+yξ2)σ̂.SEy(ξ)dξ
∣∣∣∣∣
=
1
2pi
∣∣∣∣∣
∫
R2\[−pi
h
,pi
h
]
ei(xξ1+yξ2)σ̂.SEy(ξ)dξ
∣∣∣∣∣ .
Or :
|σ̂.SEy(ξ)| = |σˆ ∗ ŜEy(ξ)|
=
∣∣∣∣∫
R2
σˆ(τ)ŜEy(ξ − τ)dτ
∣∣∣∣
≤
(∫
R2
(1 + |τ |2)3|σˆ(τ)|2 1
(1 + |τ |2)3(1 + |ξ − τ |2)3dτ
)1/2
×
(∫
R2
(1 + |ξ − τ |2)3|ŜEy(ξ − τ)|2dτ
)1/2
.
Mais, nous avons :
 Si |τ | > 1
2
|ξ| :
1
(1 + |τ |2)(1 + |ξ − τ |2) ≤
1
(1 + |τ |2) ≤
1
(1 + |ξ|
2
4
)
.
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 Si |τ | ≤ 1
2
|ξ| :
1
(1 + |τ |2)(1 + |ξ − τ |2) ≤
1
(1 + |ξ − τ |2) .
Or |ξ − τ | ≥ |ξ| − |τ | ≥ 1
2
|ξ| don :
1
(1 + |τ |2)(1 + |ξ − τ |2) ≤
1
(1 + |ξ|
2
4
)
.
Ainsi :
|σ̂.SEy(ξ)| ≤ 1
(1 + |ξ|
2
4
)
‖σ‖H3‖‖SEy‖H3
≤ 1
(1 + |ξ|
2
4
)
‖σ‖H3‖‖Ey‖h,H3
≤ C(t) 1
(1 + |ξ|
2
4
)
,
où C dépend des données initiales et de σ mais pas de h. Nous avons don une
majoration indépendante de h par une fontion intégrable sur R2.
Comme limh→0 χR2\[−pi
h
,pi
h
] = 0 presque partout, nous avons par le théorème de
onvergene dominée de Lebesgue :
lim
h→0
∫
R2\[−pi
h
,pi
h
]
|σ̂.SEy(ξ)|dξ = 0.
Et omme
I ≤ 1
2pi
∫
R2\[−pi
h
,pi
h
]
|σ̂.SEy(ξ)|dξ,
nous avons la onusion.
3. et 4. Les deux limites suivantes se montrent ave des inégalités de la même
forme que elles des as déjà traités.
Existene d'une solution régulière
Nous allons maintenant faire onverger les W h de manière à obtenir une solution
au problème ontinu.
Nous ommençons par étudier la onvergene sur les ompats :
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Proposition 7.4 Pour tout p, q1, q2 ∈ N,pour tout T > 0, pour tout j ∈ {1, 2, 3, 4}
et pour tout ompat K de R2, il existe Wj ∈ C∞([0, T ] × K) et une suite (hk)
tendant vers 0 tels que :
lim
k→+∞
sup
[0,T ]×K
∣∣∣∣ ∂p+q1+q2∂tp∂xq1∂yq2W jhk − ∂p+q1+q2∂tp∂xq1∂yq2W j
∣∣∣∣ = 0.
De plus, nous avons, sur [0, T ]×K :
∂tW1 − ∂yW3 = 0
∂tW2 + ∂xW3 + σW2 = 0
∂tW3 + ∂xW2 − ∂yW1 +W4 = 0
∂tW4 + σ∂xW2 + σW4 = 0.
Preuve : D'après le théorème d'Asoli, il sut de majorer :∣∣∣∣ ∂p+q1+q2∂tp∂xq1∂yq2W jh
∣∣∣∣ ,
pour avoir l'existene de la limite. Nous le faisons pour j = 1 les autres as étant
semblables :∣∣∣∣ ∂p+q1+q2∂tp∂xq1∂yq2W 1h
∣∣∣∣ =
∣∣∣∣∣ 12pi
∫
R2
ei(xξ1+yξ2)
̂∂p+q1+q2
∂tp∂xq1∂yq2
W 1h (t, ξ)dξ
∣∣∣∣∣
=
1
2pi
∣∣∣∣∫
R2
ei(xξ1+yξ2)(iξ1)
q1(iξ2)
q2
∂p
∂tp
Ŵ h1 (t, ξ)dξ
∣∣∣∣
=
1
2pi
∣∣∣∣∫
R2
ei(xξ1+yξ2)(iξ1)
q1(iξ2)
q2
∂p
∂tp
Fh(Ex)(t, ξ)dξ
∣∣∣∣
≤ 1
2pi
(∫
R2
1
(1 + |ξ|2)3dξ
)1/2
×
(∫
R2
(1 + |ξ|2)3|ξ1|2q1 |ξ2|2q2
∣∣∣∣ ∂p∂tpFh(Ex)(t, ξ)
∣∣∣∣2 dξ
)1/2
≤ C‖ ∂
p
∂tp
Ex‖h,Hq1+q2+3
≤ K(T ).
D'où l'existene d'une limite extraite. La proposition préédente montre que les
équations sont vériées.
Maintenant, nous allons étendre ette solution à l'espae entier.
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Théorème 7.5 Si E0x, E
0
y , H
0
z , G
0, σ ∈ C∞c alors le système
∂tEx − ∂yHz = 0
∂tEy + ∂xHz + σEy = 0
∂tHz + ∂xEy − ∂yEx +G = 0
∂tG+ σ∂xEy + σG = 0,
ave Ex(0, .) = E
0
x, Ey(0, .) = E
0
y , Hz(0, .) = H
0
z et G(0, .) = G
0
,
admet une solution appartenant à C∞([0, T ] × R2). De plus ette solution vérie
l'estimation d'énergie de Métral et Vaus [32℄ :
‖(Ex, Ey, Hz, G)‖2V ≤ C2‖(E0x, E0y , H0z , G0)‖2h,VeC1t,
où C1 = C1(|σ‖1,∞) et ‖(Ex, Ey, Hz, G)‖2V = ‖(Ex, Ey, Hz)‖2H1 + ‖G‖2L2.
Preuve :
 Soit Kn = [−n, n]2 ompat de R2. Nous onstruisons par réurrene une
solution sur R2 telle que la solution sur Kn+1 prolonge la solution sur Kn.
 Pour n = 1, nous onstruisons la solution omme extration (hϕ1(j)) des
(Wh).
 Soit n ∈ N∗. Supposons que nous ayons onstruit une solution sur Kn par
extration (hϕn(j)).
Nous onsidèrons les suites (Whϕn(j)) qui vérient les mêmes hypothèses que
(Wh). Nous pouvons don, omme préédemment, leur appliquer le théorème
d'Asoli : nous trouvons une suite (Whϕn(ϕ(j))) qui onverge vers une solution
sur Kn+1. Comme ette suite est extraite de la préédente, ette solution et
la préédente oïnident sur Kn.
Nous avons ainsi onstruit une solution sur R2 que nous appelons W =
(W1,W2,W3,W4).
 La solution W est C∞ sur K◦n pour tout n ∈ N∗ don W ∈ C∞(R2) et est
solution forte du problème.
 Montrons que W ∈ V. Nous allons montrer que W1 ∈ H1(R2), les autres
omposantes se traitant de la même manière.
Sur [0, T ]×Kn, nous avons :
 limk→+∞
∣∣∣W 1hϕn(k) −W 1∣∣∣ = 0,
 limk→+∞
∣∣∣ ∂∂xW 1hϕn(k) − ∂∂xW 1∣∣∣ = 0,
 limk→+∞
∣∣∣ ∂∂yW 1hϕn(k) − ∂∂yW 1∣∣∣ = 0,

∣∣∣W 1hϕn(k) −W 1∣∣∣ ≤ C1,

∣∣∣ ∂∂xW 1hϕn(k) − ∂∂xW 1∣∣∣ ≤ C2,
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∣∣∣ ∂∂yW 1hϕn(k) − ∂∂yW 1∣∣∣ ≤ C3.
Or, omme les onstantes sont intégrables sur Kn, nous avons, par le théorème
de onvergene dominée de Lebesgue :
lim
k→+∞
‖W 1hϕn(k) −W
1‖H1(Kn) = 0.
Ainsi pour k assez grand :
‖W 1‖H1(Kn) ≤ 2‖W 1hϕn(k)‖H1(Kn) ≤ 2‖W
1
hϕn(k)
‖H1 .
Or, d'après le lemme (7.4) et le théorème (7.3) :
‖W 1h‖2H1 =
∫
[−pi
h
,pi
h
]2
(1 + |ξ|2)|Fh(Ex)(ξ)|2dξ
≤ C‖Ex‖2h,H1
≤ K(T )‖(E0x, E0y , H0z , G0)‖2V 3 .
Nous avons don montré que ‖W 1‖H1(Kn) est majoré par une onstante indé-
pendante de n don :
W 1 ∈ H1(R2).
 Nous avons maintenant toutes les hypothèses de régularité justiant les aluls
de [32℄, l'estimation d'énergie est don vériée.
7.3.6 Régularisation du probleme ontinu
Nous allons maintenant prendre des hypothèses de régularité plus faibles sur les
onditions initiales et l' absorption. Nous notons V l'espae V = (H1(R2))3×L2(R2)
et ‖.‖V la norme sur et espae. Nous avons alors le résultat suivant :
Théorème 7.6 Si (E0x, E
0
y , H
0
z , G
0) ∈ (H1(R2))3 × L2(R2) et σ ∈ W 1,∞(R2) alors
le système 
∂tEx − ∂yHz = 0
∂tEy + ∂xHz + σEy = 0
∂tHz + ∂xEy − ∂yEx +G = 0
∂tG+ σ∂xEy + σG = 0,
ave Ex(0, .) = E
0
x, Ey(0, .) = E
0
y , Hz(0, .) = H
0
z et G(0, .) = G
0
admet une solution appartenant à L2(0, T,V) ∩ C0(0, T, (H1/2(R2))3 × L2(R2)). De
plus ette solution vérie l'estimation d'énergie de Métral et Vaus :
‖(Ex, Ey, Hz, G)‖2V ≤ C2‖(E0x, E0y , H0z , G0)‖2VeC1t,
où C1 = C1(|σ‖1,∞) et ‖(Ex, Ey, Hz, G)‖2V = ‖(Ex, Ey, Hz)‖2H1 + ‖G‖2L2
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Preuve :
 Nous régularisons les données initiales et l'absorption :
Soient E0x,n, E
0
y,n, H
0
z,n, G
0
n, σn ∈ C∞c telles que :
lim
n→+∞
‖E0x,n − E0x‖H1 = 0,
lim
n→+∞
‖E0y,n − E0y‖H1 = 0,
lim
n→+∞
‖H0z,n −H0z‖H1 = 0,
lim
n→+∞
‖G0,n −G0‖L2 = 0.
lim
n→+∞
‖σn − σ‖W 1,∞ = 0
Soit Wn = (Ex,n, Ey,n, Hz,n, Gn) la solution de :

∂tEx,n − ∂yHz,n = 0
∂tEy,n + ∂xHz,n + σnEy,n = 0
∂tHz,n + ∂xEy,n − ∂yEx,n +Gn = 0
∂tGn + σn∂xEy,n + σnGn = 0,
ave les onditions initiales : Ex,n(0, .) = E
0
x,n, Ey,n(0, .) = E
0
y,n, Hz,n(0, .) =
H0z,n et Gn(0, .) = G
0
n.
 Montrons que la suite (Wn) est de Cauhy dans C0(0, T,V).
Soient p, q ∈ N, alors Wp −Wq vérie :

∂t(Ex,p − Ex,q)− ∂y(Hz,p −Hz,q) = 0
∂t(Ey,p −Ey,q) + ∂x(Hz,p −Hz,q) + σp(Ey,p − Ey,q) = (σq − σp)Ey,q
∂t(Hz,p −Hz,q) + ∂x(Ey,p −Ey,q)− ∂y(Ex,p − Ex,q) + (Gp −Gq) = 0
∂t(Gp −Gq) + σp∂x(Ey,p − Ey,q) + σp(Gp −Gq)
= (σq − σp)∂xEy,q + (σq − σp)Gq.
Nous pouvons alors appliquer l'estimation d'énergie obtenue dans le as régu-
lier (le seond membre se traite omme dans le as disret). Nous obtenons :
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‖Wp −Wq‖2V ≤ C2‖W 0p −W 0q ‖2VeC1t
+C3
∫ t
0
(
‖(σq − σp)Ey,q‖2H1
+‖(σq − σp)∂xEy,q‖2L2 + ‖(σq − σp)Gq‖2L2
)
(s)eC1(t−s)ds
≤ C2‖W 0p −W 0q ‖2VeC1t
+C3‖(σq − σp)‖1,∞
∫ t
0
(‖Wq‖2V) (s)eC1(t−s)ds
≤ C2‖W 0p −W 0q ‖2VeC1t
+C3‖(σq − σp)‖1,∞
∫ t
0
(
C ′2‖W 0q ‖2VeC
′
1s
)
eC1(t−s)ds,
où C1 = C1(‖(σq − σp)‖1,∞) et C ′1 = C ′1(‖σq‖1,∞). Or nous avons :
 limp,q→+∞ ‖W 0p −W 0q ‖V = 0,
 limp,q→+∞ ‖(σq − σp)‖1,∞ = 0,
 ‖W 0q ‖V ≤ 2‖W 0‖V pour q assez grand,
 C1 et C
′
1 sont à dépendane polynomiale don ils sont bornés en p et q.
Don
lim
p,q→+∞
sup
t∈[0,T ]
‖Wp −Wq‖V = 0.
Ainsi (Wn) est de Cauhy dans C0(0, T,V).
 Nous utilisons maintenant un as partiulier des espaes dénis dans [30℄ :
W(0, T ) = {u, u ∈ L2(0, T,V), ∂tu ∈ L2(0, T, L2(R2)4)},
muni de la norme
‖u‖2W(0,T ) = ‖u‖2L2(0,T,V) + ‖∂tu‖2L2(0,T,L2(R2)4).
Montrons que (Wn) est de Cauhy dans W(0, T ).
 Comme (Wn) est de Cauhy dans C0(0, T,V) alors (Wn) est de Cauhy dans
L2(0, T,V).
 Nous utilisons les équations pour montrer que (∂tWn) est de Cauhy dans
L2(0, T, L2(R2)4). Par exemple, pour la omposante Ey,n, nous avons :
‖∂t(Ey,p − Ey,q)‖L2 = ‖∂x(Hz,p −Hz,q) + σp(Ey,p −Ey,q)− (σq − σp)Ey,q‖L2
≤ (‖σp‖W 1,∞ + ‖σp − σq‖W 1,∞)‖Wp −Wq‖V
≤ 6‖σp‖W 1,∞‖Wp −Wq‖V ,
pour p, q assez grands. Comme (Wn) est de Cauhy dans L
2(0, T,V) alors
(∂tWn) est de Cauhy dans L
2(0, T, L2(R2)4).
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Don (Wn) onverge vers W dans W(0, T ).
 Montrons queW vérie les équations voulues. Nous allons montrer uniquement
la deuxième équation les autres étant semblables :
Soit n ∈ N,
‖∂tEy + ∂xHz + σEy‖L2(0,T,L2(R2))
= ‖∂t(Ey −Ey,n) + ∂x(Hz −Hz,n) + σ(Ey −Ey,n)
+(σ − σn)Ey,n‖L2(0,T,L2(R2))
≤ (1 + ‖σ‖W 1,∞ + ‖σ − σn‖W 1,∞‖W −Wn‖W(0,T ).
Don en faisant tendre n vers +∞, nous avons :
‖∂tEy + ∂xHz + σEy‖L2(0,T,L2(R2)) = 0.
D'où l'équation voulue.
 Il reste à étudier les onditions initiales. D'après [30℄, nous savons que :
W ∈ C0(0, T, (H1/2(R2))3 × L2(R2)),
et que l'appliation :
W(0, T ) 7→ C0(0, T, (H1/2(R2))3 × L2(R2)),
u → u
est ontinue. Don :
‖W −W n‖C0(0,T,(H1/2(R2))3×L2(R2)) ≤ C‖W −Wn‖W(0,T ).
Ainsi
‖W (0, .)−W 0‖(H1/2(R2))3×L2(R2) ≤ ‖W (0, .)−W 0n‖(H1/2(R2))3×L2(R2)
+‖Wn −W 0‖(H1/2(R2))3×L2(R2)
≤ ‖W −W n‖C0(0,T,(H1/2(R2))3×L2(R2))
+‖Wn −W 0‖V .
Comme les deux termes du seond membre tendent vers 0, nous avons :
W (0, .) = W 0
Nous avons don prouvé le théorème.
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Chapitre 8
Shémas de Yee
Les résultats montrés dans la partie préédente impliquent que les équations
PML proposées par Bérenger pour les équations de Maxwell TE sont faiblement
bien posées de défaut 1. Nous allons maintenant nous intéresser à la disrétisation
de es équations et au alul du défaut via des estimations d'énergie.
Les équations de Maxwell sont disrétisées lassiquement par un shéma de Yee.
Nous rappelons dans la première partie de e hapitre que e shéma est stable.
Le shéma de Yee peut aussi être utilisé pour disrétiser les équations PML de
Maxwell TE. Nous herhons alors des estimations d'énergie pour e shéma qui
nous permettront de voir que le shéma est faiblement stable de défaut 1.
Des estimations d'énergie ont été prouvées dans [10℄ mais elles sont valables dans
le as de la formulation de Zhao-Cangellaris qui est fortement bien posée.
Dans ette partie, G désignera la grille G = ∆xZ×∆yZ.
8.1 Shéma de Yee pour les équations de Maxwell
Nous allons étudier dans ette partie la stabilité du shéma de Yee pour les
équations de Maxwell : 
∂tEx − ∂yHz = 0
∂tEy + ∂xHz = 0
∂tHz + ∂xEy − ∂yEx = 0
Le shéma de Yee [41℄, étudié dans [39℄, est le shéma d'ordre 2 suivant :

(Ex)
n+1
i,j −(Ex)ni,j
∆t
− (Hz)
n+1/2
i,j+1/2
−(Hz)n+1/2i,j−1/2
∆y
= 0
(Ey)
n+1
i,j −(Ey)ni,j
∆t
+
(Hz)
n+1/2
i+1/2,j
−(Hz)n+1/2i−1/2,j
∆x
= 0
(Hz)
n+1/2
i,j −(Hz)
n−1/2
i,j
∆t
+
(Ey)ni+1/2,j−(Ey)ni−1/2,j
∆x
− (Ex)
n
i,j+1/2
−(Ex)ni,j−1/2
∆y
= 0.
(8.1)
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Les onditions initiales sont E0x, Ey et H
−1/2
z .
Nous posons :
γx =
∆t
∆x
et γy =
∆t
∆y
.
Nous avons alors la stabilité du shéma de Yee sous ondition CFL :
Théorème 8.1 Sous la ondition CFL γ2x + γ
2
y ≤ 1, le shéma de Yee (8.1) est
stable.
Preuve : Posons :
k1 =
2
∆x
sin
(
ξ1∆x
2
)
et k2 =
2
∆y
sin
(
ξ2∆y
2
)
.
La matrie d'ampliation du shéma de Yee par rapport à la variable (Ênx , Ê
n
y ,
̂
H
n−1/2
z )
est :
Q̂ = R−10 S0,
où nous avons posé :
R0 =
 1 0 −ik2∆t0 1 ik1∆t
0 0 1

et S0 =
 1 0 00 1 0
ik2∆t −ik1∆t 1
 .
Nous avons alors :
Q̂ =
 1− k22∆t2 k1k2∆t2 ik2∆tk1k2∆t2 1− k21∆t2 −ik1∆t
ik2∆t −ik1∆t 1
 .
Soit P la matrie :
P =
 ik1∆t ik2∆t(1 + λ+) ik2∆t(1 + λ−)ik2∆t −ik1∆t(1 + λ+) −ik1∆t(1 + λ−)
0 λ+ λ−
 ,
ave :
λ± =
−|k|2∆t2 ±√|k|4∆t4 − 4|k|2∆t2
2
.
Nous avons alors :
Q̂ = P
 1 0 00 1 + λ+ 0
0 0 1 + λ−
P−1.
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Nous remarquons que, si ‖k‖2∆t2 ≤ 4 alors |1+λ±| = 1. Or ‖k‖2∆t2 ≤ 4⇔ γ2x+
γ2y ≤ 1 don, sous ondition CFL, les valeurs propres de la matrie d'ampliation
Q̂ sont de module 1. Pour prouver la stabilité du shéma, il sut don de montrer
que ‖P‖ et ‖P−1‖ sont bornées.
Pour ela, nous ommençons par remarquer que :
tPP =
 −∆t2‖k‖2 0 00 λ+ − (1 + λ+)2∆t2‖k‖2 0
0 0 λ− − (1 + λ−)2∆t2‖k‖2
 .
Posons A2 = −∆t2‖k‖2, B2 = λ2+−(1+λ+)2∆t2‖k‖2 et C2 = λ2−−(1+λ−)2∆t2‖k‖2.
Soit :
R =
 ik1∆tA ik2∆t(1+λ+)B ik2∆t(1+λ−)Cik2∆t
A
−ik1∆t(1+λ+)
B
−ik1∆t(1+λ−)
C
0 λ+
B
λ−
C
 .
Alors R−1 =t R. Comme hanger P en R, ne hange pas la diagonalisation de Q̂, il
sut don d'évaluer ‖R‖. Nous avons :
|B|2 = |λ2+ − (1 + λ+)2∆t2‖k‖2|
= |λ2+ + (1 + λ+)λ2+| ar λ2+ + ‖k‖2∆t2λ+ + ‖k‖2∆t2 = 0
= |λ+|2|λ+ + 2|
= ‖k‖2∆t2|λ+ + 2|
= ‖k‖2∆t2
√
4− ‖k‖2∆t2
≥ 2
√
1− γ2x − γ2y‖k‖2∆t2
≥ K‖k‖2∆t2.
D'où |B| ≥ ‖k‖∆t et de même, |C| ≥ ‖k‖∆t. Et on a alors ‖R‖ ≤ K e qui prouve
la stabilité du shéma de Yee.
8.2 Shéma de Yee pour les équations de Maxwell
PML
Le shéma de Yee pour les équations PML de variables (Ex, Ey, Hz = Hzx +
Hzy), G = σHzx ave une absorption onstante dans la diretion des x (σx = σ) et
nulle dans la diretion des y (σy = 0) est le suivant :
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
(Ex)
n+1
i,j −(Ex)ni,j
∆t
− (Hz)
n+1/2
i,j+1/2
−(Hz)n+1/2i,j−1/2
∆y
= 0
(Ey)
n+1
i,j −(Ey)ni,j
∆t
+
(Hz)
n+1/2
i+1/2,j
−(Hz)n+1/2i−1/2,j
∆x
+ σ
(Ey)
n+1
i,j +(Ey)
n
i,j
2
= 0
(Hz)
n+1/2
i,j −(Hz)
n−1/2
i,j
∆t
+
(Ey)ni+1/2,j−(Ey)ni−1/2,j
∆x
− (Ex)
n
i,j+1/2
−(Ex)ni,j−1/2
∆y
+
(G)
n+1/2
i,j +(G)
n−1/2
i,j
2
= 0
(G)
n+1/2
i,j −(G)
n−1/2
i,j
∆t
+ σ
(Ey)ni+1/2,j−(Ey)ni−1/2,j
∆x
+ σ
(G)
n+1/2
i,j +(G)
n−1/2
i,j
2
= 0.
(8.2)
Nous allons montrer une estimation d'énergie disrète analogue à elle de la
proposition 7.1. Pour ela, nous avons besoin de savoir omment se omporte un
shéma stable sous l'eet d'une perturbation d'ordre 0. Nous utiliserons don le
résultat suivant qui est la version disrète du fait qu'un problème fortement bien
posé l'est toujours lorsqu'on lui rajoute une perturbation d'ordre 0.
Proposition 8.1 Soit Q̂0 tel que ‖Q̂0
n‖ ≤ KSeαStn et ‖Q˜‖ ≤ M . Alors, si Q̂ =
Q̂0 +∆tQ˜, on a :
Q̂n ≤ KSe(αS+∆tKSM)tn .
Preuve : Soit V̂ n la suite dénie par : V̂ n+1 = Q̂V̂ n, alors :
V̂ n+1 = Q̂0V̂ n +∆tQ˜V̂ n.
Don :
V̂ n = Q̂0
n
V̂ 0 +∆t
n−1∑
j=0
Q̂0
n−1−j
Q˜V̂ j .
Dénissons la suite (W nk ) par :{
W n0 = Q̂0
n
V̂ 0
W nk+1 = ∆t
∑n−1
j=0 Q̂0
n−1−j
Q˜W jk .
Alors, si la série existe, nous avons : V̂ n =
∑+∞
k=0W
n
k .
Montrons, par réurrene sur n, que :
‖W nk ‖ ≤ Kk+1s
(∆tM)ktkn
k!
eαStn‖V̂ 0‖.
• Pour n = 0, nous avons :
W n0 = V̂
0
et ∀k ≥ 1, W nk = 0.
Le résultat est don vrai.
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• Soit n ∈ N∗, supposons le résultat vrai pour tout j ≤ n − 1. Montrons le
résultat au rang n par réurrene sur k.
 Pour k = 0, nous avons, par hypothèse :
‖W n0 ‖ ≤ ‖Q̂0
n‖‖V̂ 0‖ ≤ KSeαStn‖V̂ 0‖
 Soit k ∈ N, supposons le résultat vrai au rang k.
‖W nk+1‖ ≤ ∆t
n−1∑
j=0
KSe
αStn−1−jM‖W jk‖
≤ ∆tKSM
n−1∑
j=0
eαStn−1−j
(
Kk+1s
(∆tM)ktkj
k!
eαStj
)
‖V̂ 0‖
≤ Kk+2S
(∆tM)k+1
k!
eαStn−1
(
n−1∑
j=0
tkj
)
‖V̂ 0‖.
Or :
n−1∑
j=0
tkj ≤
∫ tn
0
skds ≤ t
k+1
n
k + 1
.
Don :
‖W nk+1‖ ≤ Kk+2S
(∆tM)k+1
(k + 1)!
eαStn−1tk+1n ‖V̂ 0‖.
D'où le résultat au rang n.
Nous avons alors :
+∞∑
k=0
‖W nk ‖ ≤ KSeαStn
+∞∑
k=0
(KS∆tMtn)
k
k!
‖V̂ 0‖
≤ KSe(αS+∆tKSM)tn‖V̂ 0‖.
D'où l'existene de la série et l'estimation :
‖Q̂nV̂ 0‖ = ‖V̂ n‖ ≤ KSe(αS+∆tKSM)tn‖V̂ 0‖.
Et ainsi :
‖Q̂n‖ ≤ KSe(αS+∆tKSM)tn .
Nous montrons maintenant l'estimation disrète suivante :
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Théorème 8.2 Sous la ondition CFL :(
∆t
∆x
)2
+
(
∆t
∆y
)2
≤ 1,
il existe KS > 0, αS > 0,tels que pour tout (E
0
x, E
0
y , H
−1/2
z , G−1/2) ∈ (H1(G))3 ×
L2(G),
‖(Enx , Eny , Hn−1/2z , Gn−1/2)‖(H1(G))3×L2(G)
≤ KSeαStn‖(E0x, E0y , H−1/2z , G−1/2)‖(H1(G))3×L2(G).
Preuve :
• Après transformation de Fourier, le shéma de Yee devient :
̂En+1x −cEnx
∆t
− ik2̂Hn+1/2z = 0
̂En+1y −cEny
∆t
+ ik1
̂
H
n+1/2
z + σ
̂En+1y + cEny
2
= 0
̂
H
n+1/2
z − ̂Hn−1/2z
∆t
+ ik1Êny − ik2Ênx +
̂Gn+1/2+ ̂Gn−1/2
2
= 0
̂Gn+1/2− ̂Gn−1/2
∆t
+ ik1σÊny + σ
̂Gn+1/2+ ̂Gn−1/2
2
= 0,
où on a posé :
k1 =
2
∆x
sin
(
ξ1∆x
2
)
et k2 =
2
∆y
sin
(
ξ2∆y
2
)
.
Soit :
Ûn = (Ênx , Ê
n
y ,
̂
H
n−1/2
z , ik1Ênx , ik1Ê
n
y , ik1
̂
H
n−1/2
z , ik2Ênx , ik2Ê
n
y , ik2
̂
H
n−1/2
z , Ĝn−1/2).
Posons :
R =
 1 0 −ik2∆t0 1 + σ∆t
2
ik1∆t
0 0 1
 = R0 +∆tR˜,
ave :
R0 =
 1 0 −ik2∆t0 1 ik1∆t
0 0 1

et R˜ =
 0 0 00 σ
2
0
0 0 0
 ,
S =
 1 0 00 1− σ∆t
2
0
ik2∆t −ik1∆t 1
 = S0 +∆tS˜,
ave :
R0 =
 1 0 00 1 0
ik2∆t −ik1∆t 1

et S˜ =
 0 0 00 −σ
2
0
0 0 0
 .
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Nous avons alors :
RÛn+1 = SÛn,
ave :
R =

0
R 0 0 0
∆t/2
0
0 R 0 0
ik1∆t/2
0
0 0 R 0
ik2∆t/2
0 0 0 0 0 0 0 0 0 1 + σ∆t/2

= R0 +∆tR˜,
et
S =

0
S 0 0 0
−∆t/2
0
0 S 0 0
−ik1∆t/2
0
0 0 S 0
−ik2∆t/2
0 0 0 0 −σ∆t 0 0 0 0 1− σ∆t/2

= S0 +∆tS˜ ,
où l'on a posé :
R0 =

0
R0 0 0 0
0
0 R0 0 0
ik1∆t/2
0
0 0 R0 0
ik2∆t/2
0 0 0 0 0 0 0 0 0 1

,
171
et
R˜ =

0
R˜ 0 0 0
1/2
0
0 R˜ 0 0
0
0
0 0 R˜ 0
0
0 0 0 0 0 0 0 0 0 σ/2

,
et de même pour S0 et S˜.
Le symbole du shéma de Yee est alors : Q̂ = R−1S.
• Montrons que Q̂ = Q̂0 +∆tQ˜ ave Q̂0 = R−10 S0 et ‖Q˜‖ borné. Nous avons :
Q̂ = R−1S0 +∆tR−1S˜
= (Id+∆tR−10 R)−1R−10 S0 +∆tR−1S˜.
 Montrons qu'il existe K1 tel que ‖R−1‖ ≤ K1.
Nous avons :
R−1 =

R−1 0 0 − ∆t
2(1+σ∆t/2)
R−1
 00
1

0 R−1 0 − ik1∆t
2(1+σ∆t/2)
R−1
 00
1

0 0 R−1 − ik2∆t
2(1+σ∆t/2)
R−1
 00
1

0 0 0 0 0 0 0 0 0 1/(1 + σ∆t/2)

,
et
R−1 =
 1 0 ik2∆t0 (1 + σ∆t
2
)−1 −ik1∆t (1 + σ∆t2 )−1
0 0 1
 .
Or sous ondition CFL, |k1∆t| ≤ 1 et |k2∆t| ≤ 1. Don il existe K1 tel que
‖R−1‖ ≤ K1.
Nous avons montré ainsi que ‖R−1S˜‖ est borné.
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 Montrons qu'il existe K2 tel que ‖(Id+∆tR−10 R)−1−Id‖ ≤ K2∆t. Comme,
de même que pour R−1, il existe K3 tel que ‖R−10 ‖ ≤ K3, ela démontrera
la déomposition de Q̂.
Il existe M tel que R˜ ≤M , don si ∆t ≤ 1
K3M
, alors ‖∆tR−10 R‖ < 1. Or :
‖(Id+∆tR−10 R)−1 − Id‖ =
∥∥∥∥∥
+∞∑
k=1
(−∆t)k(R−10 R)k
∥∥∥∥∥
≤ ∆t
+∞∑
k=0
∆tk‖R−10 R‖k
≤ ∆tK3M
1 + ∆tK3M
≤ K2∆t.
• Il reste à montrer que le shéma de symbole Q̂0 est stable. En eet, le propo-
sition 8.1 montrera que le shéma de symbole Q̂ est stable et, étant donnée la
dénition de Ûn, nous aurons l'estimation disrète voulue. Nous avons :
R−10 S0 =

0
R−10 S0 0 0 0
0
0 R−10 S0 0 −ik1∆tz
0 0 R−10 S0 −ik2∆tz
0 0 0 0 0 0 0 0 0 1

,
où z = R−10
 00
1

.
Nous remarquons que R−10 S0 est le symbole du shéma de Yee pour les équa-
tions de Maxwell. Nous savons don, d'après la preuve du théorème 8.1 qu'il
existe une matrie de passage P telle que R−10 S0 = PDP
−1
ave ‖P‖ ≤ K,
‖P−1‖ ≤ K et D matrie diagonale à éléments diagonaux de module inférieur
ou égal à 1.
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Posons :
P =

0
P 0 0 0
0
0 P 0 Z1
0 0 P Z2
0 0 0 0 0 0 0 0 0 1

,
alors :
P−1 =

0
P−1 0 0 0
0
0 P−1 0 −P−1Z1
0 0 P−1 −P−1Z2
0 0 0 0 0 0 0 0 0 1

,
et
P−1R−10 S0P =

0
D 0 0 0
0
0 D 0 P−1
(
(R−10 S0 − Id)Z1 − ik1∆tz
)
0 0 D P−1
(
(R−10 S0 − Id)Z2 − ik2∆tz
)
0 0 0 0 0 0 0 0 0 1

.
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Nous hoisissons Z1 = −
 01
0

et Z2 =
 10
0

, alors :
P−1R−10 S0P =

0
D 0 0 0
0
0 D 0 0
0 0 D 0
0 0 0 0 0 0 0 0 0 1

,
qui est une matrie diagonale à oeients de module inférieur ou égal à 1.
Comme ‖P‖ ≤ K, ‖P−1‖ ≤ K, on a montré que le shéma de symbole Q̂0 est
stable, e qui ahève la preuve.
8.3 Appliation des résultats de la première partie
Nous allons, en appliquant les résultats de la première partie de ette thèse,
montrer que le shéma de Yee est onvergent et minorer son taux de onvergene.
Nous onsidérons les équations de Maxwell PML en dimension 2 ave absorption
onstante dans la diretion des x et nulle dans la diretion des y et nous onsidérons
les variables Ex, Ey, Hz et G = σHzx :
∂tEx − ∂yHz = 0
∂tEy + ∂xHz + σEy = 0
∂tHz + ∂xEy − ∂yEx +G = 0
∂tG + σ∂xEy + σG = 0.
(8.3)
Nous disrétisons es équations par le shéma de Yee (8.2).
Proposition 8.2 Le problème (8.3) est faiblement bien posé de défaut q1 = 1 et le
shéma de Yee (8.2) est faiblement stable de défaut q2 = 1.
De plus, si la donnée initiale du shéma est de régularité Hq4, le taux de onvergene
du shéma est minoré par :
q4−1
max(q4,4)−1 .
Preuve :
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• Nous appliquons le résultat de la proposition 7.1 à σx = σ onstant et σy = 0.
Nous obtenons :
‖(Ex, Ey, Hz)(t, .)‖2H1 + ‖(σEy, G)(t, .)‖2L2
≤ C1e(C2+2σ)t
(‖(E0x, E0y , H0z )‖2H1 + ‖(σE0y , G0)‖2L2) ,
d'où l'existene de onstantes KC et αC telles que : ‖(Ex, Ey, Hz, G)(t, .)‖L2 ≤
KCe
αC t‖(E0x, E0y , H0z , G0)‖H1, e qui prouve que le problème est faiblement bien
posé de défaut q1 = 1.
• Une onséquene immédiate du théorème 8.2 est que :
‖(Enx , Eny , Hn−1/2z , Gn−1/2)‖(L2(G)4) ≤ KSeαStn‖(E0x, E0y , H−1/2z , G−1/2)‖(H1(G))4 ,
e qui prouve que le shéma est faiblement stable de défaut 1.
• Pour évaluer le taux de onvergene, nous allons utiliser la proposition 3.4. Il
sut alors de montrer que r = 1 et ρ = 2 pour avoir le résultat.
Nous posons, omme dans la preuve préédente k1 =
2
∆x
sin
(
ξ1∆x
2
)
et k2 =
2
∆y
sin
(
ξ2∆y
2
)
. La matrie d'ampliation du shéma de Yee est alors :
Q̂ =

1− k22∆t2 2k1∆t
2k2
2+σ∆t
ik2∆t
−2ik2∆t2
2+σ∆t
2k1∆t2k2
2+σ∆t
1− 2∆t(2σ+σ2∆t+2k21∆t)
(2+σ∆t)2
−2ik1∆t
2+σ∆t
4ik1∆t2
(2+σ∆t)2
ik2∆t
−2ik1∆t
2+σ∆t
1 −2∆t
2+σ∆t
0 −2ik1σ∆t
(2+σ∆t
0 1− 2σ∆t
2+σ∆t
 .
Or le symbole du problème ontinu est :
P (iξ) =

0 0 iξ2 0
0 −σ −iξ1 0
iξ2 −iξ2 0 −1
0 −iξ1σ 0 −σ
 .
Don :
Q̂ = Id+∆tP (iξ) +O(∆t2‖ξ‖2)
= exp(∆tP (iξ)) +O(∆t2‖ξ‖2),
e qui prouve bien que r = 1 et ρ = 2.
Ce résultat implique que le shéma de Yee est d'ordre 1 e qui ne devrait pas
être le as, d'après sa onstrution. Cependant, le shéma de Yee est une ap-
proximation de (Ex(tn, .), Ey(tn, .), Hz(tn−1/2, .), G(tn−1/2, .)) et pas de la solution
à l'instant tn. Comme l'approximation de (Ex(tn, .), Ey(tn, .), Hz(tn, .), G(tn, .)) par
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(Enx , E
n
y , H
n−1/2
z , Gn−1/2) n'est que d'ordre 1, il est normal que l'on obtienne un ordre
1.
Pour remédier à e problème, nous allons approher (Ex(tn, .), Ey(tn, .), Hz(tn, .), G(tn, .))
par (Enx , E
n
y ,
H
n−1/2
z +H
n+1/2
z
2
, G
n−1/2+Gn+1/2
2
) qui est bien d'ordre 2. De plus, il est lair
que le shéma reste faiblement stable de défaut q2 = 1.
Proposition 8.3 Si nous posons (Enx , E
n
y , H
n
z , G
n) = (Enx , E
n
y ,
H
n−1/2
z +H
n+1/2
z
2
, G
n−1/2+Gn+1/2
2
),
alors nous dénissons bien un shéma à un pas en temps. Le taux de onvergene
du shéma est minoré par :
2(q4−1)
max(q4,5)−1 pour une donnée initiale de régularité H
q4
.
Preuve : Nous notons V n = t(Enx , E
n
y , H
n
z , G
n) etW n = t(Enx , E
n
y , H
n−1/2
z , Gn−1/2).
Alors, nous savons que Ŵ n+1 = Q̂Ŵ n, où Q̂ est la matrie d'ampliation du shéma
de Yee alulé préédemment. Nous allons aluler Q˜ tel que V̂ n+1 = Q˜V̂ n.
Nous posons :
M+ =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 et M− =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
 .
Nous avons alors :
V̂ n+1 = (M+ +
1
2
M−)Ŵ n+1 +
1
2
M−Ŵ n+2
=
(
(M+ +
1
2
M−)Q̂+
1
2
M−Q̂2
)
Ŵ n
=
(
(M+ +
1
2
M−)Q̂+
1
2
M−Q̂2
)M+V̂ n +

0
0
̂
H
n−1/2
z
Ĝn−1/2


Or, nous avons :
0
0
̂
H
n−1/2
z
Ĝn−1/2
+

0
0
̂
H
n+1/2
z
Ĝn+1/2
 = 2

0
0
Ĥnz
Ĝn
 . (8.4)
Nous allons aluler
t(0, 0,
̂
H
n+1/2
z , Ĝn+1/2).
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Nous avons alors :
0
0
̂
H
n+1/2
z
Ĝn+1/2
 = M−Ŵ n+1 = M−Q̂Ŵ n
= M−Q̂
M+V̂ n +M−

0
0
̂
H
n−1/2
z
Ĝn−1/2

 .
Don, en utilisant (8.4), nous obtenons :
(
Id+M−Q̂M−
)
0
0
̂
H
n−1/2
z
Ĝn−1/2
+M−Q̂M+V̂ n = 2M−V̂ n.
Ainsi : 
0
0
̂
H
n−1/2
z
Ĝn−1/2
 = (Id+M−Q̂M−)−1 (2M− −M−Q̂M+)V̂ n.
Nous obtenons alors :
V̂ n+1 =
(
(M+ +
1
2
M−)Q̂+
1
2
M−Q̂
2
)(
M+ +
(
Id+M−Q̂M−
)−1
(2M− −M−Q̂M+)
)
V̂ n.
Nous avons don :
Q˜ =
(
(M+ +
1
2
M−)Q̂+
1
2
M−Q̂2
)(
M+ +
(
Id+M−Q̂M−
)−1
(2M− −M−Q̂M+)
)
,
et le alul expliite de Q˜ ainsi qu'un développement limité donnent :
Q˜ = Id+∆tP (iξ) +
∆t2
2
P (iξ)2 +O(∆t3‖ξ‖3 = exp(tP (iξ)) +O(∆t3‖ξ‖3.
Nous avons don prouvé que r = 2 et ρ = 3. La proposition 3.4 permet de onlure.
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Chapitre 9
Stabilité WKB
Le but de ette partie est de donner une ondition néessaire de stabilité analogue
au théorème 9.2 donnée dans [9℄ mais qui s'applique dans des as plus généraux.
Ce travail a été eetué ave Jerey Rauh.
9.1 Le problème de la stabilité
9.1.1 Origine de l'instabilité
Le phénomène d'instabilité observé numériquement a été expliqué par Hu dans
[22℄ puis, plus réemment, dans [23℄. Il est dû à une diretion opposée de la vitesse
de phase et de la vitesse de groupe.
En eet, si nous reprenons le hangement de variables (6.4), et si nous onsidérons
une onde plane de la forme ei(ξ1x+ξ2y−ωt), alors elle devient : ei(ξ1x+ξ2y−ωt)e−
ξ1
ω
R x
0
σx(u)du
.
L'amplitude de ette onde ne va don déroître exponentiellement que si :− ξ1
ω
∫ x
0
σx(u) <
0. Ainsi, si le oeient d'absorption est stritement positif et si x > 0, l'onde sera
absorbée exponentiellement lorsque
ξ1
ω
> 0, e qui peut se traduire en terme de vi-
tesse de phase par : la omposante dans la diretion de l'axe des x de la vitesse de
phase est positive. Or nous avons hoisi de prendre x > 0, 'est-à-dire de plaer la
ouhe absorbante à droite du domaine d'intérêt. Les ondes étudiées vont don se
diriger de la gauhe vers la droite, e qui signie que la omposante dans la diretion
de l'axe des x de leur vitesse de groupe est positive. En onséquene, nous pouvons
remarquer que si la vitesse de groupe et la vitesse de phase ne sont pas dans la même
diretion selon l'axe des x, l'onde ne sera pas absorbée exponentiellement dans la
ouhe, e qui posera des problèmes.
Dans [9℄, il a été montré de manière rigoureuse que la ohérene de la diretion
des vitesses de phase et de groupe était une ondition néessaire de stabilité. Nous
rappellerons l'énoné de e résultat dans la partie suivante.
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9.1.2 Des équations PML fortement bien posées et stables
De nouvelles équations PML ont été proposées dans [22℄ pour résoudre le pro-
blème de la stabilité pour les équations d'Euler linéarisées. La méthode onsiste à
appliquer une transformation de Fourier en espae et de Laplae en temps et d'utili-
ser ensuite le hangement omplexe de variables qui orrespond aux équations PML.
L'introdution d'une nouvelle variable permettant de se ramener aux omposantes
non splittées va ensuite onduire à un problème stable. Toutefois e problème n'est
pas fortement bien posé. Les équations vont don être modiées grâe à l'intro-
dution d'un petit paramètre qui va rendre le problème symétrique hyperbolique
don fortement bien posé. Toutefois, l'inonvénient du paramètre introduit est qu'il
fait perdre le aratère parfaitement adapté. Cependant les expérienes numériques
montrent que, lorsque le paramètre est hoisi susamment petit, les résultats ob-
tenus ave et sans l'introdution de e paramètres sont très prohes. Les équations
uniquement stabilisées sont utilisées en pratique à moins que l'étude ne néessite la
onservation du aratère symétrique des équations d'Euler.
Des équations parfaitement adaptées, fortement bien posées et stables ont aussi
été données pour les équations de Maxwell dans [11℄. Le hangement de variables
omplexes a été eetué sur les équations de Zhao-Cangellaris et des estimations
d'énergie ont prouvé que les hamps étaient bornés indépendamment du temps e
qui démontre la stabilité. Une autre tehnique a été proposée dans [5℄ pour les
équations de Maxwell tridimensionnelles. Les équations obtenues ne onernent que
les variables physiques non splittées.
Une méthode plus générale est présentée dans [6℄. Elle onerne les systèmes
symétriques hyperboliques quelonques et est basée sur les PML proposés par Hag-
strom. Le prinipe est d'introduire un terme parabolique dans les équations puis de
jouer sur les oeients pour stabiliser le problème. Cette méthode est appliquée
aux as des équations de Maxwell TM et d'Euler linéarisées.
9.2 Etude de la stabilité pour des équations PML
générales
9.2.1 Rappel des dénitions et des prinipaux résultats an-
térieurs
Nous onsidérons le système dans R2 suivant :
∂tU − A1∂xU − A2∂yU = 0, (9.1)
où A1, A2 ∈MN(R).
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Les équations PML assoiées à e problème ave absorption dans la diretion des
x sont alors : {
∂tU
1 −A1∂x(U1 + U2) + σxU1 = 0
∂tU
2 −A2∂y(U1 + U2) = 0, (9.2)
où σx > 0 désigne l'absorption dans la diretion des x.
Nous avons [9℄ alors le résultat suivant :
Théorème 9.1 Sous les hypothèses suivantes :
• le problème (9.1) est fortement hyperbolique
• le symbole assoié à (9.1) admet un nombre onstant Ne de valeurs propres
simples non nulles et la valeur propre 0 ave la multipliité N −Ne.
Alors le problème (9.2) est faiblement bien posé.
Dans la dénition d'un problème fortement ou faiblement bien posé, une rois-
sane exponentielle en temps de la solution est autorisée et elle peut être onsidérée
omme une instabilité. C'est pourquoi, une nouvelle dénition de stabilité est intro-
duite par Béahe, Fauqueux et Joly dans laquelle seule une roissane polynomiale
en temps est autorisée.
Dénition 9.1 Le système (9.2) est dit stable s'il est faiblement bien posé de défaut
s ≥ 0 et si il existe K > 0 tel que pour toute donnée initiale U0 :
‖U(t, .)‖L2 ≤ K(1 + t)s‖U0‖Hs.
Il est faile d'obtenir alors la aratérisation analogue à elle des problèmes fai-
blement bien posés suivante :
Proposition 9.1 Un problème de Cauhy de symbole P (iξ) est stable si et seule-
ment si pour tout ξ, les valeurs propres λ(ξ) de P (iξ) vérient :
Re (λ(ξ)) ≤ 0
Une ondition néessaire de stabilité est alors démontrée dans [9℄ :
Théorème 9.2 Sous les mêmes hypothèses que pour le théorème 9.1 une ondition
néessaire de stabilité pour le problème (9.2) est que les valeurs propres λ(ξ) non
nulles de P (iξ) = iξ1A1 + iξ2A2 vérient :
∀ξ, ‖ξ‖ = 1, ξ1
λ(ξ)
.∂ξ1λ(ξ) ≥ 0.
La démonstration de e théorème est basée sur un développement limité en
σx
‖ξ‖
prohe de 0. Le as d'une absorption variable dans les deux diretions n'est don
pas traité.
Ce résultat s'applique aux équations de l'élastodynamique et de Maxwell bidi-
mensionnelles pour lesquelles les valeurs propres sont bien simples.
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9.2.2 Résultat général
Nous onsidérons maintenant le système dans Rd suivant :
∂tU −
d∑
l=1
Al∂xlU = 0,
ave Al ∈MN(R). Dans les exemples pratiques, nous prendrons d = 2 ou 3.
Nous étudions les équations PML ave absorptions variables dans toutes les
diretions :
∂tU
l − Al∂xl(
∑d
j=1U
j) + σl(xl)U
l = 0, 1 ≤ l ≤ d. (9.3)
Pour l ∈ {1, . . . , d} nous notons A˜l ∈ MNd(R) les matries orrespondant aux
équations PML :
A˜l =

0 . . . . . . . . . 0
.
.
.
.
.
.
Al . . . . . . . . . Al
.
.
.
.
.
.
0 . . . . . . . . . 0
 ← liéme ligne ,
et, pour x = (x1, . . . , xd), B(x) ∈MNd(R) le terme d'ordre 0 est la matrie diagonale
suivante :
B(x) =
 σ1(x1)IdN . . . 0..
.
.
.
.
.
.
.
0 . . . σd(xd)IdN
 .
Nous notons P˜ (iξ) le symbole prinipal orrespondant à l'opérateur assoié aux
équations (9.3) et P (iξ) le symbole du problème initial (9.1) :
P˜ (iξ) =
d∑
l=1
iξlA˜l et P (iξ) =
d∑
l=1
iξlAl.
Nous xons pour toute la suite ξ 6= 0 et nous onsidérons λ(ξ) une valeur propre
non nulle de P˜ (iξ). Le lemme suivant prouve que λ(ξ) est aussi une valeur propre
de P (iξ).
Lemme 9.1
∀ξ ∈ Rd, det(P˜ (iξ)− λIdNd) = (−λ)N(d−1)det(P (iξ)− λIdN).
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Preuve :
det(P˜ (iξ)− λIdNd) =
∣∣∣∣∣∣∣
iξ1A1 − λIdN . . . iξ1A1
.
.
.
.
.
.
.
.
.
iξdAd . . . iξdAd − λIdN
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
P (iξ)− λIdN . . . . . . P (iξ)− λIdN
iξ2A2 iξ2A2 − λIdN . . . iξ2A2
.
.
.
.
.
.
.
.
.
iξdAd . . . . . . iξdAd − λIdN
∣∣∣∣∣∣∣∣∣ (L1 ←
d∑
l=1
Ll)
= det(P (iξ)− λIdN)
∣∣∣∣∣∣∣∣∣
IdN . . . . . . IdN
iξ2A2 iξ2A2 − λIdN . . . iξ2A2
.
.
.
.
.
.
.
.
.
iξdAd . . . . . . iξdAd − λIdN
∣∣∣∣∣∣∣∣∣
= det(P (iξ)− λIdN)
∣∣∣∣∣∣∣∣∣
IdN 0 . . . 0
iξ2A2 −λIdN . . . 0
.
.
.
.
.
.
.
.
.
iξdAd 0 . . . −λIdN
∣∣∣∣∣∣∣∣∣ (Cj ← Cj − C1)
= (−λ)N(d−1)det(P (iξ)− λIdN).
Nous herhons alors une solution U = (U1, . . . , Ud) de (9.3) obtenue par l'ap-
proximation de l'optique géométrique (voir [36℄) :
Uε ∼ eΦ/ε
+∞∑
j=0
εjaj(t, x).
Le prinipe de l'optique géométrique est de herher une approximation de la solution
à haute fréquene ou approximation WKB, d'où l'introdution de la phase
Φ
ε
qui
va être grande pour ε petit. De plus, ette approximation est d'ordre inni en ε,
dans le sens où, les oeients aj sont tels que si U
ε
N = e
Φ/ε
∑N
j=0 ε
jaj(t, x), ∂tU
ε
N −∑d
l=1 A˜l∂xlU
ε
N + BU
ε
N = O(ε
N). Don nous allons herher à onstruire Uε qui soit
une solution approhée de (9.3).
Théorème 9.3 Nous supposons que le problème ∂tU −
∑d
l=1Al∂xlU = 0 vérie les
hypothèses suivantes :
• le problème est fortement bien posé,
• det(P (iξ)−XId) = (−X)α0∏sk=1(λk(ξ) −X)αk ave, si k 6= 0, λk(ξ) 6= 0 et
dimker(P (iξ)− λk(ξ)Id) = αk.
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Soit k ≥ 0 et ξ = (ξ1, . . . , ξd) ∈ Rd \ {(0, . . . , 0)} xés, nous onsidérons la
fontion suivante :
Uε = eΦ/ε
+∞∑
j=0
εjaj(t, x, ξ),
ave Φ(t, x, ξ) = t.λk(ξ)+ ix.ξ et les oeients aj vérient la relation de réurrene
suivante :
a0 ∈ ker(P˜ (iξ)− λk(ξ)Id).
∀j ≥ 0, (λk(ξ)Id− P˜ (iξ))aj+1(t, x, ξ) + (∂t −
d∑
l=1
A˜l∂xl +B)aj(t, x, ξ) = 0.
Alors Uε est une solution approhée de l'équation (9.3).
De plus, si nous notons ker(P˜ (iξ) − λk(ξ)Id) = V ect(V 1k (ξ), . . . , V αkk (ξ)), alors
a0(t, x, ξ) =
∑αk
j=1 µ
j
k(t, x, ξ))V
j
k , et il existe des fontions salaires w
kj
1 (ξ) et w
kj
2 (ξ)
telles que les µjk vérient les équations de transport suivantes :
∂tµ
j
k −
d∑
l=1
wkjl ∂xlµ
j
k + βkj(x)µ
j
k = 0,
ave Π˜kj(ξ)B(x)Π˜kj(ξ) = βkj(x, ξ)Π˜kj(ξ) où Π˜kj(ξ) désigne la projetion sur le sous-
espae engendré par V jk (ξ).
Preuve :
Nous ommençons par déterminer les équations vériées par les oeients aj .
Pour ela, nous allons identier les termes en εj obtenus par injetion de Uε dans
(9.3).
Nous avons :
∂tU
ε −∑dl=1 A˜l∂xlUε +B(x)Uε
= eΦ/ε
(
1
ε
(λk(ξ)a0 − P˜ (iξ))a0
+
∑+∞
j=0(∂taj + λk(ξ)aj+1 −
∑d
l=1 A˜l(∂xlaj + iξlaj+1) +Baj)ε
j
)
.
D'où les relations suivantes :
• (λk(ξ)Id− P˜ (iξ))a0 = 0,
• ∀j ≥ 0, (λk(ξ)Id− P˜ (iξ))aj+1 + (∂t −
∑d
l=1 A˜l∂xl +B(x, y))aj = 0.
Nous allons maintenant nous intéresser au oeient dominant a0. Le premier
point donne :
a0 ∈ ker(P˜ (iξ)− λk(ξ)Id). (9.4)
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Le seond point donne, pour j=0, l'équation suivante :
(λk(ξ)Id− P˜ (iξ))a1 + (∂t −
d∑
l=1
A˜l∂xl +B(x, y))a0 = 0. (9.5)
Nous allons maintenant retransrire l'hypothèse portant sur les espaes propres
de P (iξ) à eux de P˜ (iξ). Le lemme préédent montre que det(P˜ (iξ) − XId) =
(−X)N(d−1)+α0∏sk=1(λk(ξ) − X)αk . De plus, si V (ξ) est un veteur propre pour
P (iξ) assoié à la valeur propre λ(ξ) 6= 0, alors, omme énoné dans [9℄, le veteur(
ξ1
λ(ξ)
A1V (ξ), . . . ,
ξd
λ(ξ)
AdV (ξ)
)
est un veteur propre pour P˜ (iξ) assoié à la valeur
propre λ(ξ). Ainsi, nous avons bien dimker(P˜ (iξ)− λk(ξ)Id) = αk.
Nous onsidérons alors la déomposition en sous-espaes aratéristiques de P˜ (iξ) :
s⊕
k=1
ker
(
P˜ (iξ)− λk(ξ)Id
)
⊕ ker
(
P˜ (iξ)α0+N(d−1)
)
= CdN .
Pour 1 ≤ k ≤ s, nous onsidérons (V 1k (ξ), . . . , V αkk (ξ)) une base de ker(P˜ (iξ)−
λk(ξ)Id). Nous onsidérons alors la déomposition suivante :
s⊕
k=1
αk⊕
j=1
V ect(V jk )⊕ ker(P˜ (iξ)α0+N(d−1)) = CdN . (9.6)
Nous onsidérons la projetion Π˜kj sur V ect(V
j
k (ξ)) qui orrespond à la déom-
position préédente.
Lemme 9.2
Π˜kj(λk(ξ)Id− P˜ (iξ)) = 0.
Preuve :
Soit X ∈ CdN , nous érivons sa déomposition selon la somme (9.6) :
X =
s∑
l=1
αl∑
j=1
Xj,l +X0.
Alors :
(λk(ξ)Id− P˜ (iξ))X =
s∑
l=1
αl∑
j=1
(λk(ξ)− λl(ξ))Xj,l + λk(ξ)X0 − P˜ (iξ)X0
=
∑
l∈{1...s},l 6=k
αl∑
j=1
(λk(ξ)− λl(ξ))Xj,l + λk(ξ)X0 − P˜ (iξ)X0,
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et ette ériture orrespond toujours à la déomposition (9.6).
Don :
Π˜kj(λk(ξ)Id− P˜ (iξ))X = 0,
e qui prouve le lemme.
Don, en appliquant Π˜kj à l'équation (9.5), nous obtenons :
Π˜kj(∂t −
d∑
l=1
A˜l∂xl +B(x))a0 = 0.
Or d'après, (9.4), a0 ∈ ker(P˜ (iξ)− λk(ξ)Id), don :
a0 =
αk∑
j=1
µjk(t, x)V
j
k ,
et nous avons :
Π˜kja0 = µ
j
k(t, x)V
j
k
don :
Π˜kj∂ta0 = (∂tµ
j
k)V
j
k .
Posons, pour 1 ≤ l ≤ d, Π˜kjA˜lV jk = wkjl V jk et Π˜kjB(x)V jk = βkj(x)V jk . Alors, par
dénition de Π˜kj , nous avons Π˜kjB(x)Π˜kj = βkj(x)Π˜kj .
Nous avons alors :
Π˜kjA˜l∂xla0 = w
kj
l ∂xlµ
j
kV
j
k et Π˜kjB(x)∂xa0 = βkj(x)µ
j
kV
j
k .
Nous obtenons alors l'équation de transport suivante vériée par µjk :
∂tµ
j
k −
d∑
l=1
wkjl ∂xlµ
j
k + βkj(x)µ
j
k = 0. (9.7)
Corollaire 9.1 Ave les notations et les hypothèses du théorème préédent, une
ondition néessaire de stabilité pour le problème (9.3) est :
∀k ∈ {1, . . . , s}, ∀j ∈ {1, . . . , αk}, ∀ξ 6= 0, ∃x ∈ Rd, ∃a ∈ Rd, ∃t > 0,
Re (
∫ t
0
βkj(x+ a(τ − t), ξ))dτ > 0.
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Preuve : La solution de l'équation de transport (9.7) est :
µjk(t, x) = exp
(
−
∫ t
0
βkj(x1 + w
kj
1 (τ − t), . . . , xd + wkjd (τ − t))dτ
)
×µjk(0, x1 − w1t, . . . , xd − wdt).
Don, si la ondition donnée dans l'énoné n'est pas vériée, il existe k ∈ {1, . . . , s},
j ∈ {1, . . . , αk} et ξ 6= 0 tels que pour tout x ∈ Rd, pour tout a ∈ Rd, Re (
∫ t
0
βkj(x+
a(τ − t), ξ)) < 0. Don, en prenant a = wkj , |µjk(t, x)| roit exponentiellement en
temps. Nous avons don onstruit une solution approhée dont le terme d'ordre 0
roit exponentiellement en temps, e qui ontredit la stabilité.
9.3 Etude de as partiuliers
Les avantages du orollaire 9.1 sur le théorème 9.2 sont les suivants :
• les oeients d'absorption ne sont pas onstants mais variables,
• l'absorption peut être prise dans les deux diretions,
• les valeurs propres non nulles du problème initial ne sont pas néessairement
de multipliité 1.
9.3.1 Critère géométrique de Béahe, Fauqueux et Joly
Nous allons maintenant montrer que nous retrouvons bien la même ondition
néessaire que [9℄, sous l'hypothèse que les valeurs propres non nulles du problème
initial sont de multipliité 1.
Dans ette partie, nous onsidérerons que d = 2 et nous notons x = x1 et y = x2.
Nous supposons maintenant que ∀j 6= 0, αj = 1 et que σy = 0 et nous allons
aluler les β dénis préédemment.
Nous xons λ0(ξ) valeur propre non nulle de P (iξ).
Soit λ(ξ, z) une valeur propre de P˜ (iξ)− zB(x, y) telle que λ(ξ, 0) = λ0(ξ).
Comme les valeurs propres non nulles de P˜ (iξ) sont de multipliité 1, λ(ξ, z) est
analytique en z au voisinage de 0.
Or si Π˜(ξ, z) désigne la projetion sur le sous-espae propre assoié à λ(ξ, z),
Π˜(ξ, z)− zB(x, y) est aussi analytique au voisinage de 0 et nous avons :(
P˜ (iξ)− zB(x, y)− λ(ξ, z)
)
Π˜(ξ, z) = 0.
En dérivant ette équation par rapport à z, nous obtenons :(
−B(x, y)− dλ
dz
(ξ, z)
)
Π˜(ξ, z) +
(
P˜ (iξ)− zB(x, y)− λ(ξ, z)
) dΠ˜
dz
(ξ, z) = 0.
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En appliquant Π˜(ξ, z) à gauhe de l'équation et en utilisant le lemme 9.2, nous
obtenons :
Π˜(ξ, z)
(
−B(x, y)− dλ
dz
(ξ, z)
)
Π˜(ξ, z) = 0.
Don :
Π˜(ξ, z)B(x, y)Π˜(ξ, z) = −Π˜(ξ, z)dλ
dz
(ξ, z)Π˜(ξ, z)
= −dλ
dz
(ξ, z)Π˜(ξ, z).
Nous prenons alors z = 0 et nous obtenons :
β(x, y) = −dλ
dz
(ξ, 0).
De plus, nous avons l'équation :
det(λ(ξ, z)Id− P˜ (iξ) + zB(x, y)) = 0.
Or,
det(λ(ξ, z)Id− P˜ (iξ) + zB(x, y)) =
∣∣∣∣ λ(ξ, z)Id− iξ1A1 + zσxId −iξ1A1−iξ2A2 λ(ξ, z)Id− iξ2A2
∣∣∣∣
= (λ(ξ,z)+zσx)
N
λ(ξ,z)N
∣∣∣∣∣ λ(ξ, z)Id− iξ1 λ(ξ,z)λ(ξ,z)+zσxA1 −iξ1 λ(ξ,z)λ(ξ,z)+zσxA1−iξ2A2 λ(ξ, z)Id− iξ2A2
∣∣∣∣∣
= (λ(ξ,z)+zσx)
N
λ(ξ,z)N
×
∣∣∣∣∣ λ(ξ, z)Id− iξ1 λ(ξ,z)λ(ξ,z)+zσxA1 − iξ2A2 λ(ξ, z)Id− iξ1 λ(ξ,z)λ(ξ,z)+zσxA1 − iξ2A2−iξ2A2 λ(ξ, z)Id− iξ2A2
∣∣∣∣∣
= (λ(ξ,z)+zσx)
N
λ(ξ,z)N
det(λ(ξ, z)Id− iξ1 λ(ξ,z)λ(ξ,z)+zσxA1 − iξ2A2)
∣∣∣∣ Id Id−iξ2A2 λ(ξ, z)Id− iξ2A2
∣∣∣∣
= 1
λ(ξ,z)N
det((λ(ξ, z) + zσx)λ(ξ, z)Id− iξ1λ(ξ, z)A1 − iξ2(λ(ξ, z) + zσx)A2)
×
∣∣∣∣ Id O−iξ2A2 λ(ξ, z)Id
∣∣∣∣
= det((λ(ξ, z) + zσx)λ(ξ, z)Id− iξ1λ(ξ, z)A1 − iξ2(λ(ξ, z) + zσx)A2)
= det((λ(ξ, z) + zσx)λ(ξ, z)Id− P (iξ1λ(ξ, z), iξ2(λ(ξ, z) + zσx)).
Ainsi, nous avons l'équation impliite :
λ(ξ, z) = λ0
(
ξ1
λ(ξ, z)
(λ(ξ, z) + zσx)
, ξ2
)
.
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Nous dérivons alors ette relation par rapport à z :
dλ
dz
(ξ, z) = ξ1
dλ(ξ,z)
dz
(λ(ξ, z) + zσx)− λ(ξ, z)(dλ(ξ,z)dz + σx)
(λ(ξ, z) + zσx)2
∂ξ1λ0
(
ξ1
λ(ξ, z)
(λ(ξ, z) + zσx)
, ξ2
)
.
En prenant z = 0, nous obtenons :
dλ
dz
(ξ, 0) = ξ1
dλ(ξ,0)
dz
λ0(ξ)− λ0(ξ)(dλ(ξ,0)dz + σx)
λ0(ξ)2
∂ξ1λ0 (ξ1, ξ2) ,
d'où :
dλ
dz
(ξ, 0) = −ξ1 σx
λ0(ξ)
∂ξ1λ0 (ξ1, ξ2) ,
et
β(x, y) = ξ1
σx
λ0(ξ)
∂ξ1λ0 (ξ1, ξ2) .
Comme σx > 0 est onstant, la ondition néessaire de stabilité du orollaire 9.1
est équivalente à :
ξ1
λ0(ξ)
∂ξ1λ0 (ξ1, ξ2) ≥ 0
qui est bien elle obtenue dans le théorème 9.2 de Béahe, Fauqueux et Joly.
9.3.2 Vitesse de groupe
Dans e paragraphe, nous allons préiser, sous les mêmes hypothèses que dans
le paragraphe préédent, les oeients w1 et w2 intervenant dans les équations de
transport (9.7) et faire apparaître la vitesse de groupe.
Ave les notations préédentes, nous avons :
Π˜A˜1Π˜ = w1Π˜.
0r, d'après l'équation (9.4), nous avons :(
iξ1A˜1 + iξ2A˜2 − λ(ξ)Id
)
Π˜ = 0.
Don, en dérivant par rapport à ξ1 :(
iA˜1 − dλ(ξ)
dξ1
Id
)
Π˜ +
(
iξ1A˜1 + iξ2A˜2 − λ(ξ)Id
) dΠ˜
dξ1
= 0.
Et, en appliquant Π˜, à gauhe, nous obtenons :
iw1 =
dλ(ξ)
dξ1
.
Ainsi, nous avons (w1, w2) = −i∇ξλ(ξ) = −Vg(ξ) où Vg désigne la vitesse de
groupe.
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9.4 Appliation aux équations de Maxwell PML de
Bérenger
9.4.1 En dimension 2
Nous onsidérons les équations (6.1) homogénéisées, 'est-à-dire ave ε0 = µ0 = 1
et σ∗x = σx, σ
∗
y = σy. Les valeurs propres de P (iξ), symbole des équations de Maxwell
non PML, sont 0 et ±i‖ξ‖ qui sont toutes de multipliité 1. Nous alulons don les
projetions Π˜± sur les sous-espaes propres de P˜ (iξ) assoiés aux valeurs propres
±i‖ξ‖. Nous obtenons alors :
β+ = β− =
σx(x)ξ
2
1 + σy(y)ξ
2
1
‖ξ‖2 .
Don, lorsque nous prenons des oeients d'absorption positifs (e qui est requis
pour les PML), la ondition néessaire de stabilité est vériée.
9.4.2 En dimension 3
Nous onsidérons ii la version plus générale des équations (7.1). En eet, nous
onsidérons que le oeient d'absorption est dans les trois diretions :
∂tExy − ∂y(Hzx +Hzy) + σyExy = 0
∂tExz + ∂z(Hyz +Hyx) + σzExz = 0
∂tEyz − ∂z(Hxy +Hxz) + σzEyz = 0
∂tEyx + ∂x(Hzx +Hzy) + σxEyx = 0
∂tEzx − ∂x(Hyz +Hyx) + σxEzx = 0
∂tEzy + ∂y(Hxy +Hxz)) + σyEzy = 0
∂tHxy + ∂y(Ezx + Ezy) + σyHxy = 0
∂tHxz − ∂z(Eyz + Eyx) + σzHxz = 0
∂tHyz + ∂z(Exy + Exz) + σzHyz = 0
∂tHyx − ∂x(Ezx + Ezy) + σxHyx = 0
∂tHzx + ∂x(Eyz + Eyx) + σxHzx = 0
∂tHzy − ∂y(Exy + Exz) + σyHzy = 0.
Les valeurs propres de P (iξ) sont 0 et ±i‖ξ‖ qui sont toutes de multipliité 2.
Dans et exemple, les hypothèses du théorème 9.2 ne sont plus vériées. Cela
montre l'intérêt pratique du théorème 9.3.
Nous alulons don les projetions Π˜±1,2 sur les sous-espaes engendrés par les
veteurs propres de P˜ (iξ) assoiés aux valeurs propres ±i‖ξ‖. Nous obtenons alors :
β+1 = β+2 = β−1 = β−2 =
σx(x)ξ
2
1 + σy(y)ξ
2
1 + σz(z)ξ
2
3
‖ξ‖2 .
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Nous avons alors la même onlusion que dans le as de la dimension 2.
9.5 Appliation aux équations d'Euler PML
Nous allons appliquer e résultat aux équations d'Euler simpliées dont la version
PML a été proposée dans [20℄. Les équations d'Euler sont de la forme :
∂tu+M∂xu+ ∂xp = 0,
∂tv +M∂xv + ∂yp = 0,
∂tp+ ∂xu+M∂xp + ∂yv = 0,
où (u, v) désigne la vitesse, p la pression et M est le nombre de Mah.
Les équations PML sont alors :
∂tu1 + ∂x(p1 + p2) + σxu1 = 0,
∂tu2 +M∂x(u1 + u2) + σxu2 = 0,
∂tv1 + ∂y(p1 + p2) + σyv1 = 0,
∂tv2 +M∂x(v1 + v2) + σxv2 = 0,
∂tp1 + ∂x(u1 + u2) +M∂x(p1 + p2) + σxp1 = 0,
∂tp2 + ∂y(v1 + v2) + σyp2 = 0.
(9.8)
Le symbole du problème initial est :
P (iξ) =
 iξ1M 0 iξ10 iξ1M iξ2
iξ1 iξ2 iξ1M
 .
Ces valeurs propres sont iξ1M , i(ξ1M + ‖ξ‖) et i(ξ1M − ‖ξ‖).
Les hypothèses du théorème 9.3 ne sont vériées que pour |M | < 1. En eet, si
|M | ≥ 1, il existe (ξ1, ξ2) 6= (0, 0) tel que i(ξ1M + ‖ξ‖) = 0. Don la valeur propre 0
n'est pas de multipliité onstante. Nous onsidérerons don à partir de maintenant
que |M | < 1.
Nous notons Π˜0 (resp. Π˜±) la projetion sur le sous-espae engendré par le veteur
propre de P˜ (iξ) assoié à iξ1M (resp. i(ξ1M ± ‖ξ‖)). Le alul des β donne :
β0 = σx et β± =
(ξ21σx(M
2 − 1)− σyξ22)‖ξ‖ ± ξ1ξ22M(σy − σx)
(ξ21(M
2 − 1)− ξ22)‖ξ‖
.
Nous allons étudier le signe de β± et en déduire la stabilité ou non du problème (9.8).
Nous posons :
a± = ∓M(σy − σx), b = (σx(M2 − 1) + σy), c = −σy
f±(z) = a±z3 + bz2 − a±z + c
z± = −b±
√
3a2+b2
3a
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Proposition 9.2 Pour |M | < 1, s'il existe un point (x, y) tel que σx(x) 6= σy(y), si
toutes les onditions suivantes sont violées,
(i)
b
3|a±| ≥ 1 et b > 0,
(ii)
∣∣∣ b3a± ∣∣∣ ≥ 1 et b < 0 et a± < 0 et f±(z−) < 0,
(iii)
∣∣∣ b3a± ∣∣∣ ≥ 1 et b < 0 et a± > 0 et f±(z+) < 0,
(iv)
∣∣∣ b3a± ∣∣∣ < 1 et a± > 0 et f±(z−) < 0,
(v)
∣∣∣ b3a± ∣∣∣ < 1 et a± < 0 et f±(z+) < 0.
alors, le problème (9.8) est instable.
Remarque 9.1 Si σx = σy, alors β± = σx don la ondition néessaire de stabilité
est vériée. Nous ne pouvons don pas onlure.
Preuve : Nous remarquons que, pour |M | < 1, β± est du signe opposé à elui de
(ξ21σx(M
2 − 1) − σyξ22)‖ξ‖ ± ξ1ξ22M(σy − σx). En passant en oordonnées polaires,
nous devons don étudier le signe de la fontion :
φ±(r, θ) = r3[(cos θ)2σx(M2 − 1)− σy(sin θ)2 ± cos θ(sin θ)2M(σy − σx)] = r3f±(z),
où nous avons posé z = cos(θ). Une étude de fontion montre que f± est négative
sur [−1, 1] si et seulement si l'une des onditions suivantes est vériée :
• ∣∣ b
3a
∣∣ ≥ 1 et b > 0,
• ∣∣ b
3a
∣∣ ≥ 1 et b < 0 et a < 0 et f(z−) < 0,
• ∣∣ b
3a
∣∣ ≥ 1 et b < 0 et a > 0 et f(z+) < 0,
• ∣∣ b
3a
∣∣ < 1 et a > 0 et f(z−) < 0,
• ∣∣ b
3a
∣∣ < 1 et a < 0 et f(z+) < 0.
Don si les inq onditions préédentes sont violées le problème est instable.
Le as |M | ≥ 1 n'est pas traité par notre onstrution, nous travaillons à une
généralisation.
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Conlusion
Dans ette partie, nous avons étudié les équations PML proposées par Bérenger.
Nous avons donné des estimations d'énergie sans perte de régularité valables pour
des oeients variables dans les deux diretions pour les équations de Maxwell en
dimension 2. Nous avons généralisé es estimations aux équations de Maxwell en
dimension 3 ainsi qu'au shéma de Yee. Pour le alul de es estimations, nous ne
nous sommes pas intéressés au omportement en temps mais uniquement à la perte
de régularité.
Nous nous sommes ensuite onentrés sur le omportement en temps des solu-
tions de équations PML. Nous avons eetué un développement asymptotique des
solutions grâe à l'approximation de l'optique géométrique, e qui nous a onduit
à une ondition néessaire de stabilité ayant des hypothèses très larges. En eet,
ette ondition est valable pour des problèmes PML pour lesquels l'absorption est
à oeients variables, ette absorption peut être dans les deux diretions. De plus
nos hypothèses sur les valeurs propres du symbole s'appliquent enore aux équations
de Maxwell en dimension 3.
Une perspetive de e travail est la généralisation des estimations d'énergie à
d'autres types de problèmes notamment à l'élastodynamique. De plus, nous avons
toujours onsidéré un domaine inni et nous n'avons pas étudié l'inuene de la
réexion réée au bord du domaine. En eet, malgré l'introdution des ouhes
PML, il faut tout de même se donner une ondition aux limites au bord des ouhes
introduites artiiellement. Nous savons que les ouhes PML qui entourent le do-
maine d'intérêt absorbent exponentiellement les ondes mais il faudrait étudier plus
préisément l'inuene de la réexion au bord des ouhes.
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Problèmes faiblement bien posés : disrétisation et appliations.
Résumé :
Dans ette thèse, nous nous intéressons à la disrétisation par des shémas aux
diérenes nies de problèmes faiblement bien posés. Nous donnons de nouvelles
dénitions qui prennent en ompte la perte de régularité apparaissant dans les pro-
blèmes faiblement bien posés et nous étendons la ondition néessaire et susante
de onvergene de Lax-Rihtmyer. Nous dénissons une lasse de shémas pour la-
quelle nous alulons le taux de onvergene optimal. Ces aluls reposent sur la
théorie des perturbations et le développement en série de Puiseux. Nous illustrons
numériquement nos résultats.
Dans un deuxième temps, nous nous intéressons à un as partiulier de problèmes
faiblement bien posés : les ouhes parfaitement adaptées de Bérenger ou PML.
Nous donnons des estimations d'énergie pour les équations de Maxwell que nous
étendons au shéma de Yee. Enn, nous étudions le omportement asymptotique en
temps de la solution d'une équation PML en utilisant l'approximation de l'optique
géométrique.
Weakly well posed problems : disretization and appliations.
Abstrat :
In this work, we study the disretization by nite dierene shemes of weakly well
posed problems. We draw new denitions treating the loss of regularity appearing in
weakly well posed problems et we extand the neessary and suieny onvergene
ondition of Lax-Rihtmyer. Using perturbation theory and Puiseux series develop-
ment, we evaluate the onvergene rate of shemes belonging to a partiular lass.
We give numerial results.
Seondly, we study a partiular ase of weakly well posed problems : the perfetly
mathed layers of Bérenger. We give energy estimates for Maxwell's equations and
their extension to Yee sheme. Finally, we designe the asymptoti behaviour of the
solution to a PML equation using the geometri opti approximation.
Disipline : Mathématiques appliquées
Mots lés : Problèmes faiblement bien posés, shémas aux diérenes nies, per-
fetly mathed layers.
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