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Namen diplomskega dela je preučiti tehnologijo obogatene resničnosti, njeno zgodovino, 
kako deluje in podrobneje raziskati načine izdelave aplikacij s to tehnologijo. 
Pri izdelavi aplikacije smo si za prvi korak zamislili, kaj naj bi aplikacija sploh prikazovala. 
Raziskali in izbrali smo način oz. tehnologijo prikazovanja s sprožilcem. Za temo aplikacije 
smo si izbrali arhitekturno kulturno področje, osredotočili smo se na znamenite in pomembne 
zgradbe, ki so v preteklosti stale v našem glavnem mestu, vendar so dandanes porušene. 
Izbrali smo si Jakopičev paviljon. 
Diplomsko delo je razdeljeno na dva dela. V prvem, teoretičnem, delu se osredotočimo na 
razlago, kaj obogatena resničnost sploh pomeni, iz česa je sestavljena, zgodovinski pregled 
tehnologije in primere ter področja uporabe obogatene resničnosti. Prav tako bolj podrobno 
predstavimo izbrano platformo Vuforia, s katero smo izdelali aplikacijo. 
V drugem eksperimentalnem delu podrobno opišemo korake, s katerimi smo izdelali 
aplikacijo obogatene resničnosti. Poudarili smo točke in opisali probleme ter rešitve, s 
katerimi smo se srečali v procesu izdelave aplikacije. V tem delu smo tudi na kratko opisali 
programa Blender in Unity, s katerima smo izdelali vse potrebne komponente za naš izdelek. 
Zadnji del diplomskega dela je namenjen opisu in primerjavi rezultatov ter ugotovitvam. 
 
 
Ključne besede: obogatena resničnost, aplikacija, Jakopičev paviljon, 3D modeliranje, 





The aim of Creating 3D architecture model shown through augmented reality thesis is to 
study the technology of augmented reality, its history, the way it works and to research 
different ways of making an augmented reality application. 
As a first step in making an application we had to decide the topic of our project (what are we 
going to show through our application). The next step was to research and choose a way of 
making our project and showing our augmented reality. 
For our project theme, we decided to pick something from architectural cultural field. We 
focused on historically remarkable and important buildings that stood in the capital city in the 
past but were since demolished. Our pick was the Jakopič pavilion. 
The thesis is divided in two parts. In the first theoretical part, we focus on the explanation of 
augmented reality, what it is made of, historical overview and examples and areas of use. It 
also includes a more detailed presentation of selected Vuforia platform with which we have 
created our application. 
In the second experimental part, we describe the steps of creating an augmented reality 
application in detail. We highlight and describe the problems and solutions we encountered in 
the process of making our application. Programs Blender and Unity are also briefly described, 
with which we made some of the necessary components for our product. 
The last segment of the thesis is devoted to description and comparison of the results and 
findings. 
 
Keywords: augmented reality, application, Jakopič pavilion, 3D modelling, Vuforia SDK, 
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Za diplomsko delo smo se lotili raziskave ene izmed novejših tehnologij, ki je nedavno prešla 
v nekoliko bolj množično uporabo – to je tehnologija obogatene resničnosti. 
Namen teoretičnega dela je predstaviti, kaj obogatena resničnost pomeni, njeno zgodovino in 
predstaviti osnovne komponente, ki jih potrebuje za delovanje. Zgodovina presenetljivo sega 
dlje, kot bi si mislili, dandanes pa je tehnologija seveda veliko bolje izdelana in izpopolnjena, 
a vendar pušča ogromno prostora za napredek. Predstavljeni so različni načini uporabe te 
tehnologije: od medicine, oglaševanja, izobraževanja in zabave pa vse do vojaške uporabe. V 
teoretičnem delu smo tudi bolj podrobno opisali Vuforio, ki ponuja svoj komplet za razvoj 
programske opreme obogatene resničnosti. 
Tehnologija ponuja nov zanimiv način podajanja poljubne vsebine za različne namene, kar 
omogoča veliko svobode in kreativnih domislic. V Sloveniji za zdaj še ni zelo razširjena, 
opazimo jo predvsem v mobilnih aplikacijah in igrah. V tujini jo velikokrat zasledimo 
predvsem v oglaševalske namene. 
Za eksperimentalno delo smo si zamislili izdelavo aplikacije, ki bi nam skozi kamero na 
zaslonu mobilne naprave izrisala objekt z obogateno resničnostjo – nekaj, česar v resnici ni 
tam. Izbrali smo si idejo in ponovno postavili virtualni Jakopičev paviljon, ki je stal v 
Ljubljani v parku Tivoli. Zaradi gradenj je bil paviljon leta 1962 porušen. 
V eksperimentalnem delu smo opisali izdelavo 3D modela Jakopičevega paviljona, uporabo 
programov Blender in Unity ter dokončno izdelavo aplikacije s pomočjo Vuforie. 
Pri izdelavi smo naleteli na težavo s prikazovanjem 3D modela v določenih primerih, saj so 
programi za izdelavo takih aplikacij ali plačniški in dragi ali pa bolj ali manj neplačniški in 
brez širšega nabora možnosti izdelave. 
Zaradi omejenih možnosti pri izdelavi aplikacije smo se osredotočili na izdelavo optimalnega 
pomanjšanega modela Jakopičevega paviljona, ki smo ga postavili na zgibanko. Zgibanko 
smo oblikovali v programu Adobe Illustrator in Adobe Photoshop. Ugotovitve in rezultate 
izdelave in uporabe aplikacij smo zabeležili in primerjali ter ugotovitve predstavili v 
segmentu Rezultati in razprava. 
Cilj diplomskega dela je bila raziskava in uporaba tehnologije obogatene resničnosti na 
zanimiv in praktičen način.  
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2. TEORETIČNI DEL 
2.1. Pojem obogatene resničnosti 
Obogatena resničnost (OR) ali augmented reality (AR) je različica navideznega okolja (virtual 
environment  VE), ki je dandanes bolj poznana pod imenom navidezna resničnost (virtual 
reality – VR). V tehnologiji navidezne resničnosti smo popolnoma obdani z umetnim okoljem 
in ne moremo videti sveta okoli sebe, tehnologija obogatene resničnosti pa nam omogoča 
prekrivanje okolice z dodanimi digitalnimi informacijami v realnem času. Namesto da bi 
popolnoma zamenjala našo okolico, jo OR le nadgradi – doda elemente. Uporabnik in 
virtualni objekti navidezno bivajo v istem okolju (Azuma, 1997). 
Ljudje smo v interakciji z različnimi mediji na različne načine – beremo knjige, gledamo 
filme, poslušamo glasbo. Za obogateno resničnost bi lahko rekli, da jo doživimo, saj nam 
omogoča doživljanje s kombinacijo čutil, čeprav je primarno vizualni medij. Je interaktivno 
doživetje, ki ga lahko uporabimo na mnogih področjih: izobraževanje, zabava, medicina, 
oglaševanje, vojaška tehnologija, turizem itd. (Craig, 2013). 
Najosnovnejši primer OR je head-up display ali HUD, ki ga uporabljajo piloti vojaških lovcev 
že desetletja (slika 1). Omogoča jim prekrivanje običajnega vidnega polja z vektorskimi 
podatki, kot so umetni horizont, digitalni izpis višine in hitrosti ter druge informacije, ki jih 
lahko s pomočjo obogatene resničnosti vidijo že s pogledom skozi pilotovo kabino. Poleg 
osnovnih informacij lahko piloti merijo s pomočjo HMS (helmet-mounted sight – vizir na 
čeladi), ki spremlja pogled pilota (Azuma, 1997). 
Tri značilnosti, ki jih lahko izluščimo iz osnovne definicije in opisa obogatene resničnosti, so:  
 Obogatena resničnost je zmes informacij resničnega sveta in digitalnih (navideznih) 
informacij. 
 Obogatena resničnost se dogaja v realnem času in je interaktivna. 
 Obogatena resničnost deluje in se uporablja v 3D okolju (Azuma, 1997). 
 
 
Slika 1: HUD pilota F-35 (vir: Defense Industry Daily, 2009) 
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Obogatena resničnost in navidezna resničnost veljata za prihodnost računalništva s skupno 
investicijo v vrednosti 1,1 milijarde dolarjev. Tehnologiji navidezne in obogatene resničnosti 
sta prihodnost zabave in že obstajata tudi izven starih znanstvenofantastičnih knjig. Skozi 20. 
stoletje se je obogatena resničnost razvila v tehnologijo današnjega dne (Augment News, 
2016). 
 
2.2. Kratka zgodovina obogatene resničnosti 
Začetki obogatene resničnosti segajo že nekaj desetletij v zgodovino, saj jo lahko zasledimo 
že leta 1968. Obogatena resničnost je vplivala čez leta na mnogo stvari  vse od navidezne 
rumene črte v NFL igrah (ameriški nogomet) do asistence pri simulaciji poletov v NASI 
(Augment News, 2016).  
Prva omemba obogatene resničnosti pa je v romanu L. Franka Bauma iz leta 1901 The Master 
Key: An Electrical Fairy Tale, kjer so opisana elektronska očala, ki omogočajo vpogled v 
osebo (Fritz, 2014). 
 
 
Slika 2: prvi HMD Ivana Sutherlanda, leto 1968 (vir: Goncalves, Luis Miguel Pinto. 2015) 
 
2.2.1. Časovnica razvoja obogatene resničnosti od leta 1968 do 2016 
 1968 Ivan Sutherland razvije prvi head-mounted display (HMD). Sistem je s pomočjo 
računalniško ustvarjene grafike uporabnikom prikazal enostavne risbe žičnih modelov 
(slika 2).  
 1974 Myron Krueger naredi laboratorij »umetne resničnosti« z imenom Videoplace. 
Le-ta je vseboval kombinacijo projektorjev z video kamerami, ki so proizvajale 
silhuete na zaslonu in obdajale uporabnike z interaktivnim okoljem. 
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 1990 Tom Caudell, raziskovalec pri družbi Boeing, iznajde izraz »Augmented 
Reality« oz. obogatena resničnost. 
 1992 Louis Rosenberg razvije opremo za virtualno resničnost, ki je bila ena od prvih 
funkcionalnih sistemov za obogateno resničnost, izdelal pa jo je za vojno letalstvo. 
Eksoskelet, ki je obsegal zgornji del trupa, je omogočal virtualno vodenje stroja za 
izvedbo nalog z daljinskim upravljanjem. 
 1994 Julie Martin izvede prvo gledališko produkcijo s pomočjo obogatene resničnosti 
z naslovom Dancing in Cyberspace. Akrobati so plesali okoli in znotraj virtualnih 
objektov na fizičnem odru. 
 1998 se obogatena resničnost pojavi v industriji zabave: računalniški sistem 1st & Ten 
izriše rumeno črto v igri NFL, ki jo je prvič predvajalo v živo podjetje Sportvision. 
 1999 poleti vesoljsko plovilo NASA X-38 s pomočjo sistema Hybrid Synthetic 
Vision, ki s pomočjo tehnologije obogatene resničnosti prikaže prekrivne podatke iz 
zemljevida in s tem omogoči boljšo vizualno navigacijo med testnimi poleti. 
Istega leta raziskovalci v mornarici ZDA začnejo z izdelavo robustnega začetnega 
modela sistema obogatene resničnosti za bojišče BARS (Battlefield Augmented 
Reality System). 
 2000 Hirokazu Kato ustvari ARToolKit, knjižnico odprtokodne programske opreme, 
ki s pomočjo video sledenja omogoča prekrivanje elementov z računalniško grafiko na 
video kameri. ARToolKit se uporablja še danes kot dopolnilo k mnogim sistemom 
obogatene resničnosti. 
 2003 v NFL sezoni Sportsvision razkrije prvi računalniški grafični sistem, ki lahko 
vstavi prej omenjeno linijo sistema 1st & Ten iz Skycam-a, mobilne kamere NFL, ki 
omogoča gledanje igrišča iz zračne perspektive. 
 2009 ARToolKit omogoči obogateno resničnost v spletnih brskalnikih. 
Tiskani mediji prvič preizkusijo obogateno resničnost. Revija Esquire poziva bralce k 
skeniranju naslovnice, s čimer so oživeli video zvezdnika Roberta Downey Jr. 
 2013 proizvajalci avtomobilov začnejo z uporabo obogatene resničnosti v vozilih. 
Aplikacija MARTA (Mobile Augmented Reality Technical Assistance) podjetja 
Volkswagen zagotavlja virtualno pomoč pri popravilih korak za korakom, kar 
omogoča servisnim tehnikom predvideti postopek popravljanja vozila. 
 2014 podjetje Google najavi pošiljko naprav Google Glass za potrošnike, s čimer se 
začne trend naprav za obogateno resničnost, ki so nosljive na telesu uporabnika (slika 
3). 
Podjetje Magic Leap najavi do takrat največjo investicijo v obogateno resničnost, ki 





Slika 3: Google Glass (vir: U1 PTY LTD, 2014) 
 
 
 2015 investicije v obogateno resničnost in navidezno resničnost skupaj dosežejo 700 
milijonov dolarjev. 
 2016 investicije v obogateno in navidezno resničnost dosežejo skupaj 1,1 milijarde 
dolarjev. 
Izdelka Microsoft HoloLens Developer Kit (slika 4) in Meta 2 Developer Kit naj bi 
bila izdana to leto (Augment News, 2016). 
 
 
Slika 4: Microsoft HoloLens (vir: Microsoft, 2016) 
 
2.3. Komponente obogatene resničnosti 
Obstaja več komponent, ki omogočajo pravilno delovanje procesa, in pa tudi različne vrste 
platform za obogateno resničnost. Pri procesu potrebujemo določene osnovne komponente 
strojne in programske opreme. V strojno opremo spadajo računalnik (PC ali mobilna 
naprava), monitor ali zaslon, kamera, sistem za sledenje in zaznavo (GPS, kompas, merilnik 
pospeška), omrežna infrastruktura in marker – to je fizični objekt ali mesto, kjer se združita 
realni in virtualni (navidezni) svet. S pomočjo markerjev računalnik zazna in vstavi digitalne 
informacije v realni svet. V programsko opremo spadajo lokalna aplikacija ali program, 




2.4. Delovanje obogatene resničnosti 
Sisteme za obogateno resničnost lahko delimo v dve skupini: mobilne in fiksne. Mobilni 
sistemi so prenosljivi in omogočajo uporabo tehnologije med (bolj ali manj) prostim 
premikanjem po okolici. Fiksni sistemi so nepremični, zato morajo biti uporabljeni na točno 
določenem mestu (Kipper in Rampolla, 2013). 
 
2.4.1. Osnovni postopek obogatene resničnosti 
Koraki do obogatene resničnosti so si podobni in si sledijo v podobnem zaporedju ne glede na 
uporabljeno metodo. Koraki osnovnega postopka so: 
1. snemanje v živo s kamero 
2. kamera digitalizira oznako iz vira snemanja 
3. marker je identificiran s strani programa za obogateno resničnost, digitalna vsebina je 
pravilno pozicionirana in orientirana 
4. markerju je določena digitalna vsebina 
5. program za obogateno resničnost poravna 3D model z markerjem 
6. virtualni objekt je prikazan na zaslonu naprave (Kipper in Rampolla, 2013) 
Prepoznavanje je eden največjih izzivov obogatene resničnosti, saj je resnični svet, v 
primerjavi z laboratorijem ali testnim okoljem, nepopoln. Nekatere aplikacije zahtevajo 
popolno usklajenost resničnosti in navideznih objektov, npr. aplikacije s področja medicine. 
Čez leta se je tehnologija prepoznavanja izboljšala, vendar pa imajo računalniki še vedno 
omejen prag pri prepoznavanju ozadja in ospredja slike v manj kot idealnih okoliščinah. 
Primeri sledilnih preprek so npr. napačni parametri gledanja (okluzija, problemi osvetlitve 
itd.), optična popačenja (neosredotočena kamera povzroči napake pri postavitvi navideznega 
objekta) in dinamične napake (registracija obogatene resničnosti z zamikom ali napako) 
(Azuma, 1997). 
 
2.4.2. Metode obogatene resničnosti 
Tehnologija lahko prepozna markerje na različne načine. Sposobnost prepoznavanja 
markerjev je v tehniki obogatene resničnosti proces, preko katerega strojna in programska 
oprema določita, kje in kako prikazati obogateno resničnost. Različne digitalne naprave 
uporabljajo različne metode, vendar kljub različnim tipom naprav za interakcijo z OR bodo 
le-te uporabljale eno izmed štirih različnih metod. Te so vzorec, obris, lokacija in površina 






Ta tip sistema obogatene resničnosti izvaja proces z enostavnim prepoznavanjem vzorcev na 
osnovni obliki ali markerju (slika 5). Sistem po prepoznanju vzorca na istem mestu (na 
markerju) upodobi statični ali premikajoči digitalni element, ki je lahko 3D model, zvok, 
video posnetek itd. Sistem zamenja marker z določenim digitalnim elementom. To metodo 
najpogosteje uporabljamo pri interakciji s kamero osebnega računalnika ali spletno kamero, 
pri kateri je oseba pogosto del videa obogatene resničnosti (Kipper in Rampolla, 2013). 
 
 
Slika 5: marker z vzorcem (vir: transmote speaks…, 2016) 
 
2.4.2.2. Obris 
Metoda obrisa je proces, pri katerem sistem prepozna določen del ali dele telesa, npr. roke, 
obraz, telo itd. Na prepoznan del je brez vidnih šivov prikazan digitalni element obogatene 
resničnosti. Pri tej metodi lahko oseba interaktira s 3D objektom z naravnimi gibi, npr. 
pobiranje objekta z roko, pri katerem je objekt navidezen (virtualen). Pri tem kamera sledi 
obrisu roke in ji prilagaja virtualni objekt. Podobno je pri sledenju obraza: Programska 
oprema zazna obraz in mu določi položaj obraznih potez, kot so nos, oči, usta itd. S pomočjo 
le-teh lahko uporabi položaje obraznih potez kot referenčne točke za prikaz digitalnih 
elementov na obrazu. Po prepoznanju obraza lahko program sledi gibom in se prilagaja 
premikanju, pri čemer ponovno izrisuje digitalni objekt med gibi (Kipper in Rampolla, 2013). 
To metodo največkrat zasledimo v digitalnih pomerjevalnicah oblačil, čevljev, očal in drugih 
dodatkov (slika 6). 
 
 




Lokacijska metoda je osnovana na uporabi GPS tehnologije ali triangulacije lokacije. Z 
uporabo teh informacij in položaja pogleda kamere lahko sistem OR natančno prekrije 
določene točke z navideznimi elementi (Kipper in Rampolla, 2013). Dandanes ima večina 
mobilnih naprav vgrajen GPS sistem in žiroskop. Z uporabo informacij teh dveh virov lahko 
ugotovimo lokacijo uporabnika in usmerjenost kamere mobilne naprave. S pomočjo te 
tehnologije in uporabe obogatene resničnosti je na trg letos (2016) vstopila popularna igra za 
mobilne naprave Pokemon GO (slika 7), v kateri se sprehajamo po okolici in lovimo virtualne 
like, ki so nameščeni po svetu s pomočjo uporabe lokacije (GPS sistema v mobilni napravi) in 
s katerimi lahko interaktiramo (Niantic Inc., Pokemon, 2016). 
 
 
Slika 7: Pokemon GO (vir: Pokemon, 2016) 
 
2.4.2.4. Površina 
Tehnologija, ki jo uporablja obogatena resničnost, je sposobna prepoznati površine in nam 
posredovati ustrezne digitalne podatke, povezane s prepoznano površino. Primer te tehnike 
najdemo v interaktivnih tiskanih medijih, kjer lahko z mobilno napravo poskeniramo stran 
tiskanega medija, na ekranu mobilne naprave pa se nam pokaže povezana obogatena 
resničnost – video posnetek, zvok, 3D model itd. (Augment News, 2016).  
 
2.5. Področja uporabe  
Obogatena resničnost se je na začetku uporabljala za vojaške, industrijske in medicinske 
namene. Dandanes je razširjena na mnogo področij: literatura, arhitektura, gradbeništvo, 
poslovanje in oglaševanje, izobraževanje, umetnost, video igre, dizajn, navigacija, šport, 




Z uporabo obogatene resničnosti za izobraževanje lažje vzbudimo interes opazovalcev in 
učencev. Učitelji lahko uporabijo tehnologijo za lažje prikazovanje snovi med predavanjem, 
npr. prikaz čeljusti in zob. Učenci imajo boljšo predstavo koncepta, ki se ga učijo, poleg tega 
pa več sodelujejo in so bolj pozorni. Z uporabo navideznih modelov, ilustracij in prototipov 
zmanjšamo stroške, poleg tega pa so le-ti na voljo učencem in študentom, kjer koli in kadar 
koli na mobilnih napravah (Augment News, 2015). 
2.5.2. Medicina 
Ena izmed najpomembnejših področij uporabe tehnologije obogatene resničnosti je medicina. 
OR omogoča lažjo vizualizacijo pri kirurških posegih, pacientove informacije, kot so 
življenjski znaki in karte pa so lahko projicirani na primerno lokacijo za pomoč kirurgom 
(Bichlmeier, 2016). OR tehnologija je v pomoč pri namestitvi pacientov v MRI in med 
obsevanjem, pomaga nam pri učenju intubacije (kot vodnik), v uporabi so tudi simulatorji za 
učenje namestitve kosti, poroda itd. 
Dodatki OR lahko igrajo pomembno vlogo v medicinskem izobraževanju. S pomočjo Google 
Glass tehnologije je Shafi Ahmed opravil kirurške posege v živo pred skupaj 14.000 študenti 
medicine v 32 državah. Na tak način se študenti hitreje učijo in posledično hitreje prispevajo k 
skupnosti. Razvijajo tudi aplikacije za pomoč pri učenju anatomije, v uporabi pa so že 
skenerji za izrisovanje žil in ven (Carson, 2015). 
Bichlmeier in Navab sta izdala aplikacijo, ki je sposobna navideznega gledanja pod kožo, kar 
je uporabno med operacijo (slika 8). S pomočjo head-mounted display-a (HMD) lahko kirurgi 




Slika 8: vizualizacija notranjosti človeka (vir: Medical Augmented Reality Blog, 2012) 
 
2.5.3. Vojska 
Inovacije na področju tehnološkega razvoja so za vojaške namene dobro financirane in se 
kasneje uporabijo za vsakdanjik. Na področju obogatene resničnosti so se razvila orodja za 




Prva specifična uporaba obogatene resničnosti je bila za pilote bojnih letal, imenovana Super 
Cockpit. Le-ta je predhodnik modernih HUD (head-up display), ki je še vedno v uporabi s 
strani pilotov bojnih letal in v nekaterih osebnih vozilih. Omogoča uporabo sistema v temi s 
pomočjo virtualnega okolja in transparentnih zaslonov (Livingston in drugi, 2011). 
Ena izmed vojaških oprem z OR tehnologijo je BARS ali Battlefield Augmented Reality 
System. BARS je head-up display (HUD), ki je ekvivalenten pilotovemu Super Cockpit  
HUD-u. Namenjen je podpori vojakom in omogoča prikaz informacij o okolici, sledenje, 
naloge in prikaz morebitnih sovražnih enot v okolici (Livingston in drugi, 2011). 
Dodatne simulacije za trening pilotov so omogočili tudi s C-130 Loadmaster, programom za 
trening, kjer so s pomočjo OR sistemov, ki so jih učenci nosili na glavi, simulirali letalo C-
130 (Livingston in drugi, 2011).  
 
2.5.4. Video igre in zabava  
Z razvijajočo se tehnologijo virtualne in obogatene resničnosti sta le-te del prihodnosti zabave 
in iger. Primer je eksplozivna popularnost igre Pokemon Go, ki uporablja obogateno 
resničnost. Za zdaj so marsikatere igre in aplikacije omejene na mobilne naprave (ker so 
najbolj razširjena platforma), z razvojem in razširjenostjo HMD sistemov pa bo industrija 
zabave imela ogromno opcij za igre in zabavo na drugih platformah.  
Popularna in razširjena je tudi uporaba mobilne aplikacije Snapchat, ki ponuja možnost 
Snapchat Lenses (slika 9). Ta uporablja obogateno resničnost za manipulacijo fotografij ali 
kratkih video posnetkov z maskami, dizajni in različnimi grafikami, ki so digitalno prikazane 
na vašem obrazu (Kar, 2016). 
Primeri uporabe obogatene resničnosti v mobilnih aplikacijah so Ingress (predhodnik 
Pokemon Go sistema geolokacije), Aurasma (za gledanje vgrajene vsebine in dodajanje svojih 
OR slik in posnetkov), Google Translate (vizualni prevajalec), Crayola Color Alive (skupaj s 
Crayola pobarvankami ustvari pobarvan 3D model ilustracije), Star Walk (za opazovanje 
neba, zvezd, ozvezdij in planetov) itd. (Corpuz, 2016). 
 
 




Vuforia je trenutno ena izmed vodilnih platform za obogateno resničnost. Sistem 
računalniškega vida je eden izmed najboljših v razredu in zagotavlja zanesljive in 
konsistentne izkušnje v različnih okoljih. Njihov SDK (software development kit – orodje za 
razvijanje programske opreme) omogoča svobodo ustvarjanja in oblikovanja edinstvene 
izkušnje na različnih platformah. Napredni vid v Vuforia aplikacijah lahko prepozna 
vsakodnevne predmete, kot so revije, knjige, embalaža itd. (Vuforia, 2016). 
Znane blagovne znamke uporabljajo aplikacije, izdelane z Vuforio, za oglaševanje, interakcijo 
in zabavo strank in kupcev. Med njihove stranke sodijo Adidas, Audi, BMW, Coca Cola, 
McDonald's, Ford, Honda, HP, Hyundai, Nestlé, Heineken, Kellogg's, Sony, Nissan, 
Mercedes, Volkswagen itd.  
Aplikacije, izdelane s pomočjo Vuforie, lahko prepoznavajo širok nabor stvari, ki sprožijo 
obogateno resničnost. Vuforia omogoča prepoznavanje zapletenih 3D objektov, kot so npr. 
otroške igrače (avtomobilčki, figure), čevlji, škatle itd. Predmeti morajo biti primerno 
skenirani v zmerni svetlobi brez senc drugih objektov (najprimerneje v studiu ali v zaprtem 
prostoru). 
Možna je uporaba slik s čim več podrobnosti, npr. revije, oglasi in embalaža, ki jih aplikacija 
prepozna. Vuforia z uporabo te možnosti oceni podrobnosti in kakovost slike v vednost za 
nadaljnjo optimizacijo prepoznave v aplikaciji. 
Omogočena je prepoznava različnih oblik: kock oz. kvadrov, cilindričnih oblik, kot so 
steklenice, pločevinke in skodelice. Prepoznava besedila podpira prepoznavanje črke angleške 
abecede in določene druge znake, vendar so na žalost izključeni šumniki. Besedne sezname 
lahko filtriramo in določimo specifične besede, ki jih mora aplikacija zaznati. Orodje za 
prepoznavanje besedila prepozna natisnjen ali drugače prikazan tekst v velikem naboru 
serifnih in neserifnih pisav, ki so lahko stilizirane navadno, krepko ali ležeče. 
Zadnja oblika sledenja se imenuje VuMark. Omogoča svobodo oblikovanja dizajna po meri in 
hkrati deluje kot sprožilec obogatene resničnosti. VuMark zagotavlja preprost način za 
kodiranje podatkov, kot sta URL ali serijska številka izdelka. Funkcija je podobna črtni kodi. 
Oblika je popolnoma prilagodljiva željam oblikovalca in embalaži ali videzu (Vuforia, 2016). 
Dve novosti, ki jih omogoča Vuforia, sta uporaba funkcije Smart Terrain (pametni relief) in 
Extended Tracking (podaljšano sledenje). 
Smart Terrain je ena izmed novejših funkcij in omogoča rekonstruiranje reliefa oz. okolice v 
realnem času. Aplikacija z uporabo le-tega pri rekonstruiranju izdela 3D geometrijsko mapo 
okolice in omogoča interakcijo ter sledenje različnim predmetom in površini v realnem času. 
Extended Tracking je funkcija, ki ponuja možnost neprekinjenega sledenja in tako boljšo 
vizualno izkušnjo za uporabnika. Aplikacija lahko sledi tarči oz. cilju tudi v primeru, ko ta ni 
v vidnem polju zaznave kamere (Vuforia, 2016). 
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3. EKSPERIMENTALNI DEL 
Za ta del smo ustvarili 3D model izbranega arhitekturnega modela – Jakopičev paviljon, ki 
smo ga umestili s pomočjo uporabe tehnologije obogatene resničnosti v okolico in prikazali s 
pomočjo ustrezne programske opreme na mobilni napravi. 
 
3.1. Jakopičev paviljon 
V Ljubljani je bil v Tivoliju pred več kot 100 leti zasnovan umetnostni paviljon, ki so ga 
poimenovali Jakopičev paviljon (slika 10). Brezplačno ga je leta 1908 načrtoval arhitekt Maks 
Fabiani, zgrajen pa je bil leta 1909 kot primer secesijske arhitekture. Bil je center sodobne 
slovenske likovne umetnosti vse do otvoritve Moderne galerije leta 1948. Zaradi premika 
železniške proge je bil leta 1962 paviljon porušen (Slivnik, 2009). 
 
 




Slika 11: Jakopičev paviljon  arhitekturni načrt (vir: Z.O.P.  Zavod za oblikovanje prostora, 2015) 
 
Za modeliranje smo izhajali iz arhitekturnega načrta in fotografij Jakopičevega paviljona 
(slika 11). Arhitekturni načrt vsebuje stranski ris, naris in dva tlorisa z merami, ki smo jih 
uporabili pri modeliranju. 3D model smo naredili v programu Blender. 
 
3.2. Blender 
Blender je brezplačni odprtokodni ustvarjalni program za 3D modeliranje, rigging (vstavljanje 
okostja in sklepov za animacijo 3D modela), animacijo, simulacijo, upodabljanje, 
kompozicijo, urejanje videa in ustvarjanje iger. Izkušeni uporabniki uporabljajo programski 
jezik Python za ustvarjanje dodatkov, ki so pogosto uporabljeni v novejših verzijah programa. 
Deluje na Linux, Windows in Macintosh platformah. Je skupinski projekt pod GNU General 
Public License (GPL), kar pomeni, da je javnost pooblaščena za manjše in večje spremembe v 
izvorni kodi, kar vodi v boljšo uporabnost, hitrejši odziv pri popravkih (bug fixes) in 
dodajanje novih funkcij k programu (Blender, 2016). 
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3.2.1. Modeliranje 3D objekta 
S pomočjo programa Blender smo ustvarili 3D model Jakopičevega paviljona. V veliko 
pomoč je bil arhitekturni načrt, ki smo ga vstavili v sliko ozadja (Background images). S 
pomočjo tega smo začrtali zidove v ptičji perspektivi (slika 12). Sledili smo meram, 
napisanim na arhitekturnem načrtu. Začeli smo s stvaritvijo kocke, ki smo jo postavili na 
začetek poljubnega zidu na arhitekturnem načrtu, jo prilagodili meram zidu in naprej 
modelirali zidove v poligonskem načinu z izvlečenjem ploskev (Extrude). Izdelali smo zidove 
iste debeline z merami, ki so ustrezale arhitekturnemu načrtu. Prvi poskusni model smo 
zavrgli, saj je prišlo do računske napake pri debelini nekaterih zidov. 
 
 
Slika 12: izdelava modela s pomočjo arhitekturnega načrta v ptičji perspektivi (vir: lasten) 
 
S pomočjo zunanjih linij sten smo zarisali temelje tal desne polovice objekta. Z ukazom Scale 
(povečaj/pomanjšaj) smo razširili tla čez meje sten. Stebre smo izdelali s stvaritvijo valja, ki 
je na zgornjem koncu rahlo ožji. Stebre smo podvojili na primerna mesta. Ograjo smo, 
podobno kot stebre, izdelali iz pravokotnika in valja. Pravokotnik smo dimenzionirali in 
podvojili, vmes pa vstavili ozek in dolg valj, ki smo ga pomnožili in tako ustvarili letve v 
ograji (slika 13). Ograji in stebrom smo, tako kot drugim objektom, nastavili zrcaljenje čez 





Slika 13: izdelani temelji, zidovi, stopnice, ograja, stebri, okna in vrata (vir: lasten) 
 
Streho na paviljonu smo zarisali z dodajanjem točk in povezovanjem le-teh. Obliko smo 
zarisali s pomočjo slike stranskega risa arhitekturnega načrta v ozadju (slika 14). Linijo 
krožne strehe paviljona smo z modifikatorjem Screw (vijak) zarisali kot krog okoli središčne 
točke strehe in ustvarili dokončno krožno streho. Ker je krožna streha na sredini, je to edini 
element, ki je brez modifikatorja zrcaljenja (slika 15). 
 
 
Slika 14: zaris krožne strehe paviljona (vir: lasten) 
 
Modifikatorji so se izkazali za zelo uporabne, saj smo izdelali le desno stran objekta. S 
pomočjo modifikatorja Mirror (zrcaljenje) smo modelirano polovico objekta prezrcalili preko 
prazne kocke (Empty Cube), postavljene s središčem na koordinatno izhodišče (0, 0, 0), z 




Slika 15: prikaz krožne strehe paviljona (vir: lasten) 
 
Krožno streho smo podvojili na stranska dela stavbe, kjer sta tudi bili dve krožni strehi 
paviljona. Modelirali smo preostale dele strehe ter okna (slika 16). Pri oknih smo morali biti 









3.3. Unity Game Engine 
Delo smo nadaljevali v programu Unity – to je programska oprema, namenjena izdelavi iger. 
Omogoča izdelavo 2D ali 3D iger in je relativno enostaven za uporabo z uporabniku 
prijaznim in intuitivnim uporabniškim vmesnikom, ki ga lahko prilagajamo po želji. Znan in 
priljubljen je tudi zaradi možnosti izvažanja v širok nabor platform: Windows, iOS, Android, 
Windows Phone, Mac, Windows Store Apps, Linux/Steam OS, PlayStation 4/Vita/VR, Xbox 
One, WiiU, Nintendo 3DS/Switch, Oculus Rift, Microsoft Hololens itd. 
Integrirane storitve v programu omogočajo pospešitev razvojnega procesa, optimizacijo igre 
in povezavo s publiko preko oglasov, sodelovanja s publiko pri ustvarjanju, analizo produkta 
in podatkov igralcev, poročilo o zmogljivosti itd. 
Na voljo ima širok nabor razširitev z možnostjo dostopa trgovine znotraj programa ali pa 
preko internetnega brskalnika. Program ima na voljo 4 različne pakete glede na potrebe 
uporabnika. Najosnovnejši paket je brezplačen. Zaradi popularnosti programa je na voljo 
množica vaj, primerov in že rešenih vprašanj na forumu (Unity, 2016). 
 
3.3.1. Dodajanje tekstur in materialov 
V programu Unity smo 3D modelu, ki smo ga ustvarili v programu Blender, dodelili teksture 
in ga osvetlili. Iz Blenderja smo ga izvozili v .fbx obliki, saj .blend datoteke ni mogoče 
uvoziti v Unity. Sicer ima Blender možnost uporabe Cycles render, v katerem nastavimo 
teksture, materiale in osvetlitev za realističen videz 3D modela, vendar ga ni mogoče izvažati 
v druge programe, saj deluje samo v programu Blender. Zaradi tega razloga smo izvozili 
datoteko .fbx brez tekstur iz programa Blender v Unity. 
Pri prvem uvozu smo opazili napake, ki so se pojavljale na 3D modelu. Pogost pojav pri 
uvozu FBX datoteke v Unity je backface culling (izločitev zadnjih ploskev). Pri tem pojavu se 
ploskve, ki so obrnjene stran od trenutnega pogleda s kamero, ne izrišejo in so transparentne. 
Ta pojav lahko enostavno popravimo na dva načina: pri prvemu obrnemo usmeritev ploskev 
(Normals: Flip Direction) in preračunamo (Recalculate). Drugi način zahteva uporabo 
modifikatorja Solidify (strditev). Preizkusili smo oba načina reševanja pojava v Blenderju in 
oba sta se izkazala za uporabna in pravilna. 
Po popravilu ploskev v Blenderju smo uvozili popravljeno datoteko v Unity in dodali 
teksture. Pri premikanju kamere smo opazili napake, ki so se pojavljale na določenih 
ploskvah, predvsem na zidovih stavbe. Zaradi uporabe modifikatorja Solidify na zidovih, 
zaradi prej omenjenega pojava, so se ploskve zidov podvojile ponekod na skoraj istih mestih. 
Pri dodajanju teksture na take ploskve vidimo pojav Z-fighting (Z – boj) ali stitching (šiv), 
kjer so ploskve s skoraj ali popolnoma enakimi koordinatami videti, kot da utripajo, predvsem 
pri premikanju kamere. Ploskve zidov s tem pojavom smo popravili ali izbrisali iz 3D modela.  
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Po uvozu popravljene datoteke smo dodali paket osnovnih brezplačnih tekstur preko Unity 
Asset Store. Teksturam smo spreminjali nastavitve, da smo dobili želen videz. Teksturiranje 
modela je enostavno: izbrano teksturo primemo in povlečemo na dodeljeno mesto na 3D 
modelu (slika 17). Pomembno je, da ima 3D model pravilno sestavljene starševske/matične 
objekte v programu Blender, saj nam to omogoča teksturiranje po sklopih – npr. sklop strehe, 
sten, okenskega okvirja, okenskega stekla itd. 
 
 
Slika 17: dodelitev teksture strehe v programu Unity (vir: lasten) 
 
Pri dodelitvi teksture stenam, okenskim okvirjem, temeljem, dimnikoma in ograji se je 
pojavila precejšnja razlika v videzu teksture. Ponekod so bile ploskve raztegnjene in 
deformirane v x ali y smeri. Nekatere površine so bile narobe zasukane, predvsem se je to 
opazilo na strešnikih paviljona. Velikost tekstur ni bila konsistentna po vseh sklopih, npr. po 
vseh ploskvah zidov, zato smo datoteko ponovno odprli v programu Blender in začeli urejati 
UV kartiranje (UV Mapping). To je proces 3D modeliranja, pri katerem projiciramo 2D sliko 
na površino 3D modela za preslikavo teksture. Le-ta je ustvarjena z različnimi funkcijami, ki 
so na voljo v meniju. Najbolj pogosto smo uporabili Unwrap (odvitje –tekstura 3D modela se 
odvije na 2D površino, pri kateri sami definiramo šive), Smart UV Project (pri tej program 
izbere najbolj optimalno kartiranje na podlagi izbranih točk) in Lightmap Pack (ta loči 
ploskve in jih vstavi v UV mrežo skupaj z osvetlitvijo, pri čemer optimalno izkoristi velikost 
UV mreže). Funkcije imajo različne možnosti nastavitev, zato nekatere delujejo bolje na 
določenih oblikah objektov. Ustrezna UV karta je pomembna za dober videz tekstur – 
prevelike ali premajhne ploskve povzročijo neenakomeren videz. Po izvršitvi ene izmed treh 
funkcij smo odprli okno UV Editing (urejanje UV), kjer se ploskve 3D objekta zložijo v 2D 
prostor. Pri pregledu 3D modela v Unity s teksturami smo določili ploskve, ki so odstopale od 
sorodnih, in jih v Blenderju ponastavili na primerno velikost in obliko glede na sosednje 
19 
 
ploskve. Nekatere so potrebovale samo ponastavitev velikosti, druge pa smo morali tudi ročno 
zasukati zaradi narobe obrnjenih tekstur, ki bi bile vidne pozneje v programu Unity. To smo 
naredili za vse ploskve, ki so imele izstopajoči videz na 3D modelu, nato pa smo popravljeni 
projekt shranili in ga kot nov .fbx ponovno uvozili v Unity. S teksturiranjem novega 3D 
modela smo opazili precejšnje izboljšanje videza tekstur. 
Po dobljenem želenem videzu modela smo raziskali in poiskali primerno orodje ali platformo 
za izdelavo aplikacije obogatene resničnosti. 
Izdelani 3D model smo shranili v naravni (1:1) in pomanjšani velikosti. Paviljon naravne 
velikosti smo poskusili umestiti v park Tivoli, na njegovo nekdanje mesto, kjer sedaj leži 
železniška proga in stoji kip Riharda Jakopiča. Pomanjšana različica paviljona stoji na 
zgibanki formata A4, na kateri si z lahkoto ogledamo celoten paviljon iz vseh kotov. 
Za izdelavo mobilne aplikacije, s katero bi testirali obe različici 3D modela, smo poiskali 
primerno orodje za izdelavo aplikacije obogatene resničnosti. Raziskali smo več programov z 
različnimi možnostmi: Wikitude, BeyondAR, Kudan in Vuforia. Za 3D model paviljona, ki bi 
stal na svoji prejšnji lokaciji v Tivoliju, bi idealno potrebovali program z geolokacijo, ki 
omogoča uporabo GPS (global positioning system – globalni sistem pozicioniranja) na 
novejših mobilnih napravah. Tako bi lahko z navigacijo in pozicioniranjem postavili 3D 
model na svoje mesto brez uporabe fizičnih markerjev oz. sprožilcev. Po raziskovanju smo 
ugotovili, da so programi z omogočeno uporabo geolokacije za zdaj plačljivi ali pa 
nedodelani. Omogočajo druge načine sledenja, ki za naš primer niso optimalni. 
 
3.4. Izdelava sprožilcev 
Vuforia ne omogoča geolokacije, zato smo model paviljona naravne velikosti poskusili 
prikazati s slikovnim markerjem. Za ta paviljon smo izdelali 2 različna markerja. Prvi testni 
marker je bil list velikosti A4 z enostavnim vektorskim izrisom paviljona in napisom 
Jakopičev paviljon, izdelan v programu Adobe Illustrator. Drugi marker je lesena tabla, 
pobarvana s kontrastnimi akrilnimi barvami, in prikazuje sliko paviljona (slika 18). 
 
 
Slika 18: drugi marker  lesena tabla s poslikavo (vir: lasten) 
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Za pomanjšano različico paviljona smo izdelali zgibanko. V programu Adobe Illustrator smo 
ustvarili zgibanko ležečega A4 formata, z zgibi na ¼ in ¾ širine formata. Zgiba na levi in 
desni strani se zgibata v notranjost. V notranjosti je risba iz arhitekturnega načrta za Jakopičev 
paviljon iz ptičje perspektive z okoliškim parkom in označenima cestama. To sliko smo 
uporabili za sprožilec, na katerem se z uporabo mobilne aplikacije upodobi 3D model 
paviljona (slika 19).  
 
 
Slika 19: notranjost zgibanke s sprožilcem in QR kodo (vir: lasten) 
 
Na sprednji strani smo z uporabo Adobe Photoshopa obrezali fotografijo Jakopičevega 
paviljona in uporabili funkcijo Gradient Map – gradientna oz. tonska mapa, ki različne 
svetlostne tone spremeni v želene nastavljene barve. S to funkcijo lahko prebarvamo sliko – v 
našem primeru smo barve na fotografiji spremenili v modre tone. Dodali smo pravokotnike in 
trikotnike različnih velikosti in oblik ter jim spreminjali Opacity – motnost oz. prosojnost 
izbranega objekta. S tem smo izdelali večplasten videz, ki smo ga dopolnili s svetlim desno 
poravnanim napisom "Jakopičev paviljon" na temnem ozadju (slika 20).  
 
 




Na zadnji del zgibanke smo dodali stranski portret Riharda Jakopiča in pripisali nekaj vrstic o 
paviljonu, čemu je služil in časovnici obstoja zgradbe. Estetsko je zadnja stran temnih modrih 
in turkiznih odtenkov z belo pisavo ter črno-belo fotografijo in se ujema s celotnim videzom 
zgibanke. Leva in desna četrtina lista se zgibata in tako skupaj ustvarita sprednjo naslovno 
stran zgibanke (slika 21). 
 
 
Slika 21: zadnja stran zgibanke (vir: lasten) 
 
Na notranjo stran smo dodali v desni spodnji kot QR kodo. To je matrična dvodimenzionalna 
črtna koda, katere kratice pomenijo Quick Response (hiter odziv) in se pogosto uporablja v 
marketingu. Večina mobilnih naprav dandanes lahko bere QR kode. S pomočjo le-te smo 
dodali povezavo za dostop do naše izdelane aplikacije, ki je potrebna za ogled 3D paviljona s 
pomočjo obogatene resničnosti. S klikom na povezavo se nam odpre spletna stran, s katere 
lahko prenesemo aplikacijo in jo naložimo na svojo mobilno napravo. Aplikacijo smo 
poskusili naložiti na svojo spletno stran, a stran ima omejitve glede velikosti naloženih 
datotek, zato smo se odločili uporabiti Google Drive, ki nima te omejitve. Aplikacijo smo 
tako prenesli na Google Drive, kjer je označena kot dostopna za vse. Možno bi bilo, da 
aplikacijo naredimo dostopno s pomočjo Google Play, ki je uradna in preverjena trgovina s 
širšo ponudbo storitev in izdelkov, med drugimi tudi z aplikacijami za operacijski sistem 
Android. Za prenos na Google Play je treba plačati članarino, kar je eden izmed razlogov, da 
smo se odločili naložiti aplikacijo na Google Drive. Edina slaba stran uporabe katere koli 
druge strani kot Google Play za ponudbo aplikacij je, da bo postopek namestitve zagnan le, če 
ima uporabnik dovoljeno namestitev aplikacij iz neznanih virov v nastavitvah mobilne 
naprave. 
Izdelana aplikacija je primerna za Android operacijski sistem telefonov, ki je trenutno najbolj 
razširjen in priljubljen. Ko po namestitvi aplikacijo odpremo, se vklopi kamera telefona. Ko 
kamero usmerimo v sprožilec, ki je znotraj makete, se po kratkem časovnem zamiku na 




Vuforia ponuja brezplačne SDK (software development kit)  pakete, ki omogočajo izdelavo 
aplikacij na različnih platformah. Izbiramo lahko med Android (Android Studio), iOS 
(XCode), UWP (Visual Studio) in Unity paketom. 
Za prvi korak pri izdelavi aplikacije smo ustvarili račun na spletni strani Vuforie. Z osebnim 
računom si lahko ustvarimo oz. generiramo svoj licenčni ključ, ki ga pozneje vpišemo v 
Unity. V bazo podatkov na spletni strani vnesemo poljubno slikovno tarčo – to je slika, ki 
nam bo sprožila animacijo 3D modela in mere tarče. Vse slike za prepoznavanje tarče niso 
enakovredne – sistem jih oceni glede na točke interesa, po katerih jih bo lahko prepoznal: 
robovi, koti, vzorci, kontrast ...). 
 
3.5.1. Izdelava aplikacije 
Naša slikovna tarča, ki je v zgibanki, predstavlja arhitekturni načrt Jakopičevega paviljona iz 
ptičje perspektive, umeščenega v park Tivoli. Pri izdelavi tarče smo uporabili program Adobe 
Illustrator in vektorizirali arhitekturno risbo ter ji spremenili barve. Za lepšo umestitev v 
zgibanko smo dodali nekaj modrih robov. Slika oz. tarča je ocenjena s 4 izmed 5 možnih 
zvezdic glede na število točk interesa. Za tarčo izrisa paviljona v Tivoliju smo uporabili 
najprej testni marker (A4 list s črno-belo risbo paviljona) in pozneje malo večjo tablo s 
kontrastno poslikavo paviljona. Obe sta bili prav tako ocenjeni s 4 zvezdicami. Po izdelavi 
tarče smo prenesli izdelano lastno podatkovno bazo z imenom Paviljon v Unity. Poleg naše 
podatkovne baze smo namestili tudi SDK Vuforie za Unity. 
Predhodno izdelan in teksturiran 3D model smo uvozili v Unity na prizorišče in ga postavili v 
središče. Dodali smo objekt ARCamera – to je kamera, ki smo jo dobili v paketu obogatene 
resničnosti Vuforie in se vede podobno kot običajna kamera. Izbrisali smo kamero, ki je na 
prizorišču kot privzeta osnovna kamera, saj je ne potrebujemo. Za aktiviranje objekta 
ARCamera smo vnesli že predhodno generiran licenčni ključ iz spletne strani Vuforie 
(najdemo ga v osebnem računu). Na tej točki smo lahko s pritiskom na gumb »Play« v 
programu Unity aktivirali našo spletno kamero. V nastavitvah objekta ARCamera smo 
omogočili aktivacijo podatkov iz našega paketa z izborom nastavitev Database Load 
Behaviour (vedenje nalaganja podatkov), Load Data Set (nalaganje podatkov) in Activate 
(aktiviraj). 
V naslednjem koraku smo na prizorišče dodali prej izdelano tarčo. Dodali smo jo kot objekt, 
ki ga najdemo z imenom Image Target. V nastavitvah tega objekta smo za Data Set (nabor 
podatkov) izbrali Paviljon (paket, ki smo ga predhodno ustvarili in izvozili sami), za 
nastavitev Image Target (slikovna tarča) pa smo izbrali sliko naše slikovne tarče – 
arhitekturno risbo paviljona. 
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Za pravilno delovanje aplikacije smo uredili hierarhijo objektov v svojem projektu. Seznam 
objektov, ki so na našem prizorišču, najdemo v privzetih nastavitvah programa na levi strani. 
3D model smo na seznamu prestavili pod objekt Image Target in ga nastavili kot otroka oz. 
podobjekt (child object). S tem dosežemo izris 3D modela paviljona (podobjekta), kadar 
kamera zazna našo tarčo (Image Target). 
 
 
Slika 22: primer izdelave aplikacije za zgibanko (vir: lasten) 
 
Pomembno je vedeti, da bo prikaz 3D modela skozi kamero na približno isti lokaciji, kot je 
postavljen glede na tarčo (objekt Image Target) na našem prizorišču. Če imata 3D model in 
tarča na prizorišču enake koordinate (npr. X = 0, Y = 0, Z = 0) se nam bo 3D model prikazal v 
naši tarči – polovica ga bo nad sliko, polovica pa pod sliko, saj bosta imela 3D model in tarča 
enako središče. V tem primeru smo za zgibanko dvignili 3D model paviljona v Z smeri toliko, 
da se spodnja ploskev dotika tal in tako je videti, kot da paviljon stoji na sliki (slika 22). Za 
paviljon naravne velikosti v Tivoliju smo tarčo zasukali navpično in jo odmaknili od 3D 
modela, saj je model realnih dimenzij in ga moramo postaviti stran od tarče, da ga lahko sploh 
vidimo. Za izdelavo aplikacije na platformi Android smo kot prvi korak prenesli Android 
SDK in ga namestili na računalnik. Izdelano prizorišče v programu Unity smo shranili in v 
meniju spremenili nastavitve v Build Settings (nastavitve izdelave). Tam smo dodali svoje 
prizorišče in izbrali platformo Android. Dodali smo obvezno ime podjetja (Company Name) 
in ime izdelka (Product Name). Za minimalno verzijo API, na kateri se bo ta program še 






4. REZULTATI IN RAZPRAVA 
 
Naslednji korak je bil preizkus izdelanih aplikacij. Začeli smo z aplikacijo, ki prikaže paviljon 
v naravni velikosti v zunanjem svetu. 
 
4.1. Rezultati 
4.1.1. Jakopičev paviljon v parku Tivoli 
Aplikaciji smo po mnogih preizkusih večkrat spremenili in popravili različne nastavitve pri 
izdelavi, predvsem smo spreminjali oddaljenost in pozicijo samega paviljona od sprožilca. 
Poskusili smo ujeti idealno razdaljo, ki bi omogočila ogled paviljona v celoti. Spreminjali 
smo tudi višino, na kateri se nam je prikazoval paviljon, saj smo sprožilec držali v roki in ni 
stal na tleh, kar je 3D model na začetku postavilo višje, kot smo si želeli. Pri testiranju v 
zunanjem svetu smo imeli težave s stabilnostjo 3D modela. Le-ta se je občasno zatresel ali pa 
premaknil, kar je posledica neidealnih pogojev. Prav tako je bilo moteče dejstvo, da si iz 
bližine, na kateri je kamera še lahko zaznala sprožilec, ni bilo mogoče ogledati paviljona v 
celoti.  
3D model je bil v primerjavi z velikostjo sprožilca (A4 lista) mnogo večjih dimenzij in je stal 
za sprožilcem. Razlike v velikosti in oddaljenosti 3D modela od sprožilca povzročijo 
nestabilnost 3D modela, prav tako pa je osvetlitev sprožilca spremenljiva zaradi različnih 
vremenskih pogojev in tako nezanesljiva. V navodilih na spletni strani Vuforie je pojasnjeno, 
da v manj kot idealnih pogojih aplikacija ne deluje najbolje, kar zajema probleme z 
osvetlitvijo, razliko v velikosti med sprožilcem in 3D modelom, oddaljenostjo od sprožilca, 
spreminjajoče pogoje in premike v okolju (npr. ulica, zunanji svet) itn. 
Poskusili smo z večjim sprožilcem, ki je bil tabla s kontrastno poslikavo paviljona po meri. 
Tabla je bila nekoliko večjih dimenzij kot prejšnji sprožilec, vendar je imela enake težave. 
Največja težava je sama velikost 3D modela, ki ga kamera od blizu (v bližini sprožilca) ne 
more zajeti v vidno polje in tako vidimo na zaslonu le del zgradbe (glej sliki 23 in 24). Pri 
premikanju in odmikanju kamere telefona stran od sprožilca postane 3D model nestabilen, 
začne lebdeti ali pa izginjati, saj kamera na večji oddaljenosti sprožilca ne prepozna več 
dovolj dobro. Vse to je tudi odvisno od kakovosti kamere telefona in svetlobnih pogojev. 
Vuforia sicer omogoča funkcijo Extended Tracking, vendar v zunanjem svetu ne deluje 
optimalno in se je v našem primeru pri testiranju izkazala za neuporabno. Funkcija sicer 
omogoča neprekinjeno sledenje tudi v primerih, ko sprožilca ni več v vidnem polju kamere, 




Kamera telefona in sam program nista dovolj dobro zaznala globine okolice za pravilno 
izrisovanje 3D modela v določenih pogojih – v primerih, ko smo testirali večje dimenzije 
sprožilcev, smo se s kamero telefona lahko bolj oddaljili od sprožilca, vendar je prišlo do 
neželenega pojava, saj je aplikacija začela 3D model paviljona izrisovati čez uporabljen 
sprožilec. 
 
Slika 23: izris paviljona v parku Tivoli (vir: lasten) 
 
Paviljon naj bi stal v parku, kjer se vreme in letni časi spreminjajo, prav tako se svetloba iz 
ure v uro premika, sam 3D model pa ima konstantno senčenje in osvetlitev. Zato bi paviljon v 
naravnem okolju lahko deloval manj naravno, seveda odvisno od časa v dnevu in letu, ko bi si 
ga ogledovali.  
 
Slika 24: izris paviljona v parku Tivoli (vir: lasten) 
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4.1.2. Jakopičev paviljon na zgibanki 
Pri preizkusu izdelane zgibanke smo izvedli celoten uporabniški potek: z mobilnim telefonom 
smo s kamero, ki nam omogoča branje QR kod, prebrali kodo, natisnjeno na notranjem 
desnem spodnjem delu zgibanke. V primeru, da mobilna naprava nima aplikacije za branje 
QR kod, si le-to lahko brezplačno prenesemo in namestimo v trgovini Google Play. 
Koda nam je kot pričakovano posredovala URL naslov, ki nam omogoča dostop do aplikacije, 
s katero si bomo ogledali Jakopičev paviljon. V tej točki smo morali v nekaterih primerih v 
nastavitvah telefona dovoliti namestitev aplikacij, ki niso iz Google Play trgovine. S klikom 
smo prenesli aplikacijo na mobilno napravo in jo po namestitvi odprli.  
 
 
Slika 25: Jakopičev paviljon na zgibanki (vir: lasten) 
 
Z usmeritvijo kamere v notranji (odprti) del zgibanke se nam je na zaslonu prikazal 
pomanjšan 3D model Jakopičevega paviljona (slika 25). Kamero telefona smo lahko do neke 
mere obračali in vrteli, vendar se je pri sunkovitem gibanju 3D model paviljona za trenutek 
izgubil, saj je kamera izgubila zaznavo sprožilca. Ko smo kamero umirili, se je paviljon 
ponovno izrisal na zaslonu. Kamera naprave doseže najboljšo zaznavo sprožilca iz ptičje 
perspektive. Bolj, ko nagibamo pogled kamere, slabša je zaznava sprožilca. Sprožilec je v 





Slika 26: Jakopičev paviljon na zgibanki (vir: lasten) 
 
Ko kamera zazna sprožilec, mu lahko sledi in tako omogoča ogled modela paviljona z vseh 
strani (v primeru, da kamere ne premikamo sunkovito). To sledenje 3D modelu smo 
omogočili z uporabo funkcije Extended Tracking, ki jo ponuja Vuforia. V primerjavi s 
sledenjem 3D modela v naravni velikosti je rezultat pri pomanjšanem paviljonu bil veliko 
boljši, kar je posledica boljšega razmerja med velikostjo sprožilca in 3D modela. Oddaljenost 
je prav tako predstavljala manjši problem kot pri prejšnjih preizkusih paviljona v parku, saj 
smo 3D model na zgibanki z lahkoto v celoti zajeli v pogled kamere in se ni bilo treba 
oddaljevati od sprožilca. Zaradi tega je paviljon na zgibanki bolj priročen za ogled, prav tako 
pa je veliko bolj stabilen v primerjavi s paviljonom naravne velikosti. 
 
4.2. Razprava 
Na področju izdelave aplikacije z obogateno resničnostjo smo za zdaj še omejeni na določene 
ponudbe in možnosti, vendar pa se to področje hitro razvija in na trg prihaja vedno večja 
ponudba paketov za razvoj tovrstnih aplikacij. Mnogi zastonjski paketi ponujajo, poleg 
klasičnih, tudi neobičajne načine izdelave programa oz. aplikacije, predvsem se razvija način 
prikazovanja brez uporabe fizičnega sprožilca. Sprožilec se lahko nadomesti na različne 
načine, od prepoznavanja okolice do uporabe geolokacije. Naprednejše načine prikazovanja si 
za zdaj lastijo plačniški ponudniki, zaradi česar nam ni uspelo postaviti paviljona v Tivoli 
brez sprožilca z uporabo geolokacije, kakor smo si na začetku zamislili. Kljub temu je 
ponudbe na področju obogatene resničnosti vedno več in je širši nabor zastonjskih paketov in 




S procesom izdelave vseh potrebnih komponent za aplikacijo smo spoznali, da vse skupaj 
zahteva veliko časa, znanje uporabe različnih programov, delež kreativnosti in vztrajnost. 
Znanje za uporabo programov Blender, Adobe Illustrator in Adobe Photoshop smo med 
drugim pridobili tudi na fakulteti, uporabo Unity in Vuforie pa smo se morali naučiti sami s 
pomočjo navodil na spletnih straneh. 
Ker smo se v svojem primeru odločili prvič izdelati aplikacijo obogatene resničnosti, smo 
potrebovali še dodaten čas za raziskavo vseh možnosti, ki so nam na voljo, in testiranje 
izbranih, ki so se nam zdele najbolj primerne in uporabne za primer. Prav tako je potrebno 
dobro znanje angleškega jezika, saj je večina materiala tako za teoretični kot za 
eksperimentalni del diplomskega dela v angleškem jeziku. Po mnogih popravkih in preizkusih 
smo izdelali vizualno privlačen izdelek brez uporabe plačniških možnosti. Izdelane različice 
aplikacij smo mnogokrat testirali in s tem ugotovili, katere nastavitve in možnosti so primerne 
za naš projekt. 
V primeru izdelave podobnih aplikacij za stranko oz. naročnika bi lahko s financiranjem 
dosegli opazno lepši videz, bolj praktično obliko in imeli mnogo več možnosti pri sami 
izdelavi aplikacije. V primeru uporabe neplačniških programov se izkaže znanje 
programiranja kot zelo koristno. 
V diplomskem delu je zbran celoten postopek izdelave potrebnih komponent v korakih, 
izdelava aplikacij in testiranje ter primerjava. Poudarjeni so nekateri problemi pri doseganju 
želenih ciljev, prav tako pa so zapisane ugotovitve in nasveti za čim boljšo izdelavo in 
pravilno delovanje aplikacije. 
S celotnim postopkom smo se naučili uporabe novih programov, obnovili znanje že poznanih 
programov, spoznali možnosti in korake pri izdelavi aplikacije ter imeli možnost kreativno 
ustvarjati določene segmente projekta.  
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