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УДК 519.711
В.М. Мирунко, А.М. Сiльвестров
ОПТИМАЛЬНЕ (НА МНОЖИНI МОДЕЛЕЙ I
МЕТОДIВ IДЕНТИФIКАЦIЇ) ВИРIШЕННЯ ЗАДАЧI
ПРОГНОЗУВАННЯ ЧАСОВИХ РЯДIВ
На множинi з 15 математичних моделей часових рядiв та 4 методiв їх
iдентифiкацiї доведено доцiльнiсть оптимiзацiї задачi прогнозування за
вiдповiдним критерiєм якостi прогнозу на розширенiй методами iденти-
фiкацiї множинi елементiв, що оптимiзуються.
Критерiї якостi прогнозу.
Показники економiки, як функцiї часу, можуть мати найрiзноманi-
тнiшу структуру, довжину ряду, точнiсть, тип прихованої закономiрно-
стi розвитку (змiни) у часi, кроку по часу, iнтервалу прогнозу та iн. Час t
представлено дискретами tk, k = 0, 1, 2, . . . не завжди з рiвномiрним кро-
ком ∆tt. У випадку невiдомої структури моделi ряду, перебираючи рiзнi
варiанти структур, можна пiдiбрати найкращу (за основним критерiєм I
(критерiєм точностi прогнозу) структуру. Моделi з степеневими елемента-
ми, як правило, краще використовувати для коротких рядiв, а авторегре-
сiйнi – для довгих (де не так сильно впливає невизначенiсть початкових
умов). Фiзично реалiзуємий показник Iˆ точностi прогнозу представимо
взваженою сумою часткових показникiв Ii(i = 1, 2, 3), що вiдповiдають за
якiсть окремих властивостей моделi ряду. Показник I1:
I1 =
1
n
tr
2
4diag
˛˛˛
βˆПi − βˆHi
˛˛˛
˛˛˛
βˆi
˛˛˛
3
5 , i = 1, n; (1)
де – βˆПi , βˆ
H
i i βˆi оцiнки i-го параметра моделi, отриманi по виборцi парних,
непарних та всiх дискретiв k часу tk; це, так званий [1], параметричний
показник регулярностi. Показник :
I2 =
“
εT ε
”
·
“
xTx
”−1
, (2)
де εЕ = [ε (1) , · · · , ε (М)], xˆT = [xˆ (1) , · · · , xˆ (M)], ε(k) – похибки апрокси-
мацiї сигналу x(k) вiдповiдною xˆ (k) моделлю в k-iй точцi ряду; це, так
званий [1], показник незмiщеностi, або точностi моделювання ряду моде-
ллю. Показник I3 :
I3 = |1−K| , K =
LP
i=1
ηi |x(M − i) · xˆ(M − i)|
LP
i=1
ηi |x(M − i)| ·
LP
i=1
ηi |xˆ(M − i)|
. (3)
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Тут ηi – коефiцiєнт розподiлу бажаної точностi прогнозу по L останнiм
точкам вибiрки x(k), k = 1,M ;
LP
i=1
ηi = 1; xˆ(M − i) – прогнознi значення
x(M−i), отриманi з моделi, побудованої на скороченiй наL останнiх точок
вибiрцi k = 1,M − L. Вважається, що прогнозований ряд x(k)складається
з прихованої детермiнованої гладкої у часi складової i складової, близької
до гаусiвського “бiлого шуму”. Тому у варiацiйному рядi упорядкованих
по складностi (мiрностi вектора β невiдомих параметрiв) моделей, пока-
зники I1 i I3 обмежують мiрнiсть n вектора β, в той час, як показник I2
зi зростанням n зменшується. Залежно вiд мети iдентифiкацiї задаються
коефiцiєнти ваги gi взваженої суми цих трьох показникiв:
Iˆ =
3X
i=1
giIi,
3X
i=1
gi = 1, gi ≥ 0. (4)
Для задачi контролю параметрiв βi моделi вiдомої структури ма-
ксимальна вага g1; для задачi точної апроксимацiї ряду x(k) моделлю
xˆ(k)− g2; для задачi прогнозу – g3. Сукупнiсть показникiв I1, I2, I3 забез-
печує компромiс мiж стабiльнiстю оцiнок моделi, точнiстю апроксимацiї
та прогнозу.
На прикладi часового ряду, що має 43 дискрети x(k) з рiвномiрним
кроком ∆t = 4 мiсяцi (один з показникiв у енергетицi України), (рис. 1),
розглянемо рiшення задачi прогнозу x(k), k = 1, 37, на 6 останнiх точок,
вважаючи їх невiдомими. Така постановка задачi дослiдження дає мо-
жливiсть реалiзувати, фiзично не реалiзуємий при прогнозi в майбутнє,
об’єктивний показник I вiдносної точностi прогнозу на цi 6 точок, тобто
вiдносне середньоквадратичне вiдхилення ε(k) = xˆ(k) − x(k), k = 38, 43,
прогнозних значень xˆ(k) вiд вiдомих x(k).
I =
[ε(38), . . . , ε(43)] · [ε(38), . . . , ε(43)]T
[x(38), . . . , x(43)] · [x(38), . . . , x(43)]T (5)
В критерiї (3) взято ηi = 1L =
1
6
, в узагальненому критерiї (4): g1 = 0.9;
g2 = g3 = 0.4.
Далi слiд визначити, наскiльки показник (4), що реалiзується, вiдпо-
вiдає iдеальному (5), фiзично не реалiзуємому.
Множина математичних моделей
1. Моделi у виглядi степеневого полiному вiд дискретiв k часу:
xˆ(k) = β0 + β1k, (6)
xˆ(k) = β0 + β1k + β2k
2, (7)
xˆ(k) = β0 + β1k + β2k
2 + β3k
3, (8)
xˆ(k) = β0 + β1k
1
4 + β2k
1
3 + β3k
1
2 + β4k
3
2 , (9)
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Рис. 1 – Часовий ряд.
xˆ(k) = β0 + β1k + β2k
−1 + β3k
−3, (10)
2. Моделi авторегресiї вiд k з постiйним та змiнним кроком:
xˆ(k) = β0 + β1x(k − 1), (11)
xˆ(k) = β0 + β1x(k − 1) + β2x(k − 2), (12)
xˆ(k) = β0 + β1x(k − 1) + β2x(k − 2) + β3x(k − 3), (13)
x(k) = β0 + β1x(k − 4), (14)
xˆ(k) = β0 + β1x(k − 1) + β2x(k − 2) + β3x(k − 3) + β4x(k − 4), (15)
xˆ(k) = β0 + β1x(k − 1) + β2x(k − 4), (16)
xˆ(k) = β0 + β1x(k − 1) + β2x(k − 4) + β3x(k − 8), (17)
3. Комбiнованi полiномiально-авторегресiйнi моделi:
xˆ(k) = β0 + β1k + β2x(k − 1), (18)
xˆ(k) = β0 + β1k + β2x(k − 4), (19)
xˆ(k) = β0 + β1k + β2x(k − 1) + β3x(k − 4). (20)
Множина методiв iдентифiкацiї моделей (6–20).
1. Метод найменших квадратiв (МНК). Оцiнка βˆ вектора β параметрiв
моделей (6–20) знаходиться за умови:
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βˆ = argmin
βˆ
[ε (1) , · · · , ε (37)] · [ε (1) , · · · , ε (37)]T , (21)
де ε (k) = x (k)− xˆ (k) , k = 1, 37.
2. УзагальненийМНК (УМНК). Оцiнка βˆ вектора β параметрiвмоделей
(6–20) знаходиться за умови:
βˆ = argmin
βˆ
[ε˜ (1) , · · · , ε˜ (37)] · [ε˜ (1) , · · · , ε˜ (37)] , (22)
де ε˜ (k) = x˜ (k) − xˆ (k) , k = 1, 37; x˜ (k) – ковзне середнє значення x(k);
x˜ (k) = 1
5
k+2P
i=k−2
x(k + i).
3. Iнтегрований МНК (IМНК). Оцiнка βˆ вектора β параметрiв моделей
(6–20) знаходиться за умови:
βˆ = argmin
βˆ
5X
p=1
[ε (1) , · · · , ε (37− p)] · [ε (p) , · · · , ε (37)]T , (23)
тобто за умови мiнiмуму суми зсунутих на р дискрет ∆t часу добуткiв
ε (k) на ε (k + p).
4. Метод допомiжної змiнної (МДЗ). Оцiнка βˆ вектора β параметрiв
моделей (6–20) визначається, як i МНК – оцiнка (21), але замiсть функцiї
чутливостi ∂ε
∂βˆ
взято деяку допомiжну функцiю U з компонентами Ui . В
нашому прикладi Ui дорiвнює сигнум – функцiї вiд ∂ε∂βi .
Числовий експеримент
На множинi структур (6)–(20) моделей часового ряду (Рис. 1.) та мно-
жинi методiв (МНК, УМНК, IМНК, МДЗ), перевiрено ефективнiсть вико-
ристання фiзично реалiзуємого критерiю (4) на предмет його близькостi
до фiзично не реалiзуємого бажаного критерiю (5). Пiд ефективнiстю тут
розумiється правильнiсть вибору найкращого за критерiєм (5) методу, ви-
браного по критерiю (4). Результати числового моделювання для моделей
(6)–(20) представлено в 15 рядках таблицi. В стовпчиках 1–10 подано:
1 – типи моделей (степеневi (6)–(10), авторегресiйнi (11)–(17), комбiнова-
нi (18)–(20)); 2 – вiдносну середньо - квадратичну похибку моделювання
ряду вiдповiдною моделлю на k = 1, 37 при iдентифiкацiї її по МНК; 3 –
фiзично не реалiзуємий iдеальний критерiй (5) для моделi, отриманої по
МНК; 4 – фiзично реалiзуємий критерiй (4) при iдентифiкацiї моделi по
МНК; 5 – найкращийпо критерiю (4) метод iдентифiкацiї для вiдповiдної
до рядка моделi;
6 – значення iдеального критерiю (5) для вибраного за реальним крите-
рiєм (4) методом i для вiдповiдної до рядка моделi; 7 – значення критерiю
(4) для вибраного за ним найкращого методу iдентифiкацiї для вiдповiд-
ної до рядкамоделi; 8 – найкращий за iдеальним критерiєм (5) метод iден-
тифiкацiї вiдповiдної до рядка моделi; 9 – значення iдеального критерiю
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(5) для найкращого за ним методу iдентифiкацiї моделi вiдповiдного ряд-
ка; 10 – значення реального критерiю (4) для найкращого за критерiєм (5)
методу iдентифiкацiї моделi вiдповiдного рядка.
Аналiз результатiв експерименту
1. На множинi з 15-ти структур моделей i 4 методiв iдентифiкацiї для
конкретного ряду (Рис.1) найкращою по iдеальному критерiю (5) вияви-
лась авторегресiйна модель (17) зi змiнним запiзненням на k − 1, k − 4 i
k − 8 крокiв; метод – МДЗ. За реальним критерiєм (4) отримано той же
результат (!). Взагалi, з 15 розглянутих випадкiв у 8-ми оптимальний ме-
тод iдентифiкацiї за реальним критерiєм (4) було вибрано вiрно (рядки 2,
3, 6, 7, 10, 11, 12, 15 таблицi), тобто вiн спiвпав з методом, вибраним по
iдеальному критерiю (5). В iнших 7-ми випадках (рядки 1, 4, 5, 8, 9, 13, 14)
iдеальний показник (5) для методу, вибраного за реальним показником
(4), несуттєво гiрший за цей показник для оптимального за iдеальним
показником методу (стовпчики 6 i 9).
2. По мiрi ускладнення моделей (6), (7), (8), що є степеневими рядами,
показник (2) (II стовпчик таблицi) середньо-квадратичної похибки апро-
ксимацiї ряду (Рис.1) моделями (6)–(8) зменшується, що природно витiкає
з теореми Вейерштраса про апроксимацiю рядами Тейлора. В той же час
iдеальний критерiй (5) точностi прогнозу при ускладненнi моделей погiр-
шується (рядки 1,2,3 третього стовпчика таблицi). Це пiдтверджує необ’-
єктивнiсть внутрiшнього апроксимативного критерiю (2), некоректнiсть
його використання для задачi прогнозу.
Таблиця
Результати моделювання
1 2 3 4 5 6 7 8 9 10 11
1 6 0,49 0,47 0,25 УМНК 0,41 0,242 МДЗ 0,363 0,26 1,3
2 7 0,484 0,593 0,26 IМНК 0,415 0,223 IМНК 0,415 0,223 1,43
3 8 0,476 0,883 0,41 IМНК 0,38 0,2 IМНК 0,38 0,2 2,32
4 9 0,485 0,593 0,27 УМНК 0,43 0,226 IМНК 0,365 0,235 1,62
5 10 0,488 0,49 0,25 IМНК 0,45 0,23 УМНК 0,425 0,237 1,15
6 11 0,49 0,435 0,24 УМНК 0,42 0,235 УМНК 0,415 0,235 1,05
7 12 0,62 0,58 0,28 УМНК 0,56 0,262 УМНК 0,558 0,262 1,04
8 13 0,123 0,143 0,04 МНК 0,143 0,04 МДЗ 0,096 0,048 1,49
9 14 0,133 0,1 0,03 МНК 0,1 0,03 МДЗ 0,088 0,126 1,13
10 15 0,113 0,122 0,037 МДЗ 0,092 0,03 МДЗ 0,092 0,03 1,33
11 16 0,131 0,103 0,034 МДЗ 0,091 0,031 МДЗ 0,091 0,031 1,13
12 17 0,087 0,092 0,015 МДЗ 0,063 0,011 МДЗ 0,063 0,011 1,46
13 18 0,488 0,47 0,245 МДЗ 0,489 0,225 УМНК 0,411 0,237 1,14
14 19 0,132 0,108 0,035 МНК 0,108 0,035 МДЗ 0,081 0,038 1,33
15 20 0,131 0,111 0,036 МНК 0,111 0,037 МНК 0,111 0,037 1
3. Дещо iнша ситуацiя має мiсце для авторегресiйних i змiшаних
полiномiально-авторегресiйних моделей (11)–(20). Тут, внаслiдок регуля-
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ризуючої властивостi МНК, коли змiннi зашумленi, внутрiшнiй критерiй
(2) середньо-квадратичної мiри близькостi на дiлянцi апроксимацiї i зов-
нiшнiй, як iдеальний (5), так i (k = 1, 37) реальний (4) критерiї стають
достатньо сильно корельованими. Тобто для цього класу моделей менш
критичне використання апроксимативного критерiю (2) в задачi прогнозу
в точки (38–43) по зашумленим даним в точках (1–37). Тут має мiсце са-
морегуляризацiя. Чим складнiше авторегресiя, тим гiрше обумовленiсть
iнформацiйної матрицi МНК для точних даних. Але для зашумлених
некорельованою перешкодою даних дiагональнi елементи цiєї матрицi
збiльшуються i, як результат, зменшуються (за модулем) МНК-оцiнки ко-
ефiцiєнтiв моделi, тим самим спрощуючи (регуляризуючи за А.М. Тихо-
новим [2]) модель.
4. Зiставимо значення iдеального критерiю (5) для моделей, отрима-
них по МНК (стовпчик 3) i одному з запропонованих методiв (стовпчик
6) з оптимiзацiєю по реальному критерiю (4). З 15 моделей тiльки для мо-
делi (18) показник (5) несуттєво менший. Тобто тiльки тут за критерiєм
(4) помилково замiсть МНК було вибрано МДЗ. В iнших чотирнадцяти
випадкахметод, знайдений за умови мiнiмумуфiзично реалiзуємого кри-
терiю (4) точностi прогнозу, дав кращi результати, нiж МНК, або такi ж,
якщо по (4) вибирався, як кращий, МНК (стовпчики 6 i 3 таблицi).
5. В межах одного методу iдентифiкацiї, наприклад, МДЗ (стовпчик
6, рядки 10–13) розкид iдеального критерiю (5) залежно вiд структури
моделi складає вiд 0,063 до 0,489, що пiдтверджує актуальнiсть вибору
структури моделi.
В межах однiєї, наприклад, оптимальної за критерiєм (5) моделi (17),
оптимiзацiя рiшення на множинi з чотирьох методiв (МНК, МДЗ, УМНК,
IМНК) дає виграшв 1,5 рази (0,092 – дляМНК i 0,063 – дляМДВ, як опти-
мального методу). Це пiдтверджує актуальнiсть вибору методу iдентифi-
кацiї.
6. В цiлому оптимiзацiя на множинi методiв i моделей дає суттєвий
виграш у точностi прогнозу. Визначимо цей виграш, як вiдношення кри-
терiю (5) для моделi з коефiцiєнтами, визначеними по МНК (стовпчик 3
таблицi) до значення того ж критерiю (5) для тiєї ж моделi, з коефiцiєн-
тами, визначеними оптимальним по (5) методом (стовпчик 9 таблицi). В
стовпчику 11 таблицi подано це вiдношення, що лежить у межах вiд 1
до 2,32.
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