We investigate the details of the bulk-boundary correspondence in Lorentzian signature anti-de Sitter space. Operators in the boundary theory couple to sources identified with the boundary values of non-normalizable bulk modes. Such modes do not fluctuate and provide classical backgrounds on which bulk excitations propagate. Normalizable modes in the bulk arise as a set of saddlepoints of the action for a fixed boundary condition. They fluctuate and describe the Hilbert space of physical states. We provide an explicit, complete set of both types of modes for free scalar fields in global and Poincaré coordinates. For AdS 3 , the normalizable and non-normalizable modes originate in the possible representations of the isometry group SL(2, IR) L × SL(2, IR) R for a field of given mass. We discuss the group properties of mode solutions in both global and Poincaré coordinates and their relation to different expansions of operators on the cylinder and on the plane. Finally, we discuss the extent to which the boundary theory is a useful description of the bulk spacetime.
Introduction
The description of certain charged black holes as D-branes in string theory implies a connection between the low-energy gauge dynamics on the brane and the low energy supergravity in spacetime. 1 Recently, Maldacena has proposed decoupling limits in which the brane gauge dynamics is dual to string theory on the near-horizon anti-de Sitter geometry of the corresponding black hole [2] .
A more precise definition of this duality was developed in [3, 4] . We associate to the string compactification on AdS d+1 × M a conformal field theory living on a space conformal to the d-dimensional boundary B of the AdS factor. To each field Φ i there is a corresponding local operator O i in the conformal field theory. The relation between string theory in the bulk and field theory on the boundary is:
Here S eff is the effective action in the bulk, Φ b,i is the field Φ i restricted to the boundary, and T is the time-ordering symbol in the field theory on B. The expectation value on the right hand side is taken in the boundary field theory, with Φ b,i treated as a source term. In the classical supergravity limit, given a boundary field we solve for the corresponding bulk field and use it to relate the bulk effective action to boundary correlation functions.
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In Euclidean AdS this proposal used the absence of normalizable solutions to the field equations, and the resulting unique extension of a boundary field Φ b,i into the bulk [4] . We are interested in issues of spacetime causal structure and dynamics, so we would also like a Hamiltonian formulation of the bulk theory in Lorentzian signature AdS spaces. The standard construction of quantum field theory depends on the existence of a complete set of normalizable modes, which is in tension with the unique extendibility of AdS boundary conditions into the bulk. Indeed, several consistent quantizations have been found [5, 6] , involving particular choices of boundary conditions for AdS spacetimes and the resulting set of normalizable modes. On the other hand, the bulk-boundary correspondence demands the ability to tune the boundary conditions in order to describe the appropriate boundary correlation functions. In this paper we resolve these tensions by arguing that the bulk-boundary correspondence as formulated in [2, 3, 4] demands the inclusion of both normalizable and non-normalizable modes. The former propagate in the bulk and correspond to physical states while the latter serve as classical, non-fluctuating backgrounds and encode the choice of operator insertions in the boundary theory.
We begin in Sec. 2 by reviewing the computation of boundary correlation functions, and providing a prescription for computing the bulk effective action in a Hamiltonian formulation. We will argue that specifying the boundary conditions involves turning on non-normalizable modes which do not fluctuate. Including such nonfluctuating modes may seem strange, but several well-known examples exist in other contexts: a classic example is a field theory which undergoes spontaneous symmetry breaking, and more recent related examples arise in [9, 10, 11] . Normalizable solutions to the wave equation are then used in the mode expansion of operators and the construction of a Fock space. The resulting Hilbert space of states is identified with the Hilbert space of the boundary theory [12, 4] . In Sec. 3 we make this more explicit by studying solutions to the wave equation for free scalars of arbitrary mass. We find that for general masses, the field equations have both normalizable and non-normalizable solutions and the latter couple to the boundary.
In Sec. 4 we specialize to AdS 3 , whose bulk isometry group and boundary conformal group are both G = SL(2, IR) L × SL(2, IR) R . We show that the normalizable modes transform in unitary irreducible representations of G while the nonnormalizable modes transform in non-unitary reducible representations which contain a highest weight module. The normalizable and non-normalizable highest weight representations are built on states with SL(2, IR) L × SL(2, IR) R weights h L = h R = h ± = (1/2)(1 ± √ m 2 Λ 2 + 1). 3 Interesting subtleties arise for small masses and for integral ν = (1/2) √ m 2 Λ 2 + 1. We carry out the analysis in both global and Poincaré coordinates in order to discuss conformal field theories both on the cylinder and the plane. The latter case has some curious features because Poincaré coordinates only cover a patch of the global spacetime. We conclude the paper with a discussion of the utility and limitations of the bulk-boundary correspondence for describing bulk spacetime physics via the boundary gauge theory.
Boundary correlators from the bulk Euclidean formulation:
Specifying the boundary behaviour of a field Φ in Euclidean AdS leads to a unique solution to the equations of motion, given some regularity conditions (see [4] for discussion and references). So (1) is unambiguously interpreted by evaluating the AdS d+1 effective action on the unique bulk extension of the boundary field. For a free scalar Φ with boundary value Φ b ,
We relate this to the right hand side of (1) by integrating by parts. Since Φ is a solution to the equations of motion, the bulk contribution vanishes. There is, however, a boundary term which is non-vanishing for the relevant solutions to the Euclidean wave equation:
(Here r = 0 is the boundary of spacetime in the Poincaré coordinates defined in the Appendix.) As r → 0 this is quadratic in Φ b and can be thought of as a quantity in the boundary theory. In order to compare to the right-hand side of (1), we must identify the boundary operator coupling to Φ. The dimension of the operator is determined by the growth of Φ at the boundary of AdS [3, 4] . In particular, suppose that the boundary behavior of Φ is Φ
Then the corresponding operator has mass dimension d + λ. In fact, this procedure is not completely well-defined: in general, (3) blows up and some regularization is required in order to extract the correlator [13] . For interacting theories, we can calculate S eff perturbatively by integrating over fluctuations away from the classical solution. These fluctuations should have finite action and vanish appropriately at the boundary.
Lorentzian formulation: In Lorentzian signature AdS spacetime the relation in (1) is more subtle, because there are normalizable solutions to the wave equation [5, 6, 14] which do not affect the leading boundary behavior (4) . So the boundary value Φ b does not uniquely specify the bulk field. Furthermore, the normalizable modes cannot be projected out since they are needed to expand quantum operators, build a Fock space, and compute Green's functions in the bulk. The bulk effective action appearing in (1) can be written as:
where the path integral 4 is taken over fields Φ i that take the boundary value Φ b,i . The measure DΦ i can be normalized by requiring that Z eff = 1 when the boundary condition is trivial (Φ b,i = 0). In general there is a set of saddle points that must be summed over; these correspond to the normalizable modes that are solutions to the equations of motion with a fixed boundary condition. For a free theory in Minkowski space, the normalizable modes indicate that there is a manifold of flat directions that must be integrated over for fixed boundary behavior. For a free theory the calculations in Refs. [3, 4] are not affected as the flat directions lead to an overall volume factor that is divided out when we appropriately normalize the path integral.
In order to define the path integral in (5) we must specify the behaviour of fields at the AdS boundary. We will see that boundary conditions can be specified by including certain modes that are generically not normalizable or at least perturb the asymptotic geometry too violently. In fact, these are precisely the modes that are identified in [3, 4] with sources coupling to boundary operators. As such, these modes should be locked or non-fluctuating. Such non-fluctuating modes arise in a variety of contexts. One example is the homogeneous mode of a scalar field that takes a nonzero value through spontaneous symmetry breaking. Another example is Euclidean field theory on spaces with constant negative curvature; the authors of ref. [9] note that the large volume at infinity keeps modes with certain boundary conditions from fluctuating. Our discussion is particularly reminiscent of Liouville theory, where local operators create non-normalizable wavefunctions when inserted in a disc amplitude [10, 11] . This analogy is especially attractive after the work in [16] and was a motivation for the present form of this paper; indeed, for AdS 3 the gravity sector of the bulk has a Chern-Simons action which reduces to a boundary Liouville theory [17, 18] . In particular ref. [16] relates the asymptotic behavior of solutions to the wave equation to the gravitational dressing of chiral operators in the boundary CFT.
For an interacting theory, our prescription provides the analog of an S-matrix for field theories in AdS space, an issue raised in Ref. [15] . In standard flat-space field theory, one specifies boundary conditions at infinity by turning off the interactions and physically separating the initial excitations, so that we can sensibly discuss asymptotic states. In our picture, even though the bulk excitations may not be separable and asymptotic states may not exist, we can sensibly discuss the dependence of the partition function on boundary conditons for locked fields at infinity. 4 Here we are restricting attention to those low energy processes for which a field theory path integral makes sense. More generally, the full string theory partition function is implied.
Hamiltonian quantization:
Once we have specified the boundary conditions, we must ask what fluctuating modes to keep in a Hamiltonian formalism. The point is that quantization requires a complete, normalizable set of field modes, which in AdS space requires some sort of boundary condition at infinity. Several consistent choices have been suggested in the past; for the bulk-boundary correspondence to make sense the choice should be unambiguously determined by the physics of the situation. Our prescription is heavily motivated by the work of Breitenlohner and Freedman [6] (which covers AdS 4 ), so we will review their discussion for scalars of arbitrary mass m in AdS d+1 (also see [7] ).
Fix a spacelike slice Σ ⊂ AdS d+1 with coordinates x and an orthogonal, timelike coordinate t. Given two solutions u 1 , u 2 to the scalar wave equation, define the inner product:
If u 1 = u 2 , this is the integral of the time component of the current
Here j t is only time-independent up to boundary terms coming from the timelike boundary of anti-de Sitter space; it is easy to see, using the equations of motion, that
where ∂Σ is the boundary of the spacelike slice. The authors of [6] find complete sets of modes by demanding, first, that the flux normal to the boundary vanish at infinity. They also demand that no energy is exchanged with the boundary:
The authors of [6, 7] considered the relative merits of the canonical and improved stress tensors in this equation. This potential ambiguity in the stress tensor arises because the curvature is constant, and its possible coupling to a scalar field would appear as an effective mass term. In our case the choice is dictated by the underlying string theory and the supergravity effective action that descends from it. We will simply treat scalar fields of mass squared m 2 with the understanding that the mass term may contain a contribution from a curvature coupling.
We will find that for masses m
, simply requiring normalizability is sufficient to isolate a suitable class of fluctuating solutions, and the more refined discussion in Ref. [6] is unnecessary.
, there are two sets of normalizable solutions and some criterion is needed to distinguish them. Refs. [6, 7] show that for any given field propagating on AdS d≥4 , conservation of the inner product (6) and the vanishing of F at the boundary requires either but not both sets. Furthermore, in the case of AdS 4 , the authors of [6] show that the two sets of modes are built on representations of the conformal algebra with different lowest energy states and that supersymmetry generically requires one to take both types of mode into account. The clearest example is that of the scalar and pseudoscalar in the gravity supermultiplet of gauged N = 4 supergravity [6] . Both are conformally coupled, and supersymmetry requires that the modes of the scalar lie in one representation while the modes of the pseudoscalar lie in the other. Further criteria are needed, however, to decide which assignment is realized. In this particular case, Hawking [8] 5 imposed the requirement that the metric be asymptotically antide Sitter (in a sense defined in that work) to find particular boundary conditions on the linearized metric perturbations. Supersymmetry then requires the scalar mode to live in the representation whose highest-weight state has the lowest energy. It would be nice if similar criteria could be applied to general modes in the range −d 2 /4 < m
, independently of supersymmetry; we will not investigate this point, however.
Summary:
The lesson is that we need to keep both normalizable and nonnormalizable modes in AdS spacetimes. The non-normalizable modes correspond to operator insertions in the boundary gauge theory; from the AdS point of view they provide non-trivial boundary conditions. The normalizable modes fluctuate in the bulk; quanta occupying such modes have a dual description in the boundary Hilbert space. In path integral language, (1) can be understood via the background field expansion: we compute the effective action by expanding the path integral of the bulk theory as Φ = Φ cl + δΦ .
Φ cl is a classical, nonnormalizable solution to the equations of motion, corresponding to an operator insertion at infinity and a particular choice of boundary conditions. Then δΦ is the fluctuating piece over which we integrate to get the partition function. The normalizable modes appear as stationary points of the action given the background Φ cl .
Explicit modes for scalars of arbitrary mass
In this section we show that a scalar of arbitary mass in AdS spacetime has both fluctuating and non-fluctuating solutions that implement the bulk-boundary correspondence as advocated above. Generically, the non-fluctuating solutions are not normalizable in the norm (6).
Solutions in Poincaré coordinates
We begin with solutions in Poincaré coordinates, which allows for a direct comparison with refs. [3, 4] . It is easy to separate variables in these coordinates by writing the scalar of mass squared m 2 /Λ 2 as:
5 We would like to thank S. Ross for pointing out this reference and its relevance.
χ then satisfies the equation
For q 2 = k 2 − ω 2 > 0, the solution is [3, 13]:
where ν =
This solution is non-normalizable at the boundary at infinity but well-behaved in the interior. The second, independent solution I ν is very badly behaved (i.e. blows up exponentially) in the interior and is therefore eliminated. If we consider anti-de Sitter space as the near-horizon geometry of a brane, then in the asymptotically flat region Φ s.l. would have imaginary momentum perpendicular to the brane.
For q 2 < 0, there are two possible solutions which are regular in the interior. If ν is not integral,
are two independent solutions. If ν is integral, J ±ν are equivalent, and the two independent solutions are Φ (+) in (14) and
(Note that many of the scalar modes arising from the Kaluza-Klein reduction of string theory down to AdS d+1 have integral ν [4, 20, 21, 22, 23, 24, 25] , so this is a "special case" of particular importance.) The boundary term (3) will vanish for Φ (+) ; for Φ (−) it will either go to a constant (for m 2 = 0, d = 2) or blow up. Φ s.l. and Φ (−) both behave as
as discussed in [3, 4] , where
For
As in [3, 4] , Φ (−,s.l.) couple to operators of dimension 2h + . The asymptotic behavior of Bessel functions is well-known, so criteria for selecting fluctuating and non-fluctuating modes are easy to apply. For ν > 1, only Φ (+) is normalizable and Φ (−) must therefore act as the non-fluctuating source term in (1). For ν < 1 the story is more complicated as both of Φ (±) are normalizable and, as pointed out in Refs. [6, 7] , both kinds of modes are necessary for supersymmetry. Indeed, for compactifications of M-theory on AdS 4 × S 7 , a conformally coupled scalar and pseudoscalar appear in the KK spectrum [20, 21, 25, 26] . 7 Both analysis of the KK spectrum and its relation to operators in the dual 3D CFT [25, 26] , and the arguments in [8] , show that the fluctuating modes for the scalar are of the form Φ (−) and the fluctuating modes for the pseudoscalar are of the form Φ (+) . Furthermore, the "conjugate" solutions Φ (+) and Φ (−) couple to operators with dimension h − and h + , respectively [25, 26] . 8 One may worry legitimately that for the scalar mode, interpreting (1) is problematic because the surface term (3) diverges for this mode and not for the "source" modes coupling to the boundary. Perhaps the answer is that when computing correlation functions, one does not perturb the background with classical normalizable modes. At present we will leave the resolution of this issue for future work.
It is also worth noting that the borderline non-normalizable modes,
, contain the singleton [34, 35] .
Solutions in global coordinates
Let us examine a scalar of mass m 2 /Λ 2 . Make the substitution:
Here Y ℓ are the ℓ th spherical harmonics on S d−1 , for which:
with ℓ ≥ 0. The wave equation in global coordinates (see the Appendix) is:
We have chosen Φ with which we can build an arbitrary configuration on S d−1 ×IR for a given ρ; (21) then gives us the ρ dependence. For general m 2 , ω the equation of motion is easily converted into a hypergeometric equation which can naturally be expanded in variables that vanish either at the origin (ρ = 0) or the boundary (ρ = π/2). For maintaining regularity at the origin, it will be easier to examine the solutions as functions of sin 2 ρ. For examining the boundary behavior, solutions as functions of cos 2 ρ will be more convenient. We will display both sets of solutions explicitly. Of course one can pass between them using standard formulae relating hypergeometric functions as arguments of z and 1 − z [19, 28, 29] ; these permit the enforcement of regularity conditions at the origin and the boundary , thereby imposing quantization conditions on the spectrum of the theory.
Begin by substituting:
7 We would like to thank O. Aharony for pointing out this example, and for discussing the ν < 1 case in general. 8 Note that the fact that the scalar mode has dimension 1 < d 2 contradicts the statement made in Ref. [4] for Euclidean theories that the dimension of operators in the CFT is bounded below by Let y = sin 2 ρ. It is then easy to see that:
where
The equations for h, b each have two solutions:
The hypergeometric equation will have two independent solutions, corresponding to the two solutions of the indicial equation for b. One solution will be logarithmic if
is an integer, i.e. if d is even. Choosing instead x = cos 2 ρ, one gets the hypergeometric equation: (27) with h, b as before. Again, the hypergeometric equation has two independent solutions; this time they correspond to the two solutions of the indicial equation for h. One solution will be logarithmic if ν = 1 2 √ d 2 + 4m 2 is an integer. In fact, if we wish to transform solutions as functions of sin 2 ρ to solutions as functions of cos 2 ρ, the relevant formulae are modified in the case of integral ν; thus we will examine the two cases separately.
Behaviour at the origin: The behaviour at the origin is conveniently analyzed by studying solutions as a function of sin 2 ρ. Choose, without loss of generality, h = h + . The first solution as a function of sin 2 ρ is:
The second solution depends on whether d is even or odd. If d is odd, then:
9 Let λ bf be what ref. [6] calls λ and λ w ± be what ref. [4] calls λ. Then h is related to these as
We use the notation in [19] .
If d is even the second solution is logarithmic:
following ref. [29] , and
We must impose a regularity condition at the origin because in order for (1) to make sense, we should not have contributions to correlation functions coming from the interior. So we will only keep solutions for which the boundary term of the classical action vanishes at the origin ρ = 0:
It is easy to show that this means that only the first solution Ψ (1) is allowed.
ν nonintegral
Behaviour at the boundary: To study the behaviour at the boundary it is most convenient to work with solutions as a function of cos 2 ρ:
and
In general the regular solution at the origin (Ψ (1) ) is a linear combination of Φ (±) .
We can see directly that the leading behavior at the boundary of Φ (±) is (cos ρ)
, while the norm of Φ (+) converges. Thus, up to regularity at the origin, Φ (+) is our candidate normalizable mode. Similarly, a combination of Φ (+) and Φ (−) is a candidate non-normalizable mode. Again, its behavior at infinity indicates that it will couple to operators of dimension h + in (1).
For ν < 1 both modes are well-behaved at infinity and further examination is required to select the relevant fluctuating modes, just as in our discussion of the solutions in Poincaré coordinates. Again, fields which have the solutions Φ (±) as their fluctuating modes will have solutions Φ (∓) which act as source terms in (1) for the related operator of dimension h ± in the dual CFT.
Quantization condition for normalizable modes: As we have discussed, regularity at the origin requires the choice of Ψ (1) . This solution can be written as a linear combination of Φ (±) :
(Note that ν is assumed to be non-integral here.) For ν > 1, C (−) must vanish for a fluctuating solution because the norm of Φ (−) diverges at the boundary. This will happen if one of the gamma functions in the denominator has zero or a negative integer as its argument, i.e. if
So this is the spectrum of normalizable modes Φ (+) for ν > 1. For the same range of ν, non-fluctuating modes do not have a quantization condition. For a special set of frequencies
the non-fluctating modes are purely of the Φ (−) type. We will see in the next section that such modes are in a highest weight representation. In general, however, the non-normalizable modes are simply the linear combination appearing in (37).
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For ν < 1, both Φ (+) and Φ (−) are potentially normalizable because both norms are well-behaved at the boundary. The quantization condition (38) gives the spectrum of normalizable modes of the form Φ (+) . Normalizable modes of the form Φ (−) are obtained by imposing instead:
After picking one of these towers as the fluctuating modes, the remaining modes that are regular at the origin should be locked and mediate the bulk-boundary correspondence. As we have already discussed, the case when ν < 1 and Φ (−) is the fluctuating mode is confusing since the locked mode falls off faster at the boundary than the fluctuating mode. As a result, for the non-fluctuating mode to couple as source to an operator in the boundary theory with dimension h − , it must not contain any terms which behave as (cos ρ) 2h − at the boundary. Thus, its frequency must be quantized according to (38) ; it seems that in this case one cannot write a classical source with arbitrary behavior in global time. If we simply interpret the left-hand side of (1) as a path integral over field configurations which fall off as (cos ρ) 2h + , then there will be no saddle points in the path integral when the time dependence of the boundary configuration is arbitrary. We leave the resolution of this conundrum for future work.
Upon imposing the conditions (38) and (40) for Φ (+) and Φ (−) respectively, the solutions may be written in terms of Jacobi polynomials:
It is easy to show that these quantized Φ (+) can be made orthonormal under the norm (6). For ν < 1 these quantized Φ (−) can be made orthonormal as well.
ν ∈ Z Z + ∪ {0}
As functions of sin 2 ρ the solutions Ψ (1, 2) are the same as before. Because ν is the difference of the roots of the indicial equation, however, the solutions expanded near infinity are a little different than those listed above. Φ (+) is the same as before:
Again, the norm (6) is well-behaved at infinity. For ν = 0 Φ (−) becomes:
12 See Ref. [28] for notation.
Here h(e, f, g, ω, k) is defined in (31) . Note that this has a well-behaved norm at the boundary. For ν > 0 the second solution is:
.
The norm of these solutions blows up at the boundary.
Quantization condition: Once again we can start with the solution Ψ (1) which is regular at the origin and examine its behavior at the boundary. The transformation laws are modified when ν is integral, so that:
Once again, in order to isolate normalizable modes which fall off as (cos ρ) 2h + at the boundary we must impose (38) . At these frequencies, the gamma functions in the denominator of the coefficient of the final sum have negative integer argument; so only terms in the sum which have compensating poles will survive. Such poles will come from one of the final two ψ functions; thus, the logarithmic term drops out and the solution falls off at the boundary as desired, giving a series of modes built from Φ (+) . Equivalently, one can easily show that when (38) holds, Φ (+) is regular at the origin. As before, for general ω we have non-fluctuating modes which are well-behaved at the origin and which have a logarithmic part at infinity. A particularly interesting set of non-normalizable solutions occurs when
For such frequencies the final sum in (45) vanishes and the result is, as in the case of non-integral ν, a rational function in cos ρ. We will see in the next section that these solutions are part of a special highest weight representation that exists for integral ν.
4 AdS 3 and SL(2, IR) × SL(2, IR)
The zoo of solutions that we have described in global coordinates should fall in various representations of the spacetime isometry/boundary conformal group. The fluctuating modes should clearly fall in unitary representations, and the boundary operators should create states (in sectors for which the state-operator map is one-to-one) which fall in such unitary representations as well. The non-normalizable modes do not have to fall in unitary representations of the conformal group, but we will see that they do lie in linear representations. Since they couple to primary boundary operators and their conformal descendants, such representations are also important; in order to understand the coupling of descendants we need to understand how the various representations combine. We will discuss mode solutions in AdS 3 , for which the representations of the isometry group are well-known; see especially [31] for a discussion and references. The highest-weight unitary representations in global coordinates and the continuous representations in Poincaré coordinates were discussed in [32] . As we will see, the results of the previous section provide explicit expressions for the wavefunctions for all of the linear representations.
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As discussed in Appendix A.1, AdS 3 is obtained as the hyperboloid
The isometry group of R 2,2 is clearly SO(2, 2) generated by:
We can construct two commuting SL(2, IR) factors from these generators as SL(2, IR)
and similarly for theL. These generators preserve the hyperboloid that embeds AdS 3 in R 2,2 and so are also isometries of
The quadratic Casimir of SL(2, IR) L is then:
(50) 13 For previous discussions of SL(2, IR) × SL(2, IR) structure in solutions to the wave equation in black hole backgrounds, see the review [33] and the references therein.
Representations can be built by starting with a state |ψ with L 0 eigenvalue E and acting on it with powers of L + or L − . The commutation relations as defined imply that L − (L + ) raises (lowers) the L 0 eigenvalue by one unit. Highest (lowest) weight representations contain a state |h that is annihilated by L + (L − ). The entire representation can be built by acting on this state with arbitrary powers of L − (L + ).
Review of the representations of SL(2, IR).
The irreducible representations of the SL(2, IR) algebra are well known [30] . Barut and Fronsdal [31] derived a set of linear representations which contain them; we will follow their discussion as we will find that this more general set is important for our purposes.
14 The representations are indexed by 2 invariants. The first is h (called −Φ in [31] ) which is related to the quadratic Casimir:
We will see that this is the same h as defined in the previous section; h ± are the two solutions for a given value of the Casimir. The second invariant is the fractional part E 0 of the spectrum of L 0 for a given representation (here we use the same notation as in [31] .) Representations are filled out by starting with a given vector in the representation and acting on it an arbitrary number of times with L ± . The resulting representations are:
• D(L 2 , E 0 ). This an irreducible, infinite-dimensional representation but does not have a highest or lowest weight state. h and E 0 are not related; the only condition is that h ± E 0 is not an integer. E does not even have to be real, but since we wish to describe stable modes in spacetime we will not consider complex values. We can define − without losing generality; the spectrum is L 0 = E 0 + n for n an arbitrary integer. For fixed L 2 and E 0 , the representations for each branch of (51) are equivalent. The non-unitary representations will correspond to non-normalizable modes for which the energies are not related to the mass, i.e. for which ω is not quantized in even integers above 2h − + ℓ. Imposing unitarity restricts D(L 2 , E 0 ) to two types of representations:
1. D P -the "principal series" occurs for
; thus h = 1 2 + iλ. λ = 0 will correspond to unstable modes in spacetime as noted in [6, 4] .
D S -the "supplementary series" occurs for
. Here h is real and |h − − |E 0 |. This occurs in the range 0 < ν < 1 discussed in the previous section.
• D + (h, E 0 ). This is an irreducible, infinite-dimensional highest weight representation and exists for 2h / ∈ Z Z − ∪ 0. E 0 = h and the spectrum is L 0 = E 0 + n for 14 We use generators with a slightly different normalization than [31] . The generators in [31] are called L 12 and M ± , and the Casimir is called Q. In this notation our generators are L 0 = L 12 and
integral n ≥ 0; the highest weight n = 0 state is annihilated by L + . The representation will be unitary if h > 0. These states correspond to the solutions in global coordinates quantized according to (38) for general ν. For non-integral ν solutions quantized according to (40) also transform in this representation. The solutions Φ (+) have h = h + > 0 and live in a unitary positive energy representation. The solutions Φ (−) have h = h − ; they live in a non-unitary representation for ν > 1 and in a unitary representation for ν < 1. The derivation of this representation in [31] shows that it can be imbedded in a reducible, nondecomposable representation where n is an arbitrary integer. In this representation we can reach D + by starting with negative n states and acting on them repeatedly with L − ; however, once we examine states in D + we cannot leave the irrep with actions of L ± because of the highest weight state.
• D − (h, E 0 ). This is an irreducible, infinite-dimensional lowest weight representation and again exists for 2h / ∈ Z Z − ∪ {0}. E 0 = −h and the representation is unitary for h > 0. The spectrum is L 0 = E 0 − n for integral n ≥ 0. The lowest weight n = 0 state is annihilated by L − . These are the negative energy modes corresponding to D + . Ref. [31] imbeds this in a reducible, nondecomposable representation which contains energies larger than that of the lowest weight (highest energy) state.
• D(h). This is an irreducible, finite-dimensional representation. It occurs when 2h ∈ Z Z − ∪{0} and E 0 = 0. Its spectrum is L 0 = h+ n for integral 0 ≤ n ≤ −2h. The representation is only unitary in the case h = 0, i.e. for the identity representation, also known as the singleton [34, 14, 36] . It is contained in a reducible nondecomposable representation for which n is arbitrary. D(h) arises in AdS 3 as Φ (−) for integral ν. In global coordinates, the case ℓ = 0, ω = 2h − · · ·−2h − for integral ω corresponds to a tensor product D(h − )×D(h − ) transforming under SL(2, IR) L × SL(2, IR) R . For arbitrary ℓ nondecomposable representations containing this irrep can occur.
In the next subsection we will explicitly discuss how these representations are realized as solutions to the wave equation in AdS 3 in global coordinates.
Global coordinates
In global coordinates the AdS 3 metric is:
and a scalar field of mass m has a wave equation (2 − m 2 Λ 2 )φ = 0 where:
In these coordinates, a convenient basis for SL(2, IR) L is:
Starting with generators in (47) and using the coordinate patch in Appendix A.1 that yields the global metric, it is easy to work out the explicit representation:
where w = t + θ andw = t − θ. The generatorsL 0 ,L ± of SL(2, IR) R are obtained by exchanging w andw in (55-57). Clearly L 0 ±L 0 generate time translations and rotations.
Discussion of explicit solutions: The d'Alembertian for scalar fields is given in terms of the left and right Casimirs as:
The highest weight states D (+) and D are simplest to describe. We require that L + Φ H =L + Φ H = 0, and this imposes h =h. Using this, the d'Alembertian in (58) acting on highest weight states reduces to:
Explicit solutions of the equation
so that h in this section and in the previous section are the same.
H are precisely the minimum-energy normalizable modes found in Sec. 3.2 (here tan ρ = sinh µ as in Appendix A.1). Φ
(−)
H are the nonnormalizable modes of lowest energy in the spectrum (39) . Other non-fluctuating modes will live in non-highest-weight representations. Descendant states are constructed on the primary Φ H by the action of (L − ) p (L − ) q and have weights h = h ± +p andh = h ± + q. Examining the differential operator L − shows that all of these solutions have the same boundary behaviour as the primary states and therefore share their normalizability properties. Finally, L 0 +L 0 is the generator of time translations, and L 0 −L 0 is the generator of rotations, so that the frequency and angular momentum are given by ω = h +h and ℓ = h −h. The spectra of the two towers of states are given by:
This matches the spectra for the ν / ∈ Z Z solutions found in Sec. 3.2. For integral ν, the situation is the same for representations built on h + ; the modes living in this representation are again the normalizable solutions Φ (+) . The non-fluctuating states will fall into two types. If ω is not quantized according to (46), the solutions will live in the representations D(L 2 , ω). If the energies are quantized according to (46), then the solutions Φ (−) will live in nondecomposable representations containing the finite-dimensional representations R = D(h − ) × D(h − ). The lowest energy (highest weight) state in R has ω = 2h − and is given by
The highest energy (lowest weight) state in R has ω = −2h − = 2h + − 2 and is given by e iwh − +iwh − (cosh µ)
which is annihilated by L − andL − . One may also find these modes in the manner described in Sec. 3.2.2. The case ν = 1 is quite straightforward and interesting. In addition to the (unitary) identity representation at ℓ = 0 there are solutions with (h ∈ Z Z + ,h = 0):
One may apply L ± to reach other such solutions. For general ℓ, applying L ± to (h,h) = (ℓ, 0) gives us the state (h,h) = (ℓ ∓ 1, 0). Applying L + to (h = 1,h = 0) gives the irreducible identity representation D(0) × D(0). ApplyingL + annihilates all states (h,h) = (ℓ, 0). ApplyingL − to such states brings one to the normalizable set of solutions forming the irrep D + (1, 0) × D + (1, 0). There are similar solutions for (h = 0,h ∈ Z Z + ) and states generated from these by applying the raising and lowering operators. The full representation in this example is a nondecomposable representation and was discussed in Ref. [36] . Such representations were discussed for ν = 0, 1 in AdS d+1 in refs [35, 37] from a somewhat different point of view.
In summary, we have found that every solution to the wave equation which is wellbehaved in the bulk lies in a representation of the bulk isometry/boundary conformal group G = SL(2, IR) L × SL(2, IR) R . The energy is simply the L 0 eigenvalue, and the singularity or zero of the wavefunction at infinity is related to the invariant h of the representation. The map is quite natural. Normalizable modes (plus the singleton) correspond to unitary representations of G; it makes sense to quantize these modes. Non-normalizable modes correspond to non-unitary representations of G. These are the modes we wish to keep as non-fluctuating backgrounds.
Relation to Conformal Field Theory on The Cylinder: As µ → ∞, the generators SL(2, IR) L acting on surfaces of fixed µ become:
These generators and their SL(2, IR) R companions which replace w byw are the standard conformal symmetries of the cylinder. Acting on descendants of a primary state Φ H with weight h, the generators at the boundary become:
The shift of L ± by ±ih arises from the radial derivatives in the bulk generators.
Poincaré Coordinates
In Poincaré coordinates the AdS 3 metric and d'Alembertian are:
As discussed in Appendix A.1 these coordinates only cover a region of AdS 3 and there is a horizon at r = ∞. A convenient basis for SL(2, IR) L in these coordinates is:
Starting with the explicit generators in (47) and implementing the Poincaré coordinates in Appendix A.1 yields the generators:
Here z = t + x andz = t − x. The generatorsL of SL(2, IR) R simply exchange z and z.
Translations and CFT on the plane:
It is instructiive to examine the action of the generators (70) -(72) on surfaces of constant r at the boundary r = 0:
These are the standard generators of conformal transformations on the plane. (The factors of i and Λ arise because we are in Minkowski space and z is a dimensionful coordinate.) In the case of the CFT on the cylinder, L 0 generated translations. L − generates translations on the plane, while L 0 generates dilatations. Furthermore, the basis (69) for SL(2, IR) is different from the basis (54) we used for global coordinates. As discussed in the Appendix, the boundary of the patch of spacetime covered by Poincaré coordinates is conformal to Minkowski space and we have chosen the corresponding natural basis for L 0 and L ± . It is important to emphasize that we are not dealing with the standard bijective map between CFTs on the cylinder and the plane.
The plane that appears at the Poincaré boundary is merely a patch of the cylinder and can only be expected to describe the theory on the cylinder in a thermal sense, after tracing over some degrees of freedom. The Poincaré mode solutions of Sec.3.1 with fixed frequency ω and momentum k are eigenstates of L − andL − with eigenvalues ω±k (see also [32] ). L − generates a noncompact subgroup of SL(2, IR) [31] ; thus the wavefunctions we get by diagonalizing this operator should be continuously moded, as we have found.
Representing the isometries:
We can also construct a set of scalar fields in Poincaré coordinates that carry well-defined weights under L 0 andL 0 . Again, the d'Alembertian is the sum of left and right Casimirs:
where we have used the definition in (50) of SL(2, IR) Casimirs. States of weight (h,h) under L 0 andL 0 must satify the equations:
Since L 0 andL 0 are linear in derivatives, a product of eigenstates of these operators is still an eigenfunction. A general class of eigenstates is given by:
The left and right weights are then:
In global coordinates the eigenstates of L 0 essentially provided a Fourier basis for mode expansions. Here the L 0 eigenstates provide an expansion in a power series of functions.
To find highest weight (primary) states we want to additionally solve the equations L + Φ H =L + Φ H = 0. Simultaneous solution of these conditions requires that z∂ z Φ = z∂zΦ implying that h =h and imposing symmetry between z andz in primary states. Using z∂ z Φ =z∂zΦ and the equation for L 0 Φ = hΦ in L + Φ H = 0 gives:
which is easily solved to give:
It can be explicitly checked that this is a primary state with weights (h, h). Requiring that the d'Alembertian acting on this solution has eigenvalue m 2 Λ 2 yields the condition:
exactly as in the case of global coordinates. For m 2 > 0 and zz < 0 the solutions with h = h + vanish at the boundary (r = 0) and at the horizon (r = ∞) while the the h − solutions diverge in both locations. This agrees with the claim in Sec. 3 that the h − representation alters the boundary conditions but does not fluctuate. Furthermore, it suggests that in Poincaré coordinates the horizon should also be treated as a boundary with which flux can be exchanged. Indeed, it is well known that quantum field theory in a spacetime with horizon requires the specification of horizon boundary conditions. For zz ≥ 0 the situation is more disturbing -the h + solution is singular in the bulk of spacetime at r 2 = zz. This appears to be a pathology that arises because the surface (r 2 −zz) = 0 is a fixed point of L 0 , the generator of dilatations. The eigenstates of L 0 are accordingly singular on this surface.
Discussion and conclusions

Understanding the bulk from the boundary
The original motivation for this work was the desire to study quantum gravity in the bulk spacetime from the perspective of the boundary gauge theory. In particular, we would like to study the appearance of spacetime singularities and horizons (see [12, 38] , for example) which we expect to be related to nonperturbative issues in the gauge theory. A preliminary step is to determine whether we can say anything about local spacetime physics from the boundary perspective.
The existence of the normalizable modes displayed in this article implies that there is a natural Hilbert space of small fluctuations around the bulk AdS background. These fluctuating modes are the probes of bulk causal structure. Since we can map such states into the boundary Hilbert space, we might expect that there is an analysis of local bulk processes from the boundary point of view.
On the other hand it seems that we cannot reconstruct position space correlation functions in terms of the correspondence as written in (1) . To see this let us expand both sides of (1) in a formal series in the boundary field Φ b . For the moment we will work in Euclidean space where this is a well-defined procedure since the bulk field Φ is uniquely determined by Φ b . (We will return to the Lorentzian version below.) As pointed out in [4] , Φ can be expressed in terms of Φ b via the equation (here, in Poincaré coordinates):
where K is a solution to the wave equation behaving as a delta function times a given power of x 0 on the boundary. The quadratic piece of the action can be written as:
F is the inverse spacetime propagator for Φ, which we would like to extract from the boundary theory. This piece can be written as a quadratic expression in Φ b via (81). Expanding (formally) (1) to quadratic order, we find:
Extracting F from this would require "inverting" K, which seems impossible. The integration over r ′ , r ′′ washes out any information about localization in the direction perpendicular to the boundary. Essentially, this point was made in ref. [15] -the correspondence (1) relates off-shell operators in the boundary to on-shell fields in the bulk. Since the r dependence of the latter depends on the (t, x) dependence, full localization is not possible.
The point is that instead of being able to reconstruct arbitrary off-shell correlators, we must be content with a description of on-shell quantities in the bulk. Indeed, our knowledge of the mapping between the bulk and boundary Hilbert spaces and their Hamiltonians implies that transition amplitudes between arbitrary physical states are computable in either of the dual descriptions. Off-shell physics can be probed to the extent that on-shell correlators receive contributions from off-shell modes in intermediate states. This situation will force the boundary analysis of the bulk geometry to be somewhat subtle and indirect, but still possible in principle.
In addition to correlation functions, we want to be able to ask how the vacuum in the bulk string theory relates to the boundary field theory. This question really concerns the global causal structure -the existence of different natural vacua in a spacetime often reflects the presence of horizons, for example. Understanding this is also relevant to the study of possible singularities in black hole backgrounds from the dual gauge theory point of view. It may be that although local bulk physics is quite difficult to examine via the boundary field theory, the global causal structure may somewhat easier to address.
Apparent ambiguities in the effective action
The presence of normalizable modes in Lorentzian AdS might appear to render the correspondence (1) ambiguous, since there is no preferred solution corresponding to a given boundary value. However, there is a natural prescription -we must sum the effective action over different spacetime backgrounds with the same boundary behavior, i.e. over the space of normalizable modes. We can appropriately generalize the calculations in [4] that we outlined above, by appropriately modifying (81):
where Φ n is an arbitrary normalizable solution of the field equations. Here K is a particular solution we have chosen which solves the wave equation and has the same behaviour at infinity as in the Euclidean case. In other words we have traded the potential ambiguity in K for an ambiguity in Φ n . S eff becomes:
The second term in (86) vanishes by the equations of motion, and the third by integrating by parts:
where we used the equations of motion and the condition that Φ n be normalizable. Since the action is unchanged, we see that the inclusion of normalizable modes has no effect on the computation of boundary correlation functions at quadratic order.
(The volume of the space of normalizable modes will add a prefactor to S eff which is removed by appropriate normalization.) For more general calculations in interacting theories, the effects of the ambiguity will be more pronounced. In Euclidean AdS, a dramatic example of the effect of multiple saddlepoints with same boundary behaviour is the high-temperature transition between AdS space and the AdS black hole discussed in Sec. (3.2) of [4] . Our normalizable modes represent a large class of saddlepoints of the bulk action in Lorentzian AdS and, in an interacting theory, they encode the non-trivial dynamics of the bulk.
It is worth noting that the quantum corrections to the effective potential in Z eff depends on the choice of vacuum state, which in turn depends on the choice of time coordinate used to distinguish positive and negative frequency modes. Thus the effective potentials in global and Poincaré coordinates are expected to be different. The effective potential evaluated in the Poincare vacuum state will have singular contributions at the horizon since Poincaré time is ill-behaved there. Perhaps the singularity reflects an infrared divergence in the boundary CFT on an infinite plane. At any rate, to obtain sensible quantum corrections one should either work in the vacuum state defined by global time, or confront the singularity of the Poincaré vacuum in a careful and physical manner.
Conclusions
In this work we have developed a Lorentzian signature version of the bulk-boundary correspondence. This required understanding the respective roles played by normalizable and non-normalizable modes. The two sets of modes emerge naturally, either from direct solution of the field equations or from the field representations of the AdS isometry group. The non-normalizable modes act as backgrounds and couple to local operators in the boundary description, while normalizable modes describe fluctuations in the bulk.
The picture we have presented suggests several avenues for the study of black hole spacetimes from the boundary perspective. Black holes can be constructed in AdS spaces [39] by making discrete identifications of the geometry. Unlike pure AdS, the resulting bulk spacetime has global horizons and singularities in the classical supergravity approximation. The question is whether and how the boundary theory describes the interior of the black hole. One would hope that the Hilbert space of states within the black hole is identified with a sector of states in the boundary theory; this would realize a form of the black hole complementarity advocated by 't Hooft and Susskind. In our picture, this issue would be studied by considering the roles of the normalizable and non-normalizable solutions to the wave equation in the black hole spacetime.
A Coordinate systems on AdS d+1
A.1 AdS 3 AdS 3 is defined as the hyperboloid
Global coordinates: Global coordinates for AdS 3 are defined by:
These yield the metric:
Here 0 ≤ µ ≤ ∞, 0 ≤ θ ≤ 2π and 0 ≤ t ≤ 2π. We unwrap t to have range −∞ to ∞ in order to work on CAdS 3 , the universal cover of AdS 3 . It is often convenient to make the coordinate tranformation sinh µ = tan ρ with 0 ≤ ρ ≤ π/2. The metric then becomes:
From the above we see that AdS 3 has the topology of a disk times a line. The boundary of spacetime at ρ = π/2 is a cylinder S 1 × R. (See Fig. 1 ) The bulkboundary correspondence asserts that a conformal field theory on this cylinder is dual to quantum gravity in the bulk.
A Penrose diagram illustrating the causal structure can be drawn by drawn by considering a two dimensional cross section of the hyperboloid. We choose to display a X = 0 slice, and obtain the diagram in Fig. 2a .
Poincaré coordinates: Poincaré coordinates are defined by:
giving the metric:
Here t and x range between −∞ and ∞, and 0 ≤ r ≤ ∞. Poincaré coordinates only cover one half of AdS 3 , as shown in Fig. 1 . There is a horizon in these coordinates at r = ∞. The boundary at r = 0 is clearly conformal to flat Minkowski space R 1,1 . The bulk-boundary correspondence asserts that a conformal field theory on this boundary plane is dual to quantum gravity in the bulk. Note however, that the plane only covers half of the cylindrical boundary of global AdS 3 .
The second half of AdS 3 displayed in Fig. 1 can be covered by labelling the hyperboloid as in (90) but now letting −∞ ≤ r ≤ 0. These two patches together cover AdS 3 , while to cover CAdS 3 one assembles a vertical tower of such patches. The Penrose diagram is displayed in Fig. 2b . BTZ coordinates: For completeness, we consider a third coordinate system which is useful for constructing the BTZ black hole. Divide the hyperboloid into three regions: 
In all three regions,t andφ range between −∞ and ∞.r has range Λ ≤r ≤ ∞ in region 1, 0 ≤r ≤ Λ in region 2, and 0 ≤r ≤ ∞ in region 3. So altogether there are twelve patches covering AdS 3 . To draw a Penrose diagram we again consider the slice X = 0. Note that on this slice region 3 is a dimension one submanifold, while regions 1 and 2 are dimension two submanifolds. Thus only regions 1 and 2 will appear in the Penrose diagram, and we label the various patches as 1 ± ±, 2 ± ± in an obvious notation. The Penrose diagram then appears as in Fig. 2c .
To make a BTZ black hole [39] of mass M from the above coordinates one simply makesφ periodic with period 2π √ M .
A.2 AdS d+1
The various coordinate systems defined above generalize straightforwardly to arbitrary dimensions. Global coordinates for AdS d+1 give the metric: 
Poincaré coordinates yield a metric:
Here d x 2 is the flat metric on R d−1 and 0 ≤ r ≤ ∞. There is a horizon at r = ∞ and the boundary at r = 0 is the plane R 
