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Abstract
In the domain of Galleries, Libraries, Archives and Museums (GLAM) institutions, creative and innovative tools
and methodologies for content delivery and user engagement have recently gained international attention.
New methods have been proposed to publish digital collections as datasets amenable to computational use.
Standardized benchmarks can be useful to broaden the scope of machine-actionable collections and to
promote cultural and linguistic diversity. In this article, we propose a methodology to select datasets for
computationally-driven research applied to Spanish text corpora. This work seeks to encourage Spanish and
Latin American institutions to publish machine-actionable collections based on best practices and avoiding
common mistakes.
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1 Introduction
Cultural heritage institutions have traditionally pro-
vided access to digital collections. They are an excel-
lent example of public engagement, bringing together
materials, people and services with a multidisciplinary
perspective. The materials represent rich sources of
information that include text, maps, images, metadata,
video and audio, among others. Digital collections dif-
fer in several ways: for example, in terms of copyright,
the number of formats available and the accessing
method, i.e., using an API or bulk downloads.
Meanwhile, Labs have emerged in GLAM institu-
tions that work on the reuse of digital collections in
inspiring and creative ways.1 New scholarship pro-
grams encompassing all disciplines, such as Computer
Science and Digital Humanities, are being adopted by
GLAM institutions with the goal of improving their
services by involving researchers and understanding
how they use the data.2 In addition, institutions are pro-
ducing innovative models for supporting cloud-based
research computing based on their digital collections
and identifying requirements as well as possibilities.
Examples include the Library of Congress, the National
Library of the Netherlands and the National Library of
Scotland. In this way, Labs can reinforce and maintain
the relevance of GLAM institutions and their digital
collections by engaging researchers.
GLAM institutions are starting to explore the
benefits of new approaches to the publication of their
digital collections to encourage computational use.
Most of the documentation and examples of machine-
actionable collections, however, are in English,
including the text data.3 In this sense, Spanish and Latin
American institutions such as the Biblioteca Digital del
Patrimonio Iberoamericano (BDPI),4 and Mexicana,
as well as, project-based initiatives are taking a step
forward by making openly available digital materials.
In order to foster machine-actionable collections in
Spanish and Latin American institutions, best practices
and guidelines are required to make their content
available and reusable by researchers. Some efforts
have recently been made regarding the translation of
documentation into Spanish to encourage the use and
publication of machine-actionable collections5 as well
as several research projects based on Spanish literature.
Examples include Mnemosine and Unlocking the
Colonial Archive.6,7
Digital collections often come in the form of hard-
to-access data silos and this impedes their reuse by
researchers. In addition, identifying a dataset for reuse
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is not an easy task for various reasons, such as copyright
restrictions, coverage or quality.
In this regard, benchmarks provide an experimental
process for comparing and assessing the performance
of processes, services, databases and many other tech-
nologies with those regarded as the best. Benchmarking
allows the identification of opportunities for improve-
ment as well as the replication of the results. In this way,
benchmarking can be adapted to datasets in order to
identify the best datasets amenable to computationally-
driven research.8,9
The purpose of this study was to introduce and
extensible methodology to create a benchmark of
digital collections amenable to computationally-driven
research. The methodology was applied to several
Spanish language datasets to encourage Spanish
and Latin American institutions to publish machine-
actionable collections based on best practices and
avoiding common mistakes.
The main contributions of this paper are as
follow: (a) a methodology for selecting datasets for
computationally-driven research; (b) a benchmark of
Spanish language datasets for computationally-driven
research; and (c) the description of a practical and
reproducible example of how to reuse the benchmark.
The paper is organized as described next. After
a brief review of the state of the art in Section 2,
Section 2.1 describes the methodology to create
a benchmark of datasets. Section 3 introduces the
benchmark of datasets for computationally-driven
research, gives an example of reuse, based on a
collection of Jupyter Notebooks and discusses the
results. The paper concludes with an outline of the
results, general guidelines on how to use the results and
future work.
2 Background
For preservation purposes and to improve ease of
access, cultural heritage institutions have digitized
the vast and rich collections that represent cultural
diversity. Digital technologies and the internet have
unleashed unprecedented and unique opportunities to
access the rich materials hosted by institutions as
well as to create engaging programs to reuse the
contents.10,11
Cultural heritage institutions have recently started
to explore research applied to digital collections,
based on computationally-driven methods. They are
investigating the feasibility of data analytics approaches
to improve the access to their digital collections.12
New approaches such as Collections as Data provides
a framework to create machine-actionable collections
ready for reuse.13 The Library of Congress (LC)
recommends creating digital collections usable for
computation as well as building institutional capacity
for digital scholarship and for expanding user
services.14 The Online Computer Library Center
(OCLC) recently published a study on community
engagement with data science, machine learning, and
artificial intelligence.3
Nevertheless, designing a sustainable data extraction
workflow to publish machine-actionable collections
is a challenging task.15 The National Library of
Scotland is exploring the opportunities and challenges
of publishing datasets that support computational
access including data management, rights and required
skills.16 Other approaches are based on datasets
published by several relevant GLAM institutions
including a detailed step-by-step guide.17 KU Leuven
Libraries are exploring new ways of creating, sharing
and using the libraries’ digitised collections as data.18,19
While the number of machine-actionable collections
for computation has increased, most of them are
hosted and published by large Western institutions,
where the use of English predominates.3 Standardized
benchmarks can be useful to broaden the scope of
machine-actionable collections and to promote cultural
and linguistic diversity. They can also help practitioners
select, reuse and improve the right datasets, and provide
objective feedback to the research community.20
The identification of a dataset for reuse is not an
easy task for various reasons, including vague copyright
and terms of use, coverage, completeness, or ease
of understanding. Even if the dataset is available, in
some cases, it may require some preprocessing and
cleaning to be ready for computational purposes. In
addition, when working with large datasets, researchers
can obtain manageable slices of the data.
In this sense, the LC Selected Datasets Collection
provides an initial series of 20 datasets to support
emerging styles of data-driven research, such as text
mining and machine learning.21 Chronicling America
provides access to information about historic newspa-
pers and a selection of digitized newspaper pages in the
USA.22 The publication of text of a collection of books
in computer readable format was funded by the Faculty
of Arts and Social Sciences and the Digital Humanities
Hub of Lancaster University (UK).23–25 A collection of
datasets released by the British Library includes sev-
eral openly available repositories.26 In 2017, the Bib-
liothèque nationale de France (BnF) published Bnf API
et jeux de données, including datasets and the API doc-
umentation. Mexicana is an open platform that provides
access to available digital collections of the Ministry of
Culture in Mexico.27 GLAM Labs usually publish data
openly and in reuseable data ready for computational
use. Examples include the National Library of Scot-
land data,28 the Austrian National Library29 and the
Dutch National Library.30 Other approaches are based
on Linked Open Data (LOD) using standard vocabu-
laries and providing SPARQL31 endpoints to access
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the data.32–34 However, LOD repositories published
by libraries are mainly dedicated to publishing meta-
data retrieved from their main catalogues using several
controlled vocabularies. Moreover, additional examples
are based on international aggregators including BDPI,
Europeana35 and the Atlas of Digitised Newspapers and
Metadata.36
Organizations, publishers and the community pro-
mote the sharing and reuse of datasets for research
to encourage scientific progress. In this sense, several
factors, such as sustainability, availability and discov-
erability have become crucial to support a collaborative
research environment.37 As a result, several platforms
enable researchers to cite, locate and identify datasets,
such as DataCite and Zenodo.
The final report of Collections as Data38 recom-
mends that institutions share prototypes and examples
of use of their collections with the research community.
The popularity of Jupyter Notebooks39 has signifi-
cantly increased in recent years. A notebook combines
software code, multimedia resources, narrative text,
visualizations and results in a single document that
researchers can use and share. The combination of
Jupyter Notebooks and machine-actionable collections
provide an innovative and interactive environment for
collaborative, transparent and reproducible data analy-
ses.17,40,41
Although some approaches reuse datasets published
by GLAM institutions, to the best our of knowledge,
no benchmark of datasets for computationally-driven
research exists based on Spanish text corpora.
Benchmarks based on machine-actionable datasets are
relevant because: (i) they help to compare the available
datasets and to meet the needs of the users; (ii)
researchers can address new challenges, improving
the features and including new datasets; and (iii)
organizations can benefit from shared best practices
when publishing their datasets.20
2.1 A methodology for selecting datasets
for computationally-driven research
The main goal of this study was to provide the
research community with a benchmark to compare
and evaluate machine-actionable datasets in cultural
heritage institutions. Since the publication of digital
collections has become popular and the number of
datasets has increased, identifying candidates for the
assessment, known as subjects, is an essential factor
in a benchmark’s success and performance. Other
approaches propose methodologies to identify subjects
that consider a variety of attributes ranging from
more advanced technical issues to general cultural
aspects.42,43
We defined our benchmark’s criteria based on
previous works.20,44–46 Each feature can be given a
Table 1. Possible scores according to the accuracy
criterion.
Description Score
OCR reviewed by curators 1
OCR reviewed by the community 0.5
OCR without editing 0.25
Otherwise 0
score according to a criterion that consists of a function,
with values ranging from 1-0. The definition of each
criterion is described below.
Licensing. In general, licenses range from very
permissive with none or few obligations and known
as open, to very restrictive or closed that include
restrictions for reuse. The most permissive open
licenses are Creative Commons CC0 1.0 Universal
Public Domain Dedication,∗ and Public Domain Mark
(PDM). Open licenses such as CC BY (Creative
Commons Attribution License), CC BY-SA (Creative
Commons Attribution-Share Alike) and other types
require attribution and appropriate credit, as well as
the indication of whether changes were made. Close
licenses are less permissive and limit the usage. Other
approaches are based on national policies regarding the
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Accuracy. Based on the literature,47 this criterion
determines the extent to which data are correct, reliable,
and certified free of error.
Optical Character Recognition (OCR) is an auto-
mated process that transforms an image into computer-
readable text. However, OCR is not 100 percent accu-
rate, and may contain errors for various reasons, e.g.,
the use of small fonts.48 Many institutions, such as
the Library of Congress and Europeana are considering
crowdsourcing approaches, thus allowing volunteers to
create and review transcriptions to improve search and
discovery.49–52 As a result, this criterion is defined as
shown in Table 1.
Provenance. The fulfillment of this criterion
means that provenance is used to describe the
∗http://creativecommons.org/publicdomain/zero/
1.0/
†See, for example, https://data.bnf.fr/docs/Licence-
Ouverte-Open-Licence-ENG.pdf.
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creation process and the derived data. For instance,
provenance information can be encoded by using the
dcterms:provenance and dcterms:source




1 provenance on dataset level
0.5 provenance on a website
0 otherwise
(2)
Language. Datasets are usually provided in the
organization’s original language. But sometimes the
text is provided in several languages such as in the
case of an international aggregator. Let A be the set of





Permanent identifier. Regarding the identification
of the datasets, several methodologies and platforms
can be used. For instance, when using Zenodo, each










Prototypes and documentation. Providing proto-
types and examples of use in addition to documentation
can facilitate the reuse of the datasets by potential
researchers.38,53 In this sense, Jupyter Notebooks has
become very popular in the community and has helped
to lower barriers and include reproducible code as








Formats. It is relevant to providing datasets in
a variety of formats because it allows compatibility
with commonly used methods and tools.54,55 Machine
readable formats can be automatically read and
processed by a computer, such as CSV and TXT.
However, organizations often provide PDF files that are
not machine-readable, or that use proprietary formats,
such as Microsoft Word (.doc).
The number of formats provided can be computed
by exploring their websites as well as open science
repositories such as Zenodo and FigShare. This










0.5 text is supported
0 otherwise
(6)
Terms of use and code of conduct. Adding terms of
use to the datasets is crucial to facilitate their reuse.38
A code of conduct aims at ensuring a respectful and
productive environment for reuse and research based
on the datasets. These policies are applicable to all
users and they may cover several aspects, such as the
conditions of use, rules, responsibilities and proper




providing terms of use and
code of conduct
0.5 providing terms of use
0 otherwise
(7)
Technical aspects. Several technical aspects need to
be considered including the use of an API such as a
public endpoint SPARQL or the protocol OAI-PMH.




providing a public harvest-
ing method.
0.5 providing a website
0 otherwise
(8)
The list of potential subjects can be evaluated
using diverse techniques and methods. For instance,
the alternatives to alternatives scorecard consists of a
matrix in which candidates for benchmarking (known
‡See, for example, https://www.bl.uk/about-us/
governance/policies/code-of-conduct
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as alternatives) are shown in rows and attributes based
on criteria are shown in columns. Another example is
that of polar charts, which are circular graphs where
rays associated to attributes are drawn from the centre
of a circle and their length is proportional to the rating.
The best choice would be the subject that covers the
largest area.45
3 Benchmarking Spanish language
datasets
This section introduces the datasets that will serve as
benchmark. This approach is based on the methodology
proposed in Section 2.1 in order to extend the research
value of the digital collections, encourage GLAM
institutions to embrace Collections as Data as a core
activity, and to promote greater linguistic diversity in
terms of the texts provided.
There is a wide range of means of publication of
datasets that provides a machine-actionable collection
ready for reuse. Approaches based on APIs enable reuse
of data by multiple applications for different purposes
(e.g., embedding images in HTML or enhancing images
with transcriptions).56 In addition, by using APIs the
user is able to identify and download a slice of the
dataset according to the requirements of the research
to be conducted. Nevertheless, general APIs users
may face the challenge of a steep learning curve.
In addition, APIs can be vulnerable to attacks and
additional resources are necessary in order to adopt
security protocols and maintenance. Other approaches
are based on conventional websites, as well as open and
free platforms, such as GitHub and Zenodo. The latter
provide a link to the dataset, including OCR text.
In the present case, we were interested in the
Spanish language for the criterion mlanguage since it
is the second-most spoken language in the world.57
The analysis of how institutions handle and publish
Spanish-language collections could help librarians and
curators to improve their skills.58
Moreover, there is variety of reasons to exclude a
dataset: full text lacking, the language of the text or
copyrighted material.
A collection of Jupyter Notebooks based on the
datasets provided by the benchmarking was created.
The project is openly available in GitHub§ as a
collection of interactive notebooks and the code is
runnable and reproducible in a cloud environment such
as Binder.59 The notebook collection was assigned a
DOI with the data archiving platform Zenodo.¶ Table
3 shows the main features of the datasets used in the
Jupyter Notebooks collection. In addition, Figures 2,
3 and 4 show the results obtained after reusing the
datasets.
3.1 Results
In order to find suitable subject datasets, we applied the
methodology described in Section 2.1. We identified
datasets provided by GLAM Labs, Google Public
Datasets and Zenodo whose descriptions contained
terms such as library or were included in Section 2.
Some subjects were removed because they were out of
date or because their URLs were invalid. International
aggregators sometimes include items that are out of
date.‖ Table 2 presents a preliminary list of candidates.
We then used polar charts to identify which machine-
actionable datasets were most suitable for the study.
Every axis on the polar chart corresponds to one
criterion. The global score is computed as the area of
the polar chart –as shown in Figure 1 for Chronicling
America. If the subject does not provide content in
Spanish, the area is not computed.
As a result of the evaluation, six datasets (see
grey cells in Table 2) were selected which support
computationally-driven research and their contents are
based on text in Spanish. Although the dataset features
vary considerably among the datasets, these datasets all
mainly publish metadata, images and full text.
The highest value was obtained by Chronicling
America because this latter repository: provides its
content in several languages, including Spanish; uses
a permanent identifier; includes machine-readable text;
and provides its data under the CC0 license. Mexicana,
Corpus general de poesı́a lı́rica castellana del Siglo de
Oro and Biblioteca Digital Hispánica obtained a very
similar value, above 13. The three of them present their
contents in Spanish and provide an URL to download
the text. However, regarding licenses, Biblioteca Digital
Hispánica offers its data under the CC0 license, while
the other two provide the contents under a CC-BY
license. The BDPI obtained the lowest value.
According to the evaluation results, only two datasets
achieved the maximum criterion accuracy score. The
reason may be that it is time-consuming for institutions
to edit large text corpora.
3.2 Discussion
Regarding the use of open licenses, there is still room
for improvement, since institutions tend to publish
digital collections under CC-BY and other types of
licenses. In some cases, the licenses were not clear,
and were difficult to find or interpret. In this sense,
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//www.europeana.eu/es/item/2022705/
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Table 2. Benchmark of datasets for computationally-driven research.
Subject mlicense maccuracy mprovenance mlanguage midentifier mexamples mformats mterms mtechnical Total
Austrian National Library - Histor-
ical Newspapers
0.5 0 0.5 0.33 0 0 0.75 0.5 0.5 -
Biblioteca Digital del Patrimonio
Iberoamericano
0.5 0 0.5 0.67 0.5 0.5 0.5 0 0.5 5.03
Biblioteca Digital Hispánica 1 0 1 0.67 0.5 0.5 1 0.5 1 13.04
Bnf API et jeux de données 0,5 0 1 0.33 1 1 1 1 0.5 -
British Library datasets 0.5 0.25 1 0.33 1 1 1 0.5 1 -
Chronicling America 1 0.25 1 0.67 1 1 1 1 1 20.92
Corpus general de poesı́a lı́rica
castellana del Siglo de Oro
0.5 1 1 0.67 0.5 1 1 0.5 1 13.25
Dutch National Library 0.5 1 1 0.33 1 1 1 0.5 0.5 -




0.5 1 0 0.67 1 0.5 1 0.5 0.5 7.51
LC Selected Datasets 1 0.25 0.5 0.33 1 1 1 1 1 -
Mexicana 0.5 0.25 0.5 0.67 0.5 0.5 1 1 1 13.93
National Library of Scotland - Data
Foundry

















Figure 1. Polar chart that shows Chronicling America and Biblioteca Digital del Patrimonio Iberoamericano that
obtained the highest (20.92) and lowest (5.03) scores, respectively.
Table 3. Main features of the datasets used and methods applied in the collection of Jupyter Notebooks.
Dataset Language Type Access Method Transformations
Biblioteca Digital Hispánica Spanish Text OCR output text files Topic modelling Text preprocessing
Chronicling America Spanish Text JSON API Topic modelling Text preprocessing
Lancaster University - Transcripción del
Catálogo Monumental de España
Spanish Text Text files N-gram language models Text preprocessing
Zenodo facilitate an environment for the adoption of
open licenses when publishing datasets.
Many institutions and aggregators (e.g., BDPI)
include platforms that offer metadata and links, but
in some cases, the OCR text is not available. Other
institutions provide the original OCR output, but in a
non-edited format, because editing is a difficult task
that requires considerable resources. Crowdsourcing
approaches could thus allow engaging with the public
while improving the quality of the contents. Smaller-
scale approaches based on a particular work or author
are more affordable.
Generally, all benchmark subjects provide documen-
tation about the production process. In some examples,
aggregators consist of websites that provide content
retrieved from several institutions. Locally-generated
DOIs are used in some subjects while in others, the DOI
is provided by publication platforms.
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Figure 2. Overview of the most frequent bigrams for the Lancaster University dataset.
Figure 3. Topics and words obtained after applying the LDA model to the dataset from Biblioteca Digital Hispánica.
Each topic and their corresponding words are related to a common theme (e.g., topic 3 is related to franceses and
cortes).
Figure 4. Topics and words obtained after applying the LDA model to the journal About Hispano América from
Chronicling America collection. Each topic and their corresponding words are related to a common theme (e.g., topic 3
is related to independencia and trabajadores)
According to Collections as Data, the datasets
should include documentation and examples of use
to demonstrate how they can be used for research.
Documentation is usually provided, but there is still
room for improvement regarding the inclusion of
prototypes and examples of use as part of the datasets.
OCR quality is a crucial factor when reusing a
dataset. Poor quality OCR requires preprocessing tasks
(e.g., removing OCR errors based on non-existent
words) and the latter can generate unexpected results.
The texts provided by the subjects in the benchmark
are different in terms of how they have been created
and made available to the public (e.g., OCR output or
manually reviewed). In general, the errors generated
by OCR tools increase with the age of the documents.
There are multiple reasons for this, such as the state
of the print medium, the quality of the paper and
the scan.60,61 In this way, OCR software can help to
improve quality regarding the use of machine learning-
based neural networks, as well as the adoption of post-
correction tools.62,63
In some cases, there is no option to retrieve the
datasets by means of an API, hindering the reuse of
the digital collections locked inside siloed repositories.
In addition, institutions publish the information as
PDF files instead of plain text files amenable to
computational use. In this sense, tools such as the
International Image Interoperability Framework (IIIF)
provides an environment to facilitate the publication
and reuse of the digital collections by means of APIs.
Datasets based on Linked Open Data principles
provide rich metadata described using standard
vocabularies. In these cases, the content is often
provided as PDF files by means of URIs and using
properties of the vocabularies such as Functional
Requirements for Bibliographic Records (FRBR)64 and
Resource Description and Access (RDA).65 As a result,
users are required to understand the vocabularies.
And this is sometimes a complex task for beginners.
Documentation and examples can be useful in this case.
Regarding the language, and in the particular case
of Spain, the contents provided by a digital collection
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can be expressed in the co-official languages spoken
in different geographical areas of the country, such
as Catalan, Basque or Galician. Although this work
focused on Spanish, the methodology to design the
benchmark is flexible and can be adapted to language
requirements, allowing the use of one or more
languages.
Criteria regarding technical aspects can be improved
by means of additional features, such as the use of an
API key or the size of the collection. For example,
some repositories require registration in order to be
accessed and reused, such as the Rijksmuseum API.∗∗
In addition, the benchmarking can be improved through
additional criteria adapted to assess datasets such as
completeness, representativeness or timeliness.45,66
4 Conclusions
Cultural heritage institutions are starting to adopt
Collections as Data in order to publish machine-
actionable datasets that can be reused in innovative and
creative ways.
The methodology described in Section 2.1 describes
a series of steps to create a benchmark of machine-
actionable datasets in the Spanish language that can be
extended and adapted to other scenarios. In addition,
recommendations and best practices are provided based
on the results obtained for the benchmark. These
examples encourage the adoption of Collections as Data
within cultural heritage institutions. They also help to
promote greater linguistic diversity regarding the texts
provided.
The figures in Table 2 help select the machine-
actionable collection that best fits a specific purpose.
For instance, if the most relevant features for an
institution are accuracy, using a permanent identifier
and providing machine-readable text, the University
of Lancaster dataset may be the best choice regarding
reuse.
Future work could focus on further generalizing
and automating the creation of the benchmark and
the inclusion of additional features to compare
datasets. In addition, the results of the benchmark and
recommendations will be used to improve OCR tools
and methods currently being used at the Biblioteca
Virtual Miguel de Cervantes digital library to publish
machine-actionable collections.
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