Abstract. Impulsive noise is a major problem that seriously degrades the performance of self-mixing interferometry (SMI). A new method to rectify this issue is proposed. First, an outlier detection approach is employed to detect the data samples corrupted by the impulsive noise, and then the SMI signal waveform is rectified by means of least square (LS) curve fitting. The results show that the proposed method can effectively remove the impulsive noise without introducing distortion to the original waveform and thus lead to improvement in the performance of an SMI system.
Introduction
As a highly promising and emerging technique for noncontact sensing and measurement of semiconductor lasers (SLs) related parameters, the self-mixing interferometry (SMI) based on SLs has been an active field of research in recent years. [1] [2] [3] [4] [5] The self-mixing interferometric effect occurs when a portion of light emitted by an SL is backscattered or reflected by an external target and re-enters the laser cavity, leading to modulations of the laser power both in amplitude and frequency. 6 As the modulated output power, called an SMI signal, carries the information of both the target-and the SL-related parameters, 7 there are two classes of applications for self-mixing based sensing: (1) estimation of parameters associated with an SL and (2) measurement of the metrological quantities of the external target. Many measurement algorithms have been reported for the above applications. 2, 5, [8] [9] [10] [11] [12] [13] [14] [15] [16] The common procedure for implementing SMI-based sensing consists of steps including: (1) collecting the SMI signal using the experiment set-up illustrated in Fig. 1 ; (2) preprocessing the raw signal for the noise and the disturbance removal, and (3) parameter estimation.
The basic structure of an SMI system consists of, respectively, an SL laser source, an external target, and an electronic controlling part including the SL driving and SMI signal detecting devices. Generally, a single-mode SL is employed as the laser source to emit a laser beam onto an external target. The moving target is placed at the SL optical propagating path away from its front facet, which builds an external cavity for the SL. The light reflected by the external target re-enters the SL cavity and consequently modulates both the amplitude and frequency of the emitted lasing field. The modulated power, i.e., the SMI signal, is detected by a monitor photodiode (PD) packaged at the rear facet of the SL and the SMI signal is acquired by the signal detection unit.
A significant issue that impacts on the performance of SMI for applications mentioned above is the quality of the SMI signals. As seen from Fig. 1 , an SMI system contains both optical and electrical components; hence, the SMI signals inevitably contain noises due to the influence of various disturbances, e.g., the temperature fluctuation of the SL, background light, electronic noise, mode jumping during SL operation, and so on. The impulsive noise seriously degrades the performance of the applications as its existence leads to incorrect detections for SMI feature points to be used in existing measurement algorithms, 2, 5, [8] [9] [10] [11] [12] [13] [14] [15] [16] such as the peak points, the bottom points, and the zero-crossing points. An example of the experimental SMI signal collected from the SMI system shown in Fig. 1 is depicted in Fig. 2 . During the SMI signal collecting, the target is vibrating in a sinusoidal trajectory with a frequency of 70 Hz along the light axis. It should be noted that the SMI signal is a time-domain signal and n is the discrete time index where the sampling frequency is 80 MHz. Traditional linear filtering can be used to reduce the noise, but they may also result in SMI waveform distortions. 17, 18 As most of the reported SMI-based sensing methods use the SMI waveform, the existence of such impulsive noise seriously degrades the performance of the SMI sensing. In this paper, we try to address this impulsive noise issue by means of a tailored signal processing approach for the SMI signal. Instead of using general linear filtering approaches, we propose to locate the impulsive noise by using outlier detection then applying appropriate curve fitting to rectify the waveform, and finally, applying an average filter.
New Approach

Detection of Impulsive Noise
According to Hawkins' definition, 19 an outlier is an observation that deviates so significantly from other observations as to arouse suspicions. A number of approaches have been developed for outlier detection depending on different dataset characteristics, such as data distribution, whether the distribution parameters are known, the number of expected outliers and even the type of expected outliers. 19 When an SMI system operates in a moderate/strong feedback, the SMI signal is sawtooth-like. Figure 3 (a) shows a piece of an experimental SMI signal containing four left declined fringes and two right inclined fringes. Figure 3 (b) shows the enlarged picture of the fourth fringe marked in Fig. 3(a) . The impulsive noise always occurs when the SMI signal exhibits a sharp jumping or dropping. Therefore, the signal samples corrupted by the impulsive noise can be treated as outliers among the normal SMI signal samples in the sawtooth-like waveform, which can be detected by the deviation-based outlier detection. 20 Let us present the detailed procedure for locating the impulsive noise. In order to detect them, we divide the data into segments, each starting from the sharp change of the waveform and covering a whole individual fringe (i.e., to the next sharp change). Based on such a segmentation of the signal, we can ensure that the impulsive noise always occurs at the beginning of each segment. In the following, we first give the definitions for the data sets and functions used in our approach, and then present the proposed algorithm. For the easiness of manipulation, let us introduce the following notations:
• X ¼ ½xð1Þ; xð2Þ; : : : ; xðNÞ be a set of N experimental data samples starting from the sharp change of the waveform and covering a whole individual fringe; • X j ¼ ½xð1Þ; xð2Þ; : : : ; xðjÞ be a subset of X, containing the first j elements, where j ¼ 1;2; 3; · · · ; N − 1; • F ¼ ½fð1Þ; fð2Þ; : : : ; fðNÞ be a standard reference function, representing the expected data set without the influence of the outliers; in the following, F is obtained by Least Square (LS) fitting of X; •X j ¼ ½xðj þ 1Þ; xðj þ 2Þ; : : : ; xðNÞ, that is, the remaining elements of X excluding X j .
As the SMI signal in the moderate/strong feedback regimes has a saw-tooth like waveform, each segment of the signal is close to a straight line, and hence, we set the standard reference set as fðnÞ ¼ a 0 þ a 1 n, (for n ¼ 1;2; 3; · · · ; N). The two coefficients a 0 and a 1 can be determined based on the actual data samples by means of LS curve fitting by minimizing the following objective function with respect to the two coefficients a 0 and a 1 :
½xðnÞ − fðnÞ 2 .
(1)
The optimal coefficients a 0 and a 1 can be determined by solving ½∂Eða 0 ; a 1 Þ∕∂a 0 ¼ 0 and ½∂Eða 0 ; a 1 Þ∕∂a 1 ¼ 0, yielding: . (2) Then a dissimilarity function can be defined to measure the difference between the experimental data and the standard reference function F. For the original data set X, the dissimilarity function is given by
½xðnÞ − fðnÞ
(3)
and for the data set excluding the subset X j we have
Given that the outliers appear in the beginning of the data set, it is expected that DðX j Þ decreases with j. In addition to the above, we also define the Smooth factor as below:
Note that SðX j Þ gives the difference between the original data set X and its subset X j in terms of their dissimilarity (or difference) to the standard reference data set F. As the outliers appear in the beginning of the data set, with the increase of j, SðX j Þ should also increase when X j covers additional outliers; SðX j Þ should reach its maximum and remain stable if no additional outliers are covered by X j . Based on such a scenario, we can check the value of SðX j Þ by increasing j, and when SðX j Þ reaches the maximum, we note the value of j as M. The subset X M should contain all the outliers. In a mathematical language, M is determined by
and
where δ is a small positive tolerance for the experimental data fluctuations.
Waveform Rectification
With the procedure described above, the signal samples corrupted by the impulsive noise can be located. The next step is to repair them by replacing them with proper values. This can be done by curve fitting as well. As the impulsive noise occurs at the moderate/strong feedback and the SMI signals contain fringes of the saw-tooth like shape, we can use a linear fitting to replace the data samples that are corrupted. A simple and straight forward way is to use the standard reference data set F, i.e., fðnÞ ¼ a 0 þ a 1 · n built from set X. However, large errors will occur as seen from Fig. 3 . The dashed line represents the linear equation, which obviously cannot well fit the region of X M . To solve this problem, we Fig. 4 Comparison the proposed approach with the method in Ref. 17 .
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December 2014 • Vol. 53 (12) first remove the corrupted data samples and take a segment of samples (denoted as X R ) near the corrupted ones, where X R ¼ ½xðM þ 1Þ; xðM þ 2Þ; : : : ; xðM þ RÞ. Based on X R , we can do LS fitting to yield a straight line F iR , i.e., f R ðnÞ ¼ a R0 þ a R1 · n (dotted line shown in Fig. 3 ), which can be extended to cover the region of X M . Since only the neighbor data samples are utilized, the extended data can better reflect the changing trend for the data samples within X M . Choosing an X R too long or too short, we are not able to obtain the true trend of the fringe shape. Based on our observation of the experimental data, we found that one-quarter of the uncorrupted data samples is a suitable choice for the length of X R , as shown in Fig. 3 . We have presented a method to detect the impulsive noise in a piece of SMI signal and a way to rectify the waveforms. In practice, the above procedure may need to be repeated a few times when the number of outliers is significant. In the following, how to apply the proposed approach on an SMI experimental signal is summarized. First, we need to segment a piece of experimental SMI signal into fringes using the method described in Ref. 10 . We use subscript i to represent the data or data set related to the i'th fringe, e.g., X i for the i'th fringe.
The above can be implemented by the steps below:
Step 1: acquire a piece of the SMI signal and divide it into segments, yielding data set X i ; Step 2: for each X i , determine the standard reference function F i by means of LS fitting described by Eqs. (1) and (2); Step 3: for j ¼ 1;2; · · · ; M, calculate dissimilarity functions using Eqs. (3) and (4), and smooth functions using Eq. (5); Step 4: determine the value of M by Eqs. (6) and (7), yielding the subset X M containing all the outliers; Step 5: rectify the data set X i by replacing the data X M with F iR ; Step 6: repeat the steps 2 to 5 for three to five times. 
Verification
Two pieces of the experimental SMI signals with large impulsive noise are obtained using the experiment setup illustrated in Fig. 1 . The SL with a wavelength of 785 nm is biased with a dc current of 80 mA and operated at 25 AE 0.1°C. A loudspeaker is employed as the moving target which is driven by the signal generator. In order to verify the performance of the proposed approach, we first compared our filtering result with the one obtained by the approach reported in Ref. 17 . Figure 4 shows the comparison of details of a jumping edge occurring in between fringes. Two different experimental SMI signals are employed for verification. The first signal is collected with the harmonic vibration in a moderate feedback regime and the second one is collected with the triangular vibration in a strong feedback regime. Fig. 6 . One pair of fringes within a vibration period of the external target can be used to work out the value of α. For the experimental SMI signal obtained, we can choose four pairs of fringes within each vibration period as shown in Fig. 6(c) . As the acquired experimental signal contains three vibration periods, we have 12 pairs of fringes which can generate 12 estimations of α in total. The average values of the all estimations and the maximum error are reported in Table 1 . It can be seen that the measurement results of α from the proposed processing method are characterized by less deviation than that by the approach in Ref. 17 . We noticed that the average results from the two approaches are different. However, as the proposed method leads to less distortion of the original SMI waveform, it is expected that the result (that is 4.120) obtained is closer to the true value of α than that from Ref. 17.
Conclusion
This paper presents a new preprocessing approach to improve the quality of SMI signal waveform corrupted by impulsive noise occurring in a moderate or strong optical feedback regime. The proposed approach is based on outlier detection and waveform rectification and can effectively remove the impulsive noise without introducing distortions to the original waveforms. Since SMI-based sensing and measurements rely significantly on the quality of the SMI signals, the proposed method is very effective for enhancing the measurement performance of the technology. It should be noted that the proposed method has no restriction on the movement of the target; hence, it can work for the case of a non-sinusoidal vibration.
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