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The demand for high data rate communications and renewable energy sources has led to new
materials and platforms for optoelectronic devices, which require nanometer scale feature
sizes. Devices that operate in the visible and near-infrared commonly have active areas with
dimensions on the order of the diffraction limit ( λ
2n
, where λ is the free space wavelength
and n is the index of refraction), for which the ray optics modeling techniques and bulk
focusing optics traditionally used in optoelectronic device design are no longer applicable.
In this subwavelength regime, nanophotonic light-trapping strategies are required to localize
electromagnetic fields in the active area.
This dissertation details the application of nanophotonics to two optoelectronic systems:
extrinsic photodetectors for silicon photonics and light-trapping in organic photovoltaics.
Error-free reception of 10 Gb/s data at λ = 1.55 µm is demonstrated with a Si+ ion-implanted
silicon waveguide photodiode. To mitigate the relatively small absorption coefficient of ion-
implanted silicon, resonant cavity enhancement using in-line Fabry-Pérot and 1D photonic
crystal cavities, as well as slow light enhancement using a coupled resonator optical waveguide
are discussed. The extension of these photodiodes to the mid-infrared is demonstrated using
Zn+ implantation to detect over a range of λ = 2.2–2.4 µm, and a new method for modulation
and switching in integrated optics by using interference in a resonant cavity, termed coherent
perfect loss (CPL), is presented. Finally, the upper limit of nanophotonic light trapping is
derived for organic photovoltaics with material anisotropy included.
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Both types of modes are localized, however the Fabry-Pérot modes lie within
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1.1 Optoelectronics in Modern Technology
The conversion of photons to various forms of electricity is an essential functionality for
modern technology. As a consequence, the optoelectronic devices that enable this conversion
are ubiquitous in a broad range of applications including telecommunications networks, solar
power generation, imaging systems, and display technologies. Two particular devices that
will be discussed extensively in this dissertation are high-speed photodetectors for optical-to-
electrical signal conversion and photovoltaics for converting solar radiation to usable electrical
power.
The earliest commercially available photodetectors, known as photomultiplier tubes, were
based on photoemission of electrons from a metallic cathode encased in a glass envelope un-
der vacuum [1]. Like their electronic vacuum tube counterparts, photomultiplier tubes were
quickly displaced by the development of high-purity crystalline semiconductors [2], which
became the dominant technology for optoelectronic devices. Planar semiconductors are still
the most widely used materials for photodetectors, photovoltaics, and charge-coupled de-
vice (CCD) image sensors due to their high-efficiency, manufacturability, and robustness.
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Additionally, semiconductors have nearly ideal physical properties for photodetection and
solar energy conversion. A detailed account of semiconductor optoelectronic device physics
is given in a number of textbooks for both photodetectors [3–6] and photovoltaics [3, 7].
While planar semiconductor technology remains dominant, recent developments in materi-
als engineering and nanofabrication have led to research for next generation optoelectronic
technologies.
1.2 Advances in Materials and Fabrication
Despite the maturation of planar semiconductor technologies, external factors have begun
to affect the design constraints on optoelectronic devices in emerging applications. These
factors include device size, manufacturing cost, and compatibility with other materials in
a highly integrated manufacturing process. Due to these constraints new materials for op-
toelectronic devices are being explored, which present trade-offs between design constraints
and device performance. Parallel to the emergence of these new materials and applications
nanofabrication techniques have continued to develop at a rapid pace. Reliable wafer-scale
fabrication of feature sizes on the order of nanometers is achievable by using electron-beam
lithography or deep-UV stepper lithography.
The incredible reliability of the complimentary-metal-oxide-semiconductor (CMOS) pro-
cess used to manufacture computer chips [8] has led to the use of silicon for chip-scale optical
communications, referred to as silicon photonics [9–13]. Driven by the demand for higher
data transfer rates and bandwidth, optical interconnects are rapidly displacing electrical
connections on decreasing length scales. From rack-to-rack down to intra-chip core-to-core
communication, silicon photonics has the promise to be a disruptive technology [14]. Silicon
photonic circuits typically operate at standard telecommunications wavelengths of 1.3 µm
or 1.55 µm, where the silicon device layer is transparent and can act as a waveguide with
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either silicon dioxide or air as cladding. For standard fiber-optic telecommunications sys-
tems, photodetection is achieved with III-V compounds such as InGaAs and InGaAsP [3–6].
However, the CMOS process constrains the available materials and material quality, making
the design of photodetectors for silicon photonics a trade-off between device performance,
footprint, and modifications to the fabrication process flow.
Similarly, cost constraints on photovoltaics have led to a large amount of research and
development into organic thin-film technologies [15, 16]. While these materials can be manu-
factured at a very low cost, the extremely short carrier recombination length of most organic
materials constrains the spacing of electrodes for efficient carrier collection, creating a trade-
off between carrier collection efficiency and optical power absorption [17]. Recently, very
early stage research has begun on using 2D materials for optoelectronic devices, such as
graphene [18–20] and transistion metal dichalcogenides [21]. These materials form atomic
or molecularly thin sheets and have very promising electrical properties due to quantum
confinement. However, due to their extremely small thickness of less than 1 nm, the single
pass optical absorption of these films is limited.
For all of these cases external requirements have constricted the available materials for
optoelectronic device design. While these materials are not necessarily ideal for optoelec-
tronics, their performance limitations can be mitigated by leveraging the recent advances in
nanofabrication to enable nanophotonic design.
1.3 Nanophotonics for Optoelectronic Devices
Nanofabrication has led to the exploration of nanophotonic structures that localize electro-
magnetic radiation to volumes of space that are near or below the diffraction limit of λ
2n
,
where λ is the free-space wavelength and n is the material index of refraction. These struc-
tures include resonators based on Mie resonances or localized surface plasmon resonances
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[22], as well as guided modes based on high-index contrast waveguides [9–13], gap modes [23],
photonic crystals [24], coupled-resonator optical waveguides (CROWs) [5, 25], and surface
plasmon modes [26]. The extreme localization of the electromagnetic field caused by these
structures has a profound impact on light-matter interactions. Using nanophotonics, it is
possible to trap light in a particular region of space, thus increasing the effective interaction
length of photons with a weakly absorbing material. Many of these techniques have been used
previously in the design of nanostructured optoelectronics [27, 28]. In this sub-wavelength
regime the modeling methods traditionally used for the design of planar optoelectronic de-
vices, such as ray optics and the paraxial approximation, cease to be valid and more rigorous
approaches must be taken to capture the vectorial nature of the electromagnetic fields. As
new applications emerge, nanophotonic design will become increasingly important for next
generation optoelectronic devices.
1.4 Scope of This Dissertation
In this dissertation a theoretical framework for designing nanophotonic-based optoelectronic
devices is provided and applied to two systems: on-chip photodetectors for silicon photonics
and organic photovoltaics. The manuscript is separated into three parts: Part I is com-
prised of the theoretical framework for designing nanophotonic absorbers. Numerical and
semi-analytical modeling techniques are briefly discussed, as they are used extensively in
subsequent chapters. Part II details the design, fabrication, and testing of extrinsic pho-
todetectors for silicon photonics, where various ion-implantation-induced and dopant based
sub-bandgap trap states are shown to produce high efficiency detectors for on-chip data con-
version at telecommunications wavelengths, with the major disadvantage over direct bandgap
semiconductors being the relatively low material absorption coefficient. Methods for over-
coming this small absorption coefficient using nanophotonics are also discussed, including
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resonant cavity and slow light enhancement. Mid-infrared detection is demonstrated by us-
ing Zn+ ion implantation, and a new method for optical modulation, demodulation, and
switching using interference in a resonator, termed coherent perfect loss (CPL), is presented.
Finally, Part III focuses on nanophotonic light trapping methods for organic photovoltaics.
A generalized upper-limit for absorption enhancement is derived with anisotropy included
in the material parameters, elucidating the requirements for overcoming the ray optics limit






Modes of a photonic structure
Like most good stories, ours begins with Maxwell’s equations. In their macroscopic form
these equations are expressed in terms of the monochromatic (steady-state) electric and
magnetic field vectors, E,H, as follows:
∇ · (ε0ε̃ · E) = 0 (2.1)
∇ ·H = 0 (2.2)
∇× E = −jωµ0 ·H (2.3)
∇×H = jωε0ε̃ · E (2.4)
While an extensive tutorial on electromagnetic theory is outside of the purview of this dis-
sertation, these equations are presented for the purpose of defining the conventions used
throughout. First, the symbol j =
√
−1 is used in favor of i, and forward propagation is
taken to be in the −r direction, as is convention for electrical engineers. This being the





that in equation (2.1) ρ = 0, since free charges can be neglected in most materials, and all
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materials are assumed to be non-magnetic such that their permeability is that of free-space,
µ0. Current sources and sinks, ±J, which appear on the right-hand side of equation (2.4)
have been included in a complex relative dielectric function ε̃(r, ω) = ε′(r, ω) + jε′′(r, ω),
where Ohm’s law, J(r, ω) = σ(r, ω)E(r), has been used to define the imaginary part of the
relative dielectric function in terms of conductivity, ε′′(r, ω) = −j σ(r,ω)
ωε0
, and the function is
normalized to the permittivity of free space, ε0. The ∼ symbol appearing atop a variable will
be used to denote complex quantities throughout. It is important to note that dissipative
materials treated here are required by causality to also be dispersive, and therefore ε′ is
related to ε′′ by the Kramers-Kronig relation [4]. For brevity, the spatial, r, and frequency,
ω, dependence of these variable will not be explicitly written for the reminder of this thesis,
except where required for clarity.
A typical treatment of Maxwell’s equations begins by combining (2.1–2.4) and using a
vector identity to obtain the Helmholtz equation:
∇2E + k̃2 · E = 0 (2.5)
where k̃ is the wave number with units of (length)−1. Equation (2.5) can be solved with
boundary conditions to find a sinusoidal solution (k′′ = 0), an exponentially decaying solution
(k′′ < 0) or an exponentially increasing solution (k′′ > 0), corresponding to lossless, lossy,
and gain media, respectively. While these solutions are instructive as to the general nature of
electromagnetic waves, in practical circumstances it is more useful to have a robust approach
to solving Maxwell’s equations for complicated dielectric topologies with multiple boundary
conditions and with dispersive/dissipative physically realistic materials. The focus of this
chapter is dedicated to solving Maxwell’s equations for complicated photonic structures, and
is organized as follows: first, a formulation of Maxwell’s equations as an eigenvalue problem
is presented. Then, specific types of eigenmode solutions are discussed in terms of their
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dispersion and basis sets. Finally, methods for modeling loss and coupling between modes
are discussed.
2.1 Solutions to Maxwell’s equations
Rather than combining Maxwell’s equations as the Helmholtz equation (2.5), a more con-
venient form for dealing with these coupled-differential equations is to express them as a
generalized eigenproblem in terms of the electric field [24]:
Âω |E〉 = ω2B̂ω |E〉 (2.6)
with the operators Âω and B̂ω defined as follows:











where c ≈ 3× 108 m/s is the speed of light in vacuum, ω is the angular frequency in rad/s,
and |E〉 is comprised of three orthogonal spatial components, expressed above in Cartesian
coordinates. Equation (2.6) represents the constraints on the electric field components im-
posed by boundary conditions contained in the operator B̂ω, yielding eigensolutions ω
2. In
general there are two types of solutions, the existence of which depend upon the boundary
conditions: radiation modes and localized modes. For radiation modes, the solutions to
equation (2.6) are continuous such that ω2 can take on any value, whereas localized modes
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have discrete solutions labeled with an integer subscript ω2m (m = 0, 1, 2, . . . ). If ε is purely
real, then Âω and B̂ω are both Hermitian, requiring that the eigenvalues ω
2
(m) are positive
and real. Another important consequence of the Hermicity of these operators is that eigen-
values of equation (2.6) are orthogonal so long as the modes are non-degenerate, meaning
that ωa 6= ωb so long as a 6= b. The orthogonality condition is expressed as 〈Ea|Eb〉 = δa,b,
where δa,b is the Kronecker delta function for localized modes and is replaced by the Dirac
delta function for radiation modes (assuming that the eigenstates have been normalized to
produce a unity inner product) [5, 24], indicating that non-degenerate modes of a lossless
system cannot transfer power from one mode to another.
Physically, the radiation modes correspond to solutions in homogeneous or heteroge-
neous media where boundary conditions do not spatially confine the field. Localized modes
correspond to solutions in heterogeneous media where spatial confinement is forced by the
dielectric boundary conditions in B̂ω, such as waveguide and resonator modes. For compli-
cated photonic structures, some combination of both radiation and multiple localized modes
are typically supported. A useful tool for viewing these modes is a dispersion diagram, which
illustrates the relationship between eigenfrequencies ω and the propagation constant β.
The dielectric slab with index n > 1 surrounded by air, shown in Fig. 2.1b,c with the
corresponding dispersion diagram shown in Fig. 2.1a, is a simple example of a structure
that supports both localized and radiation modes. Above the free space light line ω =
cβ a continuum of radiation modes is supported, as denoted by the shaded region of Fig.
2.1a. Similarly, the region below the material light line ω = cβ/n does not support any
solutions to equation (2.6), and is denoted by the shaded region labeled “Forbidden”. In
the region between the light lines no radiation modes are supported; however, localized
waveguide modes (Fig. 2.1b) exist, which propagate in the z-direction. Localized Fabry-
Pérot modes (Fig. 2.1c) are also supported above the free space light line, but unlike the
















































Figure 2.1: (a) Dispersion diagram of a dielectric slab with index of refraction n surrounded
by air. Localized modes are labeled in order of increasing frequency in blue for Fabry-Pérot
modes and red for waveguide modes. (b) Mode profiles of the first three waveguide modes
and (c) the first three Fabry-Pérot modes. Both types of modes are localized, however the
Fabry-Pérot modes lie within the continuum of radiation modes (the area above the free
space light-line ω = cβ). Modes below the material light-line ω = cβ/n are not supported.
to the waveguide modes, Fabry-Pérot modes will propagate in the z-direction with β > 0,
except that they will couple power into or out of the degenerate radiation modes. Although
the degenerate localized and radiation modes are often treated as a single mode with a
complex-valued ω̃m, referred to as leaky modes [30], these solutions are not true eigenmodes
of the structure as Âω and B̂ω are Hermitian and ω(m) must be real and positive. When β = 0
the Fabry-Pérot modes do not propagate, but instead form standing waves with the condition
ωm = (m+ 1)
πc
d
, which are referred to as a resonator mode. As β increases, the Fabry-Pérot






free space light line, ωm = cβm, is intersected. At this point the waveguide mode cut-off
condition, mωc = m
πc
dNA
, where NA =
√
n2 − 1 is the numerical aperture of the waveguide
[4], is met. The discontinuity of the Fabry-Pérot and waveguide dispersion curves for modes
of the same order is a consequence of the total internal reflection condition at the dielectric
boundary. Had the boundaries on either side of n been formed by perfectly reflecting mirrors
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the Fabry-Pérot and waveguide dispersion curves would have been continuous, but no leaky
modes would exist.
In general, the solutions to equations (2.6) are rarely trivial and are only analytically
solvable for a few special cases. To complicate matters further, when including dispersion
and loss such that ε → ε0ε̃(r, ω) the operators Âω, B̂ω are no longer Hermitian, and mode
orthogonality is not guaranteed. Due to these complications, eigenmodes are typically solved
numerically using a number of methods, including finite-difference time-domain (FDTD)
with harmonic inversion [31, 32], finite element method (FEM) [31], transfer-matrix method
(TMM) [33, 34] or planewave expansion (PWE) [31, 35]. These modal solutions are of
great value because numerical mode solvers are typically very fast, whereas full solutions
to Maxwell’s equations with driving fields as initial conditions, such as FDTD, rigorous-
coupled wave analysis (RCWA) [31, 36], and eigenmode-expansion method (EME) [31], can
be very computationally expensive. In many cases it is sufficient to solve for the eigenmodes
of a structure numerically, and then resort to analytical methods to find its response to
excitation. Furthermore, modal solutions can be used to approximate degeneracy breaking
and modal absorption coefficients by first-order perturbation theory [37], as will be discussed
in the following sections.
2.2 Perturbations to the Hermitian eigenvalues
In the previous section Maxwell’s equations were recast into a Hermitian eigenproblem which
provides a set of orthonormal solutions for a given dielectric topology. However, when
Hermicity of the operator B̂ω is lost by a perturbation to the dielectric constant, ε→ ε+ δε,
first-order perturbation theory can be used to find approximate solutions to equation (2.6).
The procedure for obtaining these solutions begins by solving the Hermitian eigenproblem
with δε = 0, and then calculating the shift in the eigenfrequency δωm under the assumption
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that δε  ε. This procedure is first used to find an approximate solution for the modal
absorption coefficient of a localized mode [37, 38], and is subsequently used to determine
the coupling of power between two modes brought into close proximity such that power is
transfered between them [5].
2.2.1 Material loss
To account for the effects of material loss, a perturbation is introduced into the dielectric
structure such that ε(r) → ε(r) + jδε(r = rp), where rp represents some volume of space
in which the perturbation overlaps with the localized mode. Making this substitution in
equation (2.6) results in a modified eigenvalue equation:














where B̂◦ω is the unperturbed operator given in equation (2.8), and |E′m〉 (ω′2m) are the
eigenvector(eigenvalue) of the perturbed equation. This perturbed eigenvalue can be ex-
pressed in terms of the unperturbed eigenvalue ω2m by using a Taylor series expansion
ω′2m = ω
2
m + 2ωm∆ωm + . . .. The first order term in the expansion can be related to the

















where |E◦m〉 is the unperturbed eigenvector. This imaginary frequency shift manifests itself
as a loss rate in time domain, which is often expressed as a power loss rate γ = 2δω. If the
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mode is propagating, the loss rate can be expressed as a power absorption coefficient, which
is related to the imaginary part of the propagation constant αm = −2Im{δkm}. The change
in km with respect to ωm is equal to the inverse of the group velocity vg,m = ∇kωm [24]
















This is the general solution for the modal absorption coefficient, assuming that the complex
dielectric function is isotropic.
2.2.2 Coupling between modes
If the addition of material loss is small such that |E◦m〉 remains relatively unchanged, then
mode orthogonality will still approximately hold true. However, if the dielectric structure is
perturbed in such a way that coupling between modes is allowed to occur, the coupling rate
can be derived in a similar manner to the loss rate above. Specifically, the rate of coupling
between two modes, labeled a and b, is given by:
γa,b , 2δωa,b =
ε0ω
2
〈E◦a | δε(rp) |E◦b〉√
WaWb
(2.14)





∣∣ ε ∣∣E◦a,b〉 is used for normalization,
and γa,b has units of 1/s. It should be noted that an extra factor of 2 has been included in
equation (2.14) such that γ represents the power/energy decay rate, rather than the field
decay rate. In general δε and γa,b can be complex; however, time reversal symmetry and
energy conservation require that γa,b = γ
∗
b,a.
A note on the usage of perturbation theory: while this is a useful way of treating mode
coupling and losses, in reality perturbations cause changes to the underlying mode structure.
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Mode orthogonality is never truly lost; the basis in which the eigenmodes are being expressed
is just incorrect. However, this method is still incredibly useful for situations in which δε ε.
Further simplifications can be made if a unique propagation direction can be defined, as is
the case for waveguide modes.
2.3 Waveguide modes
Waveguides, of which a slab waveguide consisting of a high refractive index material (called
the core) surrounded by a low refractive index material (called the cladding) shown in Fig.
2.1b is an example, are material topologies that support localized modes which can propa-
gate in one direction over long distances without diverging. For channel waveguides (similar
to the slab waveguide in Fig. 2.1b, but confined in both the x and y directions), the dis-
crete solutions to (2.6) correspond to waves that propagate along the invariant direction
of the dielectric topology, conventionally labeled as the z-direction, resulting in discretized
real values of Re{k} = βmẑ (note that ẑ denotes the unit vector, not an operator), with
eigenvectors |Em〉 = Ẽm(x, y) exp
(
−k′′x,mx− k′′y,m − jβmz
)
. As a consequence of this con-
finement, the fields in the direction of propagation Ez,m, Hz,m are purely imaginary, as are
k̃x,m, k̃y,m, indicating that the modal energy decays exponentially with x and y. For these
waveguide modes, it is often more convenient to express the generalized eigenproblem in a
propagation-constant βm-basis rather than a frequency basis, where the basis vector can be










and the generalized eigenequation in this basis is expressed as [39, 40]:
Âβ |βm〉 = βmB̂β |βm〉 , (2.16)
with Hermitian operators defined as:
Âβ ,
 ωε0ε− 1ωµ0∇t ×∇t× 0












= B̂−1β . (2.18)
where ∇t = ∂∂x x̂ +
∂
∂y
ŷ represents the transverse gradient operator. Note that in general
all four transverse components are required. However, for one-dimensionally confined slab
waveguides (invariant in y and z, Fig. 2.1b,c) purely transverse-electric (TE) and transverse-
magnetic (TM) modes exist, and the state vector can be reduced to only two components.
Using perturbation theory with the eigenequation (2.16), the absorption coefficient of a
propagating waveguide mode can now be derived.
2.3.1 Modal absorption coefficient
Since waveguide modes propagates in the z-direction, it is assumed that the perturbation is
homogeneous in the direction of propagation such that the perturbation δε(r = rp) is defined




g,m = 0, and the modal absorption
coefficient αm becomes a scalar quantity. The dielectric perturbation δε can be replaced with





ε(rp) is the material index in the
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is the modal group index and Wp,m represent the energy contained in
the perturbed volume and total mode, respectively. It is clear from this equation that de-
creasing the speed at which a mode travels, and thus increasing Ng,m, will increase the
modal absorption coefficient. This is physically intuitive; decreasing the energy velocity of
a wave increases its effective interaction length, thus increasing the modal absorption coeffi-
cient. For total-internal reflection based waveguides the group index increases as the mode
approaches cut-off, creating a maximum for the modal absorption coefficient. Even for high-
index-contrast waveguides near cut-off (such as silicon waveguides), the modal absorption
coefficient is still on the order of the material absorption coefficient. In order to engineer
extremely low group velocity modes, referred to as slow-light modes, more complicated di-
electric topologies are required such as the photonic crystal and coupled-resonator-optical
waveguides (CROWs) that will be discussed in chapter 4.
It is instructive to repeat this derivation for a guided mode in the βm-basis, as it provides
some insight as to the nature of energy transport in waveguides. In this basis, the perturba-
tion is applied to the Âβ operator from equation (2.17). Since the state vector is expressed
in terms of H◦t fields, the substitution of ε(r) → ε(r) + δε(r = rp) does not readily provide
an expression for the perturbed operator Â′β. However, as was noted in [39], the state vector
can be expressed only in terms of |E◦m〉, resulting in the following expression for the expected
value of the perturbed operator in the unperturbed basis:
〈
β◦m
∣∣∣ Â′β ∣∣∣ β◦m〉 = j ω2 〈E◦m | ε0δε(rp) |E◦m〉 (2.20)
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The modal absorption coefficient can be determined as follows:







where the relation 〈βm|B̂β|βm〉 = ωβm (Wt −Wz) has been used, with Wt,z being the time-
averaged energy stored in the transverse and z-fields, respectively. Using a very convenient





where Wm is the total stored energy of the mode, and the modal absorption coefficient can
be expressed in terms of the material absorption coefficient of the perturbation, resulting
in equation (2.19). The significance of (2.22) for the design of strongly absorbing modes is
apparent: to decrease the group velocity of a guided mode, the energy stored per optical
cycle in the longitudinal fields must be increased. Again, this is physically intuitive; if a
large proportion of the energy contained in the mode is being stored per optical cycle, then
the speed at which the wave travels is going to be very slow. This realization can be used
as a heuristic for designing strongly absorbing modes. The large longitudinal electric fields
have been noted in silicon waveguides [41], dielectric gap modes [23], surface plasmon gap
modes [42], and CROWs [25].
2.3.2 Multiple absorbing regions for a given mode
For many realistic device architectures it is convenient to separate the modal absorption
coefficient into constitutive parts. In particular, many optoelectronic devices require con-
ducting electrical contacts, made of metals (typical examples being Cu, Au, Ag, Al, as well
as others) and heavily doped semiconductors, to be placed near the active material for carrier
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extraction. Due to the high free-carrier density required for efficient electrical power trans-
portation, contact materials are strong absorbers in the visible and near-infrared. However,
optical power absorption in the contacts usually results in Joule heating rather than the
production of usable excitons, and thus does not contribute to photocurrent or photovoltaic
power generation. For this reason, it is useful to separate the contributions to the total modal
absorption coefficient from a number of materials that the guided mode interacts with.











Figure 2.2: (a) Silicon waveguide photodiode and (b) surface plasmon showing different
absorption regions. Blue outline indicates photocurrent generating material, red outlines
indicate regions that cause parasitic metallic losses.














where the summation index i indicates the number of homogeneous absorbing regions in
volume r = rp,i with material absorption coefficient αp,i. An example is shown in Fig. 2.2
for an ion-implanted silicon waveguide photodiode which will be discussed in chapter 3. In
this case the regions are indicated by a blue dashed outline for implanted silicon and a red
dashed outline for absorption in the aluminum contacts. Using the FEM calculated mode
(Fig. 2.2a, super-imposed), the individual components of the modal absorption coefficient
are determined by overlap integrals as indicated in equations (2.19) and (2.23). In some
special cases, metallic contacts can double as a guiding medium by using surface plasmon
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modes (Fig. 2.2b) [27], which will be examined in chapter 6. It is also useful to determine
the total power absorbed in each region as the wave propagates along the waveguide in order
to evaluate the fraction of absorption that contributes to photocurrent production. This
can be determined from the complex Poynting theorem for a propagating waveguide mode













It is easy to see from equation (2.24) that the fraction of power absorbed in each region is
equal to the fraction of the modal absorption coefficient due to each region multiplied by the
total power absorbed.
2.3.3 Coupling to waveguides
Waveguide modes are able to propagate over long distances because they exist in a region
of the dispersion diagram where radiation modes are not allowed (see Fig. 2.1a). However,
in practice optical power needs to be inserted and extracted from waveguides, requiring the
design of waveguide couplers, which allow power transfer between radiation and waveguide
modes. In a similar manner to how the modal absorption coefficient was derived from the
first order frequency shift, a coupling coefficient with units of (length−1) can be derived to
evaluate the coupling between two propagating modes |βa,b〉:
κa,b , δβa,b =
ωε0
4
〈E◦a | δε(rp) |E◦b〉√
PaPb
(2.25)
where the modes have been normalized to the power propagating in the z-direction Pa,b.
Note that the group velocity is implicitly included in this equation, as Pa,b = vg,a,bWa,b.
Again, by time reversal symmetry and energy conservation, the mode coupling coefficients
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must obey κa,b = κ
∗
b,a. Since the perturbed structure must support both modes, the total
electric field can be written as a superposition [5]:
|E〉 = A(z) |Ea〉+B(z) |Eb〉 (2.26)
which can rearranged using (2.16) and (2.1) to find expressions for the power in each mode
as a function of z:
dA
dz





where Pa(z) = |A(z)|2 and Pb(z) = |B(z)|2. Note that |κa,b| ∝ | 〈Ea | δε |Eb〉 |, which rep-
resents the overlap between the two modes and ∠κa,b = βa − βb = ∆β, which represents
the phase mismatch between modes a and b. Thus, to efficiently couple power into a guided
mode the two major design parameters are overlap and phase mismatch between the incident




Figure 2.3: Fiber spot size converters for silicon waveguides: False color SEM images of
(a) an inverse taper, (b) a fan-out taper, and (c) an optical microscope image of a vertical
grating coupler.
There are a number of methods for achieving coupling, including gratings or prisms to
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compensate for the ∆β phase mismatch between a radiation mode and a waveguide mode,
and adiabatically coupling between a leaky mode or multimode structure and a single mode
waveguide. These methods have been reviewed extensively elsewhere [14]. For high index
contrast waveguides, such as those found in silicon photonics, the two main methods include
end-fire coupling from a cleaved facet of the chip, or vertical coupling via a grating or prism.
Examples of end-fire couplers include the inverse [43] and fan-out tapers shown in Fig. 2.3a,b
with a coupling losses of ≈ 4 dB/facet and ≈ 8 dB/facet from a 2.5 µm spot-size lensed-
tapered fiber, respectively. An example of a vertical grating coupler [44] is shown in Fig.
2.3c.
2.4 Resonator modes
A special case of localized solutions to Maxwell’s equations occurs in structures where a wave
repeats itself every optical cycle. Such a structure is called a resonator, and can be described
as a second order system where energy is being passed back and forth between two storage
mechanisms. Electrically, this is achieved by current and voltage storage through inductance
and capacitance; mechanically this can be done by transferring energy between kinetic and
potential energy. For electromagnetic waves at optical frequencies, photon storage is not
easily achieved. Instead, optical resonators operate by transferring energy between two
degenerate system modes, which can be forward and backward traveling waves (standing
wave resonators) or two standing waves that are π
2
out-of-phase (traveling waves resonators,
such as ring resonators). While resonator modes are eigenvalues of (2.6), as well as (2.16) if
they have been fabricated in a waveguide, they are unique in their constraints on both ω and
β. This manifests itself as a resonator mode appearing as a single point on the dispersion
diagram. As an example, the Fabry-Pérot modes shown in Fig. 2.1c are standing-wave
resonator modes when βm = 0, which occurs at the ω-axis of Fig. 2.1a. This is a direct
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result of the requirement that a resonator mode repeat itself every optical cycle, which can
only be achieved by phase-matching the degenerate eigenmodes at a single β point. Since this
is the case, dispersion of an optical resonator is usually expressed in terms of a geometrical
parameter, or round-trip phase shift. Similar to the first-order perturbation theory used
previously, a time-dependent perturbation theory (often referred to as temporal-coupled
mode theory [45]) will be developed in this section, which can be used to easily describe the
coupling between resonator modes and driving fields.




(e±jω0t ± je±jω0t) |Em〉, where a± are known as the complex positive
and negative frequency amplitudes, respectively. These amplitudes are normalized such that
|a±|2 = Wm. For a lossless resonator mode, such as a standing wave formed between two
parallel perfectly reflecting mirrors, Âω, B̂ω are required to be Hermitian, and thus ω0 is




which in the time-domain implies a resonant mode whose energy oscillates sinusoidally in
time with a frequency of ω0. In the frequency domain, this corresponds to a delta-function
at ω = ω0. With the addition of cavity loss, ω0 → ω0 + j γtot2 , and while equation (2.28) is no












sout = s0 −
√
γca (2.30)
where γtot = γc + γi, with γi being the internal resonator loss rate and γc being the coupling
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rate, which are evaluated using equations (2.12) and (2.14), respectively. The complex power
amplitudes s0 and sout represent power entering and escaping from the resonator such that
|s0|2 = P0 and |sout|2 = Pout. Internal loss can result from a number of factors including
material absorption, scattering loss, and bending loss in ring resonators. This formulation
is incredibly useful for understanding coupling from a source to resonator modes. It should
be noted that resonator modes must be degenerate with another mode or number of modes
in order for power to couple into and out of the resonator. In the example of the Fabry-
Pérot standing wave resonator in Fig. 2.1a, the modes are degenerate with the radiation
continuum, meaning that a planewave can couple to the resonator. Coupling can also be
achieved by degenerate waveguide modes and by other resonator modes.
2.4.1 Critical coupling
For photodetectors, an important application of resonator modes is to increase the interaction
length of incident light with a weakly absorbing material. This is achieved by creating a
resonator with only one input/output port through which power can be coupled to, or escape
from, the mode of the resonator cavity. The simplest example that can be examined is the
Gires-Tournois (GT) resonator shown in Fig. 2.4a, which is similar to a planar Fabry-Pérot
resonator except that the second mirror is 100% reflective. Like a Fabry-Pérot, a resonant
mode is formed at ω0 by the superposition of forward and backward traveling waves with an
integer number of half wavelengths in the cavity. However, in this configuration light can only
be input and escape through r1. The on-resonance (ω = ω0) power reflection and absorption
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Figure 2.4: (a) GT resonator. (b) Coupling as a function of front mirror reflectivity, (c)
frequency dependence of coupling
to the single pass amplitude loss e−
α
2
l the power reflectivity R = 0, and, by conservation of
energy, the power absorption A = 1. This special condition is known as critical-coupling, and
can be achieved in any second order resonant system with a single input/output port. The
benefits of this configuration are clear: for any material with an absorption coefficient α, r1
can be adjusted such that 100% of the incident power is absorbed at a single wavelength,
albeit at the expense of a limited the optical absorption bandwidth. For more complicated
structures, such as silicon waveguide resonators, solving the field boundary conditions is
typically not the most convenient way for finding a solution for the system response. For-
tunately, the temporal-coupled mode formalism presented above is very convenient for this






= n, and the internal loss rate is γi = 2ω0(1− e−
α
2
l) ≈ vgα. An expression for the






∣∣∣∣γc − γi − j2(ω − ω0)γc + γi + j2(ω − ω0)
∣∣∣∣2 (2.32)
which reduces to equation (2.31) on resonance. Similarly, an expression for the absorbed











With these expressions, any second order system can be easily modeled by finding the the
resonant mode |Em〉, and then evaluating the loss rates. These expressions are also very
convenient because they clearly illustrate the bandwidth trade-off for using critical-coupling:
the bandwidth is limited to γtot
2
, as is seen in the Lorentzian curve shown in 2.4c. This
method will prove to be useful for the design of silicon waveguide based 1D photonic crystal
cavities in chapter 4 and for modeling a novel interference effect in resonators chapter 5.
Presently, this formalism is adapted to evaluate the upper-limit of absorption enhancement
over a broad bandwidth, which is of particular interest for photovoltaic devices.
2.5 Coupling to a large number of modes
While the coupling to single mode resonators covered in the previous section is extremely
important for resonant cavity enhanced photodetectors that operate in a narrow bandwidth,
deriving the optimal coupling conditions for capturing photons over a large bandwidth is
equally important for photovoltaic devices. Towards this end, the upper limit for light





where the approximation is for weak absorbers where αh  [4n2]−1. This is typically
referred to as the ray optics limit for light trapping, as it was derived under the assumption
of an optically thick slab of homogeneous material with index of refraction n and thickness
h. Additionally, it is assumed that there is a perfect back reflector such that no light is
transmitted through the slab, nor is it absorbed in the reflector. Most importantly, incident
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photons are assumed to couple equally at all angles and wavelengths, which is known as a
Lambertian grating assumption, which is typically approximated with surface roughening or
random patterning in physical photovoltaic devices.
While this limit has proven very useful for evaluating the effectiveness of light-trapping for
bulk photovoltaic structures, nano-patterning has allowed for the fabrication of devices which
exceed the limit given in equation (2.34). Because of this, there has been a great deal of effort
put towards calculating a more general upper limit for nano-photovoltaic devices. A more
general formulation of this upper limit can be achieved by assuming that a given structure
supports a large number of modes described by (2.29) with equal coupling coefficients γc [46],
and applying the second law of thermodynamics [47]. This approach yields an upper limit
in terms of the local density of optical states (LDOS), ρ(r) which characterizes the number









)]−1 ≈ 4( ρρ0n
)
αh, (2.35)
which reduces to equation (2.34) under the same assumptions. Here, ρ0 is the vacuum LDOS.
While both of these equations are intuitive and easy to work with, a more rigorous form is
useful for designing actual devices. Particularly, it is desired to express the upper limit in
a form which replaces equation (2.34) for cases where it is exceeded so that insight may be
gained as to how the ray optics limit can be surpassed. Usually this happens in structures
that support a single guided modes with an LDOS that is much higher than that of vacuum,
which results in strong waveguide dispersion. The upper limit for a single-mode waveguide
can be expressed as follows (see Appendix D for full derivation) [34, 48]:
Amax(λ) =
1
1 + [4πneffκeff ]−1
≈ 4πneffκeff (2.36)
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This equation clearly shows the characteristics that are necessary for a structure to exceed
equation (2.34): a mode must have a large neff (preferably larger than the material n), and
it must have a large modal absorption coefficient, which requires a large group index. The
first requirement is only achievable in structures where the boundary conditions for the mode
allow local regions within the mode to have neff > n(rp), while it is clear from equation
(2.22) that large longitudinal fields are required to achieve slow-light. The motivation for
exceeding the Yablonovich limit is most relevant for organic photovoltaics, as their short
carrier recombination length requires the use of very thin films. However, the polymer
materials used in organic photovoltaics are highly anisotropic, and since the requirements
for over-coming the Yablonovich limit strongly depend on the relative magnitudes of different
modal field components, these anisotropies have a strong effect on the upper limit of light
trapping. The derivation of an upper limit for light trapping in nanophotonic structures that
contain anisotropic materials is subject of chapter 6.
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Part II






The use of CMOS based silicon fabrication processes to enable on-chip optical communica-
tions, referred to as silicon photonics [9–13], has emerged as a disruptive technology [14].
Silicon photonics has already enabled low cost transceivers for active optical cables (AOCs)
and has the potential to enable power efficient core-to-core intra-chip communication by com-
bining nanoscale optical components with highly integrated CMOS electronics on a single
chip.
Integrated photodiodes (PDs) operating in the C-band (λ = 1.530 µm to 1.565 µm) are an
essential component for on-chip optical links as they enable the terminal optical-to-electronic
data conversion for silicon photonic receivers. These PDs, as realized on the silicon-on-
insulator (SOI) platform, must be high-speed and CMOS-compatible to support the high-
data-rate conversion of optical signals in highly confined single-mode silicon waveguides
(SiWGs) to the electrical data signals that can be processed by monolithically integrated
electronics. However, an inherent difficulty exists in integrating a material that absorbs in
the C-band into a CMOS-compatible SOI-based process due to material constraints. There
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has been significant progress towards this goal with the hybrid integration of III-V materials
[49], and with the integration of germanium [50–52]. Although these solutions have produced
high-performance devices, germanium integration requires a large number of fabrication
steps, a high thermal budget, and the need for a germanium back-end process to produce
low dislocation density devices [50], while hybrid III-V integration requires modifications to
the standard CMOS process.
While the integration of narrow band gap materials on silicon has proven difficult, de-
vices that use methods other than intrinsic material absorption for photodetection, referred
to as extrinsic PDs, have been demonstrated. These demonstrations include: internal pho-
toemission PDs utilizing a SiWG-Schottky contact [53–56], surface-state and two-photon
absorption in both crystalline [57–64], and deposited poly-crystalline silicon [65, 66], and
sub-bandgap-defect-state absorption via ion implantation of the SiWG [67–79]. Although
these extrinsic SiWG PDs are simpler to fabricate, they typically have much lower respon-
sivities (∼mA/W) as compared to intrinsic PDs (0.8 A/W to 1 A/W for germanium [50])
as well as lower absorption coefficients which require a substantially longer device length.
Ion-implanted PDs have shown the best overall performance of these extrinsic SiWG PDs,
while only requiring one additional implantation step and no high-temperature processing.
Various implantation species have been used to induce absorption, including H+ [67], He+
[68], Ar+ [69], Se+ [70], and B+ [79, 80]; however, Si+ implanted SiWG PDs [71–79] have
the largest reported responsivities of these ion-implanted PDs. Due to their weak absorp-
tion coefficient, Si+ implanted SiWG PDs have recently found use as in-line power monitors
because of their ability to generate photocurrent without attenuating a large fraction of the
optical power [77], which is important for thermally stabilizing SiWG microring resonators
[81] and has led to the development of integrated thermal stabilization using feedback from




















Figure 3.1: (a) False color scanning electron microscope cross-section of an ion-implanted
SiWG PD. The channel waveguide section is ion-implanted, while the wings are doped p and
n to form a p-i-n photodiode. Photogenerated excitons are separated by an applied reverse
bias voltage, resulting in photocurrent. The FEM calculated fundamental quasi-TE mode is
overlaid to illustrate the spatial distribution of carrier generation. (b) Energy-band diagram
depicting two different trap types in the in the intrinsic region of a p-i-n photodiode.
The physical mechanism behind defect-mediated absorption is reviewed in [85–87], along
with other types of extrinsic SiWG PDs in [88]. In brief, detection is achieved by the cre-
ation of sub-bandgap trap states which arise due to defects in the silicon lattice after ion
implantation. An example of a SiWG ion-implanted PD is shown in Fig. 3.1a, with the
corresponding energy band diagram shown in Fig. 3.1b. Ion implantation is performed in
the channel section of the waveguide, with p and n doping on either side, while thin slabs
are used for electrical connections. As the mode propagates down the waveguide, along the
z-direction (as indicated in Fig. 3.1a), photons are absorbed by trap states as indicated by
the red arrows in Fig. 3.1b. Thermally assisted transitions serve to either repopulate the
trap (Et,p), or to extract the photoexcited electron to the conduction band (Et,n), depending
on whether the trap is an acceptor (electron trap, closer to the valence band) or a donor (hole
trap, closer to the conduction band). The resultant excitons are separated by the DC electric
field in the intrinsic region (indicated by blue arrows in Fig. 3.1a,b) which is created with an
applied reverse-bias voltage, in the same manner as a direct-bandgap-transition based p-i-n
diode functions. These trap states are thermally populated at a rate determined by the
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Fermi-level and temperature, and photoexcitation occurs for wavelengths that correspond to
energy difference between the defect level and the conduction or valence band, depending on
whether the defect creates an electron or a hole trap. While most implanted detectors rely
on a number of sub-bandgap trap states for efficient thermal population, typically only one
transition is required for photoexcited carrier generation, resulting in PDs that have a linear
response with input power. Furthermore, while this single trap picture may not be entirely
accurate, is provides a good phenomenological model which has successfully been used to
reproduce experimental trends for divacancy-defect based PDs with a single trap-state at
Et = Ec − 0.4 eV [89]. This Shockley-Read-Hall recombination picture elucidates the pa-
rameters that affect the internal quantum efficiency, ηi [exciton/photon], of defect-mediated
PDs: thermally-assisted transitions (indicated by gray dashed arrows in Fig. 3.1b) serve to
either reduce ηi or increase the dark current. By tuning the Fermi-level with compensation
dopants, ηi can potentially be increased beyond what has presently been achieved [90].
Silicon lattice defects have been studied extensively in the context of dopant implantation
for VLSI technology [8]. For the best performing defect-based PDs in the literature, the
implantation dosage is typically on the order of 1012–1014 cm−2. While the resultant defect
concentrations depend on the implantation species used, these values are typically below the
amorphization dosage [8]. The different forms of crystalline lattice defects in silicon after ion
implantation are illustrated as a function of annealing temperature in Fig. 3.2. Immediately
after implantation, vacancies and divacancy-complexes are formed due to lattice sites being
physically removed by energetic implantation ions. Vacancy defects gradually anneal out
of the lattice with increasing temperature, up to around 350 ◦C, where the majority of
defects have recombined with interstitial atoms [8] and the absorption coefficient decreases
accordingly [79, 87]. At this annealing temperature, PDs have been reported with ηi ≈ 20%
at 5 V reverse bias and an absorption coefficient of ≈ 100-200 dB/cm [72, 73, 86, 91]. As the
annealing temperature is further increased, displaced lattice atoms (along with implanted
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atoms in the case of Si+ implantation) begin to form large interstitial clusters which have
been found to have nearly 40-100% internal quantum efficiency but a much lower absorption
coefficient of 8–20 dB/cm [73, 74]. Detectors based on these defects have been found to have
two stable absorption states, although the mechanism behind this is not well understood.
PDs have been reported for annealing temperatures up to 600 ◦C [87], above which the
clusters begin to form optically inactive defect rods and chains. The effect of implanting
excess Si+ atoms into the lattice on the concentration of interstitial defects formed after
annealing has not been explicitly studied. However, Si+ ion-implanted SiWG p-i-n PDs
based on interstitial defects have been demonstrated with a bandwidth of > 35 GHz and
responsivities of 0.5 A/W to 10 A/W [74], which are the best reported values for extrinsic
SiWG PDs. These devices are fully CMOS-compatible, and have responsivities which are
comparable to intrinsic PDs.
Displaced Lattice Sites Cluster Formation
p-type n-type
0°C ≈ 300°C ≈ 600°C
Dopant Activation
Post-implantation Annealing Temperature
Figure 3.2: A map of the different defect types present in a silicon lattice after ion im-
plantation with increasing annealing temperature. The red circles represent displaced silicon
atoms that begin to form interstitial clusters, while the purple circles represent substitutional
impurity atoms that donate or trap electrons to change the free carrier concentration of the
lattice. Blue arrows indicated donated electrons or holes. All of these defects create trap
levels withing the electronic band gap of silicon.
While defect-based detectors have been researched extensively, only recently has the
prospect for using extrinsic dopants (shown on the far-right of Fig. 3.2) begun to be explored.
Unlike defects, dopants utilize the incorporation of an impurity atom into the silicon lattice
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to create trap states. This strategy has a number of potential advantages: First, the position
of trap levels within the band gap can be tailored by choosing an appropriate implantation
species to engineer the detection wavelength. Second, dopant activation requires a higher
annealing temperature as compared to defect-based detectors, which can fit more easily into
the fabrication process flow during p and n dopant activation. This technique has been
utilized extensively for bulk photoconductive detectors in the mid-infrared [92]; however,
photoconductive detectors require liquid nitrogen cooling to freeze out thermally excited
free-carriers. By using a reverse biased p-i-n junction, photodetection at wavelengths across
the mid-infrared can be achieved on-chip.
This chapter is divided into three sections: the first section outlines experimental demon-
strations of high-speed data reception at 10 Gb/s for λ = 1.55 µm with an interstitial-cluster-
based SiWG PD [93], the following section outlines the details of the metal-semiconductor-
metal SiWG PDs reported in [91], and the final section covers the first exprimental demon-
stration of an on-chip Zn+-implanted SiWG PD operating at λ = 2.2 µm to 2.4 µm. Methods
for overcoming the small absorption coefficient of extrinsic detectors using both resonant cav-
ity enhancement and slow light enhancement are discussed in subsequently in chapter 4.
3.1 High-speed operation of defect-based detectors
In this section, error-free operation [bit-error-rate (BER) ≤ 10−12] is demonstrated for Si+
ion-implanted SiWG p-i-n PDs at 2.5 Gb/s for 250 µm and 3 mm device lengths L and at
10 Gb/s for 250µm device length [76, 93]. The sensitivity as a function of bias voltage is
measured, and the frequency response limitations of the device are investigated. Additionally,
the photocurrent increase caused by bringing the diode into a highly absorbing state via
forward biasing, as reported in [73–75], is measured and it is shown that a 15 dB improvement
in receiver sensitivity can be expected. The frequency response of the device is found to be
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primarily resistance-capacitance (RC)-time-constant limited, and thus, the L = 3 mm PD
has a worse sensitivity than the L = 250 µm device due to its larger device capacitance,
despite having a longer absorption length and a larger responsivity. It is shown that, by
decreasing the device capacitance, 40 Gb/s operation is possible in Si+ implanted SiWG
PDs. To the best of our knowledge, this is the first systems level exploration of an extrinsic











Figure 3.3: (a) Cross-section of the SiWG PD. The channel waveguide section is Si+ ion
implanted, while the wings are doped p and n to form a p-i-n photodiode. The fundamental
quasi-TE mode is overlaid. (b) Top view of the device (not drawn to scale), showing the PD
region with L = 250 µm or 3 mm, as well as the cleaved facet fan-out tapers used for input
coupling from the lensed-tapered fiber (LTF).
3.1.1 Experimental setup
The measured Si+ ion-implanted SiWG p-i-n PDs were fabricated on the CMOS line at
MIT Lincoln Laboratory, as described in [73], with dimensions given in Fig. 3.3. The
experimental setup for measuring the sensitivity of these PDs is shown in Fig. 3.4, with a
10 Gb/s or 2.5 Gb/s 231-1 pseudorandom bit sequence (PRBS) of non-return-to-zero (NRZ)
data being generated by a pulse-pattern generator (PPG). The PPG is then used to drive a
LiNbO3 modulator (MOD), which imprints the electrical signal onto a 1.55µm optical carrier.
The modulated light signal is sent to an erbium-doped fiber amplifier (EDFA) followed by a
square passband filter, to reduce the amplified spontaneous emission noise. The optical eye is
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monitored through a 10/90 tap on a digital communications analyzer (DCA), and a variable
optical attenuator (VOA) is used to attenuate the power being launched on-chip for BER
measurements. Another tap, with a 1/99 split, sends the signal to an optical power meter
(PM) to accurately monitor the power being launched on chip from the lensed-tapered fiber
(LTF). The PD is electrically contacted with 40 GHz rated probes, and a bias tee is utilized
to apply a DC bias. The demodulated electrical data signal is sent to a transimpedance
amplifier (TIA), followed by a limiting amplifier (LA), and the signal from the LA is sent to
either a bit-error-rate tester (BERT) (for sensitivity measurements, shown in Fig. 3.4) or a
DCA (for eye diagram measurements, shown in Fig. 3.5).
Figure 3.4: Experimental setup for PD sensitivity measurements.
3.1.2 Detector sensitivity
The receiver sensitivity curves for the L = 250 µm device at 5 V, 10 V, and 15 V biases
are shown in Figs. 3.4a,b for 2.5 Gb/s and 10 Gb/s data reception, respectively. Receiver
sensitivity curves for the L = 3 mm device at 2.5 Gb/s are shown in Fig. 3.4c. The power
shown in Fig. 3.4 is the power being launched on-chip from the LTF (measured on the 1/99
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tap), and does not take into account facet loss from the fan-out tapers (Fig. 3.3b). The
facet loss is estimated to be 15 dB/facet for our devices based on measurements of the total
fiber-to-fiber insertion loss. However, since the facet loss has previously been reported to
be as low as 7 ± 2 dB/facet [72], the sensitivity of the device is conservatively estimated to
be decreased by 7 to 15 dB from the on-chip launch power. The discrepancy between our
measured facet loss and the previously reported value is believed to be due to imperfections
in the facet caused by polishing.
Error-free operation is demonstrated at 10 Gb/s for a 15 V bias, and at 2.5 Gb/s at 15 V
and 10 V biases. For the L = 250 µm device the sensitivity at 2.5 Gb/s is measured to be
7.4 dB m and 12.3 dB m for the 15 V and 10V biases, respectively. At 10 Gb/s, the sensitivity
is 11.1 dB m when biased at 15 V. For the L = 3 mm device, the sensitivity at 2.5 Gb/s is
measured to be 11.7 dB m at 15 V bias. The data points in Fig. 3.5 have been fit with the
complimentary error function [5] using nonlinear least-squares curve fitting.
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Figure 3.5: Receiver sensitivity curves for (a) the L = 250 µm device at 2.5 Gb/s, (b) the
L = 250 µm device at 10 Gb/s, and (c) the L = 3 mm device at 2.5 Gb/s. The launch power
shown in dB m is the power launched on-chip from the LTF, not including facet loss.
The eye diagrams for the detected signal after the TIA-LA are shown in Fig 3.6c, with the
error-free cases shown in a red outline. Error-free operation is achievable at lower bias volt-
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ages; however, a number of improvements in the device geometry are required, as discussed
in the following sections.
3.1.3 L1, L2, and initial state photocurrent
The photocurrent generated in the Si+ implanted PDs is believed to be due to interstitial
clusters that form after processing the devices at 475 ◦C [73], which allow for mid-bandgap
transitions of photo-excited carriers. It has previously been shown that these absorbing
defects have two stable states, which are labeled L1 and L2 [73]. The PD can be brought
into the L1 state, which has a weak absorption coefficient of α = 8 dB/cm, by heating at
250 ◦C for 10 s. Subsequently, the PD can be brought into the L2 state, which has a larger
absorption coefficient of αeff = 18 dB/cm to 23 dB/cm, by forward biasing the device at
200 mA/cm of device length [74].
The receiver sensitivity measurements presented in the previous section were performed
without regard to the absorption state of the PD. Subsequent to these measurements, the
photocurrent and dark current versus reverse bias voltage Vbias are measured in this unknown
“intial” state in Fig. 3.6a for the L = 250 µm device. The DC photocurrent is found by
launching a 17 dB m CW signal on-chip from a LTF and measuring the generated photocur-
rent on a picoammeter as a function of Vbias. These measurements are repeated for the L1
and L2 state with the results shown in Fig. 3.6a. It is noted that the photocurrent in the L1
state is ≈ 5 nA, which is smaller than the dark current for Vbias > 5 V, and thus the curve
follows the dark current very closely. The photocurrent measurements show that a > 15 dB
receiver sensitivity improvement at all measured bias voltages can be expected by operating
the PDs in the L2 state as compared to the initial state.
The dark current shown in Fig. 3.6a ranges from 6.7 nA at 5 V reverse bias to 136.2 nA
at 15 V reverse bias, which is substantially less than the 10’s of µAs reported for typical
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germanium PDs [50, 51]. The dark current in germanium PDs results from dislocation
defects in the germanium layer; however, CMOS-compatible germanium PDs fabricated by
selective-area deposition have recently been demonstrated with 3 nA of dark current at 1 V
bias [52]. These devices require a large number of fabrication steps, back-end germanium
integration, and a thermal budget of 630 ◦C, while achieving comparable dark current and
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Figure 3.6: (a) Measured photocurrent for the L = 250 µm device in the initial, L1, and L2
states plotted on a log scale as a function of Vbias at λ = 1.55 µm, and (b) calculated 3 dB
frequency of the PD as a function of device length L (on a log scale), decomposed into its
constituent components. The two points indicate the time responses of the L = 250 µm and
L = 3 mm devices. The eye diagram of the L = 3 mm device (inset), shows that the PD
is RC-time-constant limited. (c) Eye Diagrams for the L = 250 µm and L = 3 mm devices
for 5 V, 10 V, and 15 V reverse bias voltages, taken after the TIA-LA. Red outlines signify
error-free operation.
3.1.4 Discussion
Assuming that the PD is being operated in the L2 state, and taking into account the 7 to
15 dB facet loss, the on-chip sensitivity for the SiWG PD is predicted to be between -20
and −12 dB m for BER = 10−9 at 10 Gb/s with 15 V bias. Thus, the Si+ implanted SiWG
PD on-chip sensitivity is comparable to the −14 dB m sensitivity of the germanium PD
measured in [51] for BER = 10−9 at 10 Gb/s with 3.2 V bias. While the device footprint and
bias voltage required for the Si+ implanted SiWG PD are large compared to the germanium
41
PD for a comparable sensitivity, the footprint can be decreased by utilizing resonant cavity
enhancement [75, 78, 79, 94, 95] and the required bias voltage can be lowered by using an
interleaved contact structure [63, 64] to achieve a larger internal field for the same applied
bias.
The calculated 3 dB frequency of the diode as a function of L is shown in Fig. 3.6b, where
the 3 dB frequency has been decomposed into its constituent components: the transit-time-
limited bandwidth ftr, the group-velocity-limited bandwidth fvg, and the RC-time-constant
limited bandwidth fRC . The ftr limit is calculated to be ≈ 97 GHz with an assumed car-
rier saturation velocity of intrinsic Si (vsat = 1 × 107 cm/s). This calculation is performed
using the LaserMOD software package from RSoft Design Group, Inc. [31], which numer-
ically solves the Boltzmann transport and Poisson equations for a two-dimensional cross-
section of the PD (Fig. 3.3a). The group velocity limited bandwidth is calculated using
vg = 7 × 109 cm/s and the method given in refs. [5, 74] with an assumed absorption coeffi-
cient of α = 28 dB/cm (20 dB/cm for ion-implanted absorption and 8 dB/cm for free-carrier
absorption in the p and n doped wings [74]), while the RC-time-constant-limited bandwidth
is found by linearly fitting the measured device capacitance values for the L = 250 µm and
L = 3 mm devices [73] to find a capacitance per unit length of 0.53 fF/µm, and assuming a









It can be seen from Fig. 3.6b that the total electrical bandwidth of this device geometry
follows the RC-time-constant-limit, deviating only at short devices lengths of L < 200 µm.
The RC-time-constant limits the PD electrical response to ≈ 21 GHz for the L = 250 µm
device, and ≈ 2.1 GHz for the L = 3 mm device. The eye diagram of the L = 3 mm device
before the TIA-LA is shown in Fig. 3.6(inset), where it can be seen that the decay time of the
signal is longer than the bit slot. For a 2.5 Gb/s signal, the bit slot is 400 ps, while the decay
time for a 2.1 GHz RC-limited device corresponds to ≈ 470 ps. Thus, the device-geometry
tested is RC-time-constant-limited. At L = 3 mm the frequency response limitation causes
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a sensitivity penalty as compared to the L = 250 µm device which outweighs the increase
in responsivity gained by increasing L. Device capacitance must be minimized to overcome
this sensitivity penalty for the L = 3 mm device, and for the L = 250 µm device to operate
at higher data rates.
Towards this effort, the frequency response of these devices can be increased by decreasing
the contact-pad capacitance, while the p-i-n diode capacitance can be decreased by utilizing
an interdigitated p-n junction [63, 96]. If the capacitance of the L = 3 mm device is decreased
to ≤ 0.362 pF, the frequency response is limited to 8.8 GHz by vg, resulting in receiver
sensitivity improvement for 2.5 Gb/s operation. Similarly, the L = 250 µm capacitance
must be decreased to 70.7 fF for a 50 GHz frequency response, which is sufficient for 40
Gb/s operation. The absolute limit for the frequency response of the L = 250 µm device
is the transit time limit, which requires C ≤ 35.4 fF. Devices capacitances of ∼1 fF have
been reported for germanium PDs [52], while similar capacitances are achievable for Si+
implanted PDs. An alternate contact configuration comprised of two Schottky contacts can
also be employed, which will be explored in the following section.
3.2 Metal-semiconductor-metal contacts
The devices presented so far are based on reverse biased p-i-n rib waveguide diodes, such
as the structure shown in Fig. 3.3a. These p-i-n diodes require multiple masking and
alignment steps, and have significant junction capacitance [74, 97]. An alternative metal-
semiconductor-metal (MSM) structure, commonly used in planar geometries [3], has been
proposed and demonstrated for carrier removal in 2D Photonic Crystal (PC) cavities [97]
as well as for germanium [98] and InGaAs [99] photodetectors integrated on silicon. Where
a p-i-n PD relies on a reversed bias p-i-n junction, the MSM structure relies on back-to-
back Schottky barriers formed by a work function mismatch between metallic contacts and
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the intrinsic silicon device layer. By applying a bias across the Schottky contacts, carriers
generated in the semiconductor region are swept out to the contacts while the barrier height
prevents dark current from flowing through the device, as illustrated in Fig. 3.7b. The
MSM PD has a simplified fabrication procedure as well as having a lower capacitance when
compared with p-i-n diodes of similar dimensions [97]. The lower capacitance/length makes
the MSM ideally suited for the longer low-absorption-coefficient ion-implanted Si waveguide
PDs. Additionally, the lack of contact doping makes the MSM useful for carrier removal
[97] in nonlinear four-wave mixing devices [100]. However, the top contact MSM design
used in [98, 99] creates significant parasitic optical loss resulting in substantially reduced
responsivity. To decrease parasitic loss, the metal-semiconductor Schottky contacts are
moved to the “wings” of the PD structure, as shown in Fig. 3.7a.
In this section, MSM PDs based on a Si rib-waveguide geometry (Fig. 3.7a) are demon-
strated. The active area of the PD is formed by implanting Si+ ions to introduce divacancy
defects that absorb at 1.55 µm. Device responsivity of > 0.5 A/W is achieved along with a
frequency response of 2.6 GHz for a 50 V bias. Bias voltage is a strong function of contact
separation and can be reduced to ≈ 15 V with a reduction in contact spacing. Furthermore,
it is shown that the frequency response is not limited by the MSM-contact configuration,
but is due to reduced low-field mobility as compared to intrinsic silicon. Simulations show
that an optimized device can achieve a frequency response of ≈ 9.8 GHz at 15 V, making
MSM PDs suitable for a broad array of applications in silicon photonics.
3.2.1 Device design and fabrication
Previous MSM waveguide PDs based on germanium [98] or InGaAs [99] utilized Schottky
contacts directly on top of the waveguide allowing for low operating voltage and high fre-
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Figure 3.7: (a) Cartoon of the device cross-section, (b) energy band diagram for the
divacancy defect-based SiWG MSM PD, and (c) false-color SEM image of an example PD.
Si+ implanted SiWGs [72–74], the parasitic loss from such a design is significantly greater
than the defect-mediated absorption coefficient, resulting in poor responsivity. The alternate
design presented here utilizes a rib-waveguide structure similar to p-i-n devices in [72–74]
with the contacts on either side of the SiWG, creating Schottky barrier contacts with the
wings (Fig. 3.7a,b). The wings provide the necessary electrical connection between the
waveguide and contacts as well as alter the distribution of the electric field so as to facilitate
carrier transport. The tight confinement of the rib-waveguide mode allows for the contacts
to be placed close to the channel section, thus reducing the operating voltage and increasing
the frequency response.
Fan-out tapers are utilized to couple between a lensed-tapered fiber (LTF), and the SiWG
PD. These fan-out tapers are designed for a ∼6 dB coupling loss per facet by mode-matching
between Gaussian profile of the LTF with a spot size of 2.5 µm and a coupler width of 3.85 µm.
The coupler adiabatically tapers down to the 750 nm wide channel waveguide input to the
PD over a length of 100 µm.
The electrical characteristics of the PD are modeled using the RSoft LaserMod package
from Synopsis [31]. The static electric field produced by applying a bias voltage across the
contacts was modeled using a Poisson solver, while the Boltzmann transport equations are
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solved numerically to determine the carrier-transit-time. The PD frequency response was
determined by simulating an optical impulse function incident on the device and performing
a Fast-Fourier Transform on the resultant current transient response.
The devices shown in Fig. 3.7c were fabricated at Brookhaven National Laboratory on
a SOITEC [101] SOI wafer with a 220 nm, 14-22 Ω cm resistivity p-type Si layer and a 3µm
buried oxide layer (BOX) layer. The waveguides were defined using electron beam lithogra-
phy with a 90 nm hydrogen silsesquioxane (HSQ) hard-mask. The mask was developed with
a 1% wt NaOH/4% wt NaCl aqueous mixture, followed by a inductively coupled plasma
etch utilizing HBr/Cl chemistry to define the waveguide, while leaving ≈ 60–64 nm of the
top silicon layer. A MaN-1410 negative photoresist mask was patterned to define the wing
sections of the PD and the remaining silicon layer was etched away, leaving a silicon channel
waveguide adiabatically coupled to a silicon rib/ridge waveguide, as shown in Fig. 3.7c. The
NaOH/NaCl development process used is known to provide very high contrast [102] while
the anisotropic inductively coupled plasma etch provides smooth vertical side walls with
roughness on the order of 3 nm [100]. Contacts were then defined using a single layer of
Shipley S1811 resist for liftoff, and the electron beam deposition of a 15 nm layer of Ti for
adhesion followed by a 150 nm layer of Au for the contact pads. Devices were subsequently
masked a final time and implanted in the Ion Beam Laboratory, State University of New
York at Albany, with 1013 cm−2 Si+ ions at 195 keV. After implantation the devices were
annealed at 250 ◦C for 10 minutes. The final device dimensions are a waveguide width and
contact spacing are 763 nm and 5.4 µm, respectively.
3.2.2 Results and discussion
To determine the detector responsivity and ηi, coupling loss is first determined at 1.55µm by



































Figure 3.8: (a) Responsivity versus bias voltage with error bars for 1 mm long PDs. (b)
Responsivity versus wavelength from 1.55µm to 1.61 µm for a 30 V bias. The dashed line
is a second-order polynomial fit to illustrate the trend. (c) Frequency response for a 1 mm
device at 40 V (blue) and 50 volt (black) along with simulation results (dashed lines) for a
carrier mobility of 50 V/cm2s
method on various PD lengths. Loss is measured for PD lengths of 0µm, 250µm, 500µm,
and 1 mm as part of a total device length of 3 mm. The insertion loss is measured to be
16.6 dB with a standard deviation of 1 dB and no significant difference is measured for the
different device lengths. The low wing height and adiabatic taper minimizes scattering and
parasitic losses between the waveguide and PD, resulting in no measurable parasitic loss, as
expected from simulations. Scattering loss between the coupler and device is lumped into
the insertion loss, and scattering loss along the device was negligible based on the cutback
measurements. For responsivity and internal quantum efficiency measurements, coupling loss
(including scattering loss before and after the device) is assumed to be half the measured
insertion loss, equating to 8.3 dB, matching well with a simulated loss of 6 dB.
Responsivity is found by subtracting the dark current Idark from the photocurrent under




shows the measured responsivity and standard deviation over a bias range from 0 to 50 V
for ten 1 mm length devices. The high bias voltage is not intrinsic to the MSM contact
configuration; rather, it is required for the large contact spacing of our devices. Based on
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Poisson solver calculations, a reduction in contact separation from 5.4 µm down to 1.5 µm
reduces the bias voltage required for a responsivity of 0.51 A/W from 50 V to less than 15 V.
Increasing bias voltage increases responsivity with no photocurrent plateau, similar to the
results of [80]. Simulations also show that the DC electric field in the device is well below
the field strength required for breakdown, suggesting that the continual increase is not due
to an avalanche multiplication process. Figure 3.8b shows the responsivity decreasing with
wavelength by 50% from 1.55µm to 1.61µm.
The initial dark current prior to annealing is 10’s of nAs. However, the dark current
increases with increased annealing temperatures, leveling off in the 10’s of µAs after 200 ◦C.
These dark currents are significantly higher than the values reported for p-i-n-based ion-
implanted devices [72–74, 80]. This behavior is attributed to contact degradation during
annealing since Ti is known to diffuse into Au between 200 ◦C–400 ◦C [103]. Contact degra-
dation has also been shown to be a source of unusually high dark current in p-i-n devices
[104]. The dark current can be reduced through the use of a thin barrier-enhancement layer
such as Pt [3]. Other procedures, such as depositing the contacts after implantation and
annealing, along with limiting implantation to the channel region of the waveguide, should
reduce dark current as well.




Pabs is the absorbed power in PD and λ is the free space wavelength in micrometers, the
absorption losses are first calculated by subtracting out the insertion loss measured prior to
implantation from the measured insertion loss after ion implantation. Using this technique, a
modal absorption coefficient of 185± 70 dB/cm at 1.55 µm is measured, matching well with
other ion-implanted detectors in the literature [72, 73]. Utilizing the average absorption
coefficient of 185 dB/cm for the 1 mm devices, ηi is found to be between 42 ± 8% at a 50 V
reverse bias. This result is significantly higher than previous reports of 16% [72–74] for
devices annealed at 300 ◦C. It is hypothesized that the different annealing and implantation
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conditions impact ηi by changing defect distribution and concentration, as the measured
values match closely with previous results seen under similar annealing conditions in p-i-
n Ar+ implanted PDs [105]. Additionally, MSM PDs have been known to exhibit gain,
attributed to either induced tunneling currents caused from built up charges at the cathode
and anode of the device or to photoconductive gain from long life-time traps [3].
A lightwave component analyzer is used to determine the frequency response of MSM
SiWG PDs for bias voltages of 30–50 V, and lengths of 250 µm and 1 mm. The results of
these measurements are shown in Fig. 3.8c. The obtained frequency response of 2.6 GHz
at 50 V is significantly lower than that expected from simulation models based on intrinsic
silicon. For the given bias, the carriers are expected to be close to saturation velocity with
a frequency response of ≈ 20 GHz. Capacitance and carrier gain can impact frequency
response, but based on measured PD characteristics and device simulations, the reduced
response is attributed to decreased low-field mobility.
A Keithley 590 CV Analyzer was used to measure the total-device and contact-pad capac-
itance. The measured capacitance of 97 fF/mm results in calculated RC-limited frequency
responses of 131 GHz and 32 GHz for the 250µm and 1 mm device, respectively (assuming a
50 Ω load). The measured device frequency responses of 2-3 GHz suggest that the response
is not limited by capacitance, but by other factors.
Furthermore, the nearly three-fold increase in frequency response going from a 40 V
to 50 V bias does not match simulations where carriers are near saturation velocity. The
increase in response with bias voltage suggests the carriers are far from saturation velocity,
indicating a decrease in carrier mobility compared to that in intrinsic silicon. Mobility
is known to decrease with the incorporation of trap states, in particular those created by
divacancy defects [74, 106, 107]. For example, in reference [74], the surface-carrier mobility
for implanted devices is shown to be several orders of magnitude lower for both electrons
and holes after implantation. Assuming the bulk mobility follows the same trend as the
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surface mobility [74] a reduced frequency response is to be expected. Further reduction in
low-field mobility is also expected from the degradation of the contacts with annealing, as
Au is known to act as a carrier scattering center in silicon [108].
In order to study the impact of decreased mobility, simulations at bias voltages of 40 V
and 50 V were performed for different electron and hole mobilities and compared with exper-
imental results. A mobility of ≈ 50 V/cm2s matches the measured device frequency response
well. The simulation results clearly show that a reduction in carrier mobility can account
for the observed frequency responses. Utilizing this reduced mobility a device with a contact
spacing of 1.5 µm (gap equivalent to 0.375µm) was simulated at bias voltages of 10 V, 15 V,
and 20 V, resulting in frequency response of 4.7 GHz, 9.8 GHz, and 13.8 GHz, respectively.
Further increase in frequency response is expected with an increase in bias voltage, as the
carriers are not at saturation velocity. Increased frequency response is also expected by re-
ducing the implantation dose, as carrier mobility is known to be strongly dependent on the
defect density in silicon [106, 107], albeit at the cost of a decreased responsivity.
While MSM and p-i-n contact configurations have been demonstrated for defect-mediated
SiWG PDs in the C-band, new applications of silicon photonics at longer wavelengths have
begun to emerge. To enable optical-to-electronic conversion at these longer wavelengths, the
previously explored topologies can be adapted by using a trap state with a lower energy
transition than the divacancy and interstitial cluster defects utilized at telecommunications
wavelengths. The extension of extrinsic SiWG PDs to mid-infrared wavelengths is the subject
of the following section.
3.3 Mid-infrared detection using dopants
Beyond applications at telecommunications wavelengths, silicon photonics has recently been
proposed for a diverse set of applications in the mid-infrared (λ = 2 µm to 5 µm) including
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spectroscopy, chemical and biological sensing, free-space communications [109], and non-
linear optics [100, 110, 111]. On-chip mid-infrared waveguide-integrated detectors are ex-
tremely beneficial for photonic integrated circuits targeted at these applications. While a
number of other necessary optoelectronic devices have been demonstrated in this wavelength
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Figure 3.9: (a) False color SEM cross-section of the SiWG PD with FEM calculated mode
intensity at λ = 2.3 µm superimposed. The waveguide has a 90 nm SiO2 hardmask and 3 µm
buried-oxide-layer substrate. (b) Top-view optical microscope image of the PD. The red
dashed line indicates the position of the SEM cross-section shown above. (c) Band diagram
of the Si:Zn PD, with defect levels Ed1 ≈ Ev+ 0.3 eV and Ed2 ≈ Ev+ 0.58 eV, resulting from
a Zn:B complex and Zn double-acceptor interstitial defect, respectively. (d) Photocurrent
Iph versus input power Pin of L = 250µm (red line) and L = 3 mm (blue line) at Vbias = 5 V
and λ = 2.3 µm, showing a linear correspondence and indicating a single photon excitation
process.
In this section, the first experimental demonstration of Zn+ implanted SiWG PDs for mid-
infrared detection is presented. The PDs are based on a p-i-n diode structure (SEM cross-
section shown in Fig. 3.9a, top-view shown in Fig. 3.9b), and have been fabricated with a
range of Zn+ implantation dosages and PD lengths 1012 cm−2 and 1013 cm−2 and L = 250µm,
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3 mm. The implantation dosages correspond to estimated average defect concentrations of
Nt = 4× 1016 cm−3 and Nt = 4× 1017 cm−3 as calculated by SRIM software [113]. These
results represent a crucial step towards the development of high-performance SiWG PDs
for the mid-infrared, with detection being extendable to longer wavelengths by appropriate
choice of the implantation species.
A number of intrinsic mid-infrared integrated detectors have recently been demonstrated,
including heterogeneously integrated GeSn/Ge [114], GaInAsSb [115], GaSb [116], PbTe
colloidal quantum dots [116], and PbTe photoconductors with chalcogenide glass waveg-
uides [117, 118]. Internal photoemission detectors have also been proposed for this wave-
length range [56]. However, extrinsic detectors, whereby absorption transitions are induced
by the introduction of sub-bandgap defect states, present a potential alternative for high-
performance integrated mid-infrared PDs. This method, which alleviates the need for het-
erogeneous integration, has been explored extensively with defect-mediated SiWG PDs at
1.55µm [87, 93]. Recently, these PDs have been extended to increasingly longer wavelengths
including demonstrations at 1.7 µm [72, 80], 1.9 µm [119], and 2 µm to 2.5 µm [120]. The PDs
used in these demonstrations all rely on silicon lattice defects such as divacancies and silicon
interstitial clusters, which anneal out at temperatures above 300 ◦C and 600 ◦C, respectively,
as illustrated in Fig. 3.2, and the responsivity decreases rapidly with increasing wavelength.
Extrinsic detectors that utilize dopants for the creation of sub-bandgap defect states have
long been used for mid-infrared detection in planar geometries [92]. For the 2.2 µm to 2.4 µm
wavelength range, Zn, Se, and Au dopants have been shown to produce a suitable defect
level in silicon [3] and have been studied in the form of bulk photoconductive detectors
[92, 121]. While these detectors required liquid nitrogen cooling, it has very recently been
demonstrated that silicon hyperdoped with Au absorbs up to 2.2 µm at room temperature
[122].
The SiWG PDs studied here utilize Zn as a dopant, which results in the two defect levels
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shown in the energy band diagram of Fig. 3.9c. Although reported positions of the levels
within the bandgap vary slightly among the literature, they have been well established to
lie at Ed1 ≈ Ev+ 0.3 eV and Ed2 ≈ Ev+ 0.58 eV [3, 123, 124] and have been associated with
the Zn:B complex and Zn double-acceptor substitutional defect, respectively [123]. Both of
these defects act as acceptors, making Zn is a p-type dopant [121]. Photocurrent generation
is achieved by the excitation of a trapped electron from Ed2 to the conduction band, as
described in the beginning of this chapter, and is shown to be a single photon process
by the linearity measurements in Fig. 3.9d. The presence of Ed1 does not contribute to
photocurrent generation in the wavelength range of interest; however, its presence impacts
the thermally assisted repopulation rate of Ed2 and thus ηi of the PD. Engineering the trap
state populations to optimize ηi will be the subject of future work.
3.3.1 Device fabrication
Unimplanted p-i-n SiWG diodes were fabricated on the CMOS line at MIT Lincoln Lab-
oratory as described in [73] using SOI with a 3µm BOX and with the device dimensions
given in Fig. 3.9a. Subsequently, contact photolithography was used to define a Shipley
S1811 implantation mask at Brookhaven National Laboratory, and Zn+ ion implantation
was performed in the Ion Beam Laboratory, State University of New York at Albany. An
acceleration voltage of 260 keV was used, corresponding to a stopping range of 118 nm into
the waveguide, as calculated by SRIM software[113]. Post implantation, the devices were an-
nealed in atmosphere at 250 ◦C for 10 min. Subsequently, a series of anneals were performed
with increasing temperatures in 50 ◦C steps for 10 min per step. Photocurrent measurements
were taken between each step, and the device performance was found to improve with each
anneal. The annealing temperature was limited to 350 ◦C, since the 100 nm thick Al contacts


















Figure 3.10: Experimental setup, not drawn to scale. ISO = isolator, FC = fiber collimator,
PR = polarization rotator, LTF = lensed tapered fiber.
The current under illumination Iilluminated versus bias voltage Vbias was measured with
a Keithley 2400 Source/Meter using an external-cavity Cr2+:ZnSe tunable laser (IPG Pho-
tonics) at a series of wavelengths from 2.2 µm to 2.4 µm in 25 nm steps, and the transmitted
power PT was monitored on a Yokogawa AQ6375 optical spectrum analyzer as shown in Fig.
3.10. The on-chip power entering the PD, Pin(λ), is determined by measuring the laser out-
put power at each wavelength, Plaser(λ), and subtracting the loss from propagation through
the input LTF, as well as facet loss from the fan-out taper coupler. The uncertainties of Pin
in Figs. 3.11a–d are determined by variances in measurement system losses over multiple
measurements and temporal fluctuations in Plaser(λ) as tracked by PT (λ). The error bars in
Figs. 3.9d, 3.12, and 3.13 have been calculated in a similar manner.
The Iilluminated and dark current Idark versus Vbias measurements at λ = 2.2 µm for each
device are shown in Fig. 3.11, along with the dark current of an unimplanted diode Idark,0.
While the dark current increases with dopant concentration, it remains below 10 µA for all
devices even at the maximum Vbias = 20 V under which measurements were taken.
The responsivity, defined as R = Iph/Pin [A/W], where Iph = Iilluminated− Idark, is shown
in Fig. 3.12 for each device with a series of increasing Vbias. The error bars have been
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Figure 3.11: Measured photocurrent under illumination, Iilluminated versus bias voltage Vbias
at λ = 2.2 µm (red), dark current Idark versus bias voltage (black) and dark current Idark,0
versus bias voltage for an unimplanted diode (black-dashed).
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determined based on uncertainties in Pin(λ) and Idark. R is largest at shorter wavelengths
in all cases, and increases with device length.
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Figure 3.12: Measured responsivity R versus λ with increasing Vbias from 0 V (purple lines)
to 20 V (red lines) in 5 V increments.
3.3.3 Discussion
Transmission measurements were repeated for an unimplanted diode (having identical p and
n implants and contact metalization as the Zn+ implanted PD), allowing for the effects of
parasitic absorption in the Al contacts to be taken into account. The modal absorption coef-
ficient, αeff = −T/L [dB/cm], is determined with L = 250µm. By subtracting the parasitic
absorption coefficient αeff,par, measured from an unimplanted diode, from the absorption
coefficient of a Zn+ implanted PD, αeff,tot, the absorption coefficient due to defects shown
in Fig. 3.13a is determined: αeff,Zn = αeff,tot − αeff,par. The fraction of total loss due to
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parasitic absorption and defect absorption are plotted versus wavelength in Fig. 3.13b,c,
from which it is clear that the contact absorption becomes dominant for λ > 2.325 µm.
By moving the contacts further from the waveguide, R can be greatly improved at longer
wavelengths. For comparison, the bulk absorption coefficient α = σλNt has been plotted in
Fig. 3.13a (indicated by black bars), where σλ = 10
−16 cm2 is the absorption cross-section
measured in [121] for a bulk Si:Zn photoconductor at λ = 2.4 µm, and Nt is the estimated
average defect concentration in the SiWG.
Even with parasitic absorption being taken into account, the large absorption coefficient
measured from these devices (Fig. 3.13a) along with the low responsivity (Fig. 3.12) indicates
that the ηi of this defect state < 5%. Due to the fabrication methods used, the devices could
not be annealed above 350 ◦C. However, it has previously shown that at ≈ 400 ◦C undesired
trap states begin to anneal out [124], which may be contributing to scattering loss and
excess parasitic absorption. In fact, the target impurity has been found to remain stable
up to ≈ 800 ◦C [124], indicating that this defect has the potential to be integrated into the
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Figure 3.13: (a) Modal absorption coefficients with the bulk α = σNt plotted for com-
parison (black bars). (b),(c) Fraction of modal absorption coefficient compared to the total
absorption coefficient.
Another factor that could be contributing to the low ηi of these detectors is the capture
cross-section σp, which determines the rate at which carriers thermally repopulate the defect
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state, making a photocarrier absorption event possible [89]. It has been shown that σp
can be increased by co-doping with an n-type acceptor, such as P, to raise the Fermi level,
and keep the traps thermally occupied [90]. The effects of co-doping and higher annealing
temperatures are currently being explored with an alternate fabrication process [125], and
the temporal characteristics of these devices will be the subject of future work.
Defect-mediated SiWG PDs have been demonstrated for telecommunications and mid-
infrared wavelength operation. While these PDs have many useful attributes, their major
disadvantage is the small material absorption coefficient as compared to intrinsic materials,
leading to a larger on-chip device footprint. Photonic structures for decreasing the on-chip
footprint of extrinsic PDs is the subject of the following chapter.
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Chapter 4
Resonant cavity and slow light
enhanced devices
The applications of extrinsic PDs for silicon photonics were discussed in the previous chapter;
however, one major limitation of these devices is the relatively small absorption coefficient
as compared to intrinsic absorbers. A plot of the absorption coefficient for a number of
common PD materials are shown in Fig. 4.1a, with Si+ divacancy absorption plotted for
comparison. It is clear that at telecommunications wavelengths the absorption coefficient of
implanted silicon is orders of magnitude lower than that of germanium and InGaAs. As a
consequence on-chip PD lengths are on the order of hundreds of micrometers to millimeters,
which is significantly longer than the tens of micrometers required for intrinsic absorbers. To
compensate for this small absorption coefficient, resonant cavity enhancement (RCE) and
slow light enhancement (SLE) can be used by patterning the waveguide into a 1D photonic
crystal. The design of 1D photonic crystal SiWGs for absorption enhancement is the subject
of this chapter.
Previous demonstrations of absorption enhancement for extrinsic SiWG PDs have utilized
either ring resonators [79] or 2D photonic crystal waveguides [97, 126]. While these devices
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Figure 4.1: (a) Absorption coefficients of various detector materials used for silicon photon-
ics. The absorption coefficient of ion-implanted silicon is significantly smaller than that of
germanium or InGaAs in the C-band. (b) Cartoons of two potential defect-mediated SiWG
PD topologies with in-line resonant cavities for resonant-cavity enhancement (RCE).
have resulted in significant absorption enhancement, 1D photonic crystals still have the
smallest device footprint. Two schemes for developing resonant cavity enhanced PDs are
shown in Fig. 4.1b,c [95]. This chapter begins with the design, fabrication, and testing of
weak index perturbation gratings for use in the RCE configuration shown in Fig. 4.1b. While
these gratings are simple design and are useful for a number of applications, the mirror length
scales with the index contrast between grating sections. However, scattering loss out of the
waveguide caused by the grating similarly scales. The increased scattering loss with grating
index contrast can be mitigated by employing a Bloch mode formalism to treat higher index
contrast gratings as 1D photonic crystals. Design methods for the high index contrast 1D
photonic crystal cavity in Fig. 4.1c are presented in subsequent sections, including design
examples and preliminary measurements of 1D photonic crystal cavities and CROWs.
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4.1 Weak index perturbation gratings
Integrated Fabry-Pérot (FP) resonator cavities have been utilized for a number of appli-
cations in silicon photonics including bonded III-V laser cavities [127, 128], optical filters
[129], multiplexing and demultiplexing [130], optical switching [131, 132], and modulators
[133, 134]. It is well known that such a cavity can be formed by introducing a defect
(cavity), with a length equal to an integer number of quarter-waves, at the center of a dis-
tributed Bragg reflector (DBR). Silicon waveguide FP cavities for the SOI platform have
been researched extensively for high index contrast air/Si gratings on Si wires and rib/ridge
structures [127, 128, 130–140]. While these high-index-contrast gratings have the advantage
of creating a small-footprint device, they make fine tuning of the grating coupling challenging
due to their extreme sensitivity to fabrication tolerance. Conversely, gratings with weaker
index perturbations allow for finer control of the grating parameters. Such precise grating
control is of particular importance for narrow bandwidth DBR reflection filters, where the
bandwidth of the filter depends strongly on effective index difference between the two grat-
ing sections. Similarly, precise control of the coupling coefficient is important for accurately
tuning the Q of a SiWG FP cavity, which is commonly used as a transmission filter or as
the laser cavity for a bonded III-V heterostructure gain medium. An additional and equally
important advantage of weak-index-perturbation gratings is that they are known to allow
longer cavity lengths, which, in turn, reduce the local device thermal load and, hence, enable
a higher operating laser power [127]. Low index perturbation DBR’s on large-mode rib-ridge
SiWG’s have been explored [141–144] including for the case of silicon-dioxide-(SiO2)-cladding
gratings on a large-mode rib/ridge SiWG [129]. Similarly, one-step weak-to-moderate-index-
perturbation gratings [145, 146] and FP cavities [147] have been fabricated with vertical
air/Si corrugations.
In this section, the use of a low-refractive-index cladding on a highly confined channel
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SiWG [148, 149] is shown to enable the design of a high-Q integrated FP cavity, and that
this materials choice enables precise tuning of the cavity parameters with standard e-beam
fabrication methods. The paper is organized as follows: a short description of the basic device
structure and its requirement are given, followed by a discussion of the theoretical approaches
needed for its design. The theoretical performance of such SiWG FP cavities, simulated
with FEM in conjunction with TMM, is also presented. This modeling approach allows for
the fast and accurate design of SiWG FP cavities, as well as an in-depth understanding
of the influence of the main parameters characterizing the device on its optical response.
The fabrication and testing of the device is described, and the experimentally measured
transmission spectra are fit with the TMM model, showing excellent agreement between
experiment and theory.
4.1.1 Device structure and motivation
Figure 4.2a shows a sketch of the integrated SiWG FP investigated here, with an SEM
image of a fabricated device shown in Fig. 4.2b. Notice that the device is formed by etching
gratings into the SiO2 cladding on a highly confined channel SiWG, for the purpose of
providing a weak index perturbation. Similar results are achievable with dielectric cladding
gratings other than air/SiO2, such as SiN/SiO2, or SiOxNy/SiO2, which could potentially
be employed for compatibility with a dielectric cladding layer over the entire chip. Previous
demonstrations of similar devices have focused on patterning the SiWG itself to form a cavity,
with the index contrast of the grating being between air and Si, thus resulting in a very large
index perturbation. A comparison of the index perturbation caused by a SiO2 grating [Fig.
4.2(inset)] as opposed to a Si etched grating [Fig. 4.2(inset)] is shown in Fig. 4.2c, where
it can be seen that the coupling coefficient κ, defined by eqn. (4.1) below, is more than an










































Figure 4.2: (a) Schematic of the SiWG FP cavity (b) Tilted side view SEM image of a
SiWG FP with Lc = 2a. (c) Comparison of κ for a SiO2-cladding grating and a Si etched
grating with increasing h, plotted on a logarithmic scale. For a Si etched grating with
h > 20 nm the fundamental quasi-TM (QTM) mode is no longer supported, thus κ is not
calculated for this polarization. (inset) Cross-sectional schematic of a SiO2-cladding grating
and a Si waveguide etched grating.
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that the SiO2 overlayer device geometry allows for a finer control of κ, which can be used to
precisely tune the reflectivity of the DBR’s as well as the quality factor Q of the resonator.
An important issue in such a low-index-contrast device is the achievable Q for the device and
how well it is matched to the potential applications. Our results demonstrate that fabricated
devices, shown in Fig. 4.2b, have measured Q’s of ≈ 2,000 and calculations, see below, show
that this number can be increased to ≈ 160,000 with a longer device geometry. These Q
values are sufficient for applications in filter design for WDM systems [150], switching [132],
modulation [133, 134], and hybrid laser cavities [127].
4.1.2 Modeling method
Cross-sectional schematics of both SiO2 and Si grating types are shown in Fig. 4.2(inset),
with the coupling coefficient κ, calculated using Eq. (4.1), shown in Fig. 4.2(c). While Eq.
(4.1), underestimates the grating coupling strength for strong perturbations, it can still be
seen that the quasi-TE (QTE) mode experiences greater than one order of magnitude larger
κ with the Si etched grating as compared to the SiO2 grating. Fig. 4.2(c) also shows that
the coupling coefficient of the quasi-TM (QTM) mode is larger than in the case of the QTE
mode. Our calculations suggest that this result is due to an increased overlap between the
optical mode and grating (see also Fig. 4.3). Here κ has been calculated using the first-order














E∗1 · E2dxdy, (4.1)
where states |β1〉, |β2〉 represent the modes of the waveguide in the unperturbed and per-
turbed region, respectively. The field E1,2 represents the vector time-harmonic electric-field
components of the optical mode in each waveguide section, which have been calculated using
FEM (as described in the following section) and have been normalized to 1 W of power prop-
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agating in the z-direction. The overlap integral is performed over the area of the grating,
which has dimensions of w = 520 nm in the x direction and h = 10 nm to 100 nm in the y
direction. The index of the perturbation nperturb is equal to noxide(λ) for SiO2 gratings, and
nSi(λ) for Si gratings, where the material dispersions of Si and SiO2 have been modeled via
the Sellmeier equation with coefficients taken from [4]. Although this approach provides a
strong motivation for utilizing SiO2 gratings in applications where weaker perturbations are
desired, it is well known that coupled-mode theory underestimates the grating coupling for
situations where the grating strength is not weak, as is the case with our fabricated devices.
To obtain transmission and reflection characteristics of the FP structure, a transfer matrix
is defined to relate the forward and backwards propagating field amplitudes in each waveguide
















the forward and backward traveling incoming and outgoing complex wave amplitudes, re-
spectively. Depending on the polarization, the field amplitudes in equation (4.2) represent
either the electric field (QTE case) or the magnetic field (QTM case). The total transfer
matrix, Mt, which describes the relationship between the incoming and outgoing waves in














Here, A,B,C,D, represent the elements of the transfer matrix for one period of the DBR
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structure, which must be raised to the total number of grating periods N1, N2, in each DBR.
The cavity adds an optical phase of kamLc (m = 0, 1, where 0 indicates the QTE mode and
1 indicates the QTM mode) for both forward and backward traveling waves as indicated
by the middle matrix. For a lossless system Cm = B
∗
m and Dm = A
∗
m due to time reversal
symmetry, allowing for the transfer matrices of both polarizations to be defined completely






























































The use of the above matrix elements can be extended to include modest losses by
substituting klm = βlm − jα/2 (for l = a, b) which are the complex propagation constants
for the modes in each waveguide section (note that time reversal symmetry no longer holds
once this substitution is made). Using these definitions the power transmission and reflection
spectra for a given geometry can be calculated by solving for the elements of Mt(λ) using
equations (4.3)-(4.7). The power transmission and reflection coefficients are T = (1/M11)
2
and R = (M21/M11)
2, respectively, where Mjk indicates the element of the matrix Mt.
Thus to provide an accurate design of the SiWG FP cavity, the TMM is employed to
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calculate the transmission characteristics of the structure. The waveguide is divided into two
sections, labeled section a for a waveguide segment with the oxide cladding and section b for
a waveguide segment with air cladding. The effective index neff (λ) of the waveguide mode
is calculated for each section using FEM. More specifically, neff (λ) is determined from the
relation neff (λ) = β/k, where β is the mode propagation constant, found numerically by
using FEM, and k is the wave vector in free space. FEM is also used to calculate the optical
modes, whose spatial profiles are shown in Fig. 4.3a-d. The length of each waveguide section
is chosen such that a = λ0/(4neff,a), b = λ0/(4neff,b) and Λ = a+b, which satisfies the Bragg
condition for opening a spectral gap at the center wavelength, λ0. In the TMM calculations
the two waveguide sections are treated as homogeneous media with the calculated neff values.
Similar approaches have been discussed in the literature [151–154].
4.1.3 Finite element method


















Figure 4.3: Modal profiles at λ = 1.55 µm for (a) QTE mode with cladding, (b) QTE mode
without cladding, (c) QTM mode with cladding and (d) QTM mode without cladding, where
∆neff,QTE = 0.015, ∆neff,QTM = 0.035. (e) ∆neff (λ) with h = 90 nm for both QTE and
QTM modes.
The neff (λ) of each waveguide mode is determined using the commercially available RSoft
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FemSIM software package [31], with material dispersion taken into account as described in
the previous section. The waveguide dimensions in the simulation cell are 520 nm × 220
nm, with h = 90 nm for waveguide section a. Grid spacing of 20 nm in the x direction and
10 nm in the y direction are used, and are found to converge with an neff accuracy of 10
−4.
The FEM calculated modal profiles at λ = 1.55 µm for each waveguide section are shown for
both polarizations in Fig. 4.3a–4.3d, with the outline of the waveguide cross-section shown in
white. The effective index difference between the modes of both grating sections, calculated
as a function of wavelength, ∆neff (λ), is shown for each polarization in Fig. 4.3(e), where
∆neff has been calculated in 5 nm steps of λ. FEM calculated neff (λ) is fit with a 7
th
order polynomial function for the TMM calculations presented in the following section. Our
calculations show that at lower wavelengths the effective index difference is larger in the case
of the QTM mode as compared to the QTE mode, whereas the opposite holds at longer
wavelengths.


































Figure 4.4: (a) DBR reflectivity for the QTE and QTM modes as a function of number
of grating periods N1 = N2 = N , with h = 90 nm, λ0 = 1.55 µm, and α = 3 dB/cm, (b)
Spectral width of the DBR stop band ∆λgap as a function of h, calculated with TMM and
with the analytical expression (4.8), (inset) SEM micrograph of a fabricated DBR.
Using the TMM, the DBR reflectivity R with increasing N for h = 90 nm, λ0 = 1.55 µm,
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and α = 3 dB/cm (α being the modal loss coefficient, as defined previously) is calculated
as shown in Fig. 4.4a. The QTM mode has a higher reflectivity as compared to QTE mode
with the same number of gratings due to the larger field overlap with the grating for the
QTM mode, as seen in Fig. 4.3a–4.3d. The spectral width of the DBR stop band, ∆λgap,
as a function of h is also calculated, as shown in Fig. 4.4(b). The results of this calculation





∣∣∣∣neff,a − neff,bneff,a + neff,b
∣∣∣∣ . (4.8)
From Fig. 4.4b it is clear that reflection filters can be designed with bandwidths ranging
from < 5 nm to > 20 nm by utilizing this type of DBR grating without the defect cavity. With
the inclusion of a cavity extremely narrow linewidth transmission filters can be designed.
For a short device with a total length of ≈ 80µm and the waveguide geometry presented
previously (α = 3 dB/cm, Lc = 2a, h = 90 nm, λ0 = 1.55µm), Q = λ0/∆λ is calculated to
be 2,580 for the QTM mode with N1 = N2 = 90. For a ≈ 155µm long device, Q is increased
to 161,500 for the QTM mode with N1 = N2 = 178, however, the peak transmission will
fall to ≈ 50%. An innate trade-off exists between Q and the peak transmission of the
cavity; higher Q requires larger N1, N2, which reduces the peak transmission in the presence
of realistic propagation losses. However, higher Q could potentially be achieved without
a transmission penalty by extending Lc, or by employing grating tapering for Bloch mode
matching [155, 156].
4.2 Fabrication and measurement
The basic SiWGs are fabricated using deep-UV-stepper lithography on the CMOS line at
MIT Lincoln Laboratory as described in [72, 73]; these waveguides have been characterized
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to have a propagation loss of 2-3 dB/cm. To validate our design method for the case of lossy
cavities, gratings have also been fabricated on waveguides with 100 dB/cm propagation loss.
The increased propagation loss is induced by implanting the waveguides with Si+ ions, and
is mainly due to increased material absorption via sub-bandgap defect states [72, 73]. The
ability to accurately model cavities with large loss due to absorption is essential for the
accurate design of compact modulators [133, 134] and detectors.
Table 4.1: Device parameters for fabricated devices. Effective indices of each quarter-
wave stack section are adjusted to fit TMM transmission calculations to the experimentally
measured data, given as ∆neff,a and ∆neff,b.
N1, N2 Nc α (dB/cm) ∆neff,a ∆neff,b
Case 1: 50 2 3 .0526 .0558
Case 2: 90 2 3 .0133 .0119
Case 3: 52 2 100 -.0506 -.0550
Case 4: 52 123 100 .0355 .0349
Several post-processing steps are performed at the Center for Functional Nanomaterials
at Brookhaven National Laboratory to make the SiO2 gratings. The 90 nm SiO2 hardmask,
which is left atop the SiWG as a consequence of the etch process used to define the waveg-
uide, is etched to create the oxide gratings. The gratings are formed by patterning the SiO2
hardmask using a 30 keV scanning electron microscope with ZEP-520A resist and a subse-
quent reactive-ion etch using CH4/CHF3/Ar chemistry. A side view of the fabricated device
is shown in Fig. 4.2b, and a tilted view of the DBR is shown in Fig. 4.4(inset).
Transmission measurements are performed using a tunable C-band CW laser source,
which is chopped at a frequency of 1 kHz. Light is coupled on- and off-chip using single-mode
lensed tapered fibers with an in-line polarization rotator to control the input polarization.
Transmitted light is measured with a cooled InGaAs photodiode using lock-in detection
with the chopped input signal. The measured transmission spectra are normalized by the
transmission spectrum of an unpatterned waveguide with the same length and similar loss
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characteristics to the waveguide under test.
Four different grating structures have been fabricated to test the validity of our de-
sign method; the parameters of which are shown in Table 4.1. All fabricated devices are
designed for the QTM mode at λ0 = 1.55 µm with N1 = N2, a = 216 nm, b = 220 nm,
and Λ = 436 nm. Each device was fabricated on a separate chip, with the electron beam
lithography and SiO2 etch being performed independently, hence the fabrication errors for
each chip differ slightly. The measured transmission spectra from these devices are fit with
TMM by adjusting the neff of each stack such that the difference between the two curves
is minimized in the least squares sense. To accomplish this fitting, a wavelength indepen-
dent effective index change is added to the FEM calculated neffa,b(λ) of both waveguide
sections, denoted ∆neff,a,b. These adjustments are necessary to take into account various
sources of non-ideality in the waveguide fabrication process, including: 1) deviation in the
waveguide design width due to inherent variations in the fabrication process; 2) deviation
in the waveguide design height due to variations in the SOI device layer; and 3) deviations
in the quarter-wave stack lengths due to over/under dosing from the electron beam. The
fitting adjustments ∆neff,a,b are also given in Table 4.1. For very small changes in waveguide
width and height the corresponding change ∆neff can be approximated as linear, and can
be calculated using FEM. It is found that ∆neff changes by 2× 10−3 nm−1 with waveguide
width and by 3.1× 10−3 nm−1 with waveguide height. The quoted variation in the SOI de-
vice layer thickness from the manufacturer[101] is ± 12.5 nm, which corresponds to a worst
case ∆neff = ±0.025. Considering the variation in device layer thickness, along with other
fabrication errors, adjustments of less than 0.056 to the effective indices are reasonable.
The measured and TMM fit spectra for Cases 1-4 are shown in Fig. 4.5(a)–4.5d, while
the measured and TMM calculated values for λ0, Q, and extinction are compared in Table
2. Device characteristics are extracted from the measured transmission data by using cubic
spline interpolation to fit a smooth curve. For Case 1, where the measured wavelength
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Figure 4.5: Experimentally measured transmission spectra with TMM calculated curve fits
for (a) Case 1: Lc = 2a, α = 3 dB/cm, N1 = N2 = 50, (b) Case 2: Lc = 2a, α = 3 dB/cm,
N1 = N2 = 90, (c) Case 3: Lc = 2a, α = 100 dB/cm, N1 = N2 = 52, (d) Case 4: Lc = 123a,
α = 100 dB/cm, N1 = N2 = 52.
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of ≈ 1.574 µm and design center wavelength of 1.55 µm show the largest discrepancy, the
effective indices are adjusted by ∆neff,a = .0526 and ∆neff,b = .0558. Case 2 exhibits
an increased extinction with a narrower ∆λgap, as compared to the other cases due to the
increased N1 = N2 = 90. This result clearly illustrates the trade-off between these two
quantities, which can be tuned via R(N). The Q of Case 2 is also substantially higher than
the other three cases, owing to longer mirror lengths and lower propagation loss than Case 3
and Case 4. Case 3 shows a device where the performance was non-ideal due to an imperfect
oxide etch, yet the TMM fit is still able to predict λ0 within 0.3 nm, the extinction within ≈
36%, and all other parameters with a similar margin of error to the other cases. In Case 4
the device was designed with a cavity, which was sufficiently long to reduce the free spectral
range such that multiple transmission peaks fit within ∆λgap. An odd number of quarter-
wave stacks were used in the cavity construction, hence causing λ0 to be placed in between
the two transmission resonances rather than directly on a resonance. It should be also
noted that, as expected, in the cases with larger optical absorption (Case 3 and Case 4) the
corresponding resonant transmission is smaller. The TMM fit has been shown to accurately
Table 4.2: Comparison of measured and theoretical device characteristics. Experimental
data is fit with a cubic spline interpolation, TMM calculations are performed with neff,a and
neff,b adjusted such that the calculated transmission spectrum fits the experimental data in
the least squares sense. For Case 4: † = peak1, ∗ = peak2.
λ0 (µm) ∆λgap (nm) Q Extinction (dB)
Exp. TMM Exp. TMM Exp. TMM Exp. TMM
Case 1: 1.5737 1.5738 19.0 19.4 291 271 6.0 5.1
Case 2: 1.5551 1.5555 16.1 16.2 1,994 2,668 16.3 17.9
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model the fabricated device characteristics for SiWG FP structures with different N1, N2, α,
and Lc. With refinements in the fabrication process, it is clear that FEM/TMM can act as a
fast and accurate tool for designing SiO2-cladding gratings for SiWG cavities and DBR filters.
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While this method is useful for weak index perturbation gratings, a more robust formalism is
required for designing higher index contrast gratings. As the index contrast becomes large,
scattering loss from perturbations to the waveguide structure becomes detrimental to device
operation. To mitigate the scattering loss, a Bloch mode formalism can be employed which
treats the grating as a 1D photonic crystal as discussed in the following section.
4.3 1D photonic crystal cavities in silicon waveguides

































Figure 4.6: (a) Band diagram (b) FDTD calculated fields of the resonant mode, and (c)
false color SEM image of a fabricated 1D PhC cavity.
In periodic media solutions to (2.6) take the form |Ek(r)〉 = uke−jk·r(r), where uk(r) =
uk(r + R), and are known as the Bloch modes. The theory of Bloch mode engineering in
periodic media has been developed extensively elsewhere [4, 5, 24]; here, it is employed as
a means of generalizing the design methods presented in the previous section to high index
contrast resonant cavities in SiWGs. Since the reflectivity per grating period is proportional
to the index contrast between grating sections, high index contrast grating such as the air
or SiO2 cylinders inserted into a silicon waveguide shown in Fig. 4.6c and 4.7 will result in
very small footprint devices. Similarly, as illustrated in equation (4.8), the width of the stop
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Figure 4.7: (a) False color SEM image of a 1D PhC cavity and (b) false color SEM of a
focused ion beam (FIB) cross-section, displaying the anisotropy of the silicon dry etch to
create holes for the PhC.
The band structure structure of a 500 nm × 250 nm silicon waveguide with 220 nm diame-
ter SiO2 holes etched entirely through the silicon (repeated periodically along the z-direction
with a spacing of 300 nm) is shown in Fig. 4.6a with the FEM calculated mode of the un-
patterned waveguide superimposed. By inserting a quarter-wave defect in the center of a
photonic crystal comprised of these periodic holes, a resonant mode similar to the the one
described in the previous section can be created (shown as a dashed line in Fig. 4.6a). Since
the Bloch-mode formalism was originally developed for electron wavefunctions in crystalline
materials, periodic photonic structures are referred to as photonic crystals (PhCs). The
FDTD calculated resonant mode of a 1D PhC cavity is shown in Fig. 4.6b, and an SEM
image of an example cavity is shown in Fig. 4.6c. Unlike the FP cavities presented in the
previous section, the large index contrast between the holes and the waveguide cause signif-
icant scattering loss. This can also be viewed as a large difference in the waveguide mode
effective index and Bloch mode effective index in the patterned region of the waveguide [155].
From this point of view, scattering loss can be minimized by tapering the diameter of the
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PhC holes such that the waveguide mode adiabatically matches to the Bloch mode of the




















Figure 4.8: (a) Measured transmission with Lorentzian fit and (b) FDTD calculated trans-
mission, as designed.
The measured transmission peak of the 1D PhC shown in Fig. 4.7 is shown in Fig. 4.8a,
with the FDTD calculated design value shown in Fig. 4.8b. They were fabricated at the
Center for Functional Nanomaterials at Brookhaven National Laboratories using a single
step E-beam patterning with HSQ, followed by an HBr/Cl anisotropic dry etch, which left
≈ 50 nm silicon wings. The low Q of this design is due to both the relatively gradual tapering
of the cavity holes, as well as the small number of holes used in the taper. Another factor
is the 50 nm slab of silicon, which supports a higher order QTE mode. The presence of this
mode allows a loss channel which can be easily coupled to from the fundamental waveguide
mode in the cavity.
The Q of a PhC is directly proportional to the cavity loss rate. As such, the Q values
measured are insufficient for RCE, since the scattering loss rate of the cavity is much larger
than the absorption loss rate that would be caused by ion-implanted silicon. In order to
achieve RCE the scattering loss rate must be decreased substantially to the point that the
absorption loss rate is dominant, which is achieved by designing the tapers used for the PhC
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holes. The design of a low loss 1D PhC for critically coupling to a weak absorber is the
subject of the following section.
4.3.1 Critical coupling
Critical coupling, a condition which occurs when the round trip loss of an asymmetric res-
onator causes destructive interference between incident and reflected waves thus resulting
in zero reflected power, was discussed for the case of a planar GT resonator in chapter 2.
While critical coupling to a resonator is straight-forward, targeting resonant absorption in
a system with multiple loss mechanisms is challenging. It has previously been noted that
asymmetric 1D photonic crystal (PhC) cavities can be used to critically couple to radiation
modes, as large index contrast perturbations in a waveguide leads to strong scattering [24].
However, it has recently been shown that critically coupling to a weak absorber in the cavity
of a high-index-contrast 1D PhC requires the minimization of scattering losses to produce
substantial RCE [95, 158]. Here, a general design method for critically coupling 1D PhC
cavities to weak absorbers by minimizing scattering loss both at the front mirror and within
the cavity is presented [95, 158]. A recipe for matching the front mirror reflectivity to the
cavity absorption is developed by using 3D eigenmode expansion method (EME) and the
taper design methods of [159] and [155] to minimize scattering loss. The EME results are
compared to approximate results obtained using planewave expansion (PWE), which allows
for a simple and intuitive way to obtain initial values for the EME design. Using this method
the geometry for an ultra-compact extrinsic Si+ ion-implanted SiWG PD is designed, as was
proposed in [95, 158]. Numerical results on this design show critical-coupling to the cavity
and greater than 90% absorption on resonance. Beyond PDs, this cavity design method is



























































Figure 4.9: (a) Schematic of the transfer matrix for a single period of the 1D PhC, (b) map
of periodicity Λ and coupling coefficient κ that center the stop band at ω0 for a given hole
diameter d, or equivalently (c) real and imaginary parts of the Bloch mode effective index
that center the stop band at ω0 for a given hole diameter d.
The design method begins with a single mode SiWG with SiO2 cladding, and a target
center wavelength of λ0 = 1.55µm. Next, the hole periodicity Λ as a function of diameter
d that centers the stop band ∆ωgap at ω0 and the corresponding coupling coefficients κ(d)
are found numerically, and are shown in Fig. 4.9b. These curves are generated by first
calculating approximate values of Λ(d) from PWE by centering the stop band at ω0. κ(d)
is found from the stop band width κ ≈ Re{neff}∆ωgap
2c
,where Re{neff} = λ2Λ [5]. Using the
approximate PWE values as initial guesses, shown in Fig. 4.9b,c, EME is employed to
calculate the curves more accurately. The phase of the reflected field amplitude found by
EME is used to find Λ(d) with the condition θr = −π2 at the stop band center. κ(d) is found







[159]. Alternatively, a complex Bloch mode effective index can be
generated by tracking the complex amplitude of the fundamental waveguide mode through a
single period of the PhC (Fig. 4.9a) using EME, and then solving the Bloch mode eigenvalue
equation [155]:
 |β+n (z + Λ)〉








The real and imaginary parts of the Bloch mode effective index (Fig. 4.9c) can also be related
78
to grating parameters from the coupled mode theory approach to treating 1D photonic
crystals, as used in [159]. This can also be expressed in terms of the scattering matrix





















where Nt is the number of tapers and κ0 is the coupling coefficient of the un-tapered PhC,
and the coupling coefficient of the ith taper κi determines the value of Λi, di from the curves
in Fig. 4.9b. For this method the parameters that need to be optimized are the number
of tapers Nt and exponent of equation (4.11), ξ. It should be noted, that this tapering can
also be formulated in terms of the imaginary part of the Bloch mode effective index shown
in Fig. 4.9c, as was done in [155].
To design the critically coupled cavity, FDTD is used to find ξ which minimizes the front
mirror loss, which has previously been reported to have a value of ξ ≈ 1.0 [155]. For the
cavity FDTD is again used to find ξ which maximizes Q, as this corresponds to the minimum
scattering loss. The value of ξ for the cavity tapers has previously been reported to be ≈ 0.5
[159]. During the cavity optimization, it is necessary to adjust the cavity length after each
iteration to re-center the cavity mode at ω0. After the tapers have been optimized the front
mirror reflectivity is matched to the cavity absorption by adding the necessary number of
mirror periods to reach critical coupling condition. The reflectivity can be fine-tuned by
adjusting the front mirror ξ.
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Tapers for the front mirror and cavity are optimized separately. The front mirror scat-
tering loss η is determined by using 3D FDTD with a CW source at λ0 with the results of ξ
and Nt parameter sweeps being shown in Fig. 4.10a. Similarly, the Q of a symmetric cavity
is found using 3D FDTD with an impulse source and harmonic inversion to find the cavity
mode in a non-Fourier Transform limited manner. The results of the cavity parameter sweep
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Figure 4.10: (a) FDTD calculated values for the front mirror scattering loss η and sym-
metric cavity Q as a function of number of tapered holes Nt and (b) tapering coefficient
ξ. For all simulations the number of untapered holes is fixed at 6 for both the mirror and
symmetric cavity.
The number of tapers is increase with ξ = 0.5, showing that the losses are minimized for
Nt ≥ 4. Optimum values of ξ ≈ 1 for the front mirror and ξ ≈ 0.5 for the cavity are found,
which agrees with the values from [155] and [159], respectively.
In order to model the asymmetric 1D PhC for critical coupling, a transfer matrix is




 cosh snΛn + j∆βn2sn sinh snΛn j κn2sn sinh snΛn
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and ∆βn = 2βn − 2πΛn . The values for κn are determined by
equation (4.11), while the values for Λn, βn are found from Fig. 4.9b,c. The total transfer
matrix is the product of each period’s transfer matrix M =
∏
nMn, which is used to find
the front mirror reflectivity, R = |r1|2 =
∣∣∣M21M11 ∣∣∣2, shown in Fig. 4.11a on resonance (ω = ω0)
as a function of the number of periods in the front mirror Nm. The front mirror calculations
are compared to 3D FDTD calculated values to verify their accuracy. TMM is useful for
finding the number of un-tapered periods in the front mirror needed for critical coupling,
since the round trip cavity loss due to absorption is known. The final design for the optimized
structure is as follows: Nt = 4 tapers in both the front mirror and the cavity with tapering
coefficients of ξ = 1 and ξ = 0.45, respectively; Nm = 3 un-tapered holes in the front mirror,
and a cavity length of 130 nm to critically couple to an absorber with α = 100 dB/cm at
λ = 1.55µm.
Q = 7,370




























Figure 4.11: (a) Front mirror reflectivity calculated with FDTD (black curves) and TMM
(blue curves). (b) Normalized power absorption A = Pabs
Pin
from TCMT with FDTD calculated
loss-rates as a function of wavelength.
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The performance of the structure is verified by numerical calculations. However, using
FDTD with a discrete Fourier transform (DFT) to find the absorption spectrum is pro-
hibitively computationally expensive for 3D simulations. The frequency resolution is pro-
portional to the run time, thus harmonic inversion and temporal-coupled mode theory are
used to accurately model the cavity absorption. The mode is found by launching a point
source in FDTD and using harmonic inversion. The computed mode is then launched as
an impulse in the cavity, and the decay rates are found by measuring the escaped power,
the absorbed power, and the total energy contained in the mode, indicated by dashed lines




















Figure 4.12: Schematic of the design structure with FDTD calculated field overlaid. Loss
rates for TCMT are defined in the figure.
Critical coupling occurs when γc = γs + γa. As γs → 0, PabsPin → 1 at critical coupling.
Using the 3D FDTD calculated values for the loss rate, the normalized power absorption is
shown in Fig. 4.11b. It can be seen that nearly 90% of the incoming power is absorbed in
the PhC cavity on resonance. Beyond this example, the Bloch mode formalism and TMM
approaches derived in this section can be employed to design a variety of 1D PhC structures.
In the following section, these methods are used to model transmission through a 1D PhC
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CROW for slow light enhancement.
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N = 100 CROW
Figure 4.13: (a) Transmission versus wavelength (b) InGaAs CCD overhead image of
scattered light for increasing wavelengths, and (c) group index Ng versus wavelength for a
N = 100 resonator CROW. Black dots indicate measured values, red lines indicate TMM
fits.
The use of coupled optical resonators as a means of waveguiding allows for the energy
velocity of a propagating mode to be controlled by the inter-resonator spacing [25]. As
discussed in chapter 2, the modal absorption coefficient is inversely proportional to the
group velocity. Thus, CROWs present a means of decreasing device footprint for extrinsic
PDs. The design of a 1D PhC cavity-based CROW was presented in [159]. In this section,
an experimental demonstration of a similar structure is presented. The devices presented
here were fabricated in the Center for Functional Nanomaterials at Brookhaven National
Laboratory, and were designed with the dimensions discussed in the previous two sections.
One hundred symmetric cavities were designed with Nt = 6 tapers, the un-tapered hole
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diameter d = 200 nm, ξ = 0.5, and cavity lengths of 150 nm. Tapers at either end of the
CROW were added with Nt = 6 and ξ = 1 to ensure efficient coupling to the access SiWG.
Transmission and group delay measurements were performed, as shown in Fig. 4.13a,c. A
series of top-view IR camera images are shown in Fig. 4.13b, where the propagation loss
through the CROW can be seen to increase as the wavelength approaches the band edge.
The transfer matrix in equation (4.12) is used to fit the experimental data, with a scattering
loss coefficient of α = 0.15 dB/µm included in each cavity to fit the TMM curves to measured








, where L is the length of the entire CROW structure. The group index is
plotted along side measured data in Fig. 4.13c, and has a measured value of ≈ 8 in the
pass band, reaching a maximum of ≈ 25− 30 at the band edge. These values indicate that
substantial absorption enhancement can be achieved if the structure were ion-implanted.
Further exploration of the parameter space for larger group delays, such as inter-cavity
spacing and decreased scattering loss, as well as incorporation into an extrinsic SiWG PD
will be the subject of future work.
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Chapter 5
Amplitude modulation by coherent
perfect loss
In this chapter, a new type of integrated optical modulator based on coherent perfect loss
(CPL) is proposed [161]. This modulation scheme uses the phase difference ∆ϕ between
two balanced input beams to modulate the power escaping from a resonator between 0%
and 100% of the input power P0 (Fig. 5.1a). The switching mechanism has the frequency
bandwidth of the the loaded resonator and can be thought of as switching the resonator
from being a critically coupled [45] notch filter to an all-pass filter (PL, PA,B, Fig. 5.1b). By
delaying one output arm by π and recombining arms A and B (Fig. 5.1d), the frequency
response of transmitted signal PT can be flattened to have the response of a Mach-Zehnder-
interferometer (MZI) (Fig. 5.1e,f). These CPL based devices can act as small foot-print on-
chip modulators and demodulators, and are potentially useful in applications such as direct
heterodyne detection, hitless wavelength selective switching [162], and all-optical logic.
Two examples of CPL modulators are explored here: a ring resonator (RR) (Fig. 5.1c)
and a 1D photonic crystal (PhC) cavity (Fig. 5.1d). The RR CPL modulator is designed





























































Figure 5.1: (a) Power loss and transmission from the CPL modulator as a function of
phase shift, (b) frequency response of the CPL modulator in the on and off states, (c) RR
and (d) 1D PhC CPL modulators, (e) transmitted and scattered power out of an MZI as a
function of phase shift, and (f) an MZI modulator.
as absorption, scattering, and bending loss. The RR must be critically coupled by match-
ing the coupling rates, 2γc = γi, such that 100% of the light is absorbed [45]. However,
the loss mechanism used for switching does not necessarily need to be internal to the res-
onator. Switching and modulation can also occur when external loss channels are added,
such as the backwards propagating escape channels of the PhC with complex amplitudes
sC and sD. For this case γi  γc, and γi can be neglected. Thus, the cavity is strongly
over-coupled and switching occurs between the forward traveling (sA and sB) and backward
traveling (sC and sD) waves. This over-coupled geometry has a distinct advantage over the
internal-loss-type modulator: critical coupling is not necessary, and the device can oper-
ate with any γc. For the remainder of this letter, we will refer to internal loss rate CPL
modulators as CPL-I, and external loss rate CPL modulators as CPL-E. Using temporal
coupled-mode theory (TCMT) [45], we find that the on-resonance steady-state power loss
varies as PL = P0 cos
2 (∆ϕ/2), while the steady-state transmitted power out of both port A
and B varies as PT = |sA − sB|2/2 = P0 sin2 (∆ϕ/2) (Fig. 5.1a). These equations describe
the phase-controllable modulation and switching operations of the device and are verified
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using 2D finite-difference time-domain (FDTD) simulations of the RR and PhC topologies.
The simulated devices are comprised of air-clad Si access waveguides with an absorbing Ge
ring for the CPL-I modulator [Fig. 5.1(c)], and a high-Q air/Si PhC cavity for the CPL-
E modulator (Fig. 5.1d). To the best of our knowledge, this is the first such treatment
of CPL-based modulators for integrated optics. We note that the two topologies explored
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Figure 5.2: Complex transmission and loss coefficients for (a) on-resonance CPL modulator
and (b) phase-matched MZI modulator.
5.1 History and related work
CPL is a direct result of the interference between two degenerate resonator modes [163],
which are excited by launching two sources into the same cavity. The excited modes are
either symmetric or anti-symmetric, depending upon the phase difference between the two
sources, and the symmetry of the degenerate modes determines the escape path taken [163].
While two-beam excitation [164, 165], coupling to one arm of an MZI [166], and feedback
[167] have been very recently used to generate and control Fano line shapes in RRs, our
proposed device maintains a Lorentzian line shape because it is operated on the real axis of
the s-plane, and thus the zero and pole of the transfer function are in phase [168]. We note
that our analysis reproduces the recently demonstrated coherent perfect absorption (CPA)
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phenomenon [169], which has been proposed for all-optical switching in RRs [170] and is
structurally identical to the CPL-I RR explored here. However, the analysis and devices
presented in this letter are more general; CPL-E operation is mathematically identical to
CPL-I, yet it does not require cavity absorption. A similar device to CPL-E has been
proposed for a single input in a lossless cavity using mirror terminations in two ports [171].
With related modulators and switches recently presented in the literature, our analysis is
the first to encompass all of these devices in a single formalism and is therefore vital for
developing new topologies and applications.
5.2 Temporal coupled-mode theory formalism
To treat the CPL modulator with TCMT [45], we begin by writing the time-dependent-















where W = |a|2 is the energy contained in the resonant mode, s0 =
√
P0, ω0 is the resonant
frequency, and the total loss rate γtot includes contributions from both transmitted and
absorbed/escaped power. Equation 5.1 represents the time dynamics of the energy transfer
and dissipation in the resonator mode. To achieve perfect extinction, the coupling rates from
both bus waveguides to the resonator are assumed to be identical, resulting in a total loss
rate of γtot = 2γc + γL, where γL represents the resonator loss rate. Balanced inputs are
generated by a Y-branch power splitter with half of the signal collecting a phase modulation
∆ϕ as shown in Figs. 5.1c and 5.1d. This equation assumes a priori knowledge of ω0, γc, and
γL, which can be determined by numerical methods such as FDTD for arbitrary cavities.
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where ∆ω = ω − ω0. Using conservation of energy, the complex power amplitude escaping












We refer to ports A and B as interacting ports; their amplitude value depends on interference
between the input beam and escaped power from the resonator. Substituting (5.2) into (5.3)



























which are plotted in Fig. 5.2a on the complex plane. We can similarly define non-interacting
ports, which depend only on the loss rate and resonator amplitude. The complex amplitude
















Non-interacting loss channels are required for CPL operation. Hence, CPL is not possible
with a Fabry-Pérot cavity in the absence of absorption, as was noted in [169]. This is also
true for the RR explored here. For CPL-I, cavity absorption acts as the non-interacting port,
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whereas escaped power acts as the non-interacting port for CPL-E.
The arrows in Fig. 5.2a indicate the trajectory of ΓA, ΓB, and ΓL as they traverse the
complex plane from ∆ϕ = 0 → π. As the phase difference is increased further, the complex
transmission and loss coefficients trace out circles, resulting in the sinusoidal behavior in PT
and PL seen in Fig. 5.1(a). It can also be seen from Fig. 5.2a that ΓA and ΓB have a
phase difference of π at all points along their trajectories, and thus a delay arm is needed
to coherently combine these outputs. For comparison, the complex transmission coefficients
of an MZI modulator are plotted in Fig. 5.2b. When ports A and B are combined with the
π phase shift such that sT = (sA − sB)/
√
2, the complex trajectories of MZI and CPL are
identical.
The steady-state power loss as a function of frequency is found from (5.7):












which corresponds to the Lorentzian and straight curves plotted in Fig. 5.1(b) for ∆ϕ = 0
(off), and ∆ϕ = π (on), respectively. On resonance, ∆ω = 0, and with the loss rates
balanced, 2γc = γL, (5.8) reduces to PL = P0 cos
2 (∆ϕ/2). Similarly, the transmitted power
out of arms A and B under the same conditions can be expressed as PA,B = P0 sin
2 (∆ϕ/2) /2.
When A and B are coherently combined, PT = |sT |2 = P0 sin2 (∆ϕ/2) and is independent of
∆ω. The requirement for balanced loss rates corresponds to critical coupling in the CPL-I
case, where γL = γi, and can be thought of as critically coupling to resonator escape ports
in the CPL-E case, with γL = 2γc.
The step-response of the device is found by solving (5.1) with the initial condition s0(t =
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which is used for comparison to the FDTD calculations of the RR and PhC in Figs. 5.4b and















Figure 5.3: Field profiles for (a) an unloaded RR, and a CPL-I RR in the (b) off and (c)
on states. (d) An unloaded 1D PhC, and a CPL-E 1D PhC in the (e) off state and (f) on
states. White arrows indicate source positions.
To illustrate the consequences of these equations, we first treat the CPL-I RR. The RR is
comprised of a 200 nm wide, 1.522 µm radius germanium ring with 250 nm wide silicon access
waveguides, modeled with refractive index values of nSi = 3.48 and ñGe = 4.28+j0.006. The
off state is shown in Fig. 5.3b and the on state is shown in Fig. 5.3c. The germanium
ring provides internal resonator loss; however, for a purely silicon system ion-implantation
can also provide absorption at 1.55µm [93]. The unloaded Q0 of the resonator is found via
FDTD to be Q0 = 350 (Fig. 5.3a) and is used to determine the intrinsic loss rate γi = ω0/Q0.
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Comparisons between TCMT and FDTD are shown in Figs. 5.4a–5.4c using the numerically
calculated value of γi, and the agreement is excellent. The FDTD calculated on state
transmission in Fig. 5.4a begins to drop at long and short wavelengths due to switching
of adjacent odd order resonances, which have opposite switching characteristics to the even
order resonance at λ = 1.55µm. The ringing in the step response of Fig. 5.4b corresponds
to the round-trip transit-time for the waves in the RR. It is noted that the excitation beams
must be launched from opposite sides of the RR such that a traveling-wave mode is excited.
The outputs of ports A and B can be combined by either employing a crossed ring geometry
[164], or by using a low-loss crossing over one of the input arms [165] to generate PT .
(a) (b) (c)
(d) (f)(e)
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Figure 5.4: (a) Power spectrum out of port A in the on and off states, (b) step response,
and (c) amplitude modulation of outputs calculated using TCMT and FDTD for RR CPL-I
modulator. (d)-(f) are the same quantities for PhC CPL-E modulator. FDTD calculated
values in (c),(f) are denoted with points.
Next, the CPL-E PhC is examined. Unlike the RR, the PhC cavity is strongly over-
coupled, with γi  γc, and has two additional non-interacting coupling channels due to back-
wards traveling waves sC and sD Fig. (5.1d) emanating from the standing wave resonator.
Since the PhC uses CPL-E, sC = sD =
√
γca replace absorption as the non-interacting
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ports, resulting in γL ≈ 2γc and γtot ≈ 4γc. The escaped power-loss of the resonator is
PL = PC + PD = P0 cos
2 (∆ϕ/2) and PT is identical to CPL-I. The coupling coefficient con-
trols the bandwidth of CPL-E, relaxing the critical-coupling constraint imposed on CPL-I.
Similarly, a large bandwidth is achievable in a high-Q resonator without the need to induce
excess losses. The simulated PhC cavity is comprised of a 250 nm-wide Si waveguide 1D
PhC with air holes. The cavity is 100 nm in length and 10 hole tapers, designed with the
method of [159], are used. The hole tapers are introduced to reduce scattering loss, resulting
in an unloaded Q0 of 2.7×106 (Fig. 5.3d). Alternatively, scattering loss can be reduced by
using weak index perturbation gratings [94]. While Q0 is very high, the loaded Q = 36 when
access waveguides with a 25 nm coupling gap are added, resulting in a CPL-E bandwidth
that is much larger than the intrinsic cavity line width (Fig. 5.4d). The off state is shown
in Fig. 5.3e and the on state is shown in Fig. 5.3f. Comparisons between TCMT and FDTD
are shown in Figs. 5.4d–f, again with excellent agreement. It is noted that the wavelength
response in the off state is not perfectly Lorentzian due to the resonance being comparable
to the PhC stop band, which results in lower transmission at long and short wavelengths.
Similar to the RR, the ripples in Fig. 5.4e correspond to the cavity lifetime.
On-resonance CPL can be directly compared to a phase-matched MZI with PM = PL and
Prad = PT . Like an MZI, the off state spectrum of PT is due to power being scattered out of
the output Y-branch. Despite these similarities, the usage of a resonator for switching has the
potential for a number of new applications. CPL-I can be used for simultaneous detection
of absorbed power in the resonator in the off state, while maintaining the transmission
spectrum of an MZI. This can used for direct heterodyne detection. Alternatively, smaller
footprint CPL modulators can be designed by taking either arms A or B as the output,
which results in a 50% penalty in transmission in the on state and reduces the bandwidth
in the off state to that of the resonator. In this scenario, the on state bandwidth can
be explicitly designed by controlling γc for CPL-E or γi for CPL-I. The ability to switch
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adjacent resonances independently from one another provides another promising application
for CPL modulators; this effect is useful for hitless wavelength selective switching [162].














Figure 5.5: (a) Optical microscope image of the fabricated CPL-RR with inputs, outputs,
and loss rates labeled. The phase shifted input 1√
2
s0e
j∆φ, output sB, and corresponding
coupler are partially obscured by the Al contacts. (b) False color SEM image of the same
device, showing the topology of the contact vias and oxide windows where Si+ ion implan-
tation is performed. The SEM image is courtesy of Julia Huang from the Canadian Centre
for Electron Microscopy.
An experimental demonstration of CPL switching will be the subject of future work.
However, the execution of this demonstration is already in its early stages, which are briefly
discussed here. A CPL-RR designed for a material absorption coefficient of α = 100 dB/cm,
corresponding to the Si+ induced divacancy defect discussed in chapter 3, is shown in Fig.
5.5. A top-view optical microscope image is shown in Fig. 5.5a with loss rates, inputs, and
outputs superimposed, while a false color SEM of the device is shown in Fig. 5.5b. These
devices were fabricated on the CMOS line at the Institute of Microelectronics, Singapore, and
were designed in collaboration with J. Ackert and A. Knights at McMaster University. The
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ion-implanted cavity contains integrated PDs, which can be used to measure photocurrent
generation in the RR, while transmission through the bus waveguides can be monitored
simultaneously. Following experimental verification of CPL switching, device applications
such as heterodyne and DPSK demodulation will also be explored.
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Part III





in thin-film organic solar cells
6.1 Introduction
Due to their low materials cost, wide choice of possible substrates, and solution processability,
organic photovoltaics (OPVs) are a topic of considerable interest for solar energy conversion
technology [172]. Despite these desirable attributes, the exciton and carrier diffusion lengths
in organic materials are typically much shorter than the optical absorption length; thus, it
is challenging to simultaneously absorb photons and collect carriers with high efficiency [17].
Nanophotonic light-trapping architectures [46, 47, 59, 173–188] offer a potential solution to
this inherent tradeoff for OPVs, enabling large optical absorption over a broad spectral range
in ultra-thin active layers.
An important aspect of organic materials is their propensity to self-assemble into highly
ordered morphologies with strong optical anisotropies. For instance, small-molecule [189–
192], polymer [193–195], and polymer:fullerene blend [196–199] thin-films have all been shown
to exhibit significant anisotropy in their optical coefficients. Regardless of these morphology-
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induced anisotropies, previous studies of OPV light-trapping schemes have generally only
considered optically isotropic organic layers [46, 47, 59, 173–181]. In this chapter, the in-
terplay between optical anisotropies and nanophotonic light-trapping in OPV thin-films is
explored. It is found that 2D light-trapping architectures (highly confined in the out-of-plane
z-direction) based on surface-plasmon modes (SP) and low-index-inclusion gap waveguide
modes (GM) predominantly redistribute electromagnetic field energy into the out-of-plane
electric field component, Ez (Fig. 6.1a). Thus, material and light-trapping anisotropies
must be properly aligned to maximize absorption. To demonstrate this effect, light-trapping
in the OPV material P3HT is compared with a model morphology, termed zP3HT, which
comprises the same molecular constituents and intermolecular ordering but with the poly-
mer chains aligned perpendicular to the substrate (Figs. 6.1b). The deposition of films with
the zP3HT molecular orientation has recently been demonstrated using directional solvent
evaporation [200]. It is shown that zP3HT-based nanophotonic light-trapping architectures
exhibit superior absorptive properties across the solar spectrum, irrespective of film thick-
ness, due to the alignment of the strongly absorbing axis with the dominant field component,
Ez .
6.2 Effects of anisotropy on absorption
Under typical processing conditions, P3HT molecules align with the polymer chains parallel
to the substrate surface [201, 202] as shown in Fig. 6.1b. At optical length scales there is no
preferred in-plane orientation and the optical properties are homogeneous in the x-y plane.
The chains are always perpendicular to the out-of-plane (z) direction, however, defining
an optical axis with distinct optical properties. Thus, P3HT is a uniaxial material with a
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Figure 6.1: (a) Surface plasmon (SP) and gap mode (GM) OPV architectures and |Ez|2
mode profiles, (b) molecular orientation of P3HT and a model material, zP3HT, which
consists of P3HT molecules oriented such that the polymer chains are aligned out-of-plane,
(c) anisotropic real and imaginary parts of the P3HT and zP3HT dielectric functions versus
wavelength. The P3HT dielectric function is measured by spectroscopic ellipsometry, while











This equation describes the displacement field ~D produced within the material by an electric
field ~E at a given frequency ω, where ε0 is the permittivity of free space. Ellipsometry
measurements of the in-plane (ε̃||) and out-of-plane (ε̃⊥) complex dielectric functions of a
P3HT thin-film are plotted in Fig. 6.1c. The spectrum of interest is restricted to a wavelength
range of 300 nm to 650 nm where P3HT absorption is non-negligible and P3HT:PCBM
photovoltaics exhibit appreciable internal quantum efficiencies [203, 204]. For a single P3HT
molecule, the dominant optical excitation is a π → π∗ intra-chain transition with its dipole
moment oriented along the polymer backbone [192, 196, 202], shown as a dotted line in Fig
6.1b. P3HT thin-films exhibit large absorption anisotropies which are congruent with the
transition dipoles of in-plane oriented polymer chains; at 612 nm ε′′|| is ≈ 35 times larger than
ε′′⊥ as shown in Fig. 6.1c.
The effect of these anisotropies can be clearly seen by considering the steady-state power
















ε′′|||Ex|2 + ε′′|||Ey|2 + ε′′⊥|Ez|2dV (6.2)
The optical absorption at a given frequency depends upon the intensity of each field compo-
nent within the active area as well as the imaginary part of the dielectric function experienced
by that field component. Thus, in P3HT, the out-of-plane field component Ez contributes
very little to the overall absorption since ε′′⊥ is very small as compared to ε
′′
|| (Fig. 6.1c).
Untextured planar OPVs benefit from the large in-plane absorption coefficient of P3HT
thin-films, which couple efficiently to normally incident sunlight. Nanophotonic light trap-
100
ping architectures, however, predominantly redistribute electromagnetic energy into the out-
of-plane field component, Ez. To demonstrate the effect of this redistribution, we compare
light trapping in P3HT thin-films to our model morphology, zP3HT, where the polymer
chains are assumed to align perpendicular to the substrate (Fig. 6.1b). As a conservative
estimate, zP3HT is modeled as a uniaxial material where the in-plane and out-of-plane op-
tical coefficients of P3HT have been switched as shown in Fig. 6.1c. This assumption likely
underestimates the absorptive properties of a material comprising vertically aligned P3HT
molecules (see Appendix B for further discussion). However, Ez becomes the dominant field
component contributing to optical absorption, and comparisons between P3HT and zP3HT
light-trapping reveal significant differences which are entirely attributable to molecular ori-
entation. As we will show subsequently, zP3HT exhibits superior absorption to P3HT in
both SP and GM light-trapping architectures.
6.3 Surface plasmon light trapping with anisotropy
SP modes (Fig. 6.1a) are highly confined waveguide modes that propagate along the surface
of a metal/dielectric interface, and have been studied extensively as a means to enhance
light absorption in thin-film photovoltaics [178, 181, 183, 186, 187]. For a uniaxial dielectric
cladding with a z-oriented (out-of-plane) extraordinary axis, the propagation constant of a








where k0 = 2π/λ0 is the free-space wavenumber, ε̃d,⊥ is the out-of-plane complex dielec-
tric function of the top cladding, ε̃d,|| is the in-plane complex dielectric function of the top
cladding, and ε̃m is the complex dielectric function of the metal (see Appendix C for deriva-
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tion). The quantity in the square root is referred to as the complex effective refractive index
of the SP mode, defined such that β̃SP = k0ñSP with ñSP = nSP − jκSP. The real effective
indices, nSP, for SPs at an air-Ag (blue, dashed), P3HT-Ag (black), and zP3HT-Ag (red)
interface are shown in Fig. 6.2a. At wavelengths above the plasma wavelength λp (Figs.
6.2, 6.3) the dielectric function of the metal becomes large such that |ε̃2m|  |ε̃d,||ε̃d,⊥| and
nSP ≈ (ε′d,⊥)1/2 = nd,⊥. In this wavelength regime the SP mode behaves like a z-polarized
plane wave skimming along the surface of the metal, with nSP nearly equal to the out-of-
plane refractive index of the dielectric, nd,⊥, as can be seen in Fig. 6.2a. As a result, Ez
is the dominant field component, and SPs thus couple more efficiently to intra-chain tran-
sitions in zP3HT than P3HT. These absorptive transitions appear as a series of resonances
in between 450 nm and 650 nm. While these resonances appear for both morphologies, they
are significantly more pronounced in zP3HT. Similarly, SP losses κSP are an average of ≈
3.6 times larger in zP3HT for the wavelength range of 450 nm to 650 nm, and follow closely
with the out-of-plane material loss coefficient, κd,⊥, shown in Fig. 6.2b.
To further illustrate the impact of morphology on OPV light trapping, the fundamental
upper limit of SP modal absorption [178, 181, 186, 187] in P3HT and zP3HT thin-films is
evaluated. Following the procedures outlined in [48], the incident radiation is assumed to
couple to SPs via a Lambertian surface which equally populates all available optical states
of the structure. Under this assumption, the fraction of incident light absorbed by the SP





To achieve unity absorption, the SP mode must have large nSP and κSP. The local
density of optical states (LDOS) is proportional to nSP; an increase in SP mode index










































Figure 6.2: (a) Real part of the SP effective index for P3HT (black), zP3HT (red), and
air (blue, dashed), and the real part of the out-of-plane top dielectric material index for
P3HT (black) and zP3HT (red). (b) Imaginary part of the SP effective index and out-of-
plane dielectric index for the same materials, showing that out-of-plane absorption is the
dominant contributor to SP modal loss. The dashed line indicates λp, the wavelength at






The rate of absorption is proportional to κSP; an increase in this decay constant improves
the likelihood that an SP is absorbed before escaping (i.e. re-radiating) via the Lambertian
surface. However, some losses arise from undesired Ohmic dissipation in the metal substrate.
To account for these effects the fraction of SP losses attributable to exciton generation in
the polymer layer ξa is calculated (see Appendix E for derivation). As seen in Fig. 6.3a,
the majority of the losses take place within the organic layer, and this fraction is larger in
zP3HT at all wavelengths. Taking parasitic losses into account, an upper limit for light
absorption within the polymer layer can be derived:
ASP,polymer = ξaASP,total. (6.5)
The results presented in Figs. 6.2 and 6.3a demonstrate that light trapping is significantly
more effective in zP3HT than P3HT. By reorienting the polymer morphology we can increase
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Figure 6.3: (a) Fraction of power absorbed in the polymer for an SP mode. The dashed line
indicates λp. (b) Integrated absorption weighted by the AM1.5 solar spectrum for increasing
thickness, h, of the polymer thin film atop a Ag substrate (shown in inset). Single pass
absorption through each material is plotted with dashed lines for comparison.
So far, the properties of SPs at an interface with an infinitely thick organic layer have
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been discussed. Ultimately, however, concern lies with light trapping in very thin films.
Using a transfer matrix method (TMM) for lossy, anisotropic slab waveguide modes [33],
nSP, κSP, ξa, and ASP, polymer are evaluated for finite thickness films with the geometry illus-








B dλ0 = 1) for SP-coupled P3HT and zP3HT thin-films is shown in
Fig. 6.3b. zP3HT absorbs more incident solar radiation for all film thicknesses, reaching
a maximum increase of a factor of ≈ 2. For thick films, the absorption saturates for both
morphologies, reaching a higher value in zP3HT since the polymer more efficiently absorbs
energy contained in SP modes as compared to the metal substrate. Normal-incidence single-
pass absorption through a P3HT (black, dashed) and a zP3HT (red, dashed) film is also
plotted in Fig. 6.3b. The in-plane oriented polymers in P3HT couple strongly to normal-
incidence light, and coupling to SPs can actually lead to a reduction in integrated absorbance
for certain film thicknesses. The opposite is true in zP3HT where coupling to SPs can en-
hance the integrated absorbance by more than a factor of 6. Clearly, molecular orientation
strongly impacts light trapping processes in organic thin-films. Properly aligning polymer
and small-molecule domains to capture energy contained in the large z-fields characteristic of
SP modes is essential to maximizing the potential of SP-based light-trapping architectures.
In the following section, we show that such light-trapping anisotropies are not unique to SP
architectures.
6.4 Gap mode light trapping with anisotropy
GM architectures [46, 184] have recently been proposed as a method to enhance light trapping
in low-index (nL) thin-films beyond the Ray Optics limit [29] of 4n
2
L. A representative GM
architecture [46], comprising a thin polymer layer embedded between a perfect electrical
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conductor (PEC) and a thick high-index dielectric (nH), is illustrated in Fig. 6.1a. The
structure supports a hybrid TM slab waveguide mode with mode profile |Ez|2 superimposed
on the figure in blue. The field intensity within the active layer exhibits large enhancement,
arising entirely from the out-of-plane field component Ez. This enhancement results from
distinct electromagnetic boundary conditions: the in-plane electric fields Ex and Ey and out-
of-plane displacement field Dz = ε0ε̃⊥Ez are each continuous across an interface. As a result,
the out-of-plane electric field amplitude is enhanced by a factor of n2H/ñ
2
L,⊥ and the field
intensity by a factor of n4H/|ñL,⊥|4, resulting in large absorption enhancements. Absorption
enhancements are calculated in P3HT and zP3HT GM architectures using three different
methods: employing analytical electrostatic (ES) approximations based on the formalism
of [46] and [47], numerically solving for the fundamental TM waveguide mode in a GM
architecture using TMM (as done earlier with SPs), and simulating the coupling of normal-
incident solar radiation into GMs with a broadband coupling grating via rigorous-coupled
wave analysis (RCWA)[31].
In [46] the authors derive an ES approximation for the absorption enhancement in a thin













The first two terms in (6.6) correspond to the in-plane Ex and Ey fields, and are associated
with modest enhancement. The third term corresponds to the out-of-plane Ez field and the
enhancement factor can be quite large, since it scales with the fourth power of the index
contrast. Adapting this analysis for an anisotropic low-index layer, and taking into account
the second law of thermodynamics [47], we calculate the fraction of absorbed light assuming


















The results for P3HT (black) and zP3HT (red) layers coupled to transparent dielectrics of
index nH = 3.6 are shown in the left panel of Fig. 6.4b (solid lines). As expected, the
fraction of absorbed light is always larger in zP3HT, which is better suited to leverage the
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Figure 6.4: (a) Effective indices of a gap mode with P3HT and zP3HT in the gap as a
function of gap height and wavelength, (b) integrated absorbance of the gap-mode structure
for both P3HT (black) and zP3HT (red) as a function of gap height using the following
methods: transfer matrix method (TMM, left panel, dashed-dotted lines), electrostatic limit
(ES, left panel, solid lines), rigorous coupled wave analysis (RCWA, right panel, solid lines),
and single pass absorption (right panel, dashed lines). (inset) Out-of-plane field profile at
550 nm in the active layer beneath the numerically optimized coupling grating from . (c)
Side view of the grating structure used for RCWA calculations and indices used for TMM
calculations where the scattering layer has been replaced with an average index of ns = 1.87.
The analysis described above assumes a sufficiently thin active layer, such that the fields
within can be described by ES approximations (e.g. Ez is constant across the gap), and
that the high index layer is optically thick (see Appendix E for further discussion). These
assumptions overestimate the total fraction of absorbed light and do not accurately capture
107
what happens as active layer thickness is increased. Using the TMM method [33] discussed
earlier in the paper, we calculate nGM and κGM for the lowest order GM waveguide mode
supported by the structure in Fig. 6.4c. Results are shown in Fig. 6.4a and reveal a
significantly larger for zP3HT especially above 450 nm where κGM is up to 18 times larger
than in P3HT for h < 10 nm. Plugging these values into (6.4) (Fig. 6.4b, left panel), we see
that the integrated absorbance for a zP3HT GM is ≈ a factor of 2 larger than that for a
P3HT GM (dashed-dotted lines). We note that a similar treatment for an isotropic organic
layer is performed in [178] and [181].
Lastly, the assumption of Lambertian coupling is abandoned and RCWA is used to numer-
ically model how a broadband grating couples to anisotropic GMs. The grating considered
here (identical to the design in [46]) is shown in Fig. 6.4c and the inset of Fig. 6.4b. The
RCWA results are shown in the right panel of Fig. 6.4b (solid lines). Similar to TMM the
results are less than those predicted by ES approximations; however, zP3HT still exhibits
superior integrated absorbance properties. For all thicknesses and methods of analysis con-
sidered here, zP3HT provides significantly larger integrated absorption than P3HT–reaching
a maximum of ≈ 113% larger absorption in the ES limit, ≈ 150% larger absorption in the
single mode TMM calculated limit, and ≈ 63% in the RCWA grating structure. All cases
far exceed single-pass absorption for both orientations (dashed lines, Fig. 6.4b, right panel).
6.5 Discussion
The results presented in the previous sections illustrate the need to align the strongly absorb-
ing axis of P3HT with the anisotropic field enhancement of these light trapping architectures.
Similar anisotropies can be expected in other light trapping architectures that share traits
common to SPs and GMs. For instance, SPs and GMs are both TM waveguide modes char-
acterized by in-plane Ex and out-of-plane Ez components. Because of the distinct continuity
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conditions for these fields, the out-of-plane Ez fields can exhibit much larger field enhance-
ments and also need not go to zero in active layers that are adjacent to a metal substrate
with large optical conductivity. Additionally, both light-trapping architectures couple to
modes which are evanescent within the organic active layer (neff > n⊥). Such modes have
purely out-of-plane oriented electric fields when neff = n⊥, and only exhibit an appreciable
in-plane Ex component if neff  n⊥.
In general, these results illustrate the necessity for the explicit modeling of anisotropies in
the active layer materials used in nanophotonic OPV architectures. It can be seen from equa-
tion (6.2) that the absorption for a uniaxial material is maximized when the energy contained
in the field component pointing in the direction of strongly absorbing axis is maximum. For
P3HT, where the strongly absorbing axis is in-plane, architectures with strong in-plane field
enhancements such as hyperbolic metamaterials [207] could prove to be very beneficial. This
concept can be extended to architectures where the localized field enhancements are not as
anisotropic as the cases explored here. For example, Bloch modes, dielectric resonances and
localized SP resonances have all been demonstrated for OPV nanophotonic light trapping.
In these architectures the field enhancements must be designed with the morphology of the
active layer in mind. Alternatively, through materials engineering, the morphology of the
active layer can be tailored to maximize the benefit of the light trapping strategy being used
and may be beneficial for carrier collection considerations as well. These result also have
implications for the design of photovoltaics based on 2D material such as graphene [18–20]




Conclusions and future work
The theoretical framework presented in chapter 2, where Maxwell’s equations were formu-
lated as a Hermitian eigenvalue problem, has proven invaluable for understanding the modes
of a photonic structure. First order perturbation theory was employeed to derive the modal
absorption coefficient, which provided valuable insights into the effects of slow-light enhance-
ment and parasitic contact absorption. These results were employed extensively in chapter 3
and chapter 4. The temporal-coupled mode theory derived in chapter 2 was used in chapter 4
and chapter 5 to accurately describe the dynamics of complex resonator systems, and the
derivation of the upper-limit of nanophotonic light trapping was essential for understanding
the modifications brought about in chapter 6. In general, the theoretical framework pre-
sented here is widely applicable to a number of nanophotonic-based optoelectronic devices.
In chapter 3, extrinsic PDs for the silicon photonics platform have been presented. Error-
free operation of an all-Si ion-implanted PD operating at 1.55 µm has been demonstrated
for 2.5 Gb/s and 10 Gb/s data reception. For the L = 250 µm device error-free operation
was achieved with 15 V bias at 10 Gb/s and with 15 V and 10 V biases at 2.5 Gb/s, while
error-free operation for the L = 3 mm device was shown with 15 V bias at 2.5 Gb/s. It
has been shown that Si+ implanted PDs have dark currents, responsivities, and sensitivities
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comparable to those of reported germanium devices. A significant improvement in frequency
response can be achieved by reducing device capacitance and a > 15 dB improvement in
receiver sensitivity can be expected by operating the PDs in the L2 state, which will make
Si+ implanted PDs competitive with germanium PDs. The performance of Si+ implanted
PDs, and the ease with which they can be integrated into a standard CMOS process flow,
makes them an excellent candidate for usage as receivers and in-line power monitors in the
silicon photonics platform. A monolithic ion-implanted MSM SiWG PD based on a rib
waveguide has also been demonstrated for the first time. Responsivity is measured to be
≈ 0.51 A/W at 50 V bias with a frequency response of 2.6 GHz. The calculated quantum
efficiency of 42% was found to be significantly higher than previously reported values of 16%
for Si+ implanted SiWGs, likely due to different annealing conditions. Results from previous
ion-implanted SiWG PDs coupled with simulation results show that an optimized device
is capable of frequency responses greater than 9.8 GHz at a bias voltage of ≈ 15 V. These
devices have the potential to be incorporated into many silicon photonic circuits due to their
high performance and ease of fabrication. Finally, a SiWG PD using Zn+ ion implantation
has been demonstrated for the 2.2 µm to 2.4 µm wavelength range. Methods for improving
these initial results have been discussed, and the potential for detection further into the
mid-infrared has been illustrated.
In chapter 4, methods of absorption enhancement for extrinsic SiWG PDs have been
presented. The design and fabrication of a weak index perturbation SiO2-cladding grating
SiWG FP along with a fast and accurate modeling approach for the design of this structure
have been demonstrated, and the device parameter space for cavity Q, DBR R, and DBR
∆λgap have been calculated. Four different device geometries have been fabricated using
CMOS-compatible processes, and Q’s of ≈ 2,000 have been shown experimentally. The
TMM model presented shows excellent agreement with the measured transmission spectrum;
the only fitting parameters being adjustments to the calculated effective indices ∆neff,a,b.
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Calculations show that κ can be tuned over a wide range of values by changing h, providing
finer control of the DBR R as compared to analogous silicon etched gratings. The versatility,
ease of design, and tunability of these SiO2-cladding gratings provides an important building
block for optical filters, modulators, and laser cavities in the SOI platform. Additionally,
a design method for critically-coupling into weakly absorbing 1D PhC cavities has been
presented, and a PD design has been demonstrated. By properly designing the front and
cavity mirror tapers to minimize scattering loss, ∼ 90% cavity absorption in 130 nm of
material with α = 100 dB/cm can be achieved. Finally, a 1D PhC CROW consisting of
one hundred coupled resonator cavities was fabricated, and a group index of Ng > 8 was
measured in the pass band.
CPL modulators have been proposed and analyzed for integrated optics in chapter 5.
Simulations of RR and PhC cavities demonstrate the function of these modulators and
match well with the behavior predicted by TCMT, which allows for a simple and intuitive
way to design these modulators for a broad choice of materials platforms. The proposed
modulation mechanism will open new routes to different types of modulation architectures
and devices, which have not previously been employed for integrated optics. Preliminary
designs for experimental demonstration have also been presented.
Finally, in chapter 6, it has been shown that light-trapping in SP and GM OPV ar-
chitectures can be strongly influenced by morphology-dependent optical anisotropies of the
organic active layer. Using P3HT as a representative system, it has been shown that ori-
enting organic domains such that the strongly absorbing axes are aligned perpendicular
to the substrate leads to significant absorption enhancements. This orientation-dependent
coupling arises from the significant anisotropic field enhancements intrinsic to these light
trapping architectures. More generally, these results highlight the importance of considering
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Appendix A
Useful derivations for chapter 2
A.1 First-order perturbation to the Maxwell eigenprob-
lem in the ω-basis
To derive the first-order correction to the eigenvalues of the unperturbed eigenproblem in
equation (2.6) a small dielectric perturbation δεF (r = rp) is introduced, which modifies the




δεF (r = rp)
c2
Î = B̂0ω + δεB̂
′
ω (A.1)
where δε  ε, and the spatial dependence of the perturbation has been included in a per-
turbed operator so that δε is a constant. Now the perturbed eigenvalues ω2m can be expressed
as a Taylor series expanded around δε = 0 and the perturbed state vectors |Em〉 can be ex-










+ . . . (A.2)
|Em〉 = |Em,0〉+ δε |Em,1〉+ δε2 |Em,2〉+ . . . (A.3)
Substituting these values into equation (2.6), and collecting the first-order terms (dependent
on δε) results in the following expression:











(|Em,0〉+ δε |Em,1〉) (A.4)
where higher order terms in δε have been excluded. Taking the inner product of the unper-












∣∣∣ δεÂ0ω ∣∣∣Em,1〉 = ω2m,0 〈Em,0 ∣∣∣ δεB̂0ω ∣∣∣Em,1〉 since the unperturbed oper-









, where δω =
ωm−ωm,0 the shift in ωm,0 due to a shift in ε is found. If ε is complex, an imaginary shift in
frequency will result which corresponds to a loss rate as discussed in chapter 2. Substituting







∣∣∣ B̂0ω ∣∣∣Em,0〉 (A.6)
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A.2 Derivation of temporal coupled-mode theory
In time domain the wave equation for the time-varying electric field can be written as:











where ~JL,s represent losses (current sinks) and current sources, respectively, and the time de-
pendent field can be separated into spatial and temporal components ~E(t) = Re{a(t) |Em〉}.
For a lossless mode in the absence of sources ( ~JL,s = 0) the time dependence of the field
can be written as a(t) = ejωmt such that the real-valued field oscillates cosinusoidally. With
the inclusion of current sources and sinks the eigenfrequency of the mode becomes complex,
as derived in the previous section, resulting in an exponentially decaying term in the time






, where the factor of 1
2
has been included so that γ
corresponds to a power or energy decay rate. By separating the spatial and time dependence




















b(t) |Js〉 . (A.8)
where Ohm’s law has been used to express current sinks in terms of an imaginary pertur-
bation to the dielectric function jδε, and b(t) represents the time dependence of the current
source. Multiplying through by the conjugate transpose of the state vector results in a































where Wm,0 is the energy contained in the monochromatic fields, and the coupling rate γc is
given by equation (2.14). The coupling rate can be derived by inspection by noting that the




. The time dependence of the input power is given by the a∗ d
dt
b term in equation








2 (ωt). It should be noted that b(t) is required to have a time dependence which
counteracts that of a(t), thus requiring the current generated by the source to vary with
time in order to maintain a constant time averaged power P0. Using these realizations, the
forcing function on the right hand side of equation (A.9) is simply γcP0 cos
2 (ωt). Taking the
Fourier Transform of equation (A.9) results in an expression for the frequency dependence
of the modal energy:
Wm(ω) =
γcP (ω)
ω2m + jωγtot − ω2
(A.11)
where the modal energy has been defined as the product of the postitive and negative fre-
quency amplitudes Wm = a
∗a. The roots of the denominator of equation (A.11) can be








± jωm. Using this approximation the positive







−j(ω − ωm)− γtot2
) √γcs0(ω)(
j(ω − ωm)− γtot2
) (A.12)




two modal energy frequency components and rearranging results in the following equation










Taking an inverse Fourier transform results in equation (2.29). Equation (2.30) can be
derived from energy conservation requirements:




where Pout(t) is the power traveling away from the cavity, which includes contributions from
reflected power as well as power that escapes the cavity; Pabs(t) = γiWm(t) is the absorbed
power, and the derivative of the modal energy captures time dynamics of non-equilibrium













Using equation (2.29) the time derivatives of positive and negative frequency amplitudes can













Estimation of absorptive properties
for out-of-plane aligned P3HT
To justify the model used in chapter 6 typical P3HT morphologies, wherein polymer chains lie
parallel to a substrate, are compared with a model morphology, zP3HT, in which the polymer
chains are oriented perpendicular to the substrate (see reference [200] of the manuscript for
a recent experimental demonstration). A typical P3HT film, exhibits a uniaxial dielectric













Here, ε̃SA and ε̃WA refer to the relative permittivities in the strongly absorbing and weakly
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Figure B.1: (a) Real part of the SP effective index for P3HT, zP3HT,
P3HT(rotated, y-direction), and zP3HT(max). (b) Imaginary part of the SP effective index for









Physically, this dielectric tensor describes a morphology in which polymer backbones are
randomly oriented within the y-z plane, defining an optical axis along the x-direction. Al-
though such a morphology could be realized using an ultramicrotome, for example, typical
fabrication techniques exhibit in-plane (x-y plane) symmetry at optical length scales; the
substrate has no preferred in-plane direction. In the manuscript this more physically realis-
tic morphology is modeled with a conservative assumption: that both in-plane permittivities








It is instructive to compare the results of our calculations for these two optical models
of a zP3HT morphology. In the manuscript, the dielectric function is assumed to be (B.3).
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The SP effective indices are identical along all in-plane directions and are plotted in Figs.
B.1(a) and B.1(b) (red curves). In the rotated model (B.2), SPs propagating along the x-axis
exhibit identical dispersion as the red curves in Fig. B.1. SPs propagating along the y-axis
experience an identical out-of-plane dielectric function but a different in-plane dielectric
function and consequently have different properties (blue curves). Despite these physical
differences, the SP properties are very similar, confirming that SPs are largely insensitive to
in-plane permittivities. However, both of the optical models described above underestimate
the dielectric function expected of a P3HT morphology in which the polymer chains are
predominantly aligned out-of-plane.
In a typical P3HT morphology, polymer chains align parallel to the substrate, but are
randomly oriented within this plane. The in-plane permittivities thus arise from a mixture of
transitions along the polymer backbone and between polymer chains. Although spectroscopic
signatures of inter-molecular excitations in P3HT have been identified [209], these transitions
are relatively weak and the dielectric function is dominated by intra-molecular excitations
aligned along the polymer backbone [196]. Assuming purely intra-chain dipole transitions












The strongly absorbing dielectric function is then:




Assuming instead that all polymer chains are aligned out-of-plane, the z-oriented dielectric
function equals:
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ε̃zP3HT (max),⊥ = 1 + χ = 2ε̃SA − 1. (B.6)
Unlike the typical P3HT morphology, all chains are aligned along a single axis and the






0 0 2ε̃SA − 1
 . (B.7)
The resulting real and imaginary (SP) effective indices are also plotted in Fig. B.1 as
zP3HT(max) (orange curve). The real (imaginary) SP effective index is 20% (50%) larger
assuming the dielectric function in (B.7) compared to the values of (B.3), used in the
manuscript, when averaged over wavelengths from 450 nm to 650 nm. Thus, the calcu-
lations used in the manuscript likely underestimate the light-trapping benefits arising from a
reorientation of polymer constituents. Regardless, the most conservative assumption possible
is chosen in order to highlight differences in light-trapping which arise solely from reorienting
the dielectric functions of a material. Further studies are needed to accurately quantify the
dielectric functions of morphologies similar to zP3HT.
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Appendix C
Derivation of the anisotropic surface
plasmon dispersion
Given the topology shown in Fig. C.1, the dispersion relation for an anisotropic SP mode
is derived. The SP is a TM mode with a complex magnetic field amplitude that decays





































and region II is described by the complex dielectric function of Ag, ε̃m. Applying Ampère’s
law ∇× ~H = −jωε0
↔



















Applying Gausss law in region I,






ε̃d,⊥EzI = 0, (C.5)









Applying the continuity of the displacement fields at the interface along with Gausss law





















Solving (C.8) and (C.9) simultaneously results in the dispersion relation given in (6.3) of the
main text, and is consistent with [205].
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Appendix D
Upper limit of absorption: a
waveguide perspective
Equation 6.4 of the manuscript represents the upper limit of absorption in a SP (used later
in the text for a GM), assuming that incident solar radiation couples equally into all optical
states. This expression can be used to represent any waveguide mode that can be character-
ized by a complex effective index. Equation (6.4) is derived using two different formalisms,
beginning with [48], where the fraction of light absorbed in a single mode waveguide under










Here, αeff is the modal absorption coefficient, vg is the group velocity, h is the thickness of
the absorbing layer, ρ0 is the vacuum local density of optical states (LDOS), and c is the
vacuum speed of light. The total LDOS within the structure, ρtot = ρrad+ρwg consists of the
LDOS associated with a continuum of radiation modes (ρrad), and a set of discrete guided
modes (ρwg). The bracketed quantity in the denominator of (D.1) can be interpreted as the
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path length enhancement of a waveguide mode as compared to a single pass through the
material. It can be shown that as h becomes large, this path length enhancement approaches
the 4n2 ray optics limit [48].
For a single mode waveguide [181], ρrad  ρwg and, the LDOS can be related to the
waveguide effective index [48, 181], ρwg = βwg/(2πvgh) = neff/(vgλ0h), and the free space
LDOS is given by ρ0 = ω









]−1 = 11 + [4πneffκeff ]−1 , (D.2)
which holds for both SPs and GMs. An additional step is required to account for parasitic
metallic losses in SPs by introducing the fraction of light absorbed in the polymer ξa, given
by (E.4), to find that ASP, polymer = ξaASP,total. It is noted that (D.2) is only valid in the
limiting case of a single mode waveguide.
Equation (D.2) can be reproduced by solving for the maximum enhancement using the
method of [46] while including material dispersion. The general method of this solution is
similar; however it is repeated here for consistency. This derivation begins by defining the







where α0 is the material absorption coefficient and the loss rate of the mode (γeff ) is equal
to the modal absorption coefficient times the group velocity, γeff = αeffvg. The number of

















Taking the derivative of (D.5) yields the number of available states per unit frequency inside
of the structure,

























]−1 = 11 + [4πneffκeff ]−1 . (D.8)
Equation D.8 exactly reproduces (D.2), and holds in general for any waveguide mode. Typi-
cally, the complex effective indices in (D.2) must be evaluated numerically. These calculations
have been performed with a general TMM solver for lossy, anisotropic materials using the
formalism of [33] for both finite thickness SPs and GMs.
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Appendix E
Fraction of loss in organic layer for
surface plasmon modes







ε′′d,|||Ex|2 + ε′′d,⊥|Ez|2 dz + ε′′m
∫ 0
−∞
|Ex|2 + |Ez|2 dz
]
. (E.1)
Integrating (E.1) and using the E-field relations from (C.3) and (C.4), the absorption per






















H20 exp (−2β′′x) . (E.3)

































which is consistent with the definition provided in [187].
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Appendix F
Upper limit of absorption for a gap
mode in the electrostatic limit
Following the formalism of [46], the upper limit of absorption for a GM in the electrostatic
(ES) limit is derived. The derivation begins with the definition of the loss rate for an optical
mode m in terms the steady-state power absorbed by the mode, Am, defined in (6.2), and








ε′′L,|||Ex,m|2 + ε′′L,|||Ey,m|2 + ε′′L,⊥|Ez,m|2dV∫
n2(~r)|~E|2dV
. (F.1)
Assuming that the most of the energy in each mode is contained in the high index region,
the following approximation can be made:
∫
n2(~r)|~E|2dV ≈ n2H |E0|2L2D. (F.2)
Additionally, if h is sufficiently small such that the ~E-field remain constant within the gap,















































The enhancement factor for a weak absorber can be defined in terms of αL,|| for comparison


















For large values of nH the last term dominates (F.6), and the maximal absorption enhance-
ment depends primarily on ε′′L,⊥. In the case where α0h is not small, a thermodynamic upper
limit on the fraction of absorbed light [47] can be related to the weak absorber limit, yielding






















It is noted that (F.2) assumes an optically thick high-index layer which supports a large
number of planewave modes, while (F.3) assumes that the low-index inclusion is infinitesi-
mally thin such that Ez remains constant across the inclusion. Neither of these assumptions
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hold for the grating structure explored in the main text, which is why the ES formalism




The RCWA simulations were run with 29 harmonics in both the x and y directions, and the
calculated absorption values were found to converge within < 3.5% when integrated over
the solar spectrum. The absorption, A, as a function of λ0 and h are plotted in Fig. G.1a
for P3HT and Fig. G.1c for zP3HT, where it can be seen that zP3HT has a very large
absorption band ranging from 450 nm to 650 nm. This large absorption band corresponds
to the large κeff values in this wavelength range, shown in Fig. 6.4a of the main text. Field
components and absorption density Ua [defined as the integrand of (6.2)] are shown at λ0
= 550 nm and h = 5 nm (indicated as white circles in Figs G.1a and G.1c) in Fig. G.1b
for P3HT and Fig. G.1d for zP3HT. All quantities are normalized relative to the peak of
the Ex component for a P3HT active medium. These field plots clearly illustrate that the
out-of-plane Ez component is the dominant contributor to Ua regardless of active material,
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Figure G.1: (a),(c) RCWA calculated absorption versus wavelength and active layer thick-
ness, (b),(d) field intensities and absorption density inside the active area at λ0 = 550 nm
and h = 5 nm for P3HT and zP3HT, indicated by white circles in (a), (c).
