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Summary 
Mutation rates along the genome are highly variable and influenced by several chromatin 
features. Here we addressed how nucleosomes, the most pervasive chromatin structure, 
affect the generation of mutations. We discovered that within nucleosomes the somatic 
mutation rate across several tumor cohorts exhibit a strong 10 base-pair (bp) periodicity. 
This periodic pattern tracks the alternation of the DNA minor groove facing toward and 
away from the histones. The strength and phase of the mutation rate periodicity are 
determined by the mutational processes active in tumors. We uncovered similar periodic 
patterns in the genetic variation among human and Arabidopsis populations, also 
detectable in their divergence from close species, indicating that the same principles 
underlie germline and somatic mutation rates. We propose that differential DNA damage 
and repair processes dependent on the minor groove orientation in nucleosome-bound 
DNA significantly contribute to the 10 bp periodicity in AT/CG content in eukaryotic 
genomes. 
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Introduction 
Covering between 75% and 90% of the genomes of eukaryotes and several archaea, 
nucleosomes provide the first level of DNA compaction (Segal et al., 2006)⁠. Furthermore, due to 
the array of post-translational modifications that may be attached to histones, nucleosomes play 
an important role in the regulation of gene expression (McGinty and Tan, 2015)⁠. 
 
DNA sequences wrap around nucleosomes with varying affinity (Thåström et al., 1999)⁠; those 
that more stably bound nucleosomes contain A/T di-nucleotides separated by 10 base pairs, or 
one DNA helix turn (Anselmi et al., 2000; McGinty and Tan, 2015; Satchwell et al., 1986)⁠. This 
is due to structural constrains, which favor the presence of A/T base pairs at stretches of the 
DNA with the minor groove facing the histones. Computational studies have suggested that the 
succession of A/T (or WW) di-nucleotides following a 10-bp periodicity (often termed WW 
periodicity) is one of the major determinants of the preservation of the rotational positioning –or 
orientation of the DNA relative to the histones core– of nucleosomes. On the other hand, the 
translational positioning of nucleosomes, that is, their location along the DNA fiber, is influenced 
by other sequence features, such as long homopolymeric sequences, located mainly at the start 
of linkers (Iyer, 2012; Kaplan et al., 2009; Langley et al., 2014; Liu et al., 2011; Struhl and 
Segal, 2013; Valouev et al., 2011). The WW periodicity related to the rotational positioning 
occurs along the genomes of organisms with nucleosomes, ranging from archaebacteria to 
higher eukaryotes (Herzel et al., 1998; Mrázek, 2010; Tolstorukov et al., 2011)⁠. 
 
Recent studies of human somatic and germline variants have found large variability in the 
mutation rate along the genome. This variability correlates with certain genomic features, such 
as replication time (Stamatoyannopoulos et al., 2009), chromatin compaction (Schuster-Böckler 
and Lehner, 2012)⁠, expression level (Lawrence et al., 2013)⁠, the binding of transcription factors, 
the presence of nucleosomes, CTCF binding, and histone marks that distinguish exons from 
introns, among others (Chen et al., 2012; Frigola et al., 2017; Kaiser et al., 2016; Katainen et 
al., 2015; Morganella et al., 2016; Perera et al., 2016; Prendergast and Semple, 2011; 
Sabarinathan et al., 2016; Yazdi et al., 2015)⁠. 
 
Here, to study the influence of the translational and rotational positioning of nucleosomes on the 
generation of the mutations before selection, we analyzed the somatic mutations observed 
across tumors, which are exposed to little selection once the few mutations driving 
tumorigenesis are filtered out (Frigola et al., 2017; Martincorena et al., 2017)⁠. We observed 
strong periodic patterns in the mutation rate of several cancer types, which track the alternance 
of nucleosomes and linkers and the rotational orientation of the minor groove of the DNA with 
respect to histones. We linked the orientation and magnitude of these mutation rate periodicities 
to the mutational processes present in tumor samples. Moreover, we demonstrated that the 
observed periodicities of the mutation rate are the result of a complex interaction between the 
processes of DNA damage and repair within the nucleosome territory. We then showed that 
spontaneous variation in human and A. thaliana populations also exhibit periodicity within 
nucleosome-occupied regions. Finally, we present a model that shows that the mutation rate 
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periodicity could have contributed to the development and maintenance of the WW periodicity in 
eukaryotic genomes across evolution. 
 
Results 
Periodic mutation rate tracks the alternation of nucleosome-covered and linker 
DNA 
The presence of nucleosomes leads to a periodic pattern formed by alternating nucleosome-
covered (147 bp; orange in model in Fig, 1a and subsequent figures) and linker (variable sizes; 
purple) DNA sequences (Voong et al., 2017)⁠. Previous studies by our group and others 
(Morganella et al., 2016; Sabarinathan et al., 2016)⁠ have shown that nucleosome-covered and 
linker DNA exhibit different somatic mutation rates in some tumor types. To study more 
systematically the influence of this periodic mutation rate, we first obtained the positions of 
nucleosomes along the genome of human lymphoblastoid cell lines mapped using the MNase 
cut efficiency (Gaffney et al., 2012)⁠. In each genomic region, defined by a peak of nucleosome 
density, we selected the dyad with more support from the MNase-seq experiment –assumed to 
correspond to the position with highest occupancy across cells. We retrieved whole-genome 
somatic mutations identified (Fredriksson et al., 2014; ICGC, 2010)⁠ across 3494 tumors from 28 
cohorts (Methods; Table S1). We retained for further analyses those overlapping intergenic 
nucleosome-covered (henceforth, nucleosomes) and linker DNA, in order to minimize the 
potential effect of selection (see STAR Methods). 
 
The rate of mutations observed in a 2001 bp-wide window centered at each nucleosome dyad 
across the samples of several cohort of tumors (Fig. 1 and Fig. S1a) exhibits a periodicity that 
tracks the alternation of nucleosome-covered and linker DNA, in agreement with previous 
findings (see above).  We computed the difference between the observed mutation rate at each 
nucleotide across the stacked 2001 bp-wide windows (red wave-like signal in Fig. 1a) and its 
expected mutation rate (black signal), derived from the rate of changes across the genome in a 
penta-nucleotide context (Figs. 1a and S1b; STAR Methods). This difference is represented as 
a relative increase (i.e., taking the expected rate as baseline) of the observed mutation rate 
(two-color signal in Fig. 1a and Fig. 1b left bottom panel). 
 
To characterize the periodic structure of the relative increase of the mutation rate, we 
constructed its periodogram (Fig 1b, right top panel), and computed the signal-to-noise ratio 
(SNR) of its maximum power period (MP). To assess the significance of the SNR, we computed 
the (expected) SNR of the relative increase of the mutation rate of each of 1000 permutations-
based expected mutation rates. By counting the number of permutations with expected SNR 
above the observed SNR, we obtained an empirical p-value. These p-values were corrected to 
account for false discovery rate, thus yielding q-values (see STAR Methods). 
 
The relative increase of the mutation rate computed for esophageal adenocarcinomas (Fig. 1b, 
right panel) exhibits its MP at 191.41 bp –the approximate length of a nucleosome-linker stretch 
of DNA– with a significant SNR of 300.45 (q-value<0.002; Table S2). To assess the orientation 
of the relative increase of the mutation rate signal, i.e., whether its maxima were located at the 
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nucleosomes or the linkers, we computed the phase shift of the relative increase of the mutation 
rate signal at period 191 bp with respect to a reference sinusoidal signal with maxima at the 
nucleosome dyads. Signals with a phase shift closer to 0 are deemed to have a phase of 1, 
whereas those exhibiting a phase shift closer to ! are considered to have a phase of -1. For 
example, esophageal adenocarcinomas exhibit a relative increase of the mutation rate with 
phase 1 (Fig. 1b), while that of lung adenocarcinomas presents a phase of -1 (Fig. 1c,d). 
Cohorts with non-significant SNR (such as ovarian cancer in Fig. 1d, right top panel) do not 
exhibit any dominant period of the relative increase of the mutation rate. 
  
The mutation rate in most cohorts with a significant SNR exhibit a phase 1 (top panel in Fig. 1c), 
that is, with maxima –the greatest excess of mutation rate over its expected value– located 
within nucleosomes (as the melanomas in Fig. 1d left top panel). Esophageal adenocarcinomas, 
melanomas and gastric adenocarcinomas show the most significant relative increase of 
mutation rate (Fig. 1c). Only lung adenocarcinomas and squamous cell carcinomas and uterine 
adenocarcinomas show a relative increase of mutation rate that peaks at the linkers (Fig. 1c, 
bottom panel; Fig. 1d, left bottom panel).   
 
Periodic mutation rate tracks minor groove orientation within the nucleosomes 
The DNA wrapping a nucleosome also exhibits an alternating pattern of structurally distinct 
stretches: ~10-bp interspersed segments of DNA with the minor groove facing the histones 
(green in model in Fig, 2a and subsequent figures) and away from them (yellow). Certain 
rotational positions are preferred even by nucleosomes with lowly conserved translational 
positioning across cells (Iyer, 2012; Kaplan et al., 2009; Langley et al., 2014; Liu et al., 2011)⁠. 
We hypothesized that the structural differences of these stretches of DNA could influence the 
mutation rate. 
 
We computed the observed mutation rate at each nucleotide across a 117-bp window centered 
at the dyad of each nucleosome, the length of a nucleosome core after removal of nucleosome-
linker boundaries (Gaffney et al., 2012)⁠. We subtracted the expected mutation rate at each 
nucleotide within the stacked 117-bp sequences (as in the previous section), thus obtaining a 
relative increase of the mutation rate. As with the nucleosome-linker pattern, we then 
determined the periodicity of the relative increase of mutation rate via the periodogram, and its 
magnitude through the SNR of the MP. We computed an empirical p-value of the observed SNR 
by comparing it to the SNR computed for permutation-based expected mutation rates. Finally, to 
determine the phase of the relative increase of mutation rate, we computed the phase shift of 
the signal at period 10.3 bp with respect to a reference sinusoidal signal with maxima at 
inwardly-facing minor grooves. If the relative increase of mutation rate yielded a phase shift 
close to 0 it was assigned a phase of 1 (esophageal adenocarcinomas in Fig. 2b, with 
SNR=613.64 and q-value<0.003), whereas those with a phase shift closer to π exhibited a 
phase of -1 (see STAR Methods). 
 
The mutation rate of the tumors of several cohorts showed a strong periodic pattern following 
the orientation of the minor groove with respect to histones (Fig. 2b, c, d, S2a and b; Table S2). 
The relative increase of mutation rate of all cohorts with significant SNR showed an MP around 
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10 bp, or one helix turn (Fig. 2c). In  some tumors (e.g., esophageal adenocarcinomas in Fig. 
2b, and malignant lymphomas in Fig. 2d, right bottom panel) the relative increase of mutation 
rate peaked at stretches of DNA with the minor groove facing the histones (phase 1). In others 
(e.g., melanomas and lung adenocarcinomas), its maxima were at stretches of DNA with the 
minor groove facing away from the histones (phase -1). 
 
If this periodicity of mutation rate was originated by different structural properties of DNA 
stretches, we expected that nucleosomes with stronger rotational positioning showed more 
strongly periodic relative increase of mutation rate. To test this, we separated the group of 
nucleosomes with the highest score of rotational setting (strong rotational position), and a group 
with equal number of nucleosomes at the lower end of scores of rotational setting (weak 
rotational position). Across most cohorts, strong rotationally positioned nucleosomes exhibited 
greater SNR of the periodicity of the relative increase of mutation rate than weakly positioned 
ones (Fig. S2c). The trend for mutations to accumulate more than expected at stretches of DNA 
with the minor groove facing the histones or away from them is directly proportional to the 
strength of the rotational positioning of nucleosomes  (see STAR Methods). 
 
In summary, we observed strong periodicity in the mutation rate tracking the alternation of DNA 
minor groove facing toward the histones and away from them, the orientation of which varies 
between tumor types. 
 
Tumors with different mutational signatures show dissimilar mutation rate 
periodicity 
We hypothesized that various mutational processes active across cohorts could be responsible 
for the differences in the magnitude and orientation of the periodicity of the relative increase of 
mutation rate. Since the mutations of different tumors may be exposed to distinct mutational 
processes, we computed the relative increase of mutation rate within nucleosome-covered DNA 
for each individual tumor with at least 500 mutations overlapping nucleosomes. 
 
We reduced the signal of the relative increase of mutation rate to a single number (minor-in), 
computed from the sum of the values corresponding to the three nucleotides at the center of the 
DNA segments with the minor groove facing the histones. Tumors with positive minor-in relative 
increase of mutation rate possess higher-than-expected mutation rate at these stretches of 
DNA. We then computed an empirical p-value to assess the significance of the SNR of the 
relative increase of mutation rate of each tumor, as explained in the previous section (STAR 
Methods). 
 
In Figure 3a, cohorts appear sorted in ascending order of the median minor-in relative increase 
of mutation rate across tumors. Although most melanomas (extreme left of the graph; median 
minor-in relative increase of mutation rate, -0.075) have a significantly negative value, one of its 
samples bear a significantly positive minor-in relative increase of mutation rate (0.1), 
comparable to that of most esophageal adenocarcinomas (extreme right; median minor-in 
relative increase of mutation rate, 0.085). To understand the differences between tumors, we 
deconstructed the contribution of mutational signatures (Alexandrov et al., 2013; Rosenthal et 
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al., 2016) to each of them (Fig. 3b). A representative melanoma (second-to-last pie-chart), as  
well as the cells of a normal skin sample (fourth pie-chart), with the majority of mutations 
following the UV signature 7 exhibit a significant negative minor-in relative increase of mutation 
rate, as do lung adenocarcinomas, with major contribution of signature 4 (second pie-chart). On 
the other hand, the melanoma sample with significant positive minor-in relative increase of 
mutation rate has a major contribution of signature 17 (first pie-chart). The shape and 
orientation of the relative increase of mutation rate of this melanoma is very similar to that of 
esophageal and stomach adenocarcinomas (third and sixth pie-charts). Tumors with 
contributions from signatures 14 and 10, such as POLE-mutant uterine and colorectal 
adenocarcinomas (third-to-last and last pie-charts) also exhibit a positive minor-in relative 
increase of mutation rate. In summary, specific mutational processes are the major 
determinants of the direction of the mutation rate periodicity within nucleosome covered DNA in 
individual tumors. 
  
The mutational processes active in tumors influence the orientation of their 
mutation rate periodicity 
We then sought to comprehensively delineate the association between mutational processes 
and the magnitude and orientation of the relative increase of mutation rate, including the 
potential role of signatures that are minor contributors to the mutations of each tumor, but are 
active across many samples. We deconstructed the contribution of each signature to the 
mutational landscape of the 505 tumors in the TCGA dataset (with a unified calling process), 
and pooled all mutations contributed by each signature (STAR Methods). (Two algorithms used 
for the signature deconstruction yielded highly concordant results; Fig. S3a). In the alternation of 
nucleosomes and linkers, mutations contributed by signatures 1, 7, 17 and 18 yield a relative 
increase of mutation rate with significant SNR with phase 1 (higher mutation rate than expected 
in nucleosomes; Fig. S3b and S3c). On the other hand, the relative increase of mutation rate of 
those contributed by signatures 4, 6 and 16 have a significant SNR with phase -1. 
 
With respect to the periodicity tracking the orientation of the minor groove of the DNA within the 
nucleosome, mutations contributed by signature 7 –resulting from DNA adducts formed by the 
action of UV light (Ikehata and Ono, 2011; Yu and Lee, 2017)⁠– yield a strongly periodic relative 
increase of mutation rate, with significant SNR of 207.02 and a phase of -1 (Fig. 4a, b). The 
periodicity of mutations contributed by signatures 4 –associated to DNA adducts generated by  
tobacco carcinogens (Alexandrov et al., 2016)⁠– follows the same orientation as signature 7 
(phase=-1; SNR=78.32; Fig. 4a,b). Mutations contributed by signature 10, active in POLE 
mutant tumors (Haradhvala et al., 2018), and signature 17, linked to the oxidation of guanines in 
the nucleotide pool (Tomkova et al., 2017)⁠, show a greater accumulation than expected in 
stretches of DNA with minor groove facing the histones (phase=1) (Fig. 4a,b). The SNR of the 
periodicity of the relative increase of the rate of mutations contributed by several signatures 
(Fig. 4c) is greater for nucleosomes with strong rotational position than those with weak 
rotational position. Finally, the periodicity of the mutations contributed by several of these 
signatures was also detected across exonic nucleosomes (Fig. 4d), demonstrating that the 
frequency of somatic coding mutations is also affected by structural differences of the DNA 
within nucleosomes. 
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A complex interplay between DNA damage and repair  within nucleosomes 
We next asked which of the processes involved in mutational signatures –DNA damage or 
repair– is ultimately responsible for the observed periodicity of the mutation rate within 
nucleosomes (Figs. 5 and S4).  
 
We studied, as a model, the generation and repair of UV-induced lesions, namely, cyclobutane 
pyrimidine dimers, or CPDs, and 6,4 pyrimidine-pyrimidones, or (6-4)PPs (Marteijn et al., 2014; 
Osakabe et al., 2015; Yu and Lee, 2017) within nucleosomes. To this end, we superimposed 
the whole-genome map of CPDs and (6-4)PPs detected in a cell line of human fibroblasts at 
different time points after treatment with UV light (Hu et al., 2017)⁠ to the coordinates of 
nucleosomes (blue signal in Fig. 5a and S4a). We then calculated the relative increase of the 
rate of each type of adduct (purple signal Fig. 5a) using the expected relative damage 
frequencies at Cs or Ts within each possible penta-nucleotide context computed from the 
whole-genome damage maps (as explained above for mutations). Finally, we obtained the 
magnitude and phase of its periodicity. In agreement with previous reports (Hara et al., 2000)⁠, 
we observed that the rate of both, CPDs (Fig. 5b, left panels) and (6-4)PPs (Fig. S4a) follows a 
strongly periodic pattern (MP=10.15 bp, SNR=112.69), with maxima at stretches of DNA with 
the minor groove facing away from histones (phase=-1). CPDs formed within nucleosomes with 
strong rotational position possess stronger periodicity than those with weak rotational position 
(right barplot). In contrast, the formation of both types of lesions on naked DNA follows the di-
pyrimidine content, and is out-of-phase with respect to the periodicity observed in nucleosome-
covered DNA (Fig. S4b). 
 
We then addressed whether the nucleotide excision repair (NER) –charged with UV-damage 
correction (Schärer, 2013)⁠– shows a differential activity within nucleosome-covered DNA. We 
estimated the rate of repair at each position by computing the proportion of damaged sites 
detected immediately after UV irradiation that remain after 24h. The repair of both, CPDs (Fig. 
5b) and (6-4)PPs (Fig. S4c) is periodic, as observed in yeast (Mao et al., 2017)⁠. CPDs and (6-
4)PPs at DNA stretches with the minor groove facing away from histones are repaired at higher 
rates than their counterparts at sites of minor grooves facing nucleosomes (CPDs repair 
SNR=29.5; phase=-1). The repair of CPDs shows greater periodicity within nucleosomes with 
strong rotational position than within those with weak rotational position (right barplot). Taken 
together, these results indicate that the periodicity of UV-induced mutation rate within 
nucleosomes (Fig. 4b, right bottom panel), is driven by the periodicity in the rate of accumulation 
of CPDs and (6-4)PPs, rather than by that of their repair. This is further supported by the 
observation that the mutation rate periodicity in cells lacking global NER (XPC mutants) is very 
similar to that of their XPC wild-type counterparts (Fig. S4d) 
 
We carried out the same type of analysis to compute the periodicity of methyl-guanines (MeGs) 
generated in yeast DNA as a result of exposure to methyl methanesulfonate (MMS) (Mao et al., 
2017). In contrast to UV damage, MMS-induced MeGs do not exhibit a significant periodic 
signal around 10 bp (Fig. 5c; SNR=16.11, MP=11.36; p-value=0.977). Upon analysis of the rate 
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of repair of these MeGs (2h after exposure), as explained above for UV damage, we found a 
strong periodicity (SNR=97.31) with peaks at sites of minor grooves facing away from histones  
(Fig. 5c, right panel), as previously reported (ref Mao). In other words, like NER, the base 
excision repair (BER) pathway –involved in the correction of MeGs (Krokan and Bjørås, 2013; 
Wallace, 2014)– exhibits higher efficiency at minor-out segments (Rodriguez and Smerdon, 
2013)⁠. 
 
To study whether the increased DNA repair efficiency of BER and NER at sites of minor 
grooves facing away from histones is related to improved accessibility, we computed the relative 
increase of DNAse nicks –a good proxy of minor groove accessibility– within nucleosome-
covered DNA sequences. The relative increase of DNAse cutting efficiency (Fig. 5d) peaks at  
minor grooves facing away from histones in both human (SNR=97.47; phase=-1) and yeast 
nucleosomes (SNR=263.87; phase=-1), which had been previously reported (Mao et al., 2017)⁠. 
 
Taken together these results indicate that the periodic structure and orientation of the relative 
increase of the mutation rate within nucleosome-covered DNA is determined by the combined 
effects of DNA damage and repair efficiency at DNA stretches with the minor groove facing 
toward and away from histones. 
 
Periodic germline variation and interspecific divergence also track alternative 
orientations of the minor groove 
We have shown that somatic mutations contributed by certain mutational processes are 
generated at uneven rates at segments of DNA with the minor groove facing inwards or 
outwards. Since DNA repair machineries (and some DNA damages) involved in these 
mutational processes are also relevant in germ cells, we speculated that the same type of 
periodicity described for somatic mutations could be observed for spontaneous germline 
variants and interspecies divergence. 
 
We mapped 8.9 and 3.7 millions of rare variants (allelic frequency<0.01) observed across 
human (Gibbs et al., 2015)⁠ and A. thaliana (Alonso-Blanco et al., 2016) populations, 
respectively onto the intergenic nucleosomes of either species. We then computed the  
observed and expected (as explained for mutations) rates of these variants within nucleosome-
covered DNA. The relative increase of the rate of rare variants amongst both human 
(SNR=59.55; p-value<0.001) and Arabidopsis (SNR=31.44; p-value<0.001) individuals is 
significantly periodic (MP=10.15), with the maxima at stretches of DNA with the minor groove 
facing histones  (Figs. 6a and S5). The SNR of this periodicity is higher within human 
nucleosomes with strong rotational position (right barplot).   
 
We then analyzed the distribution of diverging genomic sites for these species (i.e. humans and 
A. thaliana) within DNA wrapped around nucleosomes with strong rotational position. From the 
three-way whole-genome alignment of the species under study and two species close to each of 
them (P. troglodytes and G. gorilla in the case of H. sapiens; A. lyrata and B. rapa for A. 
thaliana), we identified divergent sites. On detail, we annotated genomic sites that have 
changed from a C to a T –representing a majority of de novo genomic variants across many 
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eukaryotic species– in the divergence between each species under analysis and the common 
ancestor of the trio, while remaining unchanged in the other two (i.e., polarized divergence) 
(Langley et al., 2014)⁠. Furthermore, we required that both nucleotides flanking each annotated 
C>T variant were identical across the three species (STAR Methods). We found a significantly 
periodic relative increase of the rate of polarized C>T divergence in both humans (SNR=39.24) 
and A. thaliana (SNR=54.6). In both species the stretches of DNA with the minor groove facing 
histones possess greater-than-expected rate of C>T divergence. 
 
These results indicate that germline variation within nucleosomes occurs at different rates at 
DNA with minor groove facing toward or away from the histones. The higher rate of 
spontaneous variants and interspecies C>T divergent sites observed at DNA stretches with the 
minor groove facing the nucleosome, coincides with that of somatic mutations contributed by 
several mutational processes. 
 
A role for differential mutation rate in genomic sequence periodicity 
Since nucleosomes cover between 75% and 90% of eukaryotic DNA, it is reasonable to 
speculate that the 10-bp periodicity in the rate of inherited variants within nucleosome-covered 
DNA could affect the composition of the genome across evolutionary time. Actually, the 
alternation of stretches of DNA with the minor groove facing the histones and away from them 
are enriched for AT and GC di-nucleotides, shaping the 10-bp periodicity of A/Ts, or WW 
periodicity (Iyer, 2012; Kaplan et al., 2009; Liu et al., 2011). The WW periodicity becomes 
apparent when the nucleosome-covered DNA sequences –centered at their dyads– of five 
eukaryotic genomes are stacked (Brogaard et al., 2012; Gaffney et al., 2012; Langley et al., 
2014; Voong et al., 2016; Zhang et al., 2015)⁠, (Fig. 7a; different color legend than previous 
figures). It is reminiscent of that observed for the mutations contributed by certain mutational 
processes, such as those represented by signatures 17, 10, 14, and 18, and also to that of 
germline variants and interspecies C>T divergence, i.e, maxima at minor-in segments (phase 
1).  
 
We designed a general approach based on methods developed by others to assess the 
strength of the periodicity of WW dinucleotides across the genomes of organisms without 
experimentally mapped nucleosomes (Herzel et al., 1999; Mrázek, 2010) (Fig. 7b). We first 
divided the genomes of 76 eukaryotes (Table S3) into 1 Mb chunks. In each chunk, we tracked 
the positional composition of di-nucleotide pairs and computed an autocorrelation score as the 
ratio between the frequency of observed pairs of WW dinucleotides at a given distance and their 
frequency inferred from the dinucleotide composition of the chunk (left panel). Any consistent 
periodicity of WW dinucleotides in the DNA as a categorical signal (henceforth, walk periodicity) 
would appear as a periodic component of the same period in the autocorrelation curve (blue 
signal), which we smoothed (green signal) to filter out the genomic widespread 3-bp periodicity. 
We did the same analysis for 100 randomly generated DNA sequences of the same length 
produced using a Markov Chain Monte Carlo sampling, maintaining the underlying di-nucleotide 
composition and adjacency frequencies of the real chunk. Next, we computed the fold-power 
increase (FPI) –and an associated p-value– of each period detected in the autocorrelation 
function (second panel) with respect to the behavior of the random sequences, and obtained the 
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distributions of FPI for each period across chunks (third panel). Finally, to determine if a 
particular genome shows any detectable periodicity of WW dinucleotides, we counted the 
number of its chunks with significant FPI at each period between 6 bp and 19 bp, and computed 
the bias towards the 10 bp period (odds-ratio) with respect to uniformity (last panel; STAR 
Methods). 
 
We thus obtained the 10-bp odds-ratio and associated p-value of the periodic structure of  WW 
dinucleotides across chunks for each of the 76 eukaryotic genomes (Fig. 7c; Table S4). Most 
genomes analyzed show an enrichment for 10-bp WW dinucleotides (odds-ratio>1) with a wide 
range of variability among them; all other periods between 6 bp and 19 bp show much lower 
enrichment across most genomes (Fig. S6; Table S4). While in some organisms this enrichment 
is 100-fold and the vast majority of their genomic chunks exhibit a clear MP at 10 bp (e.g. S. 
cerevisiae), in others this fraction is less than 10% and the enrichment is more subtle (e.g. H. 
sapiens, M. musculus, and D. melanogaster), even though a strong WW periodicity is apparent 
across stacked nucleosomes (Jin et al., 2016)⁠ (Fig. 7a).  
 
Having confirmed the widespread WW periodicity across eukaryotic genomes, it is necessary to 
explain how this periodic pattern arose. We hypothesized that the observed periodicity of de 
novo variants, and inter-species divergence, resulting from the interaction of mutational 
processes with the nucleosome structure, could have a role in the development and 
maintenance of the WW periodicity (Fig. 7d). The generation of an excess of de novo biased 
variants –i.e., more variants yielding A/Ts– at sites of minor grooves facing histones, would 
leave these sites enriched for these nucleotides over evolutionary time. De novo mutations 
detected in many species exhibit this bias due to the spontaneous deamination of 5-
methylcytosine (Long et al., 2018; Cooper et al., 2010; Pfeifer, 2017; Shen et al., 1994)⁠. 
 
To illustrate that the WW periodicity could have arisen given these conditions, we devised a 
mutational simulator (Fig. 7e). It begins with a completely random 1 million bp DNA sequence 
with nucleosomes. It receives de novo mutations at a fixed rate with a minor-in relative increase 
of the mutation rate of 4% (similar to that computed for several tumors; Fig. 3a) and the 
mutational spectra of de novo variants across humans (including a C>T bias of 80%) (Long et 
al., 2018)⁠. After each mutational iteration, the SNR of the WW periodicity of the sequence is 
computed. The SNR of the WW periodicity begins to grow after roughly 3000 iterations of the 
simulator (yellow line). If either of the two conditions (periodicity and biased variants) is not met 
(blue and purple broken lines) the WW periodicity does not appear within 6000 iterations (see 
STAR Methods). 
 
In summary, we confirm the widespread WW periodicity across eukaryotic genomes and 
demonstrate that in the absence of other evolutionary forces, the periodic de novo mutation 
mutation rate and the C>T mutation bias would be sufficient for its development. 
       
Discussion 
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Understanding how mutations are generated along the genome is key to explaining how 
evolution has shaped its sequence. Here we demonstrate that the positioning of nucleosomes, 
the most pervasive chromatin feature, affects the mutation rate in both somatic and germ cells. 
We found that the differences in structural features of nucleosome-covered DNA and linkers, 
and between stretches of DNA with the minor groove facing histones and away from them –
once their dissimilar sequence compositions are accounted for– result in unequal rates of 
mutation generation in cells. 
 
We have employed the positions of nucleosomes obtained by a high-quality available mapping 
of human nucleosomes in lymphoblastoid cells (Gaffney et al., 2012) to map somatic mutations 
and germline variants obtained from different cell types. We expect that the position of 
intergenic nucleosomes is less variable than that of nucleosomes located around active 
promoters, related to cell identity. The observed periodicity of mutation rate across different 
tumor types may be regarded as a validation of the usefulness of mapped nucleosomes across 
cell types. We envision that future work with mutations and nucleosomes mapped in the same 
cell type will produce even clearer periodic patterns. While we focus the discussion on the tumor 
types and signatures with most salient periodic patterns, others that are now detected as 
borderline significant will probably show –with more accurate nucleosome maps and larger 
cohorts sequenced (see results of separate cohorts in Fig. S3c)– clearer periodic patterns. 
 
Mutations arise from unrepaired DNA lesions, produced by mutagenic agents, or mismatches, 
which result in the incorporation of incorrect nucleotides by DNA polymerases during replication 
(Alexandrov et al., 2013; Francioli et al., 2015; Haradhvala et al., 2018; Hollstein et al., 2016; 
Stephens et al., 2012; Tomkova et al., 2017). Our results indicate that the interaction between 
different mutagenic agents and DNA repair mechanisms with the nucleosome core determines 
the appearance of mutation rate periodicities within nucleosomes. For example UV-induced 
mutations (signature 7) appear at higher-than-expected rates at stretches of DNA with the minor 
groove facing away from nucleosomes because CPDs and (6-4)PPs are formed at higher rates 
at these sites, rather than the differences in global NER activity. On the other hand, the 
periodicity of signature 17 mutations –probably a result of oxidative damage (Tomkova et al., 
2017)⁠, repaired at least in part by the BER– could appear due to decreased repair of oxidized 
guanines at minor-in sites. 
 
Although the pervasive WW periodicity of eukaryotic genomes (Iyer, 2012; Kaplan et al., 2009; 
Langley et al., 2014; Liu et al., 2011) (Fig. 7a, c) has been linked to the favorable DNA bending 
around nucleosomes, its emergence and maintenance are not completely understood. On the 
basis of our results, we hypothesize that DNA damage and the mechanisms of DNA repair 
active in germ cells, in their interaction with DNA wrapped around nucleosomes give rise to a 
10-bp periodicity in the rate of de novo variants and interspecies divergence. Thus, the 
appearance of nucleosomes during evolution and their positioning along the genomic sequence 
may have favored the development of a higher-than-expected occurrence of C>T de novo 
variants –due to underlying mutational process– at stretches of DNA with minor groove facing 
the histones. We propose that the generation and maintenance of the WW periodicity may be 
explained, at least in part, by the periodicity of de novo biased genetic variants thus arisen. 
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Figure legends 
Figure 1. Periodicity of tumor mutation rate across nucleosomes and linkers 
(a) Alternation of nucleosomes and linkers in DNA. The nucleotide-wise observed and expected 
mutation rate in 2001 bp sequences are computed (red and black signals, respectively). 
(b) Observed and expected mutation rate of esophageal adenocarcinomas (top-left); relative 
increase of mutation rate (bottom-left) and its periodogram (right). Vertical broken lines 
represent dyads. 
(c) Signal-to-noise ratio (SNR; y-axis) of the strongest period (x-axis) in the relative increase of 
mutation rate of cohorts with phase 1 (top panel) or -1 (bottom panel). Cohorts with a relative 
increase of mutation rate with SNR>8 and q-value<0.05 are circled. 
(d) Four examples of periodicity of the relative increase of the mutation rate. Clockwise from top 
left corner: skin melanomas, ovary cancer, malignant lymphomas, and lung adenocarcinomas. 
   
Figure 2. Periodicity of tumor mutation rate within nucleosomes 
(a) Schematic representation of alternating sequences of DNA with minor groove facing towards 
and away from histones. 
(b) Observed and expected mutation rate of esophageal adenocarcinomas (top-left); relative 
increase of mutation rate (bottom-left) and its periodogram (right). Vertical broken lines 
represent stretches of minor groove facing away from histones. 
(c) Signal-to-noise ratio (SNR; y-axis) of the strongest period (x-axis) in the relative increase of 
mutation rate of cohorts with phase 1 (top panel) or -1 (bottom panel). Cohorts with a relative 
increase of mutation rate with SNR>8 and q-value<0.05 are circled. 
(d) Four examples of periodicity of the relative increase of mutation rate. Clockwise from top left 
corner: malignant lymphomas, ovary cancer, lung adenocarcinomas, skin melanomas. 
 
Figure 3. Periodicity of the mutation rate within nucleosomes in individual tumors 
(a) Distribution of minor-in relative increase of mutation rate across tumors of different cohorts. 
Tumors with significant SNR (q-value<0.1; SNR>8) of the relative increase of mutation rate 
appear colored in red. 
(b) Tumors with significant minor-in relative increase of mutation rate across different cancer 
cohorts (colored following the legend in panel a). The contributions of different mutational 
signatures to the mutation landscape of selected tumors (and one normal skin cell) are 
highlighted in pie-charts below the graph. (Signatures with the largest contribution are indicated 
below each.) Bottom panels, relative increase of mutation rate signals of four selected samples. 
 
Figure 4. Periodicity of the mutation rate within nucleosomes as a function of mutational 
signatures 
(a) Signal-to-noise ratio (SNR; y-axis) of the strongest period (x-axis) in the relative increase of 
the rate of mutations contributed by different signatures with phase 1 (top panel) or -1 (bottom 
panel). Groups of mutations contributed by signatures with a relative increase of mutation rate 
with SNR>8 and q-value<0.05 are circled. 
(b) Four examples of mutational signatures resulting in different patterns of relative increase of 
mutation rate periodicity. Clockwise from top left corner: signature 17, signature 1, signature 4, 
signature 7. 
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(c) SNR of the periodicity of the relative increase of the rate of mutations contributed by four 
signatures in nucleosomes with strong and weak rotational position (Methods). 
 
Figure 5. Periodicity of DNA damage and repair and accessibility within nucleosomes 
(a) Schematic summary of the approach to compute the relative increase of UV-induced 
damage (CPDs) within nucleosomes. 
(b) Periodicity of the observed and expected CPDs (top left panel), the relative increase of the 
rate of CPDs (bottom left panel), the observed CPDs immediately after UV exposure and after 
24 hours (top right panel), and the relative increase of the repair of CPDs (bottom right panel). 
Only CPDs at nucleosomes with strong rotational position were included in the computation of 
the SNR. The barplots represent the SNR of the periodicity of the relative increase of the rate of 
generation (bottom left panel) and repair (bottom right panel) of CPDs at nucleosomes with 
strong and weak rotational position. 
(c)  Periodicity of the observed and expected MeGs (top left panel), the relative increase of 
MeGs (bottom left panel), the observed MeGs immediately after MMS exposure and after 2 
hours (top right panel), and the relative increase of MeGs repair (bottom right panel). 
(d) Periodicity of the DNAse efficiency within human (left) and S. cerevisiae (right) nucleosomes. 
The barplots represent the SNR of the periodicity of the relative increase of accessibility across  
nucleosomes with strong and weak rotational position. 
 
Figure 6. Periodicity of intra-species variation and inter-species divergence within 
nucleosomes 
(a) Periodicity of rare variants in H. sapiens  and A. thaliana populations. The barplots represent 
the SNR of the periodicity of the relative increase of the rate of rare variants across  
nucleosomes with strong and weak rotational position. 
(b) Periodicity of the polarized C>T divergence between H. sapiens  and A. thaliana and close 
species. 
 
Figure 7. Eukaryotic DNA sequence periodicity 
(a) WW periodicity of five eukaryotic species in stacked nucleosome-covered DNA. 
(b) Schematic representation of the approach designed to compute the enrichment of WW 
periodicity in genomes. 
(c) Enrichment of WW periodicity in several eukaryotic genomes. 
(d) Schematic representation of the model linking the periodicity and the C→T divergence bias 
in the generation of de novo mutations with the development of the WW sequence periodicity in 
the genome. 
(e) Simulation of the development of the WW sequence periodicity from a random DNA 
sequence through periodic biased mutations (top panel; gray area, confidence intervals 
computed from 1000 trials). The bottom panel illustrates the sequence periodicity observed in 
one randomly chosen trial. 
 
Supplemental figures legends 
Figure S1. Mutation rate periodicity between nucleosome-covered and linker DNA 
(related to Figure 1) 
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(a) Mutation rate periodicity computed across 3595 tumor cohorts analyzed not presented in 
Figure 1. For each cohort the three graphs that appear in Figure 1b for esophageal 
adenocarcinoma are presented. The top graph represents the observed and expected (with 
confidence intervals) mutation rate; the graph in the middle, the signal of the relative increase of 
mutation rate; and the bottom graph, its periodogram. The number of samples in the cohort (n), 
the strongest period in the periodogram (MP), its signal-to-noise ratio (SNR), and its associated 
p-value appear above the three graphs representing each cohort. The acronyms of the cohorts 
correspond to those in Table S1. 
(b) Comparison of the SNR of the MP of the relative increase of mutation rate computed for 
each cohort included in the study employing (1) a penta-nucleotide context with mutation 
frequencies computed genome-wide (used for results reported in the paper, yellow dots); a tri-
nucleotide context with mutation frequencies computed genome-wide (red dots); and a penta-
nucleotide context with mutation frequencies computed from the genome after removal of 
nucleosome-covered DNA from MNAse data (see Methods for details, green dots). The latter is 
necessary to guarantee that the observed periodicity is not due to an artifact caused by different 
sequence composition of nucleosome-covered and linker DNA. 
 
Figure S2. Mutation rate periodicity between minor-in and minor-out nucleosome-
covered DNA stretches (related to Figure 2) 
(a) Mutation rate periodicity computed across 3595 tumor cohorts analyzed not presented in 
Figure 2. For each cohort the three graphs that appear in Figure 2b for esophageal 
adenocarcinoma are presented. The top graph represents the observed and expected (with 
confidence intervals) mutation rate; the graph in the middle, the relative increase of the mutation 
rate; and the bottom graph, its periodogram. The number of samples in the cohort (n), the 
strongest period in the periodogram (MP), its signal-to-noise ratio (SNR), and its associated p-
value appear above the three graphs representing each cohort. The acronyms of the cohorts 
correspond to those in Table S1. 
(b) Comparison of the SNR of the MP of the relative increase of mutation rate computed for 
each cohort included in the study employing (1) a penta-nucleotide context with mutation 
frequencies computed genome-wide (used for results reported in the paper, yellow dots); a tri-
nucleotide context with mutation frequencies computed genome-wide (red dots); and a penta-
nucleotide context with mutation frequencies computed from the genome after removal of 
nucleosome-covered DNA from MNAse data (see Methods for details, green dots). The latter is 
necessary to guarantee that the observed periodicity is not due to an artifact caused by different 
sequence composition of nucleosome-covered and linker DNA. 
(c) SNR of the periodicity of the relative increase of the rate of mutations at groups of 
nucleosomes with high (right bar in each cohort) and low (left bar) scores of rotational setting 
(see Methods).  
 
Figure S3. Mutation rate periodicity between nucleosome-covered and linker DNA for 
mutations contributed by different sigantures (related to Figure 4) 
(a) Correlation between the SNR of the MP of the relative increase of the mutation rate 
computed for sets of mutations obtained on the basis of two different approaches for signature 
decomposition (Sigfit and deconstructSig; see Methods). The high agreement between the two 
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methods guarantees that the use of the latter throughout the analyses accurately separates 
mutations based on their most likely contributing signature. 
(b) Signal-to-noise ratio (SNR; y-axis) of the strongest period (x-axis) in the signal of the relative 
increase of the mutation rate within nucleosomes of groups of mutations contributed by different 
mutational processes. Dots representing cohorts with significant SNR appear encircled. Top 
panel: mutational signatures with relative increase of mutation rate with phase 1; bottom panel: 
mutational signatures with relative increase of mutation rate with phase -1 (see text). 
(c) SNR of the relative increase of mutation rate (y-axis) of groups of mutations contributed by 
several mutational signatures (x-axis) in different cohorts. The SNR of the mutations in a given 
cohort of tumors contributed by a signature are represented as a circle. Groups of mutations 
with significant SNR (SNR>8; q-value<0.1) are colored following the legend of the 
corresponding tumor type, shown below the graph. 
 
Figure S4. DNA UV-induced damage and repair (related to Figure 5) 
(a) Periodicity within nucleosomes of (6-4)PPs generated in fibroblasts upon exposure to UV 
light. The two panels are analogous to those presented for CPDs (the other type of DNA UV-
induced lesions) in the left side of Figure 5b.  
(b) Periodicity within nucleosomes of CPDs (left), and (6-4)PPs (right) generated in the naked 
DNA of fibroblasts upon exposure to UV light. (The three graphs are analogous to those 
presented in panel a. The phase of the relative increase of both types of damage is the opposite 
(-1) to that observed for CPDs and (6-4)PPs formed across native DNA (i.e., containing 
nucleosomes). 
(c) Periodicity of the repair of (6-4)PPs within nucleosomes of fibroblasts at 1h after UV 
irradiation. The two panels are analogous to those presented for CPDs (the other type of DNA 
UV-induced lesions) in the right side of Figure 5b.  
(d) Comparison of the periodicity of the mutation rate in XPC wild-type (left) and XPC-mutant 
(tumors) both within nucleosomes (top panels) and in the nucleosome-linker alternation (bottom 
graph). The nucleosome-linker periodicity resulting from the impairment of NER at nucleosome-
covered DNA is absent in XPC mutants. 
 
Figure S5. SNR of sets of germline variants with varying minor allele frequency (related 
to Figure 6) 
SNR of relative increase of the rate of rare (very lowly frequent; MAF<0.01), lowly frequent 
(0.01<=MAF<0.05) and frequent (MAF>0,05) germline variants detected across human 
populations within nucleosomes. 
 
Figure S6. DNA sequence periodicity across eukaryotic genomes (related to Figure 7) 
Enrichment of N bp WW periodicity in several eukaryotic genomes measured as the fraction of 
genomic chunks that have N bp as their maximum period and the odds-ratio of the N-bp period 
amongst all other integral periods between 6 and 19 across genomic chunks. N takes values 
between 6 bp and 19 bp (see Methods for details). 
 
Supplemental Tables 
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Table S1. List of cohorts of whole-genome sequenced samples employed in the study 
(related to Figures 1,2,3,4) 
 
Table S2. Metrics of periodicity (around and within nucleosomes) of somatic mutations 
grouped by cohorts and signatures (related to Figures 1,2,3,4) 
 
Table S3. List of eukaryotic genomes employed to assess the WW periodicity of their 
sequence (related to Figure 7) 
 
Table S4.  Metrics of periodicity computed across integral periods between 6 and 19 for 
sevral eukaryotic genomes (related to Figure 7) 
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STAR Methods text 
CONTACT FOR REAGENT AND RESOURCE SHARING 
Further information and requests for resources should be directed to and will be fulfilled 
by the Lead Contact, Nuria López-Bigas (nuria.lopez@irbbarcelona.org) 
 
METHOD DETAILS 
Mapping nucleosomes 
H. sapiens 
The 147 bp length mid-fragments of high-coverage MNAse-seq reads (representing 
putative nucleosome dyads) mapped to the hg18 human genome assembly were 
obtained from (Gaffney et al., 2012)⁠ in wig format, and converted to the bed format 
using the wig2bed utility from BEDOPS (Neph et al., 2012)⁠. To find the most 
representative dyads, we first smoothed-out the mid-fragment counts using a 15-bp tri-
weight kernel similar to that described in (Valouev et al., 2011)⁠. This method proceeds 
in two steps. First, we retrieved the raw dyad count per position, "($), and smoothed-out 
the resulting signal using the kernel '(() = *1 − - ./01234 · 1|.|7/0, 
thereby producing the kernel-smoothed dyad count 
8($) =9'($ − :) · "(:),;<=/  
where > is the length of the sequence. Second, at each position $, we correct 8($) 
dividing by an approximation of the total number of counts in the $ ± 150-bp interval, 
resulting in the following stringency metric: B($) = C(D)∑ F· GGH·C(<),IJGHKLMINGHK  with 1 O⁄ = ∫ (1 − R²)³"R./V/  
 
The resulting bed files with the smoothed dyads of each chromosome were merged and  
converted into a wig file using the BedgraphToBigWig tool (Kent et al., 2010)⁠. The local 
maxima of the smoothed counts, which represent the highest fraction of “well 
positioned” nucleosomes covering a position, were obtained using bwtool (Pohl and 
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Beato, 2014)⁠ with the parameters “find local-extrema -maxima -min-sep=150”. The mid-
fragment with the highest number of reads within a 30 bp interval was selected to 
contain the putative and most representative dyad, and any other mid-fragment in that 
interval was discarded. In case of a tie between two or more mid-fragments, the dyad 
closest to each local maxima  was selected. Dyad coordinates were lifted over from 
hg18 to hg19 using CrossMap (Zhao et al., 2014)⁠. We extended the sequences around 
dyads by 73 bp at each side, and we kept the resulting nucleosome-covered sequences 
only if all their nucleotides were mappable according to the CRG36 Alignability track. 
 
To obtain the set of intergenic nucleosomes, we retrieved the coordinates of genic 
regions from Gencode (Harrow et al., 2012)⁠, extended them by 500 bp on each side of 
their start and end boundaries, and removed all nucleosomes overlapping the extended 
regions. The final human dataset of intergenic nucleosomes comprised 3,759,105 
instances. We call this subset the human nucleosome set.  
 
We also created a set of human genic nucleosomes, which we used to analyze exonic 
mutations from exome sequencing data. To this end, we took the sequences extending 
73-bp on each side of each dyad, and intersected them with exon coordinates from 
Gencode. We removed any nucleosome with nucleotides overlapping introns or the first 
or last exons of genes. 
 
A. thaliana 
Paired-end reads from high-coverage MNAse-seq experiment from flowers of 
Arabidopsis thaliana were obtained from (Zhang et al., 2015)⁠ using NCBI’s fastq-dump 
with the commands “fastq-dump --split-3 -F --read-filter pass”. Reads were mapped to 
the TAIR10 genome using bowtie (Langmead et al., 2009)⁠ with the following 
parameters: “bowtie -q --nomaqround --phred33-quals -S --chunkmbs 200 --seed 123”, 
and the resulted bam files were processed using samtools (Li et al., 2009)⁠. Mapped 
fragments of 146-148bp length were selected. The coordinates of the set of intergenic 
nucleosomes were finally chosen applying the same procedure as explained for H. 
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sapiens (i.e., kernel-smoothing, selection of representative dyads, removal of genic 
regions). 
 
S. cerevisiae  
The genomic coordinates of S. cerevisiae nucleosome dyads obtaind using a chemical-
mapping approach in the saccer2 genome were obtained from (Brogaard et al., 2012)⁠. 
Dyads mapped at distances shorter than 147bp were removed from further analysis. 
The dyads were lift over to saccer3 using CrossMap. These dyads were intersected with 
the coordinates of genes to obtain the set of intergenic nucleosomes. 
 
D. melanogaster 
The coordinates of intergenic Drosophila melanogaster nucleosomes mapped using 
MNase-seq were directly obtained from the supplementary material of (Langley et al., 
2014)⁠ and filtered using the same protocol described in the original analysis. 
 
M. musculus 
The genomic coordinates of non-overlapping M. musculus nucleosome dyads obtained 
using a chemical-mapping procedure in mouse ES cells were downloaded from (Voong 
et al., 2017)⁠. Dyads falling within unmappable regions (according to the mouse CRG36 
Alignability track) and the ones falling in genic regions (extended 500bp on each side) 
were removed. The sequences of nucleosome-covered DNA were obtained selecting 
the regions flanking the dyads as explained above. 
 
Segments of DNA with minor groove facing to or away from nucleosomes 
The positions relative to the dyad of the two nucleotides at the center of the stretches of 
DNA with the minor groove facing the histones and away from them were obtained from 
(Cui and Zhurkin, 2010)⁠. We use these positions (i) as reference for the vertical lines of 
all 117-bp wide figures; (ii) to color minor-in and minor-out segments in the signals of 
relative increase of the rate of mutations, DNA damage, repair, polymorphisms, and 
C→T polarized divergence (by extending the DNA sequence around each of them, 
except for the center of the dyad and the 10bp flanking it); (iii) as reference to select the 
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nucleotides to compute the minor-in relative increase of mutation rate shown in Figure 3 
(see below); (iv) as reference to compute the phase of relative increase of the rate of 
mutations, DNA damage, repair, polymorphisms, and C→T polarized divergence (see 
below); and (v) as reference to compute the rotational score of nucleosomes (see next 
section). 
 
Classifying nucleosomes based on the strength of their rotational setting 
The rotational positioning of nucleosomes is maintained if the histones core moves 
preferentially in 10 bp intervals along the DNA, so that the same minor groove stretches 
preferentially face it or away from it. To quantify the strength of the rotational positioning 
of nucleosomes, for each dyad in our human nucleosome set we computed a “rotational 
score” WB as the fraction of the total of reads mapping the nucleosome region that fall in 
positions of the DNA with the minor groove facing the histones (WXYZ), that is, WB =WXYZ WZXZ[\⁄ . To this end, we used as reference the minor-in positions described in the 
previous section. The set of nucleosomes with high score of rotational setting 
(employed in several SNR comparisons) was interated by all nucleosomes with RS=1. 
We then ranked all remaining nucleosomes by ascending RS, and selected from the top 
ranking the same number of nucleosomes as in the set of high rotational setting to 
integrate the set of nucleosomes with low score of rotational setting. The SNR of the 
periodicity of the rates of mutations, DNA damage, repair and polymorphisms within 
these two sets of human nucleosomes were compared (Fig. 4, 5 and 6). Only the 
nucleosomes in the set with high score of rotational setting of H. sapeins and A. thaliana 
were used in the analysis of the periodicity of the C→T polarized divergence. 
 
Somatic mutations 
Whole-genome somatic mutations identified in 5766 tumors of 59 cohorts sequenced by 
ICGC projects and 505 tumors across 14 cohorts sequenced by TCGA were obtained 
from the ICGC data portal and a publication (Fredriksson et al., 2014; ICGC, 2010), 
respectively. The name of each cohort and the country charged with the corresponding 
sequencing project were appended to the names of tumors sequenced by ICGC 
(http://docs.icgc.org/submission/projects/). The same nomenclature (except for the 
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country) was followed for tumors sequenced by TCGA, when possible. For cohort-
based analyses, in cases of a tumor type represented by two cohorts we used the 
cohort with more mutations. Only PASS-labeled somatic variants were analyzed. We 
filtered out all mutations falling outside mappable regions of the genome according to 
the CR36 mappability track. Finally, cohorts with fewer than 500 mutations mapping to 
intergenic nucleosomes (see beolw) were discarded. After these filtering steps, we 
obtained 28 tumor cohorts comprising 3494 tumors bearing 60,152,954 SNVs (Table 
S1). Filtered whole-exome somatic mutations were obtained from the repository of the 
TCGA PanCanAtlas initiative (Ellrott et al., 2018)⁠. Whole-genome somatic mutations 
identified in one normal eyelid skin sample were obtained from (Martincorena et al., 
2015)⁠. Whole-genome somatic mutations detected in 8 XPC wild-type and 5 XPC-
mutant tumors were obtained from (Zheng et al., 2014)⁠. The same mappability filter was 
applied to all these sets of mutations.  
 
Spectral analysis of the signals 
Spectral analysis seeks to deconstruct the periodic components of a signal. In order to 
assess the degree of periodicity of a given signal S, we resort to the computation of its 
power spectrum. Signals in our context constitute discrete functions in the DNA 
sequence position domain which map each position to a magnitude of interest, e.g., 
mutation rate, repair rate, di-nucleotide motif autocorrelation, and the relative increase 
of mutation rate, DNA damage, repair, polymorphisms, and C→T polarized divergence. 
Therefore periods will be given in base-pairs (bp). 
 
Power Spectrum 
The power spectrum B∗ of a discrete-time signal B = {B_} with mean zero is the Discrete 
Time Fourier Transform (DTFT) of its covariance vector ab = c(B_Vb · B_) (Stoica and 
Moses, 2004)⁠. When B is given by a finite sample {B_}of length >, B∗ can be 
approximated as: B∗(d) ≈ /; f∑ B_ · g(h -V2iD_j 1;_=/ f2. 
 30 
For convenience we chose to define B∗ in the period domain, and we refer to its graph 
as “periodogram”. Intuitively, B∗ can be interpreted as a continuous signal that maps 
each period d to a magnitude encoding the contribution of the periodic component of 
period d.  
 
Signal-to-Noise Ratio 
A standard approach to interpret the power spectrum consists in computing a signal-to-
noise ratio (SNR) representing the relative amount of power at a certain period 
compared to a baseline overall contribution by other periods. A value of SNR provides a 
systematic measurement of how much periodicity a signal has and which periods 
contribute the most to this periodicity. We define the SNR centered at a period d as the 
ratio of the maximum power attained within a specified period interval k(d) = {d − l ≤( ≤ d + l} and the median power throughout the complement of k(d), i.e., B>W(d) = op({B∗(q), q ∈ k(d)}og"$ps{B∗(q), q ∉ k(d)}. 
Unless otherwise specified, we let k(d) to be 1 bp in diameter, i.e., l = 0.5 bp. Thus 
defined, the SNR measures to what extent the signal can be explained by a single 
periodicity in the vicinity of the center d. 
 
Normalized Power Spectrum 
The SNR value does not depend on the linear scale in which the values of B∗ are given. 
Therefore, as most analyses concerned in this work imply the computation of the SNR 
and the Maximum Power Period (MP), both linear scale invariant, we will render a 
“normalized power spectrum” expressed in arbitrary units (a.u.). Given a period interval 
of interest u = {d ≤ ( ≤ v}, the normalized power spectrum, denoted BY∗, will be a re-
scaling of B∗ so that its mean through u is 1. Since we encode B∗ as a discrete function 
defined in a grid of u, we can compute this normalization as: BY∗(h) = (v − d + 1) · w∑ B∗(:)x<=j yV/ · B∗(h)   
 
Phase Shift Analysis 
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The phase shift between two signals B/ and B2 at a given period d, denoted zjwB/,B2y is 
defined as the unique value −! ≤ { < ! such that }/(d) − }2(d) − { is a multiple of 2!, 
where }/ and }2 denote the phase functions of the DTFTs of B/ and B2, respectively. To 
describe whether a periodic component of B is more likely in phase rather than out of 
phase with respect to a reference sinusoidal signal W at period d, we establish the 
following definition:  
 
if |zj(B, W)| ≤ ! 2⁄ , we denote the phase of S as 1 relative to d; otherwise, we 
denote its phase as -1. 
 
Stacked sequence analyses 
We extended the nucleotide context of each mutation in a cohort by 2 bp on each side. 
For each context, the relative frequency of each type of mutation was calculated by 
dividing the number of mutations with that context by the abundance of the context in 
the mappable intergenic genome (defined as described above). We call this array of 
frequencies the Extended Mutation Spectrum (EMS).  
 
The sequence of each dyad-centered nucleosome was extended by 1000 bp (for 
nucleosome/linker analyses) or 58 bp (for minor-in/minor-out analyses) on each side. 
Mutations were then intersected with these 2001- or 117-bp sequences using BedTools 
(Quinlan and Hall, 2010)⁠, and thus their absolute genomic positions were transformed to 
positions relative to the dyad. We then assessed the likelihood of observing a mutation 
at each position in each of these dyad-centered sequences in two different ways. 
 
Expected Count by Frequency 
For each position p within each sequence we obtained the 5-mer nucleotide context. 
Then, using the EMS as a null mutational model, we weighted h by its respective 
context-specific frequency, and made the sum of weights across all n=2001 or n=117 
values equal to 1. In other words, let  = (Ä) be the EMS and Å(h) be the 
pentanucleotide context at the p-th position, the vector of weights Ç = wÇÉy across the 
specific 2001- or 117-bp sequence is given by: 
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ÇÉ = Ä(É) ∑ Ä(Ñ)_Ñ=/⁄ . 
 
We then stacked all 2001- or 117-bp sequences and copmuted the expected count at 
position h of the stack as Ö · ÇÉ, where Ö is the count of mutations intersecting the 
sequence where h is located. Finally, the expected count at a given position h of the 
stack of aligned sequences, denoted c(h), is obtained as the sum of all the expected 
counts at sequence positions mapping to h. Then, for each position of the stack we 
computed the fold increase of the observed mutation count mapping to h, denoted Ü(h), 
with respect to c(h), which we termed relative increase of mutation rate: 
 Wgápà${g$sÅagpâg(h) = Ü(h) − c(h)c(h) . 
 
We repeated all calculations of the expected mutation rate, and subsequently of the 
relative increase of the mutation rate and its SNR using the probabilities of tri-nucleotide 
changes instead of penta-nucleotides. The results, shown in Figures  S1b and S2b were 
similar to those obtained with penta-nucleotide changes. The same approach was used 
to compute the relative increase of the DNA damage, DNA repair, germline genetic 
variants and C→T polarized divergence (see below). 
 
Expected Count by Randomization 
The second method consists in randomly placing the number of mutations observed in 
each sequence with a context-dependent position probability that is proportional to the 
vector of weights Ç corresponding to the sequence, and repeat this process 1000 times. 
We are then able to compute the frequency of these randomly placed mutations at each 
position of the 2001- or 117-bp stack of sequences. We use this frequency to compute 
the confidence intervals of the expected mutation rate represented in Figures 1 and 2. 
 
Periodicity of the relative increase of mutation rate 
To identify the periodic components of the discrete one-dimensional signal defined by 
the relative increase of mutation rate (or DNA damage, repair, germline genetic 
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variants, and C→T polarized divergence), we computed its power spectrum as 
described above. In order to rule out oscillations with smaller periods (noise), our target 
signal is obtained upon smoothing the relative increase of mutation rate with a cubic 
spline (R/stats/smooth.spline). 
 
For each randomization of the mutations in the stack of aligned sequences computed as 
explained above, we can derive a random relative increase of mutation rate:  Wgápà${gksÅagpâgä(h) = ã(É)Vå(É)å(É) ,  
where W(h) is the sum of randomized mutation counts mapping to position h and c(h) is 
the expected count of mutations as in the “Expected Count by Frequency” approach. 
We compute the Wgápà${g$sÅagpâgä for the 1000 randomizations. Upon computing the 
SNR for the relative increase of mutation rate and Wgápà${g$sÅagpâgä signals, we can 
compute an empirical p-value of the relative increase of mutation rate by asking how 
often the SNR calculated from the set of Wgápà${g$sÅagpâgä’s is greater than the SNR 
value obtained from the relative increase of mutation rate. This empirical p-value is the 
one shown in Figures 1, 2, 3, 4. Multiple test correction was carried out using Benjamini-
Hochberg FDR yielding a q-value for each cohort. The threshold of q-value and SNR 
used to deem a relative increase of the rate of mutations significantly periodic is 
indicated in each of these figures. 
 
In order to plot the nucleosome-linker mutation rate and relative increase of mutation 
rate signals, we extended sequences by 1000 bp at each side of every dyad and then 
calculated the relative positions of neighbouring dyads. After aggregating all the 
distances, a cubic spline smoothing was applied (R/stats/smooth.spline) and the local 
maxima were selected. From each local maxima, we labeled “nucleosome” the range 
between ±73 bp at each side of the local maxima. The sequence of segments between 
nucleosomes was deemed to correspond to linkers.  
 
The signals of relative increase of mutation rate, damage, repair, polymorphisms, and 
C→T polarized divergence were smoothed using the R/stats/smooth.spline function and 
plotted according to whether they are nucleosome/linker or minor-in/minor-out.  
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Mutational signatures fitting and assignment 
We assessed which of the 30 COSMIC mutational signatures were active in each tumor 
sample in the uniformly processed TCGA 505 cohort (Fredriksson et al., 2014)⁠ by using 
the deconstructSigs (Rosenthal et al., 2016)⁠ R package. The resulting weights (for each 
of the signatures active in each sample) were then multiplied by the total number of 
mutations in that sample to compute the signature exposure (i.e., the number of 
mutations potentially contributed by each signature). Then, using the exposure and the 
corresponding mutational signatures, we computed the probability for each mutation to 
be contributed by the different signatures identified in the sample). Finally, for each 
mutation, the signature with the maximum probability was considered as the one 
contributing it (Morganella et al., 2016)⁠, and all mutations coming from the same 
signature were aggregated. The same procedure was used in PanCanAtlas cohorts, 
with the parameter ‘exome2genome’ as a normalization method. 
 
As a control, we performed the same task using another package called SigFit (Gori 
and Baez-Ortega, 2018), which runs a signature fitting method based on a Markov 
Chain Monte Carlo (MCMC) sampling to fit the input set of mutational signatures to a 
mutational catalogue, using a Non-Negative Matrix Factorization (NMF) model to 
sample from. We applied the method with the parameters iter=13000, warmup=3000, 
and hpd_prob=0.90 to get the exposures and 90% highest posterior density intervals. 
The comparison between the periodicity of the relative increase of mutation rate in 
signatures obtained from the two assignments is shown in Supplementary Figure 3A. 
 
DeconstructSigs was also run on each ICGC and TCGA cohort independently to 
produce Figure S3c.  
 
DNA damage data 
UV damage 
The genomic positions of CPDs and (6-4)PPs captured and mapped using the Damage-
seq technique were obtained from (Hu et al., 2017)⁠. We located the start of each 
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pyrimidine dimer (taking into account the strand to which the read was mapped) and 
extended 2 bp to each side to assess the frequency of formation of each type of lesion 
within all possible penta-nucleotide sequence contexts as explained above for 
mutations.   
 
MMS damage 
The genomic positions of MMS-methylated bases in saccer3 genome version were 
downloaded from (Mao et al., 2017)⁠. As recommended by the authors, in order to 
explore the efficiency of BER only reads supporting methyl-guanines were selected. 
The site of alkylation was extended 2bp at each side to assess its frequency within all 
possible penta-nucleotide sequence contexts as explained above for mutations. 
 
Repair inference 
For each position h of the nucleosome stack, we compute the repair rate as: WW(h) = 8$(h) − 8(h)8$(h) , 
where 8$(h) and 8(h) denote the total amount of damage in the full stack of 
nucleosomes observed at the initial (0h) and final (24h for CPD, 1h for PP 6-4, 2h for 
MMS) time-points of the experiment, respectively. Therefore, if all the amount of 
damage at a position of the stack at the initial time-point is missing at the final time-
point, WW(h) = 1; whereas if the total amount of damage does not change, WW(h) = 0. 
 
Accessibility 
Sequencing reads of fragments of DNA obtained by digestion with DNAse (DNAseq) of 
the human and yeast genomes were obtained from (Degner et al., 2012)⁠ and (Zhong et 
al., 2016)⁠ respectively. In order to account for the DNAse nick cut preferences, the start 
position of each read was extended 2 bp to both sides to get the 5-mer-based expected 
distribution count as explained above for mutations.  
 
Germline variants 
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Rare germline variants detected within H. sapiens and A. thaliana populations were 
obtained from the 1000 genomes phase 3 (Gibbs et al., 2015)⁠ and the 1001 Genomes 
Project (Alonso-Blanco et al., 2016)⁠, respectively. Only SNVs with PASS filter and with 
allele frequency<0.01 were kept. Variants obtained from the 1001 Genomes Project 
data was processed using vcftools (Danecek et al., 2011)⁠. 
 
Ancestral states 
Human ancestral state 
In order to reconstruct the genome of the most recent common ancestor of H. sapiens  
and P. troglodytes, a procedure similar to that described by (Langley et al., 2014)⁠ was 
employed. First, the UCSC 20-multi-way multiple alignment of 19 mammalian (16 
primates) with human was obtained 
(http://hgdownload.soe.ucsc.edu/goldenPath/hg38/multiz20way/). The closest species 
to human selected was Pan troglodytes, while Gorilla gorilla was chosen as an outgroup 
in the genome sequence comparison. The polarized C>T divergence in the human 
lineage consists of sites that are conserved between these two species, but have 
diverged in the human lineage. On detail, given the alignment between H. sapiens, P. 
troglodytes and G. gorilla, we consider the following ad-hoc definitions: a “polarized site” 
is a site that: i) is conserved in the Pan troglodytes and Gorilla gorilla genomes; ii) has 
conserved 3’ and 5’ flanks across the three species; iii) is C or a G. Further, we say that 
a polarized site is a “divergent site” if the in the human genome we observe a T (in case 
of ancestral C) or A (in case of ancestral G) at the corresponding position.  
 
We intersected the polarized divergent sites with the 117-bp wide sequences 
representing nucleosomes. We computed the per-position proportion of polarized sites 
that are divergent to render a discrete signal defined on each nucleosome position 
relative to the dyad. Finally we computed the power spectrum of the signal to assert its 
periodic structure. 
 
To define the ancestral and polarized divergent sites in the genome of Arabidopsis 
thaliana with respect to those of A. lyrata, and B. rapa, the same approach was 
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followed. In this case, the whole-genome alignments were downloaded from ENSEMBL 
(ftp://ftp.ensemblgenomes.org/pub/current/plants/maf/). Only the set of Arabidopsis 
nucleosomes with high score of rotational setting (see above) was used in this case. 
 
Genome-wide periodicity analysis 
Genomic sequences of eukaryotic organisms 
DNA sequences of the eukaryotic genomes displayed in Figures 7c S6 (Table S2) were 
retrieved as FASTA files from the UCSC Genome Browser (Fujita et al., 2011) and 
ENSEMBL Genome Browser (Zerbino et al., 2018)⁠. Repetitive regions were masked so 
we can rule them out from our categorical periodicity analysis. 
 
General approach to compute the WW periodicity 
We devised and implemented a method to assess the periodicity of the WW motif {AA, 
AT, TA, TT} in the categorical signal defined by an input DNA sequence. Moreover, we 
devised a statistical analysis to compare the strengths of the signal of WW periodicity 
across genomes. The analysis comprises two main steps: i) encoding the categorical 
signal defined by the motif of interest in the DNA sequence as an autocorrelation 
continuous function; ii) performing the spectral analysis using this continuous function 
as input. The methodology extensively resorts to previous work examining the periodic 
structure of categorical signals arising from DNA motifs; see, for instance, (Herzel et al., 
1999; Mrázek, 2010)⁠. 
 
Note that this part of our analysis is not equivalent to the analysis of motif frequencies at 
each position of a stack of aligned DNA sequences; instead, we are making the more 
general inquiry of whether the WW periodicity arises in the categorical signal defined by 
long stretches of DNA regardless of any alignment. 
 
Chunk Preparation 
Given the masked (see below) chromosome DNA sequences as input, we first created 
a set of 1 Mb chunks covering the chromosomes by sequentially taking 1 Mb sequences 
from the starting position of the chromosome and shifting 0.5 Mbp downstream at a 
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time. As a result, each position of the genome is covered by two chunks, except the 500 
nucleotides at  chromosome ends. Chunks shorter than 1 Mb (remains of chromosome 
split) were excluded from the analysis. In this step we used the UCSC program faSplit. 
 
For each chunk we recorded the number of motif pairs at a specific distance d for 2 ≤" ≤ 120 (bp). For each chunk we also recorded the probability of observing a nucleotide, 
say ê, conditioned to its 5’ flanking dimer, say (ë, for  (, ë, ê ∈ {í, ì, î, ï}. This information 
can be encoded as a 16 × 16 transition probability matrix Ö defining a 16-state Markov 
chain:  Ö = wp.ò,ôZ|(, ë, ê, à ∈ {í, ì, î, ï}y, 
 
such that p.ò,ôZ = 0 provided ë ≠ ê. For each chunk we set up a stochastic chunk 
generator which draws from this model by iteratively adding nucleotides based on the 
last dimer added –the initial dimer drawn from the stationary distribution of the model. In 
sum, for each observed chunk we derive a second-order 16-state Markov chain fitting 
its di-nucleotide composition and we draw a null sample of 1 Mb chunks out of it. We 
generated 100 random 1 Mb samples for each chunk, that we later used to derive 
statistics that let us control for periodicity effects that may arise by di-nucleotide content 
alone. 
 
WW motif encoding 
For each chunk, using the counts of WW pairs at each distance 2 ≤ " ≤ 120(bp) and its 
di-nucleotide content, we derive an autocorrelation score í(") that is defined for each 
distance as the ratio of two values: i) the observed frequency of WW pairs at distance ", 
i.e., õõ(") = >õõ (") (> − ")⁄ , where >õõ(") is the count of WW pairs at distance " and > is the length of the chunk; ii) the expected frequency of WW pairs at distance ", 
estimated as õõ2 (0), where õõ(0) is the frequency of WW. Therefore we get, í(") = õõ(")²õõ(0) · (> − "). 
A putative WW periodicity of period d in the DNA sequence is expected to be revealed 
in the í(") curve as a periodic component period d, with local maxima at multiples of d. 
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To carry out the spectral analysis of í(") to this end, we first took several important pre-
processing steps. 
 
First, for smaller values of ", the curve í(") may show a very strong effect due to short 
range interactions that may not have a direct connection with the periodicity we aim to 
study. For higher values of of ", the curve í(") may quickly decay in amplitude. Then in 
our analysis we committed to study í(") in a restricted interval, trimming the signal 
below 30 bp and above 100 bp to avoid confounders. The choice of trimming thresholds 
was based on the analysis described in (Mrázek, 2010). 
 
Second, the scientific literature consistently reports the existence of a pervasive 3 bp 
periodicity component in DNA sequences from genomes comprising eubacteria, 
archaea and eukarya domains, which has been associated to protein coding DNA 
(Fickett and Tung, 1992)⁠. In order to rule out this effect from our analysis, we smoothed 
the trimmed í(") curve with a 3-bp moving average, yielding í^("). 
 
Third, í^(") curves in general show a clear non-linear mean decay; in order to enable the 
computation of the power spectrum we had to render the zero mean input signal that 
best represented the spectral structure in the period scale we focus on. Therefore we 
proceeded to de-trend the signal. In other words, we computed the quadratic least 
squares fit v(") of í^(") yielding B(") = í^(") − v(").  
 
After trimming, 3-bp smoothing and de-trending, we obtained a target signal for the 
subsequent spectral analysis, which we denoted B. 
 
Spectral Analysis of Chunks 
Each 1 Mb chunk and the corresponding 100 randomizations therefore yielded a 
continuous signal B that we could further analyze. Thereafter, we computed the power 
spectrum, as described above. For comparison of the power spectrum of chunks with 
the corresponding randomizations, we required that the power spectrum was not given 
in normalized form.  
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Periodicity Statistics 
To understand what is the relevance of the 10 bp periodicity across eukaryotic genomes 
compared to other periodicities, we limited our study to a reduced set of periods: the 
integral periods from 6 bp up to 19 bp. To this end we computed the power spectrum of B only in the period interval between 5 bp and 20 bp with a resolution of 100 points. For 
each 1 Mb chunk and each period d we computed the median fold-power increase (FPI) 
and an associated empirical p-value:  ùdk(d) = B∗(d) − o(d)o(d) , 
 
where o(d) is the median power at d across the 100 randomizations of the chunk.  
 
For each chunk we also computed the period at maximum power (MP) and the signal-
to-noise ratio (SNR) centered at all periods of the reduced set. To answer the question 
of whether a particular genome exhibits a detectable WW periodicity of 10 bp, we 
counted the number of its chunks that exhibit a significant FPI at each period between 6 
bp and 19 bp. An FPI was deemed significant if its associated empirical p-value was 
smaller than 0.01. The enrichment of chunks that have significant FPI at 10 bp was 
given as an odds-ratio based on the count of chunks that have significantly high FPI, at 
each period: the observed odds to draw a significant FPI at 10 bp divided by the 
expected odds, which assumes a uniform distribution across periods: OR = XGK (;VXGK)⁄†GK (;V†GK)⁄ , 
 
where °/¢ and g/¢ are the observed expected number of chunks wiht significant FPI at 
10 bp and > is total number of times any chunk had significant FPI at any period in the 
reduced set. We also computed a p-value usign a G-test (Sokal R., 1995)⁠: 
 £ = 2 · §°/¢ · á°£°/¢g/¢ + (> − °/¢) · á°£> − °/¢> − g/¢• ∼ ß/2. 
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For each periodicity d in the reduced set under study we computed the proportion of 
chunks that have maximum power within the interval k = {d − 0.5 ≤ ( ≤ d + 0.5}. 
 
Repeating this approach for all the eukaryotic genomes under study (Table S3), we 
obtained for each, the WW 10-bp periodicity power enrichment (odds-ratio), an 
associated p-value and q-value (FDR) and a proportion of chunks showing maximum 
power peak about 10 bp (Fig. 7c). To assess the relevance of other periodic structures 
of the same motif, we conducted the same analysis centered at the other integral 
periods between 6 bp to 19 bp (Fig. S6). 
 
Sequence periodicity simulator 
In order to investigate the emergence of periodic structures in the signal defined by the 
proportion of WW di-nucleotides for each position in the stack of aligned nucleosomal 
DNA, we define an operational model of differential mutagenesis. 
 
Given a 1 Mb DNA sequence covered by nucleosomes and linkers, the model defines 
the stochastic rules to introduce new single nucleotide substitutions, thereby producing 
a new sequence: each such step is termed a “generation”. A key ingredient of the model 
consists in modulating the probability given by the sequence content with a vector of 
weights that depends on the position relative to the closest dyad. This procedure can be 
iterated and repeated with several starting chunks so that we can study how the 
sequences are shaped over the generations in terms of the frequency of WW motifs in 
the stacked nucleosome-covered DNA sequences. 
 
In each generation a constant number of mutations Ö is randomly introduced in the 
sequence. The positions that undergo mutation are drawn without replacement from a 
probability distribution that depends on: i) a 6-channel, strand-symmetric mutational 
spectrum B corresponding to the human spontaneous mutations described in (Long et 
al., 2018)⁠, and ii) a weight function ®(() that modulates the probability given by the 
mutational spectrum and only depends on the distance from ( to the closest dyad, 
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denoted ë. If ©(() denotes the base at (, then the probability da(∗ |x) that a mutation 
occurs at position ( is defined as:             da(∗ |x) ∝ B(∗ |b(x)) · ®((), 
where  ®(() ∝ 1 − í · Å°â -2i·(.Vò)j 1. 
 
In particular, ®(() is periodic with period d. The weight function ®(() is a discrete 
sinusoidal wave with local maxima  at minor-in positions and a relative amplitude of í 
with respect to the mean. For our model we set d = 10.3 (bp) and í = 0.04, that is, we 
set a conservative relative amplitude with respect to the mean of 4%. 
 
To run one simulation, we initialize with a randomly generated 1Mb chunk with uniform 
nucleotide probability. We run the model for 6000 generations and 100 mutations per 
generation.  Every 100 generations we compute the WW frequency per position of the 
aligned nucleosomes and carry out the spectral analysis of the resulting signal. From 
the periodogram, we obtain the Maximum Power Period (MP) and the SNR centered at 
MP (which are represented in Fig. 7e). 
 
QUANTIFICATION AND STATISTICAL ANALYSIS 
Our paper consists of statistical analyses applied to somatic mutations, germline 
variants, interspecies polarized divergence, DNA damage, DNA repair and DNA 
sequence periodicity across eukaryotes. All these analyses, many of which were 
designed and implemented by us in Python, R and GNU bash scripts using interfaces 
such as Ipython (Perez and Granger, 2007) ⁠ and readily available libraries such as 
pandas (McKinney, 2010) and numpy (Oliphant, 2006)⁠ are described at length in the 
previous sections of STAR Methods. Details and results of these analysis (the number 
of samples, mutations or polymorphisms, maximum power period of signals, the signal-
to-noise ratio, and the associated p-values) are indicated for a few examples in 
pertinent Results sections and within the main Figures. The details and results of all 
analyses carried out (both present and absent from main Figures) are presented in 
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Supplementary Figures and Tables. Figures were constructed using Matplotlib (Hunter, 
2007)⁠. 
 
DATA AND SOFTWARE AVAILABILITY 
All software produced by the study (including scripts needed to reproduce all results 
described in the paper) is available at https://bitbucket.org/bbglab/nucleosome-
periodicity. 
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