The blockwise bootstrap is a modi cation of Efron's bootstrap designed to give correct results for dependent stationary observations. One drawback of the method is that it depends critically on a block length which had to be chosen by the user. Here we propose a fully data-driven method to select this block length. It is based on the equivalence of the blockwise bootstrap variance to a lag weight estimator of a spectral density at the origin. The relevant spectral density is the one of the process given by the in uence function of the statistic to be bootstrapped. In this equivalence the block length is the inverse of the bandwidth. We thus apply a recently developed local bandwidth selection procedure to the time series given by the estimated in uence function. Simulations show that this procedure gives good results in a wide range of situations.
Introduction
Assessing accuracy of estimators and data summaries is a basic task of statistical inference. It arises also in many situations where the data are not independent, for instance in the analysis of environmental time series (see e.g. von Storch and Navarra, 1995, Ch. 2), in discrete event simulation (see e.g. Heidelberger and Welch, 1981) or in Markov chain Monte Carlo (see e.g. Geyer, 1992) . But when the data are not independent, this task becomes inherently more di cult since the dependence structure a ects the accuracy in a complicated way. Already the estimation of the standard error of the mean becomes nontrivial. It is equivalent to estimating the spectral density at the origin which su ers from the well known bias/variance dilemma. Even more di cult is the estimation of the standard error for nonlinear statistics like robust estimators or statistics measuring the dependence in the time series. Because of this di culty most statistical packages give for instance standard errors of sample autocorrelations which are valid only if the data are independent.
In recent years the blockwise bootstrap has been introduced as a potential solution for such problems (K unsch, 1989, Liu and Singh, 1992) . It has been shown to be asymptotically valid for a wide range of statistics and wide range of data generating models as long as they are short range dependent (B uhlmann (1994, 1995) , B uhlmann and K unsch (1995), Naik-Nimbalkar and Rajarshi (1994), Politis and Romano (1992 ), Radulovi c (1996a Radulovi c ( , 1996b Radulovi c ( , 1998 .
One drawback of the procedure is that the user has to choose a block length`. For instance Efron and Tibshirani ((1993) , p. 102) say that \... the choice of the block sizec an be quite important, and e ective methods for making this choice have not yet been developed." Asymptotic theory tells us only that it has to increase with sample size and that the optimal block length for estimating standard errors is of the order O(n 1=3 ): The constant belonging to n 1=3 is a function of the considered statistic and the dependence among the observations. It is therefore unknown to the user. The purpose of this paper is to make the blockwise bootstrap more widely applicable for non-specialists by introducing a fully data driven procedure for the selection of`. It is based on an equivalence of the block length to the inverse of the bandwidth of a lag weight estimator of the spectral density at zero. This makes it possible to apply an iterative plug in method to select the optimal bandwidth. This method has been introduced by Brockmann et al. (1993) for nonparametric regression and adapted to spectral estimation in B uhlmann (1996) . In order to apply our method for a general statistic we linearize it via the so-called in uence function, see Hampel et al. (1986) .
With the bootstrap we can compute not only standard errors, but also con dence intervals which are not based on the asymptotic normal distribution. For simple procedures like the percentile bootstrap interval, the main source of error for the interval is the error of the standard deviation of the bootstrap distribution (this follows from Lahiri, 1991) . Thus the selection method proposed here is expected to work well for such intervals. The situation is di erent if we use more sophisticated methods like studentization or BC a (see G otze and K unsch, 1996): There the optimal block length is even of di erent order. At present, it is however not clear whether for moderate or small sample sizes these sophisticated methods do really give more accurate results. We restrict ourselves here to the important problem of rst order accuracy, namely estimation of variances or standard errors.
This paper is organized as follows: In Section 2 we describe our method. In Section 3 we investigate its behavior for simulated data. In Section 4 we show that the estimated block length is asymptotically close to the optimum. In Section 5 we discuss extensions of and alternatives to our method.
2 The procedure
The blockwise bootstrap
Assume that we have observed a sample X 1 ; : : : ; X n from a stationary time series (X t ) t2Z with values in R p . Moreover we have computed a real valued statistic T n = T n (X 1 ; : : : ; X n ) and want to estimate its standard error. For the time being we assume that T n is symmetric, i.e. invariant under permutations of (X 1 ; : : : ; X n ). Examples include estimates of location, scale and correlations between components of X t . The case of more general statistics like autocorrelations and lagged cross-correlations is discussed in Section 5.
The blockwise bootstrap resamples blocks of length`from the original data, i.e. the bootstrap sample is X (j?1)`+t = X S j +t (1 j b = dn=`e; 1 t `) where dxe denotes the smallest integer greater or equal to x and S 1 ; : : : ; S b i.i.d., uniform on f0; 1; : : : ; n ?`g:
Then we put T n = T n (X 1 ; : : : ; X n ) and
where Var denotes the variance of T n conditional on X 1 ; : : : ; X n (i.e. only S 1 ; : : : ; S b are random). If n is not a multiple of`, our de nition uses only n +`? b`observations from the last block. In order to make notations easier, we assume in the sequel that n = b`. The procedure is consistent for any sequence`=`(n) such that`! 1 and`=n ! 0:
Here we are interested in choosing a value of`which works well for nite samples.
Interpretation of block length in the spectral domain
Our procedure relies on two well-known facts: First, regular statistics are approximately equal to an arithmetic mean, i.e. provided the covariances are summable. The last expression is equal to n ?1 2 f(0) where f( ) denotes the spectral density of (IF(X t )) at frequency . The analogue to (2.2) 
Estimation of the in uence function
The in uence function IF(X t ) depends on the unknown underlying marginal distribution P of X t . So we have to estimate it. Usually there are several ways to do this. Often T n is obtained by applying a functional T to the empirical marginal distribution P n :
T n = T(P n ); P n = 1 n n X t=1 X t (2.6) with x denoting a point mass at x 2 R p . Then
cf. Hampel et al. (1986) . In this case we can estimate IF(x; P; T) by c IF(X t ) = IF(x; P n ; T): Sometimes it is important to notice that we have to estimate the in uence function only up to a proportionality constant, i.e. if IF(x; P; T) = M(P) ?1 IF prop (x; P; T), it is su cient to estimate IF prop (x) by c IF prop (x) = IF prop (x; P n ; T): This is true since the bandwidth selection for spectral density estimation, and hence by (2.5) also the block length selection, is independent of the scale of the data. For instance in the case where T n is an M-estimator, i.e. de ned implicitly by n X t=1 (X t ; T n ) = 0; the in uence function is (see Hampel et al., 1986) IF(x) = IF(x; P; T) = ?( @ @ E (X t ; )]j =T (P ) ) ?1 (x; T(P)): Hence it is su cient to estimate (x; T(P)); e.g. by (x; T n ). This is especially useful in the case of the -quantile which is an M-estimator with
Thus IF(x; T; P) = ? (x; )=p(T(P)) where p is the density of P (assumed to exist). It would be awkward if we had to estimate this density.
Alternatively we can use the jackknife for estimation of IF(x; P; T) which replaces the derivative by a nite di erence
= n T n (X 1 ; : : : ; X n ) ? T n?1 (X 1 ; : : : ; X t?1 ; X t+1 ; : : : ; X n )]:
This makes sense even if T n is not of the form T(P n ) as in (2.6).
Algorithm for block length selection
We now state our algorithm for choosing the block length.
Step 1: Estimate IF prop (x; P; T) and put Y t = c IF prop (X t ) (t = 1; : : : ; n).
Step 2: Calculate b R(k) = n ?1 P n?jkj t=1 Y t Y t+jkj (k = ?n + 1; : : : ; n ? 1):
Step 3 A motivation for this algorithm is given in the next section. In particular, the number four of iterations for the quantity b i is motivated by asymptotic considerations as n ! 1, see (2.9) below. The asymptotic behavior of b for estimating the mean square error optimal block length in variance estimation is analysed in section 4.
Relation to optimal bandwidth selection in spectral estimation
Consider the right hand side of formula (2.5) and view it as a triangular window lag weight estimate of the spectral density at zero 2 f(0) = P 1 k=?1 Cov(IF(X 0 ); IF(X k )). The method for selecting the optimal cut-o point`in formula (2.5), which is the block length, is equivalent to choosing the locally optimal bandwidth for spectral density estimation at zero. The latter problem has been solved in B uhlmann (1996) with an algorithmic method, basically the one in section 2.4. It is an adaptation of a proposal by Brockmann et al. (1993) for nonparametric regression to the problem of spectral density estimation. In order to make this paper self-contained we motivate and describe this algorithm for selecting the bandwidth of a triangular window lag weight spectral density estimator, which is all we need here. The variables Y t = IF(X t ) form a real valued stationary process with E Y t ] = 0. We denote the auto-covariances Cov(Y t ; Y t+k ) by R(k) and the spectral density by f. We are interested in the following lag weight estimator of f( ), The basic idea is to use iterative plug in for the unknown terms on the right hand side. In order to obtain a stable procedure we rst estimate the optimal global bandwidth by four iterations and then in a nal step the optimal local bandwidth for = 0. Note that by Parseval's identity the integrals above can be written as nite sums. There is no need to use numerical integration, and the resulting algorithm is given by Step 1 and
Step 2 in section 2.4.
Simulations
We investigate our procedures for the mean and the median. When T n is the median, we base our estimate for the block length on c IF prop (X t ) = sign(X t ? T n ) (see Section 2.3). We choose the sample sizes n = 128 and n = 512: The data were generated according to the following models: The scaling is such that in all models V ar(X t ) = 1: With these models we cover di erent strengths and types of dependence so that the optimal`is widely di erent. In addition to our adaptive block length b , we also considered the simple non-adaptive block length = n 1=3 (or closest integer to n 1=3 ) and the optimal block length`o pt according to the closest integer to the inverse in (2.8). Of course the third is not available for real data.
All Tables 1 and 2 . Since the distribution of the centered estimated standard errors is often far from normal, we give also the box-plots in Figures 1 and 2 . Tables 1 and 2 about here. Figures 1 and 2 about here.
From these results we see that our adaptive procedure with b comes reasonably close to the method based on the asymptotically optimal, but unavailable block length`o pt . Big relative di erences in terms of relative mean square errors (RMSE) occur in the cases of the mean for the AR(2)-model with n = 128 and n = 512 and for the i.i.d.-model with n = 128. We have no de nite explanation for this, but we wonder whether the fact is relevant that the autocorrelations are positive in the other models. The xed block length`= n 1=3 performs also quite well in most cases. But for the AR(1), AR(2) and the threshold AR models the larger bias is clearly visible. In the i.i.d. case we expect that using the xed block length results in larger variability than the optimal`o pt . This is true in case of the mean, but surprisingly not in the case of the median.
For many readers the rather large di erences between the estimated and the true standard error might be shocking. The estimated standard error can easily be wrong by a factor of 2. We are convinced that this is an indication of the di culty of the problem and not a sign that the blockwise bootstrap is awed. In special cases it is always possible to nd better methods, but no one will work uniformly better for a large class of processes and statistics.
Optimality of the block length selection
For a rigorous result, we need a number of assumptions on the statistic T n and the process (X t ) generating the data. Let us brie y comment on the role and the validity of these assumptions. (A2) and (A3) correspond to (2.3) and (2.5). Besides uniform integrability, the main tools for checking these two assumptions are empirical process theory and di erential calculus in function spaces. In the i.i.d. case, this is by now standard, and the necessary extensions to deal with dependence are discussed in B uhlmann (1994, 1995) , Naik-Nimbalkar and Rajarshi (1994), Radulovi c (1996a, 1996b, 1998) and the references given there. The necessary smoothness conditions for T are relatively mild and are satis ed for the median and for M-estimators with a smooth . The necessary conditions for (X t ) are stationarity and short range dependence described by a polynomial decay of a certain order of some mixing coe cients. It holds for many parametric models, such as ARMA processes or non-linear AR processes, cf. Doukhan (1994) .
Assumption (A4) is needed to control the error caused by estimating the in uence function. It is the same as condition (C) in K unsch (1989, p. 1230). It is easy to verify for M-estimators with a smooth . Finally (A5) are the conditions needed for the bandwidth selection procedure in B uhlmann (1996) . Again, they follow from a polynomial decay of a certain order of the mixing coe cients and moment conditions for IF(X t ).
We now come to the main result. In view of (A3) we let AMSE(nb 2 Boot (`)) be the asymptotic mean square error of nb Remark: Assuming some uniform integrability conditions and using the Delta technique, the asymptotic mean square error optimal`o pt is the same for variance-and standard error estimation: for both cases, the estimated block length b is thus asymptotically equivalent to the optimal block length.
Proof of Theorem 4.1: Assumption (A3) guarantees the asymptotic mean square error equivalence of nb 
Extensions of our method
When T n is a statistic measuring serial dependence of (X t ), it depends on the time order of the observations. In such a case one should not apply the blockwise bootstrap directly because the junction of independent blocks introduces artifacts in the distribution of T n . But usually after a minor modi cation at the boundary T n is a symmetric function of the m-tuples X 0 t = (X t ; X t+1 ; : : : ; X t+m?1 ) for suitable m. Thus a natural remedy suggested in K unsch (1989) is to apply the above procedure on the level of X 0 t , i.e. to resample blocks of blocks. This procedure has been further investigated by Politis and Romano (1992) and by B uhlmann and K unsch (1995). Our algorithm for choosing the block length can be applied also in this case.
For vector valued estimators T n = (T n;1 ; : : : ; T n;p ) 0 we suggest a similar approach to choose the block length. We propose to minimize The optimal local bandwidth is thus
In order to adapt better to a di erent behavior of f i for di erent i's, we propose to estimate global bandwidths individually for each i by the iterative plug-in method described above. 5.2 Alternative methods to select the block length Hall et al. (1995) have proposed a di erent data-driven choice of the block length: They look at the performance of di erent block lengths for subsamples of length m < n and use Richardson extrapolation to choose the block length for the given sample. Note that the method is not fully data driven since m is another tuning constant. Also we are slightly worried about the behavior of nonlinear statistics for small m. We compared the distribution of the selected block length in the MA(1)-model (3.1) of Hall et al. (1995) . Results are given in Table 3 below and show that our procedure is at least as good. Table 3 about here.
Alternative estimates of standard error
In spectral analysis the Bartlett window is not very popular. Most people prefer windows which are at least twice di erentiable at the origin like for instance the Tukey-Hanning window because they give a faster rate for the mean square error. Note that the Bartlett window was forced on us by the blockwise bootstrap. It is possible to modify the blockwise bootstrap so that the bootstrap variance corresponds to a lag weight estimate with an arbitrary window whose Fourier transform is positive. This is done by a random weighting of the original data as discussed in formula (2.12) of K unsch (1989). However we found that at least for the situations discussed in Section 3 the gains of this modi ed bootstrap are minor. Hence we restrict ourselves to the original form of the blockwise bootstrap.
Politis and Romano (1995) have introduced a method for correcting the bias of the bootstrap standard error which is in the spirit of the jackknife. Namely they propose to take
For the arithmetic mean this is equivalent to take a lag weight estimator of the spectral density at zero with a trapezoidal weight function. This is a natural idea, but the estimated variance is not guaranteed to be positive and we cannot estimate the distribution. Also there is still a block length`to be chosen, but Politis and Romano (1995) suggest that this task is easier than for the blockwise bootstrap.
A di erent bootstrap procedure is the autoregressive bootstrap where one ts an autoregressive model and resamples the innovations, c.f. Freedman (1984 Freedman ( ), B uhlmann (1997 . This procedure is consistent only if the statistic of interest is the mean or the underlying process is linear. In these cases, the autoregressive bootstrap is usually superior to the blockwise bootstrap. The order of the autoregression is a tuning constant which has to be chosen by the user. Standard order selection criteria like AIC are not directed towards a good estimate of the spectrum at zero.
A modi cation of the blockwise bootstrap called matched blocks bootstrap has been proposed by Carlstein et al. (1995) . There the starting points of the blocks are not dependent in such a way that blocks that t together well in the given sample have a higher probability of being adjacent in the bootstrap sample. This can bring a substantial improvement in the precision of the estimated standard error. However this procedure has two tuning constants, one being the block length and the other relating to the matching algorithm, and there are no data-driven methods for choosing them. Moreover we still lack experience about its performance for nonlinear statistics. iid, mean, n=128 iid, med, n=128
Figure 2: Boxplots of b Boot = n for T n the sample median, the ve models from Section 3 and two sample sizes n.
