The Web is emerging as the de facto medium for conducting all types of economic, political, and social activities. Nowadays, organizations publish data in various Web information sources (e.g., databases, HTML and XML repositories) without referring to any central control. Publishing information on the Web is no longer a major issue. However, accessing Web databases in a uniform and efficient way is still a research goal. In general, Web users are novice. They are not expected to have experience dealing with databases or knowledgeable about all available databases. In this respect, requiring users to keep track of information such as locations, formats (or structures), content, and query languages of the growing number of Web databases is unreasonable. There is a need to provide across the board transparency to allow users to access and manipulate data irrespective of platforms, locations, systems, etc. Users must be provided with tools for the effective and efficient exploration of such systems. The challenge is to build an infrastructure that can support flexible tools for information space organization, communication facilities, information discovery, content description, and assembly of data from heterogeneous sources. Old techniques for manipulating these sources are not appropriate and efficient for Internet/Web-based databases. In this context, we distinguish the following key issues when dealing with Web databases:
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• Discovering relevant information sources in a very large and dynamic information space.
• Understanding the meaning, content, and patterns of use of the available information sources. Users have a need to be incrementally educated about the information space.
• Accessing located sources and querying them for relevant information items.
To address the aforementioned issues, we developed the WebFINDIT system. WebFINDIT builds a scalable and uniform infrastructure for locating and accessing heterogeneous and autonomous databases in large and dynamic environments. One key feature of our proposed approach is the clustering of Web databases into distributed ontologies. An ontology provides an abstraction of a specific domain of information interest. For example, databases related to medical research would belong to the ontology called Research. The same database may belong to as many ontologies as it desires based on its own information interests. To deal with the dynamic nature of the Web information space, databases may join and leave ontologies at their own discretion. The main advantage of the proposed ontological organization is filtering interactions and reducing the overhead of locating information.
Moreover, ontologies and databases are linked through inter-ontology relationships. These links are dynamically formed based on users' interests. They allow query "migration" when a query cannot be resolved locally. Sustaining the distributed ontologies requires a complex metadata support. For that purpose, we have associated with each database, a metadata repository called co-database. A co-database contains information about the underlying database (e.g., DBMS and query language), their ontologies, and inter-ontology relationships. Most interactions with WebFINDIT require access to one or more co-databases.
A prototype of the WebFINDIT system has been fully implemented showcasing a healthcare application. An important feature of the system is the large spectrum of heterogeneity being supported. This heterogeneity appears at different levels including hardware, operating system, database, and communication middleware. A key contribution of our implementation lies in the successful integration in one uniform system of various state-ofthe-art middleware technologies, namely CORBA, EJB, RMI, and DCOM.
The remainder of this chapter is organized as follows. In the next Section, we overview major systems related to data integration on the Web. We then present the main concepts of the WebFINDIT approach. We follow it by describing the WebFINDIT implementation and presenting our approach in integrating disparate middleware technologies. We finally provide some concluding remarks and future trends.
BACKGROUND
Data integration on the Web has received considerable attention within the database community during the last decade. In this section, we consider the techniques that are most closely related to our work. A general overview of the state-of-the art can be found in (Benatallah, Bouguettaya, and Elmagarmid, 1998 (OEM) . The TSIMMIS approach provides effective and flexible solutions for data sharing in the context of semi-structured sources. However, the issues of information discovery, information space organization, and terminological problems are not addressed.
Information Manifold (Levy, Rajaraman, and Ordille, 1996) provides uniform access to collections of heterogeneous information sources on the Web. Information Manifold was among the first to use a mechanism to describe declaratively the contents and query capabilities of information sources. Sources' descriptions are used to efficiently prune the set of information sources for a given query and generate executable query plans. The main components of this system are the domain model, plan generator, and execution engine. The domain model is the knowledge base that describes the browsable information space including the vocabulary of a domain, contents of information sources and capability of querying. The plan generator is used to compute an executable query plan based on the descriptions of information sources. The domain model constitutes the global ontology shared by users and information sources. Such ontologies are difficult to create and maintain because of the variety and characteristics of the underlying Web repositories. On one hand, these repositories have different domain of interest and may present several discrepancies that hinder them of being part of one single global ontology. We may need to cater for new heterogeneity problems each time a new repository joins the global ontology. On the other hand, the size of the global ontology may become intractable. (Tomasic, Amouroux, Bonnet, Kapitskaia, and Raschid, 1997 ) is based on a mediator architecture to access heterogeneous distributed databases. It uses an extension of ODMG- 93 and OQL (Cattel, 1994) as a common data model and query language respectively. The architecture consists of several components: the data sources, the wrappers that interface the data sources, and the mediators that provide declarative query access to multiple wrappers. The mediator generates multiple access plans involving local operations at the data source and global operations at the mediator level. DISCO provides support for unavailable information sources and transparent addition of new information sources. Query evaluation takes into consideration partial answers. Thus, an answer to a query may include data from available information sources and another query for the remaining unavailable information sources. As in TSIMMIS, the issues of information discovery, information space organization, and terminological problems are not addressed in DISCO.
DISCO (Distributed Information Search COmponent)
The WebSemantics project (Mihaila, Rashid, and Tomasic, 1998) extends DISCO by providing an architecture for locating data sources and translators, a query language, and a common protocol for data exchange. Users access WebSemantics using WSQL (WebSemantics Query Language). This language provides declarative location and access to data. It integrates constructs derived from WebSQL (Mendelzon, Mihaila, and Milo, 1997) and OQL (Cattel, 1994) . WSQL provides constructs for source discovery based on Web navigation, registration of sources in domain-specific catalogs, associative selection of sources from existing catalogs, and uniform access to actual data. Locating sources of interest in WebSemantics is either done by selecting the sources from existing catalogs or searching documents on the Web published in the WebSemantics Metadata Exchange Format (WS-MXF).
OBSERVER (Mena, Illarramendi, Kashyap, and Sheth, 2000) is an architecture for information brokering. A major issue addressed is the vocabulary differences across the components systems. This architecture features the use of pre-existing domain specific ontologies (ontology server) to describe the terms used for the construction of domain specific metadata. Relationships across terms in different ontologies are supported. In addition, OBSERVER performs brokering at the metadata and vocabulary levels. It does not provide a straightforward approach for information brokering in defining mappings from the ontologies to the underlying information sources. It should be noted that OBSERVER does not provide facilities to help or train users during query processing.
The COntext INterchange (COIN) project (Bressanet al., (1997) aims at providing intelligent semantic integration among heterogeneous sources such as relational databases and Web documents. The proposed approach is based on the unambiguous description of the assumptions made at each component. The assumptions pertaining to a source or receiver form its context. COIN architecture is context-mediator based. The context mediator is responsible for the detection of semantic conflicts between the contexts of the information sources and receivers and the conversion needed to resolve them. A user query is reformulated into sub-queries that can be forwarded to appropriate information sources for execution. The results obtained from the component systems are combined and converted to the context of the receiver that initiated the query. COIN uses shared ontologies (conceptualization of the underlying domains) as the basis for context comparisons and interoperation. The issues of information discovery and information space organization are not considered.
The major difference between WebFINDIT's approach and systems described above lies in the goals and means to achieve these goals. Our approach is all-encompassing in that it attempts to provide ubiquitous access to all Web-accessible databases. The proposed system provides a language, a GUI, an organizational architecture, and a proven implementation. None of the products or research prototypes provides such an extensive infrastructure. More precisely, WebFINDIT's approach features the following concepts for achieving ubiquitous access to Web databases. First, simple access to and advertisement of information sources are key features when querying data on the Web. The system processes a user query in two steps: (i) querying meta-data for information sources discovery and exploration, and (ii) querying selected sources for actual data. In the first level, the system provides support for educating the user about the available information space. Second, since scalability is of great importance in the context of Web-based environments, the information space in WebFINDIT is organized in sub-spaces using information type based clustering. This reduces the overhead of locating information and information sources in large information spaces. One of the greatest strengths of our approach is extensibility. Compared to the approaches that use ontologies for information brokering, the addition of new information is simpler in WebFINDIT. While the mappings between sources and domain models require great efforts in these approaches, our underlying distributed ontology design principles make it easier to construct and manage ontologies. In WebFINDIT, an information source can be associated with many classes in different clusters via instantiation relationships as we use objectoriented stratification of clusters. Finally, we provide a seamless Internet-based implementation of the WebFINDIT infrastructure
WebFINDIT APPROACH
A major issue addressed in our research is the need for a meaningful organization of the information space in a dynamic and constantly changing network of Web databases. WebFINDIT proposes an ontology-based approach to provide databases with a flexible mean to share information. Key criteria that have guided our approach are scalability, dynamics, and design simplicity. In the following, we first introduce distributed ontologies, a mean to organize the information space. We then describe the metadata repositories (co-databases) used to support the distributed ontologies. Finally, we describe the query language used in WebFINDIT for querying Web databases through an example.
Ontological Organization of Web Databases
To accelerate information search and allow the sharing of data in a tractable manner, we propose to organize databases into distributed ontologies (Ouzzani, Benatallah, and Bouguettaya, 2000) . An ontology defines taxonomies based on the semantic proximity of terms (Bouguettaya, 1999) . It provides domainspecific information for interacting within the ontology and its underlying databases. Ontologies dynamically clump databases together based on common areas of interest. The same database may belong to more than one ontology if it has more than one interest. In Figure 1 , we represent four ontologies from a healthcare application. For example, the databases participating in the ontology Research store information related to the "Research" domain. Since the Royal Brisbane Hospital database deals with "Research", "Medical", "Insurance", and "Superannuation" domains, it is member of the four ontologies. As new databases join or existing ones drop, new ontologies may form, old ontologies may dissolve, and components of existing ontologies change. Ontologies and databases are also linked together using inter-ontology relationships. Inter-ontology relationships contain the portions of information that are directly relevant to information exchange among ontologies and databases. An example of an interontology relationship is between the Medical and Insurance ontologies (Figure 1 ). When a user submits a query to a given ontology, it might be not resolvable locally. In this case, the system tries to find ontologies that can potentially resolve the query. In order to allow such query "migration", inter-ontology relationships are established between ontologies and databases based on users' needs.
Inter-ontology relationships are of three types: ontology-toontology, database-to-database, and ontology-to-database. A relationship between two ontologies or two databases involves providing a general description of the information to be shared. In the ontology-to-database case, the database (ontology) provides a general description of the information it is willing to share with the ontology (database). The difference among these three alternatives lies in the way queries are resolved. In the first and third alternatives where the information provider is an ontology, the providing ontology takes over to further resolve the query. In the second case, however, the user is responsible for contacting the providing database in order to gain knowledge about the information of interest.
Metadata and Language Support for Distributed Ontologies
To provide support for distributed ontologies, co-databases have been introduced. Co-databases are metadata repositories associated with each participating database. They are objectoriented databases that store information about the underlying database (e.g., DBMS and query language), their ontologies, and inter-ontology relationships. In WebFINDIT, cluster formation and maintenance are achieved using WebDDL (Web Data Definition Language). Databases are advertised in co-databases using WebDDL. The language provides constructs to define classes of information types and their corresponding relationships. Data definition queries are only accessible to a selected number of users (administrators). The formation of a schema is achieved through a negotiation process. In that respect, WebDDL provides features for administrators to form and evolve schemas. More specifically, it enables to define classes and objects (structure and behavior), define operations for schema evolution, and define operations for negotiation for schema creation and instantiation.
Each co-database schema is composed of two sub-schemas: the first sub-schema represents ontologies and the second represent inter-ontology relationships (Figure 2 ). The first subschema consists of a tree of classes (Figure 2) where each class represents a set of databases that can answer queries about a specialized type of information. The class Ontologies Root is the root of the subschema. Each subclass of Ontologies Root represents the root of an ontology tree. Each node in that tree represents a specific information type. This hierarchical organization allows structuring ontologies according to specialization relationships. For instance, the class Research has two subclasses Cancer Research and Child Research. The classes composing the ontology tree support each other in answering queries directed to them. If a user query conforms better to the information type of a given subclass, then the query is forwarded to this subclass. If no classes are found in the ontology tree to answer the query, then the user either simplifies the query or the query is forwarded to other ontologies (or databases) via inter-ontology relationships. Class Ontology Root { attribute string Information-type; attribute set(string) Synonyms; attribute string DBMS; attribute string Operating-system; attribute string Query-language; attribute set(string) Sub-information-types; attribute set(Inter-ontology Root) Interontology Relationships; attribute set(Ontology Root) Members; } Every sub-class of the class Ontology Root has some specific attributes that describe the domain model of the related set of underlying databases. These attributes do not necessarily correspond directly to the objects described in any particular database. For example, a subset of the attributes of the class The class Inter-Ontology Root contains generic attributes that are relevant to all types of inter-ontology relationships. These relationships may be used to answer queries when the local ontology cannot answer them. A subset of attributes of the class Inter-Ontology Root is given below. The attribute Description contains the information type that can be provided using the inter-ontology relationship. Assume that the user queries the ontology Medical about Medical Insurance. The use of the synonyms and generalization/specialization relationships fails to answer the user query. However, the ontology Medical has an inter-ontology relationship with the ontology Insurance where the value of the attribute Description is {"Health Insurance", "Medical Insurance"}. The attribute Entry-point represents the name of the co-database that must be contacted to answer the query.
Class Inter-Ontology Root { attribute set(string) Description; attribute string Entry-point; attribute string Source; attribute string Target; }
Querying Web-accessible databases
The exploration of the inter-relationship structure, user education, and actual database querying occur via a special-purpose language called WWD-QL. In this section, we give more details on WWD-QL through an extended example. The World Wide Database Query Language or WWD-QL is designed to locate and access Web-accessible databases. It provides constructs for educating users about the available information space, locating databases based on constraints over their metadata, and finally querying them. WWD-QL is designed to query (meta)data over the Web of databases organized using WebFINDIT. WWD-QL differs from traditional query languages in that it operates in a large and highly dynamic network of heterogeneous databases. Since the unit of information sharing is the type, this query language is able to query the system at two levels: metadata level (exploration of the available information space, database location, etc.) and data level (querying actual data stored in databases).
We consider a scenario using WWD-QL from the Medical information domain represented in Figure 1 . Assume that researchers in the QUT research centre are interested in gathering information about health in Queensland for a survey. They are interested in diverse information about hospitals, health costs, insurance, etc. A researcher at QUT research centre queries WebFINDIT for medical research conducted in hospitals. For this purpose, he or she can starts his or her investigation by submitting the following WWD-QL query:
Find Ontologies With Information Medical Research;
To resolve this query, WebFINDIT starts from the ontologies the QUT research centre is member of and checks if they hold the information. The local ontology Research deals with this type of information. A point of entry is provided for this ontology through the query:
Connect To Ontology Research;
The user is interested in more specific information i.e., research conducted in hospitals, he or she submit a more refined query:
Display SubClasses of Class Research
The user can then query one of the displayed classes or continue the refinement process. Assume that the user decides to query the Royal Brisbane Hospital, which is a subclass of the class Research. The user can become more knowledgeable about this database using a WWD-QL construct that displays the documentation of this information as follows:
Display Document of Instance Royal Brisbane Hospital Of Class Research;
At this point, the user is interested in querying this database. The user can use for this purpose the native query language of this database. For instance, if he or she is interested in the budget of the research project AIDS and drugs, the following SQL query is submitted:
Select a.Funding From ResearchProjects a Where a.Title = "AIDS and drugs"
Assume that another researcher is interested in querying the system about medical insurance (Figure 3) . The following query is submitted to the system. WebFINDIT first checks the ontologies the QUT research centre databases is member of. The ontology Research fails to answer the query. As there are no other ontologies or inter-ontology relationships related to the local database, WebFINDIT checks whether other databases from the local ontology are aware of an ontology or inter-ontology relationship that deal with this information type. The system found that the database Royal Brisbane Hospital (which is member of the local ontology) is member of an ontology Medical that has an inter-ontology relationship with another ontology
Find Ontologies With Information
Insurance that appears to deal with the requested information type. Therefore, the user decides to investigate this ontology looking for relevant information.
IMPLEMENTING WebFINDIT
WebFINDIT approach supports a broad spectrum of heterogeneity. This heterogeneity appears at different levels including hardware, operating system, database, and communication middleware. More precisely, at the hardware level, we support both PC and Sun machines. Two types of operating systems are supported, namely Windows NT and Sun Solaris. Data is stored in relational, object-oriented, and XML-enabled databases. Databases are accessed through well-established gateway protocols, namely JDBC and ODBC. At the programming language level, both Java and C++ have been used. Finally, at the communication middleware level, we have integrated state-of-theart middleware technologies, namely CORBA, EJB, RMI, and DCOM. One of the challenges addressed in WebFINDIT system is to interoperate these different distributed object middleware. The combination of all these technologies proved to be a solid implementation platform for complex distributed applications.
In this section, we first outline the different middleware technologies used in WebFINDIT. Then, we discuss the issue of interoperability among these middlewares. Finally, we describe the WebFINDIT architecture.
Distributed Object Middleware
The development of Web-based applications generally requires the interconnection of geographically distant components such as databases and programs. The problem is that, in most cases, the components that need to be interconnected were not originally designed to communicate within a distributed environment. Hence, any attempt to interconnect components required low-level, hard and time-consuming network programming. The availability of tools that provide more effective ways of programming in distributed environments is primordial to the development of distributed applications. One of the major contributions in this context is the notion of distributed object middleware. A distributed object middleware provide means to handle distributed communications, security, transactional integrity, to name just a few. In the following, we overview the major middlewares used in WebFINDIT.
CORBA -The backbone of CORBA (Common Object Request
Broker Architecture) is the Object Request Broker (ORB). When a client object issues a method invocation on a server object, the ORB intercepts the invocation and routes it across the network to the appropriate server object. The ORB then collects results from the function call and returns them to the client. An IDL (Interface Definition Language) file supports communication between clients and servers. It includes the name of the methods to be invoked by clients and the name and types of all parameters and return values. An object implementation is also provided on the server side to implement the operations specified in the IDL file. Object implementations can be written in diverse programming languages. Once interfaces are expressed in IDL, an IDL compiler compiles them into stubs and skeletons. The stub, used on the client side, makes remote operation calls look like local calls. The remote calls are transferred via the ORB to the corresponding skeleton on the server side. The skeleton receives the call parameters, invokes the actual operation implementation, collects results, and returns values back to the client through the ORB.
DCOM -DCOM (Distributed Component Object Model) is
Microsoft's technology for distributed object middleware. It is based on COM (Component Object Model). Briefly stated, COM defines an Application Programming Interface (API) that allows the creation and assembling of components. However, for components to interact, they must adhere to a specific binary structure. The binary structure provides the basis for interoperability between components written in different languages. DCOM allows network-based component interaction. In fact, COM and its DCOM extensions are merged into a single runtime that provides both local and remote access. In DCOM, the object creation mechanism is enhanced to allow object creation in remote locations. To create remote components, COM libraries need to know the network name of the server. A portion of COM libraries called the Service Control Manager (SCM), on the client side connects to the SCM on the server side and requests creation of the component. DCOM defines its own IDL that is neither CORBA nor DCE (Distributed Computing Environment) compliant. This severely limits its interoperability. Method Invocation) allows the development of distributed applications across Java Virtual Machines. Using RMI, a client object can remotely invoke a method on a server object. A remote object is accessible through a remote interface that specifies the methods that can be invoked remotely by clients. Servers are advertised with the RMI naming facility, rmiregistry. RMI treats a remote object differently from a non-remote object. Rather than making a copy of the implementation object in the client virtual machine, RMI passes a remote stub for a remote object. The stub acts as the local representative (proxy), for the remote object and is to the caller, the remote reference. The caller invokes a method on the local stub that is responsible for executing the method call on the remote object. A stub for a remote object implements the same set of remote interfaces that the remote object implements. This allows a stub to be cast to any of the interfaces that the remote object implements. However, this also means that only those methods defined in a remote interface are available to be called in the client virtual machine.
RMI -RMI (Remote

EJB -EJB (Enterprise JavaBeans)
is Sun Microsystems's specification to provide a component model for the Java programming language. In EJB, business logic may be encapsulated as a component called enterprise bean. Each enterprise bean has a deployment descriptor associated to it. The deployment descriptor describes the way in which a bean interacts with its environment. It provides a separation between the business logic and the system-level details. Application developers declaratively define contracts in their descriptors. This contract describes the type of services required by the bean. The EJB container is a runtime environment that hosts and controls different beans and is responsible to honor the contract. There are two types of enterprise beans: entity beans and session beans. Entity and session beans represent different aspects of the applications. An entity bean represents data that is inherently shared between all clients. A session bean represents a task that is performed on behalf of a single client. A session bean may use other enterprise beans to perform a subtask or retrieve and store data. All entity and session beans have a remote and home interface. The remote interface defines the methods that carry out the business logic of the bean. The home interface provides the means to create, find, and remove instances of the bean.
Middleware Interoperability
WebFINDIT integrates several major middleware technologies namely CORBA, DCOM, EJB, and RMI. However, each middleware uses its own specific protocols. Hence, interoperating these different technologies is a difficult and tedious task. In this section, we outline our approach to address the problem of interoperability among disparate middleware technologies. Figure 4 summarizes the main techniques used for that purpose. Note that, since EJB uses RMI as a communication protocol, we will focus on interoperability between CORBA, DCOM, and RMI. CORBA and RMI Interoperability -A simple way to enable communication between RMI and CORBA is to use RMI-IIOP. RMI-IIOP is a joint work by Sun and IBM. It delivers CORBA distributed computing capabilities to the Java platform. RMI-IIOP allows RMI interfaces to use IIOP as the underlying transport. Using RMI-IIOP, RMI clients can invoke methods of CORBA servers. Similarly, CORBA clients can invoke methods of RMI servers. Since these two cases are symmetric, we explain only the case of an RMI client invoking methods of CORBA servers. An RMI client invokes methods on an RMI stub that will contact a local Java ORB ( Figure 6 ). The local ORB forwards these invocations to a remote CORBA ORB via IIOP. Since these requests are formatted in IIOP, they appear as if they came from a CORBA client. Thus, the CORBA ORB passes the requests to the CORBA skeleton, which in return delegates them to the CORBA object implementation. When the requests are processed, the results are returned back to the RMI client through the same path. One problem with using RMI-IIOP is the difficulty to integrate RMI with existing CORBA objects. To tackle this problem, we have implemented a bridge between RMI and CORBA. We considered two cases ( Figure 7 ): (1) an RMI client communicating with a CORBA server and (2) a CORBA client communicating with an RMI server. The whole idea is that when RMI clients talk to CORBA servers, the RMI server works as a bridge. When CORBA clients talk to RMI servers, the CORBA server works as a bridge. An RMI (resp. CORBA) client sends request to a CORBA (resp. RMI) server via an RMI server. This RMI (resp. CORBA) server acts as a CORBA (resp. RMI) client to forward request to the CORBA (resp. RMI) servers via IIOP. The method of a CORBA (resp. RMI) object is called and returns the result to the intermediate CORBA (resp. RMI) client, which in turn forwards the result to the RMI (resp. CORBA) client. RMI and DCOM Interoperability -RMI and DCOM are based on two different languages, Java and C++ respectively. In order to enable communication between RMI and DCOM, there is a need to find a glue technology between Java and C++. For that purpose, we have used the Java Native Interface (JNI). JNI allows Java code that runs within a Java Virtual Machine to operate with applications and libraries written in other languages, such as C and C++. In addition, the invocation API allows embedding the Java virtual machine into native applications (Sun Microsystems). OrbixCOMet that translates messages between DCOM and CORBA applications. OrbixCOMet implements the COM/CORBA Interworking model. This model provides a bridge that acts as an intermediary between the two object systems. The bridge provides mappings required between the object systems. It provides these mappings transparently, so clients can make requests in their familiar object model. To implement the bridge, the interworking model creates an object called a view in the client's system. The view object exposes the interface of the target object in the model that is understood by the client. The client makes requests on the view object. The bridge maps these into requests in the server's object model. It then forwards these requests to the target objects across the system boundary.
Another way to enable CORBA and DCOM interoperability is to use an RMI server as a bridge between CORBA and DCOM. This is the approach taken in WebFINDIT. This two-step approach combines the solution described previously for CORBA-RMI and RMI-DCOM interoperability. As depicted in Figure 4 , the first step uses an RMI bridge to allow interactions between CORBA and RMI. The second step uses JNI to allow communications between RMI and DCOM.
In order to illustrate the complexity of providing ubiquitous access to Web databases, we have included a large spectrum of middleware technologies. This is due to the very heterogeneous nature of the Web. The challenge is then to allow all these heterogeneous technologies to interoperate with each other. In our implementation, we tried to use whatever technology is readily available to allow communication between different middleware (e.g., CORBA ORBs from different vendors). But in some cases, we had to come up with our own solution by mainly building server bridges between two middlewares (e.g., RMI and CORBA, CORBA and DCOM). Figure 9 depicts details of the WebFINDIT architecture using a healthcare application. As a proof of concept, seventeen (17) databases along with their respective co-databases (total of 34 databases) have been used in this scenario. We have used three types of databases: relational (Oracle, Informix, DB2, and mSQL), object-oriented (ObjectStore), and XML-enabled. The databases used to store XML-formatted data are Oracle and DB2. Host operating systems of databases are Unix (Sun Solaris) and Windows NT platforms. Different distributed object middlewares have been used to interconnect databases: three (3) CORBA ORBs (Visibroker, Orbix, and OrbixWeb), two (2) Sun RMI servers, one WebLogic EJB server, and one (1) Microsoft DCOM server. The query processor handles access to WebFINDIT's databases. It provides access to databases via JDBC for relational databases in Unix platforms, ODBC for databases on the NT machine, and C++ method invocations for object-oriented databases. The query processor may also process users' queries formatted as XML documents. In this case, it uses the Oracle XML-SQL Utility and DB2 XML Extender to access XML-enabled databases. Note that query results can be returned in either tabular or XML formats. Returning results in XML is rapidly gaining popularity as a standard for encoding and exchanging information among businesses, organizations, and users on the Web.
WebFINDIT Architecture
All co-databases are implemented using ObjectStore. The use of an object-oriented database was dictated by the hierarchical structure of the co-database schema. We used four (4) CORBA Orbix ORBs to represent the existing ontologies. A fifth ORB was added for co-databases associated to databases that do not belong to any ontology. Each co-database is registered to a given ORB through a CORBA object wrapper. The WebFINDIT interface consists of a Java applet accessible through a Java-enabled Web browser. Figure 10 represents the results of an SQL query returned in tabular format from the database QPF within the Research ontology. As the Research ontology is highlighted in the top far left frame, the contiguous frame to its right displays all members of this ontology. The contiguous bottom frame shows the different inter-ontology relationships that involve the Research ontology and its members. The SQL Query tab in the top right frame allows users to browse the schema of the selected database. Users can submit SQL queries in the upper frame and receive results in the middle frame. Figure 11 represents a query over an XML-enabled database (QPF database). The XML Query tab in the top right frame allows submitting the query as an XML document by filling out the form in the upper right frame. Users check the appropriate boxes to select the tables and fields to be returned. They may also specify conditions on the query through the Value column. The results are received back in XML and displayed in the bottom right frame.
