We combine the NLTE spectral analysis of the detached O-type eclipsing binary OGLE-LMC-ECL-06782 with the analysis of the radial velocity curve and light curve to measure an independent distance to the LMC. In our spectral analysis we study composite spectra of the system at quadrature and use the information from radial velocity and light curve about stellar gravities, radii and component flux ratio to derive effective temperature, reddening, extinction and intrinsic surface brightness. We obtain a distance modulus to the LMC of m − M = 18.53 ± 0.04 mag. This value is 0.05 mag larger than the precision distance obtained recently from the analysis of a large sample of detached, long period late spectral type eclipsing binaries but agrees within the margin of the uncertainties. We also determine the surface brightnesses of the system components and find good agreement with the published surface brightness color relationship. A comparison of the observed stellar parameters with the prediction of stellar evolution based on the MESA stellar evolution code shows reasonable agreement, but requires a reduction of the internal angular momentum transport to match the observed rotational velocities.
INTRODUCTION
One of the fundamental challenges of modern cosmology is the need for an accurate measurement of the Hubble constant better than one percent (Komatsu et al. 2011; Weinberg et al. 2013) . In this regard, double lined detached eclipsing binaries (DEBs) provide a unique way to determine distances to nearby galaxies, which can then be used as anchor points in the classical distance ladder approach. A most recent example is the determination of a 1% precision distance (49.59 kpc) to the Large Magellanic Cloud (LMC) using 20 long period DEBs of late spectral type ). This will provide the means to use LMC Cepheid and tip of the red giant branch stars towards a 1 % deter-mination of H 0 and may lead to stronger evidence for physics beyond the standard cosmological ΛCDM model (Riess et al. 2019; Freedman et al. 2019) . The fundamental advantage of using late-type DEBs is that their surface brightness is very precisely determined by their V-K color through the surface brightness -color relationship, which can be measured empirically through longbaseline interferometry and has a scatter smaller than 1%. Thus, the angular diameters of such systems can be obtained simply from a measurement of their color. The combination with the stellar radii derived from an analysis of radial velocity and eclipse light curves then yields a straightforward geometrical distance, typically with an accuracy of the order of 2%.
The downside of using late-type DEBs for extragalactic distance determinations is that these systems are faint, typically m V ∼ 18.5 at the distance of the LMC, which makes it impossible to use them for galaxies sig-nificantly more distant. On the other hand, DEBs of early spectral type are much brighter and can be easily used out to distances of 1 Mpc, for instance for galaxies such as M33 and M31 (Ribas et al. 2005; Bonanos et al. 2006; Vilardell et al. 2010 ). However, the problem of distances obtained in this way is that they rely on surface brightnesses predicted by model atmosphere theory, once the effective temperatures of the components have been determined by quantitative spectroscopy or spectrophotometry. The atmospheres of hot massive stars are affected by strong deviations from local thermodynamic equilibrium, severe metal line blanketing and by the hydrodynamics of stellar winds. All these effects need to be carefully taken into account and, while there has been enormous progress over the last decades in modelling the atmospheres of hot massive stars, the jury is still out how accurate the surface brightness predictions of the different available model atmosphere codes are. In addition, massive early type stars, just born in regions of heavy star formation, are usually severly affected by interstellar reddening with reddening laws that deviate from the standard reddening law usually applied (Urbaneja et al. 2017; Maíz Apellániz et al. 2014 . This adds to the complexity of distance determination using early-type DEBs. In the case of the LMC distance moduli obtained in this way range from 18.20 to 18.55 mag (Udalski et al. 1998; Guinan et al. 1998; Ribas et al. 2000; Nelson et al. 2000; Fitzpatrick et al. 2002; Ribas et al. 2002; Fitzpatrick et al. 2003; Bonanos et al. 2011) indicating an uncertainty much larger than the 1% distance obtained from late-type DEBs.
In view of this situation we have started a comprehensive project to re-investigate the use of early-type DEBs for accurate distance determinations. The goal is to study a large number of systems in the LMC, where the distance is now extremely well known, to empirically derive surface brightnesses for hot DEBs and to improve the calibration of the surface brightness-color relationship on its extension towards hot stars. In addition, the accuracy of distances determined with early type DEBs can be tested directly. First results have been presented recently by Taormina et al. (2019; Paper I) based on a light curve and radial velocity analysis of two systems in the LMC, OGLE-LMC-ECL-22270 (BLMC-01) and OGLE-LMC-ECL-06782 (BLMC-02). BLMC-01 is a relatively cool system consisting of two evolved B-stars, where the analysis allowed to constrain masses, radii, temperature and reddening in a straightforward way by utilizing information from spectral type and photometry in addition to light and radial velocity curves. In particular a slight oblateness of one of the components has weakened the degeneracy and let us determine the radii very precisely.
The case of BLMC-02, on the other hand, turned out to be more complicated. Both components in this system are O-stars and, thus, the determination of reddening and extinction just based on photometry and spectral type is highly uncertain. In addition, inclination angle and stellar radii are not as well constrained from the light curve analysis with stellar radii uncertain by 2 to 3 percent, due to the lack of independent spectroscopic flux ratios needed in case of not totally eclipsing, approximately spherical stars. An improvement regarding the above mentioned problems can only come from a detailed quantitative spectroscopic analysis based on non-LTE model atmospheres. In this paper, we carry out such an analysis and present new results with respect to stellar temperatures and radii, reddening and extinction, surface brightnesses and intrinsic colors and we compare the distance obtained with the model atmosphere fitting method with the well constrained LMC distance. We also discuss the status of the system with respect to stellar evolution.
OBSERVATIONS
The spectra available for our analysis were obtained with the high resolution spectrographs UVES (Dekker et al. 2000) and MIKE (Bernstein et al. 2003) attached to the ESO VLT and the Magellan Clay Telescope, respectively. UVES observations were taken with the standard configuration DIC1 390+564, which provides a coverage of two wavelength ranges: 32604520Å and 45806690Å, while the MIKE configuration provides two overlapping spectra, that cover a wavelength range from 3200 to 10000Å. More details on the collected data can be found in Paper I.
Our analysis method uses the composite spectra of both components at binary phases around quadrature, where the radial velocity shifts are large enough so that the lines of the two components are well separated. To increase the S/N ratio all spectra were binned and then sampled to a resolution of 0.2Å. In addition, to improve the S/N for the analysis we added three UVES spectra at phases 0.13, 0.16, and 0.18 (spectrum "UVES1") and 0.64, 0.87, and 0.90 (spectrum "UVES2") as well as four MIKE spectra at phases 0.17, 0.21, 0.32, and 0.35 (spectrum "MIKE") to obtain three spectra with very good S/N of the order of 150. The relative radial velocity changes between the individual phases for the added spectra are small compared to the spectral line widths which are dominated by the high rotational velocities of 105 km/s. The radial velocity spread of both sets of UVES spectra amounts to ∼ ± 15 km/s and to 
F2/F1
Paper I This work ∼ ± 25 km/s for the MIKE spectra. These three sets of co-added and normalized spectra -UVES1, UVES2, and MIKE -form the basis for our spectroscopic analysis.
For determination of interstellar reddening and extinction we need multi-band photometry of the system outside the eclipse. From Paper I we have the Johnson-Cousins apparent magnitudes V = 13.715 ± 0.02 mag, R = 13.764 ± 0.035 mag, and I C = 13.912 ± 0.02 mag.
The system has also been observed in the Gaia mission (Gaia Collaboration et al. 2016) . For our purpose, we used the mean apparent brightness of the system in the G BP (330-680 nm) and G RP (630-1050 nm) bands published in the second Gaia data release (DR2, Gaia Collaboration et al. 2018) . The catalogue is based on 22 months of observations between July 2014 and May 2016. During this period, 31 observations were carried out and from the dates, when the field was observed, we can work out a correction for the published mean magnitudes to recover the photometry outside the eclipses. The correction is -0.055 mag and we obtain the blue and red magnitudes G B = 13.481 ± 0.020 mag and G R = 13.831 ± 0.020 mag.
In addition, near-IR 2MASS 6X photometry (Cutri et al. 2012 ) is available for BLMC-02. As can be inferred from the timing, the 2MASS 6X observations were carried out at the edge of the secondary eclipse at phase 0.4396, resulting in a small correction of ∆m = -0.009 Figure 3 . ∆χ 2 = χ 2 (T1) -χ 2 min as a function of primary temperature T1/10 4 K for the diagnostic helium lines and at a fixed set of radii, suface brightness ratio and gravities corresponding to R1 = 8.85 R . Left: ionized helium lines (red: HeII4200, blue: HeII 4542, green: HeII 5411); right: neutral helium lines (black: HeI 4026, grey: HeI 4143, red: HeI 4387, blue: HeI 4471, green: HeI 4713, orange: HeI 4922, gold: HeI 5048. Upper row: MIKE spectrum, middle row: UVES1, bottom row: UVES2. mag calculated using our light curve model of Paper I. With this correction we obtain the near-IR magnitudes outside eclipse, J = 14.169 ± 0.023 mag, H = 14.267 ± 0.028 mag, and K S = 14.335 ± 0.036 mag.
For the purpose of the subsequent spectroscopic analysis we checked the effect of the mutual irradiation (known also as the reflection effect) on the stars. Although the separation is relatively small, the temperatures are very similar, so we did not expect a strong effect. By turning on and off the reflection in the modeling code we found that the difference between the models close to the eclipses (i.e. where it should be the strongest) was only about 0.1 mmag. We consider this effect as neglibible and we do not take it into account in the analysis.
STELLAR RADII AND SURFACE BRIGHTNESS RATIOS
The spectroscopic analysis of the composite spectrum requires knowledge of the stellar radii of the two components and their surface brightness ratios F 2 /F 1 , which are usually well constrained through the light curve analysis. However, in the case of BLMC-02 we encounter a slight degeneracy between inclination angle, stellar radii and surface brightness ratio. This is demonstrated in Figure 1 , which displays the results of a Monte Carlo analysis of the light curves. Although the sum of the radii is determined with a precision of 0.5% (i.e. R 1 + R 2 = 16.81 ± 0.08 R ) due to the degeneration the individual radii are precise only to 2-3%. The light curve analysis allows a range of primary radius R 1 between 8.75 and 9.15 R with secondary radii R 2 between 8.10 and 7.56 R , while the surface brightness ratio ranges between 0.989 and 0.976. Note that the analysis of the light curve in paper I reveals a small oblateness ∆ = (R max -R min )/R max = 0.04 for both components. As in Paper I, we use the equivalent radius, which is the radius of a sphere with the same volume as the oblate star, to characterize stellar radii.
SPECTROSCOPIC ANALYSIS

Model atmosphere calculations
For our model atmosphere analysis we use the non-LTE model atmosphere code FASTWIND (Puls et al. 2005; Rivero González et al. 2012b ) to calculate normalized composite spectra and energy distributions (SEDs). FASTWIND has been developed to model the spectra of hot stars. It includes the important effects of stellar winds, atmospheric spherical extension and non-LTE metal line blanketing. We calculate normalized flux spectra F 1,λ and F 2,λ for the primary and secondary star, respectively, and then combine those through (see Bonanos et al. 2006 )
where T i , log g i and v i denote effective temperature, gravity and radial velocity of the primary and secondary. In the calculation of the spectra the broadening through stellar rotation is taken into account. The weights w i are calculated as
To produce model spectra, which can be compared with the three co-added observed UVES1, UVES2, MIKE spectra we calculated spectra with Doppler shifts corresponding to the phases of the primary and secondary radial velocity curves, where the individual spectra were taken, and then co-added the individual model spectra to exactly simulate the way how the observed spectra were obtained.
With the results from the previous subsection we define the grid of radii, surface brightnesses and gravities given in Table 1 . Note that the gravities follow from the masses of the two components, which are very precisely constrained by the analysis of the radial velocity curve in Paper I. We then use the values in Table 1 to calculate composite spectra as a function of the primary stellar radius. Of course, this also requires a choice of effective temperatures. We can use the observed surface brightness ratios of Table 1 to constrain the effective temperature difference ∆T = T 1 -T 2 between the two components. With the FASTWIND model SEDs we can calculate stellar fluxes in the V-band for the primary and secondary and then their ratio. In the T eff range between 32000K and 38000K expected from the spectral types of the two components (both objects have the spectral type O7.5) the observed surface brightness ratios correspond to ∆T = 1000 ± 100 K. This leaves the primary temperature T 1 as the only other free parameter besides the choice of the primary radius R 1 .
We also need to make a choice for metallicity and helium abundance. Following the work by Urbaneja et al. (2017) , in which metallicities of a large sample of young massive hot stars in the LMC were studied spectroscopically, we adopt a metallicity of [Z]=log Z/Z = -0.35. Since we will use the helium ionization equilibrium, i.e. the observed strengths of line profiles of neutral and ionized helium lines, to determine the two free parameters R 1 and T 1 , we also need to adopt a helium abundance. The standard technique to constrain the helium abundance is to adopt the value where HeI and HeII lines fit at the same effective temperature. For this purpose, we have adopted four values of the helium abundance N(He)/N(H), 0.08, 0.09, 0.1, 0.15, for which we carried out the fit of the helium lines as described below.
As previous NLTE studies of O-stars have shown (Puls et al. 2005; Rivero González et al. 2012b; Markova et al. 2018) , the fit of the helium lines requires the assumption of a depth-independent micro-turbulence velocity of 10 to 15 km/s in the NLTE line formation calculations and for the formal integral, which uses the helium NLTE occupation numbers to calculate the line profiles. We have, thus, adopted v turb = 10 and 15 km/s for our line profile calculations. (1) and (2), respectively.
Stellar mass-loss
Stellar winds modify the outer atmospheric layers of hot massive stars through their outflow velocity field, which affects the formation of stronger spectral lines through Doppler shifts and a modified more extended mass density stratification, which causes additional wind emission (see Kudritzki & Puls 2000 for a review). It is, therefore, important to constrain the strengths of stellar wind line emission, which in the case of optical hydrogen and helium lines depends on the parameter Q ∼Ṁ (R v ∞ ) −3/2 , whereṀ and v ∞ are the stellar wind mass-loss rate and the terminal velocity of the wind outflow, respectively (see Puls et al. 2005; Holgado et al. 2018) . Terminal velocities are usually constrained through the observation of UV resonance lines of highly ionized metal lines, which show so-called P-Cygni profiles. Unfortunately, UV observations are not available for BLMC-02. But since the terminal velocities of winds of hot massive stars are very tightly correlated with the escape velocity from the stellar photosphere, we can use stellar gravity, radius and temperature to estimate v ∞ using the formulae given in Kudritzki & Puls (2000) .
Assuming v ∞ the mass-loss rates can then, in principle, be very precisely constrained through a fit of the hydrogen line H α as described, for instance, by Puls et al. (1996) or Kudritzki & Puls (2000) . The best fit for the two components of BLMC-02 is shown in Figure 2 for the case of R 1 = 8.85 R and a primary effective temperature of T 1 = 35500K. The terminal velocities and mass loss rates adopted for this fit are v ∞ = 2250 km/s andṀ = 2.0 10 −7 M /yr for the primary and v ∞ = 2380 km/s andṀ = 2.6 10 −8 M /yr for the secondary. The mass-loss rate for the primary is well constrained (± 20 percent), because the absorption core of H α is filled with a significant amount of wind emission. The mass-loss rate for the secondary, on the other hand, is very uncertain, because the effect of wind line emission is much smaller. We note that the mass-loss rate of the secondary seems significantly smaller than the one of the primary indicating that it may belong to the class of 'weak-wind stars', which are frequently found among later spectral type main sequence O-stars (Puls et al. 2008 (Puls et al. , 2009 . For models with different effective temperatures and different radii and gravities, terminal velocities are scaled with escape velocities and mass-loss rates are choosen so that the parameter Q as defined above remains constant. In this way, fits of H α are equally good for models with other stellar parameters. For our line profile calculations including the effects of stellar winds we assume that the wind density structure is homogeneous. This is an approximation, because it is well known that the winds of hot stars are affected by so-called wind clumping (see review by Puls et al. 2008) . In principle, spectral diagnostics can be used to constrain the amount of clumping and the related filling factors within the stellar wind outflow (see, for instance, Puls et al. 2006 and Kudritzki et al. 2006) . However, at the relatively low mass-loss rates that we encounter for BLMC-02 the effects of stellar wind clumping on the helium lines, which we use for the diagnostics of stellar temperature and radius, is of minor importance, as long as the stellar wind Q-parameters are chosen in an appropriate way so that the line with the strongest wind effect, H α , is well reproduced.
Analysis technique
For our analysis we use a two dimensional grid of atmosphere models with R 1 (and the corresponding values of R 2 , F 2 /F 1 , log g 1 , log g 2 as specified in Table 1 ) and T 1 as free parameters, where T 1 ranges from 32000K to 38000K in steps of 100K. For each model we calculate normalized composite spectra accounting for the observed rotational velocities (105 km/s for each star) and the spectral resolution of the spectrographs by convolving with the corresponsung broadening profiles. As the profile fits are of good quality, we do not account for macro-turbulence velocities as an additional broadening mechanism.
We then select a set of HeI and HeII lines, for which we compare model and observed spectra by calculating χ 2 -values. Figure 3 gives an example for one selected primary radius and a helium abundance n(He)/N(H) = 0.09. For each primary radius R 1 and temperature T 1 we then calculate a total χ 2 (R 1 , T 1 ) as sum of all the χ 2values of the individual helium lines. This will allow us to constrain temperature and radius of the components of the system as described in the next subsection.
Results of spectral analysis
The calculation of χ 2 -values as described above has been carried for the whole range of helium abundances n(He)/n(H) between 0.08 and 0.15 and for microturbulences v turb = 10 and 15 km/s, respectively. The lowest χ 2 -values were obtained with v turb = 10 km/s for the primary and 15 km/s for the secondary. As for the helium abundance, the enhanced value 0.15 can be ruled out, because the χ 2 minimum for the total of all HeII lines occurs at a significantly lower effective temperature than the minimum for the total of the HeI lines. The best solution is obtained for n(He)/n(H) = 0.09, where the χ 2 minima of the neutral and ionized helium lines are at very similar effective temperature T 1 and the total χ 2 of all the helium lines is the lowest. Figure 4 shows the isocontours ∆χ 2 = χ 2 (R 1 , T 1 )χ 2 min in the (R 1 , T 1 )-plane, which encompass 68% and 95%, respectively, of the individual solutions obtained in extensive Monte Carlo simulations of the line fitting process. From the location of the 68%-isocontour we read off the values T 1 = 35500 ± 200 K and R 1 = 8.85 ± 0.1 R for the primary star. From Table 1 and our value of ∆T = 1000K introduced above we then obtain for the secondary T 2 = 34500 ± 200 K and R 2 = 7.98 ± 0.06 R .
It is important to check the result of the χ 2 -analysis by a detailed comparison of observed helium line profiles with the stellar atmosphere model profiles calculated for the best model parameters. This is done in Figures 5 to 8 for the individual lines and the MIKE, UVES1 and UVES2 spectra. Note that for some lines we do not use all three sets of observed spectra, because of gaps in the wavelength coverage or inferior S/N ratio or obvious perturbations by cosmic rays etc. (see also Figure 3 ).
The fit of the HeI lines is generally very good, although we sometimes see small differences between the different observed spectra (compare, for instance, HeI 4471 MIKE versus UVES1, or HeI 5048 UVES1 versus UVES2 in Figure 6 ), which we attribute to the data reduction or small stellar variability. The fits of the HeII lines are also good, but we note two systematic effects. First, for HeII 4686 the absorption depths of the model profiles for both components are a little too strong for the UVES1 and the UVES2 spectrum (and also for the MIKE spectrum, which is not shown in Figure 8 ). We interprete this small discrepancy as a subtle effect of stellar wind clumping (see subsection 4.2). HeII 4686 is affected by stellar winds more strongly than the other optical helium lines and its line cores form in a region of the wind outflow, where double ionized helium has significantly recombined into HeII. As a result, the cores of this line react differently to deviations from a homogeneous flow when compared with H α , which we have used to constrain the wind mass-loss rate and wind density. In principle, we could use the observed discrepancy to constrain the stellar wind filling factor using the technique described by Kudritzki et al. (2006) , however, this is clearly beyond the scope of this paper, because the ef- fects on the determination of stellar parameters are very small. Anyhow, in order to be on the safe side with the analysis we have not included HeII 4686 in the χ 2 analysis. Second, for all the other HeII lines fitted the model profiles for the primary are a little too strong and a bit too weak for the secondary. This small discrepancy goes away, if we adopt a smaller temperature difference ∆T between primary and secondary, for instance ∆T = 0. However, the adopted ∆T = 1000K at T 1 = 35500K leads to a model surface brightness ratio of secondary to primary V-band flux of F 2 /F 1 = 0.982, wheres for ∆T = 0 we obtain F 2 /F 1 = 1.024 in clear disagreement with the observed value. We, thus, keep the value of ∆T = 1000K. We note that reducing the value to ∆T = 0 would have a small effect on the model SED for the composite system affecting the determination of distance modulus by ∆(m-M) ∼ 0.02 mag only.
HeII blends by nitrogen
The model calculations for the hydrogen and helium lines of our analysis do not include potential blends by metal lines, as the contribution of metal lines to the optical spectra of O-stars is usually weak, in particular, at the lower metallicity of the Magellanic Clouds. However, it is well known that nitrogen lines of NIII can affect the HeII lines HeII 4200 and 4541, most importantly in cases, when the atmospheres of O-stars are enriched through rotational mixing with material from the stellar interior, which has undergone the CN-cycle. We have, therefore, carried out detailed non-LTE line formation calculations using the the atomic models and methods described by Rivero González et al. (2012b,a) for the final atmospheric model of BLMC-02 to constrain the nitrogen abundance and the effects of NIII blends on the HeII lines. We have adopted four values of the nitrogen abundance N = 6.9, 7.5, 7.8, 8.5 defined as N = log n(N)/n(H) +12. Figure 9 shows the result for the prominent nitrogen line NIII 4379. In agreement with normal helium abundance n(He)/N(H) = 0.09 we can safely exclude a strong enhancement of nitrogen abundance through the CN-cycle and estimate a value of N = 7.5 or, at most, 7.8. This result is confirmed by the comparison with the NIII quartet lines at 4520Å shown in the same figure. For this nitrogen abundance the effects of nitrogen blending of the HeII lines are very small, as Figure 10 confirms. The nitrogen abundance obtained indicates a factor four (at most eight) increase through rotational mixing relative to the LMC standard value N = 6.9 for massive early type stars (see Hunter et al. 2008 ). 4.6. Systematic effect through turbulence pressure As described above, the fit of the helium lines required the assumption of a micro-turbulence of v turb = 10 and 15 km/s for the primary and secondary, respectively. However, as for instance discussed by Markova et al. (2018) , micro-turbulence will lead to a turbulence pressure term in the stellar atmosphere momentum equation, which can be approximated by P turb = xρv 2 turb , where ρ is the mass density and x is a factor of the order of 0.5 (Josselin & Plez 2007) . The gradient of turbulent pressure leads to an outward acceleration which effectively reduces the inward gravitational acceleration acting on a volume element in the O-star atmospheres. In the subsonic deeper layers of the stellar atmosphere, where the helium lines used for our spectral diagnostic are formed, this reduction can be straightforwardly estimated to be ∆log g = -log(1+xv 2 turb /v 2 sound ), where v sound is the sound speed. In the FASTWIND code (and also in most of the other NLTE model atmosphere codes available), turbulence pressure is not included when the atmospheric density stratification is calculated from the momentum equation. Thus, when we fit the observed helium lines as described above with model atmospheres adopting the gravities obtained from the analysis of radial velocity and light curve, we use atmospheric models with effective gravities which are too large because of the neglect of turbulence pressure. We can account for this effect by using FASTWIND models, for which the gravities are corrected by ∆log g, which is -0.04 dex for the primary and -0.09 dex for the secondary. From our available calculated grid of FASTWIND models we know that the use of models with these slightly lower gravities leads to a fit of the helium ionization equilibrium at effective temperatures 500K cooler than in the case where the effect of turbulence pressure is neglected (see also Puls et al. 2005 ). We therefore adopt T 1 = 35000 ± 500K for the primary star and T 1 = 34000 ± 500K for the secondary.
We note that an analogous effect on the effective gravity is caused by stellar rotation and the centrifugal acceleration g centri = v 2 rot /R (see, for instance, Herrero et al. 1992) . However, in the case of our objects with the rotational velocities, radii and gravities observed and accounting for an average of the rotation effect over the unresolved total stellar surface the influence on the gravity can be neglected.
The stellar parameters for both components of the system are summarized in Table 3 .
INTERSTELLAR REDDENING AND DISTANCE
The estimate of interstellar reddening and extinction is crucial for the determination of surface brightness, intrinsic colors and distance. We proceed in a similar way as described in Urbaneja et al. (2017) . We use the composite SED of our final atmosphere models of the primary and secondary and redden this SED by assuming a grid of E(B-V) and R V = A V /E(B-V) values in a range from 0.0 to 0.3 mag and 1.0 to 7.0, respectively. This is done by converting the filter passband values of E(B-V) and R V into monochromatic values E(4405-5495) and R 5495 = A 5495 /E(4405-5495) and then applying the reddening and extinction of four different monochromatic reddening laws, Cardelli et al. (1989) errors given in section 2, we then construct probability distribution functions N(E(B-V)), N(R V ), N(A V ) and N(m-M) for reddening, the ratio of extinction to reddening, extinction and distance modulus, respectively. Figure 11 shows the distribution of solutions N(R V , E(B-V)) in the two-dimensional plane of R V and E(B-V) of a simulation with 30,000 runs and assuming a FITZ reddening law. The curve surrounding the area containing 68% of the solutions is also shown and allows an assessment of the uncertainties of R V and E(B-V) . The two-dimensional distribution can be marginalized to derive one-dimensional probability distributions N(R V ) and N (E(B-V) ), which are displayed in Figure 12 together with their Gaussian fits. As already found in Urbaneja et al. (2017) , N(R V ) requires a two-component fit with two different standard deviations. The Gauss- fit is poor but still gives an idea of the uncertainty in R V . Note that because of assymetric nature of N(R V ) the mean value < R V > is larger than the value for the maximum of the distribution. For each pair (R V ,E(B-V)) we can de-redden the observed Monte-Carlo simulated magnitudes in each passband then use the model atmosphere magnitudes of the final composite model SED to calculate a distance modulus averaged over all passbands. The distribution N(R V , E(B-V) ) then allows to construct the probability distribution N(m-M) for the distance modulus given in Figure 12 together with its Gaussian fit. The standard deviation of this contribution is 0.03 mag and much smaller than expected at first glance from the large uncertainty of R V . The reason for this, as already pointed out in Urbaneja et al. (2017) , is the fact that the values for R V and E(B-V) found from the SED fitting are not independent but are instead anti-correlated, which limits the uncertainty range of extinction. This can be demonstrated by calculating A V = R V E(B-V) for each point in Figure 11 and then constructing the probability distribution function N(A V ) for visual extinction. This distribution together with the Gaussian fit is also given in Figure 12 . Table 2 summarizes the results for the different reddening laws. As an average over the four reddening laws we adopt E(B-V) = 0.09 ± 0.02 mag, A V = 0.26 ± 0.04 mag and a distance modulus m-M = 18.56 ± 0.04 mag. The uncertainty of the distance modulus is slightly larger than the σ-value of the Gaussian fit in Figure 12 , because we have added the effects of temperature and radius uncertainty in quadrature. The adopted value of R V in Table 2 is the mean value < R V > = 2.89 as calculated from the averages of E(B-V) and A V . As discussed above it is slightly larger than the maxima of the distributions N(R V ) for the individual reddening laws, which are also given in Table 2 .
For the calculation of our synthetic photometry we used the V, R, I filter functions and zero points by Bessell & Murphy (2012) . The 2MASS filter functions for J, H, and K s where downloaded from the 2MASS website and the zero points by Cohen et al. (2003) were used. For both sets of filters we checked the zero points by calculating Vega passband fluxes based on the HST Vega stis005 spectrum (see Bessell & Murphy 2012 for reference). We found excellent agreement with Bessell & Murphy (2012) and Cohen et al. (2003) . The Gaia G B and G R filter function (see Evans et al. 2018) were obtained from the Gaia website. To be consistent with our calculations for the other passbands we then determined zero points for these filters again by using HST Vega stis005 spectrum. Figure 13 shows an example for the comparison between observed and calculated model atmosphere colors.
THE DISTANCE MODULUS TO THE LMC FROM BLMC-02
As already discussed in Paper I, BLMC-02 is located slightly away from the center of the LMC and the line of nodes. Applying the geometric model for the LMC by van der Marel & Kallivayalil (2014) we estimate a difference in distance modulus ∆(m-M) = 0.031 ± 0.009 mag between BLMC-02 and the center of the LMC. If we apply this correction to the distance modulus of BLMC-02 obtained in the previous section, we obtain a distance modulus to the center of the LMC of (m-M) BLMC−02 LMC = 18.53 ± 0.04 mag. This is 0.05 mag larger than he most recent, very accurate distance modulus to the LMC of (m-M) LMC = 18.477 ± 0.026 mag measured by Pietrzyński et al. (2019) but agrees within the margin of the errors. The analysis of additional well detached systems of spectral type O using the same method as applied here is needed to investigate whether the difference is random or points to a systematic effect of the model atmosphere analysis.
SURFACE BRIGHTNESS AND INTRINSIC (V-K S ) COLOR
With the determination of interstellar reddening and extinction and the constraints on the stellar radii, we can use the known distance to the LMC to measure the surface brightnesses of the components of the binary system. Following Di Benedetto (2005) and Pietrzyński et al. (2019) we obtain the surface brightness S V in the V-band via
and
R is the stellar radius in units of the solar radius, d the distance in parsec and θ the angular diameter in milli-arsec. m 0 V is the de-reddened stellar magnitude in the V-band.
The values determined in this way for the primary and secondary are given in Table 3 together with the dereddened (V-Ks) colors. Note that for the distance we have used (m-M) LMC = 18.477 ± 0.026 mag ) but applied the correction ∆(m-M) = 0.031 ± 0.009 mag accounting for the location of BLMC-02 in the LMC as discussed in the previous section. Figure  14 shows the observed stellar surface brightness -color relationship by Challouf et al. (2014) and compares with the results of this work and of Paper I. Within the uncertainties we find agreement with Challouf et al. fit curve.
STELLAR EVOLUTION
The well constrained stellar parameters of both components of BLMC-02 provide an opportunity for a comparison with the prediction by stellar evolution theory. Please note, that in the following analysis we assume a single star evolution, as the stars had not yet time to interact strongly with only a minor tidal interaction taking place. We started by comparing our results with evolutionary tracks from Brott et al. (2011 ), Choi et al. (2016 and also with Geneva models (Ekström et al. 2012; Georgy et al. 2013 ), however we could not find an agreement with our measurements. For the masses of the system components, all of these models predict too low temperatures that do not correspond with the line features observed in the spectra. To check if it is possible to obtain an agreement we have eventually used the MESA stellar evolution code version 11701 (Paxton et al. 2011 (Paxton et al. , 2013 (Paxton et al. , 2015 (Paxton et al. , 2018 (Paxton et al. , 2019 . MESA allows us to calculate stellar evolution tracks specifically tailored to match the observed masses and then to check, whether stellar evolution also reproduces the other stellar parameters, such as effective temperature, radii, gravity and luminosity. We adopt LMC metallicity, a mixing length parameter α MLT = 1.6 and step function overshooting with an overshooting parameter α OV = 0.1. For the effects of mass-loss the MESA module applying the results obtained by Vink et al. (1999 Vink et al. ( , 2000 Vink et al. ( , 2001 is used. We also account for rotational enhancement of mass-loss. Eddington-Sweet circulation dynamical and secular shear instability, and the Goldreich-Schubert-Fricke instability (Heger et al. 2000) that are induced by rotation and result in mixing are taken into account. Semiconvection and the effects of internal magnetic fields based on the Spruit-Tayler dynamo (Spruit 2002) mechanism are also included. Figure 15 (left) shows a (log g, log T eff )-diagram with a sequence of evolutionary tracks for a massive star with an initial mass of 20 solar masses and different ratios of the angular rotational velocity to the critical rotational velocity Ω/Ω crit . The tracks were calculated to the point where the core hydrogen abundance drops to zero, i.e. to the end of the main sequence. We have chosen the (log g, log T eff )-diagram for this comparison, because the observed gravities and temperatures are very precisely constrained. The HR diagram gives a very similar result but is not shown for the sake of brevity. As can be seen, whether the tracks match the location of the primary star in this diagram depends crucially on the choice of the initial rotational velocity.
It is possible to use calculations of the same type as shown in Figure 15 (left) and to tune the initial mass and the initial value of Ω/Ω crit to obtain evolutionary tracks which come close to the stellar parameters (mass, effective temperature, radius, gravity, luminosity) of the primary and secondary star. However, these solutions predict rotational velocities of the order of 250 km/s, which are much higher than the observed values of 105 km/s. Thus, a mechanism is needed to reduce the outer rotational velocities, until the observed stage of the components of BLMC-02 is reached. The MESA package offers this possibility by multiplying the angular momentum transport coefficient by a factor am-nu, where am-nu=1.0 is the standard option and smaller values reduce the angular momentum transport from the interior to outer layers and thus lead to smaller rotational velocities. The right of Figure 15 displays a sequence of models, where Ω/Ω crit is fixed to 0.2 but am-nu is varied between 0.1 to 1.0. Obviously, the choice of the efficiency of the angular momentum transport has also a significant effect on the evolutionary tracks.
In Figure 16 we combine the dependence on intial rotational velocity and angular momentum transport efficiency and calculate evolutionary tracks for the primary and secondary, which come close to the observed stellar properties. We assume Ω/Ω crit = 0.22 and am-nu = 0.12 and initital masses of 19.99 and 19.30 M for the primary and secondary, respectively. Based on these calculations the age of the system is about 8.7 Myr as indicated in the figure. For this age the values of gravities and T eff of the two stars agree within about 1-σ with the observations, as do the calculated masses and luminosities. The calculated rotational velocities (130 km/s for the primary and secondary, respectively) are marginally too high but reasonably close to the observations. The tracks predict a slightly enhanced helium abundance due to rotationally mixing of N(He)/N(H) = 0.12 (after starting at the ZAMS with 0.08), which mildly disagrees with the observed value of 0.09. The nitrogen enhancement relative to the starting value on the ZAMS is ∆ N = 0.9 marginally in agreement with the constraints on the observed nitrogen abundance discussed in secion 4.5.
We note that the major reason for adopting a significant reduction of angular momentum transport efficiency combined with a relatively high initial rotational velocity is the requirement that the evolutionary tracks need to reproduce the high observed stellar effective temperatures. As is clear from Figure 15 (left) , evolutionary tracks with similar Ω/Ω crit but with am-nu = 1 reach the observed gravities at temperatures 3500K cooler than obtained from the spectral analysis, which is outside the margin of our errors. Model spectra calculated at these lower temperatures show ionized helium lines, which are clearly too weak, and neutral helium lines, which are slightly too strong. Moreover, the effective temperatures obtained by our analysis agree with the spectral type O7.5 (defined by the observed relative strength of neutral and ionized helum lines) as confirmed by comprehensive independent work analyzing the spectra of individual O-stars (see, for instance, Martins et al. 2015) . Thus, the only way to find agreement with stellar evolution is the assumption of reduced angular momentum transport.
Although this assumption sounds strong, we would like to point out that a similar conclusion was reached by Groh et al. (2019) for low-metallicity stars. These authors compared MESA models from Choi et al. (2016) with their Geneva models and found that in the MESA models the angular momentum transport is stronger, with the reason being a different treatment of the meridional currents. Groh et al. (2019) solve an advective equation for the angular momentum transport, while the diffusive euation is used in MESA.
DISCUSSION AND FUTURE WORK
The work presented here provided three major results, the determination of a new independent distance to the LMC, a measurement of surface brightness for two early type stars and a test of stellar evolution.
The LMC distance modulus of 18.53 ± 0.04 mag obtained from our spectroscopic analysis is 0.05 mag larger than the precision distance of (m-M) LMC = 18.477 ± 0.026 mag measured by Pietrzyński et al. (2019) leading to an agreement just within the margin of the errors. At this point it is hard to tell whether the difference is simply statistical, due to the depth of the LMC or caused by systematic effects not considered. Major potential sources for systematic effects are the model atmospheres used, their predicted spectra and energy distibutions and the calculation of synthetic photometry, which also involves the use of filter functions and photometric zero points. Our hope is that with more early type systems analyzed in exactly the same way it will be possible to identify potential systematic trends. This can then be used to calibrate the distance determinations with early type DEBs and then to use them for future applications at larger distances.
The surface brightnesses observed fit nicely on the extension to hotter stars of the surface brightnesscolor relationship obtained from interferometric measurements. Our goal is with the addition of more early type DEBs to obtain an accurate relationship at blue V-K s colors, which would then allow to determine surface brightnesses and distances without the model atmosphere dependent spectroscopic determination of effective temperatures.
In Paper I, we mentioned that for BLMC02 there was an inconsistency between the expected distance to the system, the measured reddening and the temperature from the T ef f -color relationship. In that study we finally adopted a temperature in accordance with the spectral type of the system. The results from the current analysis confirmed that our assumption regarding the distance and the reddening were correct and that indeed the temperature from T ef f -(V − I) color calibration was wrong. This may indicate a problem with the calibration, which is very uncertain for hot stars, but also with the color that was used. As seen in Fig. 13 , the observed V-I color is bluer than the one from the model, which is consistent with higher temperature that we were obtaining in Paper I from this color.
The results of our test of stellar evolution are somewhat inconclusive. While we are able to produce evolutionary tracks, which reproduce the observed stellar parameters close to the margin of the errors, this requires a fine tuning of initial stellar rotational velocity and, most importantly, the internal transport of angular momentum. This procedure leads to an angular momentum transport, which is suspiciously low. Again, only the investigation of more early type DEB systems carried out in a similar way will show, whether this indicates a general problem or is just a peculiar result for one individual system.
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