In the Proper Interval Vertex Deletion problem (PIVD), we are given a graph G and an integer parameter k > 0, and the question is whether there are at most k vertices in G whose removal results in a proper interval graph. It is known that the PIVD problem is fixed-parameter tractable and admits a polynomial but "unreasonably" large kernel of O(k 53 ) vertices. A natural question is whether the problem admits a polynomial kernel of "reasonable" size. In this paper, we take a significant step towards an affirmative answer by deriving an O(k 7 )-vertex kernel for the PIVD problem. Our kernelization is based on several new observations and a refined analysis of the kernel.
Introduction
For a graph class G, the G-Vertex Deletion problem is to determine whether a given graph can be transformed into a graph in G by deleting at most k vertices. The G-Vertex Deletion problem characterizes many classical graph problems such as the Vertex Cover problem, the Feedback Vertex Set problem, etc. By a classical result of Lewis and Yannakakis [12] , the G-Vertex Deletion problem is NP-hard if G is "non-trivial" (there are infinitely many graphs in G and infinitely many graphs not in G) and "hereditary" (G is closed under vertex deletion).
In this paper, we study a G-Vertex Deletion problem where G is the class of proper interval graphs. For simplicity, we denote this problem by PIVD, which stands for "proper interval vertex deletion". Recall that a graph is a proper interval graph if it is an intersection graph of unit-length intervals on the real line [8] . According to the classical result of Lewis and Yannakakis [12] , PIVD is NP-hard. Motivated by applications in seriation and measuring indifference between data items, van Bevern et al. [16] initiated the study of the PIVD problem from the parameterized complexity point of view. In particular, they proposed an FPT-algorithm with running time O((14k +14) k+1 kn 6 ) for the problem, where n is the number of vertices of the given graph, but left as a challenging open question whether the problem admits a polynomial-size kernel. The FPT-algorithm has been improved to O(6 k kn 6 ) by van't Hof and Villanger [17] , and later to O(6 k (n + m)) by Cao [2] , where n and m are the numbers of vertices and edges of the given graph respectively. Moreover, the open question was recently resolved in the affirmative by Fomin et al. [8] , who devised a kernelization algorithm which results in a polynomial but "unreasonably" large kernel of O(k 53 ) vertices. A natural question is then whether the PIVD problem admits a "reasonable" polynomial kernel, say O(k 10 ), as explicitly asked by Fomin et al. [8] . On the other hand, Fomin et al. [8] asked whether it is possible to prove that the PIVD problem does not admit a kernel of O(k 7 ) vertices. In this paper, we derive an O(k 7 )-vertex kernel for the PIVD problem, significantly improving the previous result and completely resolving both open questions posted by Fomin et al. [8] -an affirmative answer to the first open question and a negative answer to the second.
Preliminaries
Unless stated otherwise, all numerical data throughout this paper are integers.
Graph. All graphs considered in this paper are finite, simple and undirected. For a graph G = (V, E), V (G) denotes its vertex set and E(G) its edge set. For every edge uv ∈ E(G), vertices u and v are adjacent or neighbors. For a vertex v in G, we use N G (v) to denote its neighborhood, i.e., N G (v) = {u ∈ V (G) | uv ∈ E(G)}. For V ⊆ V , let N G (V ) = v∈V N G (v) \ V . We drop the subscript "G" from the notation if it is clear from the context. For U ⊆ V (G), the subgraph induced by U , denoted G[U ], is the graph with vertex set U and edge set {vw | v, w ∈ U, vw ∈ E(G)}. A path between two vertices v 0 , v t ∈ V (G) is a sequence v 0 , v 1 , ..., v t of distinct vertices such that v i v i+1 ∈ E(G) for each i ∈ {0, ..., t − 1}. The vertices v 1 , v 2 , ..., v t−1 are called inner vertices of the path. A cycle is a vertex sequence v 0 , v 1 , ..., v t such that v 0 , v 1 , ..., v t is a path and v 0 v t ∈ E(G). Let C be a cycle. The set of vertices in C is denoted by V (C). The length of C is |V (C)|. If G[V (C)] has exactly |V (C)| edges, C is called an induced cycle. A hole is an induced cycle of length at least 4. A vertex subset K is a clique if there is an edge between every two vertices in K.
such that there is no path between a vertex in X and a vertex in Y in G \ S. A graph is connected if there is a path between every two distinct vertices. A maximal connected induced subgraph is a connected component of the graph. In this paper, the size of a graph refers to the number of vertices in the graph.
Proper Interval Graph. A graph G is a proper interval graph if and only if we can associate with each vertex v ∈ V (G) an open interval I v = (l v , r v ) on the real line such that (1) vw ∈ E(G) for every two distinct vertices v, w ∈ V (G) if and only if I v ∩ I w = ∅; and (2) there are no two distinct vertices v, u such that I v ⊂ I u . There are several equivalent definitions of proper interval graphs (see, e.g., [8] for a detailed discussion). In particular, it was proved that a graph is a proper interval graph if and only if it contains neither claw, net, tent, nor hole as induced subgraphs [1, 19] . See Figure 1 for claw, net, tent, and hole. A vertex hits a claw, net, tent or a hole in G if it is a vertex of an induced claw, net, tent or a hole in G. Hence, the PIVD problem is to find a hitting set of size at most k for all nets, tents, claws and holes in the given graph.
A vertex ordering σ = v 1 , ..., v n for G is called a proper interval ordering if for every 1
A graph is a proper interval graph if and only if it admits a proper interval ordering [13] . Proper interval orderings can be computed in linear time, if they exist (see, e.g., [3, 5, 15] ). By convention, in this paper orderings of vertices are read from left to right. Hence, v 1 is the first vertex and v n is the last vertex of σ.
It is known that for every proper interval graph G (this holds in fact for interval graphs, a superset of proper interval graphs) there is a linear ordering of its maximal cliques such that for every vertex v, the maximal cliques containing v occur consecutively [9, 10] . Such an ordering of maximal cliques of a proper interval graph G is referred to as a clique path of G. It is known that a clique path of a proper interval graph can be constructed in linear time [9] .
Parameterized Complexity. A parameterized problem is a subset Q ⊆ Σ * × N for some finite alphabet Σ, where the second component is called the parameter. A kernelization algorithm, or simply kernelization, for a parameterized problem Q is an algorithm that transforms each instance (x, k) of Q in time (|x| + k)
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Tent Hole into an instance (x , k ) of Q such that (1) (x, k) ∈ Q if and only if (x , k ) ∈ Q; (2) k ≤ f (k) for some computable function f ; and (3) |x | ≤ g(k) for some computable function g. Here, the new instance (x , k ) is called the kernel and the function g(k) is the size of the kernel. Moreover, if g(k) is a polynomial function of k, we say that (x , k ) is a polynomial kernel of the problem Q. In the context of graph problems, the size of the kernel is often measured in terms of the number of vertices, see, e.g., [6, 8, 14, 18, 20] . In particular, a g(k)-vertex kernel is a kernel of g(k) vertices. We refer to [4, 6, 11, 14] for further discussions on parameterized complexity and kernelization.
Related Work
The most related paper to our work is [8] , where the authors obtained an O(k 53 )-vertex kernel for the PIVD problem. The kernelization studied in [8] is based on an elegant combination of the Sunflower Lemma [7] , a polynomial-time algorithm for the PIVD problem when the input graph is a circular-arc graph [17] , and several useful properties of proper interval graphs. Let (G, k) be a given instance of the PIVD problem. The framework of the kernelization studied in [8] is as follows. It first removes all connected components of G that are proper interval graphs. Then, for each remaining connected component G i of G, the kernelization finds a family A consisting of all vertex subsets that induce small forbidden induced subgraphs of size at most 8. Then, by utilizing the Sunflower Lemma, in polynomial time, it either calculates a subset B of A such that |B| ∈ O(k 8 ) and any minimal hitting set for all forbidden induced subgraphs of size at most 8 in A is a subset of B, or concludes that the given instance is a NO-instance. Assume it is the former case. Then, G i \ V (B) contains no forbidden induced subgraphs of size at most 8, where V (B) denotes the set of vertices appearing in some set in B. It is known that a connected graph that does not contain either claw, net, tent or holes of size at most 6 as an induced subgraph is a circular-arc graph [17] . Thus, each connected component of G i \ V (B) is a circular-arc graph. Van 't Hof and Villanger [17] studied a polynomial-time algorithm for the PIVD problem when the input graph is a circular-arc graph. Based on this polynomial-time algorithm, the kernelization finds a smallest vertex subset
Then, a clique path of G i \ T Gi can be found in polynomial time as discussed above. Based on some properties of proper interval graphs, the kernelization reduces the size of each clique to O(k 9 ), by removing a number of irreverent vertices. Finally, the total number of cliques is bounded by O(k 43 ) based on a reduction rule. In summary, the size of each connected component of the kernel is bounded by
Since every YES-instance has at most k connected components, the size of the kernel is bounded by O(k 53 ). At a high level, our kernelization has the same framework as that of [8] . Nevertheless, our kernelization differs from theirs in several significant aspects. First, instead of dealing with the given graph separately in terms of connected components, we consider the graph as a whole. Second, analogous to T Gi of G i in [8] , we calculate in polynomial time either a vertex subset T of G that satisfies some useful properties, or conclude that the instance is a NO-instance. However, the size of T in our kernelization is bounded by O(k 6 ), instead of by O(k 8 ) for T Gi as given in [8] . Third, instead of looking for a clique path of the proper interval graph G \ T (the property that G \ T is a proper interval graph is guarantied by the way that we find T ), analogous to G i \ T Gi in [8] , we partition V (G \ T ) into a sequence of cliques, referred to as a vertex-disjoint clique path of G \ T . This enables us to avoid repeat counting of vertices that appear in more than one clique. In the work of [8] , a vertex may belong to many cliques, and thus, be counted many times when analyzing the kernel size.
In addition to the improvement in the kernelization, our analysis of the kernel is also more refined. Let (G, k) be a kernel, and T be a subset of V (G) calculated as discussed above. Hence, |T | ∈ O(k 6 ). To analyze the number of vertices in the vertex-disjoint clique path of G \ T , we divide all cliques into two sets K m and K um , where K m includes all cliques which have neighbors in T , and K um includes all the remaining cliques. Due to a reduction rule, we show that each of K m and K um contains at most O(k 6 ) cliques. Due to another reduction rule whose application removes a number of irrelevant vertices in each clique, we show that the size of each clique in K um is bounded O(k). This leads to at most O(k 7 ) vertices appearing in K um . Then, instead of analyzing the total number of vertices in cliques in K m individually, as the authors did in [8] (implied in their analysis), we consider them as a whole, based on a relationship between the vertices in T and vertices in cliques in K m . In particular, we first show that each clique in K m contains at most O(k) vertices which have no neighbors in T . Thus, we have in total O(k 7 ) such vertices which have no neighbors in T . Then, we map each remaining vertex in a clique in K m to one of its neighbors in T . We further show that for each vertex v ∈ T there are at most four cliques which contain a vertex that is adjacent to v and, moreover, in each such clique there are at most O(k) vertices that are mapped to v. This gives us an upper bound O(k 7 ) for the number of vertices in cliques in K m which have at least one neighbor in T . In total, we achieve a kernel of
Reduction Rules and the Kernelization
In this section, we study a kernelization for the PIVD problem. Let (G, k) be an instance of the PIVD problem. In general, the kernelization repeatedly finds a T ⊆ V (G) such that G\T is a proper interval graph and applies a set of reduction rules to shrink the instance until none of them is applicable. The following lemma either extracts such a T from V (G) in polynomial time, or immediately concludes that the instance is a NO-instance. Lemma 1. Let (G, k) be an instance of the PIVD problem. Then there is a polynomial-time algorithm that either finds a nonempty set T ⊆ V (G) such that 1. G \ T is a proper interval graph; 2. every Y ⊆ V (G) of size at most k is a minimal hitting set for claws, nets, tents, and holes of length at most 6 in G if and only if it is a minimal hitting set for claws, nets, tents, and holes of length at most 6 contained in
A similar lemma, which can be obtained from Lemma 1 by replacing all occurrences of "6" by "8", was studied in [8] . In fact, Lemma 1 holds if we replace all occurrences of "6" by any integer "r ≥ 6". The reason that the authors studied Lemma 4.1 in [8] , other than Lemma 1 in this paper, is that they need the Lemma 4.1 to show that some vertices are irrelevant to the answer of the instance and thus can be safely removed from the graph. We manage to achieve the same goal through Lemma 1 based on some refined observations (see the proof of Lemma 5 for the details). Replacing all occurrences of "8" with "6" in the proof of Lemma 4.1 in [8] directly gives us a proof for Lemma 1. In order not to divert the attention, we omit the proof here and refer it to [8] . We remark that the proof relies on the Sunflower Lemma.
Assume that we have a T ⊆ V (G) as stated in Lemma 1. Since G \ T is a proper interval graph, we can find in linear time a proper interval ordering σ of G \ T [3, 5, 15] . To utilize the reduction rules, we need to derive some properties of G \ T based on σ.
Lemma 2. Let σ = v 1 , ..., v n be a proper interval ordering of G \ T , then we can find a sequence of cliques K 1 , ..., K p of G \ T in polynomial time such that the following conditions hold.
For every clique
That is, vertices of K i occur consecutively in σ.
For every
there is no edge between K i and K j .
Proof. We construct a sequence of cliques K 1 , ..., K p satisfying the above conditions as follows. Let
.., K i are known for some integer i. We construct K i+1 as follows. First, let K i+1 = ∅. Then, we add the vertices in V (G \ T ) \ 1≤j≤i K j into K i+1 one by one, according to σ, as long as K i+1 is a clique. After calculating K i+1 , we calculate K i+2 similarly. The procedure continues until all vertices of G \ T have been put in a clique. It is clear that by constructing K 1 , ..., K p this way, Conditions (1) and (2) are satisfied. Assume for the sake of contradiction that Condition (3) is not satisfied. Thus, there are two integers i, j,
such that there is an edge between a vertex u ∈ K i and a vertex v ∈ K j . Let w be the first vertex in K j according to σ. Due to the construction, all vertices in K j−1 lie between u and v, and w lies between every vertex in K j−1 and v in σ in the case that w = v. Then, due to the definition of proper interval ordering, v is adjacent to every vertex in K j−1 . It then follows that w is adjacent to all vertices in K j−1 in both the case w = v and the case w = v. Thus, K j−1 ∪ {w} is a clique. However, according to the above procedure, w should be included in K j−1 other than K j ; a contradiction.
We call such a sequence of cliques K 1 , ..., K q a vertex-disjoint clique path of G \ T . Now we are ready to introduce the reduction rules. A reduction rule is sound if each application of the reduction rule does not affect the answer of the instance. An instance is reduced by a set of reduction rules if none of them applies to the instance. Some of the reduction rules (see below Rules 1-3) were also studied in [8] . However, recall that the definitions of T in the paper [8] and in our paper are different (as discussed after Lemma 1). Hence, we still need to prove the soundness of these reduction rules (except Rule 1 below whose soundness does not depend on the definition of T ). In the following, when we remove a vertex, we remove the vertex and all edges incident to it from the graph G. Before the application of the i-th reduction rule, we assume that the instance is reduced by all i -th reduction rules such that i < i. Moreover, before and after each application of a reduction rule, we assume a vertex subset T ⊆ V (G) that satisfies all three conditions stated in Lemma 1. For ease of exposition we constantly denote the vertices in T as w 1 , w 2 , ..., w t , where t = |T |. Meanwhile, σ is a proper interval ordering of G \ T . In addition, we constantly denote by K 1 , K 2 , ..., K p a vertex-disjoint clique path of G \ T with respect to σ. Due to Lemma 2, such a vertex-disjoint clique path can be found in polynomial-time.
The soundness of the following reduction rule is clear.
Rule 1.
If G has a connected component which is a proper interval graph, then remove all vertices in the connected component from the graph G.
Recall that determining whether a graph is a proper interval graph can be done in linear time [3, 5, 15] . Therefore, each application of Rule 1 takes polynomial time.
Rule 2. If G has an induced claw or tent which includes exactly one vertex w i in T , then remove w i from the graph G, and decrease the parameter k by 1. Proof. Let (G = G \ {w i }, k = k − 1) be the instance obtained from (G, k) by applying Rule 2 on a vertex w i ∈ T . We prove that (G, k) is a YES-instance if and only if (G , k ) is a YES-instance.
If there is an X ⊆ V (G ) such that |X | ≤ k − 1 and G \ X is a proper interval graph, then (G, k) is a YES-instance since G \ (X ∪ {w i }) is a proper interval graph. It remains to prove the opposite direction. Let X ⊆ V (G) be a minimal vertex subset such that |X| ≤ k and G \ X is a proper interval graph. Let Y ⊆ X be a minimal hitting set for all forbidden induced subgraphs of size at most 6 in G. Due to Lemma 1, Y ⊆ T . Then, since w i is a vertex of an induced claw (resp. tent) in G, and w i is the only vertex in the claw (resp. tent) included in T , it holds that w i ∈ Y ⊆ X. Now it is easy to see that G \ (X \ {w i }) is a proper interval graph. As |X \ {w i }| ≤ k − 1, (G , k ) is a YES-instance. Now, we derive a reduction rule to reduce the size of each clique in the vertex-disjoint clique path of 
Proof. We can construct such a t-tuple for a clique K i as follows. We first set K
. In both cases, we further reset
) that have not been put into any set K x i where 1 ≤ x ≤ j. It is easy to verify that by constructing the partition this way, all the conditions in the lemma are satisfied. Since t is bounded by O(k 6 ), the above procedure takes polynomial time.
In the following, for each clique
Lemma 5. Rule 3 is sound.
Proof. The following claim was studied in [8] .
Claim 1. Let H be a proper interval graph and let P = p 1 , ..., p be an induced path in H. Let u be some vertex of H, and let N P (u) be the set of its neighbors in P . Then, the vertices of N P (u) occur consecutively in P and, furthermore, |N P (u)| ≤ 4.
Let K i be a clique such that K * i = ∅, and let v be a vertex in K * i . Let G = G \ {v}. In the following, we prove that (G, k) is a YES-instance if and only if (G , k) is a YES-instance. Suppose that there is an X ⊆ V (G) of size at most k such that G \ X is a proper interval graph. Clearly, G \ X is a proper interval graph. For the other direction, suppose that there is an X ⊆ V (G ) such that |X| ≤ k and G \ X is a proper interval graph. Assume that X is minimal. Clearly, G \ (X ∪ {v}) is a proper interval graph. We claim that G \ X is also a proper interval graph. Assume for the sake of contradiction that G \ X is not a proper interval graph. Then, G \ X contains at least one of the forbidden induced subgraphs in Figure 1 . Since G \ (X ∪ {v}) is a proper interval graph, all forbidden induced subgraphs in G \ X must include v. Observe that X ∪ {v} is a union of a minimal hitting set for all forbidden induced subgraphs of size at most 6 and a minimal hitting set for all holes of length at least 7 in the graph G. According to Lemma 1, all minimal hitting sets for all forbidden induced subgraphs of size at most 6 in G are included in T . Thus, vertices in (X ∪ {v}) ∩ T hit all forbidden induced subgraphs of size at most 6 in G. Then, since v ∈ T , G \ X contains no induced subgraphs of size at most 6. As a result, v is a vertex of a hole Γ = a 1 , a 2 , ..., a such that ≥ 7 in G \ X, where v = a 1 , and a 2 and a are the neighbors of v on Γ .
Let v L and v R be any two vertices in K 
L lies on the left side of v, and v R lies on the right side of v in σ. For avoiding tedious discussions for i = 1 and i = p, let K 0 = K p+1 = ∅. Due to Lemma 2, it holds that {a 2 , a } ⊂ T ∪ K i ∪ K i−1 ∪ K i+1 . Now we assign a vertex p(a z ) ∈ K i to a z where z ∈ {2, }. In particular, if
If a z does not fit into any of the above cases, then a z ∈ T . In this case, let a z = w j ∈ T for some 1 ≤ j ≤ t. Since v ∈ K * i = ∅ and v ∈ N G (w j ), due to Lemma 4, |K
Observe that in all the above cases, a z is adjacent to p(a z ) for every z ∈ {2, } if a z = p(a z ) (This is clear if a z ∈ K i . Otherwise, if a z ∈ K i−1 ∪ K i+1 , then due to the fact that v is adjacent to a z and the definition of proper interval ordering, a z must be adjacent to p(a z ). Finally, if a z = w j ∈ T for some 1 ≤ j ≤ p, then due to Lemma 4, every vertex in K j i , including p(a z ), is adjacent to a z ). Moreover, p(a 2 ), p(a ) ∈ K i \ K * i in all cases. Thus, p(a 2 ) is adjacent to p(a ) if p(a 2 ) = p(a ), and v is adjacent to both p(a 2 ) and p(a ). Then, since Γ is a hole, p(a 2 ) ∈ {a 3 , a 4 ..., a }, and p(a ) ∈ {a 2 , a 3 , ..., a −1 }. We proceed with the proof by considering all possibilities of p(a z ) for z = 2, . We shall show that each case leads to some contradiction. Case 1. p(a 2 ) = p(a ). In this case, it must be that p(a 2 ) ∈ {a 2 , a }, since otherwise, a 2 and a are adjacent, contradicting that Γ is a hole. Then, as discussed above, p(a 2 ) is adjacent to both a 2 and a . However, since a 2 , a 3 , ..., a is an induced path and ≥ 7, this contradicts with Claim 1.
Case 2. p(a 2 ) = p(a ) and p(a z ) = a z for a z ∈ {2, }. Since p(a 2 ) and p(a ) are adjacent and Γ is a hole, it must be that p(a 2+ −z ) = a 2+ −z . However, since p(a 2+ −z ) is adjacent to a 2+ −z and a 2 , a 3 , ..., a is an induced path, this contradicts with Claim 1.
Case 3. p(a 2 ) = p(a ) and {p(a ), p(a 2 )} ∩ {a , a 2 } = ∅. Let x be the largest integer in {2, 3, ..., } such that a x p(a 2 ) ∈ E(G) and y the smallest integer in {2, 3, ..., } such that p(a )a y ∈ E(G). Due to Claim 1, a x p(a 2 ) ∈ E(G) for every 2 ≤ x ≤ x and a y p(a ) ∈ E(G) for every ≥ y ≥ y Moreover, x ≤ 5 and y ≥ − 3. If ≥ 9, or = 8 and x < 4, then we have a hole p(a 2 ), a x , a x+1 , ..., a y , p(a ), contradicting that G\({v}∪X) is a proper interval graph. Otherwise, if = 8 and x ∈ {4, 5}, then p(a 2 ), p(a ), a 2 , a 4 form an induced claw, contradicting that G \ ({v} ∪ X) is a proper interval graph either. It remains only the case that = 7. In this case, if y > x, then, we still have a hole p(a 2 ), a x , a x+1 , ..., a y , p(a 7 ), contradicting that G \ ({v} ∪ X) is a proper interval graph. Otherwise, at least one of a 4 and a 5 is adjacent to both p(a 2 ) and p(a 7 ). Assume that a z , where z ∈ {4, 5} is adjacent to both p(a 2 ) and p(a 7 ). Now the vertices a 1 , a 2 , a z , a 7 , p(a 2 ), p(a 7 ) form an induced tent in G \ X (notice that due to Claim 1, there is no edges between p(a 2 ) and p 7 , and between p(a 7 ) and a 2 ). However, we have discussed that G \ X contains no induced subgraph of size at most 6, a contradiction.
We say a vertex w j ∈ T marks a clique K i , 1 ≤ i ≤ p, if w j has at least one neighbor in K i . Let K um be the set of all cliques of {K 1 , ..., K p } that are not marked by any vertex in T , and K m = {K 1 , ..., K p } \ K um . We call cliques in K m marked cliques and cliques in K um unmarked cliques. We say a clique K i attaches to another clique K j if there is an edge between a vertex in K i and a vertex in K j . According to Lemma 2, if K i attaches to K j , then K j is one of the neighboring cliques of K i , i.e, |i − j| = 1. Notice that since (G, k) is reduced by Rule 1, every unmarked clique attaches to at least one of its neighboring cliques.
Rule 4.
If there is an unmarked clique K i which attaches to only one of its neighboring cliques, then remove K i from the graph G.
Lemma 6. Rule 4 is sound.
Proof. Let (G , k) be the instance obtained from (G, k) by applying Rule 4 on an unmarked clique K i such that K i attaches to only one of its neighboring cliques, say K j where |j − i| = 1. We claim that no vertex in K i is included in a hole in G. Assume for the sake of contradiction that the claim does not hold. If j = i − 1 (resp. j = i + 1), let v be the last (resp. first) vertex in σ(K i ) such that v is included in a hole C in G. Let u and w be its two neighbors in C. According to Lemma 2 and the fact that K i is an unmarked clique, {u, w} ⊆ K i ∪ K j . Then due to Lemma 2 and the definition of proper interval ordering, it holds that uw ∈ E(G); contradicting that C is a hole. Therefore, the claim holds. Now we prove that (G, k) is a YES-instance if and only if (G , k) is a YES-instance. Suppose that there is an X ⊆ V (G) of size at most k such that G \ X is a proper interval graph. Clearly, G \ X is a proper interval graph. It directly follows that (G , k) is a YES-instance. It remains to prove the opposite direction. Let X ⊆ V (G ) be a minimal vertex subset such that |X | ≤ k and G \ X is a proper interval graph. Let Y ⊆ X be a minimal hitting set for all forbidden induced subgraphs of size at most 6 in G , and Z ⊆ X a minimal hitting set for all holes of length at least 7. Observe that Y ⊆ T , since otherwise Y ∪ Z for some Z ⊆ K i is a minimal hitting set for all forbidden induced subgraphs of size at most 6 of G, contradicting Condition (2) in Lemma 1 for (G, k) and T . Then, due to Lemma 1 for (G, k) and T , Y is a hitting set for all forbidden induced subgraphs of size at most 6 in G. Due to the above claim, Z hits all holes of length at least 7 in G. Therefore,
Due to Rule 4, for any sequence of consecutive unmarked cliques K i , K i+1 ..., K j there is a path between K i and K j in G \ T . Moreover, each unmarked clique K i must attach to both K i−1 and K i+1 .
Rule 5. If there is a sequence
; and 2. remove the cliques K i+2 , K i+3 , ..., K i+ −3 from the graph G.
Notice that Rule 3 applies to unmarked cliques. Due to Lemma 4, if K x is an unmarked clique and |K x | > 2k + 2, then K * x = ∅. Therefore, after an exhaustive application of Rule 3, |K x | ≤ 2k + 2 for every unmarked clique K x . Let K i , K i+1 , ..., K i+ −1 be a sequence of consecutive unmarked cliques as stated in Rule 5. According to Lemma 2, each clique K j , i + 2 ≤ j ≤ i + − 3, is a separator between K i and K i+ −1 in G \ T . Thus, we have that |K| = s ≤ 2k + 2, where K and s are as stated in Rule 5. The following lemma will be used in the proof of the soundness of Rule 5.
Lemma 7. Let v ∈ K i and u ∈ K j be two vertices in the vertex-disjoint clique path of G \ T such that 1 ≤ i < j ≤ p and G[ i≤x≤j K x ] is connected. Then, there is an induced path between v and u whose vertices are all from i≤x≤j K x . Moreover, if v has at least one neighbor in K i+1 and u has at least one neighbor in K j−1 , all inner vertices of the induced path are from i+1≤x≤j−1 K x .
Proof. We construct a sequence of vertices as follows. Let the first vertex in the sequence be v. Let a x denote the xth vertex in the vertex sequence. Thus, v = a 1 . Suppose that we have known the xth vertex a x and all vertices before a x in the sequence. We find the (x + 1)th vertex a x+1 as follows. Without loss of generality, assume that a x ∈ Kx for some i ≤x ≤ j − 1. If a x has a neighbor in Kx +1 , then let a x+1 be the last neighbor of a x in σ(Kx +1 ); otherwise, let a x+1 be last vertex in σ(Kx). Observe that since G[ i≤x≤j K x ] is connected, due to Lemma 2 there must be an edge between every two consecutive cliques Kī and Kī +1 where i ≤ī < j − 1. From the definition of proper interval ordering, it follows that the last vertex in σ(Kī) has at least one neighbor in Kī +1 . Due to this observation, no vertex in the sequence is repeated. Moreover, at most two vertices in each clique Kī, i ≤ī ≤ j, are added to the sequence. We recursively carry out the above procedure until we arrive at the clique K j . Let a be the first vertex in K j that we found according to the above procedure. Then, if a is on the left side of u in σ(K j ), we finish the construction by adding u after a; otherwise, we finish the construction by replacing a with u in the sequence. It is easy to verify that if v has at least one neighbor in K i+1 and u has at least one neighbor in K j−1 , all inner vertices of the induced path are from i+1≤x≤j−1 K x .
It is fairly easy to verify that the vertex sequence constructed above is a path. It remains to prove that it is an induced path. Let a x and a y be any two vertices in the sequence such that 1 ≤ x ≤ y − 2. Assume without loss of generality that a x ∈ Kx for some i ≤x ≤ j − 1. If a x+1 ∈ Kx, then due to the above procedure, a x has no neighbor in Kx +1 . Due to Lemma 2, a x has no neighbor in K y for every y ≥x + 2. Due to the above procedure, a y ∈ Kȳ for someȳ ≥x + 1. It follows that a x and a y are not adjacent. If a x+1 ∈ Kx, then due to the above procedure, a x+1 ∈ Kx +1 . Ifx + 1 = j, then according to the above procedure, it must be that a y = u. Moreover, u is not a neighbor of a x ; we are done. Ifx + 1 < j, then a x+1 is the last neighbor of a x in σ(Kx +1 ). Furthermore, a y ∈ Kȳ for someȳ ≥x + 1. Ifȳ =x + 1, then according to the above procedure, a y is the last vertex in σ(Kx +1 ) and, moreover, a y = a x+1 . Thus, a y and a x are not adjacent. Ifȳ ≥x + 2, then due to Lemma 2, a x and a y are not adjacent either. This completes the proof. Claim. Let K x+1 , K x+2 , ..., K x+5 be a sequence of consecutive unmarked cliques of G \ T . Then, no forbidden induced subgraphs of size at most 6 contains a vertex in K x+3 .
We first prove the claim for claw, net and tent. Since (G, k) is reduced by Rule 4, K x+1 attaches to K x , and K x+5 attaches to K x+6 . It is true that in each of induced claws, nets and tents, the distance between every two vertices is at most 3 (number of edges between them). Since G[ 0≤j≤6 K x+j ] is a proper interval graph, there is no induced claw, net or tent that includes a vertex of K x+3 in G[ 0≤j≤6 K x+j ]. According to Lemma 2 and the fact that K x+1 , ..., K x+5 are unmarked cliques, all vertices that have distance at most 3 from every vertex of K x+3 in G are from 0≤j≤6 K x+j . Therefore, there is no induced claw, net or tent that includes a vertex of K x+3 in G. Now let's consider holes of length at most 6. Observe that each hole that passes a vertex in K x+3 must pass at least one vertex in each K j where j ∈ {x, x + 1, ..., x + 6}. Thus, every hole that passes a vertex in K x+3 is of length at least 7. This completes the proof for the claim.
It directly follows from the above claim that in G (resp. G ) there is no forbidden induced subgraph of size at most 6 that contains a vertex in R (resp. K). Now we prove that (G, k) is a YES-instance if and only if (G , k) is a YES-instance.
(⇒:) Let X ⊆ V (G) be a minimal vertex subset such that |X| ≤ k and G \ X is a proper interval graph. Let Y = X \ R. If G \ Y is a proper interval graph, we are done. Otherwise, according to the above claim, there is no forbidden induced subgraph of size at most 6 that includes a vertex of K in G . Therefore, Y is a hitting set for all forbidden induced subgraphs of size at most 6, and all holes of length at least 7 that do not pass any vertex of K in G . Thus, there must be a hole H of length at least 7 that passes a vertex
is a proper interval graph. We shall show that |Y ∪ K| ≤ k in this case. Let u, w be the two neighbors of v in H. According to Rule 5, it must be that one of {u, w} is from K i+1 and the other is from K i+ −2 . Without loss of generality, assume that u ∈ K i+1 and w ∈ K i+ −2 . Due to Rule 5, u has at least one neighbor in K i+2 and w has at least one neighbor in K i+ −3 in G. Then, according to Lemma 7,  there is an induced path from u to w in G whose inner vertices are all from R. Replacing v in H with the inner vertices in this induced path, according to the order of the vertices in the induced path, gives a hole of length at least 7 in G \ Y . Since G \ X is a proper interval graph, this implies that X contains at least one inner vertex in this induced path between u and w; that is, X ∩ R = ∅. Let a ∈ X ∩ R. Without loss of generality, assume that a ∈ K x for some i + 2 ≤ x ≤ i + − 3. Due to the minimality of X, there is a hole H of length at least 7 in G such that V (H ) ∩ X = {a}. Let b, c be the two neighbors of a in H . Then, replacing a in H with each vertex in N (c) ∩ N (b) gives a hole of the same length. This implies that
(:⇐) Let X ⊆ V (G ) be a minimal vertex subset such that |X | ≤ k and G \ X is a proper interval graph. According to the above claim, there is no forbidden induced subgraph of size at most 6 that includes a vertex of K in G , and no forbidden induced subgraph of size at most 6 that includes a vertex of R in G. Thus, X \ K is a hitting set for all forbidden induced subgraphs of size at most 6, and all holes of length at least 7 that do not intersect R in G. Moreover, according to the above analysis, any hole H of length at least 7 that passes some vertex v ∈ K in G can be transformed into a hole of length at least 7 in the graph G, by replacing v in H with the inner vertices in an induced path between the two neighbors of v in H; and vise versa. If X ∩ K = ∅, then any hole of length at least 7 that passes a vertex in K must intersect X , implying that G \ X is a proper interval graph; we are done. Now assume that X ∩ K = ∅. Let a ∈ X ∩ K. Since X is minimal, there is a hole H of length at least 7 such that V (H) ∩ X = {a}. Let b, c be the two neighbors of a in H. According to Rule 5, |{b, c} ∩ K i+1 | = |{b, c} ∩ K i+ −2 | = 1. Then, replacing a with each vertex in N (c) ∩ N (b) in H gives a hole of the same length. This implies that N (c) ∩ N (b) ⊆ X . Due to Rule 5, N (c) ∩ N (b) = K. Let C be a minimum separator between K i and K i+ −1 in G \ T . Thus, any hole that passes a vertex in R must pass a vertex of C in G. It follows that G \ (X \ K ∪ C) is a proper interval graph. Since |C| = s = |K|, it holds that |X \ K ∪ C| ≤ k. Hence, (G, k) is a YES-instance.
Analysis of the Kernel
Assume that (G, k) is reduced by all reduction rules studied in the previous section. Then,
, where V (K um ) and V (K m ) are the sets of vertices in the unmarked cliques and marked cliques, respectively. Due to Lemma 1, |T | ≤ δ(k) = O(k 6 ). It remains to bound the size of V (K um ) ∪ V (K m ). To this end, for a vertex w i ∈ T , let K(w i ) be the set of all cliques that are marked by w i . Thus, K m = wi∈T K(w i ). Proof. Assume for the sake of contradiction that there is a vertex w i ∈ T such that |K(w i )| > 4. Let K a(1) , K a(2) , ..., K a(5) be any five arbitrary cliques in K(w i ) such that 1 ≤ a(1) < a(2) < a(3) < a(4) < a(5) ≤ p. Let x, y, z be any arbitrary vertices from K a(1) , K a(3) , K a(5) that are adjacent to w i , respectively. Due to Lemma 2, there is no edge between any two of {x, y, z}, implying that w i together with x, y, z form an induced claw in G. However, this contradicts with the assumption that (G, k) is reduced by Rule 2.
Lemma 9 directly implies that |K m | ≤ 4|T | ≤ 4δ(k). We will use this to prove an upper bound of |V (K um )|. The first and the second lines are respectively due to the facts that K j i = ∅ for every K i ∈ K m and every w j ∈ T such that K i ∈ K(w j ), and that |K j i | ≤ k + 1 for all 1 ≤ i ≤ p, 1 ≤ j ≤ t (see Lemma 4) . The third line directly follows from Lemma 9. In summary, we have that |V (K m )| = |A| + |B| ≤ 12(k + 1)δ(k). Theorem 1. The PIVD problem has an O(k 7 )-vertex kernel, where k is the parameter.
Proof. The kernelization for the PIVD problem is as follows. Let (G, k) be a given instance. We apply all reduction rules studied in the previous section to reduce the instance. Based on Lemma 1, before each application of a reduction rule, we find in polynomial time either a vertex subset T of G such that |T | ≤ δ(k) = O(k 6 ) and G \ T is a proper interval graph, or concludes that (G, k) is a NO-instance. If it is the latter case, we return a trivial NO-instance. If it is the former case, we further find in polynomial time a vertex-disjoint clique path K 1 , K 2 , ..., K p of G \ T , based on Lemma 2. Let (G , k ) be the reduced instance. Due to Lemmas 3, 5, 6 and 8, (G, k) is a YES-instance if and only if (G , k ) is a YES-instance. Since each application of a reduction rule takes polynomial time and reduces the size of the graph by at least one vertex, the kernelization takes polynomial time. It remains to analyze the size of the kernel. Since no reduction rule increases the parameter, it holds that k ≤ k. Let T be a vertex subset of G that satisfies all 3 conditions stated in Lemma 1, and let K 1 , ..., K p be a vertex-disjoint clique path of G \ T . Let K m and K um be the set of marked cliques and the set of unmarked cliques in {K 1 , ..., K p }, respectively. Due to Lemma 10 and Lemma 11, we have that The theorem then follows from δ(k) = O(k 6 ).
