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INTRODUCTION
Designing and validating rubrics for capstone experiences, such as fourth year design projects and research-oriented theses, is a long and challenging process, involving attempts to balance the needs of a department, students, as well as supervisors, each of whom have different priorities. In a large undergraduate program, such as Engineering Science at the University of Toronto, a required thesis course essentially amounts to 200 independent study courses, necessitating strategiessuch as universal rubrics -to ensure some degree of uniformity of experience and expectations between a large number of supervisors. Many of these supervisors, especially those outside the Faculty of Applied Science and Engineering, are not used to working with Engineering Science students and have asked for guidance in assessment. Students, on the other hand, have used the rubrics as guidelines for both their deliverables and managing the research experience overall.
Previous papers have discussed the challenges involved in rubric development in this context, particularly those presented by the variety of projects and expectations of instructors involved in assessment of student deliverables, as well as the use of focus groups to gain a deeper understanding of student perspectives on course deliverables and rubric criteria [2, 3, 13] . This research has led to revisions in the rubrics deployed in the course which, we hypothesize, best balance the needs of all stakeholders in the process.
One key test towards validating this hypothesis involves measuring the scoring consistency or inter-rater reliability facilitated by the rubric. A traditional test would employ multiple expert assessors on a large sample of documents to measure inter-rater reliability. However, for this capstone experience, such a methodology would be difficult for two reasons. First of all, the thesis documents are highly specialized and discipline specific, meaning few expert raters could be found. Second, the documents range from 50-100 pages, meaning many assessments would necessarily be highly resource intensive.
For these reasons, in this study, two generalist expert raters -faculty members involved in supporting the thesis experience for all students and responsible for developing the rubric -assessed 12 theses and compared their results with each other, as well as the official scoring rubric of the actual supervisor. In addition to providing an assessment of inter-rater reliability, this process elicited some new insights about the design and use of the rubric, which are reported on in this paper.
BACKGROUND

Previous Work
While the required thesis course is a long-standing curriculum component in the Engineering Science program at the University of Toronto, it is only in the last six years that the course has employed instruction, assignment guides and rubrics to support the written and oral deliverables associated with the course, and the research experience as a whole. This change was the result of both students and supervisors expressing a need for better guidelines to help shape the thesis experience, and an interest in facilitating common assessment practices and inter-rater reliability across a large number of supervisors. An added requirement emerged in 2012, with the introduction of the graduate attributes process, and the thesis rubrics were then adapted for use in the assessment of the communication and investigation attributes [2] .
As described in [2] and [3] , our thinking around interrater reliability and the challenge of testing it was influenced by two mitigating factors: first, the students are assessed by full faculty members who are experts in their field. Second, the way in which the rubrics have been designed -including a "rough guide" with specific written descriptions of each requirement at each level of performance -was an attempt to create clarity and a common vocabulary across assessors, which has also been explored in other research as a way of improving interrater reliability [1, 11] . However, despite the challenging circumstances for measuring inter-rater reliability, it is an important step in continuing to evolve and improve the rubrics associated with the course.
In previous work, the student interpretation of the rubric requirements and the applicability of the rubrics to individual student projects, through the use of student focus groups, has been described [13] . This work elicited a better understanding of how the students use the rubric, vocabulary in the rubric that was unclear, and the students' impression of how their supervisor was (or perhaps, was not) using the grading rubric.
The criteria used in the rubric are described below, in Table 1 , each of which is scored with four levels of achievement; poor, adequate, good, and exceeds expectations. The first four categories correspond to different sections of the document, or rhetorical tasks the thesis must perform, with each criteria setting out goals for that section. These categories represent an attempt to balance brevity, usability, and informativeness for supervisors and students. As mentioned in [2] , we have also produced a Rough Guide to the Thesis Requirements, shown in Appendix A, in response to supervisors and students seeking a more detailed explanation of what each of the four levels of achievement mean with respect to each criterion. 
Engages with and explains results intelligently
Identifies key claims to be drawn from results of research or design evaluation, qualifies them appropriately Outlines significance of research done, identifies potential future work that arises from thesis work Overall/ Document Design Abstract concisely summarizes purpose, methods, key results of research, and presents conclusions clearly Document length, formatting, structure meets stated requirements, and specific demands of thesis topic Organized well, with content in discrete and appropriate positions in paper, structure clearly laid out, transitions that create flow in document Demonstrates grammatically correct, coherent prose that concisely and clearly communicates complex topics in well designed paragraphs and sentences Uses and integrates well-designed visuals effectively to communicate key concepts / results Provides clear attribution of ideas throughout paper using a known referencing standard; uses references effectively to help establish context, back claims, or justify decisions
The rubric also includes another section, with six criteria, describing "Project Experience." However, that section describes components such as whether the student "demonstrated initiative, an ability to work independently, Dalhousie University; June 19 -22, 2016 -3 of 9 -time management skills and ownership of work throughout thesis project", alongside other aspects of the student's performance over the course of the year, measured through interactions with the supervisor. We chose, therefore, to remove those components from our analysis.
Literature on Inter-rater Reliability
Inter-rater reliability represents the extent to which different reviewers assign the same score to a particular variable -in this case, a requirement on a rubric. Although in ideal circumstances, a large number of raters may be used to measure inter-rater reliability, it is often the case, particularly in unique capstone experiences, that it simply isn't possible. As noted by Jonsson and Svingby in a review of 75 papers about scoring rubrics, "two raters are, under restrained conditions, enough to produce acceptable levels of inter-rater agreement" [8] . This review paper also examined the specific calculations used to measure inter-rater reliability across these 75 papers, and found that a large number of studies use percentage agreement (exact or adjacent), and/or a measure of correlation such as Cohen's kappa, Pearson's r or Cronbach's alpha. What is deemed as an acceptable level of inter-rater reliability, across this literature review, depended on the type of assessment; for example, consider formative vs. highstakes summative, and the importance of a particular level of inter-rater reliability in each case. In examining a few specific examples of similar studies with a small number (2-7) of raters focusing on the assessment of capstone experiences, communication, critical thinking and portfolio development, a combination of percentage agreement and a correlation coefficient was used to measure inter-rater reliability [1, 7, 9, 12, 14, 15] .
As reported above, inter-rater reliability is often reported based on percentage agreement [10] . Percentage agreement, more specifically, is calculated by looking at the number of variables on which the raters gave the same score, versus the total number of variables under examination. However, a concern with this methodology is that it does not account for chance agreement (for example, agreement when raters are simply guessing), and so Cohen's Kappa, a type of correlation coefficient, was introduced to allow for this possibility and adjust the inter-rater reliability in the case of two raters [4] , while the Fleiss Kappa, an adaptation of Cohen's Kappa, is used when there are three or more raters [6] .
Cohen's kappa is calculated using the following formula:
Where Pr(a) represents the actual observed agreement, and Pr(e) represents the chance agreement, with total sample size calculated based on the total number of observations by the raters. A weighted version of Cohen's kappa is used to weight disagreements differently, and hence is considered to be particularly helpful for ordinal scales [5] .
Cohen's kappa ranges from -1 to +1, with +1 representing "perfect agreement" between raters and -1 representing "perfect disagreement". According to Cohen [9] .
It should be noted that both Cohen and Fleiss' Kappa may lower the estimate of agreement by too great a margin, as it is difficult to estimate how much "guessing" is really taking place [10] . In other words, if there is a strong level of agreement across raters, and in particular if conditions for good inter-rater reliability have been met (competent raters, appropriate training, appropriate rubric requirements and clear descriptions of the criteria at the stated competency levels), it's possible that the strong level of agreement can be fully or mostly attributed to the rubric and the raters' interpretation of the rubric, and not to chance.
METHODOLOGY
All students enrolled in the thesis course were invited to a focus group to discuss the thesis experience. Twentyfour students participated, representing a variety of supervisors, program majors (and therefore thesis topics), as well as a variety of performance levels. The results of the focus group were described in [13] , and students were also asked to self-assess using the rubric. These selfassessments are not discussed in this paper, due to time limitations, but will be the subject of a future paper. Supervisor data was taken from the actual, final assessments of student work. From those twenty-four, two generalist expert readers then independently scored twelve randomly chosen theses. As shown above, the thesis rubric contains eighteen criteria, grouped into 5 sections (4 with 3 categories, one with six), with four levels of achievement for each criteria; poor, adequate, good, and exceeds expectations. In total, then, we measured the agreement between raters for 216 scoring decisions, in which there were four ordinal categories.
We calculated the frequency of agreement (otherwise stated as percentage agreement), first, between the two generalist experts; then between the two generalist experts and the student's supervisor. Since frequency of agreement does not take into account the possibility of chance agreement, we use Cohen's Kappa to measure inter-rater reliability between the two generalist readers, choosing the weighted Kappa because of the ordinal nature of the data set. To assess the three way agreement between the two generalists and the supervisor, we used Fleiss's Kappa. Finally, we assessed the frequency of agreement for each rubric criterion and group to identify which components were particularly problematic for both two way and three way agreement.
RESULTS AND DISCUSSION
Overall Inter-rater Reliability
The following results were generated from the analysis. Between the two expert generalist readers, we saw 47 points of disagreement, giving us the following results: Based on the scale developed by Cohen identified above [5] , our weighted Cohen's ϰ indicates substantial agreement. Of note is the fact that we saw no disagreements where the two expert generalist raters differed by more than one point on the scale. This degree of agreement initially suggests that the rubric is a valid tool for improving uniformity of assessment across the projects. However, it should be acknowledged that the two expert generalists collaborated on the development of the rubric and are involved in the thesis experience in similar ways -from the perspective of supporting the development of thesis documentation and the research experience more generally.
In the three way analysis between the expert generalists and the respective supervisors, there was much more disagreement: 146 out of 216. This gives us the following results:
Frequency of Agreement (two generalist raters + supervisor): 32.41%
Fleiss' ϰ = 0.2577
Based on the scale developed by Landis identified above, our Fleiss's ϰ indicates fair agreement. This is perhaps not surprising, given that the supervisors did not design or receive formal training in using the rubric. In fact, this is one of the findings that highlights a need to better understand supervisor interpretation of the rubric. Supervisors engaged in the Engineering Science Thesis course typically see 1-2 projects, where the expert generalists see a greater range of work based on ongoing engagement with several students in the course. Exemplars, with a sample assessment rubric, may be considered to better support the supervisors.
Inter-rater Reliability by Section
Beyond traditional measures of inter-rater reliability, we also wanted to identify areas of most agreement/ disagreement both in the two and three way analyses.
Between the expert generalists, the most agreement was found in: A. "Establishes a clear research gap/design problem, makes a convincing case for the significance of proposed research work" B. "Describes methods or design in sufficient detail to enable understanding of work done"; C. "Document length, formatting, structure meets stated requirements, and specific demands of thesis topic." Agreement on the third of the criteria above can be easily understood since that criterion allows for the most objective measurement: page length, adherence to formatting requirements set out by the thesis assignment statement. The agreement on the first two criteria, however, are more significant. Both of those criteria are pivotal to a general understanding of the motivation and nature of the work, and that high agreement was achieved in those two areas is promising.
Most disagreement between the generalist experts was found on the following rubric requirements: A. "Identifies goal for thesis work that explicitly addresses this gap/problem; provides clear purpose statement" B. "Outlines significance of research done, identifies potential future work that arises from thesis work" C. "Abstract concisely summarizes purpose, methods, key results of research, and presents conclusions clearly" The first of these is interesting because it is the corollary of the first point of significant agreement: even though interpretations of gap identification are consistent, these results point to differences in opinion on how explicit and detailed the goal statement should be should be. The second point of major disagreement is also understandable in that the significance and future work of the thesis may be described to varying degrees, and perhaps one expert generalist had expectations for greater depth than the other. Finally, since the third assesses an entirely stand alone section of the thesis -the abstractthe level of disagreement here is also understandable and may be attributed to disagreements in the level of detail needed.
In the three-way analysis, on the other hand, the most agreement was found in the Methods section of the rubric, Dalhousie University; June 19 -22, 2016 -5 of 9 -and in the criterion for visuals integration. This might correspond to the procedural nature of the methodology section, and the simpler rhetorical task of integrating visuals.
The most disagreement was found in the Discussion section, in particular with the criteria of "Engages with and explains results intelligently." Given the makeup of the readers, it is also understandable, given that the supervisor is judging the interpretation of data from a subject matter expert's point of view, while the generalist may be looking at it from a rhetorical perspective, and assessing how well have they backed the claims they are making with the available data.
These points of disagreement, for both the two-and three-way analysis, suggest points of greater intervention, either via the training of supervisors, or in the revision of the rubric elements.
Other Emergent Themes
Our analysis of these rubrics also demonstrated some challenges involved in mandating supervisor use of the provided rubrics. Several of the supervisors demonstrated little range in their scoring of the student, indicating the same level of performance across the board (eg. 4s in every category). Both the generalist experts' assessments of these particular thesis documents demonstrated significantly greater range, suggesting that some supervisors may not be assessing carefully according to the criteria provided.
The second, other noticeable finding relates to the correspondence between the rubric's description of levels of achievement and the grade awarded to the student. In the rubric, the four levels of achievement correspond to various grade ranges: 1 -Fails (0-60%); 2 -Adequate (60-70%); 3 -Good (70-80%); 4 -Exceeds expectations (80-100%). In most cases, awarded grades corresponded well to the categories most often checked by supervisors; students scoring the majority of components in category 4, for example, were awarded with grades above the 80% mark. Students with a mix of scores in the 3-4 range received in the 70-85% range. While supervisors were internally consistent in their rubric and numerical assessment of students, significant disagreement between the generalist experts and the supervisor on the overall quality of the thesis document was recorded on several occasions. In most cases, the supervisor assessment was more generous than that of the generalist experts, except for those theses considered to be exceptional.
It should also be noted that there are limitations to the capabilities of the generalist experts. While the generalist experts are very familiar with the thesis course, the requirements of a strong research project and the course deliverables, there are dimensions of the thesis that they are not familiar with: for example, did the student describe all of their methods/results appropriately? How do we know whether the literature review represents state of the art in the field? Is the future work outlined appropriate, given the state of the field and the results of the thesis?
CONCLUSIONS AND FUTURE WORK
Our work on rubrics in this course, via studies in rubric design, student focus groups, and other means, has been geared at assessing the rubric's validity as a multi-purpose tool. Our analysis of the inter-rater reliability of the rubric was intended to help assess its validity as a means of developing consistency in the scoring of students. Our findings suggest that there is substantial agreement between raters who are highly familiar with the rubric, but only fair agreement across those raters and the supervisor. A deeper understanding of the scoring approach of the thesis supervisors would be useful, particularly their thought process when completing the rubrics. Focus groups or interviews with thesis supervisors will be the next step in this work.
