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Resume { Cet article traite de la conception d'un brouilleur \intelligent" dans le cas ou les signaux emis sont non lineaires. Le
terme \intelligent" est employe car le brouilleur doit e^tre capable de suivre l'evolution des caracteristiques du signal a brouiller.
En eet, ce brouilleur doit simultanement emettre un signal de brouillage (de fort niveau) et estimer les caracteristiques du signal
utile (de faible niveau). La solution originale retenue est basee sur l'utilisation d'une sequence de brouillage a faible pouvoir
d'excitation. Cette solution a ete validee sur signaux sonar sous-marins par une procedure de traitement non lineaire des donnees
montrant la faisabilite de la conception d'un brouilleur \intelligent".
Abstract { This paper deals with a \new concept" of a jammer in which the emitted signals are nonlinear. The term \new
concept" is employed to characterize the adaptivity of the jammer, because it must simultaneously send a jamming sequence and
estimate the the characteristics of the sequence of interest.This original approach use a jamming sequence which do not satisfy
the persistence of excitation (PE) condition. This approach has been validated on real underwater acoustical signals.
1 Introduction
Cet article traite de la conception d'un brouilleur sous-
marin \intelligent" dans le cas ou on est confronte a des
problemes de transmission non lineaires du^s essentielle-
ment a la mecanique et a la coque du brouilleur
1
.
La torpille emet un signal. A partir du signal retour la
torpille est capable de determiner la position du ba^timent
de surface. Le ro^le du brouilleur est donc de perturber
au mieux ce signal retour (voir gure 1), pour cela les
contraintes essentielles du brouilleur \intelligent" sont les
suivantes :
{ Le brouilleur emet un signal x
k
de fort niveau et
large bande an de perturber le signal emis s
k
, qui
est suppose bande etroite et de faible niveau.
{ Le brouilleur n'est pas aveugle, il doit e^tre capable
d'estimer simultanement les caracteristiques du si-
gnal s
k
, qui peuvent e^tre evolutives au cours de temps
(agilite de frequence), an d'adapter les parametres
du signal perturbateur x
k
.
Avec ces contraintes, la structure du brouilleur implique
des non linearites dans la propagation des signaux sonar.
Un ltrage lineaire du signal d'observation y
k
= s
k
+F [x
k
]
(ou F represente le systeme inconnu non lineaire), ne peut
pas modeliser correctement la dynamique du systeme. Les
modeles non lineaires (Volterra, NARMAX) depassent les
1. Cette etude a ete nancee par la Direction des Construc-
tions Navales. Nous remercions particulierement M. Eric Ruchaud,
ingenieur DCN St-Tropez de nous avoir permis d'inclure des signaux
sonar sous-marins.
limitations des modeles lineaires, mais ils sont tres gour-
mands en parametres. De plus, an d'identier les pa-
rametres du systeme inconnu F , le signal d'entree doit e^tre
susamment riche pour exciter toutes les non linearites.
Le choix du signal d'excitation qui est en me^me temps le
signal perturbateur est crucial pour le ltrage non lineaire
du signal capte y
k
par le brouilleur.
Dans cette application, 2 types d'entree seront compares :
le signal RMS (Random Multilevel Sequence) qui est a
excitation persistante et le signal cyclostationnaire BPSK
(Binary Phase Shift Keying) qui est a faible pouvoir d'ex-
citation. Les paragraphes 2 et 3 rappelent les principaux
resultats theoriques obtenus en [1, 2]. En revanche, le pa-
ragraphe 4 decrit la procedure de traitement non lineaire
et les resultats obtenus en acoustique sous-marine.
Fig. 1: Le brouilleur sous-marin.
2 Condition d'excitation persistante
2.1 Modele de Volterra
Le modele de Volterra a temps discret d'ordreN;M (degre
de non-linearite N et memoire M), est deni par
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ou y
k
est la sequence de sortie observee associee a la
sequence d'entree x
k
et h
i
(j
1
;    ; j
n
) correspond au noyau
d'ordre n. Le nombre p de termes de l'equation (1) est de
p =
(N+M)!
N !M !
  1. Si N et/ou M sont grands, le nombre p
augmente rapidement [3]. Si on observe le systeme a l'ins-
tant k et durant une periode L, le vecteur d'observation
s'ecrit alors,
y
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k
(2)
ou 
k
est une sequence de bruit, X
k
est une matrice des
donnees d'entree de dimension L p. Elle est denie par
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pour j
1
; j
2
; : : : ; j
N
= 0 : : :M   1. Si X
t
k
X
k
est de rang
plein, alors l'estime
^
 des parametres du modele, par les
moindres carres est donne par la relation
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2.2 Condition d'excitation persistante (PE)
La condition d'excitation persistante est denie comme
suit [4]
Denition 1 la sequence stationnaire x
k
est dite PE d'ordre
(N;M) si la matrice d'autocorrelation du modele
R
x
4
= E[x
k
x
t
k
] (5)
existe et est non singuliere.
La sequence RMS, denie ci-apres, est traditionnelle-
ment utilisee comme une sequence PE car elle satisfait la
condition PE si q  N + 1.
Denition 2 Soit x
k
une sequence i.i.d. prenant dans un
ensemble ni de valeurs distinctes l
1
; l
2
;    ; l
q
avec respec-
tivement p
1
; p
2
;    ; p
q
les probabilites de chaque valeur.
P
q
i=1
p
i
= 1. Alors x
k
est appele une sequence RMS q-
niveau.
Cependant, le nombre important de termes de ce modele
rend dicilement exploitable cette methode. En eet, lorsque
N est grand, la matrice R
x
est mal conditionnee et l'entree
ne stimule pas de facon egale les modes du systeme. An
de reduire le nombre de parametres a estimer, une solution
alternative est proposee.
3 Construction du modele de Vol-
terra minimal
On propose l'utilisation d'une sequence de type BPSK
(Binary Phase Shift Keying) car cette sequence a pour
caracteristiques de satisfaire les contraintes du brouilleur
\intelligent" et de ne pas satisfaire la condition PE. Le
modele de Volterra minimal sera construit a partir du cal-
cul de R
x
. En eet, comme la matrice n'est pas de rang
plein, on elimine les termes de modele de Volterra jusqu'a
obtention d'une matrice minimale de rang plein.
3.1 Signal BPSK
Le signal BPSK est un signal cyclostationnaire. Si l'on
echantillonne ce signal a un multiple entier R de la periode
de blocage T
c
du signal BPSK continu (i.e. F
e
= R=T
c
),
on obtient la sequence x
k
suivante
x
k
= b
k
z
k
k = 0; 1; 2; : : : (6)
b
k
=
1
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a
m
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z
k
= Acos(!
0
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ouR correspond au nombre d'echantillons bloques, !
0
=
2f
0
la pulsation reduite de la porteuse, a
m
une sequence
equiprobable i.i.d. prenant les valeurs 1 et p(k) un pulse
tel que
p(k) =

1 pour k = 0; : : : ; R  1
0 ailleurs.
(9)
La largeur de bande du signal est inversement propor-
tionnelle a R (pour R = 1 le signal est blanc). On note
que pour f
0
= 0 et R = 1 on obtient une sequence i.i.d.
binaire equirepartie.
3.2 Selection des termes du modele de Vol-
terra
La selection des termes du modele de Volterra se determine
par le calcul de R
x
. Il faut pour cela denir R
x
dans le cas
d'une sequence cyclostationnaire, celle-ci correspond alors
a l'autocorrelation du modele pour une sequence asymp-
totiquement stationnaire (cf [5]).
Denition 3 la sequence cyclostationnaire x
k
est dite PE
d'ordre (N;M) si la matrice d'autocorrelation du modele
R
x
4
= lim
T!1
1
T
T 1
X
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x
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] (10)
existe et est non singuliere.
Le rang de cette matrice permet de determiner le vec-
teur x
0
k
ne comprenant que les p
0
termes de x
k
associes aux
valeurs propres non nulles. R
x
0
est alors de rang plein. On
selectionne alors ces p
0
termes (cf [6] et [1] pour plus de
details).
4 Signaux sonar sous-marins
On ne presentera que les resultats obtenus a partir des
sequences d'entree RMS a 5-niveaux et BPSK de caracteristiques
(nombre d'echantillons bloques R = 5, frequence de la
porteuse f
0
= 0:105). Le modele non lineaire NARMAX
(Nonlinear Autoregessive Moving Average with eXoge-
nous inputs) a ete retenu pour l'identication du systeme.
En eet, en [2] et [7], on montre que l'etude eectuee sur
le modele de Volterra peut-e^tre etendue au modele NAR-
MAX. De plus, an de reduire le nombre de parametres
du modele, l'algorithme OLS (Orthogonal Least Squares)
a ete employe [8].
4.1 Procedure de traitement non lineaire
L'acquisition des donnees a ete realisee dans les locaux
de la DCN St-Tropez. Le signal utile dont on doit esti-
mer les caracteristiques est une frequence pure inconnue
(21kHz < f
S0I
< 29kHz), echantillonnee a une frequence
f
s
= 200kHz. Le rapport signal utile sur signal perturba-
teur est de
SNR = 10 log(A
2
=2P
x
) =  20dB
ou P
x
correspond a la puissance du signal d'entree.
Dans une premiere etape, l'identication du systeme in-
connu est realisee. Le modele NARMAX choisi est de
degre de polyno^me egal a 3 et de memoire en x de 25
et en y de 10. Les parametres sont estimes a partir d'une
sequence d'apprentissage ne contenant pas le signal utile.
Le nombre de parametres initial est de 8435. Apres la
phase d'identication par OLS on ne conserve que les 30
parametres de plus forte contribution.
La seconde etape consiste a ltrer la sequence d'observa-
tion contenant (ou pas) le signal utile. La derniere etape
consiste a estimer la frequence du signal utile sur le residu
du ltrage r
k
(r
k
= s^
k
ou 0) lorsque celui-ci a ete detecte.
4.2 Detecteur de frequence pure inconnue
Le detecteur est base sur le test d'hypotheses suivant
[9]:
H
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) + 
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ou L est la longueur d'observation,  la phase aleatoire
unformement distribuee et  correspond a un bruit blanc
gaussien de variance 
2

. L'amplitude A est supposee connue.
La frequence est supposee e^tre une variable aleatoire discrete
de densite de probabilite P (!
i
), avec !
1
< !
i
< !
M
.
Le rapport de vraisemblance est donne par :
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ou I
0
est la fonction de Bessel et q est donne par
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Le rapport de vraisemblance moyen est
(r) =
M
X
i=1
(rj!
i
) P (!
i
) (13)
L'hypothese H
1
est choisie si (r) > , ou  est un seuil
qui depend de la probabilite de fausse alarme xee
P
fa
=
Z
1

p()d
Dans ce cas, l'estimee de la frequence du signal utile cor-
respond a l'argument qui maximise (r).
4.3 Estimation de la frequence du signal
utile
Le residu du ltrage r
k
contient 900 echantillons. On
decoupe cette sequence en trois partie egale (A,B,C). On
sait que le signal utile est uniquement present dans la
partie B du residu et de frequence f
SOI
= 21kHz. La
gure 2 montre la densite spectrale de puissance de la
sequence d'observation pour la sequence de brouillage de
type BPSK de caracteristiques R = 5 et f
0
= 21kHz.
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Fig. 2: Densite spectrale de puissance de la sequence d'ob-
servation.
En pratique le seuil  ne peut pas e^tre calcule d'une
maniere theorique, car l'hypothese r
k
gaussien n'est pas
veriee. On estime donc la densite de probabilite p()
de (r) par simulation de Monte-Carlo en generant
10
P
fa
realisations. Une sequence gaussienne r
k
est simulee avec
la me^me largeur de bande que le residu reel avec P
fa
=
0:01, P (!
i
) = 1=M et f
1
= 18kHz < f < f
M
= 30kHz.
Le seuil obtenu pour les sequences de brouillage RMS
et BPSK (cf Table 1) est respectivement 
rms
= 1874 et

bpsk
= 1151. L'utilisation de la sequence RMS induit une
Partie A B C

rms
(r) 2370 2478 1560
Detection si 
rms
> 1874 oui oui non
Frequence estimee kHz 25 21 /
Partie A B C

bpsk
(r) 319 1711 636
Detection si 
bpsk
> 1151 non oui non
Frequence estimee kHz / 21 /
Tab. 1: Resultats experimentaux.
detection du signal utile dans la partie A et B, alors que
celui-ci n'est present que dans la partie B.
Les gures 3 et 4 representent respectivement la fonction
de vraisemblance normalisee obtenue sur les trois parties
A,B,C, pour la sequence de brouillage RMS et BPSK.
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Fig. 3: Fonction de vraisemblance normalisee pour la
sequence de brouillage RMS.
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Fig. 4: Fonction de vraisemblance normalisee pour la
sequence de brouillage BPSK.
On constate que la frequence qui maximise la fonction
de vraisemblance dans la partie B (partie ou le signal a
ete detecte) pour la frequence 21 kHz, ce qui est conforme
a l'experimentation realisee. Cependant, pour la sequence
RMS le signal a egalement ete detecte dans la partie A,
ce qui ne correspond pas a la realite de l'experimentation.
5 Conclusion
Cet article presente des resultats de traitements non
lineaires dans le cadre de l'application du brouilleur \intel-
ligent" sur des signaux sonar sous-marins. L'experimentation
realisee valide l'etude theorique proposee en [1, 2], ou
l'utilisation d'une sequence a faible pouvoir d'excitation
(BPSK) etait comparee a l'utilisation classique de sequence
a excitation persistante. Il resterait cependant, a valider
l'ensemble de ces resultats a partir d'une experimentation
en mer.
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