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This paperexamines theinflation experienceof so inflation, has been an autonomous policy deci-
eight Pacific Basin countries-the United sion, then only tighter monetary policy will be
States, Japan, Australia, South Korea, the Phil- able to stop inflation. Ifthis were the case, price
ippines, Malaysia, Taiwan, and Singapore--over and wage hikes would moderate once monetary
the 1957-77 period. We will attempt to identify policy moderated. Another possibility, however,
the causes of persistent inflation in each ofthese might be that monetary policy has been forced to
countries. accommodate large price or wage increases, or
Note that we concentrate on explaining persis- other disturbances. In this case, monetary tight-
tent inflation rather than simply short-term ening would subject the economy to the effects of
movements in particular prices. Over the last these disruptions, with little near-term effect on
twelve years in the United States, and for a good inflation. A more effective policy in this case
deal longer in many other countries, price levels would be direct government action to slow price
have climbed steadily, and at average rates that increases. The choice ofpolicy therefore depends
are high by historical standards. Furthermore, on whether monetary expansion is seen as the
there is no sign of a slowdown in this phenom- cause or effect of price changes.
enon. World inflation has not been a temporary This paper will investigate four factors which
outbreak, confined to a few commodity prices, are said to affect money-supply growth: increas-
but a continuing process affecting all prices. ing wage demands, the OPEC oil price hike of
In the next section, we will argue that inflation 1973, governmentdeficit spending, and the inter-
can continue only if there are continuing in- national transmission of inflation from abroad.
creases in the money supply. Non-monetary fac- We will consider whether these factors have in-
tors can cause temporary movements in the price deed systematically caused money growth and
level, but if these are responsible for prolonged inflation. The next section briefly discusses an
inflation, they must in some sense cause shifts in economic theory of inflation which links the
the rate ofmonetary expansion. According to our money supply and the price level. Section II pre-
line of reasoning, then, identifying the reasons sents Pacific Basin evidence for this link. Section
for accelerated money growth means identifying III investigates the effects of the above four fac-
the reasons for increased inflation. tors on money-supply growth, and Section IV
This approach is vital in formulating an anti- provides a briefsummary and discussion ofthese
inflation policy. For if monetary expansion, and results.
I. Money and Inflation in Theory
Inflation is an increase in the money price of
virtually all goods. Still, in any inflationary situ-
ation the prices of some goods will rise faster
than others, and the prices of still others may
*Associate Economist, Federal Reserve Bank ofSan Francis-
co. Benny Yu and Norman Carleton provided research assist-
ance for this paper.
23
even decline. These varying rates of change re-
flect the impact of such factors as changes in
tastes, shifts of labor and capital among indus-
tries, and introduction of new productive tech-
niques. While these phenomena can explain
movements in some prices relative to others dur-
ing an inflation, they cannot explain the inflation
itself, the upward tendency in all prices.Economic theory distinguishes between factors
such as these which affect relative prices, and
those which affect the general price level. We
canoutline the reasoning behind this distinction,
and give some flavor of the effect of money on
prices, by discussing price determination in a
very simple economy.
Consider an economy consisting of two com-
modities, com and tomatoes, and a fixed amount
ofcash. Assumethat land and water areplentiful
enough so that labor is the only scarce factor in
producing these commodities. Also, assume that
one-hour of labor will produce two pounds of
corn but only one pound of tomatoes.
In such an economy, possible outputs of the
two commodities can be detailed by a production
possibility curve as shown in Figure 1. This curve
shows the maximum amount ofcorn that can be
produced iftomato production is at a given level,
and vice versa. The negative slope of this curve
reflects the fact that tomato output can be in-
creased only by drawing labor away from corn
production, and so reducing corn output. Also,
the slope of this curve is -2, which reflects the
fact that one man-hour produces twice as many
pounds ofcorn as of tomatoes.
Prices and outputs in the economy will reflect
consumer tastes as well as these production con-
ditions, with the end result that tomato prices
will tend to be twice those ofcorn. Farmers know
that they can increase tomato output by one










pounds, andtheywill besatisfied with this trade-
off only if tomatoes yield twice the revenue of
corn. <Similarly, at this price consumers know
that for every extra pound of tomatoes they pur-
chase, theycan purchase two less pounds ofcorn,
and so they will adjust their consumption habits
untilthey are satisfied with this trade-off.
Attilesametime, economic agents hold money
because of the various conveniences it allows.
Theycannot increase consumption ofboth goods
without decreasing their holdings ofcash, and so
decreasing their enjoyment of these conven-
iences, nor can they increase holdings of money
without decreasing their consumption of goods.
The money price of goods, then, indicates the
purchasing power of money and so will tend to
equal the value to agents of holding cash bal-
ances.
As we have said, outputs ofcorn and tomatoes
will reflect consumers' desired consumption mix
given the 2-to-l trade between commodities. If
the supply of tomatoes is increased above the
usual level, the price of tomatoes will have to fall
before consumers will be willing to purchase the
increased amount. Furthermore, the output of
tomatoes can be so increased only if that ofcorn
falls. Though tomatoes are more plentiful than
before, corn is more scarce, and consumers will
be willing to pay higher prices to obtain these
smaller amounts of corn. As the price of toma-
toes falls, that of corn rises. Therefore the aver-
age price level, and so the purchasing power of
money, need not change.
If production conditions and consumer tastes
have not changed, prices and outputs will eventu-
ally move back to their old levels. However, even
in the short run, when outputs are varying, the
price level need not change since decreased to-
mato prices are offset by increased corn prices.
Again, this is because output ofone good can be
changed only by changing output of the other
good in the opposite direction.
This is not trueofthe money supply. For exam-
ple, it takes no diversion of resources to change
the denominations ofcurrency.1 Yet such redes-
signation will permanently change the supply of
dollars. With an increased supply of dollars,
money is less scarce at old prices, and consumers
will attempt to spend some of their increasedholdings by increasing purchases of commod-
ities. This increased demand will bid up the
prices of both goods, and so the price level will
rise. Dollars are more plentiful, and thus the val-
ue or purchasing power ofeach dollar has fallen.
In thefirst example, corn becomes more scarce
relative to tomatoes, but goods do not become
more scarce relative to money, since labor shifts
from producing one good to producing the other.
Therefore the price level, which is the average
money price ofall goods, need not change. In the
second example, demand and supply do not shift
from one good to the other. Rather, the larger
money supply increases the demand for both
goods. This makes both more scarce relative to
money, and the price level rises accordingly.
We have developed this analysis in a simple
two-good economy, but the same basic points
hold in the real world for any type ofdisturbance.
Changes in tastes, techniques, and wages switch
resources and expenditures from one good to an-
other, ultimately causing some money prices to
rise and others to fall. Only increases in total as-
set holdings can augment spending on all goods.
Furthermore, only increases in the money supply
canpermanentlyaugment spending without aug-
menting productive capacity.
Certain restrictive assumptions are made in
ourmodel. For example, it ignores changes in the
capital stock and the supply of labor, or techno-
logical advances, which could change the "out-
put" line in Figure I. Also, changes in money
demand and government policy are abstracted
from. Such factors can cause short-term disturb-
ances in the money-price relationship. However,
as suggested in the model, continuing inflation
must be accompanied by continuing growth of
the money supply. Furthermore, changes in the
money-supply growth ratewill lead to changes in
the rate ofinflation.
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included in order to detrend the series, and so re-
duce the probabilityoffinding a relation between
two variables which are not truly causally relat-
ed, but which merely move up or down together
over time.4 (See the Appendix for further details
on the Granger technique).
In the present context, the Granger causality
technique specifies estimating the following
equations:
where (CPIh is the CPI inflation rate in quarter
t, (MSh is the money supply growth rate at
quarter t, Et is a random disturbance term, and
the a's, {J's, and ')"s arecoefficients to be estimat-
ed. Money growth can then be said to "cause"
inflation if the (3-coefficients in equation (1) are
significantly different from zero and generally
The Pacific Basin countries have experienced
prolonged inflation over the last two decades.
Therefore, their experiences should provide some
evidence of the link between money growth and
inflation.
The correlation between the average rates of
inflation and money growth across countries is
.841 in the 1957-67 period (Table lA) and .654
in the 1967-77 period (Table 1B)2. The former
statistic is significant at the 1percent level, while
the latter is significant at the 5 percent level. In
both sub-periods, then, there is statistically sig-
nificant evidence of a relation between a coun-
try's rate of money supply growth and its
inflation rate. Yet while the data show a strong
relationship between inflation and money growth
across countries, they do not indicate the
strength of this relation within any given coun-
try. Nor do they determine whether money
growth caused prices to rise, or vice versa.
Grangercausalitytests provide one way oftest-
ing for the direction of such causal effects be-
tween two variables.3 This technique is used in
most of the empirical analysis in this paper. It
involves regressing one variable on its own past
values and the past values of the other variable.
The lagged values of "dependent" variable are
25Table 1







































































" Significant at 5 percent level.
'''Significant at I percent level.
(I) Geometric average rate ofchange in consumer price index.
(2) Geometric average rate ofchange in money supply.
Source: International Financial Statistics, International Monetary Fund.
positive. Such a result would concur with our
conclusions in the preceding analytical section.
On the other hand, if disturbances in the real
economy caused prices to rise, and eventually
forced the money supply to increase, money
growth would be "caused" by short-term infla-
tion. In this case, the l1-coefficients in equation
(2) should be generally positive, so that inflation
would "cause" money growth. Since equation (2)
measures the response of the money supply to
price-level disturbances, its estimation provides
our first evidence on monetary accommodation
ofdisturbances in the real economy.5
Equations (1) and (2) were estimated using un-
adjusted quarterly data with seasonal dummies
for the period 1959:1 to 1977:IV6 (Tables 2 and
3). The hypothesis that 111 = ... = 118 = 0 in equa-
tions (1) and (2) can be tested by use of an F-
statistic? (Column 8 of those tables). Significant
F-valuesofthesestatistics indicate the respective
coefficients are significantly different from zero.
These results generally suggest causality run-
ning from money growth to inflation. That is, the
11 vectors in equation (1) are generally positive
26
and significantly different from zero at a much
higher confidence level than the 11 vectors in
equation (2). Furthermore, the long-run effects
of money on prices are generally insignificantly
different from one, as the quantity theory of
money would suggest.8 (Column 4 of Table 2)
For most countries, then, money-supply growth
apparently has had a systematic effect on infla-
tion, with little or no reverse effect.
Two exceptions to these results are Japan and
Korea. For Japan, the F-test for equation (1) is
barely significant at the 10 percent level, while
that for equation (2) is significant at the 5 per-
cent level, and remains so under reformulations
of this equation.9 In other words, there is two-
way "feedback" between money and prices.
However, thevalues in equation (2) aregenerally
negative. In this context, the results suggest that
monetary policy in Japan reacted strongly to
counter the effects of temporary price move-
ments,.rather than to accommodate them. lO
For Korea, the F-statistic for equation (1) is
significant at the 5 percent level, yet the cumula-







Effect of lagged Money Supply Growth on Inflation
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(1) (2) (3) Effect of (5) Watson
a' :i:{3j :i:i'j MS on CPI' R' Statistic
Australia ......... -0.17% 0.36 0.63 0.98 0.68 1.97
(-0.09)
Japan ............ -0.41% 0.20 0.60 0.50 0.35 1.91
(-0.84)
Korea ............ 7.69% 0.04 0.33 0.07 0.20 1.99
(-1.80)*
Malaysia .... ..... -0.01% 0.14 0.59 0.34 0.66 1.90
(-2.28)**
Philippines ........ -1.39% 0.70 0.10 0.79 0.51 2.01
(-1.06)
Singapore2 ........ -7.95% 0.70 0.62 1.81 0.71 2.28
(1.24)
Taiwan ........... -8.48% 0.66 0.37 1.04 0.22 1.98
(0.07)













* Indicates significance at 10% level
** Indicates significance at 5% level
"*Indicates significance at I% level
'Equation estimated with seasonal dummies, except in the case ofTaiwan, for which the seasonal dummies increased the stan-
dard error of the equation. Period covered is 1959:1 to 1977:IV.
2Period covered is 1966:1 to 1977:IV. Because of the lower number ofobservations, the data were "mined" by taking the four
most significant {3 and four most significant i' coefficients and re-estimating.
3Statistics are in annual rate-of-change terms.
'Defined as Column 2 divided by one minus Column 3. (See Appendix for an explanation). Figures in parentheses are the t-
statistics for the hypothesis that this long-run effect equals one.
inflation rate is very small. This is surprising for
a country which has averaged 12 percent infla-
tion and 27 percent money growth annually over
the past twenty years. Meanwhile, the effect of
inflation on money growth is positive and mar-
ginallysignificant, indicating some monetary ac-
commodation ofprice increase.
Even in these cases, there is some evidence of
the effects discussed previously, and there are
several possible explanations for the lack of
stronger results.' 1 Still, the effect of money
growth on inflation appears surprisingly weak in
Japan and Korea.
With these two exceptions, the results support
our hypothesis that money-supply growth rates
determine the underlying or continuing rate of
inflation. The question then in explaining infla-
tion becomes what caused monetary policy to act
the way it did.
m. Evidence on Monetary Accommodation
What factors might stimulate money-supply
growth and therefore lead to more rapid infla-
27
tion? Certain disruptive shocks to the economy
could perhaps have this effect, such as large com-Table 3
Effect of lagged Inflation on Money Growth
Estimates of
8 8












(1) (2) (3) Effect of (5) Watson
~l3j ~'Yj
.......
a3 MS on CPl· R2 Statistic
2.75% 0.28 0.37 0.45 0.79 1.93
14.67% -0.66 0.48 -1.29 0.91 1.93
37.64% 0.53 0.04 0.55 0.37 1.76
5.20% 0.34 0.32 0.51 0.26 2.00
7.05% 0.56 0.07 0.60 0.53 1.89
29.00% -0.14 -0.68 -0.08 0.55 1.98
27.65% -0.11 -0.22 -0.09 0.59 1.95













* Indicates significance at 10 percent level.
** Indicates significance at 5 percent level.
'Equation estimated with seasonal dummies over the data period 1959:1 to 1977:IV.
2Period covered is 1966:1 to 1977:IV. (See footnote 2, Table 2.)
3Statistics expressed in annual rate-of-change terms.
'See Footnote 4, Table 2.
modity-price or wage increases. These increases
act primarily on relative prices and the distribu-
tion of resources across industries, with little
long-run effect on the price level. However, in the
short run, resources can be slow to move among
industries, and prices can be slow to adjust to re-
ductions in demand. Therefore, the disruptive ef-
fects can cause temporary-but nevertheless
painful-reductions in employment and output.
To counter these effects, monetary authorities
might seek a more expansionary monetary poli-
cy. In the long run this would lead to inflation,
but the short-run gains could well make such
moves desirable. 12
Large commodity price increases, such as
OPEC's quadrupling of oil prices in 1973, can
also seriously strain an economy and so pressure
monetary policy to provide accommodation.
Similarly, large government deficits might be
partially funded through money creation, in or-
der to avoid disruptive changes in interest rates
due to government borrowing needs.
28
Imported inflation could generate still another
form of pressure. An expansionary monetary
policy abroad, while causing foreign inflation,
would also tend to stimulate domestic exports,
and thus push the domestic-payments account
into surplus. In the absence of complete ex-
change-rate adjustment, inflows offoreign assets
due to the surplus might cause international re-
serves, and eventually the money supply, to in-
crease domestically. Capital inflows and
inflation would then continue until domestic
prices were back in balance with prices of the
country initially responsible for the inflation.
Proponents ofthis view have attributed the world
inflation andmonetary expansion ofthe late 60's
and early 70's to expansionary U.S. government
policy during the Vietnam War era.
These four possible sources of pressure-wage
push, commodity price increases, deficit spend-
ing, and foreign inflation-should have had a
systematic effect on money growth rates if they
were responsible for continued inflation. As be-and
8
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fore, we can use Grangercausality tests to deter-
mine theeffect these factors have had on money-
supply growth.
A. Wage-push
Ifincreasing wage settlements have consistent-
ly contributed to persistent inflation by forcing
faster growth, then the rate of change of wages
should statistically "cause" money growth, in
much the same way that money growth was seen
tocauseinflation in the precedingsection. On the
other hand, ifwage settlements have been merely
a reaction to already existing inflation, then
money growth should statistically "cause" wage
increases.
To resolve this question, we can estimate the
following models:
&
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where \\t is the percentage rate of changes in
wages at time t, MSt is the percentage rate of
change ofthe money supply, and other variables
are the parameters ot the equation. If wage in-
creases have "pushed" the money supply, then
the (3 coefficients in equation (4) should be sig-
nificantly different from zero and generally posi-
tive. If wage increases have been a response to
monetary inflation, then the {3 coefficients in
equation (3) should be significant and generally
positive.
Equations (3) and (4) were estimated using
quarterlydata and seasonal dummies for the five
countries for which data were available: Austra-
lia,Japan, Korea, the Philippines, and the U.S.
The results ofthese estimations are summarized
in Table 4 by the long-run effects ofthe indepen-
dent variable, as defined in the Appendix, and
the F~statisticfor the hypothesis that {31 =f32 =
... = f38 = 0 in either equation. Since available
data covered different periods, critical F-values
vary across countries. The 5 percent critical val-
ues ofthe F-statistic for each country are shown
in parentheses following the name of each coun-
try.
Only in the case of Japan is there significant
causality at the 5 percent level for equation (4).
In that country, prior wage changes exert a











5% Long-run Effect Hypothesis that
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F-Statistic in Equation (4)' in Equation (4)
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* Significant at 10 percent level.
** Significant at 5 percent level.
1This statistic is defined as ~(3jl(1-~'Yj) for the appropriate regression equation. See Appendix for derivation.
Note: Periods covered are 1961:III to 1977:IV for Australia, 1957:1 to 1977:1V for Japan, 1968:1 to 1977:IV for Korea,
1961:IV to 1977:IV for the Philippines, and 1957:1 to I977:IV for the United States. Wage data are weekly earnings for
Australia, monthly earnings for Japan and Korea, dailywage rate for the Philippines, and hourlyearningsfor the United
States.
29Again, it appears that policy reacts strongly in
Japan to counter inflationary disturbances, rath-
er than to accommodate them, as was suggested
in the preceding section. In terms of the wage
equation (3), the effect of lagged money growth
on wages is significant, indicating mutual inter-
dependence between Japanese money growth
and wages.
For the other countries, none ofthe results are
statistically significant. The F-statistic for the
United States for equation (3) is nearly signifi-
cantat the 5 percent level, and is larger than that
for equation (4). There no U.S. evidence of a
positive causal effect from wages to money. Else-
where, the smaller number ofobservations tends
to preclude a powerful test of the hypotheses.
In order to correct for this, the data were
"mined" by taking the four most significant lags
for each set ofvariables in equations (3) and (4)
and reestimating the equations. When this was
done for Australia and Korea, the fJ values for
equation (4) remained insignificant and nega-
tive, while those for equation (3) were significant
at the 5 percent level and nearly so at the 1 per-
cent level. 13 For the Philippines, the coefficients
in both equations (3) and (4) became "signifi-
cant" and positive, so that only this Philippines
case provides any evidence of a systematic posi-
tive effect from wages to money. In general, no
hard evidence was found ofa systematic accom-
modation of wage-push factors-of a positive
one-way effect from wage growth to money.
B. Oil price hike
The OPEC oil price increase provides a promi-
nent example of the disruptive effects of com-
modity price changes on an economy. It is widely
recognized that this factor exacerbated world in-
flation in the 1974-75 period-yet once again,
the oil shock can be said to have caused continu-
ing inflation only if money-supply growth accel-
erated to accommodate these effects. Fur-
thermore, the United States and most other Pa-
cific Basin countries experienced an acceleration
in money-supply growth that peaked some four
quarters before the oil price increase. It remains
to be seen, then, whether the oil price hike con-
tributed to subsequent inflation, or was itself (at
least partly) a response to previous inflationary
money-growth.
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Because ofits nature as a one-time shock, this
phenomenon was examined with somewhat dif-
ferent techniques than those used elsewhere.
Equations (1) and (2) were re-estimated includ-
ing a dummy variable for the eight quarters fol-
lowing the oil price increase. 14 The "oil dummy"
inserted in equation (l) shows the amount of in-
flation thadsover and above that which could be
predicted from the past behavior of money and
prices. Similarly, the dummy in equation (2)
shows the amount ofmoney growth in excess of
thatpredictable from the past behaviorofmoney
and.prices.
For most countries, inflation was significantly
higherfollowing theoil shock than previous mon-
etary growth could explain. (Table 5, Column 1)
While the "inflation-effect" dummies are gener-
ally positive and significant, this is not trueofthe
"money growth" dummies (Column 2). For no
country is this dummy variable positive and sig-
nificant; thus, the oil price hike apparently was
not a source of significant monetary accommo-
dation. Rather, theresults areconsistent with the
view that the oil price hike was primarily a rela-
tive price change with only temporary effects on
inflation.
C. Deficit financing-inflation tax
Deficit spending is frequently seen as one way
in which the government causes inflation. Gov-
ernments in underdeveloped countries are typi-
cally said to finance their expenditures by
printing money, and so taxing through inflation,
rather than by raising taxes directly. In devel-
oped countries, there is also political pressure to
avoid tax hikes, but, as discussed earlier, deficits
are most often blamed for inflation because the
money supply is increased to prevent rising inter-
est rates. Ifeither ofthese descriptions are accu-
rate, large government deficits should cause
accelerations in money growth. Furthermore,
there need be no causal effect running from mon-
ey to deficits.
On the other hand, one might argue that defi-
cits and money growth are inversely related. This
could occur ifmonetary policy balanced or coun-
tered government deficits in a "fiscal-monetary
mix". This could seem to imply two-way causal-
ity or feedback between money and deficits. Al-Table 5


























** Significant at 5 percent level.
***Significant at I percent level.
Note: Column 1 represents "oil dummy" in equation (I) and column 2 represents "oil dummy" in equation (2).
't-statistic in parentheses.
that the {3 coefficients in (6) are positive and sig-
nificant without specifying much about the {3 co-
efficient in (5). A fiscal-monetary mix argument
would suggest the (3 coefficients in both (5) and
(6) are predominantly negative and significant.
Finally, the argument about exogenous mone-
tary policy affecting taxes and thus the deficit
would specify that (3 is negative and significant in
(5) while probably zero in (6).
Government-deficit data were available for
Australia, Japan, Korea, Philippines and the
United States. As Table 6 makes clear, only for
the U.s. is there any sign of a positive effect of
deficit spending on money growth. However, the
F-statistics for the U.s. are insignificantfor both
equations (5) and (6). Allowing for shorter lags
from deficits to money improves the U.S. F-sta-
tistic somewhat, but it is still not significant.
Where the F-statistics are significant, they in-
dicate a negative effect of the deficit on money
growth, which is apparently consistent with a
policy-mix argument. This is the case with Aus-
8
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ternatively, if the money supply were exogenous,
but increased subsequent tax receipts by stimu-
lating income growth, money growth would have
a negative effect (i.e., it would reduce thedeficit)
with no reverse effect from deficits to money.
Once more, we can formalize these hypotheses
in terms of a simple causality model:
where (DRh is the deficit-to-GNP ratio in quar-
ter t, and other variables are as defined before.'s
Thus, the inflation-tax hypothesis would specify
31tralia, Japan, and Korea. For thePhilippines, the
signsofthecoefficientsand the magnitudeofthe
F-statistics are most consistent with the exoge-
nous-money argument, although the small num-
ber of observations precludes any definite
conclusions. In summary, then, there is little evi-
dence from. these five countries ofa positive im-
Pactofdeficit financing on money growth, which
means that the inflation tax has not been consis-
tently important in explaining inflation.
D. ·Imported inflation
Evenjf a country is not affected by domestic
wage increases or government deficits, develop-
ments of this type abroad can lead to inflows of
funds and domestic monetary expansion. Several
observers have cited this scenario in blaming
world inflation on the effects ofAmerican deficit
spending, transmitted abroad under a fixed ex-
change-rate system.'6 Once again, if such argu-
ments are correct, foreign inflation or monetary-
expansion rates should affect domestic money
growth.
Rather than attempt to construct a relevant
"world inflation" or "world money supply" se-
ries,17 we tested these hypotheses using U.S.
money-supply growth and inflation rates as ex-
planatory variables. That is, the following equa-
tionswere estimated:
8
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where (MSh is domestic money-supply growth
at t, (MSUh is U.S. money-supply growth at t,
and (CPIUh is U.s. inflation at 1.
Under the imported-inflation hypothesis, if
U.s. money-supply growth exerts immediate ef-
fects on domestic money, then the ~ values in
equation (7) should be positive and significantly
different from zero. However, becauseofthelags
from U.s. money to U.s. prices, and from U.S.
prices to domestic money, eight-quarter lags may
be insufficient to capture these effects. In this




















Relation Between Deficits and Money Growth
Estimates of Equations (5) &(6)
(3) (5)
F-Statlstlc (4) F-Statlstic for
for Hypothesis that Long run- Hypothesis that
fJ,=fJ2=' .·fJa=O Effect of fJ,=fJ2=' ..fJa=O











* Significant at Iopercent level.
** Significant at 5 percent level.
***Significant at I percent level.
Note: Periods covered are 1965:1 to 1977:IV for Australia, 1957:1 to I977:III for Japan, 1960:1 to 1976:IV for Korea, 1969:1 to
1977:IV for the Philippines, and 1957:1 to 1977:IV for the United States.
'See footnote I, Table 4.
32likely to capture the effect, since they have
dropped one source of lag in the process.
Equations (7) and (8) were estimated with un-
adjusted quarterly data and seasonal dummies
over the period 1957:1 to 1977:IV for the seven
countries other than the U.S. in our study.18 F-
statistics were then computed for the hypotheses
that {31 = {32 = ... = {38 = 0 in these equations.
Table 7 suggests that U.S. price and money de-
velopments are not very helpful in explaining
money-supply growth in Pacific Basin countries.
While the {3 values are generally positive, for the
most part they are not statistically significant.
Therefore, they provide little indication of a
causal effect ofU.S. inflation on domestic money
growth.
When longer lags were tried in equation (7),
they did not change the results. Also, when Japa-
nese money growth was substituted for U.S.
money growth, no causal effects emerged.
American inflation did show an effect on Malay-
sian money growth, but it is not clear how much
meaning we can attach to this isolated case.
In summarizing, we have found little evidence
in this section ofsystematic monetary accommo-
dation..It might be objected that the techniques
employed were biased toward finding no causal-
ity, since the tests involved the significance of a
whole>vector of coefficients. Yet it's not clear
how meaningful areone ortwo significant lagged
coefficients, since the theories do not suggest,
say, that wages affect money growth at the third-
anq sixth-quarter lag. Rather, the monetary-ac-
comodation hypotheses suggest that certain fac-
tors have some effect on money growth. The F-
tests employed here showed the general explana-
tory power ofpast values ofchanges in the "inde-
pendent" variables, which seems to be the proper
wayto test the accommodation hypotheses. Fur-
thermore, mining the data by re-estimating the
equations with only the most significant lags did
not change our conclusions in most cases. 19
Finally, any objections that would be made to
the estimation procedure used here would apply
equally to the procedure used in the preceding
section. Yet that section generally supported our
analysis of the effect of money-supply growth on
inflation, while the present section showed very
few systematic effects of commonly discussed
"inflationary" disturbances on money growth.
IV. Summary and Conclusions
This study has found the existence of a fairly
strong "causal" relation between the money sup-
ply and prices, but little causal effect on money-
supply growth from the factors most commonly
ascribed as underlying causes of inflation. The
evidence presented here suggests that such fac-
tors as wage demands, deficit spending, and im-
ported inflation did not, individually, sys-
Table 7
Effects of U.S. Money and Prices on Domestic Money


























0.82tematically affect the money supply in thecoun-
tries studied, andtherefore cannot be considered
sources ofcontinued inflation.
Ifnone of these factors have been consistent
causes of inflation, why have the Pacific Basin
countries experienced monetary expansion and
inflation? Oneexplanation thatis consistent with
Our results (although obviously not proven) is
that monetary policy has been truly discretion-
ary,designedtomanipulatetheups and downs of
the business cycle. Unfortunately, a meaningful
test of this hypothesis would involve an analysis
ofpolicyobjectivesthat is far outside thescopeof
this paper. For now, we have found no evidence
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This Appendix explains the methodology of
Granger causality used in most oftheempirical
results in the text. A general model that can be




XI = a + L CjXI_j + gt.
1
J = (SSRc - SSRu) /S
. (SSRu) / (n-17)
Now suppose bl = b2 = ... = bS = 0 in (A.lIf).
Then this equation becomes
where et, ft are white-noise random processes. In
this formulation all right-hand side variables are
independent of et. ft and so these equations can
be consistently estimated.
Furthermore, if the (3 vector in (A.l) is zero,
then the b vector in (A.I') is zero, while if ~ = 0
in (A.2), m = 0 in (A.2'). Thus, causality can be
tested by running equations (A.l') and (A2')
with suitably truncated lags. This is the proce-
dure taken in the text.
The text estimates such equations in the form
8 8
Xt = a + L bjYI_j + L CjXt_j + el (Al")
1 1
8 n
YI =d + L mjXI_j + L njYI_j + fl' (A2")
1 1
is distributed F with Sand n-17 degrees of free-
dom, where n is the number ofobservations. S is
the number ofconstraints placed on the b vector
(bl = b2 = ... =bS = 0), and 17 is the number of
It can then be shown that under this hypothesis,
ifSSRu is the sum ofsquared residuals from the
estimation of (A.1If), and if SSRc is that from
(A.3), then
(A.n
a 00 {3j +{3017j
(l-{3o~o) + zr (l-{3o~o) Yt-j
00 'Yj+{3oJLj + EI+{3o~t +L 1 R XI_j I R
1 -IJO~O -IJO~O
00 00 = a + L bjYt-j + L CjXt-j + et.
1 1
where Et and Ut are white-noise processes. In this
model, Yt can besaid to cause Xt ifthe (3 vector is
non-zero, since in this case the y series will affect
the determination of the Xt. Similarly, Xt causes
Yt if the ~ vector is non-zero.
However, consistent estimates of (A.l) and
(A.2) cannot be obtained since if {3o and ~o are
non-zero, estimation will be subject to simulta-
neous-equation bias. In order to correct for this
problem, we can substitute (AI) for Xt in (A.2),
and solve for Yt, and substitute (A2) for Yt in
(A.I), and then solve for Xt. This yields:
XI =
and t 00 00
u 'C' ~j +~o'Yj + ~ Yt = R + L.., - - XI_j L..,
l-lJo~o 1 l-{3o~o 1
llj + ~o{3i YI_j + ~I + ~oEI
l-{3o~o l-{3o~o
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In other words, L mj/(l- Lnj)
1 1
is the change in the long-run value of Yt due toa
sustained change in Xt. A similar formula gives
the long-run effect of Yt on Xt. These formulae
areused in computingthe long-run values used in
the text.
Finally, applying seasonal filters to seasonally
adjust the data before estimating equations
(A.I/I) and (A.2/1) can be shown to introduce
spurious causality. However, adding seasonal
dummies to these equations using unadjusted
data can be shown to subtract seasonal means
from the data without filtering it, and so without
distorting the causality relationships. The latter
procedure is therefore taken in the text.
coefficientsestimated in (A.l/1). Ifthreeseasonal
dummies were included, the 17 would change to
20.
The statistic defined in (AA) can thus be used
to test the hypothesis that bi = b2 = ...= bg =
O. An equivalent test holds for ml = m2 = ...=
m8 =0 in (A.2/1).
In the equations in Section 3, for example, the
data run from 1957:1 to I977:IV, 84 quarters.
One observation is lost in computing percentage
changes, and 8 more are lost in lagging the right-
hand side variables. Thus, the equation is fitted
over the period I959:U to 1977:IV, a 75-quarter
period. Subtracting 17 coefficients and 3 season-
aldummies leaves 55 degrees offreedom in equa-
tions (l) and (2). The F-statistics in Section 3,
then, have 8 and 55 degrees offreedom. The de-
grees of freedom for the other tests follow simi-
larly.
The long-run effect of Xt on Yt (or vice versa)
can be defined as the change in the "steady-
state" value of Yt(Xt) due to a change in the
"steady state" value of Xt(Yt). In (A.2/1), if Xt is
















1. Obviously, money creation does divert some resources tem-
porarily, but it does so in small amounts compared to the value
of the currency printed. Furthermore, a permanent increase in
the money supply can be accomplished by only a temporary use
of the printing presses.
Alternatively, continually increasing supplies of one good
would require continual drains of more and more resources away
from the other goods. However, the money supply can be contin-
ually increased using the same amounts of resources.
2. The money supply series used in these and the other tables
is that given in International Financial Statistics, as published
by the International Monetary Fund. This series differs very
slightly from the Federal Reserve's M, definition, but corre-
sponds to Japanese M, as published by the Bank of Japan. Sin-
gapore came into existence in 1966 and so is excluded from
Table 1.
3. For a full exposition of this technique, see Christopher Sims,
"Money, Income, and Causality," American Economic Review,
September, 1972.
4. For example, there is no economic reason to suppose that,
say, the population and the price level should be causally relat-
ed. Yet because both have increased over time, a regression of
the price level on population alone would almost surely show
significantly positive coefficients. These would reflect the spur-
ious correlation in the trends of the two series. However, includ-
ing lagged values of the price level in the regression would
capture the trend in the price level and therefore tend to elimi-
nate the significance of the population coefficients.
Ifone variable truly causes another, then the former should be
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able to explain changes in the latter's trend. The Granger tech-
nique seeks to determine whether this is the case.
5. Notice that the {J vector in (2) need not show a central bank's
reaction function to inflation. If the inflation were originally
caused by monetary expansion, and the central bank thus
reacts to the effects of its own prior actions, such behavior will
show up in the"y coefficients in equation (2). The (J coefficients in
(2) are more likely to show the monetary response to temporary
price disturbances.
6. For Taiwan, the seasonal dummies did not improve the fit of
equation (1). They were therefore not used in the result shown
for Taiwan in Table 3.
7. For an explanation of this test, see Franklin Fisher, "Test of
Equality between Sets of Coefficients in Linear Regressions,"
Section 3.1, Econometrica, March 1970.
8. This long-run effect is derived in the Appendix.
The Quantity Theory is the traditional theory of the effect of the
money supply on prices. For a review of it, see Millon Friedman,
"The Quantity Theory of Money: A Restatement," in his Studies
in the Quantity Theory of Money.
9. When the four most significant lags of each set of variables
are retained in Equations (1) and (2), and these equations are
re-estimated, the vectors in both equations become significant,
with the {J's in equation (2) still having negative sum.
When such reformulations were done for othercountries, how-
ever, the one-way causality from money to prices became more
prominent. Japan appears to be the exception here.
Also, running equation (1) over subperiods ofthe 1957-77 pe·
riod tends to improve the fit of inflation regressed on money,sugg/ilsting that ()hangesin coefficients over time were more im-
portant for Japan thartother countries.
10. These results are in accord with other studies which have
fO\lnda strong counter-inflationary bias in Japanese monetary
policy inorderto maintain externalbalance. On this subject, see
CharlesPigoll'sarticle in this Review, as well as R. Komiya and
S. Suzuki, "Inflationin Japan," in Wqrld Inflation, L. Krause and
W. S;l.lant(eds.), Brookings Institution, 1977.
11.gnesuchexplanationis that money growth ratesandinfla-
tion diQ not vary much over the sample perioQ for these coun-
tries, so that equation (1) had lillie variation to measure. A
measure of the variation of a variable is the ratio of its standard
deviation to its average value. This ratio gives the variation in
the variable relative to trend. When this "detrended variation"
varjaple waScOmP\lt/ilQfor ~achcountry anQ. cqmpareQ tq the
siz~ofJheF-statistic in Table 3 for that country, the resulting
Sp~arman rankcorrelalion cqefficient wasO.95,whichissignifi.
cantatthe 1 perc/ilntlevel, In qtherwqrds. cquntries with signifi-
cantvariatiqn in rnqney-supply grq\yth rates tended to show
stronger effects of money growth on inflation.
We can rationalize this in terms of our theory as follows.
Chj;lngesin the mqney>growth rate alter the underlying rate of
inflj;ltion.1f a country'smoneygro\yth rate does nqt vary much,
then its underlying rate of inflation will not vary much. The vari-
ations in the inflation rate that do occur will then be more likely
the temporary effects of relative price changes, or random fac-
tors, Wl)ich are less likely tq be affected by the money sUpply.
The effect of money-supply growth on inflation will then naturally
be statistically weaker in these cases, since money growth
rates are useful in explaining movements in inflation trends, and
few of these have occurreQ. It is instructiV/il to note that the tWq
countries with the.weakesteffect in Table 2, Japan and Taiwan,
also show the least variation in money-supply growth r/illative to
trend.
12. For another discussion of mqnetary accommodatiqn, and
fqr refer/ilnces to the various expanations of inflation, see Robert
J. Gqrdqn, "World Inflation and Monetary Accqmmodation in
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Eight Countries," Brookings Papers on Economic Activity,
1977:2.
13. More precisely, these values would be significant at this
level if we had run the equation without use of prior information.
The fact that we used results from a previous estimate for this
sample reduces the significance of the results somewhat.
14. The oil embargo and quadrupling of prices occurred in the
4th quarter of 1973. The dummy period used was 1974:1 to
1975:IV.
15_ The ratio of deficit to GNP-rather than the deficit itself-
was used in order to induce stationerity in (Le., to detrend) the
government deficit series. The deficit series is in nominal terms
and so will be non-stationary during a period of rising prices. Di-
viding by nominal GNP will produce a variable which need not
automatically increase over time when prices do.
16. For references qn this argument, see Robert J. Gqrdqn, op_
cit.
17. This is nqt to minimize the relevance of such series. Howev-
er, there is reason to believe that different countries are more
affected by some trading partnersthan others. However, a world
money-supply series gives a fixed weight to each country that
may be disproportionate to its effect on a particular Pacific Ba-
sin country.
While the U.S. money series does the same, by giving 100
percent to the U.S., it nevertheless helps us concentrate on the
hypothesis that U.S. money growth spawned world inflation, as
postulated in what Gordon calls the "international monetarist"
hypothesis.
18. The sample period for Singapore runs from 1966:1 to
1977:IV.
19. Nor do the causality conclusions change when inflation
rales are substituted for money-growth rates in equations (3i-
(8). The author will supply results of these other tests on re-
quest.
20. Larry Butler has developed this derivation of the causality
technique.