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Let N(x) denote the number of matrices A = [;i] belonging to SL(2, Z) such 
that a*+ b2+ c2+&<.r. It is shown that the limit as x approaches infinity of 
N(x)/x equals 6. c 1988 Academic Press. Inc. 
The problem considered here is to count the number of elements 
A = [“f 5;] of SL(2,Z) whose eudidean norm does not exceed some given 
quantity; that is, to count the number of solutions of 
a2 + b2 + c2 + d2 6 x, ad-bc= 1, a, b, c, de 2. (1) 
Let N(x) denote this number. Then we will prove 
THEOREM. The number of solutions N(x) of (1) satisfies 
N(x) - 6x. (2) 
Formula (2) is remarkable for its simplicity and for the occurrence of the 
number 6, which is intimately bound up with the classical modular group 
PSL(2,Z) (the free product of a cyclic group of order 2 and a cyclic group 
of order 3). 
Two lemmas will be required for the proof. The first is a classical result 
of T. Estermann [ 1 ] concerning the function r(n) (the number of represen- 
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tations of n as the ordered sum of 2 squares). r(n) occurs as the coefficient 
of Y in the square of the theta function 
e(x)= f xn2 = 1 + 2 f xnz. 
-m 1 
Estermann’s result is the following: 
LEMMA 1 (Estermann). For any positive E and any positive integer k, 
C r(h)r(h+k)= c,n+O(nCLlogBn), where~=fi,,~=~+E, (3) 
l<h<n 
and 
c,=8 c (-l)d+kd/k. 
dlk 
(4) 
The full error term will not be required; the fact that it is o(n) is all that 
is needed. 
The second lemma is as follows: 
LEMMA 2. The number of solutions S(n) of 
a2 + b2 + c2 + d* = n, ad-bc= 1, a, 6, c, dg Z (5) 
is given by 
S(n) = 
r(n + 2) r(n - 2)/2 n odd, 
r(n + 2) r(n - 2) n even. (6) 
We first give a proof of Lemma 2. In (5), set 
A=a+d, D=a-d, B=b+c, C=b-c. 
Then 
A*+C*=n+2, B*+D*=n-2, AEDmod2, B-Cmod2. 
(7) 
Conversely, if A, B, C, D satisfy (7) then 
a = (A + D)/2, b = (B + C)/2, c = (B - C)/2, d= (A - D)/2 
are integers satisfying (5). Since A -D = B - C mod 2, it follows that the 
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number of solutions of (5) is the coeffkient of x”+*y”-* in the function F, 
where 
F~C(1+(-l)A+“)xa2+~2Y8z+D1 
2 
3 
and where A, B, C, D independently run over all integers. We have 
F=O(x)B(y) 1 (‘+(-:) 
A+D 
)xAzyDz, 
F= @(x)‘e(;; + O(x) O( -x) 8(y) f?( -y)>. (8) 
Put f?(x) 19(-x) = C r*(n) xn. Then 
r*(n)=C(-l)b, (9) 
where the sum is extended over all solutions of u* + b* = n. From (9) we 
find easily that 
r*(n) = 
i 
0 n odd, 
-r(n) nE2mod4, (10) 
r(n/4) nEOmod4. 
We also note that 
r(4n) = r(n), r(4n + 2) = r(2n + 1). (11) 
Now (8) implies that the number of solutions S’(n) of (5) is 
$r(n + 2) r(n - 2) + $r*(n + 2) r*(n - 2); 
and using (10) and (ll), this reduces to formula (6), and completes the 
proof of Lemma 2. 
We are now prepared to prove the theorem. We have 
N(x) = 1 S(n)= 1 S(n) + 1 S(n) 
n < I ” < x,neven n s x,nodd 
=Rczeve”r(n+2)r(n-2)+i C r(n+2)r(n-2) 
. , n S x,n odd 
=~~<~eve~r(n+2)r(n-2)+f 1 r(n+2)r(n-2). 
. . n<x 
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The first sum must be transformed into a form to which Estermann’s result 
may be applied. We have 
r(n + 2) r(n - 2) = 1 r(2n + 2) r(2n - 2) 
n L x,neven n < x/2 
= C r(2n+2)r(2n-2) 
n < xl2,nodd 
+ 1 r(2n+2)r(2n-2). 
n =z xJ2,neven 
Since r(4m) = r(m), this becomes 
,Icl~~oddr((n+1)/2)r((n--1)/2)+ 1 r(4n+2)r(4n-2). 
. 7 ” =s x/4 
Since r(2m)=r(m) when m is odd, this becomes 
ni~~~oddl((n+1)/2)r((n-11)/2)+ 1 rW+l)rW-1). 
. . n < x/4 
But r(2n + 1) r(2n - 1) = 0, since no number z - 1 mod 4 is the sum of 2 
squares, and one of the numbers 2n + 1, 2n - 1 must be of this form. It 
follows that 
C r(n+2)r(n-2)= 1 r((n+1)/2)r((n-1)/2) 
n < x,neven n i x/2,nodd 
= 1 r(n)r(n-1). 
n Q (x + 2)/4 
Thus we have that 
N(x)=; C r(n)r(n-l)+i 1 r(n+2)r(n-2); 
n&(x+2)/4 nsx 
and using Estermann’s result (given as Lemma 1) we find that 
N(x) = c,x/8 + c4x/2 + o(x) 
=x+5x+0(x)=6x+0(x). 
This completes the proof of the theorem. 
A possible generalization is to ask the same question for a subgroup of 
finite index in SL(2,Z). It seems likely that for a normal subgroup the 
same type of asymptotic formula will hold, except that the constant must 
be divided by the index of the subgroup. This in fact happens for the 
normal subgroup of index 2. Another possible generalization is to work out 
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the details for SL(n, Z), where n 2 3. A preliminary investigation shows 
that this is indeed possible and leads to iteresting generating functions with 
pseudo-modular properties. 
The author would like to thank the referee for correcting some errors in 
the original manuscript. 
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