Wang and Wu characterized matrices which are sums of two square-zero matrices, and proved that every matrix with trace-zero is a sum of four square-zero matrices. Moreover, they gave necessary or sufficient conditions for a matrix to be a sum of three square-zero matrices. In particular, they proved that if an n × n matrix A is a sum of three square-zero matrices, the dim ker(A − αI ) 3n/4 for any scalar α / = 0. Proposition 1 shows that this condition is not necessarily sufficient for the matrix A to be a sum of three square-zero matrices, and characterizes sums of three square-zero matrices among matrices with minimal polynomials of degree 2. © 2000 Elsevier Science Inc. All rights reserved.
The following lemma is a special case of Proposition 1. Proof. Since tr A = 0, the condition α / = β is equivalent to α / = 0. The case when r = 0 or 1 follows from [1, Proposition 3.3] and its proof. (Indeed, since α / = β, the proof of [1, Proposition 3.3] with c = −α shows the case of r = 1.) Thus we consider the case when r = 2. Suppose that m is even. Then A is similar to A 1 ⊕ A 1 , where
⊕ αI 1 and tr A 1 = 0.
As remarked above, A 1 is a sum of three square-zero matrices, and hence so is A. Next, suppose that m is odd and m = 2k + 1. The condition tr A = 0 implies β + α = −2α/m. By Lemma 1, for 1 i k, there is a square-zero matrix N i such that β 0 0 α (2) + N i is similar to
Also, there is a square-zero matrix M such that the matrix
(see [1] or the proof of Lemma 1). Let
Then N 2 = 0 and the matrix
Clearly, B is similar to −B, and so by [1, Theorem 2.11] B is a sum of two squarezero matrices. Therefore it follows that A is a sum of three square-zero matrices.
Lemma 3. Let A be an n × n matrix whose minimal polynomial is m(λ) = (λ − α)(λ − β), and let N be an n × n square-zero matrix. If γ is the eigenvalue of A + N and γ / = α, β, then α + β − γ is also the eigenvalue of A + N.
Proof.
Since N 2 = 0, we can take an invertible matrix P such that
where N 1 ∈ C r×(n−r) . Let
where A 21 ∈ C r×(n−r) . Then, since (A − αI )(A − βI ) = 0, we have
and the invariant polynomials of the matrix polynomials
Hence the lemma follows from [2, Theorem 6(b)].
Proof of Proposition 1. Suppose that 2m = rs for some integer s. Then, according as r is odd or even, A is similar to C (r) or D (r/2) , where
In each case, the condition tr A = 0 implies tr C = 0 or tr D = 0. By Lemma 2, the matrices C and D are sums of three square-zero matrices and so A is a sum of three square-zero matrices. Conversely, assume that A is a sum of three square-zero matrices. Then there is a square-zero matrix N such that A + N is a sum of two square-zero matrices. Since rank(A − αI ) < n/2 and rank N n/2 because N is square-zero, we have α ∈ σ (A + N), so it follows from [1, Theorem 2.11] that −α ∈ σ (A + N). Since tr A = 0, the conditions α / = β and r 1 imply that −(kα Lemma 4. Let A be an n × n matrix with µ A > n/2 and N be an n × n square-zero matrix. Then there is an invertible matrix P such that
where α is a scalar such that dim ker(
matrices and * are some matrices.
Proof. Let r = n/2 or r = (n − 1)/2 according as n is even or odd. Since N is square-zero, we may assume that
where N 1 ∈ C r×(n−r) . We write
where
Therefore there are invertible matrices Q 1 ∈ C (n−r)×(n−r) and Q 2 ∈ C r×r such that
, and we can write
in the same block form as the one of the matrix
This proves the lemma. 1 , where
is a sum of three square-zero matrices if and only if A is similar to
Proof. The "if" parts of the assertions (1) and (2) follow from the fact that A 1 and A 2 are sums of three square-zero matrices (see [1, Corollary 3 .5]). So suppose that A is a sum of three square-zero matrices, or equivalently, there is a square-zero matrix N such that A + N is a sum of two square-zero matrices.
(1) By Lemma 4, we may assume that 
where x is a cyclic vector of B and {e 1 , e 2 , . . . , e r } is a basis for C r . Then we have
and Therefore, if N is the square-zero matrix defined by Proof. The proof of Lemma 5 with r = m − 2 shows that A 12 is invertible and so A is similar tõ
for a cyclic vector
x of D, the matrix Q whose jth column is
is invertible, and
and
Since γ / = δ i for all i, H is similar to diag(δ m , . . . , δ 2(m−1)−s) ) ⊕ H 22 , and (H 22 − γ I) 2 = 0. We also have
so that if N is the square-zero matrix defined by
But, since γ / = δ i for all i, the matrix
This proves the lemma.
Note that the proof of Lemma 6 shows that in Lemma 6, if s < m − 2, the matrix C 1 can be also taken to be C 1 = γ I. Hence it follows from [1, Theorem 2.11] thatÃ + N is a sum of two square-zero matrices. Since N 2 = 0, we can conclude that A is a sum of three square-zero matrices.
Next suppose that r > i=1 (k i − 2), and let 
Also, for q + 1 i + m, we have a square-zero matrix N i such that A i + N i is similar to
(see [1] or Lemma 5). By [1, Theorem 2.11], +m i=1 D i is a sum of two square-zero matrices, and since σ (C i ) = {−α}, the matrices C i ⊕ (C i + 2αI s i ), i = 1, . . . , q, are sums of two square-zero matrices too. Now, let
Then N 2 = 0 andÃ + N is similar to
which is a sum of two square-zero matrices. Thus it follows that A is a sum of three square-zero matrices. Proof. Let and r be the numbers of the invariant polynomials of A of degree at least 3 and of degree 1, respectively. The condition µ A n/2 + 1 is equivalent to r i=1 (k i − 2) + 2, where k 1 , . . . , k are the degrees of the invariant polynomials of A with degree 3. So, if = 0, then r 2 and it follows from Lemma 2 that A is a sum of three square-zero matrices. If / = 0, then the inequality r i=1 (k i − 2) + 2 implies r i=1 (2k i − 3), so the assertion follows from Proposition 3. 
