First-order methods (FOMs) have been widely used for solving large-scale problems. A majority of existing works focus on problems without constraint or with simple constraints. Several recent works have studied FOMs for problems with complicated functional constraints. In this paper, we first establish a nonergodic convergence rate result of an augmented Lagrangian (AL) based FOM for convex problems with both affine equality and nonlinear inequality constraints. This result is a straightforward generalization of that by [Rockafellar'73, MathProg], which studied problems with only inequality constraints. By this nonergodic convergence rate result, we then show a complexity result of the AL-based FOM for solving a strongly convex problem, which has a composite structured objective and smooth constraints. To achienve an ε-KKT point, the method needs O(ε − 1 2 | log ε|) proximal gradient steps and function evaluations. This result differs from an existing lower bound by | log ε| and thus is nearly optimal. A direct application of the result is to a convex problem. Through perturbing the objective to a strongly convex one and controlling the perturbation, we establish an O(ε −1 | log ε|) complexity result of the AL-based FOM for convex problems.
Introduction
First-order methods (FOMs) have been extensively used for solving large-scale problems, partly due to their low per-update complexity and nice scalability. Roughly speaking, FOMs only use the gradient and/or function value information of a problem and possibly other simple operations such as the projection onto a box set. A majority of existing works on FOMs study unconstrained problems, or those with easy-toproject and/or linear constraint set. Several recent works have focused on problems with nonlinear functional constraints, under both convex and nonconvex settings.
In this paper, we consider the nonlinear program:
where A ∈ R l×n and b are respectively given matrix and vector, and f = (f 1 , . . . , f m ) : R n → R m is a vector function. We will assume convexity of f i for each i = 1, . . . , m, but f 0 could be nonconvex. The formula in (1) is rather general. Any convex programs with finite constraints can be written in the form of (1) . Examples include linearly constrained (convex or nonconvex) quadratic programming (LCQP), convex quadratically constrained quadratic programming (QCQP), and the Neyman-Pearson classification problem [28, 34] .
Augmented Lagrangian method
On solving a nonlinear functional constrained problem, the augmented Lagrangian method (ALM) [11, 27] is one of the most classic and popular methods. The classic AL function of (1) is:
where β > 0 is the penalty parameter, y and z are the multiplier vectors, and [a] + denotes a vector taking component-wise positive part of a. If f i is convex for each i = 0, 1, . . . , m, then L β is convex about x and concave about (y, z); see [36, Lemma 1] for example. The ALM, at each iteration, updates the primal variable x by minimizing L β with (y, z) fixed and then performs a dual gradient ascent step to the multipliers. The pseudocode of its inexact version is shown in Algorithm 1, which is actually a framework because it is not specific on how to find x k+1 .
Algorithm 1: Inexact augmented Lagrangian method (iALM) for (1)
1 Initialization: choose x 0 ∈ dom(f 0 ), y 0 = 0, z 0 = 0, and a positive sequence {β k } 2 for k = 0, 1, . . . , do 3 Find x k+1 to be an approximate solution of min x∈R n L β k (x, y k , z k ) 4 Update y and z by
z k+1 = max 0, z k + β k f (x k+1 ) .
The updates to y and z only require the matrix-vector multiplication and the function value of f . To find x k+1 , one can, by principle, apply any unconstrained optimization methods. We will focus on large-scale (possibly nonsmooth) problems, whose Hessian matrices do not exist or are too expensive to compute. Hence, we will apply an FOM to approximately solve primal subproblems, and the resulting algorithm will be an AL-based FOM. We will specify how to find x k+1 by a checkable stopping condition. Furthermore, we will analyze the complexity result, measured by the total number of gradient and function value evaluations, to produce a solution of desired accuracy.
Literature review
In this subsection, we review related works on FOMs for solving (1) . Some of existing FOMs are based on the ALM framework or the Lagrangian method, while some others are not.
Lagrangian-based FOMs. On affinely constrained problems, i.e., in the form of (1) with m = 0, [15] analyzes the iteration complexity of an iALM whose primal-subproblems are approximately solved by an optimal FOM. For a smooth convex problem, [15] shows that O(ε − 7 4 ) gradient evaluations are sufficient to produce an ε-KKT point (see Definition 2 below) . The result is improved to O(ε −1 | log ε|) by applying the AL-based FOM to a perturbed strongly convex problem. While the result in [15] is established with constant penalty parameter β = O(ε −1 ), the work [20] uses β = O(ε − 1 2 ) and establishes the complexity result O(ε −2 ) to produce an ε-solution (x,ȳ) satisfying Ax − b ≤ √ ε and max x ∇g(x) + A ⊤ȳ ,x − x + h(x) − h(x) ≤ ε, where f 0 = g + h has been assumed. The results in [15] have been extended to conic convex programming in [2, 21] . The recent work [36] analyzed an AL-based FOM for solving (1) . For convex problems, it shows a complexity result O(ε −1 ) to produce an ε-optimal solution (see Definition 1 below), and for strongly convex problems, the result is improved to O(ε − 1 2 | log ε|). Different from the nonergodic result that we will show, the produced ε-optimal solution in [36] is the average of all iterates, i.e., the result is in an ergodic sense. Through accelerating a dual gradient ascent (DGA) method, [24] can also obtain a complexity result of O(ε − 1 2 | log ε|) for affinely constrained strongly convex problems. However, for convex problems, the complexity result of either the nonaccelerated or accelerated DGA is O(ε −2 ) to produce an ε-optimal solution. Different from iALM, a proximal iALM is studied in [17] , and it added a proximal term to each ALM subproblem. Although similar complexity results can be achieved, we notice that a proximal version of iALM can perform worse than the original iALM; see the numerical results in section 6.1.
The aforementioned works are all AL-based. There are also FOMs based on the ordinary Lagrangian function. For example, [23] proposed an inexact first-order dual method and its accelerated version by using the ordinary Lagrangian dual function. To produce an ε-optimal solution, the accelerated method needs O(ε − 1 2 ) outer iterations and solves each primal subproblem to an accuracy O(ε 3 2 ). Hence, for smooth strongly convex problems, its total complexity can be O(ε − 1 2 | log ε|), while for convex problems, its complexity is worse than O(ε −1 ). Another example is [9] , which proposed a method for solving general convex-concave saddle point (SP) problems. It is remarked that a conic convex program can be formulated as an equivalent SP problem by the ordinary Lagrangian function, and the proposed method can be directly applied and satisfies all required conditions for convergence. In addition, [9] shows that O(ε −1 ) gradient and function evaluations are sufficient to produce a solution with ε-primal-duality gap.
Besides on solving convex problems, AL-based FOMs have also been analyzed for non-convex problems. The recent work [33] shows a complexity result of O(ε −3 ) to produce an ε-KKT point for problems with nonconvex objective and nonconvex equality constraints. A key assumption that [33] makes is a regularity condition, which can ensure to control the primal residual by increasing the penalty parameter.
Penalty-based FOMs. Penalty methods are also commonly used for solving functional constrained problems. If the multiplier vectors are kept zero, then the ALM can be viewed as a penalty method. For affinely constrained conic convex programs, [14] gives a first-order quadratic penalty method. By assuming a bound on the optimal dual solution, it establishes a complexity result of O(ε −1 | log ε|) to produce an ε-KKT point, and if without the dual bound, its complexity result is O(ε −2 ) by employing a guess-and-check technique. For affinely constrained nonconvex problems, the recent work [13] proposes a first-order quadratic penalty method. By geometrically increasing the penalty parameter, it shows a complexity result of O(ε −3 ) to obtain an ε-KKT point. This result has been improved in [18] to O(ε − 5 2 | log ε|) for problems with weakly-convex objective and convex constraints. The order is the best known and matches with the result established in this paper. However, [18] only guarantees to produce a point that is ε-close to an ε-KKT point, and in addition, its method is pure-penalty-based and numerically performs worse than an AL-based method (see the experiments in section 6.2). For problems with weakly-convex objective and weakly-convex constraints, [18] gives an O(ε −4 ) complexity result, which can be improved to O(ε −3 ) if a strong Slater's condition holds, as shown in [4, 22] .
Trust-region based FOMs and more. There are several other works on FOMs for solving functional constrained problems, and they are not based on a framework of penalty method or ALM. By using a queue vector, [37] proposes a primal-dual type algorithm that iteratively performs one gradient descent to the primal variable and then immediately updates the virtual queue vector. The FOM in [35] also simply does one single gradient update to the primal variable before renewing the dual variables. Both works study convex problems and show an O(ε −1 ) complexity result in an ergodic sense to obtain an ε-optimal solution. On problems with smooth nonconvex objective and smooth nonconvex equality constraints, [6] proposes an FOM based on the framework of the trust-region (TR) method, which requires exact solutions of non-smooth TR subproblems. The method generally needs O(ε −5 ) gradient and function evaluations to find an ε-KKT point. A new TR-based FOM was proposed in [7] , which claimed an O(ε −2 ) complexity result. However, the authors of [7] corrected their claim in [8] that an ε-Fritz-John point is guaranteed but instead of an ε-KKT point. Many other FOMs can also be applied to convex problems in the form of (1), such as the level-set methods [1, 19] , the cooperative SA method [16] , and the SP first-order solvers [10, 12] . We do not exhaust our discussions but refer the readers to those papers.
Contributions and new results
We analyze the iteration complexity results of AL-based FOMs for both convex and nonconvex problems in the form of (1). The contributions of this paper are four-fold.
-First, we extend the results in [30, 31] from inequality-constrained cases to problems with both equality and inequality constraints. We show that the augmented dual function (defined in (7) below) of (1) is differentiable and has Lipschitz-continuous gradient. Also, we give a relation of the iALM to the inexact proximal point method. We then provide a bound of the objective error and primal residual, evaluated at the actual primal iterates, by the dual iterates. All the results are similar to those in [30, 31] for inequality-constrained convex problems. Although the extension is not difficult, the general results allow us to analyze the iteration complexity of AL-based FOMs for solving convex or nonconvex problems in the form of (1), without rewriting each affine equality constraint into two affine inequality constraints (that will double the corresponding dual variables).
-Second, assuming the existence of a KKT point, we establish an O(ε − 1 2 | log ε|) complexity result of the first-order iALM to produce an ε-optimal solution or an ε-KKT point of a strongly convex problem, for which we assume that its objective is the sum of a smooth term and a nonsmooth proximable term and the constraint functions are smooth. The complexity result differs from an existing lower bound by | log ε| and is nearly optimal in term of the dependence on ε. The ε-optimal solution and the ε-KKT point can both be obtained at the actual primal iterates. This improves the ergodic result in [36] .
-Thirdly, for convex problems in the form of (1), we propose to add a small quadratic term to the objective that leads to a strongly convex perturbed problem and then apply the first-order iALM to solve the perturbed problem. Given a target accuracy ε, we control the coefficient of the added quadratic term to be proportional to ε and establish an O(ε −1 | log ε|) complexity result to produce an ε-KKT point. This result is also nearly optimal, differing from a lower bound by | log ε|. The complexity result of our method is in the same order as that in [21] . Numerically, our method can significantly outperform the method in [21] to achieve the same level of accuracy. -Finally, we propose a hybrid method to solve nonconvex problems, for which we assume that the objective is weakly-convex but the constraint functions are still convex. The method is in the framework of the proximal point (PP) method. Utilizing the weak-convexity, we add to the objective a quadratic term with the current iterate as the prox-center, and this leads to a strongly-convex PP subproblem. On solving the PP subproblems, our method mixes the first-order iALM and a first-order penalty method with estimated multipliers. We break the whole algorithm into multiple stages. Since iALM is generally more efficient than a penalty method, we use it in an initial stage and also at the end of each following stage to estimate the multipliers. With the estimated multipliers, the penalty method can also perform well, and within each stage, the estimated multipliers are fixed so that we can control the change of primal iterates. Assuming the Slater's condition, we establish an O(ε − 5 2 | log ε|) complexity result to produce an ε-KKT point. Our result improves nearly by an order of ε − 1 2 over that in [13] , which considers affinely constrained nonconvex problems. Numerical experiments on nonconvex quadratic programs also demonstrate the advantage of our method over that in [13] .
We emphasize that the results in the first item above are straightforward extension of those in [30, 31] . The complexity results for the strongly-convex and convex cases in the second and third items are near optimal. They are in the same order as those in [17, 21] . However, our algorithms and analysis are different. The result for non-convex cases is completely new and the best so far. The algorithm and analysis for non-convex problems are based on our results in the first and second items. Hence, we must first present the generalization of the results in [30, 31] and analyze the strongly-convex case.
Notation and definitions
We denote [n] as the set {1, . . . , n}. For any two vectors a and b in R n , a ≥ b means a i ≥ b i for any i ∈ [n], max{a, b} denotes the vector by component-wise maximization.
[a] + is short for max{a, 0}. We let L 0 be the ordinary Lagrangian function of (1), namely,
We use p = (y, z) for the dual variable and let
be the dual feasible region. For any β > 0, the augmented dual function is defined as
and the ordinary Lagrangian dual function is
The augmented dual problem is max
Outline
The rest of the paper is organized as follows. In section 2, we give a few nice properties of the augmented dual function and show a nonergodic convergence rate result of the iALM. In section 3, we establish iteration complexity results of the first-order iALM for strongly convex problems. The results are then applied in section 4 to show a complexity result of the first-order iALM for solving convex problems, and in section 5 to analyze a hybrid first-order method for solving weakly-convex problems. Numerical results are given in section 6, and finally we conclude the paper in section 7. All proofs are given in the appendix.
2 Nonergodic convergence rate of the inexact augmented Lagrangian method
In this section, we assume the convexity of {f i } m i=0 and analyze the convergence rate of the iALM in terms of the objective error and feasibility violation at the iterates {x k } k≥0 . We first establish a few important properties about the augmented dual function d β and then show the convergence rate results. Our results are not completely new but follow [30] [31] [32] and generalize those in [30] from inequality-constrained cases to the cases with both equality and inequality constraints. This generalization allows us to establish iteration complexity results of a few proposed ALM based FOMs for solving (1).
Properties of the augmented dual function
In this subsection, we establish a few important properties of the augmented dual function d β .
Proposition 1 Given β > 0, for any x and p = (y, z) ∈ P, it holds
where p ′ = (y ′ , z ′ ) and P is given in (6) .
Theorem 1 (Continuous differentiability of d β ) Assume f i to be convex for each i = 0, 1, . . . , m. For any β > 0, the augmented dual function d β is concave and satisfies
where P is given in (6) . Moreover, if d 0 ≡ −∞, then d β is everywhere finite on P and continuously differentiable. Specifically, if for a given p ∈ P, d β (p) = L β (x(p), p), i.e., x(p) ∈ Arg min x L β (x, p), then ∇d β (p) = ∇ p L β (x(p), p), namely,
Furthermore, let w(p) be the unique maximizer in (12) . Then
Corollary 1 Assume p 0 ∈ Arg max p d 0 (p). Then for any β > 0, it holds
In other words, the augmented dual problem (D β ) has the same supremum as the ordinary dual problem.
Corollary 2 If d 0 ≡ −∞, then for any β > 0, the augmented dual function d β is smooth, i.e.,
Corollary 3 Let p k = (y k , z k ) ∈ P. Given ε k ≥ 0, if x k+1 satisfies:
then
Relation of iALM to inexact proximal point method
In this subsection, we establish the relation of iALM to the inexact proximal point method (iPPM) applied to the Lagrangian dual problem. Recall that we let p = (y, z). The iPPM applied to the Lagrangian dual problem max p d 0 (p) iterately performs the update:
where the operator M β is the proximal mapping of −βd 0 , defined as
Then by Theorem 1,
and also ∇d β (p) =
Therefore, if (17) holds, iALM updates to the dual variable p = (y, z) in Algorithm 1 satisfy
and thus the iALM can be viewed as an iPPM applied to the Lagrangian dual problem.
Bounding objective error and feasibility violation by dual iterates
Let x * ∈ dom(f 0 ) be an optimal solution of (1). The results below generalize [32, Thm. 4] .
k=0 be the sequence from Algorithm 1. Then
Furthermore, if (17) holds for each k, then
3 Complexity results of iALM for strongly-convex problems
In this section, we assume additional structures of (1) and establish iteration complexity results of the iALM for strongly-convex cases by using Theorem 2. Throughout the rest of the paper, we make the following two assumptions.
Assumption 1 (composite structure and smooth constraints) The objective admits a composite structure, i.e., f 0 = g + h, where g is differentiable and has a Lipschitz-continuous gradient, and h is a simple closed convex function with a bounded domain, i.e.,
Also, f i is a convex and Lipschitz differentiable function for every i = 1, . . . , m, i.e., there are constants
By (22) and (23), there must exist constants B 1 , . . . , B m such that
Assumption 2 (Slater's condition) There exists a point x feas ∈ relint(dom(h)) such that Ax = b and
The Slater's condition implies (c.f.: [29, Thm 28.2] ) that any optimal solution x * of (1) must be a KKT point, namely, there is (y * , z * ) ∈ R l × R m such that
We point out that the results in this section only need the existence of (x * , y * , z * ) satisfying the KKT conditions in (25) . However, the Slater's condition will be needed for the convex case and the nonconvex case in sections 4 and 5.
Besides Assumptions 1 and 2, we assume strong convexity of g in this section.
Assumption 3 (strong convexity)
The smooth function g is µ-strongly convex with µ > 0.
With these assumptions, the differentiable part of L β ( · , p) will have a Lipschitz continuous gradient for each fixed p. Hence, we can apply a proximal-gradient type method to find the approximate solution x k+1 for each k. To have an overall good complexity bound, we will use an accelerated proximal-gradient method that has provably optimal convergence rate.
Accelerated proximal gradient method
Consider the convex composite problem
where G is µ-strongly convex and L G -smooth, and H is a closed convex function. Notice that each xsubproblem in the iALM framework is in the above form. With µ > 0, one can apply the accelerated proximal gradient method (APG) (c.f., [25] ) to approximately solve (26) . The pseudocode is given in Algorithm 2.
Notice that the algorithm assumes the knowledge of the strong convexity constant µ and the gradient Lipschitz constant L G . We make this assumption simply for the convenience of analysis. However, all the results established in this paper still hold (up to a constant difference) if we know a positive lower bound of µ and search the Lipschitz constant by back-tracking.
Algorithm 2: Accelerated proximal gradient method: APG(G, H, µ, L G , ε)
if dist − ∇G(x t+1 ), ∂H(x t+1 ) ≤ ε, then output x t+1 and stop.
In the rest of this subsection, we show a few important results about the APG method, which will be used to establish the complexity results of the first-order iALM to obtain a near-optimal or near-KKT solution.
Remark 2 From the above lemma, it follows that the stopping condition in Algorithm 2 will be satisfied if
The following theorem gives the convergence rate of Algorithm 2.
Theorem 3 Let {x t } be the sequence generated from Algorithm 2. Assume x * = arg min x F (x). Then
The next lemma bounds the change of iterates based on the objective errors.
Using Lemma 2 together with Theorem 3, we are able to provide an upper bound on the total number of iterations of Algorithm 2 to terminate and output the desired approximate solution.
Lemma 3 Given ε > 0, within at most T iterations, Algorithm 2 will output a solution
iALM with checkable stopping conditions
In this subsection, we apply the APG method in Algorithm 2 to approximately solve the x-subproblems in the framework of iALM. With the assumptions mentioned at the beginning of section 3, we give an implementable iALM with stopping conditions that can be checked based on the primal-dual iterates. For a fixed p, let F (·) = L β ( · , p) and G = F − h. Then
and by [36, Lemma 5] , ∇G(x) is Lipschitz continuous on dom(h) with constant
where
are given in (23) and (24) respectively. Therefore, we can apply Algorithm 2 to each x-subproblem of iALM. With this subroutine, we specify how to implement the iALM for strongly convex problems in Algorithm 3, where the stopping condition depends on the TYPE of a desired solution.
We make a remark on the TYPE of 'KKT1' and 'KKT2'. If one just wants to obtain an ε-KKT point, it is sufficient to use 'KKT1'. The stopping condition for 'KKT2' is more restricted than that for 'KKT1', and the option of 'KKT2' is provided to solve the proximal point subproblems in section 5 for nonconvex cases, in order to bound the quantity p k β k by ε. Below, we show that once Algorithm 3 stops, the output (x k+1 , p k+1 ) must be an ε-optimal solution or ε-KKT point of (1), depending on the choice of TYPE.
Theorem 4 Suppose k = K − 1 for some integer K ≥ 1 when Algorithm 3 stops. Then the output x K is an ε-optimal solution of (1) if TYPE = 'OPT', and x K is an ε-KKT point if TYPE = 'KKT1' or 'KKT2'. Algorithm 3: iALM for strongly-convex problems: (β, x, y, z) = iALM-SC(g, h, ε, β 0 , σ, µ, TYPE)
Let F be the function:
Update x by calling Algorithm 2
8
Update the dual variable p = (y, z) with y and z respectively by (3) and (4);
Let β k+1 = σβ k
Iteration complexity results
In this subsection, we establish the complexity results of Algorithm 3. From the proof of [36, Lemma 7] , it
where p * is a dual solution satisfying the KKT conditions in (25) . When p 0 = 0, the above inequality implies
Theorem 5 (Iteration complexity for an ε-optimal solution) Under Assumptions 1 through 3, given ε > 0, let ε k =ε = σ−1 2(σ+1) ε for all k and TYPE = 'OPT'. Then within at most K iterations, Algorithm 3 will stop, and the output x K is an ε-optimal solution of (1), where
In addition, the total number of gradient and function value evaluations
2 ) given in [26] . Hence, our result is nearly optimal. In addition, we set
is for the convenience of analysis. From (70) and (71), it is easy to see that a complexity result of the same order can be obtained if ε k < ε for each k. 
where κ and L c are the same as those in (38), and
Remark 4 Similar to Theorem 5, we set ε k = σ−1 σ+1 ε 2 min{1, √ µ} for the convenience of analysis. From (76) and (78), it is easy to see that a complexity result of the same order can be obtained if ε k < min ε, εµ(σ−1) 4σ for each k.
Complexity results of iALM for convex problems
In this section, we relax the strong convexity of f 0 in (1) but only assume its convexity. By applying Algorithm 3 to a slightly perturbed version of (1), we establish an iteration complexity result of iALM to generate an ε-KKT solution. More specifically, we let
where x 0 ∈ dom(h), and we find a near-KKT point of the perturbed problem:
First, we show a relation between the near-KKT points of the original problem (1) and the perturbed problem (40).
Since the Slater's condition holds, there must be a primal-dual solution (x * ,p * ) satisfying the KKT conditions of (40). In addition,f 0 is ε 2D -strongly convex, and thus we can apply Theorem 6 to obtain the following complexity result.
Theorem 7 (complexity result of iALM for convex cases) Suppose that all the conditions in Assumptions 1 and 2 hold and also g is convex. Given ε ∈ (0, 1), apply to (40) Algorithm 3 with input parameters: error tolerance ε 2 , strong-convexity constant µ = ε 2D , solution TYPE = 'KKT1', β 0 > 0, and σ > 1, namely, let
Then x out is an ε-KKT point of (1), with at most T total gradient and function value evaluations. Here,
where κ and L c are defined in (38) with µ replaced by ε 2D and p * replaced byp * ,ε = σ−1 σ+1 ε 4 min 1, ε 2D , and
Remark 5 Let ε ∈ (0, 1) be given. If we take constants σ > 1 and β 0 > 0 independent of ε, then K = O(log 1 ε ). Notice κ = O(1/ε) andC ε = O(1/ε). Hence, C ε ε will dominate the term √ κK, and thus T total = O( 1 ε log 1 ε ).
Comparison to existing works
For affinely constrained problems, [26] shows that to reach an ε-optimal solution (see Definition 1), the lower complexity bound of a first-order method is O( 1 ε ). Since an ε-KKT point of (1) must be an O(ε)-optimal solution, our result in Theorem 7 is nearly optimal in terms of the dependence on ε.
The complexity result of the same order O( 1 ε log 1 ε ) has been established in [15] for problems with affine equality constraints. Similar to our method, the modified iALM in [15] also solves a perturbed strongly convex problem. However, [15] uses a constant penalty parameter in the order of 1 ε . Numerically, the iALM with a large constant penalty can be significantly slower than that using geometrically increasing penalty parameters as shown in [36] . This is because with small penalty parameters, the first several primal subproblems can be better conditioned and their inexact solutions are good starting points for the later subproblems with large penalty parameters. The work [21] proposed a modified iALM for a more general convex conic problem
where f 0 and P are closed convex functions, K is a closed convex cone, g is a vector function that is convex with respect to K, and y K z means z − y ∈ K. The problem (1) can be written into a form of (41) with
Different from our method, the modified iALM in [21] does not perturb the original problem but instead adds a proximal term to each ALM subproblem by using the current iterate as the proximal center, namely, it is a proximal iALM. More specifically, its k-th primal subproblem is in the form of min
where L ρ k is the augmented Lagrangian function of (41), x k is the k-th primal iterate, and λ k is the k-th dual iterate. In addition, it finds the next iterate x k+1 such that
and its update to the dual variable is the same as the ALM. Choosing geometrically increasing ρ k and geometrically decreasing η k , [21] establishes a complexity result of O( 1 ε log 1 ε ) to obtain an ε-KKT point. When g is simply an affine mapping in (41), the earlier work [2] gives a complexity result of the same order. Numerically, we observed that our method could be significantly faster than the modified iALM in [21] , though the complexity results for both of them are in the same order.
Complexity results for nonconvex cases
In this section, we relax the convexity assumption on the objective of (1). Instead, we assume g to be ρweakly convex with ρ > 0, i.e., g(x) + ρ 2 x 2 is a convex function about x. For this case, we propose a new algorithm that is a hybrid of inexact ALM and inexact penalty method under the framework of the proximal point method. The new algorithm approximately solves a sequence of strongly-convex subproblems in the form of minimize
wherex is the primal-center of the subproblem.
Suppose we start from x 0 ∈ dom(h). Given any ε > 0, for each k ≥ 0, we can apply Algorithm 3 to find anε-KKT point x k+1 of (44) withx = x k . Therefore, for each k ≥ 0, there is p k+1 such that dist 0, ∂L 0 (x k+1 , p k+1 ) + 2ρ(x k+1 − x k ) ≤ε, where L 0 is defined in (5) . Since the near-feasibility and near-complementarity conditions for (44) are the same as those for (1), x k+1 − x k ≤ ε 4ρ andε ≤ ε 2 would suffice to guarantee x k+1 to be an ε-KKT of (1). By theε-dual feasibility condition and the assumption in (22) , it holds for some∇f 0 (x k+1 ) ∈ ∂∇f 0 (x k+1 ) that
where the second inequality follows from the convexity of f 0 + ρ 2 · −x k 2 , and in the last inequality we have used theε-feasibility of x k and x k+1 . Therefore, by bounding p k+1 , we have
where C is a universal constant depending on D and the bound of dual solutions. Summing the inequality over k, one can easily show that for any integer K ≥ 1,
Hence, we will need to takeε = O(ε 2 ) and K = O(ε −2 ) to guarantee x k+1 − x k ≤ ε 4ρ for some k ≤ K − 1. This way, we will need O ε −3 | log ε| total number of gradient and function value evaluations, by using Theorem 6. This order of complexity result is comparable to that in [13] , which uses a quadratic penalty method, but it is worse than the result O(ε − 5 2 | log ε|) in [18] whose method is also a quadratic penalty method.
We will show that by mixing the iALM and a quadratic penalty method with estimated multipliers, we can also achieve a complexity result of O(ε − 5 2 | log ε|). Different from [18] that only guarantees a solution ε-close to an ε-KKT point, our method can attain an ε-KKT point, and in addition, our method is Lagrangian-based and can numerically perform better than a pure-penalty method.
Quadratic penalty method with estimated multipliers
In this subsection, we design a quadratic penalty method to (44). Given ε > 0, the penalty method can give an ε 2 -KKT point of (44), and more importantly, it can guarantee an inequality similar to that in (45) with a complexity of O(1/ √ ε) even thoughε = O(ε 2 ). Therefore, if we use the penalty method for the subproblem (44) withx = x k for all k, then we can have a complexity result of order O(ε − 5 2 | log ε|). However, we notice that numerically, iALM is significantly more efficient than a classic quadratic penalty method. Motivated by this, we propose a penalty method with estimated multipliers (PenMM) that are provided by iALM. The pseudocode is given in Algorithm 4. Notice that this algorithm is different from Algorithm 3 at the update to y and z. PenMM always uses the initially provided multipliers in the update of p, while iALM-SC uses the current estimated multipliers in the update.
Below, we show that if β k is sufficiently large, (x k+1 , y k+1 , z k+1 ) must be an ε 2 -KKT point of (44), and thus the stopping condition in Algorithm 4 must be satisfied after finitely many updates.
Algorithm 4: (β out , x out , p out ) = PenMM(ε, β 0 , σ, ρ,x,p) for solving (44) 1 Input: error tolerance ε > 0, β 0 > 0, σ > 1, weak-convexity constant ρ > 0, and (x,ȳ,z) withx ∈ dom(h) andz ≥ 0; 2 Initialization: let x 0 =x, y 0 =ȳ, z 0 =z, and set k = 0;
Apply Algorithm 2 to find
Set β k+1 = σβ k and increase k ← k + 1. Theorem 8 Suppose that the conditions in Assumptions 1 and 2 hold and also g is ρ-weakly convex. Let ε ≤ 3 16 andp * be a dual solution of (44). If for some k, it holds
then (x k+1 , y k+1 , z k+1 ) must be an ε 2 -KKT point of (44). The next theorem gives an upper bound on the total number of gradient and function value evaluations that Algorithm 4 needs to return the output.
Theorem 9 (complexity results of PenMM) Suppose that the conditions in Assumptions 1 and 2 hold and also g is ρ-weakly convex. Let ε ≤ 3 16 . To return the output, the total number of APG iterations that Algorithm 4 takes is
whereβ is given in (46), L c is defined in (38), and
Hybrid of iALM and PenMM
In this subsection, we propose a hybrid method for solving ρ-weakly convex problems in the form of (1), through mixing the iALM and PenMM methods under the proximal point (PP) method framework. Suppose at the k-th iteration, the estimate of the primal solution is x k . We form the k-th subproblem as
and approximately solve it by either the iALM or PenMM method. The pseudocode is given in Algorithm 5, which can be viewed as a multi-stage method. Due to the higher efficiency of the iALM over a penalty method, we approximately solve all the first K 0 subproblems by the iALM in the initial stage. This way, we can obtain a good estimate of the multipliers. Then we switch to the use of the PenMM method to have a better complexity result. To maintain the efficiency, we approximately solve a subproblem by the iALM at the end of each stage to update the estimate of the multipliers.
Algorithm 5: Hybrid iALM and Penalty Method (HiAPeM) for weakly-convex cases of (1)
1 Input: error tolerance ε > 0, β 0 > 0, σ > 1, and weak-convexity constant ρ > 0; 2 Initialization: choose x 0 ∈ dom(h), y 0 = 0, z 0 = 0, integer K 0 = N 0 and N 1 , γ > 1, and 0 < ε 2 ≤ ε 1 ≤ ε; 3 for k = 0, 1, . . . , K 0 − 1 do 4 Let g k be the function defined as g k (
output (x k+1 , p k+1 ) and stop 11 Setβ 1,0 = β k andp 1 = p k+1 ; ⊲ store the estimated penalty parameter and the multipliers 12 Let s = 1, t = 0, k = K 0 , and Ks = K 0 + N 1 ; ⊲ to start the s-th stage, t counts inner iterations output (x k+1 , p k+1 ) and stop 23 Let t = 0, k = Ks, N s+1 = ⌈γ s N 1 ⌉, and K s+1 = Ks + N s+1 ; 24 Increase s ← s + 1, setβ s,0 = β k andp s = p k+1 . ⊲ update penalty parameter and multipliers from iALM .
Before analyzing Algorithm 5, we provide a bound on each estimated multiplier vectorp s . Since the Slater's condition holds for each k-th subproblem, there must exist (x * k , y * k , z * k ) satisfying the KKT conditions of (47). However, notice that the complexity results of the iALM and PenMM all require a bound on the dual solution, and the bound may change with k. Hence, we need a uniform bound on the dual solution of all PP subproblems. To have this bound, we make stronger assumptions on h and the strict feasible point x feas appearing in Assumption 2. Lemma 5 (uniform bound on dual solutions) Under Assumptions 1, 2, and 4 and also assuming g to be ρ-weakly convex, we have the following bound on the dual solution (y * k , z * k ) of (47):
where {B i } m i=0 are the bounds of |f i |'s, and ∂dom(h) denotes the boundary of dom(h).
Recalling p = (y, z), we have from the above lemma that
With the above bound, we are able to bound each estimated multiplier vectorp s from the HiAPeM algorithm. 
The next lemma gives the progress from the iALM steps.
Lemma 7 (progress from iALM step) Let (β k , x k+1 , p k+1 ) be generated from Algorithm 5. Then for each 0 ≤ k < K 0 − 1 and each k = K s − 1 for any s ≥ 0 (i.e., the output is by iALM-SC), it holds
where M ε1 is defined in (49), and D is the diameter of dom(h).
The next two lemmas give the progress from the PenMM steps.
Lemma 8 For each s ≥ 1, it holds that
Lemma 9 (progress from PenMM step) Let (β k , x k+1 , p k+1 ) be generated from Algorithm 5. Then for each s ≥ 1, it holds
Combining the progresses from the iALM and PenMM steps, we are able to bound the stage number as follows.
Theorem 10 (bound on the stage number) Suppose that the conditions in Assumptions 1, 2, and 4 hold and also that g is ρ-weakly convex. Given ε ∈ (0, 1 2 ], let ε 1 = ε and ε 2 = ε 2 √ 2 min 1, 1 √ ρ in Algorithm 5.
Assume N 0 ≥ N1 γ−1 . Let S be the smallest integer such that
where B 0 the constant in Assumption 4,
where e ≈ 2.718 is the natural logarithmic base. Then Algorithm 5 must stop within K S iterations and the output (x k+1 , p k+1 ) is an ε-KKT point of (1).
Remark 6
The requirements ε ≤ 1 2 and N 0 ≥ N1 γ−1 in Theorem 10 are for the convenience of analysis. We can have similar results for any ε > 0 and any positive integers N 0 and N 1 . In addition, we call the subroutines iALM and PenMM to obtain ε 2 -KKT solutions of the subproblems. This is also for convenience of the analysis. Notice that the first three terms on the right hand side of (96) are constants or in the order of ε. Hence, for any constant c ∈ (0, 1), if the subroutines can return a cε-KKT solution of each subproblem and the last term ε 2 32 in (96) is pushed to be less than (1−c) 2 ε 2 4 , we can still guarantee an ε-KKT solution of (1) within the same order of complexity. Now we are ready to state the total complexity result.
Theorem 11 (complexity results for nonconvex cases) Suppose that the conditions in Assumptions 1, 2, and 4 hold and also that g is ρ-weakly convex. Given ε ∈ (0, 1 2 ], let ε 1 = ε and ε 2 = ε 2 √ 2 min 1, 1 √ ρ in Algorithm 5. Assume N 0 ≥ N1 γ−1 . Then Algorithm 5 can produce an ε-KKT point of (1) with at most T total = (N 0 + S)⌈T iALM ⌉ + (K S − N 0 − S)⌈T PenMM ⌉ evaluations of gradient and function value, where S is the smallest integer such that (54) holds, and
with M defined in Theorem 10 and L c in (38).
Remark 7
Let ε ∈ (0, 1) be given. It is not difficult to see that
. Furthermore, it follows from (54) that K S = O(ε −2 ). Hence, the overall complexity is O(ε − 5 2 log 1 ε ).
Comparison to existing works
To the best of our knowledge, the complexity result O(ε − 5 2 log 1 ε ) for solving problems with weakly-convex objective and with convex functional constraints is currently the best. For unconstrained smooth non-convex problems, [5] establishes a lower complexity bound of O(ε −2 ) to produce an ε-stationary point. However, the lower complexity bound of an FOM for functional constrained problems is still unknown. The work [13] proposes a quadratic penalty accelerated inexact proximal point (QP-AIPP) method for solving a linearly constrained problem:
where g is weakly-convex and has Lipschitz continuous gradient, and h is a closed convex function. The QP-AIPP is a pure-penalty method. To produce an ε-KKT point, [13] shows that O(ε −3 ) gradient evaluations are sufficient. This complexity is worse than ours by nearly an order of ε − 1 2 . The very recent work [18] considers weakly-convex problems in the form of (1). It gives a first-order quadratic penalty method and also establishes a complexity result of O(ε − 5 2 log 1 ε ) to produce a point that is ε-close to an ε-KKT point. The complexity result is in the same order as our result. However, our method can directly give an ε-KKT point, and in addition, due to the use of iALM to estimate the multipliers, our hybrid method can numerically perform significantly better.
Numerical experiments
In this section, we do experiments to demonstrate the numerical performance of the proposed methods. The tests were conducted on the convex quadratically constrained quadratic program (QCQP) and nonconvex linearly constrained quadratic program (LCQP). We compare the proposed methods to the modified iALM in [21] on the QCQP and to the QP-AIPP in [13] on the nonconvex LCQP. All the tests were performed in MATLAB 2017a on an iMAC with 4 cores and 8GB memory.
Experiments on convex quadratically constrained quadratic program
In this subsection, we test the proposed methods on the QCQP:
where Q j is positive semidefinite, ∀j ∈ {0, 1, · · · , m}. In the test, we generated all data randomly. Q 0 was made singular, and thus the problem is convex but not strongly convex. For each i, we set l i = −1 and u i = 1. For each j, d j was made negative, and thus the Slater's condition holds. Two groups of QCQP instances of different sizes were generated. Each group consists of 10 independent trials. The first group had m = 10 and n = 1, 000, and the second one had m = 20 and n = 5, 000. We tested the method described in section 4 and compared it to the modified iALM in [21] . Both methods used the target accuracy ε = 10 −3 . For our method, we adopted two settings, and for both settings, we used ε k = ε 2 as the stopping tolerance of solving each primal subproblem. In the first setting, we simply ran it to 10 outer iterations with β 0 = σ−1 ε(σ 10 −1) , β k = σ k β 0 and σ = 10, and in the second setting, we used β 0 = 0.001 and σ = 3 and terminated it once an ε-KKT point was obtained. The compared method is described by (42) and (43). We set ρ k = 1.1ρ 0 and η k = 9η0 11 with ρ 0 = η 0 = 0.1 and terminated it once an ε-KKT point was obtained. This setting appeared good for the method. We also tried to use a smaller ρ 0 , and it turned out to slow down the method. For all instances, we report the primal residual, dual residual, complementarity violation, running time (in second), number of objective evaluation, and number of gradient evaluation, which are evaluated at the last iterate and shortened as pres, dres, compl, time, #Obj, and #Grad, respectively.
The results for the smaller-sized instances are shown in Table 1 and those for the larger ones in Table 2 . Comparing the results by the proposed method with setting I to those by the method in [21] , we see that our proposed method is better by the measure of any quantity in all trials, except for the 9th larger-sized instance where our method took slightly more time and produced higher accuracy. Comparing the results by our method with setting II, we see that the proposed method can be significantly faster than the method in [21] to produce an ε-KKT point. The proposed method with setting II produced more balanced pres, dres, and compl, while the method in [21] takes much more time on reducing dres. This suggests that it may be not good to geometrically decrease the error tolerance for solving primal subproblems. Table 2 Results by the proposed method and the modified iALM in [21] on solving convex QCQP instances of size m = 20 and n = 5, 000. trial pres dres compl time #Obj #Grad pres dres compl time #Obj #Grad pres dres compl time #Obj #Grad proposed method with setting I proposed method with setting II modified iALM in [21] 
Experiments on nonconvex linearly constrained quadratic programs
In this subsection, we test the proposed method on solving nonconvex LCQP:
where A ∈ R m×n , and Q ∈ R n×n is symmetric and indefinite (thus the objective is nonconvex). In the test, we generated all data randomly. The smallest eigenvalue of Q is −ρ < 0, and thus the problem is ρ-weakly convex. For all tested instances, we set l i = 0 and u i = 5 for each i ∈ [n]. We generated two groups of LCQP instances of different sizes. The first group had m = 10 and n = 200 and the second one m = 100 and n = 1, 000. Each group consists of three subgroups corresponding to ρ ∈ {0.1, 1, 10}. In general, the bigger ρ is, the harder the problem is. We tested the HiAPeM in Algorithm 5 and compared it to the QP-AIPP method in [13] . For HiAPeM, we set N 1 = 2 and tried different values of N 0 ∈ {1, 10, 100}. Recall that N 0 is the number of calling the iALM as the subroutine in the initial stage. In general, the iALM is better than a pure-penalty method on solving the same functional constrained problem. We expected that the more the iALM was called in the initial stage, the sooner a solution of a desired-accuracy would be obtained. In addition, we set γ = 1.1 and β k = σ k β 0 with σ = 3 and β 0 = 0.01 for all instances. For QP-AIPP, we set its parameters as required by the theorems in [13] . However, we must relax the stopping condition in [13, Eq. (53) ] by using a tolerance larger than required, because otherwise the number A k in its ACG subroutine may overflow in MATLAB (larger than 10 308 ). For this same reason, we must set each l i = 0 in all instances. We noticed that if we set l i to a negative number, QP-AIPP also had the overflow issue. The targeted accuracy was set to ε = 10 −3 for all instances.
For HiAPeM, we report the primal residual, dual residual, running time (in second), and the number of gradient evaluation, shortened as pres, dres, time, and #Grad, respectively. For QP-AIPP, we also report the number of objective evaluation #Obj. Notice that HiAPeM does not need to evaluate the objective value, and thus its #Obj equals 0. The results for smaller-sized instances are shown in Tables 3 through 5 with ρ = 0.1, 1, 10 respectively, and the results for larger-sized instances are in Tables 6 through 8 . We make three observations from the results. First, all the compared methods took more time as ρ increased, and this indicates that bigger ρ yields harder problems. Second, the proposed HiAPeM performs better with larger N 0 , which coincides with our expectation. Thirdly, for each group of instances, the proposed method is faster than the QP-AIPP method on average, except for the larger-sized instances with ρ = 0.1, HiAPeM with N 0 = 1 is slightly slower than QP-AIPP. Table 3 Results by the proposed algorithm HiAPeM with N 1 = 2 and three different choices of N 0 and by the QP-AIPP method in [13] on solving a ρ-weakly convex QP (57) of size m = 10 and n = 200, where ρ = 0. Table 5 Results by the proposed algorithm HiAPeM with N 1 = 2 and three different choices of N 0 and by the QP-AIPP method in [13] on solving a ρ-weakly convex QP (57) of size m = 10 and n = 200, where ρ = 10. Table 6 Results by the proposed algorithm HiAPeM with N 1 = 2 and three different choices of N 0 and by the QP-AIPP method in [13] on solving a ρ-weakly convex QP (57) of size m = 100 and n = 1000, where ρ = 0. Table 7 Results by the proposed algorithm HiAPeM with N 1 = 2 and three different choices of N 0 and by the QP-AIPP method in [13] on solving a ρ-weakly convex QP (57) of size m = 100 and n = 1000, where ρ = 1. We have established iteration complexity results in a nonergodic sense of AL-based first-order methods for solving nonlinear functional constrained problems, under strongly-convex, convex, and weakly-convex settings. Given ε > 0, our methods require O(ε − 1 2 | log ε|), O(ε −1 | log ε|), and O(ε − 5 2 | log ε|) proximal gradient steps, respectively for the three cases, to produce an ε-KKT solution. For the strongly convex and convex cases, our results are nearly optimal, while for the nonconvex case, our result is so far the best.
Proof of Theorem 1. The concavity of d β follows from the concavity of L β about the dual variable. From Proposition 1 and the definition of d β , it follows that for p ∈ P,
where the third equality follows from the strong concavity about w and the condition d 0 ≡ −∞. By the definition of d 0 , we can drop the restriction w ∈ P due to the max operator and thus complete the proof of (12). From (12), we simply have that d β is finite everywhere on P if d 0 ≡ −∞, thus ∂d β (p) is always nonempty. Let s ∈ ∂d β (p). Then from the concavity of d β , it holds
Since w(p) is the unique maximizer of (12), we have
and thus 1 2β
, and thus ∂d β (p) is single-valued for each p. Since d β is concave, we conclude that s = ∇d β (p) [ 
Therefore ∇pL β (x(p), p) ∈ ∂d β (p), and ∇pL β (x(p), p) = ∇d β (p) as claimed.
Proof of Proposition 1. From (12), we have
Note that in the above second equality, the optimal p equals w. Hence, if p 0 ∈ Arg max p d 0 (p), then p 0 is also the maximizer of d β . This completes the proof.
Proof of Proposition 2. The first inequality is from concavity of d β . For the second inequality, given p, let w(p) be the maximizer in (12) and define r(p ′ ) = d 0 (w(p)) − 1 2β p ′ − w(p) 2 . Then r(p) = d β (p) and r(p ′ ) ≤ d β (p ′ ), ∀p ′ . Hence, p is the maximizer of r − d β , so ∇r(p) − ∇d β (p) = 0, or equivalently ∇r(p) = ∇d β (p).
Since r is quadratic, by Taylor series we have r(p ′ ) = r(p)
This completes the proof.
Proof of Proposition 3. For ease of notation, we let β = β k > 0, x = x k+1 and p = p k in the proof. Using Corollary 2 and the concavity of L β (x k+1 , ·), we have that for any p ′ ,
Since p ′ is arbitrary, the above last inequality implies
which gives the desired result.
Proof of Theorem 2. By the update of y in (3), it holds that
Also, from the update of z in (4), we have f i (
which together with (62) gives (21a).
To show the result in (21b), we note z k+1 = [z k + β k f (x k+1 )] + and
Hence,
From (12), we have
where M β is defined in (19) . Recall from Corollary 1 that maxp d β (p) = maxp d 0 (p), ∀ β > 0. Hence, by (17), (65), and (66), it holds
Now, by weak duality: maxp d 0 (p) ≤ f * 0 , and plugging Ax k+1 − b = 1 β k (y k+1 − y k ), we obtain the second inequality in (21b).
B Proofs for results in section 3
In this section, we provide the proofs of all the results in section 3. 
Proof of
In addition, from [3, Theorem 3.1], we have F (x 0 ) − F (x * ) ≤ L G x −1 −x * 2 2 , which together with the above inequality gives the desired result.
In addition, we have from (35) and (68) that
Now from the choice of K together with (70) and (71), it follows that
and thus Algorithm 3 must stop within K iterations. The output x K is an ε-optimal solution from Theorem 4. Below, we estimate the total number of APG iterations. Since δ k = √ µε k for each k, then from (22) 
In addition, notice that σ k ≤ σ K−1 < σCε for each k ≤ K − 1, and thus from (73) and the definition of Lε in (38), it holds L(z k , β k ) ≤ Lε. Hence, from (72), we have the total number of APG iterations:
Now using (74), plugging ε k =ε into the above inequality, and also noting σ K ≤ σ 2 Cε, we obtain the desired result and complete the proof.
Proof of Theorem 6. Applying the result in (29), we have L β k (x k+1 , p k ) ≤ d β k (p k ) + 
Noticing k−1 t=0 βtε 2 t = β 0ε 2 σ k −1 σ−1 , we have, by a similar argument to obtain (69), that
Hence, by setting K as that in (39), we have m i=1 z K i f i (x K ) ≤ ε. Therefore, Algorithm 3 must stop within K iterations, and the output x K is an ε-KKT point of (1) by Theorem 4. Below, we estimate the total number of APG iterations.
Since δ k = ε k for each k, then from (22) 
Similar to (73), we obtain from (31) and (75) that
where in the second inequality, we have used εt = σ−1 σ+1 ε 2 min{1, √ µ} for each t. Hence, L(z k , β k ) ≤ Lε for each k ≤ K − 1 by the fact σ k < σ Cε, ∀ k ≤ K − 1, and also
Summing up (80) over k = 0 through K − 1, plugging the above inequality, and using L(z k , β k ) ≤ Lε, ∀ k ≤ K − 1 and σ K < σ 2 Cε, we obtain the desired upper bound on T total and complete the proof.
Proof of Theorem 9. From the setting of K, it follows σ K−1 ≥β β 0 and σ K−1 < σβ β 0
. Since β k = β 0 σ k for each k ≥ 0, we have from Theorem 8 that the stopping condition of Algorithm 4 must be satisfied when k ≥ K − 1. Hence, by Lemma 3 and (22) , the total number of APG iterations is
From the definition of L(z, β) in (31), we have for each k ≤ K − 1 that
