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Abstract
The critical exponent of a matroid is one of the important parameters in matroid
theory and is related to the Rota and Crapo’s Critical Problem. This paper introduces
the covering dimension of a linear code over a finite field, which is analogous to the
critical exponent of a representable matroid. An upper bound on the covering di-
mension is conjectured and nearly proven, improving a classical bound for the critical
exponent. Finally, a construction is given of linear codes that attain equality in the
covering dimension bound.
Keywords: Linear code over a finite field, Critical Problem, covering dimension,
support weight distribution, characteristic polynomial.
1 Introduction
The Critical Problem of matroid theory, posed by Crapo and Rota [7], is to determine for
q-representable classes of matroids M the invariant c(M ; q) known as the critical exponent.
This problem has attracted much interest; see for instance [1, 2, 4, 5, 8, 14, 16, 18, 23, 24]
and the excellent monograph-length survey [13] on this problem and variations thereof. One
reason for this interest is that the critical exponent generalises the chromatic polynomial
for graphs and, it was once hoped, methods for evaluating critical exponent could lead to
a short and transparent proof of the famous Four Colour Theorem, which at that time was
not proved to everyone’s satisfaction.
These hopes have so far been frustrated since the critical exponent has turned out to
be very difficult to determine, and the Critical Problem has turned out to be significantly
more challenging - and of fundamental interest - than the Four Colour Problem. Until now,
there are only very few general results to describe the critical exponent, one of which is the
following bound by Kung [13, (4.10)]:
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Theorem 1 If M is a rank k simple matroid that is representable over Fq, then
c(M ; q) ≤ k − g + 3 ,
where g denotes the girth of M , that is, the minimum cardinality of circuits of M .
The purpose of this paper is to introduce the covering dimension for linear codes over a
finite field Fq, analogous to the critical exponent for representable matroids. In Section 3,
we conjecture an upper bound on the covering dimension (cf. Conjecture 11) that improves
Kung’s bound above, and we nearly prove this conjecture by showing that the upper bound
is true for the great majority of linear codes (cf. Corollary 21). Furthermore, in Section 4,
we provide constructions of linear codes over finite fields that attain our improved bound,
thus proving that it is tight.
2 Preliminaries
Set E := {1, . . . , n}. Let Fnq := F
E
q be the vector space of ordered n-tuples of elements from
Fq indexed by E. The support and weight of each vector x = (x1, . . . , xn) ∈ F
n
q is given by
supp(x) := { i : xi 6= 0} ;
wt(x) := |supp(x)| .
Similarly, the support and weight of each subset B ⊆ Fnq are defined as follows:
Supp(B) :=
⋃
x∈B
supp(x) ;
wt(B) := | Supp(B)| .
For vectors x = (x1, . . . , xn),y = (y1, . . . , yn) ∈ F
n
q , define the inner product
x · y :=
n∑
i=1
xiyi .
Let C be an [n, k] code C over Fq; that is, a k-dimensional subspace of the vector space F
n
q .
The dual code C⊥ of C is defined by
C⊥ := {y ∈ Fnq : x · y = 0 for all x ∈ C} .
The minimum Hamming weight of C is defined by
d := d(C) = min{wt(x) : (0 6=)x ∈ C} .
The minimum Hamming weight of the dual code C⊥ is often simply denoted by d⊥ := d(C⊥).
An [n, k, d] code C is an [n, k] code with minimum distance d(C) = d.
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We now introduce the covering dimension of C, denoted by γ(C), as follows:
γ(C) :=
{
∞ , if Supp(C) 6= E ;
min{r ∈ Z+ : A
(r)
n (C) 6= 0} , otherwise
where A
(r)
i (C) is the number of r-dimensional subcodes D of C with wt(D) = i.
We will now briefly show the connection between the covering dimension γ(C) and the
critical exponent c(M ; q) for matroids.
For each subset X ⊆ E, the shortened code, denoted by C/X , is the linear code obtained
by deleting the (zero) coordinatesX from each codewords x ∈ C with supp(x)∩X = ∅. The
punctured code, denoted by C \X , is the linear code obtained by deleting the coordinate X
from each codeword in C. The function ρ given by ρ(X) := dimC \ (E − X) for X ⊆ E
induces a matroid MC = (E, ρ) (we refer the reader to [19, 22] for information on matroids).
The critical exponent c(MC ; q) of MC is defined by
c(MC ; q) =
{
∞ , if MC has a loop;
min{j ∈ Z+ : p(MC ; q
j) > 0} , otherwise
where p(MC ; q
j) is the characteristic polynomial of MC , defined by
p(MC ;λ) =
∑
X⊆E
(−1)|X|λρ(E)−ρ(X) .
The Critical Problem of matroid theory is to determine c(MC ; q) (cf. [2, 4, 8, 13]). One of
the main tools that has been used to address the Critical Problem is the following result
widely known as the Critical Theorem by Crapo and Rota [7] (see also [4, Theorem 2]).
Theorem 2 (The Critical Theorem) Let C be an [n, k] code over Fq. For any X ⊆ E and
any m ∈ Z+, the number of ordered m-tuples (v1, . . . , vm) of codewords v1, . . . , vm in C with
supp(v1) ∪ · · · ∪ supp(vm) = X is p(MC/(E−X); q
m).
By applying E = X to the Critical Theorem, we can equate the covering dimension γ(C)
of a linear code over Fq and the critical exponent c(MC ; q) of its induced matroid MC .
Lemma 3 γ(C) = c(MC ; q).
Proof. If c(MC ; q) = m, then the Critical Theorem implies that there is at least one
set V = {v1, . . . , vm} of codewords in C with Supp(V ) = E. Hence, γ(C) ≤ m = c(MC ; q).
Conversely, suppose that γ(C) = m′. By definition, at least one m′-dimensional subspace V
generated by m′ codewords in C satisfies Supp(V ) = E. Hence, c(MC ; q) ≤ m
′ = γ(C). ✷
Lemma 3 implies that the covering dimension γ(C) of a linear code is fundamentally of a
set-theoretic and combinatorial nature, rather than being strictly algebraic. Conversely, the
lemma lends the important observation that the critical exponent of a representable matroid
M does not depend on any particular linear code C for which M = MC . As a corollary
to Lemma 3, and using the fact that the circuits of MC are also the minimal nonempty
codeword supports of the dual code C⊥ (cf. [19]), we may re-cast Theorem 1 as follows:
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Theorem 4 If C is an [n, k] code over Fq with d
⊥ := d(C⊥) ≥ 3, then
γ(C) ≤ k − d⊥ + 3 . (1)
Let A be an [n, r] subcode of C with Supp(A) = E having generator matrix MG where
M is an r × k matrix over Fq. Let P be the [k, r] code over Fq having generator matrix M .
Then the dual code P⊥ does not contain any of the n column vectors of G.
Conversely, let U be a (k− r)-dimensional subspace of Fkq which does not contain any of
the n column vectors of G. Let M be a generator matrix of the dual code U⊥. Then the
code S having generator matrix MG is an [n, r] subcode of C with Supp(S) = E. Therefore
we have the following correspondence (cf. [12, Lemma 2]):
Lemma 5 There exists an [n, r] subcode A ≤ C with Supp(A) = E if and only if there is a
(k − r)-dimensional subspace U of Fkq which contains none of the n column vectors of G.
We summarize the above results as follows:
Proposition 6 Let C be an [n, k] code over Fq with generator matrix G.
The following are equivalent:
(1) c(MC ; q) = m;
(2) γ(C) = m;
(3) m is the smallest integer for which a (k−m)-dimensional subspace U of Fkq exists that
contains no column vector of G.
3 A modified bound
3.1 Codes attaining Kung’s bound
Let G be a k × n matrix over Fq which contains as columns exactly one multiple of each
nonzero vector in Fkq . Then the [n = (q
k − 1)/(q − 1), k] code H⊥ with generator matrix G
is a dual Hamming code and (H⊥)⊥ is a [n, n− k, 3] Hamming code.
It is also known that, for each r = 1, . . . , k,
A
(r)
i (H
⊥) =
{[
k
r
]
q
, if i = (qk − qk−r)/(q − 1);
0 , otherwise
where
[
k
r
]
q
denotes the Gaussian binomial coefficient (cf. [12]). We see that i = n if and only
if r = k. Therefore, γ(H⊥) = k (= k − 3 + 3), and H⊥ attains the bound in Theorem 4.
A maximum distance separable (MDS) code over Fq is an [n, k] code over Fq whose
minimum Hamming weight is n−k+1. Since the dual code of an MDS [n, k] code over Fq is
also an MDS code, it follows that an [n, k] code C is an MDS code if and only if d⊥ = k+1.
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According to [17, Theorem 6, p. 321], the number Aw of codewords of weight w in an MDS
[n, k] code over Fq is given by
Aw =
(
n
w
)
(q − 1)
w−d∑
j=0
(−1)j
(
w − 1
j
)
qw−d−j , (2)
for d ≤ w ≤ n, where d = n− k + 1.
From Equation (2), we have that
An
q − 1
=
k−1∑
j=0
(−1)j
(
n− 1
j
)
qk−1−j
=
(
n− 1
0
)
qk−1 +
k−1∑
j=1
(−1)j
[(
n− 2
j − 1
)
+
(
n− 2
j
)]
qk−1−j
=
k−1∑
j=1
(−1)j
(
n− 2
j − 1
)
qk−1−j +
k−1∑
j=0
(−1)j
(
n− 2
j
)
qk−1−j
= −
k−2∑
j=0
(−1)j
(
n− 2
j
)
qk−2−j + q
k−2∑
j=0
(−1)j
(
n− 2
j
)
qk−2−j + (−1)k−1
(
n− 2
k − 1
)
= −
An−1
n(q − 1)
+
qAn−1
n(q − 1)
+ (−1)k−1
(
n− 2
k − 1
)
=
An−1
n
+ (−1)k−1
(
n− 2
k − 1
)
.
Therefore, if An = 0, then An−1 = (−1)
kn
(
n−2
k−1
)
6= 0 and k is even, and so γ(C) = 2 (=
k − (k + 1) + 3).
We summarize the above results as follows:
Proposition 7 If an [n, k] code C over Fq is a dual Hamming code or an MDS code having
no codewords of weight n, then C attains the bound in Theorem 4.
Remark 8 In [9], it is shown that if C is an MDS code over Fq of length n ≤ q + 2 with
no codewords of weight n, then C is a binary [n, n− 1] code with odd n or a [q+ 1, 2] (dual
Hamming) code over Fq.
In the following propositions, we classify two important classes of codes that attain the
bound in Theorem 4, i.e., Kung’s bound for codes. These propositions will be used in the
following section.
Proposition 9 Let C be a linear [n, k] code over Fq with d
⊥ = 3. Then
γ(C) = k − d⊥ + 3 (= k − 3 + 3 = k)
if and only if C is isomorphic to a dual Hamming code.
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Proof. From Proposition 6, γ(C) = k if and only if each 1-dimensional subspace of Fkq
contains one column vector of a generator matrix for C; since d⊥ = 3, any two such column
vectors are linearly independent, so C is isomorphic to the dual Hamming code. ✷
Proposition 10 Let C be a binary linear [n, n− 1] code. Then
γ(C) = (n− 1)− d⊥ + 3 (= (n− 1)− n+ 3 = 2)
if and only if n is odd.
Proof. C is isomorphic to a binary code C ′ having generator matrix of the form
G =

 1In−1 ...
1

 .
Therefore, C ′ contains (1, . . . , 1, 1 + · · ·+ 1) = (1, . . . , 1, n− 1) (mod 2) as a codeword , so
1 = (1, . . . , 1) /∈ C if and only if n is odd. ✷
3.2 A modified bound
We now turn to the main aim of the paper which is to sharpen Kung’s bound for codes
(Theorem 4). In light of Proposition 7 and inspired by Remark 8, we conjecture that
Kung’s bound may be sharpened as follows.
Conjecture 11 If C is an [n, k] code over Fq with d
⊥ := d(C⊥) ≥ 3, then
γ(C) ≤ k − d⊥ + 2
unless C is isomorphic to a dual Hamming code or C is a binary [n, n − 1] code such that
d⊥ = n is odd, in either which case γ(C) = k − d⊥ + 3.
This section serves to mostly verify this conjecture. We first require two auxiliary lemmas.
Lemma 12 If {u1, . . . ,ut} ⊆ F
m
q is linearly independent, then {u1 + αut, . . . ,ut−1 + αut}
is also linearly independent for any α ∈ Fq.
Proof. The only scalars in Fq that satisfy
a1(u1 + αut) + · · ·+ at−1(ut−1 + αut) = 0 ,
or, equivalently, a1u1 + · · ·+ at−1ut−1 +
(
α
t−1∑
j=1
aj
)
ut = 0
are a1 = · · · = at−1 = 0. ✷
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Lemma 13 Let {u1, . . . ,ut} ⊆ F
m
q be linearly independent and let D, D
′, and D0 be sub-
spaces generated by u1 + αut, . . . ,ut−1 + αut, u1 + βut, . . . ,ut−1 + βut, and u1, . . . ,ut−1,
respectively, where α, β ∈ Fq. Then D = D
′ if and only if α = β; furthermore, if α 6= β,
then D ∩D′ ⊆ D0.
Proof. Suppose that D = D′. Then uj + αut ∈ D
′ for all j = 1, 2, . . . , t− 1, so if
uj + αut = a1(u1 + βut) + · · ·+ at−1(ut−1 + βut)
= a1u1 + · · ·+ ajuj + · · ·+ at−1ut−1 +
(
β
t−1∑
ℓ=1
aℓ
)
ut ,
then a1 = · · · = aj−1 = aj+1 = · · · = at−1 = 0, aj = 1, and α = β. The converse is trivial,
so D = D′ if and only if α = β. Now suppose that α 6= β. Let v ∈ D ∩D′ and write
v = a1(u1 + αut) + · · ·+ at−1(ut−1 + αut)
= b1(u1 + βut) + · · ·+ bt−1(ut−1 + βut)
for some a1, . . . , at−1, b1, . . . , bt−1 ∈ Fq. Then ai = bi for all i = 1, . . . , t− 1, and so
(a1 + · · ·+ at−1)(α− β) = 0 .
We see that a1 + · · ·+ at−1 = 0, so
v = a1(u1 + αut) + · · ·+ at−1(ut−1 + αut)
= a1u1 + · · ·+ at−1ut−1 ,
and we conclude that v ∈ D0. ✷
Theorem 14 Let C be a binary [n, k] code with 3 < d⊥ < k + 1. Then
γ(C) ≤ k − d⊥ + 2 .
Proof. Assume that the theorem is false for C. Set t = d⊥−1 (< k). Let g1, . . . , gt, gt+1
be t+1 linearly independent column vectors of a generator matrix G of C. By Proposition 6,
Lemma 12, and the initial assumption, the (t − 1)-dimensional subspace D generated by
g1 + gt, . . . , gt−1 + gt contains a column vector of G, say
u = a1(g1 + gt) + · · ·+ at−1(gt−1 + gt)
= a1g1 + · · ·+ at−1gt−1 +
( t−1∑
ℓ=1
aℓ
)
gt .
If ai = 0 for some i, then {u, g1, . . . , gi−1, gi+1, . . . , gt} is linearly dependent, a contradiction.
It therefore follows that ai 6= 0 for all i, and so
u = g1 + · · ·+ gt−1 + (t− 1)gt (mod 2) .
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If t is odd, then u = g1 + · · · + gt−1 and so {u, g1, . . . , gt−1} is linearly dependent, a
contradiction. Therefore, t is even. Similarly, the (t−1)-dimensional subspace D′ generated
by g2 + gt+1, . . . , gt + gt+1 contains a column vector v = g2 + · · · + gt+1 of G. Since
{g1, . . . , gt+1} is linearly independent, we have that u 6= gt+1 and v 6= g1. It follows that
u + v = g1 + gt+1 and so {u, v, g1, gt+1} is linearly dependent. Hence, d
⊥ ≤ 4 and since
d⊥ ≥ 4, we see that d⊥ = 4. However, t is even, so d⊥ = t + 1 is odd, a contradiction. We
conclude that the theorem must be true for C. ✷
Note that if C is a binary [n, k] code with d⊥ = k+1, then C is a binary MDS code and
so k = n− 1. Therefore, by Propositions 9 and 10 and Theorem 14, we obtain the following
corollary.
Corollary 15 Conjecture 11 is true for all binary linear codes.
Let use now consider linear codes over odd fields.
Lemma 16 (Theorem 11 on page 326 in [17])
If C is a nontrivial [n, k ≥ 3, n− k + 1] MDS code over Fq with q odd, then n ≤ q + k − 2.
Theorem 17 Let C be an [n, k] code over Fq with d
⊥ > 3 and q odd. Then
γ(C) ≤ k − d⊥ + 2 .
Proof. Assume that the theorem is false for C; that is, that γ(C) > k−d⊥+2 = k−(t−1)
where t = d⊥ − 1 (≥ 3). Assume further, without loss of generality, that G = [Ik A] is a
generator matrix for C. By Proposition 6, we see that our assumptions imply that each
(t − 1)-dimensional subspace of Fkq contains at least one of the n column vectors of G.
Let g1, . . . , gt be t column vectors of G and note that they are linearly independent since
d⊥ = t+ 1. For convenience, write Fq = {α0 = 0, α1, . . . , αq−1}. For each i = 0, 1, . . . , q − 1,
let Di denote the subspace generated by g1+αigt, . . . , gt−1+αigt. From Lemmas 12 and 13,
D0, . . . , Dq−1 are mutually distinct (t−1)-dimensional subspaces of F
k
q . By assumption, each
subspace Di contains a column vector of G
ui = a1(g1 + αigt) + · · ·+ at−1(gt−1 + αigt)
= a1g1 + · · ·+ at−1gt−1 +
(
αi
t−1∑
ℓ=1
aℓ
)
gt .
Now consider the matrix
G′ = [g1, . . . , gt,u1, . . . ,uq−1] .
Each of the columns inG′ are also columns of G and we claim that these columns are distinct.
Clearly, the t columns gi are distinct since they are linearly independent, so assume that
ui = gj for some i, j. Then
gj = ui = a1g1 + · · ·+ at−1gt−1 +
(
αi
t−1∑
ℓ=1
aℓ
)
gt .
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If j < t, then aj = 1 and aℓ = 0 for all ℓ 6= j and
∑t−1
ℓ=1 aℓ = 0, a contradiction. Otherwise
j = t, and a1 = · · · at−1 = 0 and αi
∑t−1
ℓ=1 aℓ = 1, also a contradiction. Hence, no column
ui is equal to any column gj . Finally, assume that ui = uj for some distinct i, j; then
by Lemma 13, ui ∈ Di ∩ Dj ⊆ D0. Therefore, ui is linearly dependent on g1, . . . , gt−1,
a contradiction since any t columns of G are linearly independent. We conclude that the
columns of G′ are distinct.
Since these are also columns of G, any t of these columns are linearly independent and,
for instance, the first t+ 1 column vectors are linearly dependent by construction. Since all
columns of G′ are contained in the span of the t vectors gi, the dimension is exactly t. We
see that the code C ′ is an [t + q − 1, t] MDS code.
However, t + q − 1 > q + t − 2, so Lemma 16 implies that C ′ is not an MDS code, a
contradiction. ✷
Example 18 Let C be the [11, 5] code over F3 having generator matrix
G =


1 0 0 0 0 1 2 2 2 1 0
0 1 0 0 0 0 1 2 2 2 1
0 0 1 0 0 2 1 2 0 1 2
0 0 0 1 0 1 1 0 1 1 1
0 0 0 0 1 2 2 2 1 0 1

 .
Then the dual code C⊥ is an [11, 6, 5] quadratic residue code. By Magma calculations
(cf. [3]), we have that
A(1)n = 0 , A
(2)
n = 330 , A
(3)
n = 825 , A
(4)
n = 110 , A
(5)
n = 1 ,
where n = 11. Therefore, γ(C) = 2 = 5 − 5 + 2 = k − d⊥ + 2, so we see that C attains
equality in the bound of Theorem 17.
Now let C be an [n, k] code over Fq with d
⊥ := d(C⊥). It is possible to determine many
of the higher weights of C as follows (cf. [10, 20]).
Lemma 19 If k + 1− d(C⊥) < r ≤ k, then
A(r)n (C) =
k−r∑
j=0
(−1)j
[
k − j
k − r − j
]
q
(
n
j
)
.
Using the above lemma, we can verify Conjecture 11 for the cases in which d⊥ = 4.
Lemma 20 Let C be an [n, k] code over Fq with d
⊥ = 4. Then
γ(C) ≤ k − d⊥ + 2 (= k − 4 + 2 = k − 2) .
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Proof. The Singleton Bound implies that 4 = d⊥ ≤ k+1 and so k ≥ 3. By Lemma 19,
A(k−2)n (C) =
2∑
j=0
(−1)j
[
k − j
2− j
]
q
(
n
j
)
=
[
k
2
]
q
−
[
k − 1
1
]
q
n +
[
k − 2
0
]
q
n(n− 1)
2
=
1
2
(
n−
([
k − 1
1
]
q
+
1
2
))2
−
1
2
([
k − 1
1
]
q
+
1
2
)2
+ q2
[
k − 1
2
]
q
+
[
k − 1
1
]
q
=
1
2
(
n−
([
k − 1
1
]
q
+
1
2
))2
+
4(qk−1 − q)(qk−1 − 1)− (q2 − 1)
8(q2 − 1)
.
We see that A
(k−2)
n (C) > 0; hence, γ(C) ≤ k − 2 = k − d⊥ + 2. ✷
By Proposition 9, Corollary 15, Theorem 17, and Lemma 20, we have proven that most
cases of Conjecture 11 are true. The following corollary states this more explicitly.
Corollary 21 Conjecture 11 is true except, possibly, for linear codes over Fq where q = 2
m
for some m ≥ 2 and d⊥ > 4.
Furthermore, note that Conjecture 11 is true when the size q of the field Fq is sufficiently
large, namely when q ≥ n, since in that case, there is a codeword whose support is E, and
so γ(C) = 1.
To conclude this section, we will now show that Conjecture 11 is true under conditional
circumstances. The first of these is the event that the following famous conjecture is true
(cf. [11, p. 265]).
The MDS Conjecture Suppose that there is a nontrivial [n, k] MDS code over Fq.
Then n ≤ q + 1, except when q is even and k = 3 or k = q − 1 in which case n ≤ q + 2.
Theorem 22 If the MDS Conjecture is true and d⊥ 6= q, then Conjecture 11 is true.
Proof. By Corollary 21, it suffices to consider a linear code C over Fq where q = 2
m
for some m ≥ 2 and d⊥ > 4. Note that t = d⊥ − 1 > 3 and that t 6= q − 1. Assume
contradictorily that γ(C) > k − d⊥ + 2 = k − (t− 1); then by the proof of Theorem 17, we
may construct a [t+ q− 1, t] MDS code C ′. However, the MDS Conjecture asserts that this
is not possible, a contradiction. ✷
A second conditional circumstance that implies the validity of Conjecture 11 is described
in the following theorem.
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Theorem 23 Suppose that there is an [n, k0] code C0 over Fq with d(C
⊥
0 ) = δ ≥ 3.
If C is an [n, k] code over Fq with d
⊥ := d(C⊥) = δ and k > k0, then
γ(C) ≤ k − d⊥ + 2 .
Proof. Let g be a codeword of C⊥0 with wt(g) = δ and extend this codeword to form a
basis {g = g1, . . . , gn−k} of C
⊥
0 . For each i = 1, . . . , n− k − 1, let Ci be the code generated
by g1, . . . , gn−k−i . Then Ci is an [n, n− k − i, δ] code and so C
⊥
i is an [n, k + i] linear code
with d((C⊥i )
⊥) = δ. Hence, there is an [n, k] code C (= C⊥i ) over Fq with d(C
⊥) = δ for
each k = k0, . . . , n.
Then let C and C ′ be an [n, k] code and an [n, k − 1] code, respectively, over Fq with
k0 < k ≤ n and d(C
⊥) = d((C ′)⊥) = δ. By Lemma 19,
A(k−δ+2)n (C) =
δ−2∑
j=0
(−1)j
[
k − j
δ − 2− j
]
q
(
n
j
)
=
δ−2∑
j=0
(−1)j
([
k − 1− j
δ − 2− j
]
q
+ qk−δ+2
[
k − 1− j
δ − 3− j
]
q
)(
n
j
)
=
δ−2∑
j=0
(−1)j
[
k − 1− j
δ − 2− j
]
q
(
n
j
)
+ qk−δ+2
δ−3∑
j=0
(−1)j
[
k − 1− j
δ − 3− j
]
q
(
n
j
)
= A(k−δ+1)n (C
′) + qk−δ+2A(k−1−δ+3)n (C
′) .
By Theorem 4, A
(k−δ+2)
n (C) ≥ qk−δ+2A
(k−1−δ+3)
n (C ′) > 0. Hence, γ(C) ≤ k − d⊥ + 2. ✷
4 A construction of minimal blocks
In this section, we present an infinite class of linear codes that each attains the bound in
Conjecture 11.
As defined in [15, 21], a set M of points of the projective geometry PG(k − 1, q) is an
r-block over Fq for some integer r with 1 ≤ r ≤ k − 1 if every (k − r)-dimensional subspace
in PG(k − 1, q) contains at least one point in M . If X is a flat in M , a tangent of X is a
(k − r)-dimensional subspace U in PG(k − 1, q) such that
M ∩ U = X .
An r-block M is minimal if every point in M has a tangent, and to be tangential if every
proper nonempty flat in M of rank not exceeding k − r has a tangent.
Alternatively, a matroidM is a tangential r-block over Fq if the following conditions hold:
(i) M is simple and representable over Fq.
(ii) p(M ; qr) = 0.
(iii) p(M/F ; qr) > 0 whenever F is a proper nonempty flat of M .
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A construction of minimal blocks from binary vectors is given in [15].
In the following, let k andm be positive integers withm ≤ k. Set K := {1, . . . , k} and let
T ∈
(
K
m
)
. Also, suppose that V is a family ofm−1 distinct points v1, . . . , vm−1 ∈ PG(k−1, q)
with supp(vi) ∩ T = ∅ for each i = 1, . . . , m− 1. Define
XT := {x ∈ PG(k − 1, q) : supp(x) ∩ T = ∅} ,
Y TV := {x ∈ PG(k − 1, q) : |supp(x) ∩ T | = 1} \
⋃
j∈T
⋃
vi∈V
{vi + λej : λ ∈ Fq − {0}} ,
ZT := {x ∈ PG(k − 1, q) : supp(x) ∈
(
T
2
)
} ,
M := XT ∪ Y TV ∪ Z
T ,
where ei denotes the vector in F
k
q with a 1 in the ith coordinate and 0’s elsewhere.
Theorem 24 M is a (k −m)-block over Fq.
To prove this theorem, we need the following lemma.
Lemma 25 For any j ∈ T , define
Mj :=
{
x ∈M : j ∈ supp(x)
}
.
Then the following hold:
(1) |Mj| = q
k−m.
(2) For any distinct points x,y ∈Mj, there exist α, β ∈ Fq such that αx+ βy ∈M .
Proof. (1) From the definition of XT , Y TV , and Z
T , we have that
|XT ∩Mj | = 0 ,
|Y TV ∩Mj | = (q − 1)
(
|PG(k −m− 1, q)| − (m− 1)
)
+ 1 = qk−m − (q − 1)(m− 1) ,
|ZT ∩Mj | = (q − 1)(m− 1) .
The equation follows.
(2) Write tx = (x1, . . . , xk),
ty = (y1, . . . , yk), and z = x
−1
j x−y
−1
j y, and note that x,y /∈ X
T
and that j /∈ supp(z). If x,y ∈ Y TA , then supp(z) ∩ T = ∅ and so λz ∈ X
T ⊆ M for some
λ ∈ Fq − {0}. Next, suppose that x ∈ Y
T
V and y = yjej + yℓeℓ ∈ Z
T and note that
x − µ′ej 6= µvi for each vi ∈ V and any µ, µ
′ ∈ Fq − {0}. Then supp(z) ∩ T = {ℓ}
and z + y−1j yℓeℓ = x
−1
j (x − xjej) 6= µvi for any vi ∈ V and any µ ∈ Fq − {0}, Hence,
λz ∈ Y TV ⊆M for some λ ∈ Fq−{0}. By symmetry, the same is true if x ∈ Z
T and y ∈ Y TV .
Finally, suppose that x,y ∈ ZT . Since x and y are distinct, the support supp(z) consists
of either one or two elements of T , and so λz ∈ Y TV ∪ Z
T ⊆ M for some λ ∈ Fq − {0}.
In each case, αx+ βy = λz ∈ M with α=λx−1j and β=−λy
−1
j for some λ∈Fq −{0}. ✷
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Proof of Theorem 24. Suppose that there exists a (k−m)×k matrixH = [a1, . . . ,ak]
over Fq of rank k −m such that
M ∩ {y ∈ PG(k − 1, q) : Hy = 0} = ∅ .
Choose any j ∈ T . For any point x = t(x1, . . . , xk) ∈Mj , Hx 6= 0 and so it follows that
aj 6= −x
−1
j
∑
ℓ 6=j
xℓaℓ . (3)
For any distinct points x = t(x1, . . . , xk),y =
t(y1, . . . , yk) ∈Mj , Lemma 25 (2) implies that
H(x−1j x− y
−1
j y) 6= 0 and so
−x−1j
∑
ℓ 6=j
xℓaℓ 6= −y
−1
j
∑
ℓ 6=j
yℓaℓ .
By Lemma 25 (1), we have that∣∣∣∣
{
−x−1j
∑
ℓ 6=j
xℓaℓ : x =
t(x1, . . . , xk) ∈ Mj
}∣∣∣∣ = |Mj| = qk−m. (4)
By (3) and (4), the column vector aj is not in F
k−m
q , a contradiction. ✷
Theorem 26 Let M be the set of points in PG(k − 1, q) defined in Theorem 24.
If m ≤ qk−m−1, then M is a minimal (k −m)-block over GF (q).
Proof. Without loss of generality, set T := {k − m + 1, . . . , k}. Choose any point
x = t(x1, . . . , xk) ∈ M . We first consider the case x ∈ X
T . Set ℓ := max{j ∈ K : xj 6= 0}
and note that ℓ ≤ m− k. Consider a (k −m)× k matrix
H = [e1, . . . , eℓ−1, b, eℓ+1, . . . , ek−m,y0,y1, . . . ,ym−1] ,
where
b =


0 , if wt(x) = 1
−x−1ℓ
ℓ−1∑
j=1
xjej , otherwise
and y0 = eℓ,y1, . . . ,ym−1 are mutually distinct points in
{z + eℓ : z ∈ F
k
q , supp(z) ∩ (T ∪ {ℓ}) = ∅} .
We note that there always exist these m points whenever m ≤ qk−m−1. Let U be the null
space in PG(k − 1, q) of the matrix H . Then x ∈ U but y /∈ U for any y ∈M − {x}.
Next we consider the case x ∈ Y TV . We may assume without loss of generality that
supp(x) ∩ T = {k −m+ 1} and write tvi = (v
(i)
1 , . . . , v
(i)
k ) for any point vi in the family V.
Consider a (k −m)× k matrix
H = [e1, . . . , ek−m, c,w1, . . . ,wm−1] ,
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where
c = −x−1k−m+1
k−m∑
j=1
xjej,
wi =
k−m∑
j=1
v
(i)
j ej , for i = 1, . . . , m− 1 .
Then the null space U of H is a tangent for x.
Finally, consider the case in which x ∈ ZT . Assume without loss of generality that
supp(x) = {k −m + 1, k −m + 2}; then we can construct the null space U by replacing c
by −x−1k−m+1xk−m+2w1 in the above matrix H . ✷
By definition, M is a minimal r-block over Fq if and only if γ(C) = r + 1 for the linear
code C having generator matrix G whose column vectors are all points in M (cf. [6, p. 168]).
Corollary 27 Let M be the set of points defined in Theorem 24 with m = 2, and let C
be the linear code over Fq whose generator matrix is obtained from M . Then C attains the
bound in Conjecture 11.
Proof. From the definition of M , we see that d⊥ = 3 since there are three linearly
dependent column vectors in G. Thus,
k − 2 + 1 = k − 1 = γ(C) ≤ k − 3 + 2 = k − 1 . ✷
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