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Abstract
In this paper we revisit a discrete spectral problem which was proposed by Rag-
nisco and Tu in 1989, as a second discretization of the ZS-AKNS spectral problem.
We show that the spectral problem corresponds to a bidirectional discretization of the
derivative of two wave functions φ1,x and φ2,x. As a connection with higher dimensional
systems, the spectral problem and a related hierarchy can be derived from Lax triads
of the differential-difference KP hierarchy via a symmetry constraint. Isospectral and
nonisospectral flows derived from the spectral problem compose a Lie algebra. By con-
sidering its infinite dimensional subalgebras and continuum limit of recursion operator,
three semi-discrete AKNS hierarchies are constructed.
Keywords: ZS-AKNS spectral problem, gauge transformation, symmetry constraint,
differential-difference KP equation
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1 Introduction
It is well known that the fundamental ZS-AKNS spectral problem[1, 2]
Φx =
(
η q
r −η
)
Φ, Φ = (φ1, φ2)
T (1.1)
has a discretization given by Ablowitz and Ladik [3, 4]:
Φn+1 =
(
λ Qn
Rn 1/λ
)
Φn, Φn = (φ1,n, φ2,n)
T , (1.2)
which bears their names and is called the Ablowitz-Ladik (AL) spectral problem. Here
fn stands for a function f(n, t) defined on Z × C. (1.2) leads to a semidiscrete AKNS
(sdAKNS) hierarchy through suitably combining the AL flows, and one-field reductions
yield the semidiscrete KdV, modified KdV and nonlinear Schro¨dinger hierarchies (cf.[5–7]).
In 1989 Ragnisco and Tu proposed a discrete spectral problem[8]
Θn+1 =
(
λ2 +QnRn Qn
Rn 1
)
Θn, Θn = (θ1,n, θ2,n)
T , (1.3)
∗Corresponding author: djzhang@staff.shu.edu.cn
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which was then studied in [9, 10]. (1.3) leads to a hierarchy of semidiscrete equations which
recover the AKNS hierarchy in continuum limit but one-field reduction was not available
[10].
In this paper, we revisit the discrete spectral problem (1.3). It will be shown that (1.3)
is gauge equivalent to the form(
φ1,n+1
φ2,n−1
)
=
(
λ Qn
−Rn λ
)(
φ1,n
φ2,n
)
. (1.4)
Compared with the AL spectral problem (1.2), the above one is obtained by discretizing
the first order derivatives of wave functions (φ1, φ2)
T in (1.1) in bidirection, i.e.
φ1,x ∼
φ1,n+1 − φ1,n
ǫ
, φ2,x ∼
φ2,n − φ1,n−1
ǫ
. (1.5)
Both (1.2) and (1.3) recover the AKNS spectral problem in continuum limit by defining
Φ(n+ j) = Φ(x+ jǫ), (Qn, Rn) = ǫ(q, r), λ = e
ǫη,
and taking ǫ→ 0.
Besides bidirectional discretization of (1.1), the discrete spectral problem (1.3) or (1.4)
is interesting in two more aspects. One is that (1.3) is related to a symmetry constraint of
the differential-difference Kadomtsev-Petviashvili (KP) equation. This fact demonstrates
a link between (1+1)-dimensional and (2+1)-dimensional semidiscrete integrable systems.
The other is that, as a spectral problem, (1.3) is a Darboux transformation of the AKNS
hierarchy. Note that a Darboux transformation can act as a discrete spectral problem to
generate semidiscrete and fully discrete integrable systems. Let us give more details in the
following.
It is well known that in continuous case the AKNS hierarchy can be viewed as a sym-
metry constraint of the Lax pairs of the KP hierarchy [11–14]. The differential-difference
KP (D2∆KP) equation1 reads [15]
∆
(
∂u
∂t2
+ 2
∂u
∂x
− 2u
∂u
∂x
)
= (2 + ∆)
∂2u
∂x2
, (1.6)
which is related to the spectral problem [16]
Lϕn = ξϕn, L = ∆+ u0,n + u1,n∆
−1 + u2,n∆
−2 + · · · , (1.7)
where ∆ = E−1, Efn = fn+1, L is called a pseudo-difference operator and in (1.6) u = u0,n.
In this paper we will show that by a symmetry constraint the spectral problem (1.7) leads
to a spectral problem which is gauge-equivalent to (1.3) and the Lax triads of the D2∆KP
hierarchy yields a sdAKNS hierarchy. This link will be explained in detail in Sec.3.
It is also well known that a Darboux transformation Φ˜ = D(u, u˜, λ)Φ of a continuous
spectral problem Φx = M(u, η)Φ, where D(u, u˜, λ) is a Darboux matrix with parameter λ
and Φ˜ and u˜ stand for new eigenfunction and potential corresponding to λ, can act as a
discrete spectral problem (by considering Φ˜ = Φn+1 and u˜ = un+1)
Φn+1 = D(un, un+1, λ)Φn (1.8)
1D2∆ indicates 2 continuous and 1 discrete independent variables.
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to generate semidiscrete integrable systems as a compatible condition with Φx =M(u, η)Φ
[17, 18]. Moreover, Darboux transformations with different parameters, say
Φ˜ = D(u, u˜, λ1)Φ, Φ̂ = D(u, û, λ2)Φ
can be used as a Lax pair to generate fully discrete integrable systems. As examples
one can refer to [19–22]. In [23] the spectral problem (1.3) was studied as a Darboux
transformation of the ZS-AKNS spectral problem (1.1) (with λ2 = 2(η − γ)). It is natural
that the semidiscrete equations generated from a Darboux transformation (as a discrete
spectral problem) are related via suitable continuum limit to the original continuous spectral
problem.
In this paper, as new results we mainly achieve the following:
• find that the discrete spectral problem (1.3) is (gauge) equivalent to (1.4) which is a
bidirectional discretization of the ZS-AKNS spectral problem (1.1);
• build connection between the spectral problem (1.3) and pseudo-difference operator
spectral problem (1.7) via a symmetry constraint of the D2∆KP equation, as well as a
connection between a sdAKNS hierarchy and the Lax triads of the D2∆KP hierarchy;
• obtain three sdAKNS hierarchies that are different from those derived from the AL
spectral problem (1.2).
The paper is organized as follows. Sec.2 contains necessary notions and notations. In
Sec.3 we show connections between (1.3), (1.4) and (1.7), and in Sec.4 we derive (1.3)
and a sdAKNS hierarchy from the Lax triads of the D2∆KP hierarchy. In Sec.5 we discuss
possible sdAKNS hierarchies related to (1.3). Sec.6 is for conclusions and discussions. There
is one Appendix which, as a comparison, gives the sdAKNS hierarchies derived from the
AL spectral problem.
2 Basic notions
Let us shortly describe some notions and notations that we will use in the paper. (We
mainly follow [24, 25]).
For functions Qn and Rn defined on Z and vanishing rapidly as n → ±∞, let Un
.
=
(Qn, Rn)
T . Consider a differential-difference evolution equation
Un,t = K(Un), Un ∈ M, (2.1)
where byM we denote the infinite dimensional linear manifold of functions Un. The solution
Un = U(n, t) is usually asked to depend in a C
∞-way on the time parameter t. Let S be the
fiber of the tangent bundle TM at any point Un ∈M . In principle there is an identification
between the linear spaces M and S, but it is convenient to regard them as different objects
for a better geometrical understanding (i.e. M is the manifold under examination, S is the
tangent space at any point Un ∈ M). Let S
∗ be the dual space of S w.r.t. the bilinear form
〈·, ·〉 : S∗ × S → R defined as
〈fn, gn〉 =
+∞∑
n=−∞
fngn, fn ∈ S
∗, gn ∈ S. (2.2)
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The Gaˆteaux derivative of a function (or an operator or a functional) F (Un) on M in
the direction gn ∈ S is defined as
F ′[gn] =
∂
∂ε
F (Un + εgn)
∣∣∣
ε=0
, Un ∈ M, gn ∈ S. (2.3)
The above definition is valid as well for the case F = F (Un, t), where F depends explicitly
on the time parameter t and we treat Un and t as independent variables (cf. [25]). For the
sake of a more generic sense, in the following definitions are given for the time-dependent
cases. They are valid as well when we remove the independent time variable t.
For two vector fields F (Un, t), G(Un, t) : M× R → S, their standard commutator is
defined as
[[F,G]] = F ′[G]−G′[F ]. (2.4)
Vector field G(Un, t) :M× R→ S is called a symmetry of equation (2.1) if
∂tG(Un, t) + [[G(Un, t),K(Un)]] = 0 (2.5)
holds everywhere in M× R.
A linear operator L(Un, t) : S → S is called a strong symmetry operator of equation
(2.1) if
∂tL+ L
′[K] = [K ′, L] (2.6)
holds everywhere on M, where [A,B] = AB − BA. A linear operator L(Un, t) : S → S is
called to be hereditary (or a hereditary operator) if
L′[LF ]G − L′[LG]F = L(L′[F ]G− L′[G]F ), ∀F,G ∈ S. (2.7)
If L is a hereditary operator, so is L−1. If L is a hereditary operator and is a strong
symmetry of equation (2.1), then L is also a strong symmetry of equation Un,t = LK(Un).
3 Gauge equivalent forms of (1.3)
In this section we will list out some spectral problems which are gauge equivalent to the
spectral problem (1.3).
In addition to (1.3) and (1.4), we list the following spectral problems
Φn+1 =
(
λ Qn
Rn+1 (1 +QnRn+1)/λ
)
Φn, Φn = (φ1,n, φ2,n)
T , (3.1)
Ψn+1 =
(
λ2 Qn
λ2Rn+1 1 +QnRn+1
)
Ψn, Ψn = (ψ1,n, ψ2,n)
T , (3.2)
Σn+1 =
(
1 Qn
Rn+1/λ
2 (1 +QnRn+1)/λ
2
)
Σn, Σn = (σ1,n, σ2,n)
T , (3.3)
Πn+1 =
(
λ2 λQn
λRn+1 1 +QnRn+1
)
Πn, Πn = (π1,n, π2,n)
T , (3.4)
(
ψ1,n+1
ψ2,n−1
)
=
(
λ2 Qn
−Rn 1
)(
ψ1,n
ψ2,n
)
, (3.5)
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Lϕn = ξϕn, L = ∆−QnRn −Qn∆
−1Rn. (3.6)
They are related to each other as in the following diagram.
(1.4) GT1−−−−−−→
(3.5) ϕn = ψ1,n, ξ = λ
2 − 1
−−−−−−−−−−−−−−−−−→
(3.6)~w ~w x ϕn = θ1,n, ξ = λ2 − 1
(3.1) GT1−−−−−−→
(3.2) GT2−−−−−−−−−−−−−−−−−→
(1.3)y GT3 y GT4
(3.3) (3.4)
Fig.1 Relations of eight spectral problems
Here are the gauge transformations
GT1 : Φn = T1Ψn, T1 = λ
−n
(
1 0
0 1/λ
)
, (3.7a)
GT2 : Ψn = T2Θn, T2 =
(
1 0
Rn 1
)
, (3.7b)
GT3 : Φn = T3Σn, T3 = T
−1
1 , (3.7c)
GT4 : Ψn = T4Πn, T4 =
(
1/λ 0
0 1
)
. (3.7d)
Theorem 3.1. The spectral problem (1.3) is (gauge) equivalent to (1.4) which is a bidirec-
tional discretization of the ZS-AKNS spectral problem (1.1).
Note that after the early work [9, 10], the spectral problem (1.3) has been reinvestigated
in different forms (for example, (3.1) in [26, 27], (3.2) in [28], (3.3) in [29], (3.4) in [30–32]),
(3.6) in [33], etc.). However, since in these gauge transformations GTi only eigenfunctions
are involved (without any changes of potentials), the evolution equations derived from all
the spectral problems listed in Fig.1 are the same (up to some combinations of flows). In
fact, for two evolution equations which are derived respectively as compatibilities of linear
problems
Φn+1 =Mn(un, λ)Φn, Φn,t = NnΦn, (3.8)
and
Ψn+1 = Un(un, λ)Ψn, Ψn,t = VnΨn, (3.9)
if they are gauge equivalent via transformation Φn = TnΨn, then there are relations
Mn = Tn+1UnT
−1
n , Nn = Tn,tT
−1
n + TnVnT
−1
n ,
and consequently their compatibilities are related by
Mn,t −Nn+1Mn +MnNn = Tn+1(Un,tm − Vn+1Un + UnVn)T
−1
n ,
which means the two equations derived from (3.8) and (3.9) as compatibilities are same.
4 A symmetry constraint of the D2∆KP equation
In this section we investigate in detail a symmetry constraint of the D2∆KP equation (1.6),
by which we reduce (1.7) to (3.6) and generate a sdAKNS hierarchy as well.
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4.1 Spectral problem (3.6) as a symmetry constraint of (1.7)
Spectral problem (3.6) is connected with (1.7) through a symmetry constraint of the D2∆KP
equation (1.6). To explain this, let us start from Lax triad of the D2∆KP equation [34].
Consider the pseudo-difference operator L defined in (1.7), i.e.,
L = ∆+ u0,n + u1,n∆
−1 + u2,n∆
−2 + · · · , (4.1)
where ui,n = ui(n, x, t) and t = (t1, t2, · · · ). The difference operator ∆ obeys the discrete
Leibniz rule
∆sg(n) =
∞∑
i=0
Cis(∆
ig(n + s− i))∆s−i, s ∈ Z, (4.2)
where
Cis =
s(s− 1)(s − 2) · · · (s− i+ 1)
i!
, C00 = 1. (4.3)
The one-field D2∆KP hierarchy can be derived from the following Lax triad [34],
Lϕn = ξϕn, (4.4a)
ϕn,x = A1ϕn, A1 = ∆+ u0,n, (4.4b)
ϕn,tj = Ajϕn, (j = 1, 2, · · · ), (4.4c)
where Aj = (L
j)+ denotes the difference part of L
j, the first two of which are
A1 = ∆+ u0,n, (4.5a)
A2 = ∆
2 + ((∆u0,n) + 2u0,n)∆ + (∆u0,n) + u
2
0,n + (∆u1,n) + 2u1,n. (4.5b)
Compatibility of (4.4) reads
Lx = [A1,L], (4.6a)
Ltj = [Aj ,L], (j = 1, 2, · · · ), (4.6b)
A1,tj −Aj,x + [A1, Aj ] = 0, (j = 1, 2, · · · ), (4.6c)
where [A,B] = AB − BA. Among (4.6), the first equation (4.6a) provides expressions of
uj,n in terms of u0,n, which are
∆u1,n = u0,n,x, (4.7a)
∆uk+1,n = uk,n,x −∆uk,n − u0,nuk,n +
k−1∑
j=0
(−1)jCjk−1uk−j,n∆
ju0,n−k, k ≥ 1. (4.7b)
Besides, (4.6c), written as
u0,n,tj = Kj = Aj,x − [A1, Aj ], (j = 1, 2, · · · ), (4.8)
provides zero curvature representations of a hierarchy of the one-field D2∆KP equation if
substituting uj,n with u0,n by using (4.7). Particularly, when j = 2 one gets the D
2∆KP
equation (1.6).
As in continuous case, the D2∆KP equation (1.6) has a symmetry composed of eigen-
function ϕn and its adjoint function ϕ¯n.
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Lemma 4.1. [16] (ϕnϕ¯n)x is a symmetry of the D
2∆KP equation (1.6) provided
ϕn,x = A1ϕn, ϕ¯n,x = −A
∗
1ϕ¯n, (4.9)
and
ϕn,t2 = A2ϕn, ϕ¯n,t2 = −A
∗
2ϕ¯n. (4.10)
Here A∗i stands for the formal adjoint operator of Ai w.r.t. the bilinear form (2.2).
Explicit forms of them are
A∗1 = −∆E
−1 + u0,n,
A∗2 = ∆
2E−2 −∆E−1((∆u0,n) + 2u0,n) + (∆u0,n) + u
2
0,n + u0,n,x + 2(∆
−1u0,n,x),
where we have replaced u1,n with ∆
−1u0,n,x.
Note that u0,n,x is also a symmetry of the D
2∆KP equation (1.6) (cf.[34]). Consider a
symmetry σ = u0,n,x + (ϕnϕ¯n)x. Taking σ = 0 leads to a group invariant solution to (1.6).
On the other hand, σ = 0 provides a symmetry constraint u0,n = −ϕnϕ¯n. For convenience,
we write ϕn = Qn, ϕ¯n = Rn, and then we have
u0,n = −QnRn (4.11)
and (4.9) reads
Qn,x = Qn+1 −Qn −Q
2
nRn, Rn,x = Rn −Rn−1 +QnR
2
n. (4.12)
If replacing Rn with Rn+1, (4.12) provides a Ba¨cklund transformation for the nonlinear
Schro¨dinger equations (cf.[23]), and through suitable continuum limit it yields the nonlinear
Schro¨dinger equations (cf.[35]). Next we investigate the change of L under constraint (4.11)
and (4.12).
Lemma 4.2. If u0,n is given by (4.11) where Qn and Rn obey (4.12), then uk,n defined in
(4.7) can be expressed as
uk+1,n = (−1)
k+1Qn∆
kRn−k−1, k = 0, 1, 2, · · · . (4.13)
Proof. From (4.7), (4.11) and (4.12) it is not difficult to find
u1,n = −QnRn−1, u2,n = Qn∆Rn−2, u3,n = −Qn∆
2Rn−3.
Now we suppose (4.13) is valid up to uk+1,n. Then for uk+2,n, from (4.7) we have
∆uk+2,n = uk+1,n,x −∆uk+1,n − u0,nuk+1,n +
k∑
j=0
(−1)jCjkuk+1−j,n∆
ju0,n−k−1. (4.14)
For the first three terms on the right hand side, substituting (4.13) into them and making
use of (4.11) and (4.12), we find
uk+1,n,x −∆uk+1,n − u0,nuk+1,n
=∆((−1)k+2Qn∆
k+1Rn−k−2) + (−1)
k+1Qn∆
k(Qn−k−1R
2
n−k−1).
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Using formula (4.2), the last term on the right hand side of the above equation yields
(−1)k+1Qn∆
k(Qn−k−1R
2
n−k−1)
=(−1)k+2Qn∆
k(Rn−k−1u0,n−k−1)
=(−1)k+2
k∑
j=0
CjkQn(∆
k−jRn−k−j−1)(∆
ju0,n−k−1)
=−
k∑
j=0
(−1)jCjk uk+1−j,n∆
ju0,n−k−1,
which is just canceled by the last term on the right hand side of (4.14). Thus we reach
∆uk+2,n = ∆((−1)
k+2Qn∆
k+1Rn−k−2),
i.e.,
uk+2,n = (−1)
k+2Qn∆
k+1Rn−k−2.
Based on mathematical induction, we complete the proof.
With Lemma 4.2 in hand and making use of formula (4.2) (for s = −1), we immediately
find
(L)− =
∞∑
j=1
uj,n∆
−j = −Qn∆
−1Rn. (4.15)
As a result we reach the follow theorem.
Theorem 4.1. Under symmetry constraint (4.11) where Qn and Rn obey (4.12), the spectral
problem (4.4a) is written as (3.6).
Note that in [36] (4.15) is called constrained discrete KP hierarchy, which is from here
actually a result of the symmetry constraint (4.11) together with (4.12).
4.2 The sdAKNS hierarchy from symmetry constraint
There is a sdAKNS hierarchy coming from (4.4c) and its adjoint form under the constraint
(4.11). This agrees with the continuum limit of the D2∆KP hierarchy and symmetry con-
straint of the continuous KP hierarchy (cf.[12, 14, 37])
In the following we prove
Theorem 4.2. For the pseudo-difference operator
L = ∆−QnRn −Qn∆
−1Rn, (4.16)
define Am = (L
m)+ and A
∗
m to be the adjoint operator of Am w.r.t. the bilinear form (2.2).
Then
Qn,tm = AmQn, (4.17a)
Rn,tm = −A
∗
mRn (4.17b)
provide a recursive relation (
Qn
Rn
)
tm+1
= L(+)
(
Qn
Rn
)
tm
, (4.18)
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where
L(+) =
(
∆−Qn(E + 1)∆
−1Rn −QnRn −Qn(E + 1)∆
−1Qn
Rn(E + 1)∆
−1Rn −∆E
−1 +Rn(E + 1)∆
−1Qn −QnRn
)
.
(4.19)
(4.18) generates a sdAKNS hierarchy (see (5.20)).
To prove the theorem we first give two lemmas.
Lemma 4.3. Suppose that p
(m)
−1,n = Res∆L
m, i.e. p
(m)
−1,n is the coefficient of ∆
−1 term in
L
m. Then we have
∆p
(m)
−1,n = −(QnRn)tm . (4.20)
Proof. Comparing the constant terms of the left and right hand sides of the Lax equation
Ltm = [Am,L] = −[(L
m)−,L],
one immediately obtains (4.20). Here (Lm)− = L
m −Am.
Lemma 4.4. The following relations hold,
(Qn∆
−1RnAm)+ = Qn∆
−1RnAm −Qn∆
−1(A∗mRn), (4.21)
(AmQn∆
−1Rn)+ = AmQn∆
−1Rn − (AmQn)∆
−1Rn. (4.22)
Proof. We prove them one by one. For (4.21) we only need to prove
(Qn∆
−1RnAm)− = Qn∆
−1(A∗mRn). (4.23)
In fact, supposing that Am =
∑m
j=0 aj,n∆
m−j and noting that Rn → 0 as |n| → ∞, we have
(Qn∆
−1RnAm)− =
(
Qn∆
−1Rn
m∑
j=0
aj,n∆
m−j
)
−
=
[
Qn
m∑
j=0
∞∑
s=1
(−1)s−1(∆s−1E−sRnaj,n)∆
m−j−s
]
−
=Qn
∞∑
l=1
[
(−1)l−1∆l−1E−l
m∑
j=0
(−1)m−j(∆m−jE−(m−j)aj,nRn)
]
∆−l
=Qn
∞∑
l=1
[
(−1)l−1∆l−1E−l(A∗mRn)
]
∆−l
=Qn∆
−1∆
∞∑
l=1
[
(−1)l−1∆l−1E−l(A∗mRn)
]
∆−l
=Qn∆
−1
∞∑
l=1
{
[(∆∗)l−1(A∗mRn)]∆
−l+1 − [(∆∗)l(A∗mRn)]∆
−l
}
=Qn∆
−1(A∗mRn),
i.e. (4.21).
Next, we prove (4.22). To calculate (AmQn∆
−1Rn)− we rewrite the operator AmQn as
as a form of pure difference operator AmQn =
∑m
j=0 bj,n∆
m−j in which only the constant
term bm,n makes sense in (AmQn∆
−1Rn)−. Since bm,n = (AmQn) we immediately find
(AmQn∆
−1Rn)− = (AmQn)∆
−1Rn, which leads to the relation (4.22).
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The lemma also implies a relation[38]
[Am, Qn∆
−1Rn]− = (AmQn)∆
−1Rn −Qn∆
−1(A∗mRn).
Now we come to the proof of Theorem 4.2.
Proof of Theorem 4.2. First,
Am+1 =
[
(∆ −QnRn −Qn∆
−1Rn)(Am + p
(m)
−1,n∆
−1)
]
+
=∆Am −QnRnAm − [E∆
−1(QnRn,tm +RnQn,tm)]− (Qn∆
−1RnAm)+,
where we have made use of Lemma 4.3. Substituting (4.21) into the above we find
Am+1 = ∆Am −QnRnAm −Qn∆
−1RnAm −Qn∆
−1Rn,tm − [E∆
−1(QnRn,tm +RnQn,tm)].
(4.24)
Note that the last term is a scalar.
Next, we calculate Am+1 in another way:
Am+1 =
[
(Am + p
(m)
−1,n∆
−1)(∆ −QnRn −Qn∆
−1Rn)
]
+
=Am∆−AmQnRn + p
(m)
−1,n − (AmQn∆
−1Rn)+
=Am∆−AmQnRn −AmQn∆
−1Rn +Qn,tm∆
−1Rn − [∆
−1(QnRn,tm +RnQn,tm)],
where we have made use of Lemma 4.3 and (4.22). Its adjoint form reads
A∗m+1 = ∆
∗A∗m−QnRnA
∗
m+RnE∆
−1QnA
∗
m−RnE∆
−1Qn,tm− [∆
−1(QnRn,tm+RnQn,tm)].
(4.25)
Now, imposing (4.24) on Qn and (4.25) on Rn, respectively, and making use of (4.17),
we arrive at the recursive relation (4.18). Thus we complete the proof.

Here we remark that it is possible to prove that (ϕnϕ¯n)x is a symmetry of the whole
D2∆KP hierarchy. Following the idea in [39] on additional symmetry
Lz = −[ϕn∆
−1ϕ¯n,L], (4.26)
where L is the pseudo-difference operator (4.1), ϕn and ϕ¯n respectively satisfy (4.4c) and its
adjoint form ϕ¯n,tj = −A
∗
j ϕ¯n, and we additionally request ϕn and ϕ¯n satisfy (4.9) as well due
to the Lax triad (4.4), equation (4.26) yields for ∆0 term that u0,n,z = ϕn+1ϕ¯n − ϕnϕ¯n−1,
which is u0,n,z = (ϕnϕ¯n)x under (4.9). It has been proved that [40] [∂tj , ∂z]L = 0, which
means (ϕnϕ¯n)x and the D
2∆KP flows Kj defined in (4.8) commute, i.e. [[Kj , (ϕnϕ¯n)x]] = 0.
Thus, (ϕnϕ¯n)x is a symmetry of the whole D
2∆KP hierarchy (4.8). Such a result can also
be proved as in [41] for continuous case from another approach. With this symmetry, the
extended D2∆KP hierarchy [38] can be interpreted as a kind of symmetry constraints and
then the sources provided by (ϕnϕ¯n)x are automatically self-consistent. We also remark
that, as we can see, the additional condition (4.9), coming from the item in Lax triad
for the independent variable x, plays a significant role. Anyway, by means of symmetry
constraint (4.11), one may study integrability properties of the sdAKNS hierarchy from a
viewpoint of the D2∆KP hierarchy. This will be considered elsewhere.
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5 The sdAKNS hierarchies related to (1.3)
In this section we will first list isospectral and nonisospectral flows together with their Lie
algebra derived from (1.3) in [9]. As new results, from Lie algebraic structures of these
flows we construct new symmetries of nonisospectral equations. In addition, by considering
infinite dimensional subalgebras and continuum limit of recursion operator, we construct
three types of isospectral and nonisospectral sdAKNS hierarchies.
5.1 Flows related to (1.3) and their Lie algebra
In Ref.[9], from spectral problem (1.3), the following isospectral hierarchy Un,ts = Ks and
nonisospectral hierarchy Un,ts = σs were derived:
Un,ts = Ks = L
sK0, K0 =
(
Qn
−Rn
)
, s ∈ Z, (5.1)
Un,ts = σs = L
sσ0, σ0 =
(
(n+ 12)Qn
−(n− 12)Rn
)
, s ∈ Z, (5.2)
where Un = (Qn, Rn)
T , L is a recursion operator
L =
(
E 0
0 E−1
)
−
(
Qn
−Rn
)
(E + 1)∆−1(Rn, Qn)−QnRn, (5.3)
and its inverse L−1 is
L−1 =
(
E−1µ−1n 0
0 µ−1n E
)
+
(
E−1Qnµ
−1
n
−Rn+1µ
−1
n
)
(E + 1)∆−1(µ−1n Rn+1, µ
−1
n QnE) (5.4)
with µn = 1 + QnRn+1. L is a hereditary operator. The simplest ispospectral flows and
nonisospectral flows are
K−1 =
(
Qn−1/µn−1
−Rn+1/µn
)
, K0 =
(
Qn
−Rn
)
, K1 =
(
Qn+1 −Q
2
nRn
−Rn−1 +R
2
nQn
)
, (5.5a)
K2 =
(
Qn+2 −Q
2
n+1Rn+1 −Q
2
nRn−1 − 2QnQn+1Rn +Q
3
nR
2
n
−Rn−2 +R
2
n−1Qn−1 +R
2
nQn+1 + 2Rn−1RnQn −R
3
nQ
2
n
)
, (5.5b)
and
σ−1 =
(
(n− 1/2)Qn−1/µn−1
−(n+ 1/2)Rn+1/µn
)
, σ0 =
(
(n+ 1/2)Qn
−(n− 1/2)Rn
)
, (5.6a)
σ1 =
(
(n+ 3/2)Qn+1 − (n+ 3/2)Q
2
nRn − 2Qn∆
−1QnRn
−(n− 3/2)Rn−1 + (n+ 1/2)R
2
nQn + 2Rn∆
−1RnQn
)
. (5.6b)
The flows Ks and σk defined in (5.1) and (5.2) constitute a centerless Virasoro algebra
[9],
[[Km,Ks]] = 0, (5.7a)
[[Km, σs]] = mKm+s, (5.7b)
[[σm, σs]] = (m− s)σm+s, m, s ∈ Z. (5.7c)
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5.2 New symmetries of nonisospectral equations (5.2)
Note that algebraic structure (5.7) is the same as the one generated by the AL flows (see
[42]). This means the hierarchies (5.1) and (5.2) and the AL hierarchies can share those
results obtained from the algebraic structure (5.7). One remarkable result is that the
nonisospectral hierarchy (5.2) posses symmetries. In fact, it is very rare for a nonisospectral
equation to have infinitely many symmetries. However, making use of minus indices in the
structure (5.7), infinitely many symmetries for the nonisospectral hierarchy (5.2) can be
constructed.
Theorem 5.1. Any given member Un,tm = σm in the nonisospectral hierarchy (5.2) pos-
sesses two sets of symmetries,
η(m)s =
s∑
j=0
Cjs(mtm)
s−jσm−jm, (s = 0, 1, 2 · · · .), (5.8a)
γ(m)s =
s∑
j=0
Cjs(mtm)
s−jK−jm, (s = 0, 1, 2 · · · .), (5.8b)
and these symmetries form a centerless Virasoro algebra with structure
[[γ
(m)
l , γ
(m)
s ]] = 0, (5.9a)
[[γ
(m)
l , η
(m)
s ]] = −mlγ
(m)
l+s−1, (5.9b)
[[η
(m)
l , η
(m)
s ]] = −m(l − s)η
(m)
l+s−1. (5.9c)
Here the suffix (m) corresponds to equation Un,tm = σm.
We skip the proof, for which one can refer to Proposition 5.1 in [42].
For an isospectral equation Un,tm = Km in the isospectral hierarchy (5.1), it also has
two sets of symmetries,
{Ks} and {τ
(m)
s = mtmKm+s + σs}, s ∈ Z.
and they form a centerless Virosoro algebra as well, with structure
[[Kl,Ks]] = 0,
[[Kl, τ
(m)
s ]] = lKl+s,
[[τ
(m)
l , τ
(m)
s ]] = (l − s)τ
(m)
l+s .
5.3 Infinite dimensional subalgebras and new sdAKNS hierarchies
Equations (5.1) and (5.2) are not the sdAKNS hierarchies. It is interesting to consider
infinite dimensional subalgebras of the algebra (5.7). These subalgebras, together with
continuum limits of the recursion operator (5.3), can be used to construct and identify
sdAKNS hierarchies.
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5.3.1 Infinite dimensional subalgebras
Define
K¯(+)s = (L
(+))sK0, σ¯
(+)
s = (L
(+))sσ0, s = 0, 1, 2, · · · , (5.10)
K¯(−)s = (L
(−))sK0, σ¯
(+)
s = (L
(−))sσ0, s = 0, 1, 2, · · · , (5.11)
and
K¯2s+1 = L
s(K1 −K−1)/2, K¯2s = L
sK0, s = 0, 1, 2, · · · , (5.12a)
σ¯2s+1 = L
s(σ1 − σ−1)/2, σ¯2s = L
sσ0, s = 0, 1, 2, · · · , (5.12b)
where
L = L− 2I + L−1, L(+) = L− I, L(−) = I − L−1 (5.13)
and I is the 2× 2 unit matrix.
Lemma 5.1. The flows
(I) : {K¯(+)s , σ¯
(+)
l }, (II) : {K¯
(−)
s , σ¯
(−)
l }, (III) : {K¯2m+j , σ¯2s+k}, (5.14)
generate three infinite dimensional subalgebras, respectively, with structures
(I) : [[K¯(+)s , K¯
(+)
l ]] = 0,
[[K¯(+)s , σ¯
(+)
l ]] = s(K¯
(+)
s+l + K¯
(+)
s+l−1),
[[σ¯(+)s , σ¯
(+)
l ]] = (s− l)(σ¯
(+)
s+l + σ¯
(+)
s+l−1),
(II) : [[K¯(−)s , K¯
(−)
l ]] = 0,
[[K¯(−)s , σ¯
(−)
l ]] = −s(K¯
(−)
s+l − K¯
(−)
s+l−1),
[[σ¯(−)s , σ¯
(−)
l ]] = −(s− l)(σ¯
(−)
s+l − σ¯
(−)
s+l−1),
(III) : [[K¯2m+j , K¯2s+k]] = 0,
[[K¯2m, σ¯2s]] = 2mK¯2(m+s)−1,
[[K¯2m, σ¯2s+1]] = 2mK¯2(m+s) +
m
2
K¯2(m+s+1),
[[K¯2m+1, σ¯2s+k]] = (2m+ 1)K¯2(m+s)+k +
m+ 1
2
K¯2(m+s+1)+k,
[[σ¯2m, σ¯2s]] = 2(m− s)σ¯2(m+s)−1,
[[σ¯2m+j , σ¯2s+1]] = [2(m− s)− 1 + j]σ¯2(m+s)+j +
m− s− 1 + j
2
σ¯2(m+s+1)+j ,
where j, k ∈ {0, 1}, m, s ≥ 0 and we define K¯
(±)
−1 = σ¯
(±)
−1 = K¯−1 = σ¯−1 = 0. Obviously, the
set (III) has a subalgebra {K¯2m+1, σ¯2s+1}.
This lemma can be verified directly. The structure of set (III) has been proved in [6].
Note that operator L− L−1 does not generate a subalgebra of (5.7).
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5.3.2 Three sdAKNS hierarchies
Let us construct the sdAKNS hierarchies through considering possible combinations of the
flows {Ks} and {σs} defined in (5.1) and (5.2). The criteria is that these combined flows
should be closed as a subalgebra of (5.7) and they must yield their counterparts in the
continuous AKNS flows in reasonable continuum limits. For this purpose we investigate
continuum limits of initial flows, L and L−1 under a uniform scheme2
Un+j = ǫ(q(x+ jǫ, t), r(x+ jǫ, t))
T , nǫ = x, (n→∞, ǫ→ 0). (5.15)
We find
K0 = ǫ(q,−r)
T , (K1 −K−1)/2 = ǫ
2(q, r)Tx +O(ǫ
3), (5.16a)
σ0 = x(q,−r)
T +O(ǫ), (σ1 − σ−1)/2 = ǫ(xqx + q, xrx + r)
T +O(ǫ2), (5.16b)
and
L = I + ǫLAKNS +
ǫ2
2
LNLS +O(ǫ
3), (5.17a)
L−1 = I − ǫLAKNS +
ǫ2
2
(2L2AKNS − LNLS) +O(ǫ
3), (5.17b)
where
LAKNS =
(
∂x − 2q∂
−1
x r −2q∂
−1
x q
2r∂−1x r −∂x + 2r∂
−1
x q
)
(5.18)
is the recursion operator of the continuous AKNS hierarchy, and
LNLS =
(
∂2x 0
0 ∂2x
)
− 2qr,
which yields the nonlinear Schro¨dinger system by acting on (q,−r)T . (5.17) indicates
L(+) = L− I = ǫLAKNS +O(ǫ
2), (5.19a)
L(−) = I − L−1 = ǫLAKNS +O(ǫ
2), (5.19b)
L = L− 2I + L−1 = ǫ2L2AKNS +O(ǫ
3). (5.19c)
Thus, based on the continuum limits of initial flows in (5.16), the definition of the flows
(5.10,5.11,5.12) and Lemma 5.1, we obtain three sets of sdAKNS hierarchies.
Theorem 5.2. The flows defined in (5.10,5.11,5.12) yield three sets of sdAKNS hierarchies
(I) : Uts = K¯
(+)
s , Uts = σ¯
(+)
s , (5.20)
(II) : Uts = K¯
(−)
s , Uts = σ¯
(−)
s , (5.21)
(III) : Uts = K¯s, Uts = σ¯s, (5.22)
where s = 0, 1, · · · . They all correspond to the continuous isospectral and nonisospectral
AKNS hierarchies under the continuum limit (5.15)3
Here we remark that {Uts = K¯
(+)
s } was already found [10], which is just (4.18), the
result of symmetry constraint of the D2∆KP hierarchy. Besides, equation Ut2 = K¯2 was
also mentioned in [10] as a discretization of the 2nd order AKNS equations.
2The correspondence between x and n is x = x0 + nǫ where ǫ is viewed as a spacing parameter. Here we
take x0 = 0 for convenience.
3In principle we need to suitably rescale ts by ǫ
j
ts. For example, for Uts = K¯s, rescale ts by ǫ
−s
ts.
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6 Conclusions
The spectral problem (1.3) can generate a sdAKNS hierarchy. It is also a Darboux trans-
formation of the ZS-AKNS spectral problem (1.1). By revisiting it, we have shown that it is
gauge equivalent to (1.4) which provides a bidirectional discretization of (1.1), while the AL
spectral problem (1.2) comes from a monodirectional discretization of (1.1). As a relation
with higher dimensional systems, we proved that (1.3) and a related sdAKNS hierarchy
can be obtained from the Lax triads of the D2∆KP hierarchy via the symmetry constraint
(4.11). This fact, on one side, coincides with the continuous case [12, 14]. On the other
side, it exhibits a new aspect of discrete systems: there are two discrete spectral problems,
(1.2) and (1.3) which can generate sdAKNS hierarchy, but only (1.3) that is a bidirectional
discretisation of the ZS-AKNS spectral problem is related to the symmetry constraint of
the D2∆KP hierarchy. In addition to the above results, three sdAKNS hierarchies (5.20),
(5.21) and (5.22) are obtained with a criteria that the corresponding flows are closed w.r.t.
Lie product (2.4) and in continuum limit they approach to the continuous AKNS hierarchy.
Among these sdAKNS hierarchies, {Un,tj = K¯
(+)
j } is the one derived from Lax triad of the
D2∆KP hierarchy via the symmetry constraint.
With regard to the symmetry-constrainted spectral problem (3.6), in [43] a spectral
problem
L̂φn = ξφn, L̂ = ∆+Qn∆
−1Rn (6.1)
was given as a constrain of L̂φn = ξφn, L̂ = ∆+ u1,n∆
−1 + u2,n∆
−1 + u2,n∆
−1 + · · · , and
the related equations were investigated (e.g. [44]). However, our results are different from
them.
There are several interesting problems that could be followed. Apart from continuous
correspondence of integrability properties of the new sdAKNS hierarchies there would be
many interactions between the (1+1) and (2+1)-dimensional systems based on symmetry
constraints, such as solutions and integrability characteristics (e.g.[12, 13, 39, 45] in continu-
ous case). Some known results related to the pseudo-difference operator (4.1) (e.g. [46, 47])
could also be used to investigate the sdAKNS hierarchies.
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A The sdAKNS hierarchies from the AL spectral problem
From the AL spectral problem (1.2) one can derive the AL hierarchy (cf.[7]):
Uts = Ks = L¯
sK0, s ∈ Z, (A.1)
where K0 and the first few flows are
K0 =
(
Qn
−Rn
)
, K1 = µ¯n
(
Qn+1
−Rn−1
)
, K−1 = µ¯n
(
Qn−1
−Rn+1
)
,
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the recursion operator reads
L¯ =
(
E 0
0 E−1
)
+
(
−QnE
Rn
)
∆−1(RnE,QnE
−1)
+ µ¯n
(
−EQn
Rn−1
)
∆−1(Rn, Qn)
1
µ¯n
, (A.2)
with its inverse
L¯−1 =
(
E−1 0
0 E
)
+
(
Qn
−RnE
)
∆−1(RnE
−1, QnE)
+ µ¯n
(
Qn−1
−ERn
)
∆−1(Rn, Qn)
1
µ¯n
,
and here µ¯n = 1−QnRn. Under the continuum limit scheme (5.15), one can find
L¯ = I + ǫLAKNS +
ǫ2
2
L2AKNS +O(ǫ
3),
where LAKNS is given in (5.18).
There are also three sdAKNS hierarchies related to the AL spectral problem:
I : {Un,ts = K¯
(+)
s }, II : {Un,ts = K¯
(−)
s }, III : {Un,ts = K¯s}, (A.3)
where
K¯(+)s = (L¯
(+))sK0, (A.4)
K¯(−)s = (L¯
(−))sK0, (A.5)
K¯2s+1 = L¯
s(K1 −K−1)/2, K¯2s = L
sK0, s = 0, 1, 2, · · · , (A.6)
L¯ = L¯− 2I + L¯−1, L¯(+) = L¯− I, L¯(−) = I − L¯−1. (A.7)
The third sdAKNS hierarchy has been well studied and it admits one-field reduction to get
sdKdV, sdmKdV and sdNLS hierarchies. As a review one can refer to [7].
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