In this paper, we propose a new approach to Robust Super Resolution (RSR) based on elastic registration. Since registration is a crucial element that guarantees the success of Super Resolution (SR) algorithms, great care is recommended in the choose of the most convenient one. We suggest a new algorithm specified at low resolution images with small deformations. The reconstitution produces a high resolution image from a set of low resolution ones: we consider that the deformations are not parametric and differ from one image to another. We use an elastic registration specially because image are slightly deformed and we demonstrate the existence and the uniqueness of the registration problem in a Sobolev space.
Introduction
The sharpness of an image is an important parameter in image processing. Indeed, the interpretation of an image is determined by the possibility of extracting the information that it contains. The sharper the image, the more numerous the details that can be detected. If an image is unclear, its interpretation will be difficult. Therefore we are limited by the resolution of the image: if we zoom beyond this resolution, the necessary interpolation produces a blurred image. It is in fact impossible to create the information missing in the original image. However, it is possible to guess this information using Super Resolution (SR) [2] .
Currently many applications rely on image interpolation [13] . In fact on the economic level, several million dollars are spent to move all low resolution and old digital videos into high definition (HD). As public demand from the public increases we need new algorithms to magnify and correct low-resolution (LR) images and VHS videos-tapes. For example, most YouTube videos are in poor resolution, and YouTube's owner Google is seeking new solutions for displaying these videos on HD flat screens with the required quality. SR techniques aim at producing a high-resolution (HR) image from a set of LR images. Their primary aim is to use the motion information to enhance the quality of the image sequence by registering all LR images in a common position: superimposing them, sub-pixel information can be recovered [10, 14] . Since this paper deals with low-resolution images with small deformations, elastic registration is used [1, 4, 9] . Since the seminal work by Tsai and Huang [14] , many approaches and techniques of Super Resolution have been proposed to make a transition of frequency to spacial domain [8, 12] , and from the signal to image processing perspectives. Many registration methods have been successfully developed to overcome the problem of ill-registration [7] . In this paper we propose a new registration method applied to the Robust Super Resolution [11] problem using slightly deformed LR images. This paper is organized as follows. Section I explains the main concepts of the SR. We justify the use of the elastic registration and explain how to construct the warp operators. Simulations and comparisons of our result with other famous methods are presented in Section II.
Problem formulation
The observed images of a real scene are usually in low resolution due to some degradation operators. In practice, the acquired image is corrupted by noise, blur and decimation. In almost all cases the degradation is generated by inap-propriate camera parameters or configuration. In addition we have the effects of atmospheric turbulence. All these facts corrupt the resolution of the images, and improvement of resolution techniques is therefore required in those cases. We assume that the LR images are taken under the same environmental conditions using the same sensor. We Also suppose that the noise is independent and identically distributed (i.i.d), following a Gaussian distribution with a standard deviation σ. The unknown and desired high-resolution image X is related to the captured low-resolution images Y k (represented by a column vector of size M ) by this formulation [11] :
Where E k represents the additive noise for each image, which is assumed to be zero-mean Gaussian distributed (with a standard deviation σ k ). H and D represent respectively the blurring operator of size N × N and decimation matrix of size M × N . F k is a geometric warp matrix representing an elastic transformation.
Due to the complexity of the problem, we separate it in four steps. This is the same approach used in the Robust Super Resolution algorithm [11] .
1. Fusing the low-resolution images Y k into a blurred HR version B = HX.
2. Finding the estimation of the HR image X from the blurring one B.
3. Computing the warp matrix F k for each image.
Resolving the magnification problem.
We will detail these steps in the next subsections.
The fusing step
The first part of our algorithm is computing the blurred HR version B = HX. Then we use the maximum likelihood estimator (ML) which suggests the choice of B that maximizes the likelihood function (2).
In this case, the matrix (DF k ) (DF k ) is positive definite, the problem is well posed, and has a unique solution.
Deconvolution and denoising Step
Since X has been known in the presence of white noise, the vector measured Y k is also a Gaussian one. Via Bayes rule, finding the HR image X is equivalent to solve the minimization problem (4) using the Maximum a posteriori (MAP).
where p( B/X) represents the likelihood term and p(X) denotes the prior knowledge in the high-resolution image. To solve this problem we need to describe the prior Gibbs function (PDF): p.
The prior Gibbs function
Since we know the robustness of "bilateral" TV regularizer introduced in [11] , we use it as a well regularization of our problem.
where the operators S i x and S j y , and shift X by i, and j pixels in horizontal and vertical directions respectively. α: The scalar weight, is applied to give a spatially decaying effect to the summation of the regularization terms(0 < α < 1), p the spatial window size and i + j > 0.
The construction of warp matrix F k
We obtain the warp matrix F k for each frame trough an elastic registration algorithm, after a transition from discrete to continuous images using 2-linear interpolation. Let us denote by Y k (x) the intensity of the kth image of coordinate x ∈ Ω ⊂ R 2 where Ω is defined as the domain of the image. So the expression of the new continuous image Y k (x) [1] is given by this formulation :
With n = (n 1 , n 2 ) is the size of Y k and E(x) is the integer part of x.
In the first step we choose arbitrarily one image Y i from Y k as an image of reference, and we try to find the deformations u k between Y i and the other images, such that:
for k = i and ∀x ∈ Ω An intuitive way to find the deformation u k between the images is to minimize the so-called distance measure D. Since the problem is ill-posed, we have to choose an appropriate regularization R. The image registration problem is now to find a minimizer u k of the variational problem (7) defined by the functional J :
Where T denotes the set of admissible transformations, and β is the regularisation parameter. A typical choice for the distance D is the SSD measure defined by L 2 norm defined as:
In this paper we use an elastic regularisation based on strain tensor. This tensor is generally defined via the displacement v k , and we suppose that
We use also the Cauchy strain tensor V (for || v k || ≤ 1) defined by:
Using this notations we can define the elastic regularisation S elas as follows:
Where µ and λ are the Lamé parameters. The registration problem is now well defined in (10) . min
With:
The first question that may be asked is about the existence of a unique solution of the problem (11) . Based on the formulation (11), it is natural to seek transformations u k in the Sobolev space H 1 0 (Ω). The choice of that space is very important to demonstrate the ellipticity of the functional J using the Korns inequality [5] . We can also choose the admissible space of transformation as follows:
(Ω) and u k = 0 on an edge part of Ω} (12) We use also a classical result [3] to show the low semi continuous of the function (l.s.c), the strict convexity it obtained using the Korns inequality.
Theorem 2.1 Let Ω be a regular bounded open subset of R 2 , and f be in
Then the minimization problem:
Admits a unique solution.
Step 1: Existence ellipticity:
To demonstrate this theorem, we have to prove that J elas is elliptic and weakly sequentially l.s.c. Using (9), we have:
Let define the semi-norm:
Let u k ∈ T , then:
Using the Korns inequality, there exist a constant β > 0 such that
We can deduce that:
Using the Young inequality, then:
Where ε is chosen such as C −
Weak sequentially l.s.c:
We have to prove that J is continuous and convex. The continuity : Let u n be a sequence in T that converge to u, such as
Then, there exist a subsequence u n and a function u ∈ L 2 (Ω) such as:
We get
Using the Lebesgue theorem we have:
To solve the minimisation problem (11) we use the BFGS method [6] , since this problem is nonlinear. We finally find the deformationû k between the k low resolution images Y k . We can now define easily the matrix of deformation F k easily usingû k .
Resolution of the MAP estimator problem
Since we have defined the prior function p B and the operators F k , we rewrite the equation of the MAP estimator:
where Ω contains all the pixels on the HR grid X. The norm HX − B 1 is used because it is very robust against outliers [11] . To minimise the problem (16) we use the classical steepest descent algorithm. We finally have the HR image X as follows. 
RESULTS
In this section we evaluate the performance of the proposed algorithm specified at slightly deformed low resolution images. We construct a synthetic LR image to test our algorithm, and compare it with the bi-cubic and RSR algorithms [11] . The peak-signal-to-noise ratio (PSNR) is used to measure the quality of our approach. The bi-cubic interpolation is used after an elastic registration and restoration of a single image from LR ones (1), while we use the same data for the RSR resolution and our proposed method. we chose the image of pepper (1) like the original image with size 256 × 256.
We illustrate in figure (1) four of the N = 100 input low-resolution frames chosen arbitrary and blurring with 5 × 5 Gaussian blur kernel with standard deviation equal to 1.5, and sub-sampling by a factor of 2. In addition we add a noise E k arbitrary in each frame. The parameters chosen for our algorithm are α = 0.1, η = 0.05, α = 0.6, P = 2 and maxiter = 100 iteration for the steepest descent, finally we choose β = 0.1 the registration regularisation. In figure (2b) We compare our method with the famous cubic B-spline after elastic registration and the RSR without elastic registration using the PSNR in the table (2), we can clearly show the efficiency of our algorithm.
CONCLUSION
In this paper, we present a new approach to the Robust SR image reconstruction problem based on elastic registration. The proposed algorithm differs from the others in the registration step, here we use a non parametric elastic one. Using different images and small deformations, we can see that our algorithm has better results compared with other methods in the literature. 
