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ABSTRACT 
 
Convective initiation (hereinafter denoted CI), defined as the development of cumulus 
convection into a categorical convective mode, is a particularly difficult forecasting and 
modeling issue in meteorology.  Understanding when and where CI occurs and the 
mechanisms that cause CI are vital to forecasters, especially in regards to severe weather 
during the spring and summer months in the United States.  If CI occurs earlier than was 
forecasted, it may force the issuance of warnings to be much sooner than expected for 
rapidly developing severe thunderstorms.  Forecast errors in CI timing could also result in 
incorrect quantitative precipitation forecasts (QPFs).  Decreases in QPF skill during the 
summer months have been due to difficulty in forecasting convective rainfall (Fabry 
2006). 
 
For this thesis, I will test hypotheses given by Markowski et al. (2006) for the 
development of convection on 12 June 2002 by introducing a cold pool to increase 
moisture upwelling and surface convergence near the triple point of the 12 June case and 
to decrease dry air entrainment by increasing relative humidity between 1400 and 4000m 
AGL. 
 
The key findings of this thesis include: 1) CI failed to occur near the triple point for each 
simulation (control, cold pool, and reduced dilution experiments).  All clouds that formed 
near the triple point above the LFC did not develop into a sustained convective mode, for 
all three simulations.  The cold pool did produce clouds along its corridor of ascent, but 
these clouds were short-lived as the corridor of ascent propagated southward, causing the 
forcing that formed these clouds to be brief temporally and spatially.  The decreased 
dilution experiment resolved a larger number of clouds that also covered a larger area, 
compared to the control simulation.  However, none of these clouds that formed above 
the LFC formed into a sustained mode of convection. 
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CHAPTER 1.  GENERAL INTRODUCTION 
 
Introduction 
 
Correctly forecasting the initiation of thunderstorms, or convective initiation (CI hereinafter), 
is imperative to the development of warn-on-forecast techniques that may save lives and 
property. We examine a case when CI did not occur, despite favorable conditions.  The 
reason we are examining a CI failure case, instead of a successful CI case, is because it is just 
as important to understand what processes suppress the initiation of convection as it is to 
study the processes that cause CI.  Studying these successful CI cases is only one aspect of 
understanding when and where CI will occur.  Stensrud and Maddox (1988) discussed cases 
when convergence boundaries did not initiate thunderstorms, even when they collided within 
conditionally unstable environments.  They concluded that enhanced data resolution does not 
necessarily imply improved forecasts; increasing our understanding of atmospheric 
phenomena is also a key to improving forecasts.  Other literature shows the need for 
additional research of CI and environmental influences of CI (i.e., Ziegler et al. 1997; Ziegler 
and Rasmussen 1998; Fabry 2006; Markowski et al. 2006).  Additionally, Fabry (2006) 
discovered the role of small-scale temperature and moisture variability in affecting 
convective inhibition (CIN) and determined that the strength of vertical velocities and types 
of updrafts is important to CI forecasting. 
 
Byers and Braham (1949) first used regions of low-level convergence to identify favorable 
conditions for CI, finding low-level convergence zones ~30 minutes prior to the appearance 
of a radar echo.  They showed it is possible to locate and diagnose CI mechanisms prior to 
convective development.  High moisture content through a deep layer results from low-level 
convergence, which is why these convergence zones are favorable locations for CI. 
 
Weckwerth et al. (2008) highlighted how mesoscale boundaries can lead to CI, especially at 
intersections between said boundaries, which are more likely to be locations of CI, mainly 
due to deeper low-level convergence and PBL moisture.  Other environmental 
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characteristics, such as high Convective Available Potential Energy (CAPE), lower Levels of 
Free Convection (LFC), and low values of CIN also are used to determine where CI is most 
likely.  Furthermore, Ziegler et al. (1997) studied mesoscale updraft bands near a dryline, and 
documented that these bands, which were responsible for CI, acted more like a roll-like 
buoyant plume than a thermal bubble.  The role of convergence is therefore distinctly three-
dimensional compared to traditional conceptions of CI by means of a single parcel of air 
rising from near the surface.  This case study of convective initiation failure examines a 
region of low-level convergence for which convective initiation was anticipated, seeking to 
identify features that prevented CI. 
 
Research Questions 
 
This present study examines a CI failure event on the afternoon of 12 June 2002 in northwest 
Oklahoma, where several different CI mechanisms were observed to be present in the 
vicinity of potential CI: a mesoscale low pressure (mesolow) circulation, a dryline, an 
outflow boundary from the previous day’s convection, the intersection between the dryline 
and outflow boundary, internal gravity waves (IGWs), and horizontal convective rolls 
(HCRs; Weckwerth et al. 1996, 1997) (Markowski et al. 2006, Weckwerth et al. 2008).  This 
event occurred during the 2002 International H₂O Project (IHOP; Weckwerth et al., 2004).  
IHOP employed specialized instrumentation including water/vapor DIALS, interferometers, 
lidars, radars (both mobile and airborne), surface stations, and soundings, to determine the 
impact of improved water vapor measurements would have on the prediction of CI 
(Weckwerth and Parsons 2006).  IHOP was one of the first field experiments to use water 
vapor instrumentation and measurement with a sufficient resolution to resolve finer-scale 
features, such as turbulence, that can potentially initiate convection.  The primary 
motivations for IHOP regarding CI observations include: combining thermodynamic and 
kinematic measurements and high-resolution, pre-convective measurements in the PBL; and 
multiscale measurements (e.g., synoptic, mesoscale, convective scales) (Weckwerth and 
Parsons 2006). 
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For this event, IHOP scientists believed CI would occur near the intersection of the dryline 
and outflow boundary (triple point) where the mesolow was present.  However, CI ultimately 
occurred ~40 km east of the main intensive observation region (IOR) in the vicinity of HCRs 
(Liu and Xue 2008).  Markowski et al. (2006) hypothesized that a lack of moisture upwelling 
and persistent vertical ascent to the top of the planetary boundary layer (PBL) contributed to 
CI failure near the mesolow.  The present study will test this hypothesis by simulating: 1) 
increased vertical velocity from the surface via enhanced convergence produced by a cold 
pool to determine if the enhanced convergence allows convection to develop, and 2) 
decreased entrainment of dry, lower-   air by increasing relative humidity to 35%, which is 
similar to entrainment tests performed in James and Markowski (2010).  In all, two 
hypotheses for CI failure will be examined. 
 
Hypothesis 1 
The main hypothesis of Markowski et al. (2006) stated a lack of moisture upwelling and a 
persistent corridor of mesoscale ascent led to CI failure.  This hypothesis will be tested by 
increasing surface convergence in this region by intensifying the outflow boundary. 
 
Cold pools of varying temperatures will be initialized to provide varying vertical velocity 
peak values and durations of lift.  It is anticipated that colder cold pools will produce stronger 
vertical velocities due to inducing convergence at the leading edge of the pool, but the 
duration of lift in a particular location may be shorter due to a faster propagation of the pool.  
A warmer cold pool will produce weaker vertical velocities but more persistent lifting 
because it will not propagate from its origin as quickly (Engerer et al. 2008).  This method 
tests the Markowski et al. (2006) hypothesis by creating a ―corridor of mesoscale ascent‖; 
however, it does not address whether the corridor is stationary. 
 
Hypothesis 2 
It was hypothesized by Markowski et al. (2006) that the role of the outflow boundary was to 
promote updrafts that were less susceptible to    dilution rather than to provide enhanced 
vertical velocities, which may explain why clouds near the triple point were deeper than 
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away from it.  This hypothesis was based on evidence that the parcel trajectories near the 
outflow boundary were more vertically oriented than those away from the boundary, 
implying different entrainment rates for these two trajectories (Weisman 1992).  To test if 
entrainment effects have a significant influence on the suppression of cloud development and 
CI, we ran another simulation that increased the relative humidity to 35% above the 
boundary layer through the middle troposphere.  It is hypothesized that the increase in 
relative humidity will reduce dilution and produce clouds that are more sustained (i.e., will 
not dissipate as rapidly as those in the control simulation). 
 
Thesis Organization 
 
This thesis follows the journal paper format.  Chapter 1 contains the general introduction to 
the thesis, and Chapter 2 provides a detailed literature review of convective initiation and the 
mechanisms that cause it.  Chapter 3 is a paper to be submitted to Monthly Weather Review.  
Chapter 4 is the general conclusion which reviews the major findings of the paper in Chapter 
3.  Related topics for future research are also recommended.  The final parts of the thesis are 
the future work, acknowledgements and references. 
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CHAPTER 2.  LITERATURE REVIEW 
 
CI forecasting is a crucial issue to solve but correctly forecasting CI is difficult.  Crook 
(1996), for example, showed with Numerical Weather Prediction (NWP) simulations that 
variations of 1 g kg⁻¹ in PBL moisture or 1°C in temperature were enough to change whether 
thunderstorms developed or not.  Weckwerth et al. (1996) observed this magnitude of 
variability typically occurs in a well-mixed PBL over a distance of only a few kilometers. 
 
Predicting when and where thunderstorms develop requires understanding of the mechanisms 
that cause lift to overcome inversions at the top of the boundary-layer (Moore et al. 2003).  
Recognizing key processes that go into initiating and sustaining thunderstorms should assist 
forecasters in predicting when and where they will form.  This section provides background 
to the history of convective initiation research, the basic understanding of atmospheric 
processes that govern convection, and the methods of predicting CI and its application to 
forecasting. 
 
Studies of CI and mechanisms important for CI date to the 1970’s (e.g., Purdom 1976; Hill 
1977).  Purdom (1976) discovered that the ―missing link‖ between an environment ready for 
CI and the actual occurrence of storms is boundary layer forcing of ascent.  Special attention 
was given to ―areas of organized convective merging and lines of convective intersection‖ 
because these were preferred locations for CI. 
 
Other studies examined areas of favored CI development along low-level convergence zones, 
where mesoscale vertical motions are developed (i.e., Byers and Braham 1949; Purdom and 
Marcus 1982; Atkins et al. 1998).  It has been shown that CI events have occurred by 
convergence boundaries (e.g., warm/cold fronts) and mesoscale circulations (e.g., HCRs; 
defined below), or a combination of both.  Generally, where lifting is sufficient for parcels to 
reach their LCL (lifted condensation level; the level of the atmosphere where lifted parcels 
become saturated, or reach 100% relative humidity, when it is cooled by dry adiabatic 
lifting), there exist higher probabilities of convective initiation. 
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Along with strong lifting, instability also plays a major role in the initiation of convection 
(e.g., Zeigler et al. 1997; Banacos and Schultz 2005; Weckwerth and Parsons 2006; Wilson 
and Roberts 2006; Houston and Niyogi 2007).  For example, Banacos and Schultz (2005) 
showed that strong updrafts lead to deep moist convection, but a stable layer aloft can 
prohibit lifted parcels from reaching their LCL/LFC.  Houston and Niyogi (2007) stated that 
conditional instability (a vertical profile of temperature that is capable of the release of 
thermal instability) is one of the requirements for the initiation of deep convection. 
 
The final primary ingredient for CI is moisture.  From numerical simulations, Lee et al. 
(1991) showed CI is sensitive to not only the strength of convergence and shear, but also the 
amount of moisture in the lower levels of the troposphere.  They also found an increase in 
low-level moisture helped develop stronger and deeper modeled convection and that the 
timing and characteristics of these storms were sensitive to the variations in moisture and 
surface convergence.  Another influence of the increase in low-level moisture is a decrease in 
the height of the LCL, assuming surface temperatures stayed the same.  However, Lee et al. 
(1991) did not mention if they kept temperature the same. 
 
CI can form by many different mechanisms, which are introduced below. 
 
a. Horizontal Convective Rolls (HCRs) 
HCRs have been studied since the 1960s (e.g., Faller 1965; Lilly 1966) and are defined as 
counter rotating, horizontally-oriented circulations that possess both updraft and downdraft 
branches.  A combination of surface-layer heat flux and wind shear are required for HCR 
existence.  HCR wavelength is scaled by the PBL depth, and their orientation is usually along 
the mean convective boundary layer wind and/or wind shear directions (Weckwerth et al. 
1997).  Weckwerth et al. (1996, 1997) gave multiple criteria for diagnosing HCRs: 
 
 Aspect ratio: the ratio of the wavelength of the rolls to the PBL depth.  It has been 
shown that aspect ratio is typically 2.2-6.5 for HCRs (LeMone 1973). 
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 Cloud streets: form in the updraft branches of HCRs due to lifting of warm, moist air 
near the surface, causing condensation and generating clouds.  Their orientation has 
been observed to be relatively close to the mean PBL wind direction. 
 Horizontal wind speed: winds > 5 m s⁻¹ are most likely to contribute to the 
production of HCRs.  Weckwerth et al. (1997) showed that rolls are not likely to exist 
for lower wind speed environments through sensitivity simulations. 
 Oscillating water vapor mixing ratio signature: HCRs act to mix the PBL (mixing 
moist air close to the surface and drier air aloft); there should be smaller values of 
moisture in the downdraft branches and higher moisture values in the updraft 
branches.  This can be seen from a vertical cross section of the rolls. 
 
b. Drylines 
Drylines are boundaries that separate air masses of different moisture content.  They 
commonly form over the southern Great Plains but have been found as far north as the 
Dakotas (Schaefer 1986).  Drylines are known to spawn severe local storms frequently, but it 
is difficult forecasting CI along drylines due to their three-dimensional nature not being well 
understood (Atkins et al. 1998).  CI is typically concentrated along the dryline where 
sufficient moisture convergence occurs, which acts to destabilize the environment (Ziegler et 
al. 1997). 
 
c. Outflow boundaries 
Outflow boundaries are pools of cool air caused by evaporative cooling within a convective 
cloud aloft.  Once this bubble of dense, cool air reaches the ground, it spreads out, and 
creates the outflow boundary, propagating away from the parent storm.  Convection can 
develop along outflow boundaries because it is capable of forcing warmer air upward, due to 
convergence.  The strength and distribution of existing vertical shear of the environmental 
wind is an important factor in determining whether air rising over a gust front will initiate 
convection (Weisman and Klemp 1982). 
 
d. Internal gravity waves (IGWs) 
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Internal gravity waves are generated by the interaction of a lifting (buoyancy) force and a 
restoring force (gravity).  The result of neither force dominating is an undulating-circulation 
that propagates horizontally within a stable layer.  Initially, gravity waves are initiated when 
parcels of air are displaced upward and reach a more stable environment, prohibiting further 
lifting of the parcel. 
 
The role of gravity waves in producing CI has been examined in Koch et al. (1988) and Koch 
and Siedlarz (1999).  Koch et al. (1988) examined an event of the generation of an MCS 
from gravity waves.  The thunderstorms, in this study, acted to provide positive feedback to 
the waves, amplifying the waves and causing stronger vertical perturbations in the surface 
pressure and wind fields.  Koch and Siedlarz (1999) examined another case study of CI 
generated by gravity waves.  In that case, the gravity waves developed well above the surface 
(~6 km AGL).  The mesonetwork employed for that case did not detect the presence of the 
gravity waves because the waves were well above ground level. 
 
e. Warm and cold fronts 
Warm/cold fronts act as convergence boundaries to initiate convection.  Previous literature 
has shown how fronts assist in producing upward motion over mesoscale areas (i.e., Shapiro 
1981; Trier et al. 1991).  Warm and cold fronts are characterized by the temperature of the 
airmass they separate.  From differential temperature gradients caused by the fronts, 
baroclinicity can cause solenoidal circulations.   
 
Frontal boundaries can initiate convection by themselves, or by a combination of two 
boundaries, usually at their intersection, which is sometimes known as the triple point 
(Weckwerth and Parsons 2006).  Weiss and Bluestein (2002) found that convection initiated 
at a dryline-gust front intersection in one of two ways: 1) the approaching gust front 
enhanced lifting of the dryline circulation, and 2) the gust front and its associated deep 
updrafts lifted air parcels to their LCL prior to the interaction of the two boundaries, which 
primed the intersection region for the development of convection.  These types of frontal 
boundary interactions were often targeted during IHOP (Weckwerth and Parson 2006). 
9 
 
f. Land surface effects 
Surface processes can also contribute to CI.  Gradients in surface sensible heat-flux caused 
by vegetation (Segal and Arritt 1992), soil moisture levels (Clark and Arritt 1995) and 
daytime urban heat-island effects (Baik et al. 2001) all can play a role in generating deep 
convection.  For example, simulated convective storms in Gallus and Segal (2000) became 
more intense when soil moisture was decreased. 
 
Segal and Arritt (1992) showed that strong spatial gradients of daytime sensible heat flux 
values common over land can generate thermally-driven circulations.  These non-classical 
mesoscale circulations (NCMCs) are caused by gradients in soil moisture from precipitation, 
natural changes in topography, contrasts in cloud cover and in surface snow cover.  Knupp et 
al. (1998) observed the initiation of a MCS within an otherwise stable environment, resulting 
from preexisting cloud streets and a gradient of surface sensible heat flux, producing a 
NCMC.  The heat flux variations were caused by cloud shading and rainfall. 
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Abstract 
 Correctly forecasting convective initiation is an arduous task in meteorology.  It is 
difficult to determine when and where thunderstorms will occur, and these thunderstorms 
could be a potential danger to people and property when they develop.  Hence, understanding 
convective initiation and its failure is vital.  To help understand convective initiation failure, 
we use numerical experiments to test hypotheses of convective initiation failure for the 12 
June 2002 International H₂O Project (IHOP) case using the WRF model.  Our key goals were 
to: 1) test a hypothesis from a previous study stating that a lack of a persistent, spatially 
continuous mechanism of lift to transport sufficient moisture contributed to convective 
initiation failure by determining whether a cold pool would initiate convection near a triple 
point, and 2) perform an experiment to test if the dilution of parcels by entrainment of dry air 
contributed to convective initiation failure. 
 We tested the first hypothesis that the lack of a sustained corridor of ascent 
contributed to CI failure by means of a sensitivity simulation in which a cold pool is 
generated in the first 20 minutes by imposing a cooling rate of 2.5 (C h⁻¹), leading to 
increased convergence in the CI failure region.  The second hypothesis was tested by 
increasing relative humidity from 8% to 35% in the layer just above the boundary layer 
through middle troposphere. 
 Convective initiation did not occur in either the cold pool or the decreased dilution 
simulations, despite enhanced forcing and the development of a larger number of clouds, 
respectively.  Trajectory analysis also revealed that the cold pool ascent along the cold pool, 
though larger than observed did not extend to the LFC.  The dilution experiment produced a 
larger number of clouds along the outflow boundary and dryline, but none of these clouds 
developed into a sustained mode of convection. 
 
1. Introduction 
 
 Understanding and predicting convective initiation (CI hereinafter) is critical to warn-
on-forecast techniques that may reduce loss of life and property.  Small changes in the PBL 
or environmental profile of temperature or moisture (as little as 1°C and 1 g kg⁻¹ variations; 
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Crook 1996, Weckwerth et al. 1996) can drastically affect CI location and timing (i.e., 
Purdom 1976; Crook 1996; Weckwerth et al. 1996; Weckwerth et al. 2008). 
 Understanding the sensitivity of CI and what processes contribute to CI failure 
[defined as the failure of cumulus convection to become an identifiable convective mode; 
Markowski et al. (2006)] is important.  Given this sensitivity of CI, analyzing locations of CI 
failure help in understanding why CI developed elsewhere despite an environment that 
appeared conducive of CI. 
 We present a case study of CI failure on the afternoon of 12 June 2002 in northwest 
Oklahoma, where several mechanisms were present: a mesoscale low pressure (mesolow) 
circulation, a dryline, an outflow boundary from the previous day’s convection, the 
intersection between the dryline and outflow boundary, internal gravity waves (IGWs), and 
horizontal convective rolls (HCRs; Weckwerth et al. 1997) (Markowski et al. 2006; 
Weckwerth et al. 2008).  This event is one of the many CI events that occurred during the 
2002 International H₂O Project (IHOP; Weckwerth et al., 2004). 
 For this event, IHOP scientists forecasted CI at the intersection of the dryline and the 
outflow boundary (near the triple point).  However, CI occurred ~40 km east of the main 
intensive observation region (IOR) in the vicinity of HCRs (Liu and Xue 2008).  Markowski 
et al. (2006) discussed that the difficulty with understanding why CI failed to occur despite 
the development of clouds was that it was not possible to know how the atmosphere would 
have evolved had the mechanisms of CI failure been nonexistent.  They provided hypotheses 
for CI failure based upon the absence of features known to be conducive to CI (presumably, 
those features were expected to be present when the CI forecast was made) and their 
observation that clouds away from mesoscale ascent were shallower.  The present study 
applies mechanisms that are known to form CI to a case where CI failed.  Thus, we can 
examine the validity of the notion that CI failure is the absence of known CI mechanisms 
rather than a unique process itself. 
 In section 2, the data and analysis techniques are described, including experimental 
design and the definition of convective initiation.  In section 3, an overview of the 12 June 
2002 case is presented, as well as results from all three simulations.  Section 4 contains a 
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discussion of the results as they pertain to convective initiation, and the final conclusions of 
the results presented herein. 
 
2. Data and Methods 
 
a. Definition of Convective Initiation (CI) 
 
 For the present study, CI is defined as sustained convection that subsequently 
develops into an organized mode of convection (e.g., squall line, bow echo, supercell, single 
cell storms, etc.), and the time of CI is when a cloud extends above the LFC as diagnosed by 
traditional sounding analysis.  Some studies have used Geostationary Operational 
Environmental Satellite (GOES) visible satellite imagery to diagnose CI (e.g., Markowski et 
al. 2006); others have used radar reflectivity thresholds (e.g., Wilson and Roberts 2006).  
Because we are performing numerical simulations, we will instead use the existence of cloud 
water mixing ratio and cloud ice to determine the existence of clouds and their depth relative 
to the LFC. 
 
b. Criteria used to identify HCRs 
 
 Because HCRs were diagnosed as the main CI mechanism, it is important to 
determine criteria for diagnosing rolls in our simulations.  However, one must be able to 
distinguish between HCRs and gravity waves.  Both have an undulating pattern of 
movement, making them indistinguishable in vertical velocities.  The primary criterion to 
assist in diagnosing rolls is the horizontal oscillating water vapor mixing ratio pattern.  
Unlike HCRs, gravity waves do not act as circulations in mixing the boundary layer.  
However, HCRs are mechanisms of mixing the PBL, implying that only HCRs will yield a 
horizontally oscillating mixing ratio signature near the top of the PBL. 
 Our checkpoints for identification of HCRs are in the following list, used to 
distinguish them from other wave-like structures, such as IGWs: 
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 Aspect ratio: ratio of the wavelength of the rolls to the PBL depth.  It has been shown 
that the aspect ratio is typically 2.2-6.5 for HCRs (LeMone 1973). 
 Cloud streets: occur in the updraft branches of HCRs due to lifting of warm, moist air 
near the surface, causing condensation and generating clouds.  Their orientation has 
been observed to be relatively close to the mean PBL wind direction (Figure 3-1). 
 Horizontal wind speed: mean convective boundary layer (CBL; surface to 10 m) 
winds > 5 m s⁻¹ are most likely to contribute to the production of HCRs.  Weckwerth 
et al. (1997) showed that rolls are not likely to exist for lower wind speed 
environments through sensitivity simulations. 
 Oscillating water vapor mixing ratio signature: HCRs act to mix the PBL (mixing 
moister air near the surface and drier air aloft); there should be smaller values of 
moisture in the downdraft branches and higher moisture values in the updraft 
branches.  This can be seen in a vertical cross section through the rolls. 
 Orientation of cloud streets is a distinguishing HCR feature.  Kuettner (1971) has 
shown that HCRs are oriented along the mean PBL wind direction, but this is not true for 
gravity waves.  In fact, from the observed data for the present case, Weckwerth et al. (2008) 
showed that gravity waves that existed in southern Kansas, had an orientation about 60° to 
the right of the mean PBL wind direction.  By these two criteria, we can distinguish HCRs 
from gravity waves. 
 
c. Numerical Experiments 
 
A. MODEL CONFIGURATION 
 
 The Weather Research and Forecasting (WRF) v.3.1.1 numerical model is used to 
simulate mesoscale conditions of 12 June 2002.  Parameterization choices used include 
Thompson et al. (2007) microphysics, Rapid Radiative Transfer Model for GCMs (RRTMG), 
Eta Similarity surface layer, Rapid Update Cycle (RUC) Land Surface Model (LSM), and 
Mellor-Yamada-Janjić (MYJ) PBL scheme.  RUC 20 km 1500 LST analysis is used for the 
initial condition and hourly RUC forecasts provide boundary conditions through 1800 LST.  
15 
 
The RUC LSM was chosen because we used the 20-km RUC for the initial conditions.  This 
is to ensure that the number of model soil moisture levels is the same compared to the RUC 
initialization data.  The Thompson microphysics, RRTMG, Eta surface layer and MYJ PBL 
schemes were used because of their common use when modeling convection (Schwartz et al. 
2010). 
The simulations use three one-way nests to explicitly simulate convection and 
boundary layer turbulence for the period 1500-1800 LST.  Figure 3-2 shows the dimensions 
of the parent and nested domains.  The simulation domains are centered on the mesolow in 
the eastern Oklahoma Panhandle, near the town of Beaver.  The parent domain is a 2-km 
425x425 grid.  At 1515 LST, the 500-m grid (525x525 grid domain) is initiated by 
interpolating the 2-km simulation data onto the 500 m grid domain.  At 1530 LST, the 500-m 
domain data is interpolated onto a 166-m resolution grid with dimensions of 535x535 grid 
points.  The model has a 3 sec time step, 80 vertical levels, and data output every 5 min. 
Spin up time is a concern in this simulation.  The main period of cloud development 
in the observations was between 1600 and 1630 LST, 1 to 1.5 h after the model initialization.  
In our simulations, the clouds near the triple point initiated at about the time they were 
observed, lending confidence to the argument that 1 to 1.5 h was sufficiently long to spin up 
boundary layer turbulence.  The boundary layer turbulence was the primary target of the spin 
up.  From a weakly convective boundary layer, Moeng et al. (2007) used a time of ~1 h to 
generate turbulence for a large-eddy simulation (LES), with a horizontal grid spacing of 20 
m.  For generating turbulence in a neutral PBL, Ludwig et al. (2009) used a large spin up 
time (>3 days for coarse-grid results and ~1-1.5 days for fine-grid results).  Ludwig et al. 
(2009) mentioned briefly that these spin up times were very large to ―try to ensure steady 
state.‖ 
 
B. EXPERIMENTAL DESIGN 
 
 Counterfactual experiments are designed to examine the possibility that CI failure 
occurred from the absence of processes conducive to CI.  The design is inspired by two 
hypotheses set forth in Markowski et al. (2006). 
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Markowski et al. (2006) Hypothesis 1: 
 The lack of a persistent, spatially continuous corridor of mesoscale ascent along the 
outflow boundary and associated moisture upwelling contributed to convection initiation 
failure along the outflow boundary. 
 
Markowski et al. (2006) Hypothesis 2: 
 The role of the outflow boundary in enabling deep cumulus cloud development was 
to promote updrafts in proximity to the boundary that were less susceptible to    dilution 
rather than to provide enhanced vertical velocities or a region of persistent mesoscale 
convergence within which moisture upwelling occurred. 
 
i. Increased Mesoscale Convergence 
 
Markowski et al. (2006) hypothesize the absence of a ―persistent, spatially continuous 
corridor of mesoscale ascent along the outflow boundary‖ as an explanation for CI failure.  
The interpretation of ―persistent‖ is problematic as the intended duration or spatial 
stationarity is not clear, though increased baroclinicity is pinpointed as a mechanism for 
persistent ascent.  The outflow boundary itself does not remain stationary during this event, 
as it surges southward after 1700 LST when the mesolow becomes less defined, and for this 
reason it is difficult to imagine a procedure to create a counterfactual simulation in which the 
baroclinicity along the outflow boundary is increased and the outflow boundary remains 
stationary. 
A procedure was developed to create a propagating outflow boundary with the goal of 
increasing convergence along the leading edge compared to the real-world outflow boundary 
while having propagation speed slow enough to remain in the region of interest between 
1500 and 1800 LST.  Thus, ―persistence‖ is defined by the vertical velocity corridor at the 
leading edge of the propagating cold pool. 
 The cold pool is generated by imposing a layer of diabatic cooling on the cool side of 
the outflow boundary (Fig. 3-3).  For the first 15 min of the 2-km domain simulation, the 
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diabatic cooling rate applied was 0.042 K min⁻¹, yielding a total of 0.63 K potential 
temperature reduction.  The diabatic cooling is applied evenly through the lowest ten model 
levels (~1200 m), and reduced to zero linearly between model levels 10 and 13.  The 
theoretical cold pool propagation velocity (Weisman 1992; Appendix) is ~7.34 m s⁻¹. 
 
ii. Decreased cloud dilution 
 
 Markowski et al. (2006) observed deeper clouds in the immediate proximity of, 
compared to away from, the outflow boundary and hypothesized that more vertically oriented 
trajectories near the outflow boundary reduced the cloud dilution of    in clouds near it.  This 
raises the more general question of whether an environment with less potential to dilute    in 
clouds would be less susceptible to CI failure.  James and Markowski (2010) reported 
reduced intensity of convection in idealized simulations with a mid-level dry layer.  This 
suggests it is plausible that the presence of a mid-level dry layer in this case reduced the 
intensity of growing convective clouds. 
 An experiment in which dilution of    in clouds is reduced is performed by increasing 
the relative humidity in the dry layer aloft.  At 1400 m AGL, the relative humidity in the 
region was ~8%.  The relative humidity at model levels 15 through 23 (1400 to 4000 m 
AGL) is increased to 35% (but did not decrease RH where it exceeded 35%) in the initial 
condition for the 2-km domain over a region aloft of the triple point and extending northward 
of the outflow boundary (Fig. 3-4).  The average relative humidity of this layer, over the 
same region the relative humidity was increased, ranged from ~10% to ~55%.  The relative 
humidity was not changed at the simulation lateral boundaries, since the boundary air does 
not impact the interior of the domain near CI failure region.  We chose a RH threshold of 
35%, which was tested in James and Markowski (2010), and it represents a moderate RH 
value within the region. 
 
3. Results 
 
a. Overview of 12 June 2002 synoptic conditions 
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 At 0700 LST, the IHOP IOR was located under a weak upper-level ridge, which 
reached from the southwestern United States, east to the Gulf of Mexico.  A stationary front 
was draped through Nebraska, northwestern Kansas, and into southeastern Colorado.  A 
mesolow developed over the Oklahoma Panhandle at ~0700 LST (Weckwerth et al. 2008).  
An east-west boundary was located along the Oklahoma-Kansas border, the result of 
previous evening’s mesoscale convective systems (MCSs).  By 1300 LST, the east-west 
boundary propagated northward.  A dryline intersected the east-west boundary in northwest 
Oklahoma, and between 1300 and 1800 LST, it remained relatively stationary (Markowski et 
al. 2006).  Internal gravity waves were evident in south-central Kansas, north of the east-west 
boundary and east of the triple point.  HCRs were evident south and east of the east-west 
boundary and dryline, respectively, and available evidence suggests that the HCRs provided 
sufficient lifting for CI ~40 km east of the triple point (Liu an Xue 2008; Weckwerth et al. 
2008). 
 The atmosphere appeared primed for CI near the triple point, with surface CIN < 15 J 
kg⁻¹ and surface-based CAPE as high as 3000 J kg⁻¹ (Wilson and Roberts 2006).  However, 
CI did not occur near the triple point.  Instead, CI occurred in northwestern Oklahoma at 
~1600 LST near the town of Freedom.  Storms that developed at this time eventually matured 
and spawned hail and wind damage in north central and northwest Oklahoma, including 
reports of golf ball size hail (4.45 cm in diameter), winds up to ~34 m s⁻¹ in Ponca City, OK, 
and a tornado report near Catesby in northern Ellis County [Storm reports from NCDCs 
Storm Events page at http://www4.ncdc.noaa.gov/cgi-win/wwcgi.dll?wwEvent~Storms]. 
 
b. Control simulation 
 
 This section discusses the results from the 2-km and 166-m domains, giving the 
locations of the outflow boundary and dryline and the conditions associated with and near 
these boundaries.  Also, in this section, we will give a comparison of these atmospheric 
conditions to the observed data from Markowski et al. (2006). 
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A. DOMAIN OF TWO KILOMETER GRID SPACING 
 
 At 1500 LST, the control simulation initialization contains the primary mesoscale 
boundaries (Figure 3-5a).  A wind shift at the surface from an easterly to a southerly 
direction indicates the east-west outflow boundary and the triple point in northern Oklahoma.  
Warm southerly winds exist behind the boundary associated with wind shift from southerly 
to westerly by the dryline, just south and west of the triple point.  A 1003 mb low pressure is 
centered in the north-central Texas Panhandle, and a sharp mixing ratio gradient existed near 
the dryline, with values of 19 g kg⁻¹ ahead of it and 12 g kg⁻¹ behind it.  The outflow 
boundary has a sharp temperature gradient, with temperatures above 40°C south of it, and 
~32°C north of it. 
 The 850 mb temperatures near the triple point are ~24°C with mixing ratio values 
approximately 15 g kg⁻¹, and ~16 g kg⁻¹ to the east (Figure 3-5b).  Wind shifts near the 
dryline mirror those of the surface plot, but no wind shift is present near the outflow 
boundary at this level, implying a shallow boundary.  At 700 mb, the winds become more 
zonal, with no evidence of the mesolow circulation in northwest OK (Figure 3-5c).  Winds 
are mainly from the northwest and west.  Temperature is ~14°C near the triple point; along 
the outflow boundary farther east, mixing ratio is ~2 g kg⁻¹.  At 500 mb, winds are zonal at 
about 18 m s⁻¹.  Temperatures are as cool as -8°C at the triple point, with mixing ratio values 
similar to the 700 mb values (2 g kg⁻¹), indicative of the strongly mixed, dry and warm layer 
aloft.  A shortwave was present west of the triple point (Figure 3-5d). 
 The vertical velocity associated with each mesoscale boundary is examined at every 
output step (five min), as it is expected that sustained and stronger ascent is more conducive 
of convective development.  Vertical velocity ranged from 2.8 to 4.6 m s⁻¹ near the dryline, 
triple point, and the outflow boundary, prior to CI (not shown).  Maximum vertical velocities 
through the dryline, triple point, and outflow boundary were 4.2 m s⁻¹ at 1735 LST, 2.8 m s⁻¹ 
at 1550 LST, and 4.6 m s⁻¹ at 1540 LST, respectively. 
 Prior to 1735 LST, vertical velocities through the dryline were nearly constant, with 
velocities of ~1 m s⁻¹.  Dryline vertical velocities progressively increased, reaching a peak 
velocity of 4.2 m s⁻¹ at 1735 LST.  At the triple point, vertical velocities stayed < 1 m s⁻¹ 
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through 1540 LST and then reached their peak of 2.8 m s⁻¹ at 1550 LST.  Finally, the vertical 
velocity evolution near the outflow boundary bulge began with an increase to 1520 LST, 
when the velocities reached 1.3 m s⁻¹, which then increased further to 4.6 m s⁻¹ at 1540 LST. 
 In addition to large vertical velocities along mesoscale boundaries, there is evidence 
of HCRs in the control simulation at 1600 LST (Figure 3-6).  Their aspect ratio (ratio of 
wavelength to PBL depth; Weckwerth et al. 1997) is 2.93 (wavelength of 5.6 km; PBL depth 
near HCRs ~1910 m); surface wind speed is 8 m s⁻¹, with evidence of cloud streets and roll 
orientation from northwest to southeast, along the mean PBL wind direction.  Furthermore, 
mixing ratio contours oscillate spatially aloft, suggesting roll circulations rather than IGWs 
(Fig. 3-6).  Vertical velocities from the HCRs are ≤ 2 m s⁻¹ until 1540 LST, when they peak 
at 4.8 m s⁻¹ (not shown), occurring after the time of CI (1530 LST). 
 Figure 3-7 shows LCL and LFC heights at 1530 LST, the initial time of CI.  The LCL 
and LFC heights are computed for a parcel with maximum    below 3000 m AGL.  LCL 
height is ~1800 m near the triple point, ~2400 m near the mesolow and ~1500 m near the 
HCRs.  The LFC heights are ~2700 m near the triple point, ~3100 m near the mesolow, and 
~1500 m near the HCRs.  The outflow boundary and the HCRs reached their pre-CI vertical 
velocity peaks at the same time (1540 LST), but the HCRs had a slightly higher vertical 
velocity and were also located in an environment that had lower LCL/LFC heights.  We 
diagnosed CI from the existence of cloud water mixing ratio above the LFC as occurring at 
1530 LST within the region of HCRs. 
 A Skew-T diagram near the triple point at 1500 LST (Figure 3-8) reveals the most 
unstable parcel LCL height (782 mb) is lower than the capping inversion, located at 750 mb.  
This gives evidence that it is possible for lifted parcels to reach the LCL and form cumulus 
clouds.  However, the same sounding shows that the LFC is located above the capping 
inversion at the 658 mb level.  One possible reason for CI failure at the triple point may be 
due to generally weak vertical velocities coupled with the large distance between the LCL 
and LFC (Fig. 3-8).  The vertical velocities along the dryline and outflow boundary bulges 
were comparable to each other (4.2 and 4.6 m s⁻¹, respectively), but the vertical velocities 
through the triple point were ~2 m s⁻¹.  We have used explicit turbulence simulations, 
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discussed in the next section, to diagnose the relative roles in CI failure of mesoscale 
boundaries, turbulence, and the depth between LCL and LFC heights. 
  
B. DOMAIN OF 166 METER GRID SPACING 
 
 Figure 3-9 shows the surface plot of the 166-m domain at 1530 LST when the 166-m 
domain is initialized.  Temperatures are as low as 33°C near the mesolow, with mixing ratio 
values ~12 g kg⁻¹.  Cloud development occurs near the triple point and dryline, with cumulus 
clouds extending above the LCL, between 1620 and 1800 LST.  Analysis of cloud water 
mixing ratio reveals that most of the cloud development occurs along and south and east of 
the dryline, away from the triple point.  However, there are a few clouds that briefly develop 
near the triple point. 
 Clouds formed near the triple point and along the outflow boundary and dryline.  
However, the clouds did not evolve into sustained convective modes nor did cloud tops 
exceed the LFC.  By 1600 LST, clouds were deeper near the triple point and outflow 
boundary than those along the dryline, with cloud depths near the triple point and outflow 
boundary of ~2564 m and ~1900 m near the dryline.  LCL heights along the dryline were 
higher than those along the triple point by ~800 m. 
 Three clouds were identified for detailed study to understand the source regions of 
cloudy air and examined the role of mesoscale boundaries in lifting air to its LCL.  Cloud 
―A‖ developed at 1625 LST along the outflow boundary and became part of a small cluster 
of clouds, dissipating by 1645 LST.  Cloud ―B‖ developed at 1650 LST northeast of cloud 
―A‖ along the outflow boundary, dissipating by 1715 LST.  Both clouds had a base of 1683 
m.  A third cloud was identified (cloud ―C‖) along the dryline at 1740 LST, and it dissipated 
by 1755 LST.  Cloud ―C‖ had a cloud base of ~2116 m. 
 Backward trajectories were computed from the five minute WRF output to diagnose 
source regions for air that developed clouds.  The vertical velocities associated with the 
parcels were not persistent, according to the trajectory diagnostic parameters.  They 
fluctuated between areas of sinking and rising motion.  The vertical velocities of the parcels 
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along the outflow boundary and dryline showed different magnitudes, with the outflow 
boundary parcel reaching 3.35 m s⁻¹ and the dryline parcel reaching 1.93 m s⁻¹. 
 Figure 3-10 shows the originating location of the parcel that formed cloud ―A‖ along 
the outflow boundary.  The parcel from this cloud was released at 1625 LST, when the cloud 
formed, at an altitude of ~1680 m.  The parcel originated southeast of the outflow boundary.  
The relative humidity (hereinafter RH) along the trajectory increased markedly between 1620 
and 1625 LST (53% to 72%) as the parcel ascended.  The trajectory hovered at ~610 m MSL 
during 1530 to 1550 LST, reached a height of ~750 m at 1615 LST, and accelerated upward 
at 1620 LST from an altitude of ~1 km to 1.7 km at 1625 LST, an increase in altitude of ~700 
m in five min (~2 m s⁻¹).  The diagnosed vertical velocity of the parcel showed a large 
increase, going from values of 0.09 m s⁻¹ at 1605 LST, to ~2.21 m s⁻¹ at 1620 LST, and 
finally reached a vertical velocity magnitude of ~3.36 m s⁻¹ at 1625 LST.  Adiabatic cooling 
by ascent forced by the outflow boundary appears to be the primary mechanism for cloud 
development.  This cloud moved slightly north-northwest away from the outflow boundary 
and over the cooler air mass before dissipating. 
 The trajectory ending at cloud ―B‖ near the outflow boundary originated from the 
north side of the outflow boundary (Fig. 3-11).  Along the trajectory, RH increased from 66% 
at 1645 LST to 80.5% at 1650 LST as the trajectory underwent rapid ascent from ~1057 m at 
1630 LST to a height of ~1.7 km at 1650 LST, giving the parcel an increase in altitude of 
~650 m in five min (~2.2 m s⁻¹).  Divergence along the parcel trajectory decreased between 
1645 and 1650 LST, from -3.6 s⁻¹ to -89.9 s⁻¹, indicating convergence along the outflow 
boundary as the primary forcing mechanism of ascent.  Similar to cloud ―A‖, adiabatic 
cooling from ascent forced by the outflow boundary appeared the likely cause of cloud 
development.  This cloud moved northwest away from the outflow boundary and above the 
colder air mass before dissipating. 
 The trajectory ending at the location of cloud ―C‖ originated southwest of the cloud 
location.  Unfortunately, the 166-m trajectory diagnostics are limited prior to 1700 LST 
because it was outside of the domain.  At 1700 LST, the trajectory is at the 166-m domain 
boundary (Fig. 3-12) where it reached its highest value of RH (83%).  However, RH 
decreased to ~59.8% at 1730 LST but increased to a final value of ~75.5% at 1740 LST.  A 
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large change in omega also occurred, with the value of omega at 1700 LST ~30 μbar s⁻¹, 
increased to 153 μbar s⁻¹ at 1725 LST, and then decreased to a value of -177 μbar s⁻¹ at 1740 
LST, indicating convergence along the dryline was the primary forcing mechanism of ascent.  
This cloud moved northeast, parallel to the dryline, within its corridor of ascent. 
 The altitude of the parcel has a similar evolution as the RH values, with the parcel at 
its highest altitude of 2379 m MSL, at 1700 LST, decreasing to an altitude of ~1677 m at 
1730 LST and reaching an altitude of 2.1 km at 1740 LST.  The diagnostics of the parcel for 
cloud ―C‖ shows the vertical velocity is primarily negative, reaching -1.63 m s⁻¹ at 1725 
LST, before it rapidly becomes positive, reaching a value as high as 1.94 m s⁻¹ at 1740 LST.  
Analysis of the location of the dryline showed that the parcel trajectory was located behind 
the dryline when it was experiencing negative vertical velocities.  By 1740 LST, the dryline 
had retrograded slightly as the parcel moved northeast.  It is suspected that the parcel reached 
the dryline as it retrograded and entered the corridor of ascent along the dryline. 
 The trajectory analysis suggested vertical velocity forced by a mesoscale circulation 
was sufficient for cloud development.  Nevertheless, CI did not occur at the triple point in 
either of the 2-km or 166-m domains.  The importance of the parcel trajectories was to 
determine from where the parcels of air that ultimately became saturated had originated.  
Traditional diagnosis of LCL/LFC heights from Skew-T diagrams tell us the LCL/LFC 
height of a parcel lifted locally.  However, if a Lagrangian approach is used for parcel 
trajectories, then it is feasible for a parcel of air that originates some distance away to have 
different LCL/LFC height.  That is, assuming minimal dynamic and entrainment effects, a 
parcel that originates from some distance away from its ending location can have different 
characteristics than the environment below the level at which the parcel arrives.  The foreign 
air parcel could conceivably have a different LCL/LFC height from of the environmental air 
in which the parcel resides. 
 The LCL heights for clouds ―A‖ and ―B‖ at the beginning locations of their 
trajectories (1530 LST) were 1802 m and 1579 m, respectively, and the LCL height for cloud 
―C‖ at its beginning location (1700 LST) was 1949 m.  The LCL heights in the vicinity of 
clouds were different from the LCL heights at the originating location of the parcel, with 
LCL heights at locations for clouds ―A‖, ―B‖ and ―C‖ of 1794 m, 1516 m, and 2 km, 
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respectively.  This means that the two parcels that originated along the outflow boundary 
developed clouds in environments with slightly lower LCL heights compared to the LCLs in 
the environment from which the parcel originated.  The trajectory along the dryline is the 
exception because it was from an environment that had a lower LCL height than the 
environment where the parcel developed its cloud. 
 Since the LCL heights of trajectories ―A‖, ―B‖, and ―C‖ were similar at the beginning 
and ending points, forward trajectories were performed to determine if parcels from near the 
surface were able to reach the LCL.  Forward trajectories were started at the surface at the 
locations of trajectories ―A‖, ―B‖, and ―C‖ at 1530 LST and were allowed to run to 1800 
LST (the end of the simulation).  Cloud ―A‖ had higher originating LCL/LFC heights 
compared to the environment it formed its cloud in (1802 m compared to 1747 m).  Cloud 
―B‖ had the opposite characteristic, with a lower LCL/LFC at the parcel’s originating 
location than its ending location (1579 m compared to 1672 m).  Cloud ―C‖ had similar 
findings to cloud ―A‖, with the originating LCL/LFC higher than at the ending location, 1949 
m and 2554 m compared to 1898 m and 2813 m.  This is evidence that it was more difficult 
for clouds ―A‖ and ―C‖ to reach saturation than cloud ―B‖.  For cloud ―A‖, the LFC was 
higher along the parcel than in the parcel’s environment, making it harder to become 
positively buoyant.  However, the opposite effect was true of parcels ―B‖ and ―C‖, which had 
lower LFC heights along their parcel trajectories than the environment they resided.  This 
makes those two parcels more likely to become positively buoyant. 
 The parcels from the forward trajectories (Fig. 3-13) all showed evidence of 
saturation.  Parcel ―1‖, which originated from the location of cloud ―A‖, showed the parcel 
obtaining above 95% RH.  At 1530 LST, the parcel began with 44% RH, gradually 
increasing to 66% RH by 1615 LST.  By 1620 LST, RH markedly increased to 97%, and 
then decreased to 75% at 1630 LST, only to increase once again to ~98% at 1645 LST.  After 
1700 LST, RH hovered at ~90% until the parcel exited the 166-m domain at 1740 LST. 
 The vertical velocities of parcel ―1‖ generally were positive, implying upward 
motion.  From 1530 to 1620 LST, the magnitude of vertical velocity increased from ~0.025 
m s⁻¹ to 2.07 m s⁻¹.  When parcel ―1‖ reached this peak vertical velocity, it was being 
transported northwest, away from the outflow boundary.  However, by 1625 LST, the 
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vertical velocity changed to descending motion, with a magnitude of -0.48 m s⁻¹ but then 
changed to positive vertical motion at 1640 LST with a magnitude of 1.45 m s⁻¹.  After 1640 
LST, the vertical velocity began to decrease, reaching -1.22 m s⁻¹ at 1710 LST, becoming 
positive at 1715 LST with 1.03 m s⁻¹ motion. 
 Parcel ―2‖, which originated where cloud ―B‖ formed, had reached saturation with 
RH values above 100%.  At 1530 LST, RH values were ~46%, which slowly increased to 
51% at 1615 LST, but the RH drastically increased to 70% at 1620 LST and up to 100% at 
1625 LST.  When parcel ―2‖ reached its maximum RH value, it was moving west and south, 
along the outflow boundary.  However, RH decreased to ~80% at 1640 LST, and stayed 
between 80 and 90%, with the only exception of ~96% at 1710 LST, to 1750 LST, when the 
parcel exited the 166-m domain. 
 The vertical velocity of parcel ―2‖ stayed mainly positive (upward motion) with a few 
instances of downward motion.  From 1530 to 1600 LST, vertical velocities were ~0-0.02 m 
s⁻¹, which then abruptly increased to 1.07 m s⁻¹ at 1615 LST, 4.21 m s⁻¹ at 1620 LST, and 
then to 5.12 m s⁻¹ at 1625 LST.  At 1635 LST, parcel ―2‖ reached its lowest descending 
magnitude of -1.69 m s⁻¹.  After 1635 LST, vertical velocity hovered between -1 and 1 m s⁻¹ 
until 1750 LST. 
 Parcel ―3‖, which originated where cloud ―C‖ formed, did not reach RH as high as 
parcels ―1‖ and ―2‖, but it did reach ~93% at its highest.  At 1530 LST, RH was 41%, which 
slowly increased to its highest value of ~93% at 1640 LST, when the parcel was located just 
behind the dryline.  Afterwards, RH decreased to ~63% at 1710 LST and decreased further to 
56% at 1735 LST.  However, RH increased to ~88% by 1800 LST. 
 The vertical velocity of parcel ―3‖ was mainly positive.  From 1530 to 1550 LST, 
vertical velocities were relatively small, with magnitudes between -0.03 and 0.01 m s⁻¹, 
which then increased to 0.0001 m s⁻¹ at 1610 LST, reaching a magnitude of 3.68 m s⁻¹ at 
1635 LST.  Vertical velocity decreased to 3.13 m s⁻¹ at 1640 LST then remained steady 
between -1 and 1 m s⁻¹ until 1750 LST when the velocity reached 1.05 m s⁻¹. 
 From these three forward trajectories, and from the three backward trajectories from 
clouds ―A‖, ―B‖, and ―C‖, the parcels that formed ―A‖, ―B‖, and ―C‖ originated some 
distance from where the clouds actually developed.  The timing of ascent from parcels ―1‖ 
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and ―2‖ show they experienced strong ascent from the outflow boundary, whereas parcel ―3‖ 
experienced ascent from boundary layer turbulence, not from the dryline, because the dryline 
was further east (Fig. 3-13).  The horizontal path of parcels ―1‖, ―2‖ and ―3‖ were mainly due 
to the prevailing winds from the mesolow circulation. 
 The key finding of the 166-m domain analysis is that while it was possible near the 
triple point, outflow boundary, and dryline for clouds to develop from mesoscale ascent (i.e., 
parcels were capable of reaching their LCL), it was difficult for the clouds to reach the LFC.  
The LFC was very high in this region at 1630 LST (located at 647 mb (~3591 m), above the 
capping inversion; figure not shown), but some clouds did manage to reach the LFC at this 
level, according to analysis of the cloud top depth (not shown).  However, these clouds were 
short lived. 
 The general movement of each cloud was away from the mesoscale boundaries that 
generated them, and they became cut off from mesoscale ascent, making it more difficult for 
these clouds to sustain themselves.  These clouds were moving in the direction of the 
prevailing winds, which were dictated by the mesolow circulation.  In other words, the 
forcing that supported the ascent of the parcels was short lived, and thus, did not provide 
these clouds with long durations of ascent.  Once the clouds moved away from the forcing, 
they were immediately cut off from their source of lifting, which caused the cloud 
development to become unsustainable, decay, and ultimately, vanish. 
  
C. COMPARISON TO RESULTS OF MARKOWSKI ET AL. (2006) 
 
 From Fig. 3 in Markowski et al. (2006), at 1500 LST, there existed the triple point in 
northwestern Oklahoma.  Temperatures and dew point behind the outflow boundary are 
~35°C and ~22°C, respectively, with southerly winds of ~5.1-7.7 m s⁻¹.  Temperatures north 
of the outflow boundary are ~30°C with dew points ~22°C, and winds are relatively parallel 
to the outflow boundary at ~5 m s⁻¹.  The dewpoint gradient can be seen across the dryline, 
with moister air (~22°C) ahead of it and drier air (~15°C) behind it. 
 Comparing with Markowski et al. (2006), the surface temperatures in our simulations 
were ~1°C warmer, but generally the surface and dew point temperature show good 
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agreement between the control and the observations from Markowski et al. (2006), along 
with the placement of the dryline and outflow boundary, at 1500 LST. 
 CI occurred in the 2-km domain at 1530 LST, which is ~35 min before CI was 
diagnosed by Weckwerth et al. (2008).  The observed and simulated locations of CI were 
very similar in proximity to HCRs in both the control and observed data.  At the triple point 
and dryline, cloud development is evident but CI did not occur in either the control 
simulation or the observed data. 
 Clouds did form near the triple point region, giving evidence that the mesoscale 
boundaries did provide enough lift to allow the parcels to reach saturation.  The LCL is 
obtainable because it is lower than the capping inversion, but the LFC is above the inversion 
(Fig. 3-8).  This makes it extremely difficult for parcels to reach the LFC because they 
require lifting that is both strong and persistent enough to assist them in obtaining their LFCs. 
 Trajectory analysis performed by Markowski et al. (2006) showed cloud bases near 
the outflow boundary ranged from 1.7 to 2.1 km.  Parcel trajectories were found to have a 
more vertical orientation near the outflow boundary, compared to several kilometers away 
(Fig. 3-14).  The analysis in the present study showed somewhat differing parcel trajectories 
to Markowski et al. (2006).  For example, the cloud ―A‖ parcel trajectory showed a hockey 
stick-shaped path, with a long period of the parcel residing in one level, but moving north-
northwest towards the outflow boundary.  However, once it reached the outflow boundary, 
the vertical velocities associated with it lift the parcel and adiabatically cool it to achieve 
saturation and cloud development.  The parcel for cloud ―A‖ is similar in location to the 
Markowski et al. (2006) parcel ―G‖ in their Fig. 17 and the parcels’ starting time is similar.  
However, parcel ―G‖ had a more easterly component of motion and was more vertically 
oriented throughout its trajectory.  In fact, most of the parcel trajectories from Markowski et 
al. (2006) had a small period of time where the trajectories were more horizontally oriented, 
but then ascended rapidly.  Parcel ―A‖ had a flat trajectory for about the first two-thirds of its 
lifetime (1530 – 1605 LST).  These two trajectories are not similar in path except for where 
they receive lifting from the outflow boundary.  Parcel ―B‖ has a similar path to ―A‖, where 
the first half of the trajectory is horizontal (1530 – 1605 LST), and then gradually increases 
as it got closer to the outflow boundary.  Only one parcel trajectory from Markowski et al. 
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(2006) showed the hockey stick-shaped path that parcels ―A‖ and ―B‖ had, which was parcel 
―H‖.  However, parcel ―H‖ was south of the outflow boundary, not along it, by ~8 km. 
 Overall, the trajectory comparisons between Markowski et al. (2006) and the present 
study show that our parcel directions are different from Markowski et al. (2006), even with 
taking into account the difference in time the parcels began [Markowski et al. (2006) began 
their parcels at 1625 LST; the present study began parcels ―A‖ and ―B‖ at 1625 and 1650 
LST, respectively].  However, all parcels had a similar evolution of motion along the outflow 
boundary, with the parcels starting off low in elevation, but ascending rapidly once the parcel 
reached the corridor of ascent, propelling the parcels upward, and assisting them in reaching 
their LCL levels. 
 In conclusion of the control simulation analysis, the lifting mechanisms in the model 
behaved somewhat similarly to those found in the analysis by Markowski et al. (2006).  The 
parcel trajectories behaved somewhat differently, possibly because of the duration of lifting 
of these parcels.  In both studies, the parcels did manage to achieve saturation and develop 
clouds along the outflow boundary and near the triple point, but they failed to develop into an 
identifiable convective mode (i.e. CI failed to occur).  All of the clouds died shortly after 
they were generated (within 20 min). 
 
c. Cold pool simulation – 2.5 C h⁻¹ cooling rate 
 
 Figure 3-3 shows the difference between the cold pool and control two-meter 
temperatures at 1515 LST.  The core of the cooling region shows a total temperature 
reduction of ~0.75 K.  The cold pool is evident along the Oklahoma-Kansas border where the 
surface temperature gradient is enhanced compared to the control simulation 1500 LST 
analysis.  As in the control simulation, a 1003 mb low pressure center is evident in the north-
central Texas Panhandle and a sharp mixing ratio gradient near the dryline, with values of 19 
g kg⁻¹ ahead of it and 13 g kg⁻¹ behind it, and a sharp temperature gradient through the 
outflow boundary, with temperatures ~34°C south of it, and ~30°C north of it (not shown).  
The cold pool enters the OK Panhandle at 1515 LST, and reaches the TX Panhandle by 1725 
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LST, giving the cold pool a propagation velocity of ~7.02 m s⁻¹.  The theoretical cold pool 
propagation velocity (Weisman 1992; Appendix) is ~7.34 m s⁻¹. 
 Analysis of the cold pool from the 166-m domain reveals a corridor of mesoscale 
ascent exceeding 1 m s⁻¹, reaching values of 1.1 m s⁻¹ at 1600 LST with locally higher 
magnitudes ~1.5 m s⁻¹ (not shown).  These velocity magnitudes are less than those observed 
along the outflow boundary from the control simulation (4.6 m s⁻¹ at 1540 LST, at its 
maximum). 
 Figure 3-15 shows a vertical cross section of the enhancement of vertical velocities 
by the cold pool near the mesolow at 1630 and 1730 LST for the 166-m domain.  Vertical 
velocities reached 6 m s⁻¹ at 1630 LST and 5.4 m s⁻¹ at 1730 LST near the leading edge of 
the cold pool (ahead of the 313 K contour), which is more than the maximum vertical 
velocity along the outflow boundary by ~1-1.5 m s⁻¹.  Surface divergence analysis at 1530 
LST shows very strong convergence along the cold pool boundary, with values of -10x10⁻4 
s⁻¹ north of the triple point (not shown).  These strongly negative values of divergence give 
evidence that the cold pool is indeed acting as a convergence boundary, producing enhanced 
lifting ahead of it. 
 LCL was determined to be ~1900 m at its maximum near the triple point (1530 LST), 
similar to the control simulation.  However, the LCL height steadily decreased thereafter.  By 
1700 LST, the LCL height reduced to ~1300 m because of the surface cooling by the cold 
pool once it passed through the triple point (not shown).  The LFC height was determined to 
be ~3000 m near the triple point at 1530 LST (Figure 3-16).  By 1630 LST, the LFC height 
near the triple point decreased to ~2400 m. 
 Backward trajectory analysis was performed for parcels that formed clouds along the 
cold pool, clouds ―D‖ and ―E‖, and a third parcel along the dryline that formed cloud ―F‖.  
The cloud base heights for these three clouds, when they formed, are ~1.7-1.9 km AGL.  
Figs. 3-17, 3-18, and 3-19 show the parcel trajectory, starting and ending locations of clouds 
―D‖, ―E‖ and ―F‖, respectively. 
 The parcel from cloud ―D‖ was released at 1620 LST, when the cloud formed, at an 
altitude of ~1680 m.  This parcel originated from the northeast, along the cold pool boundary.  
The RH increased abruptly between 1610 and 1620 LST (54% to 76%) as the parcel 
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ascended.  The parcel hovered between 644 and 686 m MSL from 1530 to 1555 LST, before 
reaching a height of 811 m at 1605 LST, and accelerating upward from an altitude of ~960 m 
to 1.68 km between 1610 and 1620 LST, an increase in altitude of ~720 m in 10 min (~1.2 m 
s⁻¹).  The diagnosed vertical velocity of the parcel showed a gradual increase, from values of 
0.05 m s⁻¹ at 1550 LST, to 1.6 m s⁻¹ at 1615 LST, but decreasing to 0.47 m s⁻¹ at 1620 LST.  
Similar to the cloud development from the control simulation, adiabatic cooling by ascent 
forced by the cold pool appears to be the primary mechanism for cloud development.  This 
cloud moved northwest over the cold pool, where it dissipated by 1635 LST (Fig. 3-19). 
 The trajectory ending at cloud ―E‖ near the cold pool originates from south of the 
cold pool.  Along the trajectory, RH decreased from 65% at 1530 LST to 59% at 1615 LST 
as the parcel underwent descent from 1532 m at 1530 LST to a height of 1.3 km at 1615 
LST, giving the parcel a decrease in altitude of 232 m in 45 min (~0.9 m s⁻¹).  However, after 
1615 LST, the parcel underwent abrupt ascent, lifting from 1.3 km MSL to 1.9 km MSL at 
1625 LST, traveling 600 m in 10 min (1 m s⁻¹).  Omega along the parcel trajectory was 
mainly positive from 1530 to 1615 LST, with values ranging from ~1.7 to 5 μbar s⁻¹ during 
this time period.  However, values of omega rapidly decreased and became negative, 
reaching the lowest value of -372.6 μbar s⁻¹ at 1625 LST, indicating rapid convergence along 
the cold pool was the primary forcing mechanism of ascent.  Like cloud ―D‖, adiabatic 
cooling from ascent forced by the cold pool appeared the likely cause of cloud development.  
The cloud moved due north away from the cold pool surge, somewhat similar to cloud ―D‖ 
(Fig. 3-18). 
 The trajectory ending at the location of cloud ―F‖ originates southwest of the cloud 
location, similar to the parcel from cloud ―C‖.  Unfortunately, like cloud ―C‖, the 166-m 
trajectory diagnostics were limited prior to 1600 LST because it was outside the domain.  At 
1600 LST, the trajectory is just inside the 166-m domain boundary (Fig. 3-19) where it 
reached 42% relative humidity.  From that point, RH began to drop slowly, to a minimum 
value of 38% at 1650 LST.  Between 1655 and 1700 LST, RH makes a sudden increase from 
42% to 64%, and the parcel temperature decreases from 304 to 295 K.  The evolution of the 
values of omega change similarly compared to that of cloud ―E‖, where omega is positive at 
first, but then rapidly became strongly negative as the parcel ascended.  Between 1600 and 
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1635 LST, values of omega increased from 2 to 18 μbar s⁻¹, correlating with the descending 
motion the parcel underwent.  Then, from 1635 to 1650 LST, omega decreased to 2.9 μbar 
s⁻¹, and dropped to -500 μbar s⁻¹ by 1700 LST.  From 1600 to 1645 LST, the parcel 
descended from ~900 m MSL to ~770 m MSL.  Then, from 1650 to 1700 LST, the parcel 
ascended from ~771 m MSL to 1.9 km MSL (~1.9 m s⁻¹).  Cloud ―F‖ moved northeast, along 
the dryline, but the cloud was determined to have been behind the dryline itself and received 
its forcing from convergence by a turbulent structure.  Once the cloud left the vertical motion 
maxima, the cloud dissipated. 
 Forward trajectories were performed to determine the behavior of the environmental 
air where clouds ―D‖, ―E‖, and ―F‖ developed (Figure 3-20), labeled parcels ―1‖, ―2‖, and 
―3‖ that correspond to locations of clouds ―D‖, ―E‖, and ―F‖, respectively.  Overall, the three 
parcels underwent strong vertical transport, with all parcels starting ~600-700 m in altitude, 
and then underwent strong transport near 1600 LST, with the assistance of strong upward 
motion of 1-2.3 m s⁻¹.  All three parcels underwent increases in RH, with each parcel having 
RH of ~40% at 1530 LST, to ~90% at 1630 LST.  The highest RH value is ~93% for parcel 
―1‖ at 1620 LST.  Parcel temperature decreased as the parcel ascended and reached a high 
RH value, with values decreasing from ~306 K to ~290 K when the parcels reached their 
highest RH.  The forward trajectories showed that the surface air that originated where 
clouds ―D‖, ―E‖ and ―F‖ became saturated away from where they formed.  Clouds ―D‖, ―E‖, 
and ―F‖ developed from air that originated further away.  The motions of the parcels suggest 
they were influenced by the mesolow circulation. 
 The trajectory analysis suggested vertical velocity forced by mesoscale circulation 
was sufficient for cloud development.  Nevertheless, CI did not occur at the triple point in 
either of the 2-km or 166-m domains.  One characteristic of the clouds that formed along the 
cold pool was that the greatest ascent that the parcels underwent occurred along the cold 
pool.  However, clouds ―D‖ and ―E‖ dissipated once they moved away from the cold pool 
boundary.  It is suspected that the reason these clouds dissipated was because the clouds did 
not remain in the region of enhanced vertical velocity along the cold pool.  Once the clouds 
were behind the cold pool, their source of mesoscale ascent was cut off, reducing the forcing 
they need to keep maintained.  Strong winds, coupled with the circulation of the mesolow, 
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produced strong horizontal movements of clouds ―D‖ and ―E‖, transporting them away from 
the corridor of mesoscale ascent associated with the cold pool. 
 The largest vertical velocities caused by the cold pool, at 1630 LST, only reached an 
altitude of ~1900 m, which is lower than the LFC height by ~500 m.  This suggests that 
another reason the cold pool vertical velocities were insufficient for raising the parcels to 
their LFC was because the vertical velocities did not have sufficient vertical extent.  If the 
lifting associated with the cold pool was too shallow, then the parcels cannot be transported 
high enough to reach their LFC. 
 
d. Dilution reduction 
 
 This simulation was performed to examine whether dilution appreciably alters the 
cloud characteristics, as hypothesized by Markowski et al. (2006).  Markowski et al. (2006) 
hypothesized that dilution was greater away from the boundary where trajectories were less 
vertical, preventing clouds from growing deeper.  Dry air exists through the 600-800 mb 
layer (refer to Fig. 3-8).  To increase    aloft, we increased RH in the layer to 35%. 
 Analysis of the LCL/LFC heights show that, generally, they did not change compared 
to the control simulation, at 1630 LST.  A comparison of the Skew-T diagrams from Figs. 3-
4 and 3-8 show that the LCL and the LFC heights are at exactly the same levels near the 
triple point at 1500 LST, showing that the increased RH did not affect the LCL/LFC heights. 
 Backward trajectory analysis was performed on two clouds that formed along the 
outflow boundary, clouds ―G‖ and ―H‖, and a third cloud along the dryline, cloud ―I‖.  The 
cloud base heights for all three of the clouds, when they formed, are ~1.9 km AGL.  Figs. 3-
21, 3-22, and 3-23 show the parcel trajectory, starting and ending locations of clouds ―G‖, 
―H‖ and ―I‖, respectively. 
 The parcel from cloud ―G‖ was released at 1620 LST, when the cloud forms, at an 
altitude of ~1896 m.  This parcel originated from the southeast, south of the outflow 
boundary.  The RH increased between 1615 and 1620 LST (58% to 78%) as the parcel 
ascended.  The parcel ascended from 981 to 1351 m MSL from 1530 to 1615 LST before 
accelerating upward, reaching a height of 1.9 km at 1620 LST (1.83 m s⁻¹).  The diagnosed 
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vertical velocity of the parcel shows a steady trend, going from values of 0.05 m s⁻¹ at 1530 
LST, to 0.15 m s⁻¹ at 1610 LST, but increasing to 3.83 m s⁻¹ at 1620 LST.  Adiabatic cooling 
by ascent forced by the outflow boundary appeared to be the primary mechanism for cloud 
development.  This cloud moved northwest over the outflow boundary, where it dissipated by 
1645 LST (Fig. 3-21). 
 The trajectory ending at cloud ―H‖ near the outflow boundary originated from south-
southeast of the outflow boundary.  Along the trajectory, RH increased from 42% at 1530 
LST to 45% at 1555 LST as the parcel underwent descent from 675 m at 1530 LST to a 
height of 645.5 m at 1615 LST, giving the parcel a decrease in altitude of ~30 m in 45 min 
(~0.01 m s⁻¹).  However, after 1615 LST, the parcel underwent ascent, lifting from 693 m 
MSL to ~1.9 km MSL from 1620 to 1630 LST, traveling 1207 m in 10 min (~2 m s⁻¹).  
Values of omega are slightly positive from 1530 to 1550 LST (1.2 to 0.2 μbar s⁻¹), but values 
then decrease from 1555 to 1615 LST (-0.7 to -7.1 μbar s⁻¹).  Omega then decreased between 
1620 and 1625 LST (-33.4 to -353.7 μbar s⁻¹), and ending with a value of -473 μbar s⁻¹ at 
1630 LST.  Like cloud ―G‖, adiabatic cooling from ascent forced by the outflow boundary 
appears the likely cause of cloud development.  The cloud moved due north away from the 
outflow boundary (Fig. 3-22).  Clouds ―G‖ and ―H‖ were generally shallower than clouds 
―A‖ and ―B‖ when they developed, with ―G‖ and ―H‖ cloud tops reaching ~2.1 km, 
compared to clouds ―A‖ and ―B‖ that reached ~1.9 km and ~3.4 km, respectively, from the 
control simulation.  This comparison shows that the diluted entrainment did not make clouds 
―G‖ and ―H‖ deeper than clouds ―A‖ and ―B‖. 
 The trajectory ending at the location of cloud ―I‖ originates southwest of the cloud 
location, similar to the parcel from cloud ―F‖.  Unfortunately, like cloud ―F‖, the 166-m 
trajectory diagnostics are limited, prior to 1615 LST, because it was outside the domain.  At 
1615 LST, the trajectory is just inside the 166-m domain boundary (Fig. 3-23) where it has 
45% relative humidity.  From that point, RH increases to a maximum value of ~72% at 1640 
LST.  Between 1640 and 1645 LST, the RH decreases from ~72% to ~68%.  Omega is 
mainly negative, implying upward vertical motion dominated the parcel trajectory.  Between 
1615 and 1635 LST, values of omega decreased from -36.3 to -113.1 μbar s⁻¹.  Then, from 
1635 to 1640 LST, omega rapidly increased to ~25.8 μbar s⁻¹, but dropped to -31.4 μbar s⁻¹ 
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by 1645 LST.  This indicated that convergence along the dryline was the primary forcing 
mechanism of ascent.  From 1615 to 1640 LST, the parcel ascended from ~1068 m MSL to 
~2014 m MSL (0.63 m s⁻¹).  However, from 1640 to 1645 LST, the parcel descended from 
~2013 m MSL to 1.9 km MSL (-0.38 m s⁻¹).  Cloud ―I‖ moved northeast, parallel to the 
dryline, and throughout its lifetime, it stayed ahead of the dryline.  Cloud ―I‖ dissipated when 
it got too far away from a corridor of mesoscale ascent. 
 Forward trajectories were performed, with a similar procedure as the forward 
trajectories in the control simulation, to determine how the LCL heights of parcels ―G‖, ―H‖ 
and ―I‖ compared with the LCL heights diagnosed in the same locations as the three parcels’ 
ending locations, except for being diagnosed on the surface (Fig. 3-24).  Generally, the 
parcels that form clouds come from environments that have LCL and LFC heights that are 
comparable to the environments where the parcels reach saturation.  For cloud ―G‖, the 
originating location of parcel ―G‖ had an LCL of 1858 m and a LFC of 2961 m, whereas the 
environment where the parcel reached saturation had an LCL of 1837 m and a LFC of 2974 
m.  Similar results were found for parcels ―H‖ and ―I‖.  This shows that the parcels that 
developed clouds ―G‖, ―H‖ and ―I‖ had similar LCL/LFC heights compared to those whose 
originating locations were local. 
 Comparisons among the development of clouds between the current simulation and 
the control show some differences in the cloud field.  Cloud fields above the LFC (~3500 m) 
were observed.  The first instance of clouds near the LFC occurred 5 min earlier in the 
control simulation than the current simulation (1625 LST compared to 1630 LST); these 
clouds occurred along the outflow boundary, just east of the triple point.  By 1700 LST, both 
simulations show three distinct clouds that develop along the dryline, but only the control 
simulation resolves a single cloud along the outflow boundary (no clouds along outflow 
boundary in the entrainment simulation).  By 1745 LST, clouds along the dryline became 
more numerous in the dilution experiment compared with the control (10 distinct clouds 
compared to 5, respectively).  However, by 1800 LST, the number of clouds in each 
simulation was equal, making it difficult to suspect that the reduced dilution had any 
significant effect on the number of clouds at the LFC. 
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 The cloud fields for the layer of the atmosphere where the relative humidity was 
enhanced (between 1400 to 4000 m AGL) were also observed, with cloud water mixing ratio 
summed through this layer.  Clouds formed in this layer at 1545 LST in both the dilution 
experiment and control simulations.  By 1610 LST, the areal coverage of the cloud field in 
the dilution experiment appeared slightly larger than that of the control, with most of the 
clouds developed along the outflow boundary, east of the triple point.  This trend continued 
to 1630 LST, with the cloud field becoming more pronounced along the outflow boundary 
for the dilution experiment.  By 1700 LST, the cloud field along the outflow boundary 
becomes larger spatially, with development just north of the triple point, which is absent in 
the control simulation.  By 1800 LST, the cloud fields have changed and generally look 
similar, with the entrainment simulation showing more numerous cloud development along 
the dryline.  Cloud development along the outflow boundary stays fairly consistent with 
respect to time with more clouds developing in the dilution experiment. 
 Overall, it appears that the areal coverage and number of clouds are greater in the 
dilution experiment.  With the increase in RH to 35%, dilution of parcels by entrainment of 
lower    air will be reduced, enabling the lifted parcels to maintain their buoyancy, perhaps, 
making it more likely for the parcels to reach their LFC.  However, CI still did not occur.  It 
is possible the distance between the LCL and the LFC heights was simply too large for the 
parcels’ buoyancy to overcome, even with less dilution. 
 
4. Discussion and Conclusions 
 
 This paper examined the mechanisms and sensitivity of CI from the 12 June 2002 
IHOP case.  We tested hypotheses from Markowski et al. (2006).  In one experiment, a cold 
pool was generated north of the triple point to introduce a corridor of mesoscale ascent by 
convergence, and, in a separate experiment an increase in mid-level RH was applied to 
reduce    dilution of growing cumulus clouds. 
 The main results for this study are: 
 CI failed in the control simulation near the triple point, which is similar to the 
analysis of the observed data from Markowski et al. (2006).  However, different 
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parcel trajectories compared to those of Markowski et al. (2006) were discovered near 
the outflow boundary.  This implies that the source regions of the parcels that formed 
clouds along the outflow boundary were different compared to those in the observed 
data. 
 CI failed in the cold pool simulation despite enhanced vertical velocities along the 
cold pool boundary.  Ultimately, CI did not occur because of 1) a lack of forcing to 
propel the parcels up to the LFC and 2) persistent forcing to keep the cumulus 
sustained.  Unfortunately, the cold pool acted like a density current and propagated 
southward away from its origin, making the forcing short-lived.  This coupled with 
the lack of forcing to propel parcels to their LFC, yielded CI failure. 
 The dilution test resolved more clouds along the dryline and outflow boundary, and 
they covered a larger area.  However, they did not evolve into an organized 
convective mode.  In fact, many of the clouds that developed did not sustain 
themselves away from the corridors of ascent along the outflow boundary and the 
dryline. 
 Parcel trajectories near the triple point region from the cold pool simulation reached 
saturation because the traced parcels reached their LCL but not their LFC, leading to CI 
failure.  This evidence does not support the Markowski et al. (2006) hypothesis.  However, 
the cold pool did not have a stationary corridor of mesoscale ascent because of its 
propagation. 
 The likely reasons for the failure of CI to occur are: 1) vertical velocities along the 
outflow boundary and dryline were strong enough to transport parcels to their LCL but not to 
their LFC because the forcing from these mesoscale boundaries were not strong enough.  
There was a large difference in height between the LCL and the LFC, and 2) the vertical 
velocities near the mesoscale boundaries were not stationary where clouds did form.  That is, 
mesoscale ascent was short lived and was sustained long enough to allow the parcels to reach 
their LCL, but not their LFC.  Even when the parcels did reach their LFC, the clouds were 
not able to sustain themselves, potentially because of the dilution of the parcel by 
entrainment. 
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 It is apparent in all three experiments, no cloud formed into an organized convective 
mode.  However, it is also apparent that some clouds did reach their LFC.  Another factor 
that contributes to the failure of CI is that the clouds that did develop have a large component 
of horizontal motion, moving these clouds away from the corridors of mesoscale ascent that 
spawned them.  This implies that the forcing required for these clouds to become organized 
was short lived.  In the control simulation, the outflow boundary was observed to behave in 
this manner, as well as the cold pool from the cold pool experiment. 
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6. Appendix 
Computation of theoretical cold pool propagation velocity 
The propagation velocity was computed using two methods: 1) using rate = distance/time, 
and 2) using Weisman and Klemp’s (1982) theoretical cold pool propagation velocity (C) 
equation, which is given by Eqn. 1 below: 
 
                                                          
 
 
   (Eqn. 1) 
 
where H represents the depth of the cold pool, B is the buoyancy, defined in Eqn. 2: 
 
                                       
  
  
                              (Eqn. 2) 
 
where g is the acceleration of gravity;    is the mean potential temperature; θ’ is the 
perturbation potential temperature; and   ,   , and    are the mixing ratios of water vapor, 
cloud water and rainwater, respectively (Weisman and Rotunno 2004). 
 Calculations are performed by dividing the cold pool into three layers to integrate 
over because θ’ will vary over the depth of the cold pool.  That is, θ’ is not constant 
throughout the cold pool.     is determined to be the average temperature on the surface (a 
value of 311 K was used for this case).  Water vapor mixing ratio (  ) was taken from the 
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middle layer of each layer inside the cold pool, and      was simply the average of the mixing 
ratio inside the cold pool for each layer.  Buoyancy was computed for each layer of the cold 
pool and was subsequently used for the calculation of C².  The values of C² for all three 
layers are then summed, and then the square root of this summed value is the value of C, the 
cold pool propagation velocity. 
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Fig. 3-1: Mean PBL wind direction.  Note the wind shift along the outflow boundary, 
which are veering the winds from an easterly direction to a southerly direction.  This 
wind shift gives the HCRs their orientation. 
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Fig. 3-2: WRF domains used for simulations.  The model is initiated with 20-km RUC 
analysis data, which are the boundary conditions for the 2-km parent domain, which is 
then downscaled into the 500-m domain, and then into the 166-m domain.  The domains 
are centered over the eastern OK Panhandle, and the 2-km domain reaches as far north as 
Nebraska and as far south as the northern 1/3 of Texas. 
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Fig. 3-3: Two-meter temperature difference between cold pool and control simulations 
(in Kelvin) at 1515 LST. 
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Fig. 3-4: Simulated Skew-T diagram from near the triple point, with additional 
moistening through the 600-800 mb layer. 
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Fig. 3-5a: Surface plot with frontal boundaries evident at 1500 LST 12 June 2002.  Line 
with hollow semicircles represents the dryline, and the dot-dot-dash line represents the 
outflow boundary.  Shading is surface temperature (°C), dashed lines are water vapor 
mixing ratio contours, with a 1 g kg⁻¹ interval, and solid bold lines are sea level pressure 
(SLP), contoured every 1 mb.  Wind barbs are plotted using conventional meteorological 
standards.  The black dot where the dryline and the outflow boundary meet is the 
approximate location of the triple point. 
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Fig. 3-5b: 850 mb map of 2-km domain at 1500 LST.  Solid lines represent temperature 
contours (°C), with 2°C contour interval; dashed lines represent water vapor mixing ratio 
(g kg⁻¹), in increments of 1 g kg⁻¹, and solid bold lines represent geopotential height, 
contoured every 30 m.  Wind barb convection is the same as in Fig. 3-5a. 
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Fig. 3-5c: As in Fig. 3-5b, but for 700 mb pressure level. 
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Fig. 3-5d: As in Fig. 3-5c, but for 500 mb pressure level.  Note that the geopotential 
height contours are labeled every 60 m. 
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Fig. 3-6: Plot of HCRs located inside the black box (top) and X-Z plane cross section of 
QCLOUD with water vapor mixing ratio overlaid (bottom), at 1600 LST.  For the top 
plot, vertical velocity (shaded) and cloud water mixing ratio (contoured), at ~1680 m, 
above the LCL at that time (~1250 m).  Cloud water mixing ratio streaks from NW to SE 
are oriented along the mean PBL wind direction.  For the bottom plot, the shaded areas 
indicate the existence of clouds and the contours show the changes in mixing ratio with 
height. 
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Fig. 3-7: LCL height for 2-km domain at 1530 LST (top), and LFC height for the 2-km 
domain at 1530 LST (bottom).  The value of the LCL height near the triple point was 
~1800 m, ~2400 m near the mesolow, and ~1500 m near the HCRs.  LFC heights near 
the mesolow are ~3300 m, ~2700 m near the triple point, and ~1500 m near the HCRs. 
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Fig. 3-8: Simulated Skew-T log p sounding near the triple point, valid at 1500 LST.  The 
LCL height is located at the 782 mb level, below the capping inversion, but the LFC, 
located at the 658 mb level, is located above the capping inversion.  Winds are strongly 
veering with height from the surface to the 700 mb level. 
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Fig. 3-9: Surface plot of the 166-m domain at 1530 LST.  Temperatures in the vicinity of 
the mesolow are 33°C and mixing ratio values are 12 g kg⁻¹.  Wind barbs indicate the 
mesolow is located slightly west of the 100°W longitude line.  Surface pressure is 
approximately 1004 mb.  Mixing ratio values near the triple point are 16 g kg⁻¹. 
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 Fig. 3-10: Parcel trajectory and cloud "A" for diagnostic analysis.  Trajectory was traced 
backwards from the cloud base (~1680 m) from 1625 LST to 1530 LST.  This is one of 
two parcels tracked from along the outflow boundary.  The middle plot is the position of 
cloud ―A‖ before it dissipates (1640 LST). 
A 
A 
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Fig. 3-10: (continued) 
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 Fig. 3-11: As in Fig. 3-10, except for a different cloud ("B").  Parcel was traced 
backwards from 1650 LST to 1530 LST.  The middle plot shows the cloud before it 
completely dissipates (1705 LST).  This is the second of the two parcels tracked along the 
outflow boundary. 
B 
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Fig. 3-11: (continued) 
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 Fig. 3-12: As in Fig. 3-11, except for a cloud along the dryline (cloud "C").  Parcel was 
traced backwards from 1740 LST to 1530 LST.  The middle plot shows the cloud before 
it dissipates (1750 LST).  This is the only cloud tracked from the dryline. 
C 
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Fig. 3-12: (continued) 
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Fig. 3-13: Forward parcel trajectories from the locations clouds "A", "B", and "C" 
developed, for the control simulation.  Trajectories were released on the surface and were 
allowed to run to 1800 LST. 
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Fig. 3-14: Trajectory analysis along the outflow boundary west of the triple point from 
Markowski et al. (2006).  Trajectories were traced backward from 1625 LST from two 
deep cumulus clouds (black trajectories), and two shallow cumulus clouds away from the 
boundary (gray trajectories).  Note that the black trajectories are more vertically oriented 
than the gray trajectories that originated away from the outflow boundary. 
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Fig. 3-15: Vertical cross section through the mesolow and cold pool of vertical velocity 
for the 166-m domain at 1630 LST (top) and 1730 LST (bottom).  Temperature contours 
(solid black lines; plotted every 1 K) are used to track the cold pool propagation.  A 
maximum vertical velocity of 6 m s⁻¹ can be seen between grid markers 50 and 100 at 
1630 LST, ahead of the cold pool.  By 1730 LST, the circulation of the cold pool is not as 
strong, with a maximum vertical velocity of 5.4 m s⁻¹. 
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Fig. 3-16: LFC height for 166-m domain at 1530 LST (top) and 1630 LST (bottom). 
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 Fig. 3-17: Starting (top) and ending (middle) locations of cloud "D" and the trajectory of 
the parcel (bottom) that formed the cloud.  Cloud ―D‖ developed at 1620 LST and 
dissipated at 1635 LST. 
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Fig. 3-17: (continued) 
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 Fig. 3-18: As in Fig. 3-17, except for cloud "E".  Cloud ―E‖ developed at 1625 LST and 
dissipated at 1640 LST. 
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Fig. 3-18: (continued) 
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 Fig. 3-19: As in Fig. 3-18, except for cloud "F".  Cloud ―F‖ developed at 1700 LST and 
dissipated at 1715 LST. 
F 
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Fig. 3-19: (continued) 
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Fig. 3-20: Forward trajectories associated with clouds "D", "E", and "F", from the cold 
pool simulation.  Trajectories 1, 2, and 3 correspond to clouds ―D‖, ―E‖, and ―F‖, 
respectively. 
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 Fig. 3-21: As in Fig. 3-18, except for cloud "G".  Cloud ―G‖ developed at 1620 LST and 
dissipated at 1645 LST. 
G 
 
G 
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Fig. 3-21: (continued) 
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 Fig. 3-22: As in Fig. 3-21, except for cloud ―H‖.  Cloud ―H‖ developed at 1630 LST and 
dissipated at 1650 LST. 
H 
 
H 
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Fig. 3-22: (continued) 
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 Fig. 3-23: As in Fig. 3-22, except for cloud ―I‖.  Cloud ―I‖ developed at 1645 LST and 
dissipated at 1710 LST. 
I 
 
I 
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Fig. 3-23: As in Fig. 3-22, except for cloud ―I‖.  Cloud ―I‖ developed at 1645 LST and 
dissipated at 1710 LST. 
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Fig. 3-24: Forward trajectories of the parcels where clouds "G", "H", and "I" formed, in 
the entrainment dilution simulation.  Trajectories 1, 2, and 3 correspond to clouds ―G‖, 
―H‖, and ―I‖. 
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CHAPTER 4.  CONCLUSIONS AND FUTURE WORK 
 
Conclusions 
 
The goal of this study was to test the Markowski et al. (2006) hypothesis that CI failed to 
occur for the 12 June 2002 IHOP case because of a lack of a persistent corridor of 
mesoscale ascent near the triple point region.  In order to test this hypothesis, a cold pool 
was introduced to increase convergence and produce a corridor of mesoscale ascent. 
 
The cold pool was meant to introduce a corridor of mesoscale ascent, which was 
successful as the cold pool enhanced vertical velocities near the triple point.  However, 
the lifting from the cold pool was short-lived, failing to test the persistent lifting facet of 
Markowski et al. (2006) hypothesis. 
 
The cold pool (Chapter 3) propagated southward towards the triple point, and it produced 
a vertical velocity corridor of 6 m s⁻¹ at 1630 LST.  However, CI failed to occur because 
the lifted parcels near the triple point, with and without these cold pools, did not reach 
their LFC height, suggesting no sustained CI development, and CI failure. 
 
The cold pool showed that the corridor of mesoscale ascent portion of Markowski et al. 
(2006) hypothesis was not enough to form CI.  However, the cold pools failed to address 
the persistent lifting facet of the hypothesis.  In conclusion, the cold pool test does not 
provide sufficient evidence to reject the Markowski et al. (2006) hypothesis completely, 
but the simulations give evidence that the movement of the clouds, relative to the corridor 
of ascent, is an important factor in the sustainability of the clouds that develop along the 
cold pool boundary. 
 
The dilution test showed clouds developing along the ascending corridors of the outflow 
boundary that did sustained themselves for more than 20 min.  However, CI still failed 
near the triple point.  The reduced dilution helped the clouds become longer lived 
because they were not being mixed out by entrainment. 
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Future Work 
 
The cold pool was designed to give a corridor of mesoscale ascent through convergence, 
which was successful.  However, the cold pool acts as a density current, which implies it 
will propagate southward and transport its corridor of ascent with it, making the lifting 
non-persistent.  A preliminary additional simulation was performed that utilized a ―hot-
plate‖ method to produce a frontogenetic circulation.  For this simulation, identical areas 
north and south of the outflow boundary and triple point had different cooling/warming 
rates applied to the skin temperature, with cooling north, and warming south, of the 
outflow boundary.  The warmer region would force air to rise and the cooler region 
would force air to sink, creating a solenoidal circulation that would be persistent. 
 
Preliminary results show that the temperature difference between the warming and 
cooling regions is ~3.5 K, which is about 1.5 K larger than from the first cold pool 
simulation (Chapter 3).  When the circulation is at its peak strength (1600 LST), the 
vertical velocity was enhanced to 9 m s⁻¹ along the outflow boundary.  The theoretical 
cold pool propagation velocity (Weisman 1992), from the frontogenetic circulation, is 
~20.19 m s⁻¹, which is almost 13 m s⁻¹ faster than the cold pool from Chapter 3.  This 
was mainly because of the enhanced temperature gradient near the outflow boundary.  
Ultimately, this should make CI more likely because a faster propagation velocity would 
increase convergence.  Some clouds do form along the cold pool boundary, but, similar to 
the cold pool experiment in Chapter 3, those clouds quickly dissipate as the cold pool 
boundary moves away from them. 
 
 
 
 
 
 
 
80 
 
ACKNOWLEDGEMENTS 
 
First, I would like to thank my advisors Dr. Gallus and Dr. Anderson for the opportunity 
to work with them on this research, and for their guidance and expertise while developing 
and testing the simulations.  I would also like to thank them for their time, revisions, and 
comments while editing the thesis. 
 
I thank Dr. Gutowski and Dr. Takle for their time, questions, and comments as part of my 
thesis committee.  My thanks go to my thesis committee and the entire meteorology 
department for the education I have received at Iowa State University, without which my 
thesis would not have been possible.  I also appreciate the assistance I have received from 
the meteorology graduate students of Iowa State University. 
 
Finally, I would like to thank my family and friends for their support, and Jennifer 
Sonner, for being my rock. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
81 
 
REFERENCES 
 
Atkins, N. T., R. M. Wakimoto, and C. L. Ziegler, 1998: Observations of the finescale 
 structure of a dryline during VORTEX 95. Mon. Wea. Rev., 126, 525-550. 
 
Baik, J., Y. Kim, and H. Chun, 2001: Dry and moist convection forced by an urban 
 heat island. J. App. Meteor., 40, 1462-1475. 
 
Banacos, P. C., and D. M. Schultz, 2005: The use of moisture flux convergence in 
 forecasting convective initiation: Historical and operational perspectives. Wea 
 Forecasting, 20, 351–366. 
 
Byers, H. R., and R. R. Braham Jr., 1949: The thunderstorm. U.S. Government Printing  
 Office, 287 pp. 
 
Clark, C. A., and R. W. Arritt, 1995: Numerical simulations of the effect of soil 
 moisture and vegetation cover on the development of deep convection. J. 
 Applied Meteor., 34, 2029-2045. 
 
Colman, B. R., 1990: Thunderstorms above frontal surfaces in environments 
 without positive CAPE. Part II: Organization and instability mechanisms. Mon. 
 Wea. Rev., 118, 1123-1144. 
 
Crook, N. A., 1996: Sensitivity of moist convection forced by boundary layer 
 processes to low-level thermodynamic fields. Mon. Wea. Rev., 124, 1767-1785. 
 
Engerer, N. A., D. J. Stenstrud, M. C. Coniglio, 2008: Surface characteristics of 
 observed cold pools. Mon. Wea. Rev., 136, 4839-4849. 
 
Fabry, F., 2006: The spatial variability of moisture in the boundary layer and its effect on 
 convection initiation: Project-long characterization. Mon. Wea. Rev., 134, 79-91. 
 
Faller, A. J., 1965: Large eddies in the atmospheric boundary layer and their 
 possible role in the formation of cloud rows. J. Atmos. Sci., 22, 176-184. 
 
Gallus, W. A., and M. Segal, 2000: Sensitivity of forecast rainfall in a Texas 
 convective system to soil moisture and convective parameterization. Wea. 
 Forecasting, 15, 509-525. 
 
Hill, G. E., 1977: Initiation mechanisms and development of cumulus convection. J. 
 Atmos. Sci., 34, 1934-1941. 
 
James, R. P., and P. M. Markowski, 2010: A numerical investigation of the effects of dry 
 air aloft on deep convection. Mon. Wea. Rev., 138, 140-161. 
 
82 
 
Knupp, K. R., B. Geerts, and S. J. Goodman, 1998: Analysis of a small, vigorous 
 mesoscale convective system in a low-shear environment. Part I: Formation, 
 radar echo structure, and lightning behavior. Mon. Wea. Rev., 126, 1812-1836. 
 
Koch, S. E., R. E. Golus, and P. B. Dorian, 1988: A mesoscale gravity wave event 
 observed during CCOPE. Part II: Interactions between mesoscale convective 
 systems and the antecedent waves. Mon. Wea. Rev., 116, 2545-2569. 
 
——, L. M. Siedlarz, 1999: Mesoscale gravity waves and their environment in the 
 central United States during STORM-FEST. Mon. Wea. Rev., 127, 2854-2879. 
 
Lee, B. D., R. D. Farley, and M. R. Hjelmfelt, 1991: A numerical case study of 
 convection initiation along colliding convergence boundaries in northeast 
 Colorado. J. Atmos. Sci., 48, 2350–2366. 
 
LeMone, M. A., 1973: The structure and dynamics of horizontal roll vortices in the 
 planetary boundary layer. J. Atmos. Sci., 30, 1077–1091. 
 
——, R. J., Meitin, 1984: Three examples of fair-weather mesoscale boundary-layer 
 convection in the tropics. Mon. Wea. Rev., 112, 1985-1998. 
 
Lilly, D. K., 1966: On the instability of Ekman boundary flow. J. Atmos. Sci., 23, 481-
 494. 
 
Liu, H., and M. Xue, 2008: Prediction of convective initiation and storm evolution on 
 12 June 2002 during IHOP_2002. Part I: Control simulation and sensitivity 
 experiments.  Mon.  Wea. Rev., 136, 2261–2282. 
 
Markowski, P., C. Hannon, and E. Rasmussen, 2006: Observations of convection 
 initiation ―failure‖ from the 12 June 2002 IHOP deployment. Mon. Wea. Rev., 
 134, 375–405. 
 
Moore, J. T., F. H. Glass, C. E. Graves, S. M. Rochette, and M. J. Singer, 2003: The 
 environment of warm-season elevated thunderstorms associated with heavy 
 rainfall over the central United States. Wea. Forecasting, 18, 861–878. 
 
Purdom, J. F. W., 1976: Some uses of high-resolution GOES imagery in the 
 mesoscale forecasting of convection and its behavior. Mon. Wea. Rev., 104, 
 1474-1483. 
 
Schaefer, J. T., 1986: Severe thunderstorm forecasting: A historical perspective. Wea. 
 Forecasting, 1, 164-189. 
 
——, and K. Marcus, 1982: Thunderstorm trigger mechanisms over the southeast U.S. 
 Preprints, 12th Conf. on Severe Local Storms, San Antonio, TX, Amer. Meteor. 
 Soc., 487–488. 
83 
 
 
Segal, M., and R. W. Arritt, 1992: Nonclassical mesoscale circulations caused by surface 
 sensible heat-flux gradients. Bull. Amer. Meteor. Soc., 73, 1593-1604. 
 
Shapiro, M. A., 1981: Frontogenesis and geostrophically forced secondary 
 circulations in the vicinity of jet stream-frontal zone systems. J. Atmos. Sci., 
 38, 954-973. 
 
Stensrud, D. J., and R. A. Maddox, 1988: Opposing mesoscale circulations: A case 
 study. Wea. Forecasting, 3, 189-204. 
 
Trier, S. B., D. B. Parsons, and J. H. Clark, 1991: Environment and evolution of a cold-
 frontal mesoscale convective system. Mon. Wea. Rev., 119, 2429-2455. 
 
Weckwerth, T. M., J. W. Wilson, and R. M. Wakimoto, 1996: Thermodynamic 
 variability within the convective boundary layer due to horizontal convective 
 rolls. Mon. Wea. Rev., 124, 769–784. 
 
——, J. W. Wilson, R.M. Wakimoto, and N. A. Crook, 1997: Horizontal convective 
 rolls: Determining the environmental conditions supporting their existence 
 and characteristics. Mon. Wea. Rev., 125, 505–526. 
 
——, Coauthors, 2004: An overview of the International H2O Project (IHOP 2002) 
 and some preliminary highlights. Bull. Amer. Meteor. Soc., 85, 253–277. 
 
——, D. B.  Parsons, 2006: A review of convection initiation and motivation for 
 IHOP_2002. Mon. Wea. Rev., 134, 5-22. 
 
——, H. V. Murphey, C. Flamant, J. Goldstein, C. R. Pettet, 2008: An observational 
 study of convection initiation on 12 June 2002 during IHOP_2002. Mon Wea. 
 Rev., 136, 2283-2304. 
 
Weisman, M. L., and J. B. Klemp, 1982: The dependence of numerically simulated 
 convective storms on vertical wind shear and buoyancy. Mon. Wea. Rev., 110, 
 504-520. 
 
——, and R. Rotunno, 2004: ―A theory for strong long-lived squall lines‖ revisited. 
 J. Atmos. Sci., 61, 361-382. 
 
Weiss, C. C., and H. B. Bluestein, 2002: Airborne pseudo-dual Doppler analysis of a 
 dryline-outflow boundary intersection. Mon. Wea. Rev., 130, 1207-1226. 
 
Wilson, J. W., N. A. Crook, C. K. Mueller, J. Sun, and M. Dixon, 1998: Nowcasting 
 thunderstorms: A status report. Bull. Amer. Meteor. Soc., 79, 2079–2099. 
 
84 
 
——, R. D. Roberts, 2006: Summary of convective storm initiation and evolution during 
 IHOP: Observational and modeling perspective. Mon. Wea. Rev., 134, 23- 47. 
 
Ziegler, C. L., T. J. Lee, R. A. Pielke, Sr., 1997: Convective initiation at the dryline: A 
 modeling study. Mon. Wea. Rev., 125, 1001-1026. 
 
——, E. N. Rasmussen, 1998: The initiation of moist convection at the dryline: 
 Forecasting issues from a case study perspective. Wea. Forecasting, 13, 1106–
 1131. 
