We present an any-time performance assessment for benchmarking numerical optimization algorithms in a black-box scenario, applied within the COCO benchmarking platform. The performance assessment is based on runtimes measured in number of objective function evaluations to reach one or several quality indicator target values. We argue that runtime is the only available measure with a generic, meaningful, and quantitative interpretation. We discuss the choice of the target values, runlength-based targets, and the aggregation of results by using simulated restarts, averages, and empirical distribution functions.
Introduction
We present ideas and concepts for performance assessment when benchmarking numerical optimization algorithms in a black-box scenario. Going beyond a simple ranking of algorithms, we aim to provide a quantitative and meaningful performance assessment, which allows for conclusions like algorithm A is seven times faster than algorithm B in solving a given problem or in solving problems with certain characteristics. For this end, we record algorithm runtimes, measured in number of function evaluations to reach predefined target values during the algorithm run.
Runtimes represent the cost of optimization. Apart from a short, exploratory experiment 1 , we do not measure the algorithm cost in CPU or wall-clock time. See for example [HOO1995] for a discussion on shortcomings and unfortunate consequences of benchmarking based on CPU time.
In the COCO platform [HAN2016co] , we display average runtimes (aRT, see Section Averaging Runtime) and the empirical distribution function of runtimes (ECDF, see Section Empirical Distribution Functions). When displaying runtime distributions, we consider the aggregation over target values and over subclasses of problems, or all problems.
Terminology and Definitions
In the COCO framework in general, a problem, or problem instance triplet, 3 , is defined by the search space dimension , the objective function , to be minimized, and its instance parameters for instance . More concisely, we consider a set of parametrized benchmark functions : R → R , ∈ Θ and the corresponding problems 3 = ( , , ). Different instances vary by having different shifted optima, can use different rotations that are applied to the variables, have different optimal -values, etc. [HAN2009fun] . The instance notion is introduced to generate repetition while avoiding possible exploitation of artificial function properties (like location of the optimum in zero). The separation of dimension and instance parameters in the notation serves as a hint to indicate that we never aggregate over dimension and always aggregate over all -values.
In the performance assessment setting, we associate to a problem instance 3 a quality indicator mapping and a target value, such that a problem becomes a quintuple 5 . Usually, the quality indicator remains the same for all problems, while we have subsets of problems which only differ in their target value.
On Performance Measures
Evaluating performance is necessarily based on performance measures, the definition of which plays a crucial role for the evaluation. Here, we introduce a list of requirements a performance measure should satisfy in general, as well as in the context of black-box optimization specifically. In general, a performance measure should be • quantitative, as opposed to a simple ranking of entrants (e.g., algorithms). Ideally, the measure should be defined on a ratio scale (as opposed to an interval or ordinal scale) [STE1946] , which allows to state that "entrant A is times better than entrant B".
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• assuming a wide variation of values such that, for example, typical values do not only range between 0.98 and 1.0, 3
• well interpretable, in particular by having meaning and semantics attached to the measured numbers,
• relevant and meaningful with respect to the "real world",
• as simple and as comprehensible as possible.
In the context of black-box optimization, the runtime to reach a target value, measured in number of function evaluations, satisfies all requirements. Runtime is well-interpretable and meaningful with respect to the real-world as it represents time needed to solve a problem. Measuring number of function evaluations avoids the shortcomings of CPU measurements that depend on parameters like the programming language, coding style, machine used to run the experiment, etc., that are difficult or impractical to control. If however algorithm internal computations dominate wall-clock time in a practical application, comparative runtime results in number of function evaluations can usually be adapted a posteri to reflect the practical scenario. This hold also true for a speed up from parallelization.
Quality Indicators
At each evaluation count (time step) of an algorithm which optimizes a problem instance of the function in dimension , we apply a quality indicator mapping. A quality indicator maps the set of all solutions evaluated so far (or recommended [HAN2016ex] ) to a problemdependent real value. Then, a runtime measurement can be obtained from each of a (large) set of problem instances 5 = ( , , , , target, i ). The runtime on this problem instance is defined as the evaluation count when the quality indicator value drops below the target for the first time, otherwise runtime remains undefined.
In the single-objective noiseless case, the quality indicator outputs the best so far observed (i.e. minimal and feasible) function value.
In the single-objective noisy case, the quality indicator returns the 1%-tile of the function values of the last ⌈ln( + 3) 2 /2⌉ evaluated (or recommended) solutions.
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In the multi-objective case, the quality indicator is based on a negative hypervolume indicator of the set of evaluated solutions (more specifically, the the non-dominated archive) [BRO2016] , while other well-or lesser-known multi-objective quality indicators are possible.
Fixed-Budget versus Fixed-Target Approach
Starting from the most basic convergence graphs which plot the evolution of a quality indicator, to be minimized, against the number of function evaluations, there are essentially only two ways to measure the performance.
fixed-budget approach: We fix a maximal budget of function evaluations, and measure the reached quality indicator value. A fixed search budget can be pictured as drawing a vertical line in the figure (blue line in Figure Fixed -Budget versus Fixed-Target).
fixed-target approach: We fix a target quality value and measure the number of function evaluations, the runtime, to reach this target. A fixed target can be pictured as drawing a horizontal line in the figure (red line in Figure Fixed number of function evaluations quality indicator (to be minimized) fixed target fixed budget For the performance assessment of algorithms, the fixed-target approach is superior to the fixedbudget approach since it gives quantitative and interpretable results.
• The fixed-budget approach (vertical cut) does not give quantitatively interpretable data: the observation that Algorithm A reaches a quality indicator value that is, say, two times smaller than the one reached by Algorithm B has in general no interpretable meaning, mainly because there is no a priori way to determine how much more difficult it is to reach an indicator value that is two times smaller. This usually depends on the function, the definition of the quality indicator and even the specific indicator values compared.
• The fixed-target approach (horizontal cut) measures the time to reach a target quality value. The measurement allows conclusions of the type: Algorithm A is two (or ten, or a hundred) times faster than Algorithm B in solving this problem. The choice of the target value determines the difficulty and often the characteristic of the problem to be solved. 
Missing Values
Investigating the Figure Fixed -Budget versus Fixed-Target more carefully, we find that not all graphs intersect with either the vertical or the horizontal line. On the one hand, if the fixed budget is too large, the algorithm might solve the function before the budget is exceeded. 5 The algorithm performs better than the measurement is able to reflect, which can lead to a serious misinterpretations. The remedy is to define a final target value and measure the runtime if the final target is hit. 6 On the other hand, if the fixed target is too difficult, the algorithm may never hit the target under the given experimental conditions. 7 The algorithm performs worse than the experiment is able to reflect, while we still get a lower bound for this missing runtime instance. A possible remedy is to run the algorithm longer. Another possible remedy is to use the final quality indicator value as measurement. This measurement however should only be interpreted as ranking result, defeating the original objective. A third (impartial) remedy is to record the overall number of function evaluations of this run and use simulated restarts, see below.
Target Value Setting
First, we define for each problem instance 3 = ( , , ) a reference quality indicator value, ref, i . In the single-objective case this is the optimal function value. In the multi-objective case 5 Even in continuous domain, from the view point of benchmarking, or application in the real world, or numerical precision, the set of solutions (or of solution sets) that indisputably solve the problem has a volume larger than zero.
6 This is also advisable because declaring an algorithm better when it reaches, say, const + 10 −30 instead of const + 10 −10 , is more often than not unjustified. The former result may only indicate the lack of practical termination conditions. 7 However, under mildly randomized conditions, for example with a randomized initial solution, the restarted algorithm reaches any attainable target with probability one. The time needed can of course well be beyond any reasonable practical limitations.
this is the hypervolume indicator of an approximation of the Pareto front [BRO2016] . Based on this reference value and a set of target precision values, which are independent of the instance , we define a target value
for each precision ∆ , giving rise to the product set of all problems 3 and all ∆ -values.
Runlength-based Target Values
Runlength-based target values are a novel way to define the target values based on a reference data set. Like for performance profiles [DOL2002] , the resulting empirical distribution can be interpreted relative to a reference algorithm or a set of reference algorithms. Unlike for performance profiles, the resulting empirical distribution is a data profile [MOR2009] reflecting the true (opposed to relative) difficulty of the respective problems for the respective algorithm.
We assume to have given a reference data set with recorded runtimes to reach a prescribed, usually large set of quality indicator target values 8 as in the fixed-target approach described above. The reference data serve as a baseline upon which the runlength-based targets are computed. To simplify wordings we assume w.l.o.g. that a single reference algorithm has generated this data set. Now we choose a set of increasing reference budgets. To each budget, starting with the smallest, we associate the easiest (largest) target for which (i) the average runtime (taken over all respective instances, aRT, see below) of the reference algorithm exceeds the budget and (ii, optionally) that had not been chosen for a smaller budget before. If such target does not exist, we take the final (smallest) target.
Like this, an algorithm that reaches a target within the associated budget is better than the reference algorithm on this problem.
Runlength-based targets are used in COCO for the single-objective expensive optimization scenario. The artificial best algorithm of BBOB-2009 (see below) is used as reference algorithm with either the five budgets of 0.5 , 1.2 , 3 , 10 , and 50 function evaluations, where is the problem dimension, or with 31 targets evenly space on the log scale between 0.5 and 50 and without the optional constraint from (ii) above. In the latter case, the empirical distribution function of the runtimes of the reference algorithm shown in a semilogx plot approximately resembles a diagonal straight line between the above two reference budgets.
Runlength-based targets have the advantage to make the target value setting less dependent on the expertise of a human designer, because only the reference budgets have to be chosen a priori. Reference budgets, as runtimes, are intuitively meaningful quantities, on which it is comparatively easy to decide upon. Runlength-based targets have the disadvantage to depend on the choice of a reference data set, that is, they depend on a set of reference algorithms.
Runtime Computation
In the performance assessment context of COCO, a problem instance can be defined by the quintuple search space dimension, function, instantiation parameters, quality indicator mapping, and quality indicator target value, 5 = ( , , , , target, ). 9 For each benchmarked algorithm, a single runtime is measured on each problem instance. From a single run of the algorithm on the problem instance triple 3 = ( , , ), we obtain a runtime measurement for each corresponding problem quintuple 5 , more specifically, one for each target value which has been reached in this run, or equivalently, for each target precision. This also reflects the anytime aspect of the performance evaluation in a single run.
Formally, the runtime RT s ( ) is a random variable that represents the number of function evaluations needed to reach the quality indicator target value for the first time. A run or trial that reached the target value is called successful.
10 For unsuccessful trials, the runtime is not defined, but the overall number of function evaluations in the given trial is a random variable denoted by RT us ( ). For a single run, the value of RT us ( ) is the same for all failed targets.
We consider the conceptual restart algorithm. Given an algorithm has a strictly positive probability s to solve a problem, independent restarts of the algorithm solve the problem with probability one and exhibit the runtime
where ∼ BN(1, 1 − s ) is a random variable with negative binomial distribution that models the number of unsuccessful runs until one success is observed and RT us are independent random variables corresponding to the evaluations in unsuccessful trials [AUG2005] . If the probability of success is one, equals zero with probability one and the restart algorithm coincides with the original algorithm. Generally, the above equation for RT( , , ∆ ) expresses the runtime from repeated independent runs on the same problem instance (while the instance is not given explicitly). For the performance evaluation in the COCO framework, we apply the equation to runs on different instances , however instances from the same function, with the same dimension and the same target precision.
Runs on Different Instances
Different instantiations of the parametrized functions are a natural way to represent randomized repetitions. For example, different instances implement random translations of the search space and hence a translation of the optimum [HAN2009fun] . Randomized restarts on the other hand can be conducted from different initial points. For translation invariant algorithms both mechanisms are equivalent and can be mutually exchanged.
We interpret thus runs performed on different instances 1 , . . . , as repetitions of the same problem. Thereby we assume that instances of the same parametrized function are similar to each other, and more specifically that they exhibit the same runtime distribution for each given ∆ .
We hence have for each parametrized problem a set of ≈ 15 independent runs, which are used to compute artificial runtimes of the conceptual restart algorithm.
Simulated Restarts and Runtimes
The runtime of the conceptual restart algorithm as given in (1) is the basis for displaying performance within COCO. We use the different runs on the same function and dimension to simulate virtual restarts with a fixed target precision. We assume to have at least one successful run-otherwise, the runtime remains undefined, because the virtual procedure would never stop. Then, we construct artificial, simulated runs from the available empirical data: we repeatedly pick, uniformly at random with replacement, one of the trials until we encounter a successful trial. This procedure simulates a single sample of the virtually restarted algorithm from the given data. As given in (1) as RT( , , ∆ ), the measured, simulated runtime is the sum of the number of function evaluations from the unsuccessful trials added to the runtime of the last and successful trial. 
Bootstrapping Runtimes
In practice, we repeat the above procedure between a hundred or even thousand times, thereby sampling simulated runtimes from the same underlying distribution, which then has striking similarities with the true distribution from a restarted algorithm [EFR1994] . To reduce the variance in this procedure, when desired, the first trial in each sample is picked deterministically instead of randomly as the 1 + ( mod )-th trial from the data.
12 Picking the first trial data as specific instance could also be interpreted as applying simulated restarts to this specific instance rather than to the entire set of problems = { ( , , , ∆ ) | = 1, . . . , }.
Rationales and Limitations
Simulated restarts aggregate some of the available data and thereby extend their range of interpretation. 11 In other words, we apply (1) such that RT s is uniformly distributed over all measured runtimes from successful instances , RT us is uniformly distributed over all evaluations seen in unsuccessful instances , and has a negative binomial distribution BN(1, ) , where is the number of unsuccessful instance divided by all instances. 12 The variance reducing effect is best exposed in the case where all runs are successful and = , in which case each data is picked exactly once. This example also suggests to apply a random permutation of the data before to simulate virtually restarted runs.
• Simulated restarts allow in particular to compare algorithms with a wide range of different success probabilities by a single performance measure. 13 Conducting restarts is also valuable approach when addressing a difficult optimization problem in practice.
• Simulated restarts rely on the assumption that the runtime distribution for each instance is the same. If this is not the case, they still provide a reasonable performance measure, however with less of a meaningful interpretation for the result.
• The runtime of simulated restarts may heavily depend on termination conditions applied in the benchmarked algorithm, due to the evaluations spent in unsuccessful trials, compare (1). This can be interpreted as disadvantage, when termination is considered as a trivial detail in the implementation-or as an advantage, when termination is considered a relevant component in the practical application of numerical optimization algorithms.
• The maximal number of evaluations for which simulated runtimes are meaningful and representative depends on the experimental conditions. If all runs are successful, no restarts are simulated and all runtimes are meaningful. If all runs terminated due to standard termination conditions in the used algorithm, simulated restarts reflect the original algorithm. However, if a maximal budget is imposed for the purpose of benchmarking, simulated restarts do not necessarily reflect the real performance. In this case and if the success probability drops below 1/2, the result is likely to give a too pessimistic viewpoint at or beyond the chosen maximal budget. See [HAN2016ex] for a more in depth discussion on how to setup restarts in the experiments.
• If only few or no successes have been observed, we can see large effects without statistical significance. Namely, 4/15 successes are not statistically significant against 0/15 successes on a 5%-level.
Averaging Runtime
The average runtime (aRT), introduced in [PRI1997] as ENES and analyzed in [AUG2005] as success performance and referred to as ERT in [HAN2009ex] , estimates the expected runtime of the restart algorithm given in (1). Generally, the set of trials is generated by varying only.
We compute the aRT from a set of trials as the sum of all evaluations in unsuccessful trials plus the sum of the runtimes in all successful trials, both divided by the number of successful trials.
Motivation
The expected runtime of the restart algorithm writes [AUG2005]
where s is the probability of success of the algorithm and notations from above are used.
Given a data set with s ≥ 1 successful runs with runtimes RT s and us unsuccessful runs with RT us evaluations, the average runtime reads
where s is the fraction of successful trials, 0/0 is understood as zero and #FEs is the number of function evaluations conducted in all trials before to reach the given target precision.
Rationale and Limitations
The average runtime, aRT, is taken over different instances of the same function, dimension, and target precision, as these instances are interpreted as repetitions. Taking the average is meaningful only if each instance obeys a similar distribution without heavy tail. If one instance is considerably harder than the others, the average is dominated by this instance. For this reason we do not average runtimes from different functions or different target precisions, which however could be done if the logarithm is taken first (geometric average). Plotting the aRT divided by dimension against dimension in a log-log plot is the recommended way to investigate the scaling behavior of an algorithm.
Empirical Distribution Functions
We display a set of simulated runtimes with the empirical cumulative distribution function (ECDF), AKA empirical distribution function. Informally, the ECDF displays the proportion of problems solved within a specified budget, where the budget is given on the -axis. More formally, an ECDF gives for each -value the fraction of runtimes which do not exceed , where missing runtime values are counted in the denominator of the fraction.
Rationale, Interpretation and Limitations
Empirical cumulative distribution functions are a universal way to display unlabeled data in a condensed way without losing information. They allow unconstrained aggregation, because each data point remains separately displayed, and they remain entirely meaningful under transformation of the data (e.g. taking the logarithm).
• The empirical distribution function from a set of problems where only the target value varies, recovers an upside-down convergence graph with the resolution steps defined by the targets [HAN2010] .
• When runs from several instances are aggregated, the association to the single run is lost, as is the association to the function when aggregating over several functions. This is particularly problematic for data from different dimensions, because dimension can be used as decision parameter for algorithm selection. Therefore, we do not aggregate over dimension.
• The empirical distribution function can be read in two distinct ways.
-axis as independent variable: for any budget ( -value), we see the fraction of problems solved within the budget as -value, where the limit value to the right is the fraction of solved problems with the maximal budget.
-axis as independent variable: for any fraction of easiest problems ( -value), we see the maximal runtime observed on these problems on the -axis. When plotted in semilogx, a horizontal shift indicates a runtime difference by the respective factor, quantifiable, e.g., as "five times faster". The area below the -value and to the left of the graph reflects the geometric runtime average on this subset of problems, the smaller the better.
Relation to Previous Work
Empirical distribution functions over runtimes of optimization algorithms are also known as data profiles [MOR2009] . They are widely used for aggregating results from different functions and different dimensions to reach a single target precision [RIO2012] . In the COCO framework, we do not aggregation over dimension but aggregate often over a wide range of target precision values.
Examples
We display in Figure ECDF the ECDF of the (simulated) runtimes of the pure random search algorithm on the set of problems formed by 15 instances of the sphere function (first function of the single-objective bbob test suite) in dimension = 5 each with 51 target precisions between 10 2 and 10 −8 uniform on a log-scale and 1000 bootstraps.
We can see in this plot, for example, that almost 20 percent of the problems were solved within 10 3 · = 5 · 10 3 function evaluations. Runtimes to the right of the cross at 10 6 have at least one unsuccessful run. This can be concluded, because with pure random search each unsuccessful run exploits the maximum budget. The small dot beyond = 10 7 depicts the overall fraction of all successfully solved functions-target pairs, i.e., the fraction of ( , ∆ ) pairs for which at least one trial (one instantiation) was successful.
We usually divide the set of all (parametrized) benchmark functions into subgroups sharing similar properties (for instance separability, unimodality, ...) and display ECDFs which aggregate the problems induced by these functions and all targets. Figure ECDF shows the result of random search on the first five functions of the bbob testsuite, separate (left) and aggregated (right). Finally, we also naturally aggregate over all functions of the benchmark and hence obtain one single ECDF per algorithm per dimension. In Figure ECDF over all functions and all targets, the ECDF of different algorithms are displayed in a single plot. 
