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第1章
緒 =と〉日間
自然言語処理システムにおける単語の共起情報は有用であり ，自然言語解析における暖
昧性の解決手段 [1，2]，機械翻訳での訳語の選択 [3，4]，かな漢字変換の同音異義語の決定
[5， 6， 7]，音声認識における候補文字の制約 [8]などに利用されており ，それぞれの応用辞
書だけでも膨大な共起情報が必要となる.特に，形態素解析の精度向上でも必要となる基
本単語1から造語される長単位語 (複合語と呼ぶ)は，文書検索システムの索引語におけ
る重要語，機械翻訳の訳語解釈などのよ うに 正確な意味解釈をする上でも必要不可欠な
ものであり ，その数は膨大なものとなる.この観点より，共起情報を格納する辞書の効率
的記憶検索は重要な課題であるといえる.この課題に関連する研究として，複合語の接頭
辞と接尾辞を圧縮して格納する手法[9]が提案されているが，この手法は一般的な共起情
報の格納方式を提案した ものではない.
以上のように，自然言語処理システムには様々な共起情報による知識辞書が必要である
が，これらの知識辞書の検索の切り口 (キ一 見出し語)は やはり形態素表記である.
即ち，抽象的な概念化が行われたとしても ，人間が認知する上で概念名も形態素表記に合
致する場合が多い.例えば，Lタクシ-"や“パス"は，tt乗り物"と概念化されるが，この
概念名も形態素表記となる.従って，共起情報を格納する知識辞書は 自然言語処理シス
テムの基本辞書である形態素辞書の見出し語と融合 して構築するのが効率的である.更
に，異なる属性の共起情報による全ての知識辞書を形態素辞書の中に統合化して格納でき
れば，その利便性は非常に高いものとなる.
1文章を構成する最小単位の単語 即ち形態素表記を示す.
1 
第l章結論
本論文では， _I--記のような知識昨占:と形態素6'F~i:の統合化な どに必要な段々な十J}jl1 '18 r-li
を格納できるよう拡張性を持たせた，効率的な共起情報の記'憶倹索下j去を提案する.メト;子
法では，形態素去記が格納されたトライ上の葉ノード間のリンク関数により共J包情報を定
義するので，登録による記憶の増加はこのリン ク情報のみとなる.ま た，このリンク情報
に絞数の関係情報を格納する方式を提案することで， 種々の自然、言訴処理システムへの応
用|生を高める.
以下， 2章で共起情報の概要と意義について説明する.また，自然言語処理システムに
おける辞書の意義についても述べ，辞害を構成する基木的なアルゴリズムについて説明す
る-3章では，辞書の構成法として最も適しているトライ構造について概要を述べ，その
検索，更新アルゴリズムについて説明する .4章ではトライ構造を実装するためのデータ
構造について説明し，最も効率的な手法であるダブル配列法について，検索，更新アルゴ
リズムとともに詳細に述べる.また，ダブル配列法の問題点であるキー追加の速度を改善
する手法を提案する .5章では，共起情報を効率的に記憶検索する手法として，関連研究
とともに提案手法であるリンクトライについて述べ，ダブル配列を用いたリンクトライ の
データ構造についても説明する.また，リンクト ライのデータ構造を提案する上で考案さ
れた，複数の辞書を 1つのダブル配列で管理する手法も述べる.6章では，提案手法の理
論的評価と実験による評価を与え，考察を加える .7章では，本論文のまとめと今後の課
題について触れる.
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2.1 緒言
近年の計算機の発展により，複雑で高度な処理を高速に計算させることが可能になって
きた.それに伴い，自然言語処理システムにおいても多くの言語知識を利用して，システ
ムの精度を向上させることが可能となってきている.その意味で，自然言語処理システム
における共起情報の必要性はいっそう増してきており ，共起情報を利用するさまざまな研
究がなされている.
また，自然言語処理システムにおいて，辞書は必要不可欠なものであり，辞書の量と質
によってシステム全体の能力が左右されるため，システム構築の上で，最も労力を割かれ
るものでもある.
本章では，自然言語処理の基礎となるこれらの共起情報と辞書について，概要を述べる
ことでこれらの意義を確認する.
2.2 共起情報
自然言語処理システムにおける共起情報の有用性はきわめて高く，自然言語における暖
昧性や多義性を解消し，システム全体の精度を向上させる上で非常に重要な情報であり，
共起情報を利用するさまざまな研究 [10，2，11]がなされている.
また，元来人手により収集されてきた共起情報は，収集者の視点によりばらつきが見
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られたり，時間的制約による収集量の限界があったが，共起情報白イイミの精度向上を日J旨し
一，大量のコーパスから客観的手法により抽出し，その結果を利用する研究 [12.13]も多
くなされている.
これらの共起情報は，通常2単語間に存在する意味的関係を定義し，本論文では基本単
語_¥， 1-間に関係情報αが定義されるものとし，(_¥，1-.α)で表す.この関係情報αは以
下の様々な形態での定義と検索要求がある.
(A)概念階層の上位と下位の関係 (階層関係)
シソーラスで代表される分類体系 (概念|者層と[1乎ぶ)は，非常にシンプルな知識表現
であり，応用範囲は非常に広い.この表現の基本的推論は，概念“衣類"と t~カ y ター
シャツ‘:などの上位と下位の関係であり， ("カッターシャツヘ・4衣類n，上位語)なる
共起情報で定義される.また， ( .(アメリカペ "国名?に上位語)， ( "カナダペ“国名門，
上位語)も定義できる.
(B)格構造における動詞と名詞句の関係(格関係)
格構造は，動詞に対する名詞句の意味的制約を倍納するものであり，例えば動詞“合
う"の主格名詞句には，概念“衣類円や表記“気候刊の制約があるので，格関係におい
て(“合うヘ“衣類37，主格)， (“合うぺ “気候33，主格)が得られる .なお，格関係("
合う??， uカッターシャツn，主格)は，(uカツ夕一シヤツnぺ， tμ衣類?"1¥，上位語)と('“t合
う日ヘ， “衣類
(ρC)慣用句関係や選択宣言関係
"i由を売る"からの ((i由n，t売る??，慣用句)や，ぺ馬カがf九しいEななくぐ"カか、らの (γtμt馬
なく?円3¥，選択宣言)• 
(D)同音語判定関係
上記の (B)の例も格関係による同音語判定関係の共起情報を意味する.この他に，名
詞句の共起による同音語判定関係として，“シヤツの生地円でで、同音語 t“t記事η を区別す
る("衣類円ヘ， tじ;生地η，同音詰判定)や“アメリカの気候円を u帰j巷牢】?と区別する("国名3η3¥， 
:、気候
(E町)複合語関係
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(F)日失対訳関係 (同義語)
(パソコン， "persolli:ll computer" ，対訳)
(G)同義語関係
(アメ リヵ， 日合衆国-，同義語)，(・カ ッタ ¥ー・・カッターシャツ ・， 同義語の短縮話)
広義に解釈すると共起情報は，以上の例にとどまらず(一前略 ， 早々，頭語結語)
(".サッカーペパスポーツ、¥分野分類)など非常に多く存在する.
以後，簡単のため関係情報 α は記号 α1，G2. .等で表す.
2.3 辞書構成法
共起情報に限らず，自然言語処理システムにおいて言語知識は大変重要である.計算機
が言語を解析したり生成したりすることができるようにするには， 言語知識を蓄え，それ
を使えるようにしなければならない.自然言語処理では，言語に関する知識は，文法規則
集や辞書としてまとめられ 文の解析や生成をする際に参照される.
このため，自然言語処理システムでは，辞書にない言葉が使われたり，辞書の情報が
誤っていたり矛盾していたりすると ，平気で誤った解釈を行ったり，判断を停止してし
まったりする.
従って，言語知識を辞書システムから取り出してくることは，自然言語処理のあらゆる
段階で必要となる最も基本的な操作となり ，辞書構成の量と質によって自然言語処理の能
力は大き く左右される.
また，言語知識は，多種多様な分類の仕方があるので，分類ごとに辞書が作成され，自
然言語処理のシステムによって必要な辞書を複数選定し，使用している.共起情報をまと
めた共起辞書は その重要性から現在では概ねどのシステムにおいても使用されている.
以上のことから，辞書構成法や辞書システムに関する多くの研究[14，15]がなされてい
るが，本節では，辞書システムを構成する基本的なアルゴリズムについて述べる.
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キ-1 レコード1
キ-2 レコード2
キ一刀/4 レコード刀/4
キ一刀/2 レコード刀/2
キ-n レコードρ
図 2.1 表形式の辞書モデル
2.3.1 2分探索法
辞書システムにおける最も単純なモデルは 図 2.1に示すような表形式のモデルであ
る.すなわち，辞書の1項目が見出し諸に対応するキーと見出し語に関する情報に対応す
る内容 (レコード)からなる.共起辞書は，2単語間の関係を調査する目的で使用される
ため，検索キーとして X，Yが与えられるが，これらを一意に決定するために，通常連鎖
詩嚢_¥1'を構成し，このXYをキーとして辞書が構築される.このため，キー数が著し
く増加し，記憶量との兼ね合いから，頻繁に使用される共起情報のみを登録している場合
が多い.
このモデルにおいて 辞書検索はキーを指定したときにその内容を選び出す探索の問題
となる.
最も単純な探索法は線形深索法であるが，この手法は表の先頭から!I買に入力キーと各要
素のキーが一致するかを比較していくため，キー数がηのとき計算量がO(η)となり，実
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keyl05 匠亙回 図
図 2.2 ハッシュ法
用規模の辞書のキー数数千~数十万に対しては現実的な手法ではない.
これに対して，表中のキーが順序関係に従って並べられている場合は2分探索法が利用
できる.2分探索法では，まず始めに，表の中央η/2の要素のキーと入)Jキーを比較し，
もし入力キーがη/2のキーより小さければ求めるキーはη/2より前の位置にあるので，次
にn/4のキーと比較する.このように， 1回の比較を行うたびに探索範囲が半分になるの
で，計算量がO(logη)となる.
2.3.2 ハッシュ法
ハッシュ法は代表的な表探索法であり ，キーをハッシュ表に分散記憶し，ハッシュ関数
による香地計算によりキーを探索する手法である (図 2.2) .このため，計算量は事実上
。(1)となる.
ハッシュ法で、用いられるハッシュ表の各要素はパケ ット (bucket)と呼ばれ，番地が付
けられている.パケットの香地は，キ-kに対するハ ッシュ関数Hにより H(k)として計
算される.即ち，ハ ッシュ表の大きさを 11とするとき，ハッシュ関数はキー集合を Oか
ら11-1の番地の集合に写像するキ一番地変換関数である .また，通常キー数に対して
fの値は小さいので，異なるキーがハッシュ関数によ って同じ番地に写像されるという，
衝突が起こる.
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ハ yシュj去は，女n{IlJ'こ衝突を効ギ的に解消するかが重要な問題であるが，最も簡単なノj
法としては，チェイン法がある(凶 2.2はチェ イン法の例).チェ イン訟は，衝突したキー
をポイ ンタで鎖のように連結して十各市内する方法で，動的キー集合への適用が可能であり，
表が一杯になっても ，あふれ領域を別にとることができる.
2.3.3 トライ法
日本語文の形態素解析を行う場合には，入力文'!-，のどの部分が単語であるかというこ
とがわかっていないため，入力文のある位置から末尾までの文字列の中で，その位置から
始まる全ての単語を取り出す必要がある.このことを，表形式の辞書モデルで実現するに
は，まず最初のl文字が単語であるか辞書引きし，次に2文字の文字列を辞書引きし，こ
れを 3文字， 4文字と繰り返し，最後に末尾までの文字列で辞書引きする必要があり，こ
の処理を入力文中の各位置で行うので，入力文の文字数を Jとすれば辞書引きだけでO(L)
の計算量が必要になり，非常に効率が悪い.
このように単語が雁定していない場合の辞書引きに適した探索アルゴリズムとしてトラ
イ法がある. トライについては次章以降で詳細に述べる.
2.4 結言
本章では，共起情報の概要と意義について説明した.そして，自然、言語処理システムに
おける辞書の意義についても説明し，辞書を構成する基本的なアルゴリズムについて，2 
分探索法，ハッシュ法について述べ，共起辞書の構成法とその問題点についても述べた.
また， トライ法について簡単に触れた.次章ではこのトライ構造について詳しく説明する.
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3.1 緒言
与えられた文字列がキーワードとして登録されているか否かを調べることは計算機処理
の基本であり，キー検索と呼ばれる.キー検索技法に対する要求は利用分野により異なる
が，近年の計算機の利用分野の拡大により様々なものが研究 ・実用化されている.
なかでも，キーの表記文字単位に構成された木構造であるトライ構造は，登録キーの総
数に依存せず高速な検索ができること，検索失敗位置の特定が容易であること，検索文字
列中の接頭辞の検出が容易であることなどの理由により，形態素辞書，かな漢字変換辞書ョ
などの自然言語辞書を中心として広く用いられている.
本章では，まずトライ構造の概要について述べ，大規模キー集合におけるトライの記憶
量軽減のための圧縮法について説明し，このトライに対するキーの検索，更新アルゴリズ
ムについて述べる.
3.2 トライ構造の概要
トライ(trie)構造は ぺretrievalll の真中のスペル しtrieηを語源とし，Fredkin[20]により命
名された.発音上，木 (tree)と区別するためにトライと呼ばれる.2分探索木やB木な
どの木を利用する探索アルゴリズムが，分岐する校を選ぶのにキー同士の比較を使うの
に対し， トライは，キーの値自身による添字付けによって分岐する校を決定する.このた
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@ら⑬三~
図 3.1 キー集合fピlに対するトライ
め， トライはキーを構成する文字を単位として木構造を構成し，探索も一文字ごとに行わ
れる.
図 3.1にキー集合
Kl={tbabynfbachelor1¥“backγ'badge"， "badger"，“badnessぺ"bcs"} 
に対するトライを示す.図中の 2重丸で示されるノードは出力ノードである.図 3.1に示
すように， トライは，キーの共通接頭辞が併合圧縮される.また， トライ上で深さ九の位
置にあるノードはキーの九番目の文字に依存し，その遷移先はキーの九十 1番目の文字に
より決定される.従って，検索時間は検索キーの長さに依存し，登録されているキーの総
数には依存しないので，大規模なキー集合を取り扱った場合でも，検索の高速性が損なわ
れることはない.
以後の議論のためにここでいくつかの定義を示す.
[定義 3.1J
トライ上で，ノード sからノードtへの遷移が記号αに対して定義されていれば，関数
gを用いて，
g(s，α) = t 
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図 3.2 遷移g(s，α)二 f
と書き(図 3.2) ，そうでなければ，
g(s，α)=1αil 
と書 く.この関数gはgoto関数と呼ばれる.また，連続する遷移の並び、をパス (path)と
呼び， goto関数はパスに対しても利用され，パス上の記号による文字列 Xに対して，
g(s， .X) = t 
と記述する.
(定義終)
[定義 3.2J
goto関数gに対する逆関数を g-lと定義し，
g(s，α) = t 
に対して，
g-l(t，α) = s 
と書く .
(定義終)
[定義 3.3J
ノー ドsに対 して， sに入る遷移の数を，
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。
図 3.3 iηdegree( s) = 2， o'Ltdegree( s) = 3の例
1ηdegree(s) 
で表し， sから出る遷移の数を，
outdegree(s) 
で表す(図 3.3) . トライにおいては，indeg同 e(s)は常にlとなる.また，outdegree(s) = 0 
なるノードsを最終ノードと呼ぶが， トライは木構造であるので，葉ノードと呼ぶ場合も
ある.
(定義終)
[例 3.1J
図 3.1のトライ上でキ-"badger"を検索する場合を考える.まず最初にノード 1から
スタートし， g(l，'b') = 2により，ノードlから文字(b'を辿りノード2へ到達できるので，
文字'b'がマ yチしたことになる.以後同様に， g(2，'a') = 3により，ノード2から (a'を辿
りノード3へ，g(3，'d')二 13，g(13，'ピ)= 14， g( 14， 'e') = 15， g(15，γ) = 16により，ノー
ド16に到達する.このノード 16は，出力ノードであるので，キー "badger"の検索に成
功したことになる.
(例終)
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トライへのキーの追加，削除はキ-_yに対して y(l._¥)二 t(tは出力ノード)を定表
するか，削除することで簡単に行うことができる.
例 3.1において， g(l-1.e・)= 15により，ノード 1--1から 15への遷移が起こっているが
このノ ード 15は出力ノ ードである.つまり ，キー '.baclger"を検索する過程において，キ-
"baclgc"を発見することが可能であり，このことは，任意の入力文字列に対して，キーの
最長一致検索や接頭辞のみが一致する検索を容易にさせる .
このためトライは， 語と語の間に空白を持たない白然言語(日本語，中国語など)での
形態素解析において，最適な辞書引きを行うアルゴリズムとされている [21]，
3.3 トライの圧縮
前節でも述べたように， トライは共通接頭辞を併合する特徴をもつが， 一度ノfスが分岐
すると以降は共通な接尾辞をもっキ一同士の間でもJ妾尾辞の併合は行われず，各キーは他
のキーとは独立して接尾辞に対して遷移を作るため，接尾辞の記憶に関して記憶量の節約
は行われない.
このため，大規模なキー集合を取り扱うと， トライのノード数は膨大なものとなり よ
り多くの記憶領域を必要とするという問題が生じる.
そこで， トライのノード数を縮小するために，シングルストリングを導入する.導入の
準備として，キーに現われない端記号 (endmarker)[2]'#'をキーの最後尾に付加する
キー集合K1に端記号を付加したキー集合K2に対するトライを図 3.4 に示す.図に示
されるように，端記号を用いたトライでは最終ノードと出力ノードが常に一致する.
以下に，セパレートノ ドー， シングルストリングの定義を示す.
[定義 3.4J
goto関数に対して，次のノードを定義する.
g(r，α) = t， outdegree(ァ)三 2なるノードtから到達可能な最終ノードまでの遷移列上
に， outdegree(k)三2なるノード kが存在しないならば，ノ}ド tをセパレートノード
(separate node)と呼ぶ.セパレートノードは，検索中のキーを他のキーと一意に区別す
る最初のノードであり，セパレートノード以降は遷移の分岐は存在しない.
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図 3.4 キー集合!{2に対するトライ
(定義終)
[定義 3.5J
g(ア，Y)= tにおいて，ァがセパレートノード，tが出力ノードとなる文字列Yをセパレー
トノードァに対するシングルストリング(singlestring)と呼び， STR[r]で表す.シングル
ストリングに対するパスは分岐がなく，また，他のシングルストリングに対するパスと共
有される遷移を持たない.
(定義終)
[例 3.2J
図 3.4において，セパレートノードは， 4， 8， 10， 19， 20， 22， 27であって，セパレー
トノードと対応するシングルストリングは
STR[4]=“y#"， 
STR[8]=“#う，
STR[10]=“elor#)) ， 
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STR[4] = "y#' 
k 
STR[弓 1#11
STR[l~ =ε 
STR[羽 "#"
STR[22] = "e55#' 
STR[羽二川5#'
図 3.5 シングルストリングを用いたキー集合λ"2に対するトライ
STR[19]=ム
STR[20]=“#"， 
STR[22]= "ess#" ， 
STR[27]=“s#" 
となる.シングルストリングが存在しない時は εで表す.
(例終)
図 3.4のトライをシングルストリングを用いて表したトライを図 3.5に示す.シングル
ストリングを用いることで，ノード数は大幅に軽減される.
以後の議論においてトライとは，全てシングルストリングを用いたトライをさすものと
する.また，断りのない限り，文字 (記号)はα1b) c)・ を使用し，文字列 (記号列)は
'.¥) Y)Zを使用する.また，端記号イ寸きの文字列を X#，Y#】Z#と表す.
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3.3.1 トライの検索アルゴリズム
本項では，トライの検索アルゴリズムを示す.但し，今後の議論のために関数Trie_Search 
として与える.
[関数 Trie_Search(T ，X) J 
入力:トライ T，キ-_¥. 
出力 :g(l，X#)=sなるノードs.検索に失敗したときは，fαil. 
X#=αlα2 ・ αnan十1，αη+1ニ'#'と表す.
手順 (T-1): Iトラ イ検索の初期化|
トライ Tのノード香号を表す変数ηodeを初期ノード 1に，文字位置を表す変数posを
lにセットする.
手順 (T-2): Iトライ検索!
ne~r;t 二 g(ηode ， αpos) なる next が fαil ならば， X は ト ライに格納されていないので，
fαiLを返す.failでなければ，ηode= nextとし，posをインク 1)メントする.
手順 (T-3): I探索の終了と出力の判定|
nodeがセパレートノードでなければ，手}I貢(T-2)へ戻り，セパレー トノー ドならば，キー
の残りの文字列.xpos=αposαpos+l ・απ+1と，nodeに対するシングルストリンク'STR[node]
とを比較する.比較した結果が等しければキ-xが見つかったので，nodeを出力し，等
しくなければ検索に失敗したのでfωJを返す.
(関数終)
[例 3.3J
図 3.5のトライ上でキ-'(badness#叶を検索する場合を考える.まず¥手順 (T-l)で，
ηode， p08をlにセットし，手}I買(T-2) で， ηext= g(ηode，αpos)= g(l，'b') = 2を得る .
ηextはfωlではないので，node = 2， pos = 2となる .手}I買 (T-3) で，pos IJ:セパレー
トノードではないので，手順 (T-2) に戻る.以後同様に g(2，'a')= 3， g(3，'d') = 16， 
g(16，'n') = 22，となり，pos = 5のとき， ηode= 22はセパレートノードなので，手}I責
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(T-3)で残りの文字列 "css#" と，シングルストリングSTR[22]="ess#'を比較し，等し
いので，node = 22をf尋る.
(例終)
図 3.5のトライヒで検索を失敗するのは， トライを検索中に文字を辿れなくなる場合
と，シングルストリングと検索文字列の残りの部分とがマッチしなかった場合の2通りが
ある.例えば， :'bag#"の検索は，ノード3までは文字 'b'と'a'を辿れるが，ノード3か
ら文字 'g'を辿ることができないので，検索に失敗する. また "babel#"の検索は，ノー
ド4まで検索に成功する.ノード4のシングルストリングバy#"と検索文字列の残りの文
字列“elず?を比較するとマッチしないので， “babel#刊の検索は失敗する.
3.3.2 トライの追加アルゴリズム
トライへのキーの追加は， トライの検索を失敗したノードから，新たに残りの文字列に
対するノードを作成することで追加される.このため，前項で述べた， トライで検索を失
敗する 2通りの場合について，追加処理を施す必要がある.
以下にトライの追加アルゴリズムを関数Trie.Jnsertとして示す.但し，ここでは関数
Trie_Searchにおいて fωJを返す部分の変更処理についてのみ示す.その他の処理は，関
数Trie_Searchと同様である.
[関数 Trie_Insert(T ，X) J 
入力 :トライ T，キ-x.
出力 :g(l，X#)=sなるノ ー ドs.
手}I&(T-2) でfailを返すときの変更
手順 (T-2a): I残りの文字列の登録|
next = g(ηodeぅαpos)を定義し，ηode=ηextとし，posをインクリメントする.ここで，
nodeはセパレー トノードとなるので，キーの残りの文字列Xpos二 αposαpos+1 . . ， an+lをシ
ングルストリングSTR[node]に格納し，nodeを返す.
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手順 (T-3)でfαilを返すとき の変更
手"1買 (T-3a): 1共通接頭辞の登録|
キーの残 りの文字列 _¥posと，シングルストリングSTR[node]ニ u1b2 ・.bm+1の，共通
J妥頭辞を入'ρ=αposαpos+L α po~ +p とし， STR[nodc]から共通接頭辞を除いた文字列を
}' = bρ+lbp+2・.. Um十1とする.入pに対して，nextニ g(rwde，Xp)を定義し，node = ne.a， 
pos = p08 + j)+ 1とする.
手liI買 (T-3b): 1残りの文字列の登録|
シングルストリングの残りの文字列 }，に対して， ηext= g(ηodf'， bp+ l)を定義する.
これがセパレートノードのなるので，新しいシングルストリング STR[next]に文字列
九十2.‘ .bm十lを格納する.次に，キーの残りの文字列λ:pos~こ対して，手順 (T-2a) と同じ
処理をし，nodεを返す.
(関数終)
[例 3.4]
図 3.5のトライ上で，キ-"babylon#刊の追加を考える.まずノード lから検索を開始
し，g(l，'b') = 2， g(2，'a') = 3， g(3，'b') = 4により，ノード4まで遷移する.ここで，ノー
ド4はセパレートノードであるので，キーの残りの文字列“ylon#η と，シングルストリ
ングSTR[4]=“y#刊を比較する.比較が失敗するので手順 (T-3a)において，共通接頭辞
“y"に対して，g(4，γ) = 30を定義する.
次に手)1真 (T-3b)において， STR[4]の残りの文字列“#刊に対して，g(30，'#') = 31を
定義し，新しいシングルストリングSTR[31]に， STR[31]=ε を設定する.
最後に手)1貢(T-2a)において，キーの残 りの文字列 "lon#刊に対して，g(30， '1')ニ 32を
定義し， STR[32)に文字列 μon#"を設定し，ノード 32を返す.
図 3.5のトライに，キ-"babylon#刊を追加した例を図 3.6に示す.
(例終)
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3.3. トライの圧縮
STR[31] =ε 
STR[32] =“on井1
STR[句 1# '
STR[lq = 1 elor#" 
STR[l91 =ε 
STR[羽="#" 
STR[Z2] = "esslf' 
図 3.6 図 3.5のトライに，キ-"babylon#"を追加した例
3.3.3 トライの削除アルゴリズム
キーの削除については，関数Trie_Searchにおいて検索が成功した場合にそのキーに対
するセパレートノードを削除することで簡単に行うことができる.
以下にトライの削除アルゴリズムを関数Trie_de1eteとして示す.但し，ここでは関数
Trie_Searchにおいて検索が成功する部分の変更処理についてのみ示す.その他の処理は，
関数Trie_Searchと同様である.
[関数日e_Delete(Tぅ.X)J
入力 :トライ T，キ-x.
出力 :キーを削除したときはg(l，X#)=sなるノードs.削除キーがなかった (検索に
失敗した)ときは，fαil. 
手)1買 (T-3)で検索成功するときの削除処理
手順 (T-3c): 1セパレートノードの削除|
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3.4 結言
STR[2]二"#'
本章では，形態素辞書，かな漢字変換辞書などの自然言語辞書を中心として広く用いら
れているキ-検索技法であるトライ構造について，概要を述べるとともに，大規模キー集
合におけるトライの記憶量軽減のための圧縮法について説明し， トライに対するキーの検
索，更新アルゴリズムについて述べた.
トライを実現するにあたって，記憶領域の非効率さを改善する手法が提案されている
が，次章ではそのひとつであるダブル配列法について説明する.
?????? ????
?
?? ?
? ?
???
』??
??
? ?
? ?
?
??????
STR[22] = 11 e55#" 
STR[Z7] = 11 5#" 
図 3.7 図 3.5のトライから，キー“badge#η を削除した例
シングルストリングSTR[node]とトライ上のノードnodeを削除し，nodeを返す.
(関数終)
[例 3.5J
図 3.5のトライ上で，キ-"badge#"の削除を考える.ノード lから検索を開始し，
g(l，'b') = 2， g(2，'a') = 3， g(3，'d')二 16，g(16，'ピ)=17，g(17，'ぜ)= 18， g(18，'#') = 19 
により ，ノード19まで遷移する.ノード19はセパレートノードであるが， STR[19]ニ εで
あるので，キ-"badge#刊を検索成功する .ここで，手順 (T-3c)において，ノ ー ド19
を削除することにより ，g(18，'#') = 19が削除され，キ-"badge#刊が削除される.
図 3.5のトライから，キ-"badge#"を削除した例を図 3.7に示す.
(例終)
図 3.7で示すように，キ-"badge#"が削除されると，キ-"badger#"のセパレート
ノードがノード20から 17に変わるが，このセパレートノードの変更に伴うトライの再構
成処理を行うことは，削除時間の無駄となるだけで，検索時間には影響を与えないので，
削除アルゴリズムにこの処理は含まれない.
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4.1 緒言
本章では， トライを実現するデータ構造として，配列構造， Johnsonの方法を簡単に述
べ，青江 [2-1]の提案したダブル配列について説明する.ダブル配列はトライを 2つの配列
で表現し，検索の高速性と コンパクト性の両方の特徴を持つ優れたデータ構造である.
ダブル配列法については， 検索，更新アルゴリズムを詳細に述べるとともに，ダブル配
列j去の問題点であるキー追加の速度を改善する手法として，ダブル配列で構築された辞面
を変更する ことなく高速化する手法と，ダブル配列に格納した情報を利用して高速化を実
現する手法を提案する.
4.2 トライのデータ構造
トライのデータ構造を考える場合， トラ イの特徴である検索の高速性を考慮する必要
がある.前章でも述べたが， トライの検索時間はキーの長さ kに依存し，登録されている
キーの総数には依存しない.つまり ，goto関数g(s，α)ニ tの検索時間が0(1)を実現でき
れば，キーの検索時間を O(k)とすることが可能となる.
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、--‘、
ー1 sf 
1 Yず
図 4.1 配列を用いたトラ イの例
4.2.1 配列構造
goto関数の検索時間を 0(1)とする最も簡単なデータ構造は，入力記号(文字の種類)の
総数を εとしたとき ， トライの各ノードに対して，長さ eの配列を用意することである
[25， 21] 
配列を用いたトライの例を図 4.1に示す.図のように，各ノ ー ドから遷移される子ノ ー
ドが存在する場合は子ノードへのポインタを定義することで， トライを実現できる .ま
た，シングルストリングについては，各ノードの配列にシングルストリングへのポインタ
を用意することで実現できる.
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# a b c d e f g h j k m n 0 P q r s t u v w x y z STR 
2 27 
4 7 16 
4 
7 
10 
16 
17 
18 19 
19 
20 
22 
27 
[例 4.1]
10 8 
17 22 
18 
20 
図 4.2 配列を用いたキ-集合.F:2に対するトライ
• y#' 
'f 
， e Ior#' 
E 
'f 
ess非
， s#' 
図 3.5のトライを配列構造を用いて構築したものを図 4.2に示す.図 4.2のように，子
ノー ドへのポインタは 各ノー ドに対してノー ド番号が与えられている場合，ノー ド番号
を設定しておくこと ができる .
(例終)
図 4.2を見れば自明であるが 配列に よる トライ構造は トライの総ノード数を η と
すると，η.eの容量が必要となるため記憶量にかなりの無駄が生じる .これは大規模でス
ノfー スなデータに対しては更に顕著になる .
4.2.2 Johnsonの方法
配列構造の欠点であるスパースな場合における記'憶容量の無駄をなくすため，S.C. John-
sonにより提案された手法である (Ahoら[26]により紹介されている).また，より記憶
容量を減らすために，ノー ドから出るアークの類似性を利用している.この方法では，次
の4つの配列を使う .
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このデータ構造に対してg(s.o)を検索する関数Goto(s.o)をみ;に示す.
S α [関数 Goto(sα)] 、一
begin 
Node Number s' S 
i江fs = 0 then re抗仙もtur
i江fCHECK叫[BA主SE[，いS司5']十x刈[a同凶α司]リl二 s then return(NE..¥:T[B九回[s]+ ¥'[a]) 
else Goto(DEFAULT[s)，α) DEFAULT 
BASE end 
????? ι~ 
E 
(関数終)lndex Number ? ?
Johnsonの方法ではトライの構成法が提案されていないが，配列構造に比べてコンパク
トな記憶量を実現することができる. しかし， goto関数の検索時間が，配列 DEFAULT
をたどる回数に依存するため， 0(1)を実現できない.
図 4.3 Johnsonの方法
4.2.3 ダブル配列法
DEFAULT : BASEが正しくなかったときに代わりとして使うノード番号を格納
BASE : NEXTうCHECKに言己'隠した情幸良に対するオフセットをキ各納
CHECK どのノードからのアークかを確認するためにノード香号を格納
EXT 次のノード番号を格納
青江[24，27， 23]の提案したこの方法は， Johnsonの方法を改良したもので，現在のノー
ド香号とラベルの内部表現値との関係を利用して 次に進むノード香号をダブル配列のイ
ンデックスとうまく対応させているので， Johnsonの方法における配列 NEXTは不要と
なる.これは，ノード香号を変更することによって可能となる.この手法では，次に示す
2つの配列 (ダブル配列)を使用する.
Johnsonの方法では遷移g(s，α)= tに対して，図 4.3にあるように， BASE[s]をCHECK
へのベースポインタとして，その値にラベルαの内部表現値(numericalvalue)をオフセッ
ト値として加えた番地lp(p二 BASE[s]+ N[α]) (河川はラベルαの内部表現値)を求める.
そして，現在のノード番号sをCHECK[p]に，次に進むべきノード番号tをNEXT[p]に
倍納する.また，ノードから出るアークの類似性を利用して，情報を畳み込むために，検
索が失敗したと きに移行するノード番号を DEFAULT[s]に格納する.
BASE : CHECKに記'憶した情報に士すするオフセットを倍納
CHECK どのノードからのアークかを確認するためにノード番号を格納
EXTの番地は， lndex :.lurnberとする.
ノード sからノード tに向かうラベル αをもっ遷移g(5，α)= tを図 4.4のように格納
する.
この図からわかるように， BASE[s]をCHECKへのベースポインタと して，その値にラベ
ルαの内部表現値(numericalvalue)をオフセ yト値として加えた番地t(t= BASE[s]+N[α]) 
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S 
α 戸ー一、、
Node Number S 
BASE 
Index Number 対 α 
CHECKI 」
図 4.4 ダブル配列構造
を求める.そしてそこで得たtが次のノードとなる.従って，g(s，α)を確認するための関
数Forward(s，a)は，ダブル配列で使用されている最大のインデックス香号を DA_SIZE
とすると，次で示される.
[関数 Forward(sぅα)J
begin 
end; 
t = BASE[s] + N[α]; 
if (0 < tく DA_SIZE+ 1) and (CHECK[t] = s) then川 urn(t)
else同日l(O); 
(関数終)
ダブル配列上のインデックス番号はトライのノード番号と一対ーに対応する.以後簡
単のため，両者の値を一致させ，両者を同等に扱って説明する.また，ノード番号は 1以
上の値をとるので，ダブル配列の未使用要素は，そのインデックス qに対し， BASE[q] = 
CHECK[q] = 0とする.
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ダブル自c~IJ において シングルストリングをす及うためには，セパレートノードからシン
グルストリンクdへの連結を考える必要がある.そこで，以下の定義を与える.
[定義 4.1J
セパレートノードんにおいて，次が成立する.
BASE[Srl < 0 
(定義終)
[定義 4.2J
セパレー トノードSrと，そのシングjレストリングSTR[Sr]= b1b2 ・bmに対して，次が
成立する.
p二 -BASE[sr];
TAIL[p] = b1， TAIL[p十 1]= b2， ..， TAIL[p十 m -1] = bm 
(定義終)
定義4.1は，BASE[s]が負ならば，sはセパレー トノードである ことを示し，定義4.2は，
対応するシングルス トリ ングが，配列TAILの位置-BASE[s]からアクセスできることを
意味する.ま た配列TAILによって，各セパ レー ト ノードに対応したシングルス トリング
を1つの配列で管理できるようになる.
[例 4.2]
図 3.5のトライをダブル配列法を用いて構築した例を図 4.5に示す.配列TAIL上の記
号Sはレコ ード情報へのポインタを表し，記号?はごみを表す.また内部表現値は，端記号
待?を 1 ， 文字 a~z を 2~27 とする . ダブル配列は，配列構造において未使用要素を埋め
るように各配列をスライドさせ，併合したような構造をとっているため，図 4.5(b)を分
解すると図 4.6のようになり，図 4.2の各ノードをスライドさせていることがわかる.
(例終)
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"y#' 
4 5 7 8 9 1 0 1 12 13 14 15 16 17 18 19 20 
BASE 一13。 17 2 -10 -1 -20 。-24 。 -22 
CHECK 12 8 4 7 4 7 。12 
STR[14] 二川f
骨 C d e g h k m n 。p q 
STR[ll] = "elor#' ノー ド1
崎、 # 〆で、
STR[2] =ε 
b d k a C e g m 
ノー ド4 2 -10 
STR[勾"#" 4 4 
STR[l司 = "ess#' 事 a C d 巴 g h k m n 。 q 
ノード8 -17 2 
STR[lq = "s#' 8 8 8 
t a e g k m n 。
(a) K2に対するトライ
ノー ド6 -20 
6 
3 4 5 6 7 8 10 1 12 13 14 15 16 17 18 19 20 a C d e g h k m n 。p 
-13 -17 -10 -1 。-20 。-24 -22 ノード7 -24 
CHECK 12 8 8 8 4 7 4 。6 。7 12 7 7 
4 7 8 10 1 12 13 14 15 16 17 18 19 20 21 
事 a d e g k m 
TAIL 日 。 権 非 R S|t ノード9
9 
2 23 24 25 26 27 28 
1 t a d g h k m n 
。p 「
ノー ド12 -13 -22 
12 12 
(b) K2に対するダブル配列
図4.6 ダブル配列をノードで分解した例
図 4.5 K2に対するトライとダブル配列
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ダブル配列による状態、の遷移は 2つの式を確認するだけであるため，常に 0(1)で行わ
れ，極めて高速である.また，記憶量は， トライのノード数と未使用インデックス数に依
存するが，未使用インデックス数が少なければ 非常にコンパクトになる .
次節以降で、は，このダブル配列法について詳しく述べる .
4.3 ダブル配列の検索アルゴリズム
以下にダブル配列によるキーの検索アルゴリズムを関数Trie_Searchとして示す.関数
Trie_Searchでは以下の全域変数を利用する.
index:現在の処理中のノ ード番号.
t:選移先のノード番号.
p08:入力文字列の現在の処理位置を表す.
S_TEλIP: TAIL中のストリングを十各市P1.
[関数Trie_Search(D(K) ，X) J
入力 :キ-集合Kに対するダブル配列 D(K)，キ-X，
出力 :g(l，X#)=sなるノードs.検索に失敗したときは， O. 
"y.# =αlα2・ αnh+l，h+1=t#?と表す.
手)1買 (D-1): I変数の初期化|
index←1; 
pos←0; 
手)11貢 (D-2): Iトラ イの検索|
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repeat 
pos←pos + 1・
t←Forward (index，αpos) 
if t = 0 then return(O): 
index←t: 
-1.3. ダブル配列の検索アルゴリズム
until BλSE[inde.r]く O
手)1買 (D-3): I残り文字列の比較|
ifαpos二#'then return(inde.r): 
else 
begin 
TλIL上の-B_-¥SE[ inde.r]の位置より '#'ま での文字列を取り出し，
S_TE1'IPにセ ットする:
if (キーの残りの文字列と S_TE1I1 Pが一致する)then 
同 urnれndex);
else 
同 urn(O); 
end 
(関数終)
手順 (D-1)は各種変数の初期化を行っている .まず，indexを初期状態である 1にし，
キー中の現在の取り扱い文字の位置を表わすposをOにしてダブル配列による検索準備を
している .手JiI買 (D-2)はダブル配列により構築されたトライ上での探索を行う.ここで
はノードindexが最終状態になるまで一文字ずつ探索を進める.ノード仇dexがセパレー
トノードになる前に遷移先がなくなれば検索は失敗する.BASE[iηdex] < 0となるとノー
ドindexはセパレートノードである.αposが'#'であれば検索は成功するが，'#'でなけ
ればTAIL上の-BASE[index]の位置より '#'までのシングルストリングを取り出す.こ
のシングルストリングがキーの残りの文字列と一致すれば検索は成功し， 一致しなければ
失敗する .
UJIJ 4.3J 
図 4.5のダブル配列でのキーもaby#円の検索を考える.まず最初に，手順 (D-1)で検索
に使用される変数inde.'J;とposにそれぞれ1，0を代入する.次に手)1買(D-2)で，posにpos+
1=0+1=1を代入 し，BASE[l] + 3 = 4， CHECK[4] = 1よりForward(l，:b')= 4となり，
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これを t に代入する • tは0ではないので， i nde.2二 fとなる.同僚に， Fon¥e:ud( -:~ ，' a') =円
For¥¥'arcl(8..b') = 5となり， pos = 3のとき， l町ie.r= 5， BASE[5] = -1 iく Oであるので
ノード 5はセパレートノードとなる.最後に手}Im(D-3)でTえ1L中の -8九SE[5]= 17の
位置から，シングルストリング "y#"をとりだし， S_TE.il Pに格納する .キーの残りの
文字列と S_TE.il Pは一致するので検索は成功となり ↓ndex = 5を返す.
、、 ? ? ?
? ?
?
?，?
、??、?????? 、???
end 
(関数終)
(例終) 追加アルゴリズムでは以下の変数や関数を利用する.
LISTR， LISTH:終端記号'#・を含む入力記号の部分集合.
4.4 ダブル配列の更新アルゴリズム NUM(LIST): LISTの要素数を返す関数.
4.4.1 追加アルゴリズム
キーの追加は，追加キーがキー集合中に存在しないときに行われるため，まず追加キー
の検索を行い，検索が失敗した時に追加される.
以下にダブル配列の追加アルゴリズムを関数Trie_Insertとして示す.但し，ここでは関
数Trie_Scarchにおいて return(O)の実行の変更処理についてのみ示す.その他の処理は，
関数Trie_Searchと同様である.
T AI L_POS: TA1Lの長さに 1を加えた値を保持するグローパル変数であって，初期値は
lである.
W _BASE(idx， val): BASE[idx] f--'ualを行う .また，id.E > DA_SI ZEのときの D_-L
SIZEの更新も行う.今後の拡張のために用意.
W _CHECK(idx， 'ual): CHECK[idx] +-vαJを行う .また，idx > DA_SIZEのときの
DA_SIZEの更新も行つ .今後の拡張のために用意.
[関数日e_Insert(D(K) ，X) ] 
入力 :キー集合Kに対するダブル配列 D(K)，キ-x.
出力 :g(l，X#)=sなるノードs.
キーの残りの文字列を，，)(pos =αposapos+l . .αn+lとする.
SET _STR(p， Y):文字列Yを配列TA1Lのインデックスpの位置から格納し，pがTA1L_
POSと等しければTA1L_POSにγの長さを加えた値を そうでなければTA1L_POS
の値を返す.
t←A_1NSERT(index， Xpos); 
return(t) 
[関数 A_lNSERT(index，Xpos)J 
入力 :現在のノード香号index，キーの残りの文字列_y.pos.
出力 :g(l，."'<#) = sなるノ ード s.
手}I買(D-2a) I手}I買(D-2)のreturn(O)の変更|
begin 
begin 
end (a-1 ) 
(a-2) 
t←BASE[index] + N同川
if CHECK[t] > 0 then 
begin 
LISTR←GET _L1ST(index); 
手}I買(0-3a) I手}I買(0-3)のreturn(O)の変更|
begin 
t←B_1NSERT(index， Xpos， S_T EJ.I P); (a-3) 
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(a --1) 
(a-5) 
L1STH←GET _LIST(CHECK[t]): 
if \"じ ~I (L1STH) > ':\C~I ( L1STR) + 1 
-1. -1 ダブル配列の更新アルゴリズム
関数GET_LISTは関数九一I':¥SERTから呼ばれ，関欽¥IODIFYでの変更対象となるノー
ドから遷移する入力記号の集合を返す.
then 
(a-G) inde，z;←¥IODIFY( index・1index 1 apos 1 L1 ST R); [関数 MODIFY(cur)idム仏L1ST)]
else 
(a-7) 1川口十一日ODIFY(indeL)CHECI~[t]) ゆ L15TH);
入力 :現在のノード番号 CUT，変更対象のノード番号idょ.L1STに付加する記号α，id，1 
から遷移する記号の集合L1ST.
出力 :変更された現在のノード番号cur.end: 
(a-8) 川 IlrIlINS_STR( iηde:r，_¥pOSl TA1L_POS); 
begin 
end; 
(m-l) oldbαse←BASE[idx]; 
(関数終) (m-2) 
(m-3) 
vr_BASE(id.:r，A_CHECK(L1ST u {α} ); 
関数A_INSERTは手)1貢 (D-2a)から呼ばれ，追加キーがダブル配列上を検索中に失敗
したときに，新たな状態を追加する場所を探して追加を行う .
for each c in L15T do 
begin 
入力 :親ノード番号pαTeηt.
出力 :parentから遷移する全ての入力記号の集合.
入力記号全体の集合を Iとする.
(m-4) 
(口吋)
(m-6) 
(m-7) 
(m-8) 
t←oldbαse + N[c]; 
t'←BASE[idx] + N[c] 
W _CHECK(t') idx); 
W _BASE(t' ，BASE[t]); 
if BASE[t] > 0 then 
[関数 GET_LIST(pαァent)] 
begin 
begin (m-9) 
(g-l) L1ST←中 (m-l0) 
(g-2) T←BASE[pαrent]; (m-ll) 
(g-3) for each c in 1 do 
for each q such that CHECK[q] = t do 
W_CHECK(q) t');
if t = CUT then cur←tli 
end 
(g-4) if CHECK[ァ+N[c]]= pαreηt then L1ST二 L1STu c;
(m-12) 
(m-13) 
V¥T _BASE(t， 0);
W _CHECK(t， 0);
begin 
end; end; 
(g-5) 川 urn(L1ST) (m-Ll) 
、
?
?
?
???，，?，、、
??
?
??????? ?
end; end; 
(関数終) (関数終)
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4 6 8 10 1 12 13 14 15 16 17 18 19 20 
6 -10 。
CHECK 4 7 4 
~ 与
(a)ノード追加時の衝突例
4 6 7 8 10 1 12 13 14 15 16 17 18 19 20 
15 。 。 一10
CHECK 。7 。 4 4 
(x-3) 
(x--!) 
fly←true; 
for each c in L1 ST do 
begin 
(x-o) if CHECI~ [q +メ[c]<> 0 then flg←false 
end; 
(xx-6) if flg = tTue then return (q); 
(xx-7) q = q + 1 
end; 
(xx-8) 川 urn(q); 
end; 
(b)ノード移動例
(関数終)
図 4.7 関数MODIFYの動作例 関数X_CHECKは，ダブル配列上で遷移を追加するとき，遷移先のノードを確保する
(遷移先が未使用ノードである)ような適切な BASE値を探す.
関数MODIFYは関数A_j;-JSERTから呼ばれ，新たなノードが追加されたときのダブル
配列上でのノードの衝突を回避するために，ノードの移動(ノード香号の変更)を行う.
たとえば図 4.5において，ノード4から文字'b'の遷移を追加するとき，図 4.7(a)のよう
にノード 9は既に使用されている.そこで，図 4.7(b)のように，ノード4の子ノード全
てを移動することによって，文字'b'の遷移先を確保する.
[関数 INS_STR(index，Xpos， tαilpos) J 
入力 :現在のノード番号index，キーの残りの文字列 _Ypos. 配列TAILへのシングルス
トリングの設定位置 tωlpos
出力 :g(l，-，"'<#)ニ sなるノード s.
begin 
[関数 X_CHECK(L1ST)J
入力:文字集合L1ST.
出力 :L1STに含まれる文字c全てがCHECK[q+ N[c] ニ Oを満足する最小のインデッ
クス q.但し，q > 1. 
(s-l ) 
(は)
(s-3) 
(s-4) 
(s-5 ) 
t←BASE[index] + N[αp川
W_CHECK(t， index); 
W _BASE(t，-tαilpos) ; 
TAIL_POS←SET _STR(tailpos， Xpos+1); 
return (t) 
begin 
end; 
(xx-1) q = 1; 
(x-2) ?
??????」
?
?? ?? ????? (関数終)
begin 
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関殺 L'¥S_STRは，セパレートノードへの選移の定誌と，シングルストリングを配列
Tえ1Lに設定する.
[関数 B_INSERT(i似た1人_¥.PO.5'i -)J 
入力:現在のノード番号υideょ，キーの残りの文字列入.pos，比較対照の文rj=5iJi -= b 1h 
出力 :g(1..¥.#)=sなるノード S. 
. ¥.pO.5 とγの共通筏頭辞をz= C[ C'2 . . . Cm， Zを除いた文字列をそれぞれ入'm+l，l~l+l 
とする.
begin 
(b-1) old_pos←-BASE[index] 
(b-2) for i ←1 to m do 
begin 
(b-3) VV _BASE(index，X_CHECK( {Ci} ); 
(b-4) VV _CHECK(BASE[i吋 ex]+ N[c1J，ア); 
(b-5) ir的 z←BASE[iηdex]+ N[c1]; 
end; 
(b-6) W _BASE(iば ex，X_CHECK({αm+l，bm+d)); 
(b-7) 
(b-8) 
end; 
INS_STR(iηdex， l'~+ 1， old_pos );
return 1NS_STR(index， "¥'m+l， TA1 L_POS); 
(関数終)
手続き BJ:¥TSERTは，既に TAILに追加されているシングルストリングと，追加キー
のダブル配列上に存在しない部分とがマッチしないときに，シングルストリングとの共通
部分のノードを作成し，共通でない部分を新たなシングルストリングとして，TAIL上に
格納している.
[例 4.4J
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図-l.Jのダブル配列でのキ-"])bq#"の追加を考える.まず最初に，手)I[s:(D-l) ，手
)I[買(D-2)で，pos = 1， indc.r = -lとなり，次の B.-¥SE[-l]十 b 二 9.CHECK[9] =f.--1より
Fon¥-ard( -1.'b・)=0となり，手)I[貢 (D-:2a)より関数人_[¥SERTが呼び出される.
関数 九一[¥SERTでは， (a-3)行でノード4から遷移する記号の集合(ι'c'}が， (a--l)行
でノード CHECK[9]= iから遷移する記号の集合 {"g'，'l'}が取り出され， (a-5)行の条件
式により， (a-6)行において関数日ODIFYが呼び出される.
関数f¥IODIFYでは，集合 {"a・，(c'}に入力記号を付加した集合{、a¥b¥-C1について，
(m-2)行で関数 X_CHECKが呼び出され， BASE値 15が返され，これがノード4の新た
なBASE値になる2 次に入力記号を含めない集合{'a'，・c'}に対する遷移をノード 1i， 19 
に移動するため，ノード8，10の内容をノード 17，19にコピーし ((m--1)-----(m-8)行)，古
いノード 8，10の内容を削除する (m-12)-(m-13)行).また， (m-9) -(m-11)行では，
ノード 17，19に移動したことによる子ノード 5，6， 7のCHECK値を修正している.
関数I¥IODIFYでの処理が終わると，残りの入力文字列 "bq#"を挿入する準備が整う
ので，関数 1NS_STRで挿入処理を行う .関数 INS_STRでは，ノード4から18への遷移
を定義し，残りの "q#刊を配列 TA1Lに格納している.
図 4.5のダブル配列にキーもbq#"を追加した例を図 4.8に示す.
(例終)
4.4.2 削除アルゴリズム
キーの削除は，ダブル配列上に削除キーが存在したときに そのキーの定義を削除すれ
ばよし¥
以下にダブル配列の削除アルゴリズムを関数Trie_Deleteとして示す.但し，ここでは
関数Trie_Searchにおいて return(index)の実行の変更処理についてのみ示す.その他の処
理は，関数Trie_Searchと同様である.
[関数日e_Delete(D (]()よ)J
入力:キー集合Kに対するダブル配安IJD(K)，キ-x.
2 関数 ~(_CHECK では，集合 {'aγb ・， 'c'} が空ノード 17 ， 18 ， 19 に遷移できることを発見し，その BASE
値 15を返す
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出力 :キー を削除したときはg(l._¥ #)ニ sなるノードふ削除キーがなかった(検索に
失敗した)ときは， O. 
手順 (D-3b) 1手JI買 (D-3)のreturn(index)の変更|
begin 
二 "y#"
¥二BえSE(iηdeLO);
¥'_CHECK(i吋 ει0); 
STR[l4] = "#" 
return (iηdex) 
end 
= "elor#" 
STR[2] = E 
STR[羽 ="#'1 (関数終)
STR[l司 ="e55#" 
STR[l8J = "q#" 
STR[l ~ = "5#" 
、 、
?，
?
??， ，
?，、
[例 4.5J
図 4.5のダブル配列でのキーもcs#"の削除を考える.まず最初に，手JI貢(D-l)で検索に
使用される変数indexとposにそれぞれ1，0を代入する.次に手JII買(D-2)で，posにpos+
1=0+1=1を代入し，BASE[l] + 3 = 4， CHECK[4] = 1よりに Forward(l)'b')= 4とな
り ，これを t に代入する • tはOではないので，index二 tとなる.同様に，Forward( 4， 'c)) = 
10となり ，pos = 2のとき ，index = 10， BASE[10] = -10 < 0であるのでノー ド10はセ
パレートノードとなる.手JI買 (D-3)でTAIL中の-BASE[10] = 10の位置から，シング
ルストリング“s#刊をとりだし，S_TEl¥IPにキ各納する.キーの残りの文字列と S_TEA1P
は一致するので検索は成功となり，手JI買(D-3b)で，W _BASE(10，0)， W _CHECK(10)O) 
より，BASE[10]とCHECK[10]にOを代入し，index = 5を返す.
図 4.5のダブル配列からキー“bcs#"を削除した例を図 4.9に示す.
(a) 
23 
BASE 11 -13 0 
CHECK 1 1 12 0 
45 6 7 8 
6 -17 2 1 0 
1 17 17 17 0 
910 1 12 13 14 15 16 17 18 1920 
6o -1 1 0 -20 0 -24 2 -29 -10 -22 
7 0 6 9 0 6 0 7 4 4 4 12 
?
????
?
??
』
??? ? ?
?
』
??
45 6 7 8 
「非$ ? ? 
910 1 12 13 14 15 16 17 18 19 20 21 
?Is # $I$?? ?Iy 書$1!!_lj 
22 23 24 25 26 27 28 29 30 31 
TAIL 1# $ 1 e s s # $ 1 q 品$1 
図 4.8 図 4.5のダブル配列にキーもbq#"を追加した例 (例終)
関数Trie_Deleteの動作は トライ上のセパレートノードを削除しているだけである.こ
のため，配列TAIL上の，削除したセパレート ノー ドに対するシングルストリングを格納
していた部分がごみとなってしまうが，ごみを排除するための再構成処理は削除時間に多
くの影響を与えるので，削除アルゴリズムには含まれない.
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4.5 追加の高速化
STR[l4] = "If' 
STR[ll] 
ダブル配列は， トライを実現するデータ構造として，検索の高速性とコンパクト性を両
立する優れた構造であるが 問題点もある. -1.-1.1項で述べたように，追加アルゴリズム
が複雑となるため追加時間に影響を及ぼすことである.
特に問題となるのが関数X_CHECK の動作である.関数~_CHECh は最適なインデッ
クスを探すためにダブル配列上のインデックスをシーケンシヤルに剥べている.このた
め，最悪の場合O(D..LSIZE)の動作時間を必要とし，ダブル配列のサイズが大きくなる
と，この動作時間の問題は無視できないものとなる.
そこで，本節では関数X_CHECKの動作を高速化することを中心に，追加時間の高速
化を実現する手法を提案する.
= "ylf' 
STR[斗=E 
STR[~ 二 1 1#'1
4.5.1 範囲限定法
STR[l匂 ="esslf' 
(a) 
2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 
BASE -13 。 -17 2 。-20 。-24 。。。-22 
CHECK 12 8 8 8 4 。6 9 。 。7 。。 12 
、?
?， ， ， ，
? ??
通常の関数X_CHECKの動作では，空ノード(未使用ノード)を発見するためにダブ
ル配列上のインデックスを全て調べるが，ダブル配列のインデックス全体における空ノー
ドの割合は，非常に小さい (6章で示す) • 
また，関数X_CHECKは最小のインデックスを返し，かつ確保された空ノードはその
後すぐに利用されるので，空ノードはダブル配列全体の後方(インデ yクス番号の大きい
方)に集中すると仮定できる.
そこで，関数 X_CHECKでのインデックス調査開始位置を後方にずらすことで， X
CHECKの動作時間の短縮を図るのが範囲限定法である.範囲限定法はダフ♂ル配列の要系
に変更を加えることはないので，既にダブル配列によって構築された辞書に対しても適用
できる利点を持つ.
範囲限定法では，インデックス調査開始位置をインデックス全体の割合を示す変数skip_
Tαte (< 1.0)を用いて表現し，関数X_CHECKの動作は， (xx-l)行を以下のように変更
することで簡単に行える.
』
?
」
???
2 34 5 
o r # 
67 8 
3 
910 1 12 13 14 15 16 17 18 19 20 21 
ワ I?? ?I$?? ?Iy # $L# $ I 
2 23 24 25 26 27 28 
TAIL 1# $ 1 e s s # $ 1 
図 4.9 図 4.5のダブル配列からキ-"bcs#刊を削除した例
(xx-1) q = D.，LSIZE牢 skip_Tate;
ここで，変数skip_rαteの値を確定するために，簡単な実験を行った.図 4.10は，変数
skip_Tαteの値を変えていったときの追加時間と，空ノードのインデ yクス全体に対する
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2.0 
1. 8 
1. 6 
1.4 
o 1 O. 2 O. 3 0.4 O. 5 
sklρ'_ra te 
O. 6 O. 7 0.8 
? ? ? ? ? ? ?
??
?
??
?
???
?
??
????
「??
『?《
?
? 」
???
"ylf' 
一日ー追加時間
一+ー空ノードの割合
~ 1.2 
E10 
508 
O. 6 
0.4 L 
O. 2 
?，??
??? ? ????
?
』
?
?
??
???
STR[l司=E 
O. 9 
STR[お~ = "#" 
割合を示している.図を見てもわかるように，skip_rαteの値が小さいと通常のX_CHEK
の動作と同様になるので追加時間が大きくなり ，1に近づくと空ノードの割合が大きくな
るため，記憶容量に影響を与える .従って，図 4.10の結果から，変数 skip_rαteの値は
skip_rαte = 0.9が最も妥当であるといえる.
BASE 
CHECK 
STR[l9j = "esslf' 
STR[立~ = "s#" 
(a)範囲限定法を用いたトライ
3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 。28 。-17 4 。 。8 -20 14 -13 。-24 。。 。30 30 30 。7 。8 7 12 14 。。8 。
図 4.10 skip_rαteの値による追加時間と空ノードの割合
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CHECK 
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0o 0 0 0 0 0 0 0 3 0 -10 -221 
0o 0 0 0 0 0 0 0 4 0 4 141 
??
?
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45 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 21 
0 「非$ ? ?つ Is # $I$?? ?Iy # $1非$1 
[例 4.6J 2 23 24 25 26 27 28 
TAIL 1押$1 e s s骨$1 
範囲限定法を用いて，キー集合K2のキーを登録した場合のダブル配列の例をトライの
例とともに図 4.11に示す.但し，skip_rαte = 0.9を使用する. (b)範囲限定法を用いたダブル配列
(例終)
図 4.11 範囲限定法を用いたトライとダブル配列
範囲限定法は，従来の追加アルゴリズムに非常に簡単な変更で，追加時間に十分な高速
化をもたらす手法であるといえる.
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4.5.2 空ノードリンク法
前項でも述べたように，ダブル配列のインデ yクス全体における空ノードの割合は非常
に小さい.このため，関数¥:_CHECKにおいて調査対象が杢ノードだけであれば，非常
に高速に処理を行うことができる .
そこで，空ノードリンク法では空ノ ー ド同土をリンクで結び，¥:_CHECKにおいて空
ノードをリンクでたどることによって，調査対象を最小限に存Ilえる ことで追加時間の高速
化を図る.
まず始めに，ZEノードをリンク で結ぶために以下を定義する.
[定義 4.3]
ダブル配列の空ノード (未使用ノード)の番号を， 昇順にア1，r2， • • • ，r m とするとき，
CHECK[ri]二 ーア(i+1)(1三i:; m -1) 
CHECK[rm] =一(DA_SIZE + 1) 
なる リンクを作成する.但 し，rlとrm はそれぞれEλ1PT}'_HEADとElvfPTY' _T AI L 
なる変数に格納される .これらを空ノード リンクと呼ぶ.空ノードの CHECK値を負数
にするのは，通常のノ ー ドと区別するためである.
(定義終)
空ノード リンクの導入に伴い，ダブル配列の追加アルゴリズムにおいて，関数W_BASE，
vV_CHECK， X_CHECKが変更される.また，新たに関数SET_EMPTY _LINKが導入さ
れる.以下，それぞれの関数の定義を示す.
[関数 W_BASE(idx， val)J 
入力 :ノー ド番号idx，BASE[idx]に設定する値υαl.
出力 :なし.
( wb-1) 
( ¥'b-2) 
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begin 
BASE[id.r]←υαJ; 
if idx > DA_SIZE then SET_EI\ IPTY _LI~K (idx) : 
-1.5 追加の高速化
end; 
(関数終)
関数¥¥二BASEは， BASEの値を設定し ダブル配列のサイズが大きくなったときの空
ノー ドリ ンク の設定をする .
[関数 W_CHECK(idx， val)J 
入力 :ノード番号idx，CHECK[iゐ:]に設定する値 val.
出力 :なし.
begin 
(wc-l) if CHECK[idx] < 0 then 
begin 
end 
p7‘ω_idx←EJ¥I PTY _H EAD; 
while prev_idx < idx do 
begin 
if -CHECK[prev_idx] < idx then 
prev_idx←-CHECK[prev_idx]; 
end 
if idx = El¥IPTY_HEAD then 
begin 
end 
if El¥I PTγ_H EAD = EJ¥I PTY _T AI L then 
ElI! PTY _TAI L←-CHECK[idx]; 
EAIPTY_HEAD = -CHECK[idx]; 
else begin 
CHECK[prev_idx]←-CHECK[idx]; 
if El¥I PTY _TAI L = idx then Eλ1 PTY_TAIL←prev_idx; 
end 
-1:9 
追加の高速化-1.5. ダブlレ配列j去第4ヰt
("・c-2)行のif文からは， CHECK[id.r]が空ノードになる場合.CHECh] id.r: 1を空ている.if val = 0 then ( ¥"('-2) 
関数日二BASEと同様に，(¥'c--1)行は，
ダブル配列のサイズが大きくなったときの処理を行っている.
また，ノードリンクに挿入する処理を行っている.begin 
lJ1'CL'_idょ←EJfPT}'_HEAD:
while prev_id.γく idxdo 
[関数 SET_EMPTY工JINK(id.r)Jbegin 
入力 :ノー ド香号 idx，if -CHECE[pf'eu_idx]くぬ・then
出力 :なし.prω_id.c←-CHECK[preu_ld.c]; 
end 
begin 
if idx < Ei'I PTγHE.-i.D then 
starLidx ← -CHECK [E_~I PTi' _TA1 L] 
D.-LS1ZE←idx; 
begin 
CHECK[idx] ~ー -E J.，f PTi' _H EAD; 
end_idx←idx -1; 
if stαγLidx > end_idx then 、??????
?
?
?
?? 、
if ElIl PTY_H EAD = ElIl PTi' _TA1 L and 
E/¥イPTi.'_TA1L>DA._S1ZE then 
begin 
E/¥1 PTY _TAI L←idx; 
if stαrt_idx = ElII PTY _T A1 L then 
E1vIPTY_HEAD←idx; 
begin 
end 
E/¥I PTY JI EAD←staTLidx十 1・
else CHECK[E/¥IPTY_TA1L]←-(stαrLidx + 1); 
E /¥1 PT}' _T A1 L←stαTLidx + 1; 
end 
else begin 
CHECK[idx]←CHECK[pTev_idx]; 
CHECK[prev_idx] f一-idx;
if E JvI PTY _T A1 L =pγev_idx then E1vI PTY _T A1 L = idx; 
return: 
end 
end 
end 
ENI PTY _T A1 L←eηd_idx; 
else CHECK[idx]←υαJ; ("vc-3 ) 
while stαrt_idx < end_idx do (1-2) 
if id.r > DA_S1ZE then SET_ElVIPTY_LINK(idx); (wc-4) 
begin 
BASE[stα7勾Lidx]←0;
CHECK[stαァLidx]←-(stαγLidx+ 1) 
end; 
(関数終)
stαrLidx←stαァLid.'E+ 1; 
大空ノードリンクの設定も兼ねるので処理がやや複雑であるが関数¥V_CHECKは，
end 
BASE[stαrLidx] f-0; 
CHECK[idx]が空ノ ー ドプミっ(wc まかに分けると 2つの動作をする.
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値 ualを設定する前にCHECK[idx]を空ノードリンクから削除する処理を行つた場合に，
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L1STに含まれる文字 cのうち，最小のものを Clとする .
BASE 
CHECK 
??
?? ?
? ? ? ? ? ?
?
? ? ?
? ?
?
? ?
?
? ? ? ? ? ??
? ?
?
??
?
??? ? ? ?
?
，
， ， ，
?
??
?
??
?
??
?
??
? ?
???
?
? ? begin 
(x-1) q←E JI PTl r _H EA.D 
(x-2) while q三D_-LSJZEdo 
begin 
(a) 
(x-3) 
(x-4) 
(x-5) ?
??? ?????
?
?
?
?
?
?
? ?
?
?????
?
1 0 1 1 2 1 3 14
BASE 。
CHECK -1 7 -12 -13 -15 10 
DA S/ZE=14 
EMPTY TA/L三%
begin 
(x-6) if CHECK[qq + N[c] > 0 then flg←fαlse; 
endi 
、 ，
?，?
??， ，?? 、
(x-7) 
(x-8) 
if f 19= true then附山n(q); 
q←-CHECK[q); 
end: 
図 4.12 関数SET_EMPTY _LINKの動作 (x-9) 同 urn(q -cI); 
end; 
C H EC K [starLidx 1←一(DA_SJZE+ 1); (関数終)
end; 
(関数終)
変数qは， (x-1)行でE!v1PTY.HEADに設定され， (x-8)行で次の空ノードをたとぶって
いることから，常に空ノードをさすことになるので，CHECK[q] = CHECK[qq + ct]なる
変数qqが戻り値の候補となる.そこで， (x-5)行での for文に入る前に， (x-3)行で変数qq
関数SET_EMPTY _LINKは WJ3ASE. W _CHECKによって ダブル配列のサイズが
大きくなったとき 新しくできた空ノードを空ノードリンクに登録する処理をする.たと
えば，図 4.12(a)の状態から， W _CHECK(l4，lO)などが呼ばれたとき ，新たにできる空
ノード 11，12， 13を杢ノードリンクに登録し，図 4.12(b)のような状態にする.
の設定をしている.
[例 4.7J
[関数 X_CHECK(L1 ST) J 
入力:文字集合LJST.
出力:LJSTに含まれる文字c全てがCHECK[q十 N[c]]= 0を満足する最小のインデッ
クス q.但し，q > 1. 
空ノードリンク法を用いて，キー集合 }(2のキーを登録した場合のダブル配列の例を
図 4.13に示す.図 4.5(b)との違いは，空ノードの CHECK値が負数になっているところ
のみである. トライの例は図 4.5(a)と同様である.
(例終)
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4 5 7 8 10 1 12 13 14 15 16 17 18 19 20 
-13 。 -17 2 -10 -1 。。宣
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TAIL|e 。 非 事
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TAIL11 
図 4.13 空ノードリンク法を用いたダブル配列
空ノードリンク法は 追加ア Jレゴリズムを更に複雑なものにするが追加時間に劇的な
高速化をもたらす手法であるといえる.
4.6 結言
本章では， トライを実現するデータ構造として，青江[24]の提案したダブル配列につい
て説明した.また 検索更新アルゴリズムを詳細に述べるとともに ダブル配列法の問
題点であるキー追加の速度を改善する手法として ダブル配列で構築された辞書を変更す
ることなく高速化する範囲限定法法と，空ノ ードに格納したリンク情報によって高速化を
実現する空ノードリンク法を提案した.これらの手法に対する評価は， 6章で行う .
次章では， トライとそのデータ構造であるダブル配列を用いて共起情報を効率的に記憶
検索する手法について説明する.
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5.1 緒言
本章では，共起情報を効率的に記憶検索する手法として，関連研究であるダブルトライ
について簡単に述べ，提案手法であるリンクトライ について概要と共起情報の倹索，更新
アルゴリズムを説明する.また，ダブル配列を用いたリンクトライのデータ構造について
も説明する.
リンクトライのデータ構造ではその構成要素を全てダブル配列で表現し，ダブル配列同
土を連結する手法を述べる.ま た，リンクトライでは複数のダブル配列を利用することに
なるので，管理の効率化のために複数のダブル配列を 1つに統合する手法も述べる.
5.2 共起情報の格納構造
5.2.1 ダブjレトライ
2章でも述べたが，一般に，共起情報の倍納方式は基本単語X とYに対する連鎖語葉
"yyを構成し，この連鎖語棄をキーとして，関係情報をレコード情報として格納する.し
かし，この格納方式をトライに適用すると，連鎖語棄の作成に伴って平均語葉長が増加す
るため，共通接頭辞を圧縮できても効率的に記憶されるとはいえない.この問題に関する
研究として，森本ら [9]によりダブルトライが提案されている.
ダブルトライは， 二つのトライを使用して前半と後半のキーの部分的な共有化を実現す
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る.この方法では笠3JKキーを他のキーと区別できる接頭昨で区切り ，これを段初のトラ イ
(左トライと呼ぶ)に惰納する.残 りの篠尾辞は逆向きに，t!Dち，キーの最後の文字が ト
ライの根となるようにもう一つの トライ (右 トライと呼ぶ)へ格納する.そして， -t妥尼辞
と長頭辞を関係づけるアーク (リンク アークと呼ぶ) を構成する.また，レコー ド情報は
左 トライの葉から格納する.
[例 5.1J
図 5.1にキー集合
K3 = r・アメリカ#"，"カナダ#"，"カッター#"，"カyターシャツ#"，"衣類#"，“生地
#"， ，~気候#・ 1 Jt合衆国#" ， ・ t合う#"，"国名#"， "国籍#・'}
に対するダブルトライの例を示す.左トライのノード4から右トライのノード6への破線
アークが，tカナダ#円を左右のトライに対して定義し，左トライのノード4から関係情報
のレコードが格納される [9].このキ-"カナダ#刊の検索は，g(l，'カ')=3，g(3，'ナ')=4と
左トライを辿り，破線アークを辿って右トライを g-1(6，'ダリ)=2，g-1(2，'#')=1と辿るこ
とで検索できる.
(例終)
例 5.1で示したように，ダブルトライはレコード情報を一意に検安できるトライの特
性を生かし，かつ接尾辞も可能な限り併合圧縮する手法であり，一般的なキーを対象とし
ているため，膨大な共起情報の格納には通常のトライ同様，効率的ではない.また，ダブ
ルトライの更新は，例えば例 5.1において "アフリカ#"を追加すると，右トライのノー
ド4から 5へのアークを左トライに移動しなければならないなど，左右トライのア クー の
部分的な移動，追加，削除が生じるので，取り扱いは複雑になる.但し，キーの判定とそ
のレコード情報の検索は， トライのアークの探索時間計算量を 0(1)で行えるならば， ト
ライに格納される話葉数に関係なく キーの長さに比例した計算量で実行できる特徴を有
する.
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，-----------ーーーーーーーーーーーーーーーーーーーーーーーーーーーーーーーーーー
18}一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一一__1
図 5.1 K3に対するダブルト ライ
5.2.2 リンクトライ
リンクトライは，ダブルトライのように共起情報を XYの文字列として捉えるのでは
なく ，X， }'の独立した単語聞の関係を，X， Yを完全に共有化した構造で検索できる手
法である.
リンクトライでは，(.X， Y，α)に対して， ~Y# ， Y#を一つのトライへ格納し， 2項関係
を定義するために， トライの葉ノード聞にリンクを作成する.葉ノードsから出るリンク
情報は関数1(3)で定義され，1(3)が要素tを含むとき，葉ノード sから葉ノードtへのリ
ンクが存在し， 2項関係が定義されていることを意味する.
トライにアーク g(l，.)(#) = 3なる sが存在するとき，葉ノード sはXと1対 lに対応
するので，キ-)(に関するレコード情報は葉ノード番号sに対応したレコードに格納で
きる.そこでリンクトライでは， 1(s):1 tとなり ，ノードsから g(l，l'#)= tなる葉ノー
ドtへのリンクが存在するとき ，J¥' Yの関係情報αをレコード情報の集合REC(s，t)の
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要素として格納するものとする.
[例 5.2J
共起情報の集合
C1 = { (“アメリカ?J-合衆国ヘα-l)， 
("アメリカ?¥μ合衆国"，(}s)， 
("アメリカ n7Et国名?にα1)，
( "カナダ口3μ国名
( "カッ ターシャツ337u衣類337α1)，
C'カッタ -731明ッターシャツ?¥α6)， 
(“衣類日34L生地7¥α3)'
( "合う??3u衣類7??α2)，
("合う???“気候"?α2)，
("国名??4気候773α3)'
(“国名γt国籍???α4) } 
に対するリンクトライの例を， トライ部を図 5.2に， リンク関数を表 5.1に示す.
(例終)
関数f(s)によって定義されるリンク情報は，表 5.1で示したようにXを基準にその全
てを取得可能である.言い換えれば，(X，Y，α)の検索はもとより ，./Y， Yに定義される全
ての αの検索や，Xとの関係が定義される全ての Yの検索が可能となる.これは，基本
単語と共起情報を共有化した構造を持つリンクトライの特徴であり，共起情報をより効率
的に記憶する手段でもある.
次節以降では，このリンクトライについて詳しく述べる.
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STR [2] =“メリ力#"
ツ令 STR [7]ニ ε
STR [8] 二 hヤツ#"
STR[10] = “委員#"
STR [11] =“地#"
STR [12]二“候#"
STR [14]二“#"
STR [15]二“国#"
STR [17]二 “#"
STR [18] =“#" 
図 5.2 C1に対するリンク トライのトライ部
5.3 リンクトライの検索アルゴリズム
リンク トライを用いて共起情報 (.X.，Y，α)を検索するアルゴリズムを示す.
[アルゴリズム LT_SearchJ 
入力 :1"'¥， Y，α. 
出力 :)C， Yにαが定義されていれば，その αを含むレコード REC(p，q)に対応する
ノー ド番号p，q.即ち，g (1 )-，Y #) = p， g (1) Y#) = q.定義されていなければ，p = 0， 
q二 Oが返される.
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表 5.1 C1に対するリンク トライのリンク 関数
_¥ s ](s) REC(s，t) 
アメ リカ 2 {15.1i} REC(2，15)={α心05}， 
カ yター
カッターシャ ツ
カナダ
衣類
合う
国名
{8} 
8 {10} 
9 {17} 
10 {11} 
14 {10，l2} 
REC(2. 1 i)= {αd 
REC(7，8) = {α6} 
REC(8， 10) = {o t} 
REC(9， 17) = {αd 
REC(10， 11) = {α3} 
REC(14， 10)二 {α2}，
REC(l-1， 12) = {α2} 
17 {12，l8} REC(17， 12)二 {α3}，
REC(17， 18) = {α4} 
手順 (Sl-l): Lx， Yのトライ上の検索|
X，γに対してトライ Tを検索し，s = Trie_Search (T ，X)とt= Trie_Search (T， Y)を得
る • s， tのいずれかがfαilならば，X， Yのいずれかがトライに格納されていないので，
p = 0， q = 0を出力し，アルゴリズムを終了する.そうでなければ，次へ進む.
手順 (Sl-2): j関係定義の探索と出力処理|
](s)ヨtかつ REC(s，t)ヨαならばp= s， q = tを出力し，そうでなければp= 0， 
q = 0を出力し，アルゴリズムを終了する.
(アルゴリズム終)
[例 5.3J
図 5.2と表 5.1に示すリンクトライにおいて，共起情報(“アメリカ ?1“合衆国??α5)を検索
する例を示す. まず，手順 (Sl-l)で， Trie_Search(T， (アメリカ")= 2， Trie_Search (T， ( 
合衆国")= 15を得る.手順 (Sl-2)で， ](2)ヨ15かつ REC(2，15)ヨα5であるので，
p = 2. q = 15を出力する.
(例終)
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次に，.¥に関連する全ての共起情報(_¥.i"，α)を取得するアルゴリズムを示す.まず， ト
ライ の葉ノードから登録されている キー を取得する関数Re¥'ersE'_Outを与える.
[関数 Reverse_Out(node) J 
入力 :トライの葉ノード ηode.
出力 :トライに登録されているキ- i". 
手JI貢 (R1-1): 1トライ中の文字の取得|
現在のノードを示す変数sをs= nodeで初期化し， s> 1である問，t二 9-1(s，α)なる
文字αを順次γに追加し，s二 tとする.
手JI貢 (Rl-2): jシングルストリングの取得|
l中の文字を逆順に並べ替え，シングルストリングSTR[node]をYに追加し， i'から
端記号#を削除して Yを返す.
(関数終)
[例 5.4J
図 5.2のトライに対して，葉ノード8からのキー取得を考える. まず手順 (R1-1)で，
9-1(8，(シ')= 6より文字 tシ?を得る.同様に，g-1(6，'-') = 5， g-1(5，'タ')= 4， g-1(4，'ツ，) 
= 3， 9-1(3，'カ')= 1とたとごって文字を取得し， Y二 uシータッカ I となる.次に，手JI貢
(Rl-2)で， Yの文字を逆順に並べ替えて Y=“カッターシ"とし，シングルストリング
STR[8] =“ヤツ#"を追加して • }T =“カッターシャツ#"とする.最後に端記号#を削除
し，文字列“カッターシャツ η を出力する .
(例終)
[アルコリズム LT_GetAUJ
入力 :X.
出力 :. ¥との関係が定義されている全ての共起情報の集合C..Xが存在しない場合は，
中.
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手!II良(G1-1) : I.yのトライ上の倹索|
.¥に対してトライ Tを検索し，s 二 Trie_Scarch(T ， _Y ) を得る • sがfαilならば， .¥が
トライに格納されていないので，C二 φを出力し，アルゴリズムを市冬了する.そう でなけ
れば¥次へ進む.
手}I買 (Gl-2): !関係定義の探索と出力処理|
f (8)にある全てのtに対して， 1 r = Reverse_Out( t)を得，REC(s， t)から全てのαを取
り出し， Cu (X，にα)とする.最後にCを出力し，アルゴリズムを終了する.
(アルゴリズム終)
[例 5.5J
図 5.2と表 5.1に示す リンクトライにおいて，キー “合う JJ に関連する共起情報を取得
する例を示す.まず，手)1貢 (G1-1)で， Trie_Search(T， (合うつ=14を得る.手}I貢 (G1-
2)で，](14) = {10， 12}であるので，ノード 10に対して， Reverse_Out(10) =“衣類1
REC(14， 10) =α2を得，ノ一ドlロ2に対して，Reverse_Ou凶t(ο12幻)二 t“t気候
α的2を得る.従って，共起情報の集合{(“合う ?73u衣類円β2)，(“合う円 ?Et気候nα2)}を出力する.
5.4 リンクトライの更新アルゴリズム
5.4.1 追加アルゴリズム
リンクトライに対するキーの追加アルゴリズムを示す.
[アルコリズム LT_lnsertJ 
入力 :リンクトライに登録されていない (X，Y，α) . 
出力 :なし.
手}I買 (A-1): 1キ-J¥，γの登録|
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(例終)
5.-:!. リンクトライの吏新アルゴリズム
ニ Trie_Inscrt( T 入~ ) ， t=Trie_Insert(Tj-)より，キ-.¥.1'をトライに登録 し，葉ノー
ドs.tを得る.
手}I買(λ-2): 1関係の定義|
](δ)ヨtならば，REC(s， t)にαを追加し， ](3)五tならば，関係は未定義なので，](s) 
にtを加えてから，REC(s， t)にαを追加する.
(アルゴリズム終)
[例 5.6J
図 5.2と表 5.1に示すリンクトライにおいて，共起情報(“カッター¥・・衣類い1α1)の追加を
考える.まず，手}I真(A-l)でTrie_Insert(T，((カッタ ~ ") = 7， Trie_Insert(T，"衣類日)= 10 
となり，手順 (A-2)で](7)には10が含まれていないので， ](7)に10を加え， REC(7，10) 
にαlを加える.
5.4.2 削除アルゴリズム
リンクトライに対するキーの削除アルゴリズムを示す.
[アルゴリズム LT_DeleteJ 
入力 :リンクトライに登録されている (XFKα). 
出力 :なし.
手JII買 (D・1): 1キ-X，Yの検索|
(例終)
X， Yに対してトライ Tを検索 し，s = Trie_Search(T，.X)とt= Trie_Search (T， Y)を得
る.
手順 (D-2): !関係の削除|
sとtのどちらかがfαilならば，共起情報は未定義なので終了する.どちらも fωJでな
ければREC(s，t) から α を削除する • REC(s， t) =ゆとなれば，](s)から tを削除する.
手!JI買 (D-3): 1キーの削除|
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f(ぷ)=ο となれば，全ての関係がなくなるので， Tric_Dclcte(T..¥")により，キ-_¥'を
削除する.
(アルゴリズム終)
文字 。 4 6 7 8 9 つ ア 力 ユ/ タ タF ツ ツ
内部表現値 2 3 4 7 8 9 10 1 12 13 14 15 16 17 18 19 20 
文字 ナ メ ヤ 1) 衣 dヌ~ 候 IEL コ 国 衆 生 籍 地 名 類
内部表現値 21 2 23 24 25 26 27 28 29 30 31 32 3 34 35 
2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 
BASE -33 。 。 。 。 -39 -1 -21 
CHECK 13 。。。。。 。。。。18 29 13 21 。。
21 2 23 24 25 26 27 28 29 30 31 32 3 34 35 
BASE 一16。。。-29 -42 。 -7 -35 -46 。-12 
CHECK 16 16 。。。 。 29 30 。30 
3 4 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 
TAIL |メ 1) カ # D国 # s ? ダ # 
21 2 23 24 25 26 27 28 29 30 31 32 3 34 35 36 37 38 39 40 41 
TAIL |ャ ツ # 3 1]類 # 1]地 # [[] 
[例 5.7J
図 5.2と表 5.1に示すリンクトライにおいて，共起情報("アメリカ η?u国名 γ，nt)の削除
を考える. まず手順 (D-1)で S二Trie_Search(T， (アメリカロ)= 2， t = Trie_Search(T‘比
国名門)二 17を得る.手JIQ(D-2)で，s， tともにfωJではないので， REC(2， 17)から αl
を削除する.REC(2，17) =ゆと なるので，f(2)から 17を削除し，f(2) = {15}となる.
手順 (D-3)で，f(2) #ゅなので何もしない.
(例終)
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5.5 リンクトライのデータ構造
図 5.3 図 5.2に対するダブル配列
リンクトライは，キー集合K を格納するトライ部，葉ノードsに対するリンク情報を
格納する関数f(s)，及びキー情報と共起情報を格納するレコード情報REC(s，t)から構成
されるので，これらの個々のデータ構造の効率化を満足した上で，リンクトライの全体効
率が低下しない相互構造の連結手法が必要である.
5.5.2 リンク関数f(s)のデータ構造
[例 5.8J
図 5.2のトライをダブJレ配列で表したものを，入力文字とその内部表現値とともに
図 5.3に示す.但し 以後の拡張のために入力文字に含まれない文字も含む.
f(s)の検索は， ノード香号集合から指定されたキ一番号を探索する問題であるので，種々
のキー検索技法が適用できる.一つの方法として，番号集合をソー トして配列に格納し，
2分探索を適用するならば，配列の長さ ηに対して検索時間計算量はo(lOg2η)となる.し
かし，本手法では高速検索の実現を目標にしているので，ここにも J(s)に対する個別の
ダブル配列 D(f(s))を次のように導入する.
f(s)の要素ノード番号 tの内部コード列 ωとREC(s，t)ヨαなる αの内部コード列 v
に対し，v切なる コード列をトライのアークとするダブル配列D(f(s))を構成する.但し，
uω から V，ωを一意に決定するために，υ，ωのそれぞれの列長は固定する.
5.5.1 トライ部のデータ構造
トライ部のデータ構造は 4章で述べた検索の高速性とコンパクト性を満足するダブル
配列を使用する.
[例 5.9J
(例終)
表 5.1において，キーが“国名n の場合の f(17)に対するダブル配列 D(f(17))の例を
図 5.4に示す.ここでは簡単のために，f(17)の要素を数値文字列として表現し，各関係情
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(例終)
も各業ノードはキーと l対 lに対J，必するので，葉ノード番号の代りにキーに対するユニー
クな識別番号を f(s)の構成に利用すれば，上記の問題は解決する.不変な識別番号とし
て，最も適切なものはキ-_yのレコード情報の実体へのポインタ値rであり，これは必然
的にトライの葉ノードsから f(s)の実体へのポインタ値rと考えても同じ窓味である.し
かし，実体のデータ領域をアクセスするポインタ値ァも更新されるので，キ-xの識別番
号pとこのポインタ値 γを格納する友KEYID[p]= rを構成し，表KEYIDのインデック
ス番号pをキーの識別子として定義する.表KEYIDは，上記の表PTRのように最大の
インデックス番号に対応した大きさにならず，キーの数に比例した大きさで管理できる.
表KEYIDの導入により ，キ-xを識別番号pで表現することで，リンクトライの更新効
率を確保できるようになったが，現在のままだと問題が残る.アルゴリズム LT_Searchは
キ-_.L¥，工を検索後， αの確認を行うだけなので，キ-x，γの識別番号p，qの使用による
問題はないが，アルゴリズム LT_GetAlでは，関数 Reverse_Outによってキ-yを取得
するので，識別番号qがキ-yの位置を保存しておかなければキーYを取得することが
できない.そこで， KEYID[p]には，関数f(s)へのポインタ値 Tのほかに，キ-xのセ
パレートノード番号sも格納する.
以上の議論の確認として，以下を定義する.
?
???
? ?
?? ?
?、
??? ? ? ?
???
? ?
????
-1 -5 I 
11 I 
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????
図 5.4 ダブル配列D(J(17)の例
報αtに対してはtを使用する.コード列長はそれぞれ2，1とし，内部表現値は図 5.3のも
のを使用する.また，D(I<)と区別するためにF_BASE，F_CHECK， F_TAILとしている.
たとえばf(17)の要素 18は，REC(17， 18)ヨα4より ，υ="4"，w ="18"，υω=“418"と
してD(f(17))に格納される.このダブル配列の検索は， Trie_Search(D(f(17))，"418η)=7 
のように，関数Trie_Searchで検索できる.
[定義 5.1]
5.5.3 トライ部とリンク関数f(s)宅 REC(s，t)の連結と更新処理
静的な D(I<)では，D(K)のインデック ス番号sを手掛かりに D(f(s))がアクセスでき
るが，動的な D(I<)では sは更新される可能性があるので，インデックス sは使用でき
ない.解決法として，D(f(s))を格納する領域へのポインタ pを利用して，sからポイン
タpを得るためのポインタ表PTR[s]= pを構成すれば， トライ部の D(I<)とリンク関数
のD(f(s))の連結は成功する.しかし， トライの葉ノードsが変更される場合，sの値は
D(K)の最大インデックス番号までの任意の値を取るので，最大インデック ス番号に対す
るポインタ表が必要となり，余分な記憶領域や管理処理が必要となる.
更に，D(K)のインデックス番号の変更は f(s)の要素tにも関係するので，s， tに関
係するポインタ表の更新だけでなく ，tを格納する全てのD(f(s)の更新を余儀なくされ，
リンクトライ全体の更新効率を低下させる深刻な問題となる.
しかし， f(s)を定義するノードsとその要素tは，全てトライの葉ノードであり ，しか
キ-xの識別番号pに対し， トライ部とリンク関数を連結する表KEYIDを定義する.
KEYID[p]は，キ-.Xのセパレー トノード番号 sと，関数f(s)へのポインタ値ァの 2要
素を格納するものとし，
KEYID[p] = {s， r} 
と記述する.
(定義終)
ダブル配列にこの識別番号pを格納する場合，配列 TAILのシングルストリングの直
後に格納すれば，キーが発見されると同時に表KEYIDを経由して f(s)のポインタも知
ることができる .ここで，ダブル配列のセパレ トー ノードと配列 TAILの連結に注目す
ると， キー削除などで発生したTAIL上のごみの再構成処理を行わない限り ，1度登録さ
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れたキーに対するTλILの位置は変更される ことはない. つまり ，このTA.IL位置 (セパ
レー トノ ー ドsに対する -BASE[sJ) はキーに対するユニー クな識別番号と なり，シング
ルストリングの直後に要素 {S;r}を格納すれば， 表IくEYIDを配ヲ!JTえILに吸収させるこ
とができ，余分な経由も排除できる.
説明を簡単にするために，-BASE[s] = pなる識別番号pでのリンク関数1(s)のダブ
ル配列をKEYID[p]=いけなるポインタ値Tに対して，DF[r]で参照できるものとし，
DF[r]での-F_BASE[t] =uなるポインタ値uに対するレコード情報を REC(T・，u)と定義
する .
[例 5.10J
KEYID 2 17 9 8 10 1 14 12 18 
32 
DF [r] I 1 2 3 4 5 。700 
DF [1] DF [5] 
4 7 8 3 4 6 
-9 。。
F CHECK F CHECK 。。
3 4 6 7 8 10 1 12 2 3 4 
F_TAIL| s 持 首 F_TAIL| s 
図 5.5に図 5.2と表 5.1に対する KEYIDとDF[T]の例を示す.図 5.5では簡単のため
に，図 5.4と同様のコード列を用いている.また， KEYIDのインデックスpは簡単のた
め，セパレートノードに対応している.
(例終)
DF [2] 
4 5 6 7 。
F CHECK 。。
3 4 5 8 
F_TAIL|1 1 
DF [3] 
4 
F CHECK I 1 
3 4 
F_TAIL| 7 事
DF [4] 
4 
F CHECK 
4 
F_TAIL|1 t 
DF [6] 
4 5 6 7 8 9 。。 。
F CHECK 。。 。
4 
DF [7] 
5.5.4 複数ダブル配列の統合
45 6 7 8 
-1 0 -3 I 
4o 4 I 
前項までで述べたように，リンクトライはトライ部とリンク関数で構成されており ，こ
れらは全てダブル配列で実現されている.しかし，リンク関数は登録されている共起情報
の数に依存するため，登録する共起情報が増えれば，管理しなければならないダブル配列
の数も増加する .
また，ひとつのリンク関数に登録されるキー数は， トライ部のそれに比べてずいぶん少
ない.このため，ひとつのリンク関数を構成するダブル配列DF[ァ]の空ノードの劃合が多
くなり (6章で示す)，リンクトライの容量全体にも影響を及ぼす.
ここで， トライ部とリンク関数の連結について再度考える. トライ部とリンク関数がと
もにダブル配列で構成されるということは，図 5.6に示すように，表KEYIDを経由する
ものの， トライ部のセパレートノードから，その子ノードとしてリンク関数のトライが接
続されているということになる.これは，ひとつのダブル配列でリンクトライを構成する
ことが可能であることを示しており 実現すれば管理，容量の問題を一気に解決できる.
? ? ????
【???
?
，?? ? ?
? ?
? ? ?
?? ??」? ??????
図 5.5 ダブル配列DF[T]と表KEYIDの例
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トライ部 KEYID リンク関数
ルートノ ードのCHECE値が負数となるのは他のノードと区別するためであるが， -1.5.2 
項で述べた杢ノードリンク法も CHECI¥:値に負数を利用するため 更新処理において杢
ノー ドを判定するためにBえSE値も利用する.
この表ROOTIDの導入によって，通常のダブル配列においても 複数のトライを 1つ
のダブル配列上に構築することが可能となり ，複数の辞書を多用する自然言語処理システ
ムにおける辞書システムの管理効率を改善できる.
表ROOTIDの導入によるダブル配列のアルゴリズムの変更箇所を以下に示す.
一一一 →O→~------ヲ
ー- →ひ~ ----一一う
[関数Trie_Searchの変更]
入力:ルートノードIDnroから開始されるダブル配列D(η10)，キ-_¥. 
出力 :キ-x(セパレートノード s)に対する KEYIDp = -BASE[s].検索に失敗し
たときは， O. 
図 5.6 トライ部とリンク関数の連結 ??????ー?? ?
?
?
?
?
?
?
?
? ? ?
??
?
?
?
?
↑
?
?
??
????
? ?
?
?
?
?
このリンク関数の統合は， KEYID[p] = {s，ア}において， DF[ァ]へのポインタ値ァを，
lレー ト ノードのノード香号とする ことで 簡単に実現できるが汎用的な拡張を目指して
以下を定義する.
(変更終)
ダブル配列のルートノード叫に対し，識別番号nroを定義し，これを
この変更は，ルートノードが複数存在することによ り，初期化時にルートノードを決定
する必要があることによる .出力については関数Trie_Insert.Trie_Deleteについても同
様にKEYIDpとなる .
[定義 5.2J
ROOTID[nrD]二 ηT [関数 A_INSERTの変更]
(a-8)行の前に以下を挿入する.として表ROOTIDで管理する.また，ルートノードηTのCHECK値には，
CHECK[ηr] = -nro (a-l) else if BASE[ t]> 0 then 
begin 
ゼ← ElIIPTY _H EAD、
¥V _CHECK(t'，CHECK[t]); 
¥V _BASE(t' ，BASE[t]); 
のように識別番号η[Dを格納する .
(定義終)
( aa-2) 
(aa-3 ) 
(aa-4 ) 
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(aa-5) for each (j such that CHECK[ql = t do 
(aa-6) 
(ω f) 
( aa-8) 
(aa-9) 
end 
¥二CHECK(q司t')
if t = in巾.rthen i ndeI←t' : 
\\二CHEC~ ( t.0); 
¥二BASE(t.O);
ROOTID[凡ID14-L
(変更終)
この変更は，ルートノードを移動する必要があるときの更新処理である.(aa-5)行から
(aa-8)行は，関数 MODIFYでの (m-8)行から (m-13)行に相当するので，関数化するこ
とも可能である.
[関数 X_CHECKの変更]
(x-6)行の変更
(x-6) if BASE[qq + N[c]] <> 0 and CHECK[qq + N[c]l > 0 then flg←false; 
(変更終)
[関数 W_CHECKの変更]
(wc-l )行の変更
(wc-l) if BASE[idx] = 0 and CHECK[idx] < 0 then 
(変更終)
これらの変更は空ノードの判定方法の変更による.
以上のデータ構造によるリンクトライのアルゴリズムを以下に示す.
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[アルゴリズム LT_SearchJ 
入力_¥， 1'， 0.. 
，:II力 :_¥， l'にαが定義されていれば，その αを含むレコード REC(γ:u)に対応する
ポインタ値 r，7J. 定義 されていなければ，r = 0， L = 0を返す.
トライ部のルートノード香号を ROOTID[l]= 1とする.
手順 (S2-1): 1トライ部のダブル配列 D(l)における_¥， γの検索l
X， l'に対してダブル配列D(l)を検索し，p = Trie_Search(D(l)， .¥)と，q = Trie_Search 
(D(l) ， γ ) を得る • p， qのいずれかがOならば， _¥， i'のいずれかがトライに格納されて
いないので，r = 0， u = 0を出力し，アルゴリズムを終了する.そうでなければ，次へ進
む.
手順 (S2-2): 1リンク関数とレコード情報の検索|
X の識別番号pで指定されるリンク関数の KEYID[p]= {s)ア}なる γ，キー γにおけ
る識別番号qのバイトコード列ω，及びαのバイトコード列υに対して u= Trie_Search 
(D(ァ)，'Uw)を検索し，r， Uを出力する.
(アルゴリズム終)
アルゴリズム LT_GetAlを定義するにあたって，次の関数を使用する.
Trie_GetAll(D(ηf D):ダブル配列D(ηID)に登録されているキー全ての集合を取得する.
ダブル配列 (トライ)は，ルートノードからの深さ優先探索によって全てのキーを
取得することが可能である.
[アルゴリズム LT_GetAllJ
入力 :X.
出力 :.x~ との関係が定義されている全ての共起情報の集合 C . Xが存在しない場合は，
仇
手)1貢 (Gl-1): LYのトライ上の検索|
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X に対してダブル配列D(l)を検索し， ρ二 Tric_Scarcb(D (1) ._\)を得る • jJがOならば，
Xカfトライに倍納されていないので，Cニ oを出)Jし，アルゴリズムを終了する .そう
でなければ，次へ進む.
手)1f{(Gl-2) : !関係定義の探索と出力処理|
X の識別番号 p で指定されるリンク関数の h~EYID [ρ]= { s ，7' } なる r から， Cvω= Tric_ 
GctAll(D(r))なるリンク関数集合Cvwを取得し，Cvw中の全ての要素 υω に対し，KEYID 
[w] = {t. TT}なる t，i' = Rc刊 rse_Out(t)を得，C U (_¥， i'，αu)とする .最後に Cを出)]
し，アルゴリズムを終了する.
[アルコリズム LT_lnsertJ 
入力 :リンクトライに登録されていない (_X，)"α) . 
出力:なし.
手)1買 (A-l): Iキ-X，Yの登録|
(アルゴリズム終)
p = Trie_jnsert(D(l)，.-Y)， q = Trie_Insert(D(l)，Y)より ，キ-X，Yをダブル配列に登
録し， KEYIDP3qを得る.
手)1貢(A-2): I関係の定義|
αのバイトコードチIjV， qのバイトコード列ω，KEYID[p] = {ムT}なる γに対し， Trie_ 
Insert(D(ァ)，vω)により υω を登録する.
[アルゴリズム LT_DeleteJ 
入力 :リンクトライに登録されている (X，)'，α) . 
出力 :なし.
手順 (D-l): !キ-.J)¥_，γの検索|
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5.6 結言
_¥， i.に対してダブル配列D(l)を検索し，s = Trie_Scarch(D(l)._¥)とt= Trie_Search 
(D(l). i ')を得る .
手JiI買 (D-2): !関係の削除|
sとtのどちらかがOならば，共起情報は未定義なので終了する .どちらも 0でなけ
れば、αのノてイトコード列 V，qのバイトコード列 w，KEYID[p] = {S.l・}な るrに対し，
Trie_Delete(D (r)，vω)により U町を削除する.
手JiI買 (D-3): Iキーの削除|
Tric_GetAll(D(ァ))=ゆとなれば，全ての関係がなくなるので， Tric_Dcl付e(D(l)..¥)に
より，キ-X'を削除する.
(アルゴリズム終)
[例 5.11J
共起情報集合Clをリンクトライに登録した例を図 5.7に，図 5.7をトライで表現した
例を図 5.8に示す.図 5.7でのダブル配列は，図 5.3と同じ内部表現値を使用し，空ノー
ドリンク法，複数のダブル配列統合法が利用されている.また 配列TAILは通常 1次元
の配列であるが，簡単のため 2次元の配列で表記し，KEYID， ROOTIDは配列TAILに
吸収されている.理解を深めるために，ダブル配列中のリンク関数に相当する要素は斜体
で示している.また，図 5.8でのノ ー ド番号は，図 5.7のインデックス番号と一致させて
いる.
(例終)
5.6 結言
本章では，共起情報を効率的に記憶検索する手法として，リンクトライを提案し，リン
クトライを用いた共起情報の検索，更新アルゴリズムを説明した.また，ダブル配列を用
いたリンクトライのデータ構造についても説明し，リンクトライでのダブル配列の管理
を効率化するために複数のダブル配列を lつに統合する手法も述べ これらについての検
索，更新アルゴリズムを説明した.
次章では，リンクトライの有効性を確認するために理論的評価と実験による評価を行う .
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第6章
評価と考察
6.1 緒言
本章では， 4章で述べたダブル配列の追加の高速化法と 5章で述べたリンクトライ法
の理論的評価と，実験による評価を行う.
実験による評価では，本手法と比較を行うために，通常のダブル配列と，ダブル配列を
用いた共起辞書を従来法として使用する.それぞれの手法において 検索に用いるデータ
のサイズと，様々な検索要求に対する検索速度を測定し，本手法の有効性を示す.
6.2 理論的評価
6.2.1 ダブjレ配列に対する評価
ダブル配列によるトライの遷移検索の最悪時間計算量は0(1)であるので，検索キーの
長さを kとするとダブル配列によるトライ検索の最悪時間計算量は O(k)となる.
ダブル配列への追加の最悪時間計算量は，関数J¥tIODIFYとX_CHECKに依存する .
更に，空ノードリンク法を使用する場合は関数 vV_CHECKにも依存する.評価するにあ
たって， トライの入力記号の最大数を e，ダブル配列の使用，未使用インデックス番号の
数をそれぞれ爪mとする.
関数 ¥V_CHECKについては，0(1)であるが，杢ノードリンク法の場合は，空ノード
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の位置を決定する必安があるため，故志の場合全ての空ノー ドをた どる必安がある.この
ため 0(l7)となる.
関数 ~IODIFY については， (1l-3)行と(11-9)行で2重のループ構造となっており， 共
に最患の場合e回繰り返す.また， 共に関数日二CHECI¥を持っているが， (m-9)行のルー
プ内での¥¥二CHECI(は既存の他を変更するだけであるので常に0(1)である.従って，関
数 :¥IODIFYの計算量はO(ど2)，杢ノードリンク法の場合はO(m.e2)となる .
関数 X_CHECKについても， (xx-2)， (x-2)行と (x-!)、(x-5)行で， 2重ループ併造となっ
ており， ( xx --!) ，( x -5 )行ではε回繰り返す. (xx-2)行では，ダブル配列のインテックス全て
をたどるためη+171回繰り返すことになる.但し範囲限定法では全体の (1-Sk'iP_Tαte) 
の割合だけたどるので， (1 -skip_rate) . (凡+m)回繰り返す.杢ノードリンク法の (x-2)
行では空ノードのみをたどるので，Tn回繰り返す.よって関数 X_CHECKの計算量はそ
れぞれ)0((η+m)ε)， O( (1 -skip_rαte) . (η+ m) . e)， O(m. e)となる.
以上より，追加の最悪時間計算量は以下のようになる.
従来のダブル配列 : 0((η+ 'm) . e + e2) 
範囲限定法 0((1-skip_Tαte) . (η+m). e十三)
空ノードリンク法 O((m.e).(l+e))
ここで，skip_rαte = 0.9とし， mの値が非常に小さい (次節で述べる)ことを考慮する
と以下のように近似できる.
従来のダブル配列 O(e. (η+ε)) 
範囲限定法 O(e. (0.1・η+ε))
空ノードリンク法 O(e'(l+e)) 
これらより，範閤限定法，空ノードリンク法は大量のキー集合に対しても十分実用的な
速度を実現できる.特に空ノードリンク法はダ.アール配列のサイズに依存しなくなるので非
常に高速となる.
削除の最悪時間計算量は，セパレートノードを削除するだけであるので関数Vv_CHECK
にのみ依存する.従って，従来のダブル配列と範囲限定法は 0(1)，空ノードリンク法は
O(m)となる.空ノードリンク法は空ノードの数に依存するので，大量のキー削除によ っ
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「空ノ ードが膨大な数となった ときは問題となるが，ダブル配列の応用において通常その
ような削除はあ りえないので実用的な速度ほ確保できる.
6.2.2 リンクトライに対する評価
リンクトライの検索は，キ-_¥司lとリンク関数の検索時間の総和である.但し， トラ
イ部とリンク関数の連結に表I¥EYIDを使用 しているので， KEYIDの遷移時間0(1)もイ、f
加される. リンク関数には， αとキー γの位置が格納されるので，これらのキーの長さ
をそれぞれん入:，kγ， kvwとすると，検索の最悪時間計算量はO(k.¥"+ k)，十人;V1U+ 1)となる
ここで，共起情報を従来のトライに登録することを考える.リンクトライでの検索アル
ゴリズム LT_Searchと同等の検索を可能とするためには， 入JとIの連鎖語葉S1-をキー
とし， αをレコード情報としてトライに登録する必要がある.キ-_Yγ に対する αは複数
存在する場合があるので，その数を~とするならば， レコード情報の取得時間は O(rn)
となり，検索時間計算量は O(k入.+ kγ+ Tn)となる.
従って，リンクトライと従来のトライの検索時間の差は，O(kvω+ 1)とO(rη)の差とい
うことになるが，これらはともにキー検索時間 O(k入:+ ky)より小さいので，実用上問題
となることはない.
リンクトライの更新は，ダブル配列の更新とほぼ同様である.表KEYIDの更新処理が
必要であるが， 0(1)で処理できるので無視できる.また，キ-.)(， Yとリンク関数のそれ
ぞれを処理することになるので，従来のトラ イの1回に対して処理は遅くなる.しかし，
キーの平均語長が短いことにより 1回のキー検索時間が短くなり 異なり語数が少ないの
で実際の更新回数が減少する.よって 実用上問題となることはない.
リンクトライの記憶量は従来のトライと同様，ダブル配列の記憶量に依存する.リンク
トライは リンク関数もダブル配列に登録しなければならないが従来のトライでは連鎖語
葉 .1¥1-を登録するため，キーの平均語長が長くな 1)，ノード数が爆発的に増加するので，
リンク関数のノード数を大幅に上回る .また，連鎖語葉XYを登録する従来のトライで
は，アルゴリズム LT_GetAllと同等の検索を実現できない.これは キ-xが登録され
ないことによるので，従来のトライでアルゴリズム LT_GetAlと同等の検索を実現する
ためには， ~y をキーに ， }r，αをレコード情報として登録するトライを別に用意する必要
がある.従って 従来は 2つのトライが必要であったのに対し リンクトライは lつです
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むので記憶量は大幅に減少する.
自然、言語処理システムでの辞書形態は， 多くの項目が登録された基本辞書ー が利用 される
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この観点より，提案手法は更新速度よりは検索速度とコンパク ト性が重要であり，
有効であるといえる.
ので，
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実験による評価6.3 
本手法の構成システムは約 1，000行のC++言語で、記述されており， DELL Precision 410 
3 i 
(OS:vVindo丸山NT4.0，CPU:pentiumII[400f¥1Hz])上で稼動している.入力記号の総数eは，
日本語など2パイこのため1バイトで表現できる数256に端記号を加えた257である.
リンク トライでのリまた，トで表現される文字からは連続する 2つの遷移が構成される.
計 6ノ〈イキ-yへの KEYID番号を 4バイト，αの内部表現値を 2バイト，
トで構成されている .
ンク関数は，
ダブル配列に対する評価6.3.1 
キー追加時の空ノードの割合の結果図 6.1
以下の評価を行った.
-空ノードの割合の評価
ダブル配列に対しては，
空ノードがインデックスの前後に集中すること登録キー数が多くなるにつれて，また
4.5.1項で述べこのこと治、らインデックスの後方の方がより集中している.がわかり，空ノ ードリンク法の評価-範囲限定法，
空ノ ー ドはダブル配列全体の後方 (インデックス番号の大きいほ
に集中するという仮定を確認する結果となった.
た範囲限定法において，
EDR電子化辞書[30]の英語単語辞書である.実験に用いたデータは，また，
空ノードの割合の評価
空ノードリンク法の評価範囲限定法『
ダブル配列のインデックス数に対する空ノードの割合が非常に小さ いことを確認するた
空ノードリンク法の有効性を確認するために，従来のダブル配列と比較し範囲限定法，
て評価を行った.
めに次の実験を行った.
関数 X_CHECKでの調査範囲が限定されるため，調査範囲外に空ノー範囲限定法は，
登録するキー数を変化させた場合の総インデックス数に対する空ノ ードの割図 6.1に，
記憶容そこで，記憶容量に影響を及ぼす.ごみとして残ってしまい，ドが存在する場合，
合をインデックスの範囲ごとに調査した結果を示す.結果から，登録キー数が多くなるに
量の評価として登録キー数を変化させた場合の空ノードの割合を調査した結果を図 6.2に
このことから，実用規模での辞つれて空ノード、の割合が急激に減っていることがわかる.
書のキ-数に対する空ノード数は無視できる程度になる.
キー登録数が増えるに従って空ノードの割合が小さくなっ
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図 6.1の結果と同様に，示す.
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ダブル配列のキー追加時間の結果図 6.3
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100件のキーを削除した場合の削図 6.4に登録キー数を変化させた場合のキー登録後，提案手法での空ノードの割合の結果図 6.2
図 6.4の結果か図中の削除時間は 1件あたりの時間である.除時間の実験結果を示す.
空ノードリンク法また登録キー数に関係なく一定の値を示していることがわかる.ら
それでも 10万ている.範囲限定法は他の 2つの手法に比べて空ノードの割合が多いが，
は削除時聞が空ノードの数に依存するので他の手法に比べ削除時間が遅くなっているが，
それでも 1件あたり 0.012msであり非常に高速であることがわかる .
十分小さい値となることがわかる.件登録時には0.2%ほどであるので，
これらの手空ノードリンク法はともにキー追加時間の高速化手法であり，範囲限定法，
ここで法を導入することによって検索アルゴリズムに変更が加えられることはないので，
リンクトライに対する評価6.3.2 は検索時間の評価は行う必要はない.
リンクトライの有効性を確認するため，対象手法として従来のトライに対して，連鎖語
図中の追加時間図 6.3に登録キー数を変化させた場合の追加時間の実験結果を示す.
簡単のため以下の表記を使用する.以後，葉 )(yをキーとしたものとの比較を行った.
図 6.3の結果かは全キーの登録時間をキー数で割った 1件あたりの時間を示している.
空ノードリンク法は9-320倍高速に追加できることがわか範囲限定法は 6~ 161音，Lっ，
追加時間がダブル配列のインデックス数に依存する従来の手法と範囲限定法またる.
リンクトライ
従来の トライにキーを連鎖語葉 J"{1" ， 
LT 
TXY 
ダブル配列のイン
デックス数に依存 しない空ノードリンク法はほぼ一定の値を示していることもわかる.
は，追加キー数が増加するにつれて追加時間も増加しているのに対 し，
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図 6.4 ダブル配列のキー削除時間の結果
レコード情報をαとして登録したもの
また，実験に使用したデータは， EDR電子化辞書 [30]の日本語共起辞書，英語共起辞
書であり ，キー総数はそれぞれ， 959，606件と 475，149件である.関係情報αについては，
EDRでの共起関係子にユニークな番号を割り当て，これを内部表現値とした.
表 6.1に実験結果をを示す.ここで，平均長，最大長，異なり語数は， LTについては
キ-X，l'， TXYについては連鎖詰葉XYに対するものである.配列TAILについては
KEYID， レコード情報も含む.また，検索，追加時間は全件に対して検索，追加を，削
除時間は 1，000件の削除を行った場合の 1件あた りに要する時間である.
リンクトライ LTのノード数は 従来のトライ TXYと比べて， トライ部に対するノー
ド数が効率的に圧縮されていることがわかる.また，リンク関数に対するノード数を加え
ても ，リンクトライのノード数は少なくなっており.本手法の有効性を確認できる.
検索時間については，従来手法とほぼ対等であるといえ，O(kvw + 1)とO(r九)の誤差
6 
6.-1. リンク トライ の応用
表 6.1 リンクトライの実験結果
日本語共起辞書 英語共起辞雷
LT T~Y LT T~Y 
平均長 (byte) 8.2 9.7 10.-1 
最大長 (byte) 6-1 92 86 92 
異なり語数 11-1.01-1 8-10.677 55.191 -1-15.61 
ノード数 187，605 4，2-10，913 167.53-1 3.013.-137 
ノード数(リンク関数) 1司376.662 598.182 
空ノード数 70 86 1071 -16 
空ノードの割合(%) 0.00-1 0.002 0.1-1 0.002 
自己ダ!JTAIL 2，558，036 5，338，201 1，202，677 2，337.822 
平均リンク数 9.5 11.7 
最大リンク数 3，654 2，924 
検索時間 (ms) 0.012 0.009 0.01-1 0.010 
追加時間 (ms) 0.140 0.058 0.213 0.050 
削除時間 (ms) 0.110 0.063 0.078 0.062 
程度に収まっているといえる.更新時間については リンクトライに lつの共起情報を登
録する場合に3回ダブル配列の操作を行う必要があることから 他の手法に比べて遅くは
なっているが，それでも追加時間で 1件あたり 0.2ms程度であり，非常に高速である.
記憶量に対する効果を確認するために，登録キー数を変化させた場合の記'憶量の結果を
図 6.5に示す.図 6.5から，リンクトライの記憶量は従来のトライに比べて 1/3以上コン
パクトになり，本手法の有効性がわかる.
6.4 リンクトライの応用
1)ンクトライは，共起情報の全てのデータをダブル配列 (トライ )上に記憶するため，
レコード情報には何も記憶されていない.更に キ-J¥"官γとリンク情報の全てがレコー
ド情報を保持することが可能である.
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一。一日本語共起辞書 LT
-・一日本語共起辞書 TXY
一会一英語共起辞書 LT
英語共起辞書 TXY
リンクトライに対訳データと言語情報を他市内すれば佼数の対訳辞書を統合することがで
きるようになる.また，多言語情報検索の研究 [33]などでは，検索クエリを翻訳する際の
訳語の選択に共起情報を利用するのでこれらもリンクトライに統合できる.
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本章では， -1章で述べたダブル配列の追加の高速化法と 5章で述べたリンクトライ法
の理論的評価と，実験による評価を行い，その有効性を示した.
ダブル配列の追加時間の高速化手法では，空ノードリンク法が最大約 320i音高速化さ
れ，劇的な改善が見られることがわかった.
リンクトライの評価では，検索の高速性は失われずに，記憶量の効率化が図れているこ
とカfわかった.
リンクトライは自然言語処理システムで使用される複数の辞書を統合化することが可能
であり，統合されれば更に記憶量の効率化が図れると考えられる .
? ? ? ?
同
型i
凡J
阿 10
キー数 (万件)
図 6.5 記憶量に対する結果
これを形態素解析などに応用すれば，共起辞書の他に形態素辞書もリンクトライに登録
することができ ，更に共起情報のキ-X，Yは形態素辞書の形態素に相当するため，形態
素辞書を登録しても必要な記憶量はレコー ド情報に対するものだけとなる.その他，必要
な辞書を全て lつのリンクトライに登録することができ 記憶容量や辞書管理の面におい
ても非常に効宅的になるといえる.
また，リンク トライはその構造から，共起情報だけでなく ，ある2つのデータ間に何ら
かの関係が定義されている情報であればどんなものでも格納できるので，その応用性は
品い.
たとえば多言語情報処理の研究 [31，32]では対訳辞書を多用するが，対訳辞書はレコー
ド情報として訳語を格納するので，対応言語数が増えるとそれだけ対訳辞書も必要とな
り，検索要求に応じて適当な辞書を使用しなければならないので，処理が複雑になるが，
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本論文では，自然言語処理システムにおける共起情報の重要性について述べ，従来の辞
書システムにおいての共起情報の格納方式に対する問題点をあげた.そして，共起情報を
効率的に記憶検索する手法を提案し，ダブル配列を用いたデータ構造と検索，更新アルゴ
リズムを提案した.また，提案したデータ構造の基礎構造であるダブル配列法について，
その問題点であったキー追加の速度を高速化する手法を提案した.更に，複数の辞書を使
用する辞書システムの管理効率を向上する手法を提案した.そして，提案手法の理論的評
価と実験による評価で有効性を示した.
本手法は，共起情報の効率的な記憶検索を実現したものであるのと同時に，辞書システ
ムにおいて関連する複数の辞書の統合化を実現できるものである.また 共起情報に限ら
ず，2つのデータ間にある関係が定義できる情報であればなんでも登録できるので，その
応用範囲も広く ，実用性も高いといえる.
本論文では，提案手法のデータ構造とアルゴリズムは主記憶に記憶することを前提に
議論してきたが，通常辞書は 2次記憶に蓄えられるため， 2次記憶に対するデータ構造が
必要である .これはダブル配列を 2次記憶に記憶させる問題となり，文献[24]によると，
キー集合を分割することでダブル配列を複数のブロックに分割し (複数のトライを構成す
ることになる)，ブロックの選定にハッシュ法などを利用する.ブロック分割によってダ
ブル配列の 1要素サイズを小さくできる利点もある.しかし この方法では複数のトライ
をlつのダブル配列で管理する提案手法の利点が活かされなくなるので，提案手法の利点
を活かしたまま 2次記憶に効率的に記憶する手法の考案が今後の課題となる.
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付録A
ダブル配列の実験に使用したキ一集合
¥tVel tanschau ung ¥iVestralian 日!ilton
¥tVeltanschau ungen ¥tVhig 'vViltshire 
Weltansicht Whiggery 'vVinches ter 
Weltansichten Whiggish ¥tVindsurfer 
日!eltpolitik Whiggism Winesap 
日!eltpolitiken 日!histlerian ¥i¥Tinnebago 
¥i¥Telwitschia Whitehall Winnie 
1へ1end Whi tmanesque Winnipegger 
Wendic 日!hitmonday Wintu 
Wendish Whitsun Wirephoto 
¥i¥Tertherian 日!hitsunday Wis. 
Wertherism Wicca Wisconsin 
日Tesleyan Wichita Wisdom 
Wesleyanism Wiegenlied Wm. 
¥i¥Testerner Wiegenlieder Wobbly 
¥tVesternization Wigwam Woden 
¥:Vestm Wikite Wolf 
日Testminster 'vVilsonian 日Tolfian
¥Vestphalian 'vVilsonianism Wolof 
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十j-f.求人 ダブル配ダiJの実験に使川したキー集合
¥ ¥'oh"el'iue ¥:P 
¥ ¥'oodland ¥:¥. 
¥ ¥'oodstock ¥:anadu 
¥ ¥'ordsworth ian Xanthippe 
¥'ork Xerography 
¥'orship ¥:erox 
¥Vorshipfltl Xhosa 
¥Votan Xn 
¥Nraf Xnt¥'. 
¥Vren Xray 
九Tritings Xt. 
Wu Xtian. 
¥Vy Xty 
Wyandotte Xylocain 
Wycliffite Y 
同!ykehamical Y-ogen 
Wykehamist Yーもrack
Wyo. Y.B. 
vVyomingite Y.C. 
X Y.M 
X-disease Y.M.C.A. 
X-irradiation Y.M.Cath.A. 
X-radiation Y.P.S.C.E 
X-ray Y.T. 
X-rts. Y.W.C.A. 
X.D. YAG 
X.L. YAV1S 
X.i YHvVH 
¥:1 Y1C 
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Y~IC:\ 
Y~IHλ 
YSO 
Y¥¥'C:¥ 
Y¥¥'Hλ 
Yahoo 
Yahrzeit 
Yahvistic 
Yahweh 
Yahwism 
Yahwist 
Yahwistic 
Yakima 
Yakut 
Yamasee 
Yank 
Yankee 
Yankee-Doodle 
Yankeedom 
Yankeefied 
Yankeeism 
Yankeeland 
Yanomama 
Yanomamo 
Yao 
Yaqui 
以下省略一一
付録B
リンクトライの実験に使用したキ一集合
B.l 関係情報の内部表現値
[内部表現値] [日本語共起辞書] [英語共起辞書]
@rentai @co-modifier 
2 @renyou @composite 
3 @unit @d-object 
4 あたりの @d-object(bare) 
5 あるいは @d-object(ing) 
6 し、つ @d-object(to) 
7 いえば @d-object(to_be_done) 
8 いた @i-object 
9 いった @o-complement 
10 いる @o-compleme州ba吋
11 および @o-complement(ing) 
12 七、 @o-complement(pp) 
13 かが @o-complement(to) 
14 かぎりの @o-complement(to_be_doing) 
15 かつ @o-complement(to_be_done) 
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十JJ.よB リンクトライの実験に使刑したキー集合 B.2. 日本語共起辞書
16 かで .QpassI¥"e-by B.2 日本語共起辞書
かと cg passi ，'c-co m p lement 70S" ファッション 9ii 
18 かとし、う 。pasI¥"e-co叫Jlement(bare) 日<知らされなかった議会>計画円 予定 255 
19 かということでは 。pasI，'e-comple日 "#I#族" 原子 9ii 
20 かとし、うことは 。passl ，'e-co叫 )lernent(pp) "#III# -1" 掲げ ~7~ 
21 かというと @passi，'e-co 叫 lement(to) "#III#族" "#¥"#族- 9ii 
22 かとも @passi¥"e-complement(to_be_doi月;) 
11子学1V#族叶 原子 977 
23 かどうか @passivc-complcmcnt(to_be_done) "#V1#族η 原子 97i 
2-1 かに @passive-object いくつ 調査報告 28 
25 かについて @passivc引 lbj 007 商社 12 
26 かにも @post-modifier 05mk2 機能 625 
27 かによって @pre-modifier OAイヒ言十画 始ま 849 
28 かの @pred-subj 1 刀て 849 
29 かは @s-complement し、 280 
30 かへ @s-complement(ing) 大学 625 
31 かも @s-complement(pp) 断面 977 
32 かもしれないと @s-complement(to) 有望 977 
33 から @s-complement(to_be_doing) 円1.0.η 開始 49 
34 からすると @s-complement(to_be_done) "1/4波長変成器" ラットレース回路 977 
35 からだけ @subject 10 3月 49 
36 からだけでは @unit 10 開始 849 
37 からだと For 10 出荷 944 
38 からで Of 100 な 554 
39 からでは Vvi' 100 運動 977 
40 からでも a 100 シリース 977 
10000 採用 554 
以下省略 1000L よ 280 
100R 後継 625 
1041GT Yブf;三J空しミ 944 
102 103 
付 録 B リンク トライの実験に化月lしたキー集合 B.2. 日本語共起辞書
10-!5SP 10-1 iSP 280 10進表現 採用 9-!-! 
10-! ，SP 機種 625 10 進法 小数 255 
10-!~ シリーズ 9ii 10進j去 採用 9-!-! 
1050¥' 1080¥ ' 9，7 10 進法 16進j去 9，7 
10，0¥' 1080¥' 977 10人委員会 決め 165 
い 10-BえSEJ. 用意 55-! 11 項目 977 
10E 用意 55-! 110 継続 912 
10円卓 あ 49 1100 シリース 977 
10円玉 な 49 1100 " 1100/82" 977 
10円玉 公衆電話 625 " 1100/60" " 1100/90.) 33 
10円玉 置 94-! "1100/60B" リプレース -l7-! 
10円玉 AJUL ， 977 "1100/81" リフ。レース 94-! 
10月債 ヲ|き上げ 33 "1100/90" サポート 165 
10進演算 結果 625 "1100/90" 強化 977 
10進計数回路 よ 280 "1100/90" シリーズ 977 
10進計数回路 あ 558 "1100/90Mode12η シリース 977 
10進計数回路 回路 849 "1100/94" " 1100/72" 280 
10進固定小数点方式 採用 944 1121 サポート 165 
10進数 表わ 165 116号事件 捜査 977 
10進数 16進数 280 1171 プロセッサー 977 
10 進数 加え 474 119番通報 直後 977 
10進数 変換 474 12 もたら 625 
10jjA数 表わ 944 12 も 944 
10 進数 計数 944 120E 同等 280 
10進数 メ己与、 944 120S 同等 849 
10進数 デー タ 977 12イマーム派 信 じ 849 
10 進数 16進数 977 
10 ;隻数 浮動小数点数 977 以下省略
10 進数字 整数 571 
10-1 105 
付録B リンクトライの実験に使用したキー集合 B.3 →で←壬五北起辞童央員口 ハ 閉
B.3 英語共起辞書 10th boundary フ
円%い bcst 65 10th place ? 
一%い reform 121 10th work 101 
"%. sale 121 10th month 121 
1 '30s" clasic 2 115th Derbv 2 
ァ'88' Olympian 2 11th floor 
うー
) 'POp Art was'" tal 35 11th year 27 
)'s" quality 178 11th round つ
)'s" have 35 1 th seed 2 
Okada poτt 2 11th year 2 
one member 27 " 12-passenger" wagon 27 
one shoulder 2 "12-to-one
l engme 27 
one van 121 12th anmversar 27 
one capable 121 12th place 27 
one lmportant 121 "13.5 million" dollar 2 
"a quarter" co un terpart 121 13th 日oor 2 
日1-a" classification 2 13th senes 105 
) 1.45 million" mark 2 " 14-power" conference 27 
円1.76 million" yen 2 14th automobile 27 
円10-year-old" boy 27 14th centur 27 
billion dollar 2 14th 日oor 2 
100th Congress 27 14th vlctor 2 
100th anmversar 27 14th May 121 
100th birthday 2 " 15-to-one" engme 27 
101st Congress 27 15th anmversar 2 
101st Congress 2 15th centur 2 
107th birthday 27 15th :'.Jovember 121 
10th victor 27 ) 16-hour" trammg 27 
10th anm，'ersar 2 16th centur 27 
106 107 
1-1"録B リンクトライの実験に使lけしたキー集合
16th ccntur つ
16th grcen つ
17th . :¥.rca Sllpport Group" 27 
1 7th Centul'Y 27 
17th year 27 
17th centur 2 
17th mmute 2 
17th place 2 
17th tee 2 
18th annrversar 27 
'1938-39); rule 27 
1980s cmema 2 
1980s slump 2 
"1988 Summer Olympic Games" Seoul 105 
"1990 World CUp" squad 2 
19th straight 1 
19th career 27 
19もh centur 27 
19th month 27 
19th centur 2 
1st game 27 
1st mnmg 27 
1st vlctor 27 
1st "Royal Tank Regimen t" 2 
1st run 2 
1st start 2 
以下省略 一一
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トライ構造を用いた共起'1"rl限の効率的記憶険索法に関する研究
審査結果の要旨
本論文は，自然、言語辞書に構築される基本語最の関係を定義することで無限に作り出される共起
情報の効率的な記憶検索技法に関する研究の成果をまとめたものである.
第 l章では，緒論として，I当然言語処理システムにおける共起情報の利用の歴史的背景を述べる
と共に，本研究の目的ならびにその工学上の意義を述べることで 本研究の意義及び位置付けを明雄
にしている.第 2章では，共起情報の概要と意義について説明している.また 自然言語処理シス
テムにおける辞書の意義についても述べると共に 辞書を構成する基本的なアルゴリズムについて
説明している.第 3章では，辞書の構成法として最も適しているトライ構造について概要を述べる
と共に，その検索，更新アルゴリズムについて説明している.第 4章では トライ構造を実装する
ためのデータ構造について説明すると共に，最も効率的な手法であるダブlレ配列法について，検索，
更新アルゴリズムとともに詳細に述べている.また ダブル配列法のl問題点であるキー追加の速度を
改善する手法として，ダブル配列で情築された辞書を変更することなく高速化する手法と，ダブル
配列に格納したI青報を利用して高速化を実現する手法を提案している.第 5章では，共起情報を効
率的に記憶検索する手法として，関連研究とともに提案手法であるリンクトライについて述べ，リ
ンクトライにおいて定義されるリンク情報により，冗長性を排除した効率的な記憶が可能となるこ
とを示すと共に，提案した構造における共起情報の検索，更新アルゴリズムを説明している.また，
ダプル配列を用いたリンクトライのデータ構造についても説明し リンクトライのデータ構造を提
案する上で考案された，複数の辞書を 1つのダブル配列で管理する手法も述べている.第 6章では，
提案手法に対して検索速度，記憶効率の理論的評価，及び実験による評価を与え，本手法の有効性を
確かめると共に，考察を加えている.最後に，第 7章で本研究で得られた諸成果の総括を行い，今
後の研究課題について述べている.
以上本研究は， トライ構造を用いた共起情報の効率的な記憶検索技法を提案し，その有効性を考
察したものであり，本論文は博士(工学)の学位授与に値するものと判定する.
