Abstract. We propose and justify a new approach to constructing optimal nonlinear transforms of random vectors. We show that the proposed transform improves such characteristics of rank-reduced transforms as compression ratio, accuracy of decompression and reduces required computational work. The proposed transform T p is presented in the form of a sum with p terms where each term is interpreted as a particular rank-reduced transform. Moreover, terms in T p are represented as a combination of three operations F k , Q k and ϕ k with k = 1, . . . , p. The prime idea is to determine F k separately, for each k = 1, . . . , p, from an associated rank-constrained minimization problem similar to that used in the Karhunen-Loève transform. The operations Q k and ϕ k are auxiliary for finding F k . The contribution of each term in T p improves the entire transform performance. A corresponding unconstrained nonlinear optimal transform is also considered. Such a transform is important in its own right because it is treated as an optimal filter without signal compression. A rigorous analysis of errors associated with the proposed transforms is given.
Introduction
Methods of data dimensionality reduction [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] have been applied successfully to many applied problems. The diversity of applications has stimulated a considerable increase in the study of data dimensionality reduction in recent decades. Significant recent results in this challenging research area are described, in particular, in references [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] . The known methods concern both a probabilistic setting (as in [5, 6, 7, 8, 9, 10, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28] ) and deterministic setting (as in [12, 13, 14, 15] ) in the dimensionality reduction. The associated techniques are often based on the use of reduced-rank operators.
In this paper, a further advance in the development of reduced-rank transforms is presented. We study a new approach to data dimensionality reduction in a probabilistic setting based on the development of ideas presented in [5, 6, 7, 26, 27, 28, 29] .
Motivation for the proposed approach arises from the following observation. In general, the reduced-rank transform consists of the three companion operations which are filtering, compression and reconstruction [5, 6, 7, 16, 26] . Filtering and compression are performed simultaneously to estimate a reference signal x with m components from noisy observable data y and to filter and reduce the data to a shorter vectorx with η components, η < m. Components ofx are often called principal components [4] . The quotient η/m is called the compression ratio. Reconstruction returns a vectorx with m components so thatx should be close to the original x.
It is natural to perform these three operations so that the reconstruction error and the related computational burden are minimal.
As a result, the performance of the reduced-rank transform is characterized by three issues which are (i) associated accuracy, (ii) compression ratio, and (iii) computational work.
For a given compression ratio, the Karhunen-Loève transform (KLT) [5, 6, 7] minimizes the reconstruction error over the class of all linear reduced-rank transforms. Nevertheless, it may happen that the accuracy and compression ratio associated with the KLT are still not satisfactory. In such a case, an improvement in the accuracy and compression ratio can be achieved by a transform with a more general structure than that of the KLT. Special non-linear transforms have been studied in [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34] using transform structures developed from the generalised Volterra polynomials. Nevertheless, the transforms [16, 26, 27, 28, 29] imply a substantial computational burden associated with the large number N of terms required by the underlying Volterra polynomial structure.
Our objective is to justify a new transform that may have both accuracy and compression ratio better than those of the known transforms [5, 6, 7, 26, 27, 28, 29] . A related objective is to find a way to reduce the associated computational work compared with that implied by the transforms [26, 27, 28, 29] . The analysis of these issues is given in Sections 4, 5.2.2 (Remark 4), 5.2.3 and 5.2.4.
In Section 5.2.5, we show that the proposed approach generalizes the Fourier series in Hilbert space, the Wiener filter, the Karhunen-Loève transform and the transforms given in [26, 27, 29] .
Method description
We use the following notation:
(Ω, Σ, µ) is a probability space, where Ω = {ω} is the set of outcomes, Σ a σ-field of measurable subsets of Ω and µ : Σ → [0, 1] an associated probability measure on Σ with µ(Ω) = 1; x ∈ L 2 (Ω, R m ) and y ∈ L 2 (Ω, R n ) are random vectors with realizations x = x(ω) ∈ R m and y = y(ω) ∈ R n , respectively.
Each matrix M ∈ R m×n defines a bounded linear transformation M :
We note that there are many bounded linear transformations from
Throughout the paper, the calligraphic character letters denote operators defined similarly to M.
. . , n. For all i = 1, . . . , m and k = 1, . . . , n, we set
We also write
Achievement of the above objectives is based on the presentation of the proposed transform in the form of a sum with p terms (3) where each term is interpreted as a particular rank-reduced transform. Moreover, terms in (3) are represented as a combination of three operations F k , Q k and ϕ k for each k = 1, . . . , p, where ϕ k is nonlinear. The prime idea is to determine F k separately, for each k = 1, . . . , p, from an associated rank-constrained minimization problem similar to that in the KLT. The operations Q k and ϕ k are auxiliary for finding F k . It is natural to expect that a contribution of each term in (3) will improve the entire transform performance.
To realize such a scheme, we choose the Q k as orthogonal/orthonormal operators (see Section 3). Then each F k can be determined independently for each individual problem (33) or (56) below. Next, operators ϕ k are used to reduce the number of terms from N (as in [16, 26, 27, 28, 29] ) to p with p N . For example, this can be done when we choose ϕ k in the form presented in Section 5.2.4. Moreover, the composition of operators Q k and ϕ k allows us to reduce the related covariance matrices to the identity matrix or to a block-diagonal form with small blocks. Remark 4 in Section 5.2.2 gives more details in this regard. The computational work associated with such blocks is much less than that for the large covariance matrices in [16, 26, 27, 28, 29] .
To regulate accuracy associated with the proposed transform and its compression ratio, we formulate the problem in the form (6)- (7) where (7) consists of p constraints. It is shown in Remark 2 of Section 4, and in Sections 5.2.1, 5.2.2 and 5.2.4 that such a combination of constraints allows us to equip the proposed transforms with several degrees of freedom.
The structure of our transform is presented in Section 3 and the formal statement of the problem in Section 4. In Section 5, we determine operators Q k and F k (Lemmata 1 and 3, and Theorems 1 and 2, respectively).
3 Structure of the proposed transform
Generic form
The proposed transform T p is presented in the form
where
Hilbert spaces, and k = 1, . . . , p.
In (3), the vector f and operators F 1 , . . . , F p are determined from the minimization problem (6)- (7) given in the Section 4. Operators Q 1 , . . . , Q p in (3) are orthogonal (orthonormal) in the sense of the Definition 1 in Section 4 (in this regard, see also Remark 3 in Section 5.1).
To demonstrate and justify flexibility of the transform T p with respect to the choice of ϕ 1 , . . . , ϕ p in (3), we mainly study the case where ϕ 1 , . . . , ϕ p are arbitrary. Specifications of ϕ 1 , . . . , ϕ p are presented in Sections 3.2, 5.2.4 and 5.2.5 where we also discuss the benefits associated with some particular forms of ϕ 1 , . . . , ϕ p .
Some particular cases
Particular cases of the model T p are associated with specific choices of ϕ k , Q k and F k . Some examples are given below.
(i) If H X = H Y = R n and H k =H k = R nk where R nk is the kth degree of R n , then (3) generalises the known transform structures [16, 26, 27, 28, 29] . The models [16, 26, 27, 28, 29] follow from (3) if ϕ k (y) = y k where y k = (y, . . . , y) ∈ L 2 (Ω, R nk ), Q k = I, where I is the identity operator, and if F k is a k-linear operator. It has been shown in [16, 26, 27, 28, 29] that such a form of ϕ k leads to a significant improvement in the associated accuracy. See Section 5.2.5 for more details.
(
(Ω, H X ) then ϕ k and Q k can be chosen so that ϕ k (y) = u k and Q k = I, respectively. As a result, in this particular case,
(iv) Letx (1) , . . . ,x (p) be estimates of x by the known transforms [7, 25, 30] . Then we can put ϕ 1 (y) =x (1) , . . . , ϕ p (y) =x (p) . In particular, one could choose ϕ 1 (y) = y. In such a way, the vector x is pre-estimated from y, and therefore, the overall x estimate by T p will be improved. A new recursive method for findingx (1) , . . . ,x (p) is given in Section 5.2.4 below. Other particular cases of the proposed transform are considered in Sections 5.2.4 and 5.2.5.
Remark 1.
The particular case of T p considered in the item (iii) above can be interpreted as an operator form of the Fourier polynomial in Hilbert space [35] . The benefits associated with the Fourier polynomials are well known. In item (ii) of Section 5.2.5, this case is considered in more detail.
Statement of the problem
First, we define orthogonal and orthonormal operators as follows.
Here, O and I are the zero matrix and identity matrix, respectively. If E v i v j = O for i = j with i, j = 1, . . . , p, and if E v i v j is not necessarily equal to I for i = j then Q 1 , . . . , Q p are called pairwise orthogonal.
Hereinafter, we suppose that F k is linear for all k = 1, . . . , p and that the Hilbert spaces are the finite dimensional Eucledian spaces,
where g(ω) is the Euclidean norm of g(ω). Let us denote
The problem is (i) to find operators Q 1 , . . . , Q p satisfying Definition 1, and (ii) to determine the vector f 0 and operators F 0 1 , . . . , F 0 p such that
subject to
Here, for k = 1, . . . , p, (see, for example, [44] )
We write
with v k defined by Definition 1. It is supposed that covariance matrices formed from vectors Q 1 ϕ 1 (y), . . . , Q p ϕ p (y) in (3) are known or can be estimated. Various estimation methods can be found in [36, 37, 38, 39, 40, 41] . We note that such an assumption is traditional [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] in the study of optimal transforms. The effective estimate of covariance matrices represents a specific task [36, 37, 38, 39, 40, 41] which is not considered in this paper.
Remark 2. Unlike known rank-constrained problems, we consider p constraints (7). The number p of the constraints and the ranks η 1 , . . . , η p form the degrees of freedom for T 0 p . Variation of p and η 1 , . . . , η p allows us to regulate accuracy associated with the transform T 0 p (see (21) (21) and (46) that the accuracy increases if p and η 1 , . . . , η p increase. Conversely, by (67), the compression ratio is improved if η 1 , . . . , η p decrease.
Solution of the problem
The problem (6)- (7) generalises the known rank-constrained problems where only one constraint has been considered. Our plan for the solution is as follows. First, in Section 5.1, we will determine the operators Q 1 , . . . , Q p . Then, in Section 5.2, we will obtain f 0 and F 0 1 , . . . , F 0 p satisfying (6) and (7).
Determination of orthogonalizing operators
If M is a square matrix then we write M 1/2 for a matrix such that M 1/2 M 1/2 = M. We note that the matrix M 1/2 can be computed in various ways [42] . In this paper, M 1/2 is determined from the singular value decomposition (SVD) [43] of M . For the case when matrix E v k v k is invertible for any k = 1, . . . , p, the orthonormalization procedure is as follows. For u k ∈ L 2 (Ω, R n ), we write
respectively.
Lemma 1. Let
where E −1
exists. Then (i) the vectors w 1 , . . . , w p are pairwise orthogonal, and (ii) the vectors v 1 , . . . , v p , defined by
for i = 1, . . . , p, are pairwise orthonormal.
Proof . The proof is given in the Appendix.
For the case when matrix E v k v k is singular for k = 1, . . . , p, the orthogonalizing operators Q 1 , . . . , Q p are determined by Lemma 3 below. Another difference from Lemma 1 is that the vectors v 1 , . . . , v p in Lemma 3 are pairwise orthogonal but not orthonormal. An intermediate result is given in Lemma 2.
The symbol † is used to denote the pseudo-inverse operator [45] . It is supposed that the pseudo-inverse M † for matrix M is determined from the SVD of M .
Lemma 2 ([26]). For any random vectors
Lemma 3.
with A ik ∈ R n×n arbitrary. Then the vectors v 1 , . . . , v p are pairwise orthogonal.
We note that Lemma 3 does not require invertibility of matrix E v k v k . At the same time, if
exists, then vectors w 1 , . . . , w p and v 1 , . . . , v p defined by (11) and Lemma 3 respectively, coincide.
Remark 3. Orthogonalization of random vectors is not, of course, a new idea. In particular, generalizations of the Gram-Schmidt orthogonalization procedure have been considered in [46, 47] . The proposed orthogonalization procedures in Lemmata 1 and 3 are different from those in [46, 47] . In particular, Lemma 3 establishes the vector orthogonalization in terms of pseudoinverse operators. A particular case of the practical implementation of the random vector orthogonalization is considered in Section 6. (6)- (7) 5. (6)- (7) are defined from the following Theorem 1.
Determination of
where U i ∈ R m×n , V i ∈ R n×n are orthogonal and Σ i ∈ R n×n is diagonal,
with α i1 ≥ · · · ≥ α ir > 0, α i,r+1 = · · · = α in = 0 and r = 1, . . . , n where r = r(i). We set
respectively, for any w i ∈ L 2 (Ω, R n ).
. . , v p be determined by Lemma 1. Then the vector f 0 and operators F 0 1 , . . . , F 0 p , satisfying (6)- (7), are determined by
The accuracy associated with transform T 0 p , determined by (8) and (20) , is given by
Proof . The functional J(f, F 1 , . . . , F p ) is written as
We remind (see Section 2) that here and below,
In other words, the right hand side in (22) is a function of f , F 1 , . . . , F p .
Let us show that J(f, F 1 , . . . , F p ) can be represented as
Indeed, J 1 and J 2 are rewritten as follows
and
In (27),
due to the orthonormality of vectors v 1 , . . . , v p . Then
Hence, (23) is true. Therefore,
It follows from (32) that the constrained minimum (6)- (7) is achieved if f = f 0 with f 0 given by (20) , and if F 0 k is such that
The solution to (33) is given [43] by
Then
Here [43] ,
with r = r(k). Thus, (21) is true. The theorem is proved.
. . , v p be determined by Lemma 1. Then the vectorf and operatorŝ F 1 , . . . ,F p satisfying the unconstrained problem (6), are determined bŷ
The accuracy associated with transformT p given bŷ
is such that
Proof . The proof follows directly from (32).
The case when matrix
We write A k ∈ R m×n for an arbitrary matrix, and define operators A k :
(Ω, R n ) similarly to those in (9) and (10). For the case under consideration (matrix E v k v k is not invertible), we introduce the SVD of
where, as above, U k ∈ R m×n , V k ∈ R n×n are orthogonal and Σ k ∈ R n×n is diagonal,
with β k1 ≥ · · · ≥ β kr > 0, β k,r+1 = · · · = β kn = 0, r = 1, . . . , n and r = r(k). Let us set
respectively, for any w k ∈ L 2 (Ω, R n ).
As noted before, we write I for the identity operator.
Theorem 2. Let v 1 , . . . , v p be determined by Lemma 3. Then f 0 and F 0 1 , . . . , F 0 p , satisfying (6)- (7), are determined by
where for k = 1, . . . , p, A k is any linear operator such that rank F 0 k ≤ η k 1 . The accuracy associated with transform T 0 p given by (8) and (43)- (45) is such that
Proof . For v 1 , . . . , v p determined by Lemma 3, J(f, F 1 , . . . , F p ) is represented by (22) as well. Let us consider J 0 , J 1 and J 2 given by
To show that
with J(f, F 1 , . . . , F p ) defined by (22), we use the relationships (see [26] )
due to orthogonality of the vectors v 1 , . . . , v s . On the basis of (50)- (53) and similarly to (30)- (31), we establish that (49) is true. Hence,
It follows from the last two terms in (55) that the constrained minimum (6)- (7) is achieved if f = f 0 with f 0 given by (43) , and F 0 k is such that
The constrained minimum (6)- (7) is achieved if f = f 0 is defined by (43) , and if [43] 
The matrix equation (57) has the general solution [45] 
if and only if
The latter is satisfied on the basis of the following derivation 2 .
2 Note that the matrix
† is simply a projection onto the null space of Ev k v k and can be replaced
As an extension of the technique presented in the proving Lemmata 1 and 2 in [26] , it can be shown that for any matrices Q 1 , Q 2 ∈ R m×n ,
where N (Q i ) is the null space of Q i for i = 1, 2. In regard of the equation under consideration,
The definition of G η k implies that
On the basis of (60), the latter implies (59) is true. Hence, (58) and (44)- (45) are true as well.
Next, similar to (35) ,
Then (46) follows from (55), (58), (43) and (62).
Remark 4. The known reduced-rank transforms based on the Volterra polynomial structure [16, 27, 29] require the computation of a covariance matrix similar to E vv , where v = [v 1 , . . . , v p ] T , but for p = N where N is large (see Sections 1 and 2). The relationships (30)- (33) and (51)- (56) illustrate the nature of the proposed method and its difference from the techniques in [16, 27, 29] : due to the structure (3) of the transform T p , the procedure for finding f 0 , F 0 1 , . . ., F 0 p avoids direct computation of E vv which could be troublesome due to large N . If operators Q 1 , . . . , Q p are orthonormal, as in Theorem 1, then (29) is true and the covariance matrix E vv is reduced to the identity. If operators Q 1 , . . . , Q p are orthogonal, as in Theorem 2, then (54) holds and the covariance matrix E vv is reduced to a block-diagonal form with non-zero blocks E v 1 v 1 , . . . , E vpvp so that
with O denoting the zero block. As a result, the procedure for finding f 0 , F 0 1 , . . . , F 0 p is reduced to p separate rank-constrained problems (33) or (56). Unlike the methods in [16, 27, 29] , the operators F 0 1 , . . . , F p 0 are determined with much smaller m × n and n × n matrices given by the simple formulae (20) and (43)- (45) . This implies a reduction in computational work compared with that required by the approach in [27, 29, 34] .
Corollary 2. Let v 1 , . . . , v p be determined by Lemma 3. Then the vectorf and operators F 1 , . . . ,F p , satisfying the unconstrained minimum (6), are determined bȳ
The associated accuracy for transformT p , defined bȳ
is given by
Proof . It follows from (55) that the unconstrained minimum (6) is achieved if f is defined by (63) and if F k satisfies the equation
. . , p. Similar to (57)-(58), its general solution is given by (8), (43)- (45) with A k = O for k = 1, . . . , p where A k is the matrix given in (58). We write [T 0
k ∈ R η k ×n . Here, η 1 , . . ., η p are determined by (7). Then The compression ratio of transform T 0 p is given by First, we set ϕ k (y) = y and determine estimate x (1) of x from the solution of problem (6) (with no constraints (7)) by Corollaries 1 or 2 with p = 1. Next, we put ϕ 1 (y) = y and ϕ 2 (y) = x (1) , and find estimate x (2) from the solution of unconstrained problem (6) with p = 2. In general, for j = 1, . . . , p, we define ϕ j (y) = x (j−1) , where x (j−1) has been determined similarly to x (2) from the previous steps. In particular, x (0) = y.
(ii) Operators ϕ 1 , . . . , ϕ p can also be chosen as elementary functions. An example is given in item (i) of Section 3.2 where ϕ k (y) was constructed from the power functions. An alternative possibility is to choose trigonometric functions for constructing ϕ k (y). For instance, one can put
with y = [y 1 , . . . , y n ] T and k = 1, . . . , p − 1. In this paper, we do not analyse such a possible choice for ϕ 1 , . . . , ϕ p . (65), which are particular cases of the transforms given in Theorems 1 and 2, represent optimal filters that perform pure filtering with no signal compression. Therefore they are important in their own right.
Other particular cases of transform
(ii) The Fourier series as a particular case of transformT p . For the case of the minimization problem (6) with no constraint (7), F 1 , . . . , F p are determined by the expressions (36) and (63)-(65) which are similar to those for the Fourier coefficients [35] . The structure of the model T p presented by (3) is different, of course, from that for the Fourier series and Fourier polynomial (i.e. a truncated Fourier series) in Hilbert space [35] . The differences are that T p transforms y (not x as the Fourier polynomial does) and that T p consists of a combination of three operators ϕ k , Q k and F k where
is an operator, not a scalar as in the Fourier series [35] . The solutions (36) and (63)- (65) of the unconstrained problem (6) are given in terms of the observed vector y, not in terms of the basis of x as in the Fourier series/polynomial. The special features of T p require special computation methods as described in Section 5.
Here, we show that the Fourier series is a particular case of the transform T p . Let x ∈ L 2 (Ω, H) with H a Hilbert space, and let {v 1 , v 2 , . . .} be an orthonormal basis in L 2 (Ω, H). For any g, h ∈ L 2 (Ω, H), we define the scalar product ·, · and the norm · E in L 2 (Ω, H) by
respectively. In particular, if H = R m then
i.e. E[ g 2 ] is defined similarly to that in (4).
Let us consider the special case of transform T p presented in item (iii) of Section 3.2 and let us also consider the unconstrained problem (6) formulated in terms of such a T p where we now assume that x has the zero mean, f = O, p = ∞, {v 1 , v 2 , . . .} is an orthonormal basis in L 2 (Ω, H) and F k is a scalar, not an operator as before. We denote α k = F k with α k ∈ R. Then similar to (36) in Corollary 1, the solution to unconstrained problem (6) is defined byα k such thatα
Here,
= 0 by the assumption. Hence,α k = E xv k is the Fourier coefficient and the considered particular case of T p (y) with F k determined byα k is given by
Thus, the Fourier series (71) in Hilbert space follows from (3), (6) and (36) when T p has the form given in item (iii) of Section 3.2 with x, f , p, {v 1 , v 2 , . . .} and F k as above.
(iii) The Wiener filter as a particular case of transformT p (63)-(65). In the following Corollaries 3 and 4, we show that the filterT p guarantees better accuracy than that of the Wiener filter.
ThenT p is reduced to the filterŤ such that
Remark 7. The unconstrained linear filter, given by (72), has been proposed in [7] . The filter (72) is treated as a generalisation of the Wiener filter. 
Proof . It is easy to show that
and then (73) follows from (66) and (74).
(iv) The KLT as a particular case of transform T 0 p (43)- (46) . The KLT [7] follows from (43)- (46) To compare the transform T 0 p with the KLT [7] , we apply T 0 p , represented by (43)- (46) , to the zero mean vectorsx,ṽ 1 , . . . ,ṽ p as above. We write T * p for such a version of T 0 p , and T KLT for the KLT [7] .
6 Numerical realization 6.1. Orthogonalization. Numerical realization of transforms of random vectors implies a representation of observed data and estimates of covariance matrices in the form of associated samples.
For the random vector u k , we have q realizations, which are concatenated into n × q matrix U k . A column of U k is a realization of u k . Thus, a sequence of vectors u 1 , . . . , u p is represented by a sequence of matrices U 1 , . . . , U p . Therefore the transformation of u 1 , . . . , u p to orthonormal or orthogonal vectors v 1 , . . . , v p (by Lemmata 1 and 3) is reduced to a procedure for matrices U 1 , . . . , U p and V 1 , . . . , V p . Here, V k ∈ R n×q is a matrix formed from realizations of the random vector v k for each k = 1, . . . , p.
Alternatively, matrices V 1 , . . . , V p can be determined from known procedures for matrix orthogonalization [43] . In particular, the QR decomposition [43] can be exploited in the following way. Let us form a matrix U = [U T 1 . . . U T p ] T ∈ R np×q where p and q are chosen such that np = q, i.e. U is square 3 . Let U = V R be the QR decomposition for U with V ∈ R np×q orthogonal and R ∈ R np×q upper triangular. Other known procedures for matrix orthogonalization can be applied to U 1 , . . . , U p in a similar fashion.
Remark 8. For the cases when v 1 , . . . , v p are orthonormal or orthogonal but not orthonormal, the associated accuracies (21), (38) , (46) and (66) differ for the factors depending on (E 6.2. Covariance matrices. The expectations and covariance matrices in Lemmata 1-3 and Theorems 1-2 can be estimated, for example, by the techniques developed in [36, 37, 38, 39, 40, 41] . We note that such estimation procedures represent specific problems which are not considered here. respectively. Here, F 0 k ,F k andF k are defined similarly to (20) , (36) , (44), (45), (64) and (65).
Discussion
Some distinctive features of the proposed techniques are summarized as follows.
Remark 9. It follows from Theorems 1 and 2, and Corollaries 1 and 2 that the accuracy associated with the proposed transform improvs when p increases.
Thus, U ik = E u i w k E −1 w k w k , and the statement (i) is true. It is clear that vectors v 1 , . . . , v p , defined by (12) , are orthogonal. For Q k , defined by (13), we have Q k = (E 1/2 w k w k ) −1 and
Hence, v 1 , . . . , v p , defined by (12) , are orthonormal.
Proof of Lemma 3. We wish that E v i v k = O for i = k. If Z ik has been chosen so that this condition is true for all k = 1, . . . , i − 1 then we have
Thus,
The necessary and sufficient condition [45] for the solution of the matrix equation (81) is given by
By Lemma 2, (82) is true. Then, on the basis of [45] , the general solution to (81) is given by (16) .
