Abstract We describe a new spectral method for solving matrix-valued Riemann-Hilbert problems numerically. We demonstrate the effectiveness of this approach by computing solutions to the homogeneous Painlevé II equation. This can be used to relate initial conditions with asymptotic behaviour.
Introduction
Riemann-Hilbert problems occupy an important place in applied analysis. They have been used to derive the asymptotics of nonlinear differential equations such as the Painlevé transcendents [10] , the nonlinear Schrödinger equation and the KdV equation [1] , as well as orthogonal polynomials and random matrices [7] . The key to their effectiveness is that they can be deformed in the complex plane to turn oscillations into exponential decay. This is known as nonlinear steepest descent [9] , as it is much like the classical theory of steepest descent for oscillatory integrals. Thus Riemann-Hilbert formulations can loosely be viewed as a nonlinear counterpart to the integral representations that are known for many important linear differential equations; such as the Airy equation, hypergeometric equations [2] , wave equation and heat equation.
Integral representations have another important use, in addition to the derivation of asymptotics: numerical computation through quadrature. Indeed, they have been used to great effect for computing Airy functions and Bessel functions [11] , which, in a certain sense, are linear analogues of Painlevé transcendents. The aim of this paper is to demonstrate that Riemann-Hilbert problems share this property with integral representations: they can also be used to compute solutions to the associated equations numerically.
A Riemann-Hilbert problem is the problem of finding a function that is analytic everywhere in the complex plane except along a given curve, on which it has a prescribed jump. This can be written more precisely as Problem 1.1 [14] Given an oriented curve Γ ⊂ C and a jump matrix G : Γ → C 2×2 , find a function Φ : C\Γ → C 2×2 which is analytic everywhere except on Γ such that Φ + (z) = Φ − (z)G(z) for z ∈ Γ and Φ(∞) = I, where Φ + denotes the limit of Φ as z approaches Γ from the left, and Φ − denotes the limit of Φ as z approaches Γ from the right and Φ(∞) = lim |z|→∞ Φ(z).
To demonstrate the numerical approach, we will focus on the Painlevé II transcendent, though the techniques developed are generalizable for other Riemann-Hilbert problems. The Painlevé II equation is
where α is a complex parameter. For simplicity, we will take α = 0. From this differential equation, an equivalent Riemann-Hilbert formulation is derived by finding a Lax pair representation, which in turn is uniquely specified by behaviour along Stokes' lines. This can then be rephrased as a Riemann-Hilbert problem [10] . As explained in [12] , the curve Γ in the Riemann-Hilbert problem for the homogeneous Painlevé II equation consists of six rays originating from the origin (see Figure 1 ):
where Γ κ = z ∈ C : arg z = π 6 + π 3 (κ − 1) .
The jump function has a different definition depending on which ray Γ κ that z lies on: 1 κ even and z ∈ Γ κ , 1 s κ e 8i/3z 3 +2ixz 1 κ odd and z ∈ Γ κ .
Instead of imposing initial conditions, we choose constants s 1 , s 2 and s 3 which satisfy the following compatibility condition:
Once we have found a function Φ(x; z) that satisfies the Painlevé II Riemann-Hilbert problem, a solution to (1.1) is
If x is not such that u(x) has a pole, then (1.2) is sufficient to ensure a unique solution to the Riemann-Hilbert problem [10] . As in the integral representation of the Airy function, the original variable x has been reduced to a parameter.
By moving from the original differential equation to Problem 1.1, we have transformed a nonlinear problem to a linear problem, ignoring the boundary condition at ∞. We can rephrase the problem so that it is completely linear: define
Now the operator L is linear, from the space of functions analytic off Γ and which decay at ∞ to the space of functions defined on Γ.
Consider for the moment the following simple and scalar Riemann-Hilbert problem:
Given an oriented curve Γ ⊂ C and a function f : Γ → C which is Hölder-continuous on each smooth segment of Γ, find a function ψ : C\Γ → C which is analytic everywhere except on Γ such that
Definition 1.3
We denote the linear operator that maps f to such a ψ as M Γ , and the linear operators that map f to ψ ± as M ± Γ . When Γ is clear from context, we use the notation M.
For analysts, solving this equation is a trivial application of Plemelj's lemma [14] , and can be written in terms of the Hilbert transform:
Though the Hilbert transform can be computed using many methods (cf. [13] for a recent review), in a certain sense we have moved backwards: the functions in Problem 1.2 are bounded (and, in the Painlevé case, analytic), whereas (1.4) has introduced a singularity that must somehow be dealt with. Thus the approach taken in [17] was to apply Plemelj's lemma in reverse; i.e., compute (1.4) numerically by rewriting it as Problem 1.2. This can be accomplished efficiently using the FFT when Γ is a circle, interval, ray or combination of multiple such curves, as reviewed in Section 3. Moreover, the computation of M is achieved by computing M ± , which is what we actually require.
The importance of the operator M is that it uniquely maps any Hölder-continuous function defined on Γ to an analytic function defined off Γ. This still holds true when it is a matrix-valued function, in a component-wise manner. Moreover, under certain conditions which are satisfied in our case, this map is one-to-one. In other words, for a function V defined on Γ, if
it follows that Ψ = MV + I satisfies all the conditions of Problem 1.1. Moreover, LM maps the space of functions which are Hölder-continuous on the segments of Γ to itself.
The numerical method can now be described as follows, and it is essentially a collocation method:
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to u n (x) which approximates u(x).
Though this is set-up in a framework which is applicable to a general class of RiemannHilbert problems, we will focus on constructing the scheme for the homogeneous Painlevé II equation. The next four sections correspond to each of the steps of Algorithm 1.4. Whereas Algorithm 1.4 suggests that we will need to solve a 24n × 24n linear system, we will find that the degree of the linear system will only be 6(n − 1) × 6(n − 1) by using a priori information about the solution.
There are some other approaches for the computation of Riemann-Hilbert problems, though none are applicable to our particular problem. The conjugation method [19] can be used to solve a nonlinear Riemann-Hilbert problem on the unit circle related to conformal mapping. This has been generalized to multiple circles [18, 20] , but not to unit intervals or curves like our Γ. Another approach applicable to smooth closed curves is based on solving integral equations [15] .
Choice of basis
Each curve Γ κ is a ray in the complex plane. An oft-used technique from spectral methods, which we employ, is to represent a function defined on a ray by mapping it to function defined on the unit interval. Indeed, we can conformally map the unit interval to Γ κ using the map
(The map typically used is LH κ (t) for some constant L [6] . We fix L = 1 for simplicity.)
On the unit interval, the natural representation for functions is Chebyshev series.
Definition 2.1 For a fixed integer n, define the n Chebyshev-Lobatto points as
We can efficiently represent a function defined on the interval by its values at t:
By taking an appropriately scaled discrete cosine transform of f , which we denotef , we obtain the Chebyshev polynomial which interpolates f at t:
Alternatively, the barycentric formula can be used [5] .
Definition 2.2 For a vector x = (x 1 , . . . , x n ) , the notationx denotes x with its last entry removed:x = (x 1 , . . . , x n−1 ) .
Using the map H κ and the fact that every function r we consider vanishes at ∞, we can thence represent a function r defined on Γ κ by its values at n−1 mapped Chebyshev-Lobatto points:r
The values at the points z κ = H κ (t) are r κ = r κ 0 . Then the function
interpolates r at the points z κ . This is referred to as a rational Chebyshev interpolant [6] . Thus we can approximate a function r which is smooth along each Γ κ by the function
. .
In the notation of Algorithm 1.4 we use the basis whose elements are one at a point in z κ and zero at every other point:
Then the coefficients v (i,j) κ correspond to function values at the points z κ .
Computing the Hilbert transform over Γ
We now consider the computation of M over Γ, which is up to a constant equivalent to the Hilbert transform. We note that
Therefore we need only consider the computation of
at the points z 1 , . . . , z 6 . The operator L uses the ± limits of its inputs. However, we know
On the other hand, for z ∈ Γ κ they are not necessarily equal.
We have a map H κ from the unit interval to the curve Γ κ . But, similar to the developement in [17] , we can write M Γκ in terms of M (−1,1) using this map: if f (t) = r(H κ (t)) and
This is easily confirmed by looking at the behaviour as z approaches Γ κ from the left and right:
Moreover, we have an expression for M (−1,1) in closed form. This expression is derived by mapping the interval to the unit circle, using the Chebyshev map and its inverses: 1] to the interior and exterior of the circle, respectively. Since T ± each have a branch cut along [−1, 1], we need two additional inverses:
These map [−1, 1] to the upper and lower half of the unit circle, respectively, and are analytic along the interval.
Using these maps, we obtain the following formulae:
and its first derivative has bounded variation. Define
where φ is the Lerch transcendental function [4] . Then
and, for t ∈ (−1, 1),
Remark : One approach to computing ψ m is to use the method developed in [3] , or the built-in Mathematica routine. These approaches are currently slower and less accurate than using high precision arithmetic with the fact that ψ m is the arctanh function plus a polynomial in z, cf. [17] , which is derived using the Taylor series of arctanh at zero. We use this to compute its value to machine precision.
Using this formula, we can derive an expression for M Γκ . We note that when r(z) = O z −1 as z → ∞, f (t) = r(H κ (t)) = O(t − 1) as t → 1. Therefore the unbounded term in (3.2) vanishes, and we obtain
Now consider the function
Denote the restriction of r to Γ κ as r κ , where r κ (0) is the limit of r as z → 0 along Γ κ . Each term M Γκ r κ blows up at zero, however, to solve the Riemann-Hilbert problem we need the solution to be bounded at zero. From (3.1) we can determine the behaviour of the blow up at zero:
We now consider again the case where a function r is represented on Γ 1 byr 1 = r 1 (z 1 ). We want to construct an (n − 1) × (n − 1) matrix M + that mapsr 1 to the values of M + Γ 1 e(H −1 1 (z)) r 1 at the pointsz 1 . In other words, for j = 1, . . . , n − 1, we would like
The first row of this matrix is unbounded, hence we instead assume that the logarithmic singularity is cancelled. Thus we choose M + so that
Therefore the matrix M + can be constructed by computing ϕ + 0 (t), . . . , ϕ + n−1 (t) and applying the discrete cosine transform on the right. If the unbounded growth is somehow cancelled, then applying M + to r is equivalent to computing M Γ 1 e(H −1 1 (z)) r at the pointsz 1 . In particular, this is the case when e 1 r = 0.
Similarly, we can define
Finally, we define M γ , corresponding to applying M along Γ γ for γ = 2, . . . , 6, by
This is related to computing M Γ 1 along Γ γ .
Ostensibly we would need to redo these calculations for each Γ κ to compute M Γκ . However, computing M is invariant under rotation. Therefore (ignoring the unboundedness at zero)
If e 1 r 1 + · · · + e 1 r 6 , then we obtain
Constructing the least squares system
We now use the matrices M ± , M 2 , . . . , M 6 to construct the linear system (1.5). We first derive some properties of the solution which will allow us to decrease the dimensions of the linear system. Represent U via the definition
Now consider the case where γ is odd. Since M Γκ V 
On the other hand, the right-hand side is
Therefore, we obtain trivially that 0 = V
, or in other words, the contribution to U (12) and U (22) from Γ γ is zero and
Similarly, when γ is even we obtain
and a right-hand side of
In other words, V We now have all the tools necessary to convert the Riemann-Hilbert problem into a linear system, which can in fact be split into two independent 6(n − 1) × 6(n − 1) linear systems. The first system is for the unknowns associated with the (11) and (12) entries of V :v The second system is for the unknowns associated with the (21) and (22) entries: = 0.
Though we have described how to construct M ± and M γ for odd γ, we only require the computation of M 2 , M 4 and M 6 . This simplification will not necessarily be possible for other Riemann-Hilbert problems.
For the conversion from the Riemann-Hilbert problem to the value of the solution to Painlevé II at x, we require the (12) entry of Φ, which is also the (12) entry of U . Thus we need only solve the first linear system. Assuming the linear system is nonsingular, we denote the solution vectors for a given n as v (ij),n κ . and the approximation of V and U as
As an example, consider the choice of constants (s 1 , s 2 , s 3 ) = (1 + i, −2, 1 − i). Since s 1 =s 3 , we know that the corresponding solution to Painlevé II is real on the real axis [10] .
To demonstrate the rate of convergence, in Figure 2 we compare the first entry of solution vectors (which corresponds to the value at zero along each Γ κ ) for consecutive choices of n: 
As can be seen, these values converges spectrally fast, including for complex x, though the rate of convergence and stability degenerates as x becomes large.
Properties of the solution
In the previous example, the linear system was always nonsingular. We cannot expect that this is always the case, as if x corresponds to a pole of the solution u(x), then the corresponding Riemann-Hilbert problem itself is not solvable. We do, however know the following: Proof : When (s 1 , s 2 , s 3 ) = (0, 0, 0), the matrix associated with each linear system is simply an identity operator. Thus continuity of eigenvalues proves the result.
Q.E.D.
In the construction of M κ , we determined the value at zero by assuming the solution was bounded. In the following theorem, we demonstrate that, subject to a second constraint, this assumption is valid.
Theorem 4.2 Suppose that both linear systems are nonsingular and that
Then U n (z) is analytic everywhere off Γ and bounded at zero.
Proof :
We focus on the (11) and (12) entries, as the proof for the other two entries is equivalent. The first part of the theorem follows since M Γ k is analytic off Γ k . The second part will result if we can demonstrate that the first entries sum to zero, cf. . (12) 6 . . .
We assert that
We first note that, for j = 2, . . . , n − 1,
This follows since e(H −1 κ (z)) e j vanishes at zero, hence the logarithmic term of
κ (z)) e j is cancelled and it is continuous at zero. Therefore, for some constant vector C and constants
we can write
From the definition of ϕ and the fact that (1, −1, . . . , (−1) n )ě 1 = 1, we find for some constant D thatē
Thus we get:
Similar manipulations prove the identity along the other contours.
By the design of the linear system, we also know that
And, from the analytical development [12] , we know that
Therefore we obtain
happens to be singular, we know that Σ = 0. The determinant of this matrix is 36 + 4s 1 s 2 − 4s 1 s 3 + 4s 2 s 3 .
Q.E.D.
The condition that
might also be necessary. For example, when (s 1 , s 2 , s 3 ) = (1, −2 − i, 2 − i) the linear system itself is singular, though the right-hand side still lies in the span of the matrix. In other words, the kernel of the matrix is nontrivial, and choosing the wrong element of the kernel can cause the solution to not cancel at zero. In this case, the problem can be rectified by imposing the additional conditions
, so that the linear system (now rectangular) is of full rank. It might be possible to show that the system with these additional conditions always has a solution. We leave this problem open.
Converting the solution to the Riemann-Hilbert problem to the solution of Painlevé II
We have described a method for computing the solution of the Riemann-Hilbert problem associated with the homogeneous Painlevé II equation. Now we want to compute Since G(z) → I as z → ∞, we know that the direction with which we take this limit is immaterial. Thus we choose z along Γ 1 so as to reuse the matrices M 2 , M 4 and M 6 . We can determine approximate values of MV using:
6 .
Now we want to find lim z→∞ ze(H −1 1 (z)) u. We make the transformation z = H 1 (t), so that
where D denotes the Chebyshev differentiation matrix (applicable in O(n log n) time using the DCT [6] ) and we used the fact that e n u is zero to employ L'Hopital's rule. In other words, we need only compute the derivative of the function mapped to the unit interval.
The right-hand side of Figure 2 demonstrates the convergence of u n . Because we are differentiating, we lose approximately two digits of accuracy when moving from the solution of the Riemann-Hilbert problem to the solution of the differential equation. Thus, whereas the left-hand graph achieved roughly 13 digits of accuracy, the right hand graph only achieves roughly 11 digits of accuracy. In Figure 3 we plot solutions for two choices of (s 1 , s 2 , s 3 ). See Figure 4 for the solution with (s 1 , s 2 , s 3 ) = (1 + i, −2, 1 − i).
Initial Conditions
So far, we have defined a unique solution to the homogeneous Painlevé II equation by specifying the constants (s 1 , s 2 , s 3 ), in analogue to the analytic development in [12, 10] . This is in contrast to what one would normally consider defining a unique solution to a differential equation: initial conditions, say, at x = 0. Given the set (s 1 , s 2 , s 3 ), we have already seen how we can use our approach to determine u(x). But we can go one step further and determine u (x) as well. Note that
x (x; z).
Since Φ(x; ∞) = I for all x, it follows that Φ x (x; ∞) = 0. Furthermore, differentiating Φ + = Φ − G we obtain:
Now we already know how to compute Φ − = I + M − V , hence the right-hand side is known. Furthermore, the left-hand side of the equation is exactly the left side of (1.3).
Indeed, if we let Φ x = MṼ , then we obtain againṼ
κ−1 = 0 for κ = 2, 4, 6. Thus we have the exact same linear systems as before, only with a different right-hand side. In the first linear system, the new right-hand side is: .
In short, it is very inexpensive to compute u (x) whenever u(x) has already been computed using the Riemann-Hilbert formulation. This allows us to map (s 1 , s 2 , s 3 ) to the equivalent initial conditions u(x), u (x).
We can use this approach to compare the approximation derived from the RiemannHilbert formulation to a standard ODE solver. We determine that the initial conditions for (s 1 , s 2 , s 3 ) = (1 + i, −2, 1 − i) are approximately (to about 10 digits accuracy) u(0) ≈ −0.7233727039 and u (0) ≈ 1.019298669.
Consider Figure 4 , where we plot approximate solutions for this choice of constants. Note the presence of multiple poles. Unlike an ODE solver, which cannot possibly integrate past a pole, our numerical Riemann-Hilbert approach is only affected by the pole when trying to evaluate close to the pole itself. For values of x bounded away from the first pole (say, x < 2), we can compare u n to Mathematica's adaptive ODE solver NDSolve using the computed initial conditions and extra precision arithmetic. In particular, u 150 matches this computed solution to 10 digits, which is as most as can be expected given the limited accuracy of the initial conditions.
Remark : Of course, there is no guarantee of NDSolve's accuracy, as Mathematica is a black box system, but we use it as it allows high precision arithmetic to hopefully achieve an approximation to machine precision accuracy. We leave it to the reader to decide whether this comparison validates the numerical Riemann-Hilbert approach by comparing it to NDSolve's approximation, or vice-versa.
In applications, one would typically want to find the direct transformation [8] : given initial conditions u(0) and u (0), determine (s 1 , s 2 , s 3 ). But having a map from (s 1 , s 2 , s 3 ) to the initial conditions u(0) and u (0) means that determining the inverse map can likely be found using optimization techniques. Indeed, we benefit from the fact that much of the work in constructing the linear system in Section 4 can be reused for different choices of (s 1 , s 2 , s 3 ). We, however, leave this step as a future problem.
Remark : As far as I am aware, this is the only known approach of computing the initial conditions associated with the constants (s 1 , s 2 , s 3 ). Since the constants (s 1 , s 2 , s 3 ) determine the asymptotics of the solution, this would mean that this is the only way of connecting asymptotics with initial conditions.
Condition number
As x increases, the jump function G becomes increasingly oscillatory, hence it is sensible that the rate of convergence deteriorates. However, we also saw in numerical experiments that stability is lost. We now explain this behaviour by investigating the growth of the condition number of the linear system. In the left-hand side of Figure 5 , we plot the growth of the condition number as n increases for several choices of x, for (s 1 , s 2 , s 3 ) = (1, 2, 1/3). For each value of x, the condition number appears to grow linearly, which is quite good as the approximation converges spectrally. Unfortunately, as seen in the right-hand size of Figure 5 , increasing x causes exponential increase in the condition number! Thus the condition number quickly reaches the point where not even a single digit of accuracy can be achieved. At first, this problem seems devastating to the approach: an exponentially increasing condition number makes the linear system unusable even for modest n, and to resolve the oscillations in the solution for large x would require large n. However, consider for a moment the following contour representation for solutions to the Airy equation [12] : [16] . This representation suffers from similar numerical issues as our linear system: e −8i/3z 3 −2ixz grows exponentially large for fixed z in Γ 2 or Γ 4 as x → −∞ (though eventually the super-exponential decrease of e −8i/3z 3 wins out to make the integrals finite). But we know
Ai(x) is bounded as x → −∞, hence the oscillations must cancel. In other words, roundoff error makes this integral representation useless. In the case of the Airy equation, we know how to resolve this issue: deform the contour through the saddle points at ± i √ x 2 so that the contour avoids areas of the complex plane where the integrand exhibits exponential growth. This can be taken one step further so that the contour runs precisely along the path of steepest descent, thus not only avoiding exponential increase, but also oscillations all-together [11] . This has the added benefit that we do not need to increase the number of quadrature points as |x| → ∞.
It is now clear how to resolve the conditioning problems for our linear system: deform the curve Γ so it avoids the sectors of exponential growth by passing through the saddle points of G. Moreover, in analogue to the integral case, we could even deform the contour along the path of steepest descent, thus avoiding oscillations. This path of steepest descent has already been computed for the derivation of the asymptotics of solutions to the homogeneous Painlevé II equation [8] . Now to apply our approach, if the steepest descent path is denoted Γ SD , then we would need to compute M Γ SD . This could possibly be achieved by conformally mapping each of the pieces which make up Γ SD to the unit interval. However, we do not necessarily need the exact steepest descent curve, as an approximate path will have only minor oscillations. Thus we could alternatively approximate Γ SD by a linear interpolate. As we know how to compute M over line segments in the complex plane, we should be able to successfully apply our numerical Riemann-Hilbert approach. Again, we leave this as a future problem.
Without using the path of steepest descent, we can still demonstrate this phenomena by choosing x and (s 1 , s 2 , s 3 ) to avoid the exponential increase. When x is real and positive, the only curve which see exponential increase as x → ∞ are Γ 2 and Γ 5 . Thus if s 2 = 0 then the exponential increase is avoided. As Figure 6 demonstrates, the condition number is now well behaved.
Closing remarks
We have demonstrated that a Riemann-Hilbert formulation is not just useful as an analytical tool, but also as a numerical one, by successfully computing solutions to the homogeneous Painlevé II equation. This could potentially lay the groundwork for the construction of a toolbox for computing Painlevé equations. Then Painlevé transcendentals would indeed be the true analogues of linear special functions such as the Airy equation: not only useful for analytical expressions, but efficient for practical computations as well.
In Figure 7 is that they consist of a union of curves which each can be conformally mapped to the unit interval using Möbius transformations: rays, arcs and line segments. Thus the general approach of Algorithm 1.4 can already be implemented for these equations.
Because of the numerical problems described in Section 7, this approach is currently not practical for large x, though it is likely that using the path of steepest descent will rectify this issue. However, it is practical for small x, in particular for computing initial conditions. Thus it can already be used to connect asymptotic formulae -which are known in terms of the constants (s 1 , s 2 , s 3 ) -to initial conditions. Thus a simple, practical numerical implementation for the computation of a solution to the homogeneous Painlevé II transcendent for large and small |x| is now straightforward: use the proposed approach for small x, use asymptotic formulae for large |x| and use an ODE solver to extend these two regimes to moderate x.
