Abstract. Recent progress in understanding and mitigating parasitic wave absorption in edge plasmas is presented. Experimental observations collected on Alcator C-Mod suggest multiple physics mechanisms are involved in such losses. Localized measurement of parametric decay instabilities (PDIs) has been performed using RF Langmuir probes. The divertor heat flux due to LH and ionization power loss have been evaluated quantitatively. We observe that the LHCD efficiency can be recovered when the SOL density profile is controlled by operating the tokamak at high current. The experimental progresses motivated a re-examination of the LHCD simulation model based on the ray-tracing/Fokker-Planck code (GENRAY/CQL3D). The effect of introducing a relatively small wave number broadening in the launched power spectrum and using 2D SOL density and temperature profiles was investigated. Comparison with C-Mod experiment indicates that the new model can explain the experimental trend over a wider density range including the density regime where disagreement was seen previously, suggesting that including realistic SOL geometry is a key to improve the simulation accuracy.
Impact of SOL Plasma Profiles on Lower Hybrid Current

INTRODUCTION
Understanding and mitigating parasitic wave absorption in edge plasmas has been a major issue of lower hybrid current drive (LHCD) research. A loss of current drive has been observed in tokamak since 1980's, and is termed as "critical density" or "(lower hybrid) density limit" [1] . Various physics processes have been considered theoretically to explain such a loss. In particular, the wave energy loss due to transferring injected RF power to high parallel wave number (n // ) daughter waves by parametric decay instabilities (PDIs) has been examined in great detail [2] . The work was followed by the experimental observation showing such a process indeed occurs in plasma when the density approaches the critical density [3] . However, despite dedicated experimental and theoretical efforts in past decades, the root cause of the loss has not yet been identified nor has the method to mitigate the loss been established. This long-standing issue gained more attention recently following experiments on Alcator C-Mod [4] , which reported that current drive degradation was worse in diverted configurations. The C-Mod experiment suggests that better understanding this loss mechanism is needed to predict the LHCD performance on a reactor. Experimentally, the loss of current drive is observed most clearly in a rapid decrease of non-thermal hard X-ray emission as the density is increased. Since the standard LHCD modeling based on the ray-tracing/FokkerPlanck code was found to overpredict the current drive, we sought for physics processes to add in order to reproduce this experimental trend [4, 5] . We first extended the computational domain to include the SOL plasma. Since the SOL plasma tends to be more collisional compared to the core, this can effectively reduce the RF power absorbed by electron Landau damping. Later we used the LHEAF full wave code [6] . The full wave code can predict wave number spectrum spreading in plasma more accurately, which tends to be broader than what is predicted with WKB approximation [7] . This may increase the power absorbed in colder region, and thereby reduces the overall current drive efficiency. Interestingly, however, although adding the SOL model and using the full wave code improve the agreement with the experimental observations, the predictions nonetheless deviate from the experimental trend at a high density n e > 1x10 20 m -3 [8] , where n e is the line averaged density.
Our recent experimental efforts to understand the loss of current drive efficiency at high density focused on 1) measuring where and how the wave propagates in plasma and if the wave propagation changes when density becomes high; and 2) establishing a method to improve the LHCD performance at the high density. The new experiments provided guidance on how to improve the LHCD numerical model. Section 2 of this paper describes recent experimental results obtained on Alcator C-Mod. Section 3 will describe our approach to improve the LHCD modeling. Section 4 compares the new model with experiment, followed by a discussion and a summary.
EXPERIMENTAL PROGRESSES TO IMPROVE LHCD AT HIGH DENSITY
To determine where the LH waves propagate, we measured LH wave frequency spectrum using several electrostatic RF probes positioned at various locations around the tokamak plasma. Two key questions to address are: 1) how much of the LH power propagates to the high field side (HFS) at high density; and 2) if the wave frequency spectrum change when loss of current drive occurs. The first question is important because the present day LH experiments are performed in a weak single pass absorption regime, by contrast in a reactor, the LH wave is expected to be absorbed strongly during the first pass. So, although a loss of current drive is observed universally today, it may not occur on a reactor unless the loss is caused by a phenomena occurring immediately in front of the launcher. The LH power measurement at the HFS of tokamak may indicate if something peculiar occurs during the first pass. The change of the LH wave frequency spectrum indicates an excitation of non-linear wave-wave interaction, which may explain why the deviation of the numerical prediction from the experimental trend occurs beyond a certain density threshold.
Results of the RF probe experiments are shown in several publications [9] [10] [11] . In short, we indeed observe that the wave power reaches the HFS when density is low, but gradually decreases when the density exceeds approximately 1x10 20 m -3 , i.e. the same density at which the reduction of HXR emission occurs. Spontaneous excitation of various PDIs is observed, including a unique PDI locally excited and strongly absorbed at HFS of torus, when density exceeds around 1x10 20 m -3 . However, the PDI excitation has a unique magnetic field configuration dependence that is not observed on the HXR emission. In addition, while the HFS ion-cyclotron PDI tends to be observed locally on the HFS, the low field side (LFS) one tends to be observed more uniformly. Excitation of an ion-sound PDI did not always correlate well with changing the magnetic configuration from limited to diverted.
Customary indications of LH fast electron generation including HXR emission and nonthermal ECE are lost at high density. Therefore, we looked at prompt change of heat flux to divertor tiles measured by fast surface thermo-couples and Lyman-α emission profile during modulated LHCD [12] as shown in FIGURE 1. We found that a significant fraction of power is deposited near the last closed flux surface at high density. Moreover, the loss is not toroidally localized and the lost fraction appears to increase as the density increases. These results may provide a hint about the nature of physical mechanisms that might be included in the simulation model to improve fidelity to the experimental measurements.
Developing a technique to mitigate the loss of current drive is equally important. Previously, we reported that the LHCD performance recovered by using a limited magnetic configuration in Ref. [13] . An alternate approach to recover the current drive in a diverted configuration was discovered last year when we measured the dependency of CD efficiency in a wide range of plasma current [14] . FIGURE 2 compares the SOL density profile and the density dependence of HXR emission at three different plasma currents. The SOL density profiles are measured near the midplane LFS, when the line averaged density is 1.4x10 20 m -3 , showing that the scale length becomes shorter at high current, while the HXR emission becomes an order of magnitude stronger.
LHCD NUMERICAL MODEL IMPROVEMENTS
A major issue in modeling is to understand and reduce the discrepancy between the experiment and our simulation models above n e ~ 1.0x10 20 m -3 . Another issue is to improve the accuracy of P LH and J LH profile prediction when the power absorption is weak. We investigated the effectiveness of various physics model modifications in our simulation. Here, we report the effect of spreading initial LH launcher spectrum and the impact of including more realistic SOL density and temperature profiles.
Modification of launched LH wave spectrum could happen even in a reactor where the LHCD single pass absorption is strong. Therefore, it is interesting to see if such a modification could improve the simulations universally. We evaluated the effect of spectrum spreading originally using EAST experiment (FIGURE 3), finding that a relocation of 10% of total LH power to modestly high N || (~2.7) reproduce best the experimental HXR emission profile shape. We applied the spectrum spreading on one C-Mod simulation too. In this case, we found that even smaller spectrum spreading, only 4% of LH power, is sufficient to change a hollow power deposition profile into a centrally peaked profile.
The effect of modifying launched LH wave spectrum in LHCD numerical models has already been studied previously by several authors. In Ref 15, parametric decay instabilities in JET effectively shifted the injected LH power toward higher N || , resulting in better agreement with experimental measurement. Interestingly, however, the fraction of power we found necessary to relocate toward high N || is much smaller than what was found in previous studies. For example, the same author relocated 50 % of injected LH power in high N || components in Ref 16 . In the last RF conference, J. Decker studied spectrum spreading on Tore Supra and concluded that shifting approximately the half of the injected power yield a robust agreement with experiment [17] . The reason why we need significantly smaller fractions is not known yet. It could be caused by subtle differences in the implementation of ray-tracing/Fokker-Planck model, and we are working closely with the Tore Supra group to resolve this issue.
The correlation between observed change of SOL plasma profiles and the concomitant improvement in current drive motivated us to include more realistic SOL plasma profiles in the numerical model. Previously when we extended the computation domain of GENRAY [18] to include SOL plasmas [4] , the SOL plasma density and temperature profiles were assumed to be an exponential function (FIGURE 5 (left) ). Although the scale length of the exponential function was selected to match the profile measured at outboard mid-plane, it did not incorporate the actual SOL plasma geometry, such as divertor X-point. It also tended to restrict the high collision frequency region to be near the last closed flux surface.
To investigate the importance of SOL geometry, we have added a new SOL model in our LHCD simulation using GENRAY/CQL3D [19] . The model uses a measurement of T e and n e on the midplane and T e on divertor tiles ("two point model"), and computes the density and temperature elsewhere along the field line based on the pressure conservation along the field line and classical Spitzer parallel heat conduction. As shown in FIGURE 5 (right), the new profile is significantly different near the divertor region. This new SOL profile reconstruction was incorporated in our GENRAY/CQL3D simulation workflow built on πScope [20] .
Using this new SOL model, we find that GENRAY/CQL3D predicts HXR emission intensity that is much more consistent with measured HXR intensity at high density. In FIGURE  5 , the prediction of HXR emission at n e = 1.3x10 20 m -3 is compared with the previously published result. Evidently, using the new SOL profile the code predicts considerably less intense HXR emission relative to the previous simulation. This is caused by an increase of collisional losses of LH power in the SOL region. At this density, about 83% of injected forward lobe power is predicted to be lost before being absorbed by electron Landau damping (ELD), while in the old model about the half of the forward lobe power was absorbed by ELD.
We also ran GENRAY/CQL3D using the new 2D SOL for the experiment shown in FIGURE. 2. The result, shown in FIGURE 6, is quite encouraging: while the code predicts the order of magnitude decrease of HXR emission for the low current case, it predicts a much smaller decrease for the high current case. The agreement with experiment indicates that the change is SOL profile shown in FIGURE 2 is indeed the key to improve LHCD at high density. It is also noteworthy that even in the high current case, about 40% of forward lobe power is lost before being absorbed by ELD, suggesting a possibility of further improving the efficiency by additional narrowing SOL width. FIGURE 7 compares raytrajectories for low and high density cases. Each ray is colored based on the normalized ray power. It can be seen that at high density, ray power is lost when a ray enters SOL region, changing the color from red to blue quickly. The HFS electrostatic RF probe (indicated by arrows in the Figure) showed that the LH power reached to the HFS decreases by a factor of 10, when density is raised from 0,9 to 1.3x10 20 14) . To make a quantitative comparison with the observation, we estimated the LH power by the sum of ray power propagating near the probe location. By "propagating near the probe", we selected the rays passing through the region between 5cm below and above the probe position. The ray data shown in FIGURE 7 suggests a drop of LH power by 70%. This looks close enough to the observation, given the ambiguity of ray selection, suggesting that the observed decrease of LH power measured at the HFS could be explained by the power loss during the first pass and change of ray propagation due to the increased density.
DISCUSSION
As shown in the previous section, the new 2D SOL model can reproduce the experimental trend over a wide density range, even at high density, where the previous agreement with the experiment was relatively poor. Originally the disagreement at high density motivated us to look for non-linear wave interactions. However, depending on experimental conditions, PDI activities on C-Mod occur at different locations, with different localization, and potentially by different mode coupling (i.e. parallel coupling vs. perpendicular coupling). If PDIs are the main loss mechanism, one would imagine qualitatively that the loss of CD efficiency would change depending on experimental conditions. The lack of such dependency suggests that it is not the case, or at least the model to explain the loss of current drive should include SOL profiles as detailed as what we used in this paper, so that one can predict what type of nonlinear interactions are unstable. On the other hand, the success of the model with rather simple linear collisional absorption presented here suggests the possibility of explaining this on much simpler physics model. Either way, it is critical to cooperate SOL plasmas into the LHCD simulation model.
The approach to reconstruct 2D SOL profile we used in GENRAY/CQL3D is quite similar to the approach used previously in the LHEAF code [6] . In this regard, it is interesting to understand why LHEAF predicted much smaller collisional absorption. This might be due to the fact that the previous full wave code analysis was made in a single toroidal mode analysis. In a single mode analysis, the wave power tends to propagate relatively narrower region in the poloidal crosssection. This might have resulted in overestimating RF quasi-linear diffusion operator, and therefore the power absorbed via ELD. This should be studied further by running a full wave code using multiple toroidal modes.
In the future, we will further investigate the possibility of mitigating the current drive loss via SOL profile control. Previously we saw a recovery of LHCD efficiency at 1.2MA up to 1.5x10 20 m -3 . However, at that time several experimental conditions were changed simultaneously and so it is difficult to determine the root cause of recovery [8] . We plan to revisit and extend the experiment even higher current up to 1.5MA in FY15.
SUMMARY
Significant progress in understanding and mitigating parasitic wave absorption in edge plasmas on a reactor relevant diverted tokamak has been made on Alcator C-Mod. The power loss near the last closed flux surface was directly measured by an LH power modulation technique and was shown to increase as the density increases. LH wave propagation, and in particular PDI activities, which are long suspected as a physics mechanism to cause such a loss, were measured by electrostatic RF probe distributed around tokamak plasma. We observed a variety of PDI activities excited above the density threshold around 1x10 20 m -3 . However, the PDIs on C-Mod have a complicated dependency on experimental conditions, in contrast to the loss of current drive with increasing density, which is a rather robust trend as seen on HXR emission. Spectrum spreading was examined and it was found that including even a small spectrum spreading could improve the simulation accuracy. A new 2D realistic SOL model has been incorporated in our GENRAY/CQL3D simulation workflow. The SOL model is fully determined by experimental data, and was found to improved the agreement with the experiments at high density where the discrepancy was large in previous works, implying that the loss of current drive is caused by the wave propagation in a cold dense peripheral region of diverted tokamak. This result implies that observed PDIs should be looked as a symptom indicating that the LH wave is propagating in such a cold region rather than the cause of losses.
